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Abstract
We investigate equivariant Koszul duality between primary ideals Ia×b of S = S(M(m × n)∗)
associated to rectangular Young diagrams a×b and the corresponding atypical irreducible mixed su-
pertensor representations Xa×b of gl(m|n) in characteristic zero. We show Ia×b to be H 0(S⊗Xa×b)
of the Koszul dual S ⊗ Xa×b and we compute all the higher cohomology of S ⊗ Xa×b to be direct
sums of I(a+r)×(b+r) with multiplicities being given by coefficients of Gauss polynomials. Utilizing
this we are able to describe the equivariant syzygies of Xa×b over S! = Λ(M(m×n)) and determine
the homological dimension of Ia×b over S.
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Let M(m× n) denote the space of m× n matrices over a field K of characteristic zero.
The coordinate algebra K[M(m×n)] of the affine space M(m×n) is the symmetric alge-
bra S(M(m×n)∗) on the linear dual M(m×n)∗ = HomK(M(m×n),K). In [7], Lascoux
described the syzygies of the coordinate algebras K[Vp] of the generic determinantal vari-
eties
Vp =
{
A ∈ M(m× n) | rank(A) < p} (1)
over the coordinate algebra S(M(m × n)∗). Using the standard coordinates on the affine
space M(m× n), we can think of S(M(m× n)∗) as a polynomial algebra in mn variables
xij indexed by 1 i m,1 j  n, and the defining ideal of Vp is the ideal Ip generated
by the p × p minors of the generic m× n matrix
X = (xij )1im,1jn (2)
whose entries are the variables xij . The subvarieties Vp of M(m × n) are preserved under
the natural action of GL(m)× GL(n) on M(m× n) by row and column operations, and so
are the ideals Ip under the extension to S(M(m×n)∗) of the dual action of GL(m)×GL(n)
on M(m × n)∗. The resulting action of GL(m) × GL(n) on the Lascoux resolution of Ip
over S(M(m × n)∗) plays a key role in the description of the resolution. Following the
notation of [11], the linear strands Wpk of the Lascoux resolution are the rows of a double
complex whose total complex is the minimal free resolution of the homogeneous ideal Ip
over S(M(m × n)∗), with the non-zero rows Wpk being indexed by 1 k min(m,n) −
p + 1. In the paper [3], we showed that the (GL(m) × GL(n))-structure on each non-zero
linear strand Wpk can be enriched to give W
p
k the structure of a Koszul dual
ΔΛ(M(m×n))
(
X
p
k
) (3)
of a maximally atypical irreducible representation Xpk of the Lie superalgebra gl(m|n)
where the gl(m|n) action on Xpk restricted to the negative odd-abelian Lie subsuperalgebra
gl−1(m|n) = M(m × n) of gl(m|n) makes Xpk into a GL(m) × GL(n) equivariant module
over the exterior algebra Λ(M(m× n)). The construction of Xpk in terms of mixed tensors
on the standard representation of gl(m|n) given in [3] makes Xpk into a Z-graded module
over gl(m|n) and hence also over Λ(M(m × n)). (See the beginning of Section 2.2 for a
description of the Koszul dual complexes ΔA(M) and the adjoint Koszul dual complexes
∇A(M).)
The relationship of the simple gl(m|n)-modules Xpk to the structure of Lascoux’s res-
olution of Ip examined in [3] can be summarized in the following description of the
cohomology of the Koszul dual
∇S(M(m×n)∗)(Ip) (4)
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olution of Ip over S(M(m × n)∗) modulo the homogeneous augmentation ideal with the
cohomological degree being induced from the grading on Ip:
(5a) Hi∇S(M(m×n)∗)(Ip) = 0 unless i = k(p−1)+1 for some 1 k min(m,n)−p+1.
(5b) If p > 1 and i = k(p − 1)+ 1 where 1 k min(m,n)− p + 1 then
Hi∇S(M(m×n)∗)(Ip)
is the simple gl(m|n)-module Xpk .
(5c) If p = 1 then the only non-vanishing cohomology group
H 1∇S(M(m×n)∗)(Ip) (5)
is a gl(m|n)-module with simple socle X11 and higher composition factors X1k for
1 < k min(m,n) each of which appears with multiplicity one.
The formulation of (5a)–(5c) as a description of the structure of the linear layers of the
Lascoux resolution of Ip is stated in (52a)–(52c) of Section 2.
The information contained in (5a) and (5b) combined with the composition series given
in (5c) yields an expression of the form
l∑
k=1
char
(
X
p+k−1
k
)
q(k−1)(p−1)+p (6)
for the Koszul–Poincaré polynomial of the ideal Ip with coefficients in an additive charac-
ter group of gl(m|n)-modules, where l = min(m,n)− p + 1.
In our present paper, we solve the reciprocal problem of describing the syzygies of
the modules Xpk over Λ(M(m × n)∗) = Λ(gl1(m|n)) using the primary ideals I(p+k−1)×k
which are associated to the rows Wpk of the Lascoux resolution of Ip by the formula
I(p+k−1)×k = H0
(
W
p
k
)
. (7)
The equality in (7) is actually a part of Theorem 1 because of the correspondence
W
p
k = ΔΛ(M(m×n))
(
X
p
k
) (8)
between the rows Wpk and the irreducible mixed supertensor representations X
p
k estab-
lished in [3]. The syzygy problem for Xpk is solved by describing the linear layers of their
minimal projective resolutions over the positive distinguished parabolic subsuperalgebra
gl+(m|n) = gl0(m|n)⊕ gl1(m|n) (9)
which we accomplish by computing the homology of the Koszul dual ΔΛ(M(m×n))(Xpk ) in
terms of the ideals in (7):
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the injective Koszul resolution of the graded Λ(M(m × n))-module Xpk by taking the
subcomplex annihilated by the homogeneous augmentation ideal with the cohomological
grading induced from the Z-grading on Xpk (see (31)–(41) in Section 2). Then,
(a) Hi(ΔΛ(M(m×n))(Xpk )) = 0 unless i = 2j for some j  0.
(b) For any integer j  0, the cohomology group
H 2j
(
ΔΛ(M(m×n))
(
X
p
k
))
decomposes as a direct sum
∞⊕
r=0
p(r, k − 1, j − r)I(p+k−1+r)×(k+r)
of primary ideals I(p+k−1+r)×(k+r) of S(M(m×n)∗) associated to rectangular Young
diagrams (p + k − 1 + r) × (k + r) where the multiplicity p(r, k − 1, j − r) is the
number of partitions of weight j − r contained in r × (k − 1).
Corollary 1.1. The j th non-zero linear layer, starting with j = 0, of the minimal free reso-
lution of the simple gl(m|n)-module Xpk over Λ(M(m×n)∗) = Λ(gl1(m|n)) is isomorphic
to the direct sum
∞⊕
r=0
p(r, k − 1, j − r)ΔS(M(m×n)∗)(I(p−1+k+r)×(k+r))
of Koszul duals ΔS(M(m×n)∗)(I(a×b)), with appropriate shifts (see Corollary 2.1) of pri-
mary ideals of S(M(m× n)∗) of the form Ia×b satisfying a  b.
The three-variable partition function p(a, b, c), which counts the number of partitions
of weight c having at most b parts with each part  a, is the generating function
[
a + b
b
]
q
=
∞∑
i=0
p(a, b, i)qi (10)
of the Gauss polynomial that is the q-analogue of the binomial coefficient
(
a+b
b
)
. Conse-
quently, Theorem 1 yields the following expression for the Koszul–Poincaré series of Xpk
over Λ(M(m × n)) with coefficients in an additive character group of (GL(m) × GL(n))-
equivariant graded S(M(m× n)∗)-modules:
Corollary 1.2. The Koszul–Poincaré series of Xpk over Λ(M(m × n)) with additive char-
acter coefficients over S(M(m× n)∗) has the form
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r=0
char(I(p+k−1+r)×(k+r))q2r
[
r + k − 1
r
]
q2
. (11)
The formula in (11) does contain the usual Poincaré series of Xpk over Λ(M(m×n)) as
a specialization (see Remark 2.3).
The basic (GL(m)× GL(n))-invariant ideals Iλ of S(M(m× n)∗) are indexed by parti-
tions λ having at most min(m,n) parts (see (13)ff), and an ideal of the form Iλ is primary
if and only if λ is a rectangular partition a × b. The prime ideals Ip defining the determi-
nantal varieties Vp are the ideals Ip×1 in the rectangular notation. The modules Xpk appear
in the description of the syzygies of the ideals Ip (see (52) in Section 2) and the reciprocal
description of the syzygies of the modules Xpk over Λ(M(m × n)) given in Corollary 1.1
requires the enlargement of the family of ideals from the prime ideals Ip we started with
to the primary ideals Ia×b, associated to rectangular diagrams a × b. The ideals Ia×b sat-
isfying the inequality a  b are exactly the ideals appearing in the syzygy formulas for
the modules Xpk . However, all ideals of the form Ia×b appear in the syzygy formulas for a
larger family of Z-graded simple gl(m|n)-modules Xλ associated to rectangular diagrams
λ that we are able to treat. The modules Xa×b satisfying the inequality a  b are precisely
the modules of the form Xpk under the correspondence
X
p
k = X(p+k−1)×k (12)
between the notations. Theorem 1 and the two corollaries are subsumed into Theorem 2
and its first two corollaries which we now state.
Theorem 2. Let ΔΛ(M(m×n))(Xa×b) denote the Koszul dual cochain complex obtained
from the injective Koszul resolution of Xa×b over Λ(M(m × n)) by taking the subcom-
plex annihilated by the homogeneous augmentation ideal, with the cohomological grading
induced from the Z-graded simple gl(m|n)-module Xa×b . Then
(a) Hi(ΔΛ(M(m×n))(Xa×b)) = 0 unless i = 2j for some j  0.
(b) For each integer j  0, the cohomology group
H 2j (ΔΛ(M(m×n)))(X(a×b)) = 0
decomposes as a graded S(M(m× n)∗)-module into the direct sum⊕
p(r, s − 1, j − r)I(a+r)×(b+r)(−ab)
of twisted primary ideals I(a+r)×(b+r) where s = min(a, b).
Corollary 2.1. The j th non-zero linear layer, starting with j = 0, of the minimal free reso-
lution of the Z-graded simple gl(m|n)-module Xa×b over Λ(M(m × n)∗) = Λ(gl1(m|n))
is isomorphic to, with appropriate twists, of the direct sum⊕
p(r, s − 1, j − r)∇S(M(m×n)∗)(I(a+r)×(b+r))[j ]
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min(a, b).
Corollary 2.2. The Koszul–Poincaré series of Xa×b over Λ(M(m×n)) with coefficients in
an additive character group (GL(m)×GL(n))-equivariant graded S(M(m×n)∗)-modules
has the form
∞∑
r=0
char
(
I(a+r)×(b+r)(−ab)
)
q2r
[
r + s − 1
r
]
q2
where s = min(a, b).
Before stating further results, we want to introduce some notations that will be used
throughout the paper. We will identify the space M(m × n) of m× n matrices over K
with the linear space HomK(G,F) where F , G are K-vector spaces of dimensions m, n,
respectively. We also identify the algebraic groups GL(m), GL(n) over K with the groups
GL(F ), GL(G), respectively. The natural isomorphism between HomK(G,F) and F ⊗G∗
allows us to identify S(M(m × n)∗) with the symmetric algebra S(F ∗ ⊗ G) on which the
group GL(F )×GL(G) is acting linearly through its standard left action on the linear space
F ∗ ⊗ G. The representation theoretic form of Cauchy’s formula for symmetric functions
gives a direct sum decomposition
S
(
F ∗ ⊗G)=⊕
λ
Lλ
(
F ∗
)⊗Lλ(G) (13)
of S(F ∗ ⊗ G) into non-isomorphic simple (GL(F ) × GL(G))-modules indexed by parti-
tions λ = (λ1, λ2, . . .) satisfying the inequality λ1 min(m,n).
The minimal (GL(F ) × GL(G))-invariant ideal of S(F ∗ ⊗ G) containing the repre-
sentation Lλ(F ∗) ⊗ Lλ(G) is the ideal Iλ generated by Lλ(F ∗) ⊗ Lλ(G). The ideals Iλ
are precisely the additively irreducible (GL(F ) × GL(G))-invariant ideals of S(F ∗ ⊗ G)
under internal sums (i.e., Iλ = I + J ⇒ Iλ = I or Iλ = J ); in fact, any (GL(F )× GL(G))-
invariant ideal of S(F ∗ ⊗G) can be written uniquely as an irredundant sum of the ideals Iλ
(see §5 of [6]).
Following the usual practice of identifying partitions with their Young diagrams, we
refer to partitions with rectangular diagrams as rectangular partitions. We will use the no-
tation b × a to represent the rectangular partition (λ1, . . . , λa,0,0, . . .) where λi = b for
i  a and λi = 0 for i > a, i.e.,
b × a = (b, . . . , b)︸ ︷︷ ︸
a
(14)
with the zero tail suppressed. (In [3] we used the common notation ba for the partition
b× a.) One significance of rectangular partitions is that an ideal of S(F ∗ ⊗G) of the form
Iλ is primary if and only if λ is rectangular (see [6, Corollary 5.3]).
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(GL(F ) × GL(G))-invariant ideals of S(F ∗ ⊗ G). Since the linear span of the p × p mi-
nors of the generic matrix X in (2) is the representation Λp(F ∗) ⊗ Λp(G) corresponding
to the partition λ = (p) in the summation (13), we have Ip = Ip×1. It turns out that each
rectangular ideal Ib×a is the leading homology of a linear strand either of the Lascoux res-
olution of Ip = Ip×1, as in (7) of Section 1, or of its analog resolution of the Young–Howe
dual I˜p = I1×p . (See the end of Section 2 for a discussion of the appropriate Young–Howe
duality.)
Remark 2.3. It should be kept in mind that the Poincaré series
∞∑
i=0
char
(
H
S(F ∗⊗G)
i (Xa×b)
)
t i (15)
of Xa×b over S(F ∗ ⊗ G) with coefficients in an additive character group of (GL(F ) ×
GL(G))-modules can be recovered from the formula in Corollary 2.2 by taking char(Ir×s)
to be the Hilbert series
∑
λ⊇r×s
char
(
LλF
∗ ⊗LλG
)
t |λ| (16)
of Ir×s with coefficients in an additive character group of GL(F )×GL(G), where the sum
is over all partitions λ containing r × s, and then specializing q to t .
Now we want to state some applications of Theorem 2 to commutative algebra. For
convenience, we will denote by A the coordinate algebra S(M(m×n)∗). The next corollary
spells out the explicit description of the minimal free presentations of the ideals Ia×b over
A = S(F ∗ ⊗G) contained within the statement of Theorem 2:
Corollary 2.4. Let λ denote the rectangular partition a × b.
(a) The minimal (GL(F ) × GL(G))-equivariant free presentation of Iλ over A =
S(F ∗ ⊗G) has the form
A⊗ (LμF ∗ ⊗LσG⊕LσF ∗ ⊗LμG)→ A⊗LλF ∗ ⊗LλG → Iλ → 0
where
μ = (a + 1, a, . . . , a)︸ ︷︷ ︸
b
and σ = (a, . . . , a,1)︸ ︷︷ ︸
b+1
.
(b) If we let M denote the graded module Xa×b, then the presentation in (a) can be written
A⊗M1 → A⊗M0 → Iλ → 0 (17)
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H 0
(
ΔB(X(a×b))
)= Ia×b (18)
from (b) of Theorem 2. Here the map A⊗M1 → A⊗M0 is the chain map ΔB1 (M) →
ΔB0 (M) in the Koszul dual complex ΔB(M) = ΔB(Xa×b) in Theorem 2. In the case
a  b, the equalities
M0 = LλF ∗ ⊗LλG, (19)
M1 = LμF ∗ ⊗LσG⊕LσF ∗ ⊗LμG (20)
are special cases of the formula in (4′) of [3] describing the graded components of
X
p
k = X(p+k−1)×k , and in the case a < b they follow from the same through Young–
Howe duality.
There is further homological information about the ideals Ia×b contained implicitly in
Theorem 2. We develop some of this information in Section 4 to obtain the following
formula for the homological dimension of Ia×b over A:
Theorem 3. The projective dimension of Ia×b over A = S(F ∗ ⊗G) is given by the follow-
ing rule where r denotes min(m,n):
pdA(Ia×b) =
{
(r − a)(2b + r − a)+ (r − a + b)|m− n| if a  b,
(r − a)(r + a)+ r|m− n| if a  b.
2. Preliminaries
Throughout this paper, K denotes an arbitrary field of characteristic zero and any plain
tensor product ⊗ without a subscript will represent a tensor product over the field K .
2.1. Linear layers of minimal resolutions
Let A be a connected finitely generated quadratic K-algebra, meaning that A is a
non-negatively graded algebra A = A0 ⊕ A1 ⊕ A2 ⊕ · · · generated over A0 = K by the
finite dimensional component A1 in degree 1 with defining relations in degree 2. A free
A-module can be written in the form A⊗ V where V is a vector space over K . An A-mo-
dule homomorphism
f :A⊗ V → A⊗W (21)
between free A-modules is said to be of degree p if
f (Ai ⊗ V ) ⊆ Ai+p ⊗ V (22)
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linear if each chain map is of degree one. Linear free chain complexes play a central role
among complexes because any minimal chain complex of free A-modules has a filtration
whose successive factors are linear.
For any finitely generated (left) A-module M , we let FA(M) denote the minimal graded
A-free resolution of M . Up to isomorphism, FA(M) is the unique graded A-free resolution
of M having no non-trivial contractible summand (in fact, any graded A-free resolution of
M is the direct sum of FA(M) with a contractible complex). The component of the chain
complex FA(M) in dimension j is the graded free A-module
FA,j (M) = A⊗HAj (M), (23)
where HAj (M) is the j th homology group of M over A, i.e., H
A
j (M) = TorAj (K,M) where
K is the augmentation module, with the total grading on the tensor product A⊗HAj (M) as
graded vector spaces over K . The resolution FA(M) is a summand of the (un-normalized)
bar resolution β(A,M) whose graded structure is easily seen. The component of β(A,M)
in dimension j is the free A-module
βj (A,M) = A⊗A⊗j ⊗M (24)
with the total grading induced from the tensor factors and the map βj (A,M) →
βj−1(A,M) takes a tensor of the form v0 ⊗ v1 ⊗ · · · ⊗ vj ⊗ vj+1 where vi ∈ A for
i = 0, . . . , j and vj+1 ∈ M to the tensor
j∑
i=0
(−1)iv0 ⊗ · · · ⊗ vivi+1 ⊗ · · · ⊗ vj+1
in A⊗j ⊗M = βj−1(A,M) (see [9]). Viewing HAj (M) as the homology Hj(β¯(A,M)) of
the reduced bar complex
β¯(A,M) = K ⊗A β(A,M) (25)
the grading on the component
β¯j (A,M) = A⊗j ⊗M (26)
in dimension j is the total grading on the tensor product. In the case A is Koszul, the
bar resolution β(A,M) may be replaced by the free Koszul resolution κ(A,M) (see Sec-
tion 2.2).
The minimal free resolution FA(M) of a graded finite generated A-module M has a
canonical ascending filtration
· · · ⊆ F0 (M) ⊆ F1 (M) ⊆ F2 (M) ⊆ · · · , (27)A A A
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of FiA(M) to be the free A-submodule
A⊗
( ⊕
ri+j
HAj (M)r
)
(28)
of (18) where Hj(M)r denotes the degree r homogeneous component of HAj (M). The ith
successive quotient
F˙
i
A(M)
def= FiA(M)/Fi+1A (M) (29)
of the filtration is a linear chain complex of free A-modules which we refer to as the ith
linear layer of FiA(M). The observation that the degree j component of the linear layer
F˙
i
A(M) is the free A-module
F˙
i
A,j (M) = A⊗HAj (M)i+j (30)
will be used in the interpretation (47) of the linear strand F˙iA(M) as a Koszul dual of a
Koszul cohomology module in the case A is a Noetherian Koszul algebra.
2.2. Koszul duality and linear layers
Let A be a connected finitely generated quadratic K-algebra as in Section 2.1, and let
B denote the quadratic dual A! of A, i.e., A! is the quotient T (A∗1)/(A∗2) of the tensor
algebra of A∗1 over K modulo the two sided ideal (A∗2) generated by the subspace A∗2
of A∗1 ⊗ A∗1 = T2(A∗1). In this subsection we will assume that the algebra A is Koszul,
meaning that HAj (K) = B∗j or equivalently that the minimal free resolution FA(K) of the
augmentation module K is linear with components given by FA,j (K) = A ⊗ B∗j . The bar
resolution β(A,M) of an A-module M can then be cut down to the Koszul resolution
κ(A,M) whose component in dimension j is the free A-submodule
κj (A,M) = A⊗B∗j ⊗M
of βj (A,M) = A ⊗ A⊗j ⊗ M . One can also describe κ(A,M) by expressing it as
ΔB(∇A(M)) in terms of the functors Δ and ∇ inducing Koszul duality which we will
now discuss.
There are several variants of Koszul duality giving natural equivalences between the
bounded derived categories of finitely generated graded modules over A and over B . One
of these can be described as being induced from the following functorial construction on a
graded A-module M =⊗Mi : we let ΔA(M) denote the cochain complex
· · · → B ⊗Mi ∂i→ B ⊗Mi+1 → ·· · (31)
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B ⊗Mi → B ⊗B1 ⊗A1 ⊗Mi → B ⊗Mi+1 (32)
of the map
B ⊗Mi = B ⊗K ⊗Mi
1⊗α∗⊗1−−−−→ B ⊗B1 ⊗A1 ⊗Mi (33)
where α∗ :K → A∗1 ⊗ A1 = B1 ⊗ A1 is the dual of the natural contraction map α :A∗1 ⊗
A1 → K , with the map
B ⊗B1 ⊗A1 ⊗Mi
β⊗γ−−−→ B ⊗Mi+1 (34)
where β :B ⊗B1 → B is multiplication in B and γ :A1 ⊗Mi → Mi+1 is the action of A1
on the A-module M . ΔA(M) is a cochain complex of graded free B-modules, where the
grading on the free module
ΔiA(M) = B ⊗Mi (35)
is given by the formula
ΔiA(M)j = Bi+j ⊗Mi (36)
for the j th degree component. The functor ΔA extends naturally to a functor from com-
plexes of graded A-modules to double complexes which followed by taking total com-
plexes results in a functor
ΔA :C(A) → C(B) (37)
between categories of complexes of graded modules over A and over B . There is an adjoint
analog ∇A of the functor ΔA, where the role of B is replaced by the graded dual
B∗gr =
⊕
i
HomK(Bi,K) (38)
which is a graded coalgebra over K and is a graded bimodule over B . The analog ∇A(M)
of ΔA(M) is the cochain complex
· · · → B∗gr ⊗Mi ∂i→ B∗gr ⊗Mi+1 → ·· · (39)
of graded B-modules with the ith differential ∂i being the composite
B∗gr ⊗Mi
β∗⊗1−−−→ B∗gr ⊗A1 ⊗Mi
1⊗ θ−−→ B∗gr ⊗Mi+1 (40)
472 K. Akin, J. Weyman / Journal of Algebra 310 (2007) 461–490where β∗ :B∗gr → B∗gr ⊗B∗1 = B∗gr ⊗A1 is the dual of the multiplication map β :B ⊗B1 →
B and θ :A1 ⊗ Mi → Mi+1 is the action of A1 on the A-module M . The grading on the
B-module ∇ iA(M) is given by the formula
∇ iA(M)j =
(
B∗
)
i+j ⊗Mi (41)
for the j th degree component, where (B∗)i+j = (B−i−j )∗.
The functors ΔA and ∇A from C(A) to C(B) can be used to induce natural equiva-
lences between derived categories of certain subcategories of C(A) and C(B). (See [4]
for a general treatment of Koszul duality. The functors ΔA and ∇B correspond to the
functors denoted F and G, respectively, in §2.12 of [4]. When restricted to appropri-
ate subcategories of C(A) and C(B), these form an adjoint pair (F,G) of functors that
are quasi-inverses of each other [4, 2.12.2–2.12.4].) In the special case A = S(F ∗ ⊗ G),
B = Λ(F ⊗ G∗) that we are interested in, where F and G are finite dimensional vector
spaces, we have natural equivalences
Db(A)
D∇A
Db(B)
DΔB
(42)
between bounded derived categories of graded finitely generated modules over A and
over B , as established in [5], with the derived functors D∇A and DΔB being inverses
(up to equivalence) of each other (see Theorem 2.12.6 of [4] for a Koszul duality result
containing (42) as a special case).
Let us now assume that the quadratic algebra A and its quadratic dual B are both
Noetherian Koszul algebras. We define the ith Koszul cohomology functor HiAΔ by
HiAΔ(C) = Hi
(
ΔA(C)
) (43)
on complexes C ∈ 0b(C(A)). The Koszul cohomology group HiAΔ(C) is a graded module
over the Koszul dual B = A!, and in the case of a graded A-module M , we have the formula
HiAΔ(M)j = Hi+jA (M)−j (44)
relating Koszul cohomology and ordinary cohomology through their homogeneous compo-
nents, where HνA(M) = ExtνA(K,M). We similarly define the adjoint Koszul cohomology
functors HiA∇ by
HiA∇(C) = Hi
(∇A(C)) (45)
for C ∈ 0b(C(A)). As before, HiA∇(C) is a graded module over the Koszul dual B = A!,
and in the special case of a graded (left) A-module M , we have the formula
Hi ∇(M)−j = HA (M)j (46)A j−i
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for any left A-module M .
Since the roles of the Koszul dual algebras A and B in this discussion can be reversed,
we can combine the above observations with (30) to obtain an expression
F˙
i
A(M) =
(
ΔB
(
HiA∇(M)
))op[i] (47)
for the ith linear layer of the minimal free resolution F˙A(M) of a finitely generated graded
A-module M as the Koszul dual of the ith adjoint Koszul cohomology module of M ,
where (C)op indicates that the cochain complex C is converted into a chain complex by
sign reversal (
Cop
)
i
= C−i
on homological grading of components.
2.3. Representations of gl(m|n) and Koszul duality
Let us now focus our attention on the situation where A = S(M(m × n)∗) and B =
Λ(M(m×n)). Recall that we are identifying M(m×n) with HomK(G,F) where F , G are
vector spaces of dimensions m, n, respectively, so that we have A = S(F ∗ ⊗ G) and B =
Λ(F ⊗ G∗). We will also identify the Lie superalgebra gl(m|n) with the endomorphism
algebra gl(V ) of the Z-graded superspace
V = V0 ⊕ V1 where V0 = F, V1 = G, (48)
where
gl1(V ) = HomK(F,G) = G⊗ F ∗, (49a)
gl0(V ) = gl(F )× gl(G) =
(
F ⊗ F ∗)⊕ (G⊗G∗), (49b)
gl−1(V ) = HomK(G,F) = F ⊗G∗. (49c)
In particular, we can identify the universal enveloping algebras of the odd-abelian
Lie subsuperalgebras gl1(V ) and gl−1(V ) with the exterior algebras Λ(F ∗ ⊗ G) and
Λ(F ⊗G∗), respectively. Since B = Λ(F ⊗G∗), we can naturally identify the dual Hopf
algebra B∗ = HomK(B,K) with the exterior algebra Λ(F ∗ ⊗G).
A finite dimensional representation M of gl(V ) can be considered as a module over
Λ(F ⊗ G∗) = Λ(gl−1(V )) or over Λ(F ∗ ⊗ G) = Λ(gl1(V )) by restricting the action of
gl(V ) on M to gl1(V ) or to gl−1(V ). The (left) action of gl(V ) on M induces a right
action of gl(V ) on M∗ = HomK(M,K) which is converted back to a left action by the
standard Lie superalgebra anti-automorphism σ : gl(V ) → gl(V ) sending every element of
gl(V ) to its negative. We denote the resulting left gl(V )-module by M∗σ . One can also use
the supertranspose anti-automorphism τ : gl(V ) → gl(V ) to convert M∗ into a left gl(V )-
module which we denote by M∗τ . The contravariant duality
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on finite dimensional gl(V )-modules used in [3] fixes the modules Xpk , and exchanges
Λ(F ⊗ G∗)-modules with Λ(F ∗ ⊗ G)-modules. It will be convenient to use a covariant
duality
M ↔ Mστ (51)
on finite dimensional gl(V )-modules, where Mστ is the module obtained by having gl(V )
act on M through the automorphism στ : gl(V ) → gl(V ). The duality in (51) also ex-
changes Λ(F ⊗ G∗)-modules with Λ(F ∗ ⊗ G)-modules, and since it is covariant, it ex-
changes free resolutions over Λ(F ⊗G∗) with free resolutions over Λ(F ∗⊗G). Also, if M
is semisimple over gl(V ) then Mστ is isomorphic to M∗σ so that homological properties
of M over Λ(F ⊗G∗) are equivalent to homological properties of M∗σ over Λ(F ∗ ⊗G).
We will usually follow the custom of writing M∗σ simply as M∗ (because over an arbitrary
Lie superalgebra, this is the standard construction used to put a left module structure on
the dual M∗ of a left module M). It should also be kept in mind that when the non-positive
grading on the subalgebra Λ(gl−1(V )) of the enveloping algebra of gl(V ) is converted to
the usual non-negative grading on Λ(F ⊗ G∗), one must also suitably reverse the grading
on a Z-graded gl(V )-module M to make M into a graded module over the non-negatively
graded quadratic algebra B = Λ(F ⊗G∗).
With these grading reversals in mind, we can summarize the description of the relation-
ship between the linear layers F˙iA(Ip) of the Lascoux resolution FA(Ip) of Ip over A and
Koszul duals ΔB(Xpk ) of the simple gl(m|n)-modules Xpk established in [3] as follows:
(52a) The ith linear layer F˙iA(Ip) = 0 unless i = k(p − 1) + 1 for some l  k 
min(m,n)− p + 1.
(52b) If p > I and i = k(p − 1) + 1 where 1  k  min(m,n) − p + 1 then F˙iA(Ip) is
the Koszul dual chain complex ΔB(Xpk )op of the simple gl(m|n)-module Xpk with a
shift of dimension i in the homological grading.
(52c) In the case p = 1, the linear complex FA(I1), i.e., the classical Koszul resolution
of I1 over A, has an ascending filtration whose consecutive factors are the Koszul
duals ΔB(X1k)op the simple gl(m|n)-modules X1k indexed by 1 k min(m,n) in
increasing order.
This description of the resolution FA(Ip) where we have suppressed the appropriate twists
of the graded A-module structures of the ΛB(Xpk )op, is equivalent to the description of the
Koszul cohomology modules HiA∇(Ip) stated in (5a)–(5c) of Section 1.
Now we turn to the reciprocal problem of describing the minimal resolutions FB∗(Xpk )
of the simple gl(m|n)-modules Xpk over B∗ = Λ(F ∗ ⊗G) which requires the enlargement
of the family of ideals of A = S(F ∗ ⊗ G) under consideration from the prime ideals Ip
to the primary ideals Ia×b with a  b appearing in Theorem 1, and its corollaries, in Sec-
tion 1. We actually want to treat a larger family of simple gl(m|n)-modules Xa×b . The
modules Xa×b where a  b are precisely the modules of the form Xpk , with the correspon-
dence being given by the equations Xp = X(p+k−1)×k . The modules Xa×b and Xb×a arek
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ogous relationship between Ia×b and Ib×a . The construction of the gl(V )-modules Xa×b
using mixed supertensors, combined with the appropriate Young–Howe duality to con-
struct Xb×a , is reviewed in the beginning of Section 3.1. For now it should suffice to keep
in mind that each non-zero Xa×b is isomorphic to the unique simple quotient of the Kac
module
Indgl(V )gl−(V )
(
La×bF ∗ ⊗La×bG
)
, (53)
where 0 a min(m,n), b 0, and
gl−(V ) = gl0(V )⊕ gl−1(V ) (54)
is the negative distinguished parabolic subalgebra of gl(V ) = gl(m|n).
The covariant duality in (51) interchanges the resolution FB∗(Xa×b) with FB(X∗a×b),
where X∗a×b = Xστa×b , and ∇B∗(Xa×b) with ∇B(X∗a×b). Also, the graded linear dual of
the complex ∇B(X∗a×b) is ΔB(Xa×b). Combining these we have (GL(F ) × GL(G))-
equivariant isomorphisms Hi∇B∗(Xa×b) ∼= Hi∇B(X∗a×b)∗gr ∼= HiΔB(Xa×b) of graded
vector spaces which allows us to transform the natural S(F ⊗G∗) = A∗gr-module structure
on Hi∇B∗(Xa×b) to the S(F ∗ ⊗G) = A-module structure on HiΔB(Xa×b). The effect of
this transformation on the ideals Iλ appearing in the decomposition is as follows. Denoting
the ideal Iλ of K[M(m × n)] by Iλ(m × n), the graded linear dual of the ideal Iλ(n × m)
of K[M(n×m)] is transformed into the ideal Iλ(m×n) by transferring the K[M(n×m)]
action to a K[M(m× n)] action through the linear isomorphism M(n×m) → M(m× n)
that sends a matrix to its transpose.
2.4. Young–Howe dualities
The remainder of this section will be devoted to describing extended versions of Young–
Howe duality that we will make use of in Section 3.
We begin by discussing a Young–Howe duality for stable locally polynomial represen-
tations of GL(k) as k → ∞, i.e., of the stable general linear group
GL(∞) = lim
k→∞ GL(k), (55)
where the maps GL(k) → GL(k+1) are the standard inclusions. Any Schur functor Lα , or
more generally any polynomial functor, determines a module over GL(∞), and arbitrary
direct sums of these modules are locally polynomial GL(∞)-modules. We let GL(∞)-
lpmod denote the category of locally polynomial GL(∞)-modules. In the interests of being
more explicit and of working over GL(∞) × GL(∞), we let F ∗∞ and G∞ denote vector
spaces with countably infinite bases {f ∗1 , f ∗2 , . . .} and {g1, g2, . . .}, respectively. We can
then write GL(∞) as GL(F ∗∞) and GL(G∞) via the given bases, keeping in mind that
these are proper subgroups of the full linear groups on the vector spaces F∞ and G∞,
respectively. Then, GL(F ∗∞)-lpmod consists of modules isomorphic to direct sums of Schur
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denote the category of modules that are isomorphic to direct sums of tensor products of the
form Lα(F ∗∞) ⊗ Lβ(G∞). For example, Λ(F ∗∞ ⊗ G∞) and S(F ∗∞ ⊗ G∞) are objects in
the category GL(∞) × GL(∞)-lpmod under the identifications as indicated (see (56) and
(57)).
The Young–Howe duality functor M → M˜ on the category GL(∞)-lpmod takes a
Schur functor Lα to Lα˜ where α˜ denotes the transpose dual, or conjugate, of the Young
diagram α (the notation α′ is also frequently used to denote the transpose of α). The
induced Young–Howe duality functor on the category GL(F ∗∞) × GL(G∞)-lpmod takes
Lα(F
∗∞)⊗Lβ˜(G∞) into Lα˜(F ∗∞)⊗Lβ(G∞) and the symmetric algebra
S(F ∗∞ ⊗G∞) =
⊕
λ
Lλ
(
F ∗∞
)⊗Lλ(G∞) (56)
is clearly self-dual under this Young–Howe duality, which is in fact compatible with the al-
gebra structure on S(F ∗∞ ⊗G∞). Therefore, we can extend the above Young–Howe duality
to an autoequivalence on the category of (GL(F ∗∞)×GL(G∞))-equivariant S(F ∗∞ ⊗G∞)-
modules that are locally polynomial modules over GL(F ∗∞) × GL(G∞). Similar remarks
apply to the exterior algebra
Λ
(
F ∗∞ ⊗G∞
)=⊕
λ
Lλ
(
F ∗∞
)⊗Lλ˜(F∞) (57)
which is also a self-dual algebra under the same Young–Howe duality. Clearly, on any of
the above module categories on which the Young–Howe duality is an auto-equivalence,
taking homology of a complex in that category commutes with the Young–Howe duality.
On the other hand, one needs to be careful when specializing these Young–Howe duality
functors to the finite dimensional situation even though the specialization functors are ex-
act. For example, consider the case of locally polynomial (GL(F ∗) × GL(G))-modules,
with dimF ∗ = m, dimG = n, where any simple module is of the form
M = Lλ
(
F ∗
)⊗Lμ(G) (58)
with λ1 m, μ1  n. Then, one still has the formula
M˜ = Lλ˜
(
F ∗
)⊗Lμ˜(G) (59)
for the restricted Young–Howe dual M˜ of M with the understanding that M˜ will be zero
unless λ˜1 m and μ˜1  n. In short, the specialization of the Young–Howe duality functor
to locally polynomial (GL(F ∗)× GL(G))-modules is not an auto-equivalence, but it is not
hard to keep track of the vanishing terms.
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We first briefly review some definitions in the combinatorics of skew Young shapes that
will be used in this section. The diagram of a partition λ can be thought of as a collection of
square boxes in the plane indexed by ordered pairs (i, j) in Z×Z satisfying 1 i  λj . We
will follow the convention of Cartesian coordinates when describing the location of boxes
in the plane (i.e., the first coordinate i increases to the right and the second coordinate
j increases upward) so that the Young diagram of λ has λj boxes in its j th row. The
conjugate partition λ˜ is the partition whose diagram has λj boxes in its j th column.
Given a pair λ,μ of partitions satisfying μ ⊆ λ (i.e., μj  λj for all j  1) the skew
diagram λ/μ represents the set-theoretic difference “λ − μ” of diagrams. The weight
|λ/μ| = |λ| − |μ| of a skew diagram λ/μ is the number of boxes in the diagram. By a
tableau T = (tij ) of shape λ/μ we mean a function from the diagram λ/μ to positive inte-
gers, where tij is the positive integer assigned to the (i, j)th box. We think of T as a way
of filling each box in λ/μ with the entry tij . By the word w(T ) associated to T we mean
the sequence
t1λ1 t1λ1−1 · · · t1μ1+1t2λ2 t2λ2−1 · · · t2μ2+1 · · ·
of entries of T formed by reading the entries in each column from top to bottom succes-
sively from left to right in columns. Writing w(T ) = a1a2 · · ·ar where r = |λ/μ|, w(T ) is
called a lattice permutation (or a word of Yamanouchi) if∣∣{k ∈ {1, . . . , j} | ak = i}∣∣ ∣∣{k ∈ {1, . . . , j} | ak = i + 1}∣∣
holds for all positive integers i, j .
3.1. The complexes Wpk and U
a
b
We begin by recalling from [11] the double diagram constructions of mixed tensor com-
plexes that are used to define the complexes Wpk . From now on we will let S denote the
symmetric algebra S(F ∗ ⊗G), and we let
φ :S ⊗G → S ⊗ F (60)
be a generic map of free S-modules determined by
φ(g) =
m∑
i=1
(
f ∗i ⊗ g
)⊗ fi (61)
on elements g of G, where f1, . . . , fm is a K-basis of F and f ∗1 , . . . , f ∗m is the dual basis
of F ∗. We also let g1, . . . , gn be a basis of G and g∗1 , . . . , g∗n be the dual basis of G∗. We
can then identify the elements f ∗i ⊗ gj in S(F ∗ ⊗ G) with the variables xij from (2) of
Section 1, so that we can rewrite the formula in (61) as
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m∑
i=1
xijfi (62)
on the basis elements g1, . . . , gn of G. We will view the map φ as a chain complex whose
non-zero chains are in dimensions 1 and 0, and let φ∗[1] denote the dual complex φ∗
shifted by 1 so that φ∗[1] also has its non-zero chains in dimensions 1 and 0. We have a
shifted trace map
Tr :S[1] → φ ⊗ φ∗[1] (63)
given by
Tr(1) =
m∑
i=1
fi ⊗ f ∗i −
n∑
j=1
g∗j ⊗ gj (64)
and a shifted evaluation map
Ev :φ ⊗ φ∗[1] → S[1] (65)
which is dual to the map Tr in (63), i.e., Ev(fi ⊗ f ∗j ) = δij , Ev(gi ⊗ g∗j ) = δij , and Ev is
zero on fi ⊗ g∗j and gi ⊗ f ∗j . We also have a mixed determinantal module
DS = S ⊗ΛmF ∗ ⊗ΛnG (66)
which is a free S-module of rank one. We will also think of DS as a chain complex
0 → DS → 0 (67)
with trivial differentials and having its only non-trivial component in dimension 0. The
reduction of DS modulo the homogeneous maximal ideal I1 is the one-dimensional repre-
sentation
DS = ΛmF ∗ ⊗ΛnG (68)
of gl(V ) having supertrace as its character. For any non-negative integer k, we will let DkS
denote the kth tensor power of DS over S, i.e.,
DS = S ⊗
(
ΛmF ∗ ⊗ΛnG)⊗k (69)
is a free S-module of rank one which we can also think of as being a trivial chain complex
living in degree 0.
In [11] the following double diagramsLk are constructed out of mixed tensor complexes
of φ and φ∗[1] using the maps Tr and Ev.
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· · · ∂h Lk2,0
∂h
∂v
Lk1,0
∂h
∂v
Lk0,0
∂v
· · · ∂h Lk2,1
∂h
∂v
Lk1,1
∂h
∂v
Lk0,1
∂v
· · · ∂h Lk2,2
∂h
∂v
Lk1,2
∂h
∂v
Lk0,2
∂v
...
...
...
(70)
The terms Lkst are given by the formula
Lkst =
∑
|α|=s, |β|=t
Lα/A/β(φ)⊗Lα/B/β
(
φ∗[1])⊗DkS, (71)
where A and B are rectangular partitions A = (m−p−k+1)×k, B = (n−p+k−1)×k
and the symbol α/A/β denotes the skew shape obtained from A by cutting out α from the
lower left corner, and cutting out β from the upper right corner. Each horizontal differential
∂h :Lks+1,t → Lks,t is induced by the trace map Tr and each vertical differential ∂v :Lkst →
Lks,t+1 is induced by the evaluation map Ev. We consider the total complex Tot(Lk·· ) of
the double complex Lk·· . In our convention Tot(Lk·· )j =
∑
s−t=j Lkst . The differential ∂
in Tot(Lk·· ) is induced by ∂h and ∂v in the usual way. It is proven in [11] that the only
homology of Tot(Lk·· ) occurs in degree 0 and that the homology in degree 0 is the kth row
of the Lascoux resolution of the determinantal ideal Ip , i.e.,
H0
(
Tot
(Lk·· ))= Wpk . (72)
The mixed supertensor construction of Xpk is accomplished reducing the diagram in (68)
modulo the maximal homogeneous ideal I1 of S and taking H0( ) of the total complex
of the resulting double complex of mixed supertensor representations of gl(V ). (See §3
of [3].)
Next, we want to enlarge the family of chain complexes Wpk , and modules X
p
k using
Young–Howe duality described at the end of Section 2. We begin by slightly changing no-
tation. For a given pair m,n of non-negative integers, we de-suppress the ranks m,n and
denote the complex Wpk by U
p+k−1
k (m,n), and we let U
p+k−1
k (∞,∞) denote the “sta-
ble” limit as (m,n) → (∞,∞). This defines complexes Uab(∞,∞) for all a  b, and the
Young–Howe duality discussed at the end of Section 2 allows us to define Uba(∞,∞) as
the Young–Howe dual of Uab(∞,∞). Then, we can define Uba(m,n) as the specialization
of Uba(∞,∞), so that we have complexes Ua(m,n) for all non-negative integers a, b,m,n.b
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neous ideal I1 of S(M(m× n)∗), and setting Xa×b(m,n) = Yab (m,n) we have defined the
gl(m|n)-modules Xa×b(m,n) for all a, b,m,n ∈ N. Since Uab(m,n) can be viewed as the
chain complex form of the Koszul dual
ΔΛ(M(m×n))
(
Yab (m,n)
)
, (73)
where Yab = Xa×b, Theorem 2 becomes the computation of the homology modules of the
complexes Uab(m,n) in terms of invariant ideals of S(M(m× n)∗).
Remark. The proof of the irreducibility of the gl(m|n)-modules M = Xa×b for a  b
given in [3] extends by Young–Howe duality to M = Xa×b for all a, b. More specifically,
Young–Howe duality extends to all a, b the self-duality property
M∗τ ∼= M
of M = Xa×b under the duality (50) defined in Section 2.3 and also the surjectivity of the
natural map
Λ
(
F ∗ ⊗G)⊗La×bF ∗ ⊗La×bGXa×b
of Λ(F ∗ ⊗ G)-modules. These two properties extend the proof of irreducibility of M =
Xa×b(m× n) for all a, b with a min(m,n), keeping in mind that Xa×b(m,n) is 0 unless
a min(m,n).
3.2. Littlewood–Richardson rule
If Lμ and Lν are irreducible polynomial representations of GL(n) over a field of char-
acteristic zero then their tensor product decomposes into a direct sum
Lμ ⊗Lν =
⊕
λ
cλμνLλ
of irreducible polynomial representations Lλ where the multiplicities cλμν are the Littlewood–
Richardson coefficients associated to the partitions λ,μ, ν computed as follows: cλμν is the
number of tableaux T = (tij ) of shape λ/μ with positive integer entries tij satisfying
conditions (i)–(iv):
(i) for every k, νk equals the number of times k appears as an entry of T ,
(ii) ti,j  ti,j+1 for μi < j < λi ,
(iii) ti,j < ti+1,j for μ˜j < i < λ˜j ,
(iv) the word w(T ) derived from T by reading the entries column by column from top to
bottom in each column moving successively from left to right among the columns is
a lattice permutation, or equivalently a word of Yamanouchi.
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Remark 1. The Littlewood–Richardson rule in its original form describes the product of
two Schur functions as a linear combination of Schur functions. (See [8] for a proof and
for other references.) The conversion to the representation-theoretic form that we stated
above is due to the fact that formal characters of polynomial representations of GL(n) are
symmetric functions, with the formal character of a Schur functor Lλ in our notation being
the Schur function sλ¯ corresponding to the conjugate λ˜ of the partition λ. (See [1,2] for a
representation-theoretic version with decomposition maps.)
Remark 2. In the special cases where μ or ν are of the form 1 × r or r × 1, the decompo-
sitions of Lμ ⊗ Lν are the representation-theoretic versions of Pieri’s formulas which are
multiplicity free and quite straightforward to write down. For example, Lμ ⊗ L1×r is the
sum
⊕
Lλ over all partitions λ satisfying μj  λj  μj + 1 for all j and |λ/μ| = r .
3.3. The proof of Theorem 2
It will be helpful to reformulate Theorem 2 in a form more suitable for carrying out
its proof. To do this, we begin by observing that the j th term of the complex Uak (m,n) is
given by the direct sum
U
a
k (m,n)j =
⊕
α,β
S ⊗ Yak [α,β] (74)
over all pairs α,β of partitions α = (α1, . . . , αk), β = (β1, . . . , βk) such that
α˜1  a, β˜1  a, and |α| + |β| = j, (75)
where Yak [α,β] is the representation
L(α1+a,...,αk+a,β˜1,β˜2,...)F
∗ ⊗L(β1+a,...,βk+a,α˜1,α˜2,...)G (76)
and S = S(M(m× n)∗) = S(F ∗ ⊗G). We will denote the free S-module S ⊗ Yak [α,β] by
U
a
k [α,β]. (In the case a  k, this is just the decomposition stated in (4) of [3], and the case
a  k is the Young–Howe dual version.) Let us consider the symmetric terms Uak [α,α] in
the decomposition in (74). For any partition α satisfying
α = (α1, . . . , αk), α˜1  a, and 2|α| = j (77)
we define partitions λ(α) and μ(α) as follows:
λ(α) = (α1 + a)× (k + α1), (78)
μ(α) = (α1 + a, . . . , αk + a, α˜1, α˜2, . . .) (79)
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(λ/μ)(α) = λ(α)/μ(α) (80)
which is actually equivalent to a partition (after a rotation of the skew-diagram by 180◦)
because λ(α) is rectangular. From the Littlewood–Richardson rule, we know there is a
unique, up to scalar, non-zero (GL(F )× GL(G))-equivariant map
η(α) :Lλ(α)F
∗ ⊗Lλ(α)G →Uak [α,α] (81)
whose image is contained in the representation
L(λ/μ)(α)F
∗ ⊗L(λ/μ)(α)G⊗ Yak [α,α] (82)
and the map η(α) in (81) extends uniquely to a homomorphism
η(α) :S ⊗Lλ(α)F ∗ ⊗Lλ(α)G →Uak [α,α] (83)
of free modules over S. We can then reformulate Theorem 2 in a form which includes a
description of the isomorphisms in the stated decompositions.
Theorem 2′. Consider a rectangular partition a × k where a min(m,n).
(A) The ideal Ia×k has a presentation of the form
S ⊗ (Xak )1 → S ⊗ (Xak )0 → 0.
(B) For any partition α satisfying (77), the map η(α) in (83) induces a homomorphism
η¯(α) : Iλ(α) → H2|α|
(
U
a
k
)
. (84)
(C) The odd homology groups of Uak are zero; for each even homology group H2j (Uak ),
there is an isomorphism
⊕
α
Iλ(α) → H2j
(
U
a
k
)
, (85)
where the direct sum is over all α satisfying
α = (α1, . . . , αk), α˜1  a, |α| = j (86)
and the isomorphism is given by the direct sum of the morphisms η¯(α).
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Moreover, it should be observed that the set consisting of partitions α of the form in (86)
that satisfy the equality λ(α) = (a + r) × (k + r) is in bijective correspondence with the
set of partitions γ of weight j − r having at most k parts with each part  r , under the
bijection
α = (α1, . . . , αk) ↔ γ = (α2, . . . , αk)
or equivalently
α = (r, γ2, . . . , γ(k−1)) ↔ γ = (γ1, . . . , γ(k−1))
so that the multiplicity of I(a+r)×(k+r) in the decomposition in (83) is the coefficient
p(r, k − 1, j − r) appearing in Theorem 2 with b = k.
Before starting the proof of Theorem 2′, we want to recall two results from commutative
algebra that we will make use of within the proof. Recall that if R is a commutative ring,
N is an R-module, and I is an ideal of R such that IN = N , then the depth(I,N) is the
length of a regular sequence of maximal length from I on N .
Acyclicity Lemma (Peskine–Szpiro [10]). Consider a complex C = (0 → Cn → Cn−1 →
·· · → C0) of R-modules of length n, and assume that there exists an ideal I in R such that
depth(I,Ci) i ∀i = 0,1, . . . , n. (87)
Suppose also that for each prime ideal P of R satisfying depth(P,RP ) < n, the localiza-
tion
CP = C ⊗R RP (88)
of C at P is acyclic. Then, C is acyclic.
Let us also recall that if R is a polynomial ring in a finite set of variables over a field
and M is the maximal ideal generated by the variables then a theorem of Auslander and
Buchsbaum says that the formula
dimR = depth(M,N)+ pdR(N) (89)
holds for any R-module N .
Proof of Theorem 2′. First of all we claim that the proof of the theorem reduces to the
case m = n. Indeed, let us suppose the theorem is true in this case. Let us consider the
complex Uak (m,n) for general m = n and by symmetry assume that m > n. Then we con-
sider the complex Uak(m,m). We know the theorem is true for U
a
k (m,m). On the other hand
all representations in the homology of Ua(m,n) can be obtained from the ones from thek
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first column of length > n. This proves our claim, and we can therefore assume that m = n.
We now proceed by induction on m− a to prove the statements (A), (B), (C) together with
the following statement (D) giving a bound on the homological dimension of Ia×b . This
bound, which is an easy consequence of (C), plays a useful role in the induction step of the
proof:
(D) The homological dimension of the ideal Ia×k of S(M(m × m)∗) does not exceed
(m− a)(2k +m− a) if a  k and (m− a)(m+ a) if a  k.
In the case m − a = 0 all statements (A)–(D) are obvious, because the complex
U
a
k (m,m) is non-zero only in degree 0 and U
a
k (m,m)0 = S(F ∗ ⊗ G) ⊗ L(m×k)F ∗ ⊗
L(m×k)G. This term is isomorphic to the ideal I(m×k).
It remains to prove the inductive step. We assume that the theorem is true for m− a < i
and we will establish it for m− a = i. We proceed here by induction on m.
In the process of applying the Acyclicity Lemma and related arguments, we need to
consider certain specializations of the generic matrix. In the overview given in the dou-
ble diagram construction of the complexes Wpk and in the subsequent expansion to the
construction of the complexes Uak(m,n) we had taken φ to be the generic m × n matrix,
or equivalently a generic map φ :Sn → Sm of free modules over the polynomial alge-
bra S = S(F ∗ ⊗ G). It is evident that the same constructions make sense for any map
φ :Rn → Rm of free modules over any commutative ring R containing the rational num-
bers. Furthermore, it is easy to see that these constructions are universal for such rings,
in the sense of compatibility with change of base rings, and in particular commute with
specializations. We use the notation Uak(φ) to indicate the complex resulting from our con-
struction applied to a map φ : Rn → Rm. We will repeatedly utilize the decomposition
behavior of Uba(φ1 ⊕ φ2) on direct sums of morphism φ1 and φ2 (see [2]).
We now consider a specialization of our basic generic map φ :G⊗ S → F ⊗ S defined
as follows.
Write F = F ′ ⊕K , G = G′ ⊕K where F ′ and G′ are the vector spaces of dimensions
m − 1, n − 1, respectively. Let S′ be the symmetric algebra S′ = Sym(F ′∗ ⊗ G′) of the
vector space F ′∗ ⊗G′. We consider the map φ :F ⊗ S′ → G⊗ S′ which is the direct sum
of the generic map φ′ on F ′ and the identity map 1 :K ⊗ S′ → K ⊗ S′ on the comple-
mentary components. Because of universality, we can think of Uak (φ) as being the complex
U
a
k (m,n) with differentials obtained by specializing the entries of the generic m×n matrix
to the entries of the matrix φ = φ′ ⊕ 1.
Lemma 1. In order to describe the minimalization of the complex Uak (φ′ ⊕ 1) for the map
φ′ ⊕ 1 above we need to consider the cases a > k and a  k separately:
(a) Let a > k. The complex Uak (m,n) for the specialized map φ = φ′ ⊕ 1 is homotopically
equivalent to the complex Ua−1k (m− 1, n− 1) =Ua−1k (φ′) for the generic map φ′.
(b) Let a  k. The complex Uak (m,n) for the specialized map φ = φ′ ⊕ 1 is homotopically
equivalent to the direct sum of the complex Ua−1k (m − 1, n − 1) = Ua−1k (φ′) and the
complex Ua (m− 1, n− 1) =Ua (φ′).k+1 k+1
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partition α is a box p not in α such that α together with p forms a bigger partition.
For a term Uak [α,β] let p (respectively q) be an outside corner of α (respectively β).
Let us denote α′ (respectively β ′) the partition α with the corner p filled (respectively the
partition β with the corner q filled). The corner p (respectively q) is called an outside
corner of Uak [α,β] if the term Uak [α′, β] (respectively Uak [α,β ′]) occurs in Uak (m,n).
We first decompose the complex Uak (m,n) as a (GL(F ′∗)×GL(G′))-module. Let us see
how many times does a given representation LγF ′∗ ⊗LδG′ occurs in this decomposition.
Let us choose the minimal α0 and β0 such that LγF ′∗ ⊗LδG′ occurs in the decomposition
of Uak [α0, β0]. Let us also denote by Σ(γ, δ) the set of outside corners of α0 and β0 such
that after adding these corners to α0 or to β0 we get the term Uak [α′0, β0] or Uak [α0, β ′0] such
that LγF ′∗ ⊗ LδG occurs in the decomposition of that term. Then it is easy to see that if
the cardinality of Σ(γ, δ) equals r then LγF ′∗ ⊗ LδG′ occurs in our complex exactly 2r
times. The terms Uak [α,β] containing LγF ′∗ ⊗LδG′ correspond to the subsets of Σ(γ, δ),
the pair α,β corresponding to the subset J being the pair of partitions (α,β) which are α0
and β0 with added outside corners from J .
Example. Let us take α = 3, k = 2, m = n = 5. Let us consider γ = (4,3), δ = (3.3).
Then α0 = (1,0), β0 = (0,0). The set Σ(γ, δ) has two elements: the outside box of α0
in the first column and the (only) outside box of β . One can easily check that LγF ′∗ ⊗
LδG
′ occurs exactly in 4 terms U32((1,0), (0,0)), U
3
2((2,0), (0,0)), U
3
2((1,0), (1,0)) and
U
3
2((2,0), (1,0)) corresponding to the subsets of Σ(γ, δ).
We now consider the complex Uak (φ′ ⊕ 1) which is just the complex Uak (m,n) with
differentials obtained by specializing the generic m × n matrix to the matrix φ′ ⊕ 1. The
complex Uak (φ
′ ⊕ 1) is not minimal. We will show that the homotopically equivalent min-
imal complex has the terms LγF ′∗ ⊗ LδG′ such that Σ(γ, δ) is empty. The differential
in our complex decomposes into the part coming from the φ′ which is minimal, and the
part coming from 1 which splits. Therefore the terms of homotopically equivalent minimal
complex are given by the homology of the splitting part of the differential. This part of the
differential is (GL(F ′) × GL(G′))-equivariant. Therefore it is enough to show that for the
pair (γ, δ) with non-empty Σ(γ, δ) the corresponding piece of the complex is exact. For
a subset J of Σ(γ, δ) let us denote by T (J ) the occurrence of LγF ′∗ ⊗ LδG′ in the term
U
a
k [αJ ,βJ ], where (αJ ,βJ ) is obtained from (α0, β0) by adding outside corners from J .
Then it is obvious that if J is not empty the image of T (J ) cannot be 0, and that the image
of T (J ) is a combination of the terms T (I) with I ⊂ J , |I | = |J | − 1.
We can now make use the following elementary lemma:
Lemma 2. Let (K•, d) be a complex of vector spaces over a field K and suppose that there
exists a finite non-empty set Σ such that the term Kj has a basis consisting of elements
e(J ) corresponding to the subsets J of Σ of cardinality j . Assume also that:
(1) For each J = ∅, we have d(e(J )) = 0.
(2) For each J , d(e(J )) is a linear combination of e(I ) satisfying I ⊂ J and |I | = |J |−1.
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Proof. By induction on the cardinality |Σ | of Σ , the case |Σ | = 1 being trivial. For
|Σ |  2, let Σ ′ be a subset of Σ of cardinality |Σ ′| = |Σ | − 1, and let K′ be the
sub-complex of K corresponding to Σ ′. Then one can view K as a mapping cone of a
map K′′[1] → K′ of complexes where K′′ is the quotient complex K/K′ and it is easy
to check that K′′ satisfies the hypotheses of the lemma using a copy of the set Σ ′. In
fact, this inductive proof will show that K is isomorphic to an exact Koszul complex
(Λ(Ke1 ⊕ · · · ⊕Kes), ∂), where s = |Σ |, with
ei1Λ · · ·Λeij ∂→
j∑
k=1
(−1)kei1Λ · · ·ΛeˆikΛ · · ·Λeij
describing the differential ∂ . 
It remains to see for which terms (γ, δ) we have Σ(γ, δ) = ∅. In the case (a) we have
one such pair for each term Uak [α,β]. This is the pair (γ, δ) where γ is obtained by sub-
tracting one box from each of the first k columns in (α1 + a, . . . , αk + a, β˜1, β˜2, . . .) and δ
is obtained by subtracting a box from each of the first k columns of (β1 + α, . . . , βk + α˜1,
α˜2, . . .). In the case (b) we in addition to the above have for each term Uak (α,β) such
that both α and β contain a row of length k (which is possible because a  k), the
term (γ, δ) where γ is obtained by subtracting one box from each of the first α columns
(α1 + a, . . . , αk + a, β˜1, β˜2, . . .) and δ is obtained by subtracting a box from each of the
first α columns of (β1 + a, . . . , βk + a, α˜1, α˜2, . . .). These are precisely the terms of the
complexes Ua−1k (φ′) and U
a
k+1(φ′). In case (a) we can immediately conclude that our com-
plex is isomorphic to Ua−1k (φ′) because the differential is defined only by the part coming
from φ′. In case (b) it is easy to see that there can be no (GL(F ′) × GL(G′))-equivariant
maps between the terms Ua−1k (φ′) and of U
a
k+1(φ′) because if we compare homological
degrees t and t+1 respectively in these complexes, partitions of one term are not contained
in the partitions of the other term. Therefore the complex we get has to be a direct sum of
U
a−1
k (φ
′) and Uak+1(φ′). Lemma 1 is proved. 
Now we are ready to carry out our inductive step.
First we need to prove the statement (B). Notice that all ideals Iλ(α) with |α| > 0 sat-
isfy the inductive assumption, so we can assume that they have the presentation (A). It
is easy to see that the image of the generating space Lλ(α)F ∗ ⊗ Lλ(α)G of our ideal
Iλ(α) under the map η(α) in (81) consists of cycles in the complex Uak . Indeed, it fol-
lows from Littlewood–Richardson rule that a rectangular partition LλF ∗ can appear in a
tensor product LμF ∗ ⊗ LνF ∗ only when ν = λ/μ (rotated by 180 degrees in the plane),
and hence that the representation Lλ(α)F ∗ ⊗ Lλ(a)G can appear in a term of the form
SσF
∗ ⊗ SσG ⊗ Yak [γ, δ] only if γ = δ and λ(α)/γ = σ (after a 180◦ rotation). On the
other hand, the boundary map
∂ :Ua(m,n)j →Ua(m,n)j−1 (90)k k
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form Uak [γ, δ] where γ = δ because Pieri’s formula implies that the image of the generating
representation Yak [α,α] of the free module Uak [α,α] under the leading component
∂ :Yak (m,n)j → S1
(
F ∗ ⊗G)⊗ Yak (m,n)j−1 (91)
of the boundary map in (90) must be contained in the sum of representations of the form
F ∗ ⊗ G ⊗ Yak [γ, δ], where γ = δ. Therefore ∂(η(α)(Lλ(α)F ∗ ⊗ Lλ(α)G)) is contained in
a sum of terms of the form SσF ∗ ⊗ SσG ⊗ Yak [γ, δ] where γ = δ and hence must vanish
as we claimed.
Therefore it is enough to show that the relations, as given in (A), for the cycles corre-
sponding to generators of the ideals described in (C) vanish in the homology groups.
We first prove this after inverting an entry of the generic matrix φ, say the entry xij .
Then, the independence of the statement of the choice of bases in F and G allows us
to rewrite φ in the form φ′ ⊕ 1. In fact we can think of the matrix φ′ as being generic
because the localization of S at the element xij can be thought of as a polynomial
ring B[x′ij ]2im,2jn for some K-algebra B . Our statements being universal over K-
algebras, we can assume that we are in the set-up of Lemma 1. Using the fact that the ideal
Ia×k for the specialized map φ = φ′ ⊕1 is identified with the ideal I(a−1)×k for the map φ′,
with the identifications being compatible with the maps η(α), we can apply Lemma 1 and
statement (B) under the inductive hypothesis on m to deduce that (B) holds after invert-
ing the entry xij , or equivalently any entry xij , of the generic matrix φ. Returning to the
generic situation, what we have just proved implies that our relations go to an element in
H2|α|Uak that is annihilated by some power of each variable xij and hence by some power
of the maximal ideal generated by all the variables. However, at this point we can make a
claim:
Claim. The homology groups H2jUak for j > 0 contain no non-zero elements annihilated
by a power ofM.
Proof of Claim. For any module N we denote by T (N) the submodule of elements in N
annihilated by a power ofM. Observe:
(1) The torsion submodule T (H2jUak ) of the homology has finite length. Indeed, it is a
finitely generated module, and each element is annihilated by a power ofM.
(2) The torsion submodule T (H2jUak ) is the same as the torsion submodule
T ((C2j /B2j )(U
a
k )) where C stands for chains and B for boundaries. This follows
from the short exact sequence
0 → (Z2j /B2j )
(
U
a
k
)→ (C2j /B2j )(Uak)→ (C2j /Z2j )(Uak)→ 0,
where Z stands for cycles, and the observation that (C2j /Z2j )(Uak ) is a submodule of
the free module C2j−1(Uak ) so that T (C2j−1(U
a
k )) = 0.
(3) If T ((C2j /B2j )(Uak )) = 0 then this module has maximal homological dimension m2.
This is a consequence of the formula of Auslander–Buchsbaum stated in (89). 
488 K. Akin, J. Weyman / Journal of Algebra 310 (2007) 461–490We prove the claim by descending induction on j starting at j = d where d =
1
2 length(U
a
k ) = (m − a)min(a, k) using an iterated mapping cone construction to build
a tower
U
a
k = Pd ⊆ Pd−1 ⊆ · · · ⊆ P1 ⊆ P0 = Pa×k
of free complexes which will also be utilized to complete the proof of (A)–(D). For d 
j  1, we let Pj−1 = Cone(hj :Ej → Pj ) where the complex Ej is a direct sum
E
j =
⊕
|α|=j
F(Iλ(α))[2j ] (92)
of minimal free resolutions F(Iλ(α)), shifted by 2j , of the ideals Iλ(α) from (C), and hj is
a lifting of the map
η¯j :
⊕
|α|=j
Iλ(α) → H2j
(
U
a
k
)=H2j (Pj )
given by the sum of morphisms η˜(α) from (84). The existence of the liftings hj is due to
the exactness
(E)j Hi
(
P
j
)= 0 for i > 2j
of the complexes Pj in degrees > 2j to be verified for d  j  1 by induction. Letting
P¯
j denote the upper truncation Pj |2j , the property (E)j becomes the acyclicity of the
complex P¯j which is verified by applying the Acyclicity Lemma of Peskine–Szpiro: using
the bound length(P¯j ) < m2 discussed below, it suffices to verify the acyclicity of the free
complex P¯j after inverting one entry of the generic m × m matrix φ. Since the mapping
cone constructions behave well under localization after which they decompose in accor-
dance with Lemma 1, the inductive use of (C) for smaller m makes it possible to verify the
acyclicity of the localized P¯j . As for the bound on
length
(
P¯
j
)= 1 + max{2i + pd Iλ(α) ∣∣ j < i  d, |α| = 2i}
needed to apply the Acyclicity Lemma, inductive use of (D) for smaller m − a to bound
pd Iλ(α) yields length(P¯j )  m2 − a2 − 2j . In fact, the length of the longest complex
P¯
0 = P0 = Pa×k can be seen, by a more careful analysis as done in the proof of The-
orem 3, to be at most 1 + 2 min(a, k) + pd I(a+1)×(k+1). This leads by induction to the
inequality
(F) length(Pa×k) (m− a)2 + 2(m− a)min(a, k),
which will be seen to be sharp in Section 4.
Having established the fact that the acyclic complex P¯j is a free resolution of
H2j (P¯j ) = (C2j /B2j )(Ua), the bound length(P¯j ) < m2 implies by observation (3) abovek
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ment (B).
Continuing with the proof of the theorem, the acyclicity of the complexes P¯d , . . . , P¯0
establishes (C) except for the equality H0(Uak ) = Ia×k which is essentially (A). In order
to prove (A) we form the augmented complex P0 → S where the augmentation map  is
the natural morphism S ⊗ (Xak )0  Ia×k ↪→ S whose image is the ideal Ia×k . The bound
“length(P0 → S)  m2” allows us to augment the above proof of acyclicity for P¯0 = P0
to obtain the acyclicity of the complex P0 → S finishing the proof of (A) and (C). Conse-
quently (D) follows from P0 = Pa×k being a free resolution of Ia×k satisfying (F). 
4. Homological dimensions of rectangular ideals
In this section we will prove the formula for the homological dimension of a rectangular
ideal Ia×b of over S(M(m× n)∗) stated as Theorem 3 in Section 2. By symmetry, we may
assume that m n and reformulate Theorem 3 as follows.
Theorem 3′. Under the assumption m n, the projective dimension of a rectangular ideal
I(n−e)×u over the ring S(M(m× n)∗) is given by
pd I(n−e)×u =
{
e(2u+ e)+ (u+ e)(m− n), if n− e u,
e(2n− e)+ n(m− n), if n− e < u.
Proof. We prove the theorem by induction on e. If e = 0, the ideal In×u is just the power
of the ideal generated by maximal minors of the generic m × n matrix. Its homological
dimension was calculated in [1,2] to be given by
pd In×u =
{
u(m− n), if n u,
n(m− n), if n < u (93)
which agrees with our formula.
To prove the inductive step, we use Theorem 2. Let us consider the complex Un−eu .
Decomposing it into short exact sequences we see that the projective dimension of I(n−e)×u
does not exceed
1 + max
{
2i + pdH2j
(
U
n−e
u
) ∣∣∣ 0 i  [12 length(Un−eu )
]}
.
But the homology groups in question are by Theorem 2 the direct sums of rectangu-
lar ideals with smaller e. Moreover, the maximum in question is easily seen to be ob-
tained on the last ideal I(n−e+1)×(u+1) occurring in the homology group with the number
2 min(n − e,u). It is also clear that this maximum exceeds all other numbers by at least
two. This means that after applying a mapping cone construction on the minimal resolu-
tions of H2i (Un−eu ) for i > 0 to construct a (non-minimal) resolution of I(n−e)×u, the last
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inductive formula
pd I(n−e)×u = 1 + 2 min(n− e,u)+ pd I(n−e+1)×(u+1) (94)
which is easily seen to imply our statement. 
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