This paper gives results for the population value of a measure of the goodness-of-fit of a general multivariate normal distribution to the simpler hypothesis of independent normal variables. The measure was introduced by Rudas, Clogg and Lindsay in 1994, who gave the value for the bivariate normal distribution. Connections with factor analysis are briefly discussed.
Introduction
Rudas, Clogg and Linday [9] introduced a new index of fit for contingency table models. Their idea was to measure the population goodness-of-fit of a model by writing the population under investigation as a mixture of the population under the model and an arbitrary population. The index of fit that they proposed is the largest mixing probability that can be given to the model so that the mixture representation is feasible. Their measure is the maximum proportion of the population under investigation that can be thought of as coming from the population under the assumptions of the model. It lies between 0 and 1, and is close to 1 for a model that fits well. To use the index in practice one must estimate it from a sample, but this paper concentrates on the population quantities.
This attractive index of fit (which is applicable much more widely than to models for contingency tables) has been further investigated in [3, 8] .
In order to check if the measure is as attractive as it seems, it is useful to have its value worked out in a few simple cases. Rudas, Clogg and Lindsay gave the value of the index of fit, say , for a general bivariate normal distribution with correlation coefficient to the simpler model of independent normal distributions.
This is a very appealing measure of independence for a bivariate normal distribution, but it would be good to see the index of fit to independence for a general q-dimensional multivariate normal distribution. In Section 2 the problem of finding the index of fit for a general multivariate normal distribution is reduced to a one of maximising a concave function over a convex set. A dual problem is given and also extremality relations that characterise the solution. Section 3 applies the approach to obtain explicit solutions for equicorrelated normal variables, and gives an example of the use of a simple algorithm to obtain the index of fit for a general multivariate normal distribution. Section 4 contains a discussion and interpretation of the results in the context of factor analysis, in particular the method of minimum trace estimation of the linear factor model.
Optimisation results
The multivariate normal distribution will be assumed to be non-degenerate. If it has a singular covariance matrix, then one could reduce the dimension by a rotation and continue. The arguments of [9] , see Eq. (12) in their Appendix A, show that is the largest number such that for some choice of the univariate normal density functions g X i (x i ) for i = 1, . . . , p, and for all x,
where f X (x) is the density function of the multivariate normal distribution of interest for the random variables X = (X 1 , . . . , X q ) taking values x = (x 1 , . . . , x q ). It has been assumed implicitly that for the right-hand side of (2) no degenerate distributions are allowed for X, which is necessary to include the joint distribution of X under independence in the class of distributions allowed for the left-hand side of (2) . One may therefore, without loss of generality, by making changes in location and scale on both sides of (2), take the random variables X on the left-hand side of (2) to have mean 0 and variance 1. Their correlation matrix will be written as C. It is not clear at this stage what choice of the means, say = ( 1 , . . . , q ), and the diagonal matrix of variances, say = diag( 11 , . . . ,), of the normal distributions on the right-hand side of (2) will allow to be attained. Inequality (2) may be written
which simplifies to
From (4) following the same argument as in [9] , we obtain only if C −1 − −1 is negative semidefinite.
Let us now decide what value for gives the largest . Essentially, as a referee has pointed out, one shows that min max x of the right-hand side of (4) is zero.
If C −1 − −1 is singular, then for every x in the kernel space of C −1 − −1 it must be required that −1 x = 0, otherwise for some sufficiently long x, would be forced to be indefinitely small. So we can assume that −1 is in the image space of C −1 − −1 , and define a as an inverse image of −1 , so that
Then (4) becomes
The right-hand side of (6) can be written
Since a (C −1 + C −1 C −1 )a is non-negative for all a, the choice a = 0 allows the largest . Putting a = 0 implies choosing = 0, as can be seen from (5) . Note that one is free to choose a = 0 without consideration of (x − a) (C −1 − −1 )(x − a) because inequality (6) must be true for all choices of x, which is the same as for all choices of x − a.
Returning to (4), but taking = 0,
Since C −1 − −1 is negative semidefinite, the inequality is at its most stringent when x = 0. So the index satisfies
for all for which C −1 − −1 is negative semidefinite. That is, is the largest value of
for which = diag( 11 , . . . ,) satisfies the condition that C −1 − −1 is negative semidefinite.
To find one needs to maximise det subject to C −1 −1 (using standard conventions for writing the Loewner partial ordering of matrices), see [5, p. 140] . The final stage of the proof will proceed by reformulating the last statement of the problem, and then using a procedure based on convex optimisation methods.
It is true that C −1 −1 if and only if C [5, Exercise 13, p. 168]. So the problem can be reformulated as that of maximising ln det subject to C and diagonal. More precisely, we want to find
over all diagonal positive semidefinite matrices satisfying
This form of the problem is seen as the maximisation of a concave function of the matrix over a convex set of such matrices. It is easy to see that ln det is concave and strictly decreasing on the set of positive semidefinite diagonal matrices . It is obvious that the constraint C restricts to a convex subset of all matrices . So, all the well-known results from convex optimisation can be applied. When considering a dual problem, one needs to use the norm trace(A A) for the matrix A, and the corresponding inner product. Results from, for instance, [4, p. 62-68], or from [13, Chapter 4.1], can be used to show that the problem in (10) and (11) has a solution, and that the solution is the same as that for the dual problem of finding
over all positive semidefinite matrices D. The dual problem is easier because there is no restriction on D except for positive semidefiniteness. Rather than justify in detail the application of the general convex optimisation theory, it seems better to prove directly Theorem 1. The notation diag D means the diagonal matrix with diagonal elements equal to those of D. To avoid trivialities any matrix inverse will be interpreted as a generalised inverse where necessary. This is enough to prove thatˆ gives a solution to (10), (11) . On the other hand, for the dual problem,
where D is any positive semidefinite matrix for which diag D is invertible. The last inequality is again using maximum likelihood estimation of the variances of independent normal random variables with mean zero and covariance matrix D, and shows thatD gives a solution to (12) . It is also clear that the solutions for primary and dual problems are equal. One other immediate consequence of Theorem 1 is that for every diagonal positive semidefinite satisfying C, and for every positive semidefinite D it is true that ln det
so it is easy to generate upper bounds for the measure of independence. The left-and right-hand side of this last inequality are also seen to be equal when =ˆ and D =D.
Applications
As a first application the measure of independence for equally correlated multivariate normal variables will be displayed. The measure would be expected to change its form according to whether the common correlation coefficient is positive or negative, since the range of for q equally correlated normal variables is between − 
where 1 is a q × 1 vector with all elements equal to 1, and so
gives a solution. The difference C− is equal to −q (I −11 /q) which is positive semidefinite (and of rank (q − 1)). The measure of independence is, from (9),
If 0 < 1, then takinĝ
gives a solution. The difference C − is equal to 11 which is positive semidefinite (and of rank 1). The measure of independence is, from (9),
Results (14), (15) generalise the case q = 2 in [9] . Writing ( ) for evaluated for correlation coefficient , there is a curious reciprocal property that for 0, (− ) ( ) = 1. The results for equally correlated normal random variables show that as q → ∞, the measure of independence tends to 0 for fixed . It is hard to say whether that is a surprising property or not.
Note that the rank of C − and also ofD for 0 and for 0 show examples of the extremes of its possible values. It would not be enough simply to look always for rank 1 or rank q − 1 matrices.
A second application will show how easy the index is to calculate for a general correlation matrix. The correlation matrix that appears in Table 1 is from a study by Smith and Stanley [11] on the relation between reaction times and intelligence test scores. Factor analysis results for these data appear in the source paper, and in [1, p. 69-72]. The dual problem is very well behaved, so it is easy to write a simple algorithm in SPLUS to solve it. The details are given at the end in Section 5. The measure of independence is given by this algorithm as = 0.08970137, so about 9% of the observations could be considered to be from independent normal distributions. The eigenvalues in test are 0.0001800282, −0.0007531514, −0.0683073036, −0.3883489215, −0.8617405225, −2.7810610728 showing that to the accuracy expected (diagD) −1 C, but that with two eigenvalues close to 0, the rank is effectively 4. This ties in with the presence of a Heywood case that is discovered by maximum likelihood fitting of a normal factor model to this correlation matrix, see the discussion in [1] .
Factor analysis
There are similarities between the problem in (10), (11) and the minimum trace method of fitting factor analysis models introduced to psychometrics by [2] . Given an observed covariance matrix C, the minimum trace method finds a diagonal positive semidefinite matrix such that C and trace[C− ] is minimised. The method thus seeks to maximise trace while keeping C. It is parallel to the problem in (11) and (12), but maximises trace rather than determinant. The maximisation of trace was considered using optimisation theory by [7, 10] , and in a manner closer to that used in this paper by [12] . Much of the interest has been in the algorithms to find the solutions, see [6] .
The matricesˆ ,D giving the solution for the minimum trace problem are not in general the same as for the problem considered in this paper. One could propose a 'maximum determinant' method for fitting factor analysis models, and use the methods developed in this paper carry out the fitting, but there are perhaps too many ways to fit factor analysis models already. As it happens, the matricesˆ ,D leading to the solutions for the maximum determinant for equally correlated normal variables given in Section 3 also provide a solution for the minimum trace problem.
It is possible to construct a family of criteria for fitting factor analysis models that includes the maximum determinant method and the minimum trace method as special cases. All that is necessary is to maximise over = diag ( 11 , 22 , . . . ,)
for some , 0 < 1, where as before C. The case = 1 gives the minimum trace method, while letting → 0 gives the maximum determinant method. It is even possible to generalise the weighted minimum trace method introduced by Shapiro [10] by using the family of criteria
where p i are non-zero probabilities that sum to 1. Results for this extension corresponding to Theorem 1 are given in Theorems 2 and 3, which are offered without proof, but which can be proved in a manner not too dissimilar to Theorem 1. 
whereD is a positive semidefinite matrix. 
Theorem 3 (Dual generalised weighted minimum trace). For
0 < < 1, = /( − 1) and W = diag( √ p 1 , . . . , √ p q ),D = (diag(ˆ )) −1 trace W W .(22)
S code
The following S programme worked well in SPLUS6.1 on a Gateway Pentium II running Windows 2000. e<-c(rnorm(q*q));dim(e)<-c(q,q); theta<-0.01; for (ii in 1:800) { obj<--sum(log(diag(e%*%t(e)))) +sum(diag(corr%*%e%*%t(e)))-q; diff<-solve(diag(diag(e%*%t(e))))-corr; e1<-e+theta*diff%*%e; objnew<--sum(log(diag(e1%*%t(e1)))) +sum(diag(corr%*%e1%*%t(e1)))-q; if (obj > objnew) { e<-e1; theta<-2*theta} else {theta<-theta/2} }; test<-eigen(solve(diag(diag(e%*%t(e))))-corr)$values; zeta<-exp(-sum(log(diag(e%*%t(e))))/2 -sum(log(eigen(corr)$values))/2)
The algorithm seeks to increase the value of the objective function for the dual problem. The correlation matrix is written as corr. The algorithm uses a matrix E such that D = EE to make sure that D is positive semidefinite, and uses the derivatives [(diag EE ) −1 − C]E of the objective function with respect to the elements of E to decide on the right direction to move E. Though it is possible that this algorithm will stick at a local optimum, one has an automatic check on global optimality through testingˆ = (diagD) −1 C, and can move in a random direction to break the stalemate.
