We consider the synthesis problem of Compressed Sensing -given s and an M × n matrix A, extract from A an m × n submatrix A m , with m as small as possible, which is s-good, that is, every signal x with at most s nonzero entries can be recovered from observation A m x by 1 minimization:
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where e is an observation noise such that e ≤ δ for certain known norm on R m and some given δ. The standard recovering routine is x ∈ Argmin w { w 1 : Aw − y ≤ δ.}.
We call the matrix A s-good if whenever the true signal x is s-sparse (i.e., has at most s nonzero entries) and there is no observation errors (δ = 0), x is the unique optimal solution to the optimization program min{ w 1 : Aw = Ax}.
To the best of our knowledge, nearly the strongest verifiable sufficient condition for A to be s-good is as follows (cf [7] ):
There exists Y ∈ R |X ij |, X ij being the elements of X).
1
In this paper we consider the synthesis problem of Compressed Sensing as follows:
Given s and an M × n matrix A, extract from it an m × n submatrix A m , certified to be s-good, with m as small as possible.
One can think, e.g., of a spatial or planar n-point grid E of possible locations of signal sources and an M -element grid S of possible locations of sensors. A sensor in a given location measures a known, depending on the location, linear form of the signals emitted at the nodes of E, and the goal is to place a given number m M of sensors at the nodes of S in order to be able to recover the location of sources via the 1 -minimization, conditioned that there are s sources at most. Since the property of s-goodness is difficult to verify, we will look for a submatrix of the original matrix A for which the s-goodness can be certified by the sufficient condition (1) . Suppose that along with A we know an M × n matrix Y M which certifies that the "level of goodness" of A is at least s, that is, we have
Then we can approach the synthesis problem as follows:
Given M × n matrices Y M and A and a tolerance > 0, we want to extract from A m rows (the smaller is m, the better) to get an m × n matrix A m which, along with properly chosen
Choosing <
2s
−µ and invoking (2), we ensure that the output A m of the above procedure is s-good. This simple observation motivates our interest to the problem of approximating a given matrix by a matrix of specified (low rank) in the uniform norm.
Note that in the existing literature on low rank approximation of matrices the emphasis is on efficient construction when the approximation error is measured in the Frobenius norm (for the Frobenius norm
). Though the Singular Value Decomposition (SVD) gives the best rank k approximation in terms of all the norms that are invariant under rotation (e.g., the Frobenius norm and the spectral norm), its computational cost may be prohibitive for applications involving large matrices. Recently, the properties of fast low rank approximations in the Frobenius norm based on the randomized sampling of rows (or columns) of the matrix (see, e.g., [4, 5] ) or random sampling of a few individual entries (see [1] and references therein) has been studied extensively. Another randomized fast approximation based on the preprocessing by the Fast Fourier Transform or Fast Hadamard Transform has been studied in [8] . Yet we do not know explicit bounds available from the previous literature which concern numerically efficient low rank approximations in the uniform norm.
The only known to us result on low rank approximation of matrices in uniform norm is the one in [9] ; it states then if W = Y . We show that a fast (essentially, of numerical complexity O(kM n 2 )) approximation W k can be constructed which satisfies ). Moreover, in Section 2.4, we show that when W is an n × n identity matrix, as in the case of Compressed Sensing Synthesis problem, the above bound is unimprovable up to a logarithmic factor. See also Section 2.3 for a discussion of how large L(Y, A) can be in the case of A being a Hadamard matrix. We propose two types of construction of fast approximations: we consider the randomized construction, for which the accuracy bounds above hold in expectation (or with significant probability). We also supply "derandomized" versions of the approximation algorithms which do not require random sampling of matrices and attain the same accuracy bounds as the randomized method.
Low rank approximation in Compressed Sensing
In this section we suppose to be given s and an M × n matrix A and our objective is to extract from A a submatrix A k which is composed of, at most, k rows of A, with as small k as possible, which is s-good. We assume that A admits a "goodness certificate" Y . Namely, we are given an M × n matrix Y such that
and we are looking for A k and the corresponding
.
Random sampling algorithm
The starting point of our developments is the following simple 
and
For proof, see Appendix A. Lemma 2.1 has the following immediate consequence:
As a result,
Proof. Let β ≥ β . By applying items (ii) and (iii) of the lemma for k ≥ 1 we get:
When taking the expectation (first conditional to ξ 1 , ..., ξ k−1 ), due to E{ξ k |ξ 1 , ..., ξ k−1 } = 0 a.s. for k ≥ 2 and then using E{ V β (S 0 ), ξ 1 } = 0 (due to E{ξ 1 } = 0), we obtain for k ≥ 1
which is (6). Now let us set
. Since V β (0) = 0 we conclude that
2β .
On the other hand, by item (i) of Lemma 2.1,
The random sampling algorithm. Denoting y 
Now let Ξ be random rank 1 matrix taking values z i a T i with probabilities π i , and let Ξ 1 , Ξ 2 , ... be a sample of independent realizations of Ξ. Consider the random matrix
As an immediate consequence of Proposition 2.1 we obtain the following statement:
In particular, the probability of the event
is ≥ 1/2, and whenever this event takes place, we have in our disposal a matrix Y k and a
Proof. By (9) we have z i a 
and we arrive at (10).
Discussion. Proposition 2.2 suggests a certain approach to the synthesis problem. Indeed, according to this Proposition, picking at random k rows a 
Derandomization
Looking at the proof of Proposition 2.1, we see that the construction of A k and Y k can be derandomized. Indeed, (6) 
implies that
Whenever S ∈ R n×n and β ≥ β there exists i such that
Specifically, the above bound is satisfied for every i such that
and because π i ≥ 0 ∀i and i π i (z i a T i − W ) = 0, the latter inequality is certainly satisfied for some i. Now assume that given a sequence β 1 ≤ β 2 ≤ ... of positive reals, we build a sequence of matrices S i according to the following rules:
where by definition V β 0 (0) = 0.
Then for every k ≥ 1 the matrix
In particular, for the choice β = 2L ln(2n 2 ) , = 1, 2, ..., we obtain
One can consider at least the following three (numerically efficient) policies for choosing v k and k satisfying (12); we order them according to their computational complexity.
A. Given S k , we test one by one the options 
≤ 0, we may hope that this procedure will take essentially less steps than the ordered scan through the entire range 1, ..., M of values of i.
B. Given S k we solve M one-dimensional convex optimization problems
then select the one, let its index be i * , with the smallest value of
If the bisection algorithm is used to find t * i , solving the problem (13) for one i to the relative accuracy requires O(n 2 ln(1/ )) elementary operations. The total numerical complexity of the step of the method is O(M n 2 ln(1/ )).
C. Given S k , we solve M convex optimization problems
Note that due to the structure of V β to solve (14) it suffices to find a solution to the system
Since the equations of the system (15) are independent, one can use bisection to find the component u j of the solution. 
where µ is a certain fraction of 1 2s
. Assuming the problem is feasible for the chosen µ, we get in this way the "initial point" -the matrix W = Y T A. we terminate. Alternatively, we can solve at each step an auxiliary problem min . 4 Note that due to the convexity of the left-hand side of the equation in (15), even faster algorithm of Newton family can be used. • "Active" approximation, which is obtained from algorithm A by the same refinement as in the previous item.
In our experiments, we ran every policy 6 times. The results were as follows: "Blind" policy B: the rank of 0.05-approximation of W = I 2048 varied from 662 to 680.
"Active" policy A: the rank of 0.05-approximation of W varied from 617 to 630. Note that in both algorithms the resulting matrix A m is built "row by row", and the certified levels of goodness of the intermediate matrices A Finally, we remark that with A being the Hadamard matrix H ν , the "no refinement" versions of our policies would terminate according to the criterion
, which, on a closest inspection, is nothing but a slightly spoiled version of the goodness test based on mutual incoherence [3] 5 . In the experiments we are reporting, this criterion is essentially weaker that the one based on (16): for the best, over the 6 runs of the algorithms A and B, 10-good submatrices A m of H 11 we got the test based on mutual incoherence certifies the levels of goodness as low as 5 (in the case of B) and 7 (in the case of A). . We intend to demonstrate that in general this bound is unimprovable, . up to a logarithmic in m and n factor even when we are allowed to use any rank k matrix in the approximation. Specifically, the following result holds: when n ≥ 2k.
Lower bound

