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PALABRAS CLAVE 
Bot: se entiende por bot toda aquella cuenta con un funcionamiento automático programado 
previamente, que tiene el fin de dispersar información, opiniones, links con los que obtener un 
rédito económico, molestar o cualquier otro propósito predefinido a priori. 
Machine Learning Algorithms: son aquellos métodos que sirven para realizar una 
clasificación de entidades y que previamente deben ser entrenados con datos de los que ya se 
sabe la respuesta. 
Cyborg: es una cuenta cuyo funcionamiento depende tanto de parámetros programados como 
de la intervención del ser humano. Los perfiles de noticias son típicos de esta clase ya que 
permiten una actualización automatizada y a la vez el uso por parte de personas. 
Matriz de confusión: es una función de R que permite la comparación de unos resultados 
obtenidos por predicción y los verdaderos del proceso. 
Trending Topics: son los temas de mayor importancia en un momento puntual en Twitter. En 
cada uno de ellos se agrupan “tweets” de la misma temática. 
 
RESUMEN 
Las redes sociales, y más concretamente Twitter, se han convertido en un lugar donde compartir 
opiniones, información, mantener discusiones… y con ellas han ido creciendo también el 
número de perfiles falsos que tratan de obstaculizar, falsear, difamar u obtener un rédito 
económico.  
Además, la sofisticación de este tipo de cuentas es cada vez mayor y ya no son los perfiles 
típicos que a simple vista se pueden distinguir de las verdaderas. El camuflaje es en muchas 
ocasiones casi perfecto, hasta el punto de pasar totalmente inadvertidas.  
Ante todo esto, desde distintos ámbitos de la docencia y la investigación se está llevando a cabo 
estudios para mejorar la identificación de esas cuentas de modo que supongan un problema de 
menor grado. 
Pese a los esfuerzos que se están realizando el problema sigue estando presente, y la utilización 
por parte de empresas, partidos políticos y organizaciones de este tipo de perfiles no hacen más 
que aumentar este problema. Además, se juega en contra por el hecho de la falta de información 
de los usuarios de Twitter al no tener en consideración que la información que les llega pueda 
ser perjudicial para ellos. 
Los objetivos que se persiguen con el trabajo son mostrar cómo funcionan algunos de los 
métodos de detección de cuentas tipo bot, explicar cuáles son sus características e incidir en las 
características de las cuentas que permiten caracterizar a una cuenta como bot. 
Además, se busca que el lector entienda y reflexione sobre los problemas que conlleva la 
existencia de este tipo de cuentas y que aprenda a utilizar herramientas y métodos para 
detectarlas. 
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Con el fin de realizar una clasificación satisfactoria se ha creado un conjunto de datos formado 
por usuarios de tipo bot y otros humanos. Para hacerlo se han analizado todas y cada una de las 
cuentas  y se han creado ciertos parámetros ilustrativo del comportamiento de cada una de ellas. 
Se ha pretendido que el conjunto sea lo más homogéneo posible y que el número de cuentas de 
ambos tipos sea similar, para evitar que la probabilidad a priori introduzca sesgo en la labor de 
los clasificadores.  
Para conocer si las variables del conjunto de datos son las correctas o si por el contrario están 
muy correlacionadas entre ellas y no son de gran utilidad, se ha realizado un procesado de los 
datos en los que se incluye un Análisis de Componentes Principales y por mapas auto-
organizados (no lineales). Estos métodos permiten una representación en 2 dimensiones y ver 
si existe de esta manera una división clara entre los dos tipos de cuentas. En concreto los mapas 
no lineales representan la proyección en 2 dimensiones de las distancias que hay entre los 
perfiles analizados 
Los métodos elegidos son Machine Learning Algorithms (SVM, Random Forest, Árboles de 
decisión y el método bayesiano) que se han ejecutado en el programa estadístico R y que ayuda 
a trabajar con facilidad permitiendo mostrar, manipular y comparar los resultados obtenidos. 
 
Figura 0.1: Funcionamiento de SVM (izquierda) y de Random Forest (derecha)  
Fuente: [1] y [2]   
El primero de ellos, SVM, realiza la clasificación buscando una función lineal (hiperplano) que 
separe las entidades de dos o más clases. Por otro lado, los árboles de decisión son un tipo de 
algoritmo que va clasificando desde los parámetros más importantes hasta los de menor peso.  
Por otra parte Random Forest, hace múltiples árboles de decisión teniendo en cuenta multitud 
de combinaciones. En función de lo que la mayoría de árboles de decisión determine, clasifica 
la entidad en uno u otro tipo.  
Para finalizar, el método bayesiano realiza una clasificación en base a cada parámetro por 
separado poniendo en común todos los resultados. 
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1. INTRODUCCIÓN 
 
En los últimos años, las redes sociales han surgido y se han consolidado como una de las 
principales fuentes de información y de ocio de la población. Como toda herramienta, cuenta 
con grandes virtudes pero también con numerosos defectos.  
Uno de ellos ha sido el auge de las cuentas automatizadas (bots), que si bien en algún caso 
pueden tener un impacto positivo, en la mayoría implica problemas de cierta gravedad. 
Tratando de crear un entorno más limpio, numerosos expertos trabajan día a día con el fin de 
poder controlar y averiguar qué cuentas están automatizadas. 
En el trabajo que se presenta se va a tratar de realizar un análisis de cuentas de tipo bot en la 
red social Twitter.  Antes de ello se quieren dejar claros algunos aspectos claves relacionados 
con el  trabajo por lo que a continuación se introducirán, no muy extensamente, los principales. 
 
1.1.  Redes sociales 
Las redes sociales se han convertido en un vehículo con el que comunicarse con amigos, 
conocidos y con gente totalmente ajena. De este modo, han contribuido en gran medida a la 
evolución de un mundo donde se comunica cada vez información más personal de nuestras 
vidas.  
Por otro lado, según numerosos psicólogos, se ha entrado en una etapa en la cual la importancia 
de las redes sociales ha superado cualquier expectativa [3]. El hecho de publicar algún aspecto 
personal (sea falso o no), de divulgar una cierta opinión sobre un tema o de interactuar con 
personas han provocado que el uso de este tipo de herramientas sea cada vez más masivo. 
Pese a que los principales clientes suelen ser personas jóvenes, cada más gente de distintas 
edades se está sumando al fenómeno. Es por esto que cada vez más empresas utilizan las redes 
sociales como medio para recoger opiniones sobre ciertos productos o servicios convirtiéndose 
en una herramienta de gran utilidad para analizar en qué se puede mejorar o invertir más [4]. 
Una de las redes sociales que más integración ha conseguido ha sido Twitter, que con una 
interfaz sencilla y un objetivo original ha hecho que millones de personas de todas las edades y 
generaciones la usen como vehículo de comunicación y opinión.  
 
1.2. Twitter 
Twitter es una red de microblogging lanzada en 2006 [5] con el objetivo de intercambiar 
opiniones, información, noticias… 
El funcionamiento es bastante sencillo: cada usuario puede publicar pequeños fragmentos de 
texto, los cuales son conocidos como tweets, de hasta 140 caracteres. La idea es que se 
compartan informaciones en un espacio reducido y poder intercambiar opiniones de forma 
dinámica.  
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Se puede seguir a tantas cuentas como desee (estos serán sus Friends) y puedes ser seguido por 
otras tantas (Followers). Twitter [1] cuenta con 313 millones de usuarios activos mensualmente 
y un volumen de unos 65 millones de tweets diarios manteniendo una lucha constante con 
Facebook e Instagram, que si bien tienen finalidades diferentes, pelean por el mismo nicho. 
Para muchos expertos esta red social ha supuesto un cambio en la forma de informar y de 
interactuar. 
Entre otras cosas, una de sus principales características es que permite agrupar los temas 
mediante la almohadilla (denominada hashtag #) y mencionar a otro usuario precediéndolo del 
símbolo @. Una de las ventajas de Twitter es que aparte de las funcionalidades previamente 
mencionadas, tiene un manejo muy sencillo y una interfaz muy intuitiva. 
Cada vez más, se emplea esta red como lugar de discusión acerca de determinados temas y no 
tanto como medio para  la comunicación entre personas. Según muchos profesionales de este 
ámbito, la herramienta de Twitter ha servido para poder tener un acceso inmediato a todo lo 
que pasa en cualquier rincón del mundo y para discutir las posibles consecuencias o las causas 
de ello. Por ejemplo muchos de los corresponsales que cubren en la actualidad los conflictos de 
Oriente Medio como Mikel Ayestarán utilizan Twitter para informar al instante de todo lo que 
está ocurriendo. O también, todo lo relacionado con un determinado problema social es 
discutido a través de esta red social. 
Además, ha permitido que la opinión de todas y cada una de las personas que la emplean tenga 
un cierto impacto (mayor o menor) pues siempre hay alguien que acaba leyéndola.  
Aprovechando el poder que da esta red social, muchas organizaciones o partidos políticos la 
han utilizado para ganar repercusión, popularidad y además poder convencer a gente para sus 
causas [6]. Es una forma sencilla y directa de llegar a los potenciales votantes de los partidos 
sin destinar apenas recursos económicos. 
Los distintos tipos de usuarios de Twitter se pueden dividir en: cuentas humanas, bots o cuentas 
automatizadas (en las cuales se centrará el trabajo) y en ciborgs o cuentas de automatización 
parcial.  
 
Figura 1.1: Interfaz Twitter  
Fuente: Elaboración propia 
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1.3. Tipos de Bots 
Un bot [7] es una cuenta automatizada para volcar contenido de forma que un ser humano solo 
tenga que ocuparse de activarla y desactivarla cuando convenga. Cada vez son más los bots que 
proliferan en Internet y son muchas las utilidades para los que pueden ser utilizados dentro de 
la red global. Por ejemplo, los medios de comunicación los utilizan para dispersar opiniones o 
las tiendas online para que los usuarios reciban soporte cuando se encuentren en el proceso de 
compra.  
A pesar de que comúnmente se tenga la predisposición de considerar los bots como malos, 
existen muchos otros que permiten a empresas ofrecer servicios al usuario y facilitarle la 
experiencia interactiva. A continuación se va a mostrar una de las muchas clasificaciones 
posibles: 
 
1.3.1. Bots positivos 
Cada vez más son las empresas que emplean bots con el fin de ayudar al usuario ante cualquier 
problema que tenga mientras navega por su página web (chat box) [7] . Esto permite resolver 
cuestiones de manera sencilla sin necesidad de recurrir a agentes humanos que quedan 
reservados para una incidencia de carácter más grave. Los más rudimentarios, se entrenan con 
una serie de preguntas y respuestas más comunes para poder disponer de una pequeña base de 
datos y resolver cuestiones sin mucha complejidad. Además, hoy en día se están empezando a 
usar técnicas de Big Data para entrenarlos, como es el caso del superordenador Watson [8] de 
IBM que se está utilizando para crear Chat Box en empresas. 
Otro ejemplo de bot que proporciona beneficios son los que se dedican a informar a la población 
ante un determinado hecho o incidencia. En Japón, al ser usuales los seísmos, se ha creado un 
sistema para que en cuanto se produzca uno se informe mediante bots en Twitter a la población 
para que puedan elegir el mejor lugar donde cobijarse. 
Aparte de los anteriormente mencionados existen otros tipos de bots con funciones positivas 
como pueden ser los game bots [2] (que permiten al jugador enfrentarse a alguien ficticio) o los 
“news” bots (que ayudan a los medios de comunicación a expandir noticias relevantes). 
 
1.3.2. Bots maliciosos 
Por el contrario, muchos de los bots que existen se dedican a acciones negativas y que 
contaminan el uso de Internet.  
Se distinguen pues varios tipos de bots maliciosos [7]: 
 Los que se dedican a distribuir SPAM mediante información masiva acerca de uno o 
varios temas. Suelen redirigirte a determinadas URLs con los que consiguen beneficio 
económico. 
 
 Aquellos cuya función es difundir un tema bajo un determinado punto de vista con el 
objetivo de influir en la opinión de las personas. Se da sobre todo en campañas políticas, 
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religiosas. Aunque estos Bots puedan parecer inofensivos, hay que prestarles especial 
atención. Ejemplos de ello, es su uso en las elecciones generales que se celebraron el 
pasado verano en España o en las que se celebraron en Estados Unidos el paso mes de 
Noviembre [9]. 
 
 También existe un tercer tipo que se dedica a la difusión de noticias reales y que 
adjuntan el link de una web de creación propia con el que gana dinero por cada visita 
recibida. En muchas ocasiones este tipo de cuentas no son bots puros, sino ciborgs: 
cuentas creadas y dirigidas en ocasiones por personas que a su vez tienen un parte 
automática. 
 
 Otro tipo de bot muy común, es aquel cuya finalidad es simplemente molestar al usuario 
e impedirle un uso tranquilo de la red social. Suelen ser simples y con una interfaz 
bastante poco trabajada. Se aprecia en el lenguaje una falta de calidad lingüística 
 
1.4. Bots en Twitter 
A pesar de los esfuerzos de las redes sociales dirigidos a la erradicación de las cuentas 
maliciosas, entramos en un problema sin una solución sencilla por diversos motivos: primero 
por la cantidad tan abundante que hay de perfiles de este estilo y segundo por el desarrollo 
constante de estas cuentas que dificulta discernir si se trata de una o no.  
Las interfaces de los bots han ido mejorando y ya no son cuentas que un simple vistazo basta 
para realizar una clasificación clara de si es un bot o no. Se ha llegado en los últimos años a 
numerosos casos en los que clonan una cuenta ya existente y modifican determinados datos con 
el fin de parecer lo más humano posible.  
Aparte de esto, el desarrollo de algoritmos ha avanzado de manera impresionante y están 
consiguiendo que los bots creados tengan un lenguaje y unas expresiones impropias a priori de 
una cuenta automatizada. 
La evolución de las tecnologías y, más concretamente, de las redes sociales han provocado un 
aumento muy importante de cuentas automatizadas que tienen una finalidad negativa, y que 
afecta a la experiencia del usuario. 
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Figura 1.2: Ejemplo de Bots con comportamiento humano haciendo campaña contra @NuevaEnfermeria 
[Fuente: Twitter] 
1.5. Influencia en las Redes Sociales 
El principal problema de este tipo de cuentas, como anteriormente se ha indicado es la 
capacidad de influir en las opiniones de los usuarios y la contaminación de la red. 
Cada vez se crean más y más bots con el fin de participar en campañas políticas, sociales, 
religiosas… [9]. La forma de actuar de la mayoría de ellas es a través de los “Trending Topics”, 
dispersando opiniones que generen confianza en el resto de usuarios pero que en realidad se 
trata de afirmaciones sin ningún tipo de veracidad.  
A este respecto hay continuas denuncias por parte organizaciones y empresas. Ejemplo de ello 
son las denuncias de la creación de trolls (cuentas cuyo único fin es atacar o difamar a un 
determinado sector con el fin de provocar en ellos una mala imagen social) por parte del 
gobierno de Venezuela con el fin de desprestigiar a sus oponentes y alcanzar altos niveles de 
popularidad [10]. 
Aunque pueda parecer un problema leve, no lo es. Dado el poder que tienen las redes sociales 
en la sociedad actual, cada opinión cuenta. Por ello, Twitter es un vehículo a través del cual se 
puede desprestigiar y falsear informaciones. Aunque estas posteriormente se demuestren falsas, 
siempre queda un cierto residuo difícil de eliminar. 
Las redes que se dedican a la dispersión de este tipo de información son más complejas de lo 
que a simple vista parece. En la tabla siguiente, se muestra una red de bots políticos que 
dispersan exactamente las mismas opiniones y no se dedican solo a hacer campaña sino también 
a desprestigiar a rivales. Se ha elegido este caso como podría haberse escogido el de sus 
oponentes de partido o el de sus rivales de distintas formaciones políticas ya que todos ellos 
cuentan con redes de este tipo. 
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Figura 1.2: Ejemplo de red de apoyo de Bots.  
Fuente [11] 
Otro ejemplo es el grupo terrorista ISIS que tiene miles de bots creados con el fin de hacer 
propaganda y de captar a nuevos miembros. Además, cuando realizan un atentado muchos de 
ellos “se despiertan” con el fin de jactarse del poder que tienen [12]. 
Además de lo previamente mencionado, existen muchos bots cuyo único cometido es aumentar 
el volumen de seguidores de una determinada persona.  
La existencia de páginas web donde se pueden conseguir miles de usuarios a cambio de poca 
cantidad de dinero, provoca que este tipo de servicios sea contratado por aquellos que quieren 
ganar popularidad en las redes [13]. 
Por otro lado, están proliferando cada vez más plataformas que controlan bots seguidos por 
miles de usuarios cuyo cometido es plagiar información de terceros. Estos además suelen 
ofrecer la oportunidad de realizar un RT a una determinada cuenta que les con el fin de 
promocionarse en Twitter. Estos servicios, como PromoTwitter, tienen precios muy asequibles. 
Un caso claro de seguidores falsos es el de las celebridades. Se estima que en algunos casos la 
mitad o más pueden llegar a no ser usuarios reales [14]. Cantantes como Lady Gaga o Justin 
Bieber son algunos de los perfiles que más porcentaje de bots tienen entre sus seguidores. 
Además, estos usuarios falsos encuentran en este tipo de cuentas un entorno perfecto donde 
mimetizarse con los fans y llegar de forma rápida y fácil a multitud de cuentas. 
 
1.6. Implicaciones éticas 
Pese a la gran importancia que tiene este asunto, no es muy conocido por parte de la sociedad 
que tiende a creer casi todo lo que ve en las redes sociales sin contrastar la información con 
fuentes fiables. 
Esto provoca graves problemas ya que se puede estar siendo víctima de una manipulación 
cuando en realidad uno mismo cree estar siendo bien informado. 
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Además, gracias al desarrollo de herramientas capaces de procesar grandes conjuntos de datos 
(Big Data) se puede analizar en profundidad todo lo relacionado con un usuario para saber qué 
contenidos pueden interesarle. De este modo, se les hace llegar información de un determinado 
tema del que se sabe que el usuario en cuestión está interesado con el fin de transmitirle una 
opinión o noticia que no tiene porqué ser verdad. 
En las pasadas elecciones generales, el Partido Popular [15] contrató a una experta en Big Data 
que se dedicó a propagar información a los que consideró votantes dudosos del partido.  
La táctica consistió en transmitir a través de cuentas creadas con ese propósito, información 
que les hiciera dudar y volver a confiar en la formación popular. Este tipo de técnicas son cada 
vez más comunes y han sido usadas por empresas, organizaciones… 
Se “aprovechan” de una sociedad que aún no está acostumbrada a este tipo de plataformas y 
que no es consciente de los peligros que la rodean. Lo ideal sería que con el tiempo, las personas 
se familiarizasen y educasen acerca de estos problemas.  
Sin embargo, es un problema ante el cual las organizaciones y las mismas redes sociales deben 
actuar. El problema viene cuando son las propias empresas las que usan todo este tipo de 
herramientas para usos de dudosa moralidad. 
 
1.7. Big Data para mejorar la detección de Bots 
Aunque las herramientas Big Data puedan ser usadas para fines negativos, esto solo es un 
pequeño porcentaje comparado con los usos tan positivos que se le puede dar. 
La minería de datos ha entrado en una nueva era en la que se pretende realizar un análisis de 
los datos que aúnen las denominadas 4 V: volumen, velocidad, veracidad y variedad. 
 
 
Figura 1.3: Características del Big Data.  
Fuente [16] 
En los últimos tiempos se están empezando a usar estas técnicas para una rápida detección de 
cuentas maliciosas, pues permite un mejor control de los datos y dispone de mayor cantidad de 
información para realizar los análisis. 
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Gracias a ciertas compañías que están invirtiendo mucho dinero en estas herramientas, se está 
consiguiendo un avance espectacular en la capacidad para detectar cuentas de tipo bot o para 
llevar a cabo análisis de sentimiento en Redes Sociales. 
Un ejemplo es Watson [8], el superordenador creado por IBM cuya finalidad es aplicar todo el 
potencial de Big Data y ser capaz también de interactuar con el ser humano.  
Para ello aún queda mucho trabajo pues hay que buscar formas de entrenamiento desde cero y 
aprender cómo sacar todo el potencial a este tipo de máquinas. 
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2. BENEFICIOS DEL TRABAJO 
A continuación se va a realizar una breve explicación de los beneficios principales que conlleva 
este trabajo. 
 
2.1. Beneficios académicos 
Se trata de un trabajo que permitirá al autor finalizar el Grado de Ingeniería en Tecnologías 
Industriales. El TFG cuenta con 12 ECTS y se aplicarán conocimientos de diversa índole 
aprendidos durante la carrera y de otros totalmente nuevos.  
Además de usar conocimientos propios de la especialidad de Organización Industrial y de 
estadística, se emplearán otros de Informática/Programación de gran interés así como de cultura 
tecnológica. 
 
2.2. Beneficios técnicos 
Por otro lado, con este TFG se pretende profundizar en diversos métodos para la clasificación 
de datos y su aplicación en la detección de bots. 
Aunque se están destinando muchos recursos para conseguir mejorar la calidad de las redes 
sociales, aún queda un largo camino para lograr el objetivo. 
Desde aquí, se intentará dar una primera explicación de en qué consisten estos métodos dejando 
claro cómo funcionan y qué alcance tienen.  
 
2.3. Beneficios sociales 
Este trabajo tiene una doble finalidad de cara a la sociedad: el primero alertar a los usuarios de 
las redes sociales de este problema; el segundo es enseñar de forma general cómo darse cuenta 
de que la información no es fiable y qué herramientas usar. 
 
2.4. Beneficios económicos 
Aunque no es el objetivo primordial del trabajo, puede ayudar también a organizaciones, 
empresas y personas particulares a ahorrarse dinero sabiendo seleccionar la información y no 
cayendo en algunas de las trampas que despliegan las cuentas automatizadas. 
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3. ESTADO DEL ARTE  
3.1. Introducción 
Tanto por parte de instituciones públicas como por parte de empresas privadas, se están 
llevando a cabo distintos procedimientos con el fin de detectar qué cuentas son automatizadas 
y cuáles no lo son. Por ello, se va a tratar de explicar algunos de ellos. 
 
3.2. Técnicas empleadas 
Como existen un sinfín de métodos para la detección de bots, en lo que sigue se van a explicar 
tres, que son las de más interés para el estudio posteriormente realizado: análisis basados en 
parámetros heurísticos de forma manual y mediante Machine Learning Algorithms y los 
conocidos como honeypots. 
Además, se van a comentar algunos estudios concretos y aplicaciones ya existentes que llevan 
a cabo esta tarea. 
 
3.2.1. Métodos heurísticos 
Una de las bases más usadas es la de los parámetros heurísticos. Ya sea a través de un análisis 
manual, de un algoritmo implementado a partir de estos parámetros o de un estudio estadístico 
se puede determinar con una alta precisión si se trata de un bot, ciborg o ser humanos. Los más 
importantes parámetros heurísticos en los que más se basan los expertos son [17][18][19] : 
 La originalidad de los tweets. Según el grado que muestre puede ayudar a discernir si 
una cuenta se trata de un bot o no. Por originalidad se entiende la capacidad semántica 
que posee y la facilidad para lanzar tweets con opiniones que parezcan humanas. Una 
característica que poseen muchos bots es la falta de capacidad para interactuar con otros 
usuarios de manera lógica. 
 
Figura 3.1: Ejemplo de cuenta con poca originalidad   
Fuente: Elaboración propia 
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 Otro parámetro de especial interés es el número de Retweets que lleva a cabo una cuenta 
en relación al total de Tweets que produce esa cuenta. Si el porcentaje es superior al 
65% [18], la cuenta entra dentro del rango donde es bastante probable que pueda ser un 
bot. 
 
Figura 3.2: Fórmula de Ratio de Retweets. 
 Fuente [20] 
 El ratio de links en relación con el número de tweets publicados es otro indicador. Estas 
cuentas automatizadas tienden a añadir al final de cada microtexto la posibilidad de 
acceder a una URL externa. Suele tratarse de publicaciones incompletas con el objetivo 
de que el usuario tenga la tentación de pinchar dicho enlace y completar la información. 
Estos enlaces externos conllevan un beneficio para el creador de la cuenta automatizada, 
y en otras muchas ocasiones un perjuicio para el usuario que tras hacer click accede a 
dicho contenido. Las cuentas que se dedican a propagar links suelen tener un porcentaje 
muy elevado de sus tweets con este tipo de recurso. 
 
 
 
Figura 3.3: Fórmula de Ratio de Links.  
Fuente [20] 
 La relación entre los followers y Friends de una cuenta suele ser otra característica del 
tipo de cuenta que se trata. Las cuentas manejadas por humanos, salvo las que son de 
celebridades, suelen tener un ratio cercano a la unidad ya que suele corresponderse con 
amistades. Los denominados bots tienden a un número de Friends bastante superior a 
los followers ya que con el seguimiento masivo de cuentas esperan captar la atención 
de bastantes usuarios. Además, en el círculo de amistades que rodea una cuenta de tipo 
bot, suelen proliferar cuentas del mismo tipo. 
 
 
Figura 3.4: Relación de Followers-Friends típicos de cada tipo de cuenta.  
Fuente [17] 
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 Otro aspecto importante es la frecuencia con la que una cuenta lanza publicaciones. 
Los que más  publican son los ciborgs ya que suele tratarse de medios de noticias 
(normalmente su objetivo suele ser positivo). La diferencia entre una cuenta humana y 
un bot suele quedar bastante patente si nos fijamos bien en este parámetro. Mientras que 
la primera publica de forma bastante irregular y suele hacerlo los días lectivos 
descansando los fines de semana, el segundo no distingue entre estos periodos y sigue 
una cierta regularidad en su actividad. Además los bots tienen la peculiaridad de que 
cuando se encuentran activos tuitean masivamente con poco intervalo de tiempo entre 
ellos. 
 
Figura 3.5: Fórmula para calcular el tiempo entre interacciones. 
 Fuente [20] 
 Fijándose en qué plataformas emplean las distintas cuentan para realizar sus 
publicaciones, se llega a la clara conclusión de que las automatizadas tienden a hacerlo 
desde aplicaciones externas (APIs) que permiten entre otras cosas programar el 
momento en que queremos que se realice una determinada publicación. Estas 
herramientas permiten además manejar de forma simultánea varias cuentas a la vez, sin 
tener que estar preocupados de programar cada una por separado. Hay que tener en 
cuenta, que una cuenta bot suele ir ligada casi siempre a otras que vuelcan contenidos 
idénticos a la vez. 
  
 La interfaz de la cuenta suele ser otro indicativo. Las cuentas robotizadas en muchas 
ocasiones tienen nombres más aleatorios y largos, suelen tener la imagen de perfil en 
blanco o con una foto claramente falsa, y la información de perfil suele ser incompleta 
y con alguna URL. Una de las últimas armas de Twitter para combatir a los bots ha sido 
obligar a todos los usuarios a tener una interfaz que incluya una imagen de perfil. A 
pesar de esto, sigue siendo fácil distinguir muchas cuentas por la interfaz ya que siguen 
utilizando imágenes que no tienen sentido o que son claramente falsas. 
 
 La geolocalización de los tweets suele ser una característica propia de los humanos ya 
que las cuentas de tipo bot intentan esconderla, debido a que si lo hicieran se vería con 
facilidad que desde un determinado punto de la Tierra existen cientos o miles de cuentas 
con un contenido similar.  
 
 Los hashtags son una característica habitual en los tweets de los bots ya que de este 
modo aumentan su radio de acción y consiguen llegar a más usuarios. Intentan sobretodo 
usar los denominados Trending Topics que son aquellos temas que tienen más 
relevancia en un momento dado y en los que más gente está interactuando en un 
determinado momento. 
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Figura 3.6: Muestra de cómo se comportan bots y humanos según parámetros.  
Fuente [17] 
Los parámetros anteriormente explicados se pueden aplicar al estudio de distintas maneras 
que se van a comentar a continuación: 
 
3.2.1.1. De forma manual 
Existen investigaciones en las cuales los parámetros heurísticos previamente mencionados se 
implementan a mano. Es decir, pasan el filtro de varias personas que analizando determinados 
aspectos de las cuentas determinan si se trata de una cuenta robotizada o no lo es.  
El principal problema que tiene este tipo de técnicas es la necesidad de tiempo y de personal. 
En la mayoría de Machine Learning Algorithms que posteriormente se explicarán se utiliza este 
método para entrenar a los conjuntos. Se eligen una serie de cuentas y se analizan de forma 
manual parametrizándola y clasificando la variable de la que se quiere saber el resultado (en 
este caso bot).  
Después de esto, se introducen los datos en un programa que permita ejecutar este tipo de 
algoritmos y servirá para que basándose en ellos pueda realizar la clasificación. 
De forma pura, no suele emplearse este método. Es decir, no suele llevarse a cabo una 
clasificación manual debido al gasto de tiempo y de recursos humanos que son necesarios.  
Aparte, limita mucho el volumen de datos que puede estudiarse ya que para conjuntos grandes 
se trabaja a un ritmo que es totalmente improductivo. 
 
3.2.1.2. Machine Learning Algorithms 
A continuación se muestran algunos de los principales algoritmos que se usan con el fin de 
clasificar un conjunto de datos [18]. Para utilizar estos métodos se entrena el programa con una 
serie de cuentas de las que se sabe si son bots o no, para posteriormente “testearlo” con otras 
de las que se quiere saber el resultado. También se puede segmentar el conjunto de datos 
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conocido en dos bloques, con uno de ellos se entrena el clasificador y con otro se valida la 
calidad.  
Para generar robustez en el proceso de creación del clasificador se suelen emplear en todos los 
algoritmos de aprendizaje las llamadas técnicas de validación cruzada. Consisten en realizar 
distintas pruebas con los conjuntos de entrenamiento segmentándolos de diversas formas para 
averiguar los valores con los que se consiguen los mejores resultados de clasificación. Cada 
uno de los algoritmos empleadas para clasificar dependen de unos parámetros específicos (por 
ejemplo en el caso de SVM, sigma y el coste C) [21]. 
 
3.2.1.2.1. SVM 
Es muy común el empleo de Máquinas de Soporte Vectorial [2] . Es un procedimiento que  
ayuda a clasificar qué cuentas son bot y cuáles no. Funciona con gran rendimiento para bases 
de datos de volumen pequeño [22] y lo que hace es encontrar un hiperplano en el espacio que 
permita separar las clases.  
En la mayoría de ocasiones es imposible encontrar una función lineal (hiperplano) que separe 
de forma perfecta las clases. Sin embargo, mediante aproximaciones y la adición de holguras 
es capaz de llegar a soluciones muy próximas a la realidad. Por otro lado, las transformaciones 
con Kernel permiten dividir conjuntos separados por una forma no lineal. 
Es uno de los algoritmos de más fácil implantación y con el que se obtienen resultados muy 
satisfactorios. 
 
 
Figura 3.7: Representación de SVM. 
 Fuente [2] 
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3.2.1.2.2. Sistema Bayesiano 
Un procedimiento muy utilizado es el sistema Bayesiano. Este método se basa en el teorema de 
Bayes [23]. Se asume que cada una de las variables es independiente del resto y se lleva a cabo 
un análisis por separado de cada una de ellas.  
Para clasificar una determinada entidad, primero se clasifican todos los parámetros por separado 
realizando una predicción de cada uno de ellos. Después de esto se ponen en común y en función 
de cada una de las probabilidades se clasifica. 
El hecho de analizar una a una puede ser una limitación ya que puede conducir a resultados 
algo difusos.[24]. 
Con este algoritmo, aunque puede lograr predicciones satisfactorias, es necesario tener un 
conjunto de variables que sean fácilmente clasificables y que conduzcan a resultados claros. En 
grupos de datos grandes suele tener buenos resultados mientras que en aquellos que tienen 
menos extensión conduce a resultados algo peores. 
 
3.2.1.2.3. Árboles de decisión 
Este algoritmo [25][26] funciona creando un árbol a partir de las variables. Comienza 
analizando las que considera que son más relevantes y abre distintas posibilidades para 
continuar estudiando el resto.  
Los árboles de decisión [27] son un tipo de algoritmo cuya principal ventaja es su fácil creación. 
Son empleadas en numerosos campos y sus resultados dependen en gran medida de la pureza 
de las regiones que se creen. Tienen el hándicap de que las divisiones regionales se realizan de 
forma paralela a los ejes cartesianos por lo que dependiendo de la forma que tenga el conjunto 
respecto de ellos, se consiguen mejores o peores resultados.  
Si se tiene un conjunto de datos en el que alguna determinada variable tiene mucho peso a la 
hora de clasificar, se consiguen resultados reseñables y en tiempos muy cortos. 
 
Figura 3.8: Ejemplo de Árbol de decisión.  
Fuente [28] 
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3.2.1.2.4. Random Forest 
Es quizás el algoritmo con el que se consiguen mejores resultados para conjuntos de datos tanto 
grandes como pequeños. Se basa en la realización de múltiples árboles de decisión en los que 
va probando todas las combinaciones posibles. 
Después de realizar todos los árboles cada uno de ellos “vota” a qué clase cree que pertenece la 
muestra. La clase con más votos es la elegida por el método. 
Es uno de los mejores métodos cuando se tiene una base de datos con parámetros que difieren 
mucho entre ellos. 
 
Figura 3.9: Representación de Random Forest. 
Fuente [1] 
 
3.2.2. Honeypots 
Otro enfoque distinto pero muy empleado en varios estudios llevados a cabo, consiste en el uso 
de HoneyPots [20] [29] [30]:  
Un HoneyPot es una red creada con unas pocas cuentas con características y comportamientos 
de bot que se unen únicamente a perfiles que aparentemente sean automatizados. El nombre 
hace alusión al término bote de miel, que provoca la atracción de cuentas de tipo bot.  
Se inicia  un proceso en el que se va creando una red de cuentas robotizadas. Lo que se intenta 
es ofrecer a partir de estas “semillas” una imagen de fácil aceptación de seguidores y de amigos 
y se trata de que los temas tratados sean diversos con el fin de atraer a perfiles de todo tipo. 
Al final se entiende que todas las cuentas que siguen a estas semillas son bots. Hay que tener 
en cuenta que este método puede fallar ya  que no considera que hay un porcentaje significativo 
de usuarios humanos que se relacionan con estas cuentas con el fin de alcanzar fácil popularidad 
o simplemente por pura ignorancia.  
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Los HoneyPots tienen muchas aplicaciones, pero siempre han tenido el objetivo de atraer a 
atacantes o perfiles dañinos sea en esta o en otras redes sociales [31].  
Los bots ven en estas redes un lugar donde aumentar su popularidad y su alcance de manera 
rápida y sencilla. Aun así hay que tener cuidado pues cada vez son más los bots que detectan 
este tipo de trampas y que no participan en ellas. 
 
3.2.3. Otros estudios 
Dado que Twitter es una red social en la cual la recolección de información es bastante lenta, 
se han realizado iniciativas que promueven que sean los usuarios los que en un principio avisen 
de un spammer. Por ejemplo en [32] llevaron a cabo una plataforma en la que los usuarios 
denunciaran una posible cuenta spam y tras el aviso el grupo de expertos revisaría esto para 
cerciorarse de que lo era.  
Otros estudios [33] se centran en la longitud y la calidad del nombre. Las cuentas automatizadas 
tienden a tener siempre un nombre bastante largo para evitar problemas de compatibilidad, y 
aparte suelen tener poco sentido.  
Para esto último, se puede hacer una comparativa con una cadena de Markov [34] en el cual el 
suceso depende solamente del inmediatamente anterior. Es decir, se analizan las probabilidades 
que hay de que después de un determinado carácter vaya otro. Programándolo con unos 
parámetros se puede analizar si el nombre tiene un cierto sentido o no.  
En general, casi todas las investigaciones que se llevan a cabo giran en torno a las diferencias 
de comportamiento de un usuario bot de otro que no lo es. El problema se encuentra cuando el 
desarrollo de estas cuentas es tal que es muy complicado discernir si se trata de uno muy 
elaborado o de si por el contrario es humano. 
Estos bots se expresan con opiniones estructuradas de manera correcta, suelen tener además 
ratios de retweets y de links no muy altos, una relación de seguidores/amigos cercano a uno, 
una interfaz con una foto real y creíble y no suelen utilizar hashtags ni se dedican a molestar al 
resto de usuarios.  
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4. OBJETIVOS DEL TRABAJO 
A continuación se describen los objetivos perseguidos en el desarrollo de este trabajo: 
 Realizar un estado del arte en el que se expliquen métodos utilizados en la detección de 
cuentas automatizadas y en qué consiste cada uno. 
 
 Estudiar la contribución de ciertas características de las cuentas a su clasificación como 
bot o no. 
 
 Estudiar la funcionalidad de algunas de las técnicas de clasificación para la detección 
de cuentas bot de Twitter. 
 
 Mejorar la capacidad del autor en lo relativo a técnicas de procesado de información y 
de datos que podrán ser necesarias en la futura vida profesional.  
 
 Elaborar una documentación didáctica que permita la iniciación de otros interesados, de 
un modo libre y beneficiándose del proceso de aprendizaje seguido por el propio autor. 
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5. CAPTURA DE DATOS 
La primera fase del estudio que se ha llevado a cabo es común para todos los métodos de estudio 
que se van a implementar después. Por ello, se trata de una parte de gran importancia y que es 
conveniente explicar de forma detallada. 
 
5.1. Elección de herramientas 
Dentro del amplio abanico de herramientas con las que se podía realizar esta tarea, como por 
ejemplo Python, se decidió escoger el programa estadístico R pues se contaba con unas 
nociones básicas al respecto y permite cumplir los objetivos del trabajo de forma muy 
satisfactoria. 
Por otro lado, a través del tutor se ha autorizado el uso de una IP de la escuela que permite un 
trabajo más sencillo y a su vez disponer de los privilegios (licencias…) de trabajar desde los 
servidores de la ETSI Industriales. 
El programa con el que se ha hecho el trabajo es R, que permite realizar problemas estadísticos 
de todo tipo: regresión, clasificación… y muestra los resultados de manera sencilla y clara, 
permitiendo trabajar sobre ellos con gran comodidad. 
Así mismo, permite recopilar de forma sencilla información alojada en Twitter y manejar bases 
de datos con múltiples parámetros a gran velocidad. 
 
5.2. Obtención de datos de Twitter 
Para poder acceder de forma sencilla a los datos que existen de los usuarios en Twitter, se 
necesita acceder a la API de Twitter. Para ello, se procede de la siguiente manera: 
Se entra en la red social introduciendo usuario y contraseña y se solicita una “application”.  
 
Figura 5.1: Solicitud de API. Paso 1  
Fuente: elaboración propia 
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Posteriormente se rellenan los campos requeridos y se indica el motivo que ha llevado a su 
aplicación (en este caso motivos académicos). 
 
Figura 5.2: Solicitud de API. Paso 2  
Fuente: elaboración propia 
Después del registro, en la pestaña “Keys y Access Tokens” se te conceden una serie de datos 
y contraseñas que posteriormente se usarán en R. 
 
Figura 5.3: Datos API 1  
Fuente: elaboración propia 
 
Figura 5.4: Datos API 2  
Fuente: elaboración propia 
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Una vez en la consola de R se debe mostrar el código que viene a continuación (en todo 
momento se han omitido datos personales): 
 
library (twitteR) 
consumer_key <- '-------------------------------------------------' 
consumer_secret = '-------------------------------------------------' 
access_token = ----------------------------------------------------------------------' 
access_secret = '----------------------------------------------------------------------' 
setup_twitter_oauth (consumer_key, consumer_secret, access_token, access_secret) 
Figura 5.5: Código de acceso a Twitter desde R. 
Al ejecutar el fragmento de código, se puede empezar a extraer toda la información que se 
requiera de Twitter siempre y cuando esta sea pública.  
La utilidad de las API radica en que no es necesario analizar de forma manual muchos 
parámetros de las cuentas y en que se puede manipular fácilmente datos de los usuarios como 
número de Retweets, número de links… 
 
5.3. Elección de los parámetros y extensión de la base de datos 
Se decidió crear una tabla de datos de 80 usuarios en los que se hace referencia a 26 variables 
de cada una de ellos. Muchas fueron extraídas de forma directa y otras se hicieron de forma 
manual desde la página de cada usuario. Se escogieron estos parámetros heurísticos pues son 
relativamente sencillos de obtener y explican el comportamiento de las distintas cuentas. 
Con todos ellos se creó un Dataset (conjunto de datos) en R. Se ha tratado de que esté 
relativamente equilibrado y que cuente con un número parejo de cuentas de cada tipo. 
Los usuarios que no son bots, son personas cercanas de las que cuento, en su mayoría, con su 
consentimiento (pese a que no era necesario). Para encontrar cuentas de tipo bot, lo mejor es 
moverse en determinados hashtags que promueven el FollowBack (prometen seguir de vuelta 
automáticamente a todo aquel que le siga) o determinadas actividades similares. 
Además gracias a [11] se han analizado algunos bot de tipo político que habían sido ya 
detectados como tales. 
Las 26 variables utilizadas fueron las siguientes: 
 
Figura 5.6: Variables iniciales 
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A continuación se va a explicar brevemente a qué hace mención cada una de las variables 
mostradas: 
 “name” es el nombre del usuario que posteriormente se transformará en una variable 
numérica con el fin de medir la longitud del nombre.  
 
 “tweets” hace referencia al número de tuits que han sido utilizados para analizar a cada 
usuario. 
 
 “RT” indica el número de retweets que se han encontrado en la muestra de tweets 
analizada. 
 
 “RatioRT” es la relación entre el número de Retweets y el de tweets de cada usuario. 
 
 “Links” hace referencia al número de URL’s que tiene cada usuario en la muestra de 
tweets recogida. 
 
 “RatioLink” es la relación entre las variables “Links” y “tweets” que expresa el 
porcentaje de tweets que contiene algún link. 
 
 “Mentions” es el número de tweets del usuario que contienen menciones a otras cuentas 
sin contar los retweets. 
 
 “RatioMentions” relaciona las menciones con los tweets totales de cada una de las 
cuentas con el fin de ver el porcentaje que tiene alguna meción. 
 
 “Hashtag” hace referencia al número de tweets de una determinada cuenta que 
contienen algún hasthag sin tener en cuenta los retweets. 
 
 “RatioHashtag” relaciona las variables Hashtag y tweets para ver el porcentaje de 
tweets que tienen algún hashtag. 
 
 “Image” es una variable binaria que indica si las cuentas estudiadas tienen imagen de 
perfil o por el contrario carecen de ella. 
 
 “RealImage” es otro parámetro binario que muestra si la imagen de perfil de un 
determinado usuario es verdadera o falsa. 
 
 “Description” hace mención a una variable binaria que indica si el usuario analizado 
tiene o no una descripción de sí mismo. 
 
 “RealDescription” indica si en caso de contar un perfil con descripción, esta es real o 
no. 
 
 “Likes” expresa el número de likes totales que una cuenta de Twitter ha realizado. 
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 “Followers” es el número de seguidores que tiene un perfil en Twitter. 
 
 “Friends” es la cantidad de entidades a la que una cuenta de Twitter sigue. 
 
 “RatioFF” es una variable numérica que resulta de la división entre el número de 
Followers y el número de Friends. 
 
 “Year” expresa el año en el que un perfil de Twitter fue creado. 
 
 “RegularAct” es una variable binaria que explica si un usuario utiliza Twitter a horas 
parecidas cada día.  
 
 “Spam” hace referencia a si se trata de un perfil que tiende a publicar muchos 
contenidos cada vez que se conecta a la red. 
 
 “Robot” es una variable binaria con la que se quiere expresar si los tweets están 
claramente programados para que se publiquen cada “x” periodo de tiempo. 
 
 “location” indica si en la descripción del usuario aparece el lugar al que pertenece el 
dueño de la cuenta. 
 
 “Name” es un parámetro que muestra si un usuario cuenta con un nombre. 
 
 “SenseName” señala si dicho nombre tiene sentido o no. 
 
 “Bot” hace mención a si se trata de un bot o no. Es la característica que se pretende 
clasificar 
Dicha clasificación se ha  realizado analizando en profundidad cada una de las cuentas elegidas 
para el estudio. Además para asegurar la calidad de la clasificación, se han analizado todas las 
cuentas con la aplicación BotOrNot. Se trata de una herramienta creada por la Universidad de 
Indiana que permite la comprobación por parte de cualquier usuario del grado de 
automatización de una determinada cuenta [35]. 
De las variables anteriormente mostradas se eliminarán varias en base a las correlaciones que 
tienen entre ellas. 
Se realizó una muestra de 80 cuentas pues se considera suficiente para los propósitos buscados 
en el trabajo y permite entrenar un conjunto significativo y luego testearlo con los distintos 
algoritmos.  
 
5.4. Recolección de datos 
Se intentaron utilizar otras bases de datos de estudios ya hechos pero surgieron dos problemas 
principales: el primero y más importante es que muchos utilizaban variables diferentes y 
necesitaban ser adaptadas a las que se habían escogido en nuestro caso, y el segundo es que 
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muchas consideradas como bots habían sido eliminadas por Twitter. Esto provocó que el trabajo 
que había que hacer fuera prácticamente similar al de crear una base de datos nueva. 
Así pues, se ha decidido extraer y elegir personalmente las cuentas que tendría la base de datos. 
Se eligió un extracto de 200 tweets de cada usuario pues con una muestra demasiado grande la 
consola de R para Twitter tiene más problemas al ejecutar el código (tarda más), pero a su vez 
es un número suficiente para sacar conclusiones. De estos tweets se sacará la información de 
cuántos Links, Retweets, Hashtags o menciones hay en esa muestra de 200 y se calcularán los 
Ratios posteriormente. 
Para ello, después de extraer la información de una cuenta, se transforma cada conjunto de datos 
en un DataFrame con lo que poder analizar mejor las características de cada usuario. 
 
cuencaap_tweets <- userTimeline (user = "@cuencaap", 
                                    n = 200, includeRts = TRUE, retryOnRateLimit = 2000) 
cuencaap_tweets <- twListToDF (cuencaap_tweets) 
Código de extracción de una cuenta 
Figura 5.7: Código de extracción de datos de Twitter 
Analizando entonces toda la información que proporcionaban los conjuntos de datos extraídos 
de Twitter y la imagen de cada cuenta se creó la tabla de datos con la que posteriormente se 
trabaja. 
Al conjunto inicial se le denominó Dataset3. 
 
5.5. Preprocesado de los datos 
Como se ha indicado previamente, se eliminaron para el estudio varias variables que no 
aportaban más que información superflua al modelo. Este proceso se llevó a cabo de la siguiente 
manera: 
 
5.5.1. Determinación de los niveles de correlación entre las variables 
independientes 
En R, se ejecuta el siguiente fragmento de código con el que se pretende mostrar numéricamente 
como están correlacionadas las variables elegidas. 
cor (Dataset3)  
Los resultados obtenidos son los siguientes: 
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Figura 5.8: Matriz de correlaciones 1 
 
Figura 5.9: Matriz de correlaciones 2 
 
Figura 5.10: Matriz de correlaciones 3 
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5.5.2. Supresión de las variables con alta correlación 
Al observar la matriz anterior se observa que los denominados “Ratios” tienen una correlación 
de casi 1 con las variables de las que provienen. Esto se debe a que expresan la división de 
dicha entidad entre el número de tweets totales. Así pues estas se eliminan del conjunto de 
datos.  
También se observa que la variable Name no se correlaciona con ninguna debida a que todas 
las cuentas estudiadas poseen uno. Se decide también eliminarla. Tras analizar en profundidad 
la matriz de correlaciones no se encuentran otras variables que estén correlacionadas en más 
del 70%. 
Por último se suprime del Dataset la variable “tweets” ya que no aporta ninguna información 
que vaya a ayudar a clasificar el conjunto. Se creó por tanto un conjunto denominado 
DatasetStu: 
DatasetStu <- Dataset3 [,-c(2,3,5,7,9,24)] 
  
  
Figura 5.11: Correlaciones de las variables eliminadas 
Como se observa en los “plots” anteriores, la correlación de las variables “Hashtag”, “RT”, 
“Mentions” y “Links” es prácticamente lineal. 
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5.5.3. Normalización de las variables 
Además, con el fin homogeneizar el conjunto de datos y evitar redundancias, se normaliza el 
conjunto de datos para que todas las variables tengan valores comprendidos entre 0 y 1. Para 
ello, se ejecuta el siguiente fragmento de código: 
library (scales)       
Rs = sapply (DatasetStu, range) 
dat1= Rs[2,]-Rs[1,] 
datos = scale(DatasetStu, Rs[1,], ifelse(dat1>0, dat1, 1)) 
DatasetStu= as.data.frame (DatasetStu) 
Figura 5.12: Código normalización del conjunto de datos 
 
5.6. Análisis exploratorio 
El conjunto de datos que se emplea para ejecutar los distintos métodos de clasificación tiene 
una dimensionalidad 𝑅20, lo que hace imposible que sea imaginable para el ser humano. Para 
ser capaces de poder decidir qué camino es mejor seguir para la clasificación, se realizarán 
proyecciones en 2 Dimensiones. Además, este análisis permite valorar en cierto modo si las 
variables elegidas para el estudio son las adecuadas. 
 
5.6.1. PCA 
El Análisis de Componentes Principales permite obtener unas variables nuevas que sean 
combinación de las que se han estudiado.  
Por un lado, al reducir el conjunto se va a ser capaz de realizar una representación en 2D para 
que el ojo humano pueda entenderlo y ver si se pueden clasificar por familias los resultados 
obtenidos.  
Por otro lado, en función de la varianza que explique cada una de las componentes principales 
halladas se puede concluir si los parámetros de análisis elegidos al comienzo son correctos o 
no.  
Esto ocurre si se da el caso de que la varianza está muy repartida entre las nuevas componentes 
calculadas. Si por el contrario, se llegaran a resultados en los cuales la varianza de las dos 
primeras componentes explicara alrededor del 75% de la total significaría que muchas de las 
variables que se han empleado para el estudio son redundantes. 
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Para ello, se compila en R el código correspondiente a PCA.  
DatasetPCA <-DatasetStu 
princi <-princomp(DatasetPCA[,-20],scores=TRUE, cor=TRUE)  # Se ejecuta la función 
                                                             # con la que se obtiene las componentes principales 
                                                             # a partir de las correlaciones entre las variables 
Figura 5.13: Código de Análisis de Componentes Principales 
 
Una vez ejecutado por R este fragmento de código, se pide que muestre los resultados, tanto 
numéricos como gráficos. Atendiendo al primer criterio se observa lo siguiente: 
 
 
Figura 5.14: Resultados de los Análisis de Componentes Principales 
 
Como se puede observar en la figura, se concluye que la varianza está muy repartida entre las 
componentes principales. De hecho, hasta la componente número 17 explica una varianza 
superior al 1%. 
En este caso no es hasta la octava componente principal cuando se consigue explicar el 75% de 
la varianza acumulada. 
El hecho de que la varianza esté tan repartida quiere decir que muchas de las variables de 
nuestro conjunto de datos no son superfluas y ayudan a explicar los resultados que se van 
obteniendo en los apartados anteriores con los distintos algoritmos. Es decir, observando estos 
números se puede llegar la conclusión de que a priori las variables que se han empleado ayudan 
en el estudio y que proporcionan información cuando se ejecutan los programas. 
plot (princi) 
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Figura 5.15: Reparto de la varianza de las Componentes Principales 
 
Uno de los principales problemas encontrados en este caso es que al tener la varianza tan 
repartida, la representación en 2-D de las variables empleadas en función de los dos parámetros 
principales no es la mejor forma de análisis ya que estos solo explican cerca del 33%.  
A continuación se va a mostrar dicha representación. Se abren para ello las librerías ggfortify 
y ggplot2. 
library (ggfortify) 
library (ggplot2) 
autoplot (princi, data=DatasetPCA, colour ="Bot") 
 
 
Figura 5.16: Representación de las cuentas en función de las dos Componentes Principales 
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Se observa una división más o menos clara de los dos tipos de entidades pese a existir algunas 
anomalías. Sin embargo, pese a tener la ventaja de tratarse de un método reversible, la poca 
explicación de la varianza obliga a realizar otro tipo de análisis que ayude a ser más precisos. 
 
5.6.2. Mapas no lineales 
Lo que se pretende con este método es mostrar en una proyección en 2-D las distancias que 
existen entre los puntos del conjunto de datos. 
Para ello se va a hacer uso de la librería sammon de R (se encuentra dentro de MASS) con la 
que se conseguirá una representación en función de las distancias entre los puntos y se 
proyectará en 2-D. Después se analizará si se pueden separar por familias en función del gráfico 
y qué anomalías se han encontrado. Este método tiene como principal inconveniente que es no 
reversible. 
Se muestra el código empleado en R. Se necesitarán las librerías class y kohonen. 
library (class) 
library (kohonen) 
pchs=rep(0,80)  
pchs[DatasetPCA[,20]==1]=16  # Se asigna un símbolo diferente a los bots y a los no bots 
library (MASS) 
ds=sammon(dist(DatasetPCA[,-20]),niter=1000)  # Se trabaja con las distancias entre puntos 
plot (ds$points[,1],ds$points[,2],pch=pchs) 
 
Figura 5.17: Código de Sammon 
 
Figura 5.18: Gráfico 1 SOM 
Los cuadrados huecos corresponden a los no bots y lo círculos negros a los que sí lo son. 
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A simple vista se puede observar cómo se agrupan los puntos en torno a valores entre 0 y -
25000 tanto en el eje x como en el eje y. Para identificar qué puntos se encuentran fuera de esa 
zona, se va a ejecutar la función identify y se van a seleccionar los puntos que qse quieren 
conocer. 
En este caso: las anomalías se corresponden con: 
 
Analizando qué tienen en común estos datos para que se hayan posicionado tan lejos de la zona 
en la que se encuentran el resto de entidades, se observa que todos ellos tienen una gran cantidad 
de followers (por encima de 30000), lo que contrasta con el resto de cuentas, y que todas están 
activas de forma constante dedicándose a tuitear con asiduidad. 
Continuando con el zoom a la zona en la que se agrupan la mayoría de las cuentas: 
 
Figura 5.19: Gráfico 2 SOM 
Se observa que dentro de este zoom, hay un grupo reducido de variables que se aleja algo pero 
que no se encuentra a mucha distancia de ellos.  
 
Como en el caso anterior, todos los puntos tienen en común que se trata de cuentas con cierta 
popularidad y que tienen los rasgos correspondientes a ellas: muchos followers, mucha 
actividad… 
Una vez concentrados en la zona donde se agrupan la mayoría, ya se puede separar una familia 
de cuentas bot de otro conjunto. 
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Figura 5.20: Gráfico 3 SOM 
 
De todos modos, existe aún una zona en torno al 0 en el eje y en la que para distinguir qué 
ocurre hay que ampliar aún más el zoom. 
 
Figura 5.21: Gráfico 4 SOM 
Una vez que se ha hecho zoom hasta este punto, se distinguen otras dos familias que son 
separadas por la línea naranja.  
Se puede dividir el conjunto de estudio en tres grandes familias: una de cuentas bot separada 
del resto, y dos (una bot y otra no) que se encuentran a distancias pequeñas (alrededor del 0). 
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La zona de bots, se encuentran todos muy cerca entre sí, y claramente separados del resto de 
cuentas que no son automatizadas, lo que indica que los parámetros clasificadores han sido 
buenos. 
Por otro lado, existen algunas entidades separadas del resto que se corresponden en su mayoría 
a las que son populares. 
Se concluye que los parámetros ayudan a clasificar de forma correcta las cuentas y que permiten 
a simple vista dividirlas en familias pese a existir algunas anomalías. 
Gracias por tanto a la satisfactoria división por zonas que se obtiene, y pese a que se podría 
trabajar con métodos de clasificación específicos para cada una de las tres zonas, se ha estimado 
que con un clasificador único se pueden obtener resultados bastante satisfactorios. 
Así pues, se ha decidido llevar a cabo una clasificación de las entidades del conjunto de datos 
en base a si se tratan de un bot o por si el contrario no. 
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6. CONSTRUCCIÓN DE LOS CLASIFICADORES 
Como anteriormente se ha indicado, en el trabajo se van a construir clasificadores basados en 
los algoritmos siguientes: SVM, Bayesian Method, Decission Tree y Random Forest.  
A continuación se irán explicando uno a uno, con los resultados correspondientes y con los 
fragmentos de código en R de cada uno. 
 
6.1. Generalidades 
6.1.1. Generación de número aleatorios 
Como lo que se pretende es que en todos los casos se utilicen para los conjuntos de 
entrenamiento y de prueba los mismos valores, pero a su vez no se quieren elegir, se ha 
empleado la función set.seed.  
Con ella, se generan número pseudoaleatorios que lo que permiten es lo comentado 
anteriormente: números aleatorios que pero que van a ser siempre los mismos para un mismo 
valor de la semilla.  
Para cada método estudiado, se van a utilizar 3 semillas diferentes con el fin de ver cómo van 
cambiando los resultados en función de los datos que se recojan en los conjuntos de 
entrenamiento y de evaluación. 
Es importante esto último ya que el conjunto de datos no es muy numeroso, y en función de 
qué valores se introduzcan en el conjunto de entrenamiento, el rendimiento del modelo va a ser 
uno u otro (aunque variando muy poco). 
 
6.1.2. Entrenamiento de los modelos 
Al tratarse de algoritmos de aprendizaje, en los 4 métodos se procederá al comenzar de una 
manera similar. Se realizará una división del conjunto de datos existente en otros dos: uno de 
ellos para que la máquina aprenda y otro que posteriormente se evaluará. 
La manera de hacerlo será crear una variable que recoja el porcentaje de datos que se desee y 
posteriormente asignarla a los dos nuevos que se denominarán en todos ellos para diferenciarlos 
correctamente como sigue: 
trainDatasetXXX para el conjunto de entrenamiento. 
testDatasetXXX para el conjunto que se quiera evaluar. 
 
6.1.3. Validación cruzada 
Las funciones que permiten la ejecución de los algoritmos dependen de unos parámetros, y 
dependiendo de los valores que tomen estos parámetros los resultados serán más o menos 
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precisos. Con el fin de conocer con qué valores se obtiene una mayor exactitud y también con 
el objetivo de medir la precisión de los modelos que se llevarán a cabo se realiza la validación 
cruzada. Este procedimiento es común a todos los métodos que se presentan a continuación, 
dependiendo cada uno de ellos de distintos factores. 
 
6.2. SVM 
6.2.1. Procedimiento en R 
6.2.1.1. Entrenamiento del conjunto de datos 
Se crea una semilla de números pseudo-aleatorios. Se genera también una variable que recoja 
un porcentaje de datos que será destinado al entrenamiento del modelo. 
Ese porcentaje se le asigna a un conjunto que se denominará de entrenamiento. Gracias a esta 
información, el programa va a ser capaz de sacar una serie de patrones y de hacer predicciones 
cuando se introduzcan el resto de datos. Se evaluará pues el porcentaje  que quede sin entrenar. 
Para este primer paso son necesarias las librerías httr y caTools. La primera es la que va a 
permitir soportar el formato y la segunda es la que aloja la función sample.split. 
 
library (httr) 
library (caTools) 
set.seed (123)  # Se fija una semilla de números aleatorios 
 
seed <- sample.split (DatasetStu$Bot, SplitRatio=0.7) # En esta variable se van a recoger un  
                                                                                # porcentaje de datos (en este caso el 70%) 
trainDatasetSVM <- DatasetStu[seed==TRUE,]      # Al conjunto de entrenamiento se  
                                                                                   # le asigna ese 70% 
testDatasetSVM <- DatasetStu[seed==FALSE,]   # El conjunto evaluado será el 30% restante 
Figura 6.1: Código de entrenamiento de datos en SVM 
 
6.2.1.2. Validación cruzada 
Para comprobar la precisión del conjunto de entrenamiento  y buscando los valores de los 
parámetros C y sigma propios de SVM que sean óptimos para la predicción, se realiza la 
validación cruzada. 
Primero se divide el conjunto de entrenamiento en otros dos, uno que contenga todas las 
variables que sirven para la predicción del modelo, y otro únicamente con el clasificador.  
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Por otra parte, se abren las librerías caret y ggplot2 en el que se encuentran todas las 
funciones correspondientes a estos procesos. 
 
X <- subset (trainDatasetSVM, select= -Bot) # Se crea un dataset eliminando la variable Bot  
Y <- trainDatasetSVM$Bot               # Se crea otro conjunto de datos con el clasificador Bot 
Y<-as.factor (Y)                        # Se transforma en factor para evitar más adelante problemas  
library (ggplot2) 
library (caret) 
myControl <- trainControl(method= 'cv', number= 5, repeats= 5,  
                          returnResamp= 'none', classProbs= TRUE, 
                          returnData= FALSE, savePredictions= TRUE,  
                          verboseIter= TRUE, allowParallel= TRUE, 
                          summaryFunction=twoClassSummary) # Se ejecuta la función en la que se  
                                                                                          # indican repeticiones y el método 
 
modelSVM = train(X, Y, method = 'svmRadial', trControl = train_control, 
                  tuneGrid= expand.grid(C=10^(-2:2), sigma=c(10^(-3:1))))       # modelSVM va  
                                 # probando los distintos valores de los parámetros y recoge los resultados  
Figura 6.2: Código de Validación cruzada en SVM 
 
Se ha empleado SVM radial que es un tipo de función Kernel que permite divisiones en 
conjuntos que no sean lineales. Se obtienen mejores valores que con SVM simples. 
Un ejemplo de los resultados que se obtienen para el  70% de los datos entrenados es el 
siguiente: 
 
 
Figura 6.3: Ejemplo Resultados Validación Cruzada 
 
Con los valores óptimos que ha indicado R (sigma 0.01 y C=1) se ha obtenido una precisión 
del 91,67%. Estos valores del coste y de sigma se utilizarán a continuación para hacer 
predicciones de clasificación en el resto del conjunto. 
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6.2.1.3. Predicción de SVM 
predictSVM= predict(modelSVM, newdata=testDatasetSVM[,-20]) 
confusionMatrix (predictSVM, testDatasetSVM$Bot) 
Figura 6.4: Código de predicción con SVM 
Se muestran a continuación un ejemplo de los resultados de SVM (el número de hiperplanos 
posibles).  
 
Figura 6.5: Ejemplo de resultado de SVM 
A continuación se muestra un ejemplo de  la matriz de confusión que compara los resultados 
reales con los que se han predicho. 
 
Figura 6.6: Resultado de Matriz de Confusión en SVM 
 
6.2.2. Resultados 
Se han realizado pruebas entrenando desde el 30% al 80% de los datos de los que se dispone y 
testeando el resto de ellos ya que con más no tendría sentido al no quedar conjunto para evaluar 
posteriormente, y menos no se ejercitaría con suficientes datos. 
Por otro lado, se van a emplear tres semillas (elegidas al azar) para cada caso para comprobar 
cómo varían los resultados en función de qué datos contengan los conjuntos de entrenamiento.  
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TrainData 
 
TestData 
 
Set.seed 
Nº 
Vector 
Soporte 
Errores 
de 
predicción 
 
Precisión 
relativa 
 
Media 
Precisión 
24 56 2 22 9 83.93  
24 56 123 23 8 85.71 86.31 
24 56 170 24 6 89.29  
32 48 2 26 5 89.58  
32 48 123 28 4 91.67 90.27 
32 48 170 26 5 89.58  
40 40 2 30 4 90.5  
40 40 123 35 2 95 91 
40 40 170 33 5 87.5  
48 32 2 34 4 87.5  
48 32 123 39 2 93.75 91.67 
48 32 170 40 2 93.75  
56 24 2 40 3 87.5  
56 24 123 41 1 95.83 91.67 
56 24 170 41 2 91.67  
64 16 2 41 3 81.25  
64 16 123 44 0 100 89.58 
64 16 170 47 2 87.5  
Tabla 1: Resultados SVM 
 
6.2.3. Conclusiones 
De los resultados anteriores se extraen las siguientes conclusiones: 
Cuanta más información se introduzca en el conjunto de entrenamiento, menos errores se 
tendrán en el grupo evaluado.  
La precisión relativa hace referencia al número de errores en el conjunto que se “testea” en cada 
momento. Así pues, puede darse el caso de que un conjunto con mayor número de vectores 
soporte tenga mayor error relativo de predicción que si se introducen menos datos en el conjunto 
de entrenamiento. Sin embargo, el número de errores totales es siempre igual o menor en 
aquellos con más entidades. 
Dependiendo de la semilla que se escoja, los resultados van a ser algo distintos. Sin embargo, 
como se puede observar serán muy parecidos para cada porcentaje igual de entrenados a 
excepción del último caso. En él, se produce una anomalía que probablemente tenga que ver 
con el hecho de que cada fallo tiene un peso muy elevado al ser únicamente testeados 16. 
Por lo general los peores resultados se obtienen con la semilla de 2, pero tampoco se pueden 
sacar grandes conclusiones ya que con los tres se consiguen cifras similares. 
Si se hubiera realizado el estudio de una gran base de datos, la diferencia de elegir una semilla 
u otra no tendría prácticamente ningún impacto. Sin embargo, en este caso sí que puede tener 
algún tipo de incidencia elegir una u otra semilla ya que en función de los datos que se 
introduzcan en el conjunto de entrenamiento va a contener informaciones algo diferentes.  
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6.3. Método Bayesiano 
A continuación se va a realizar el mismo estudio que con las Máquinas de Soporte Vectorial 
pero empleando el Método Bayesiano que supone que todos los sucesos y variables son 
independientes unas de otras. Una vez calculados todas las probabilidades de los sucesos, los 
junta y clasifica las entidades en un tipo o en otro. 
Como en el caso anterior se irá explicando el código en R paso por paso y los resultados 
obtenidos tras la ejecución. 
 
6.3.1. Procedimiento en R 
6.3.1.1. Entrenamiento de datos 
Como con SVM, se genera una semilla de número pseudo-aleatorios y se crean dos Datasets: 
uno de entrenamiento y otro de prueba. El objetivo es exactamente el mismo que en el caso 
anterior. Para ello, se abren las librerías httr y caTools y se crean los dos conjuntos de datos 
diferenciados. 
 
library (httr) 
library (caTools) 
set.seed (170)  # Se fija una semilla de números pseudo - aleatorios 
 
seed <- sample.split (DatasetStu$Bot, SplitRatio=0.7) # En esta variable se van a recoger un  
                                                                                  # porcentaje de datos (en este caso el 70%) 
trainDatasetBayes <- DatasetStu[seed==TRUE,]   # Al conjunto de entrenamiento se  asigna                      
                                                                                 # ese 70% 
testDatasetBayes <- DatasetStu[seed==FALSE,]   # El conjunto evaluado será el 30% restante 
Figura 6.7: Código de entrenamiento datos en método Bayesiano 
 
6.3.1.2. Validación cruzada 
 
A continuación se va a mostrar el código correspondiente a la validación cruzada para Naive 
Bayes. En este caso, el parámetro que permite validar la calidad del conjunto de entrenamiento 
es “kappa”. 
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X <- subset (trainDatasetBayes, select=-Bot) 
Y <- trainDatasetBayes$Bot 
library (ggplot2) 
library (caret) 
myControl <- trainControl(method='cv', number=5, repeats = 10) 
Y <-factor (ifelse(Y=='1','Yes', 'No')) # Se requiere transformar en factores para evitar  
                                                              # problemas en la ejecución 
testDatasetBayes$Bot<-factor(ifelse(testDatasetBayes$Bot=='1', 'Yes', 'No')) # Se hace lo 
                                                                                                      # mismo que con el anterior 
 
modelNB <- train(X, Y, method='nb', trControl=myControl) 
Figura 6.8: Código de validación cruzada de Naive Bayes 
 
Los resultados que se obtienen son los siguientes: 
 
Figura 6.9: Ejemplo de validación cruzada Naive Bayes 
Se ha obtenido una kappa que al encontrarse entre 0.45-0.6 se considera como moderada. La 
kappa es una variable que relaciona la precisión esperada con la precisión que se ha observado 
y es un indicador de la precisión del modelo. 
 
6.3.1.3. Predicción con Bayes 
Tras ello, se ejecuta el algoritmo con las funciones correspondientes  al paquete de Naive Bayes. 
Como en el caso de SVM se realiza una predicción que se comparará mediante una matriz de 
confusión con los resultados reales estimando así la precisión del método. 
La librería necesaria para este método se denomina Bayes 
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library (Bayes)  
predictBayes <- predictBayes(modelNB, newdata=testDatasetBayes[,-20])        # Se crea una    
                                                 # variable que recoja la predicción según el método Bayesiano 
 
confusionMatrix (predictBayes, testDatasetBayes$Bot)  # Se comparan los resultados reales  
                                                                                           # con los de Bayes 
Figura 6.10: Código de predicción con Bayesian Method 
En este caso para un conjunto de entrenamiento del 70% el resultado que se obtiene es el 
siguiente: 
 
 
Figura 6.11: Matriz de confusión método Bayesiano 
 
Por otro lado, al tratarse como se ha mencionado anteriormente de un estudio de sucesos 
independientes, se pueden observar en R los valores medios y las desviaciones estándar de cada 
parámetro en función de si se trata de un bot o no. 
 
Figura 6.12: Ejemplo de parámetro en Bayes 
 
Además, se indica las probabilidades totales de que sea a priori un bot o de que no lo sea. En 
este caso: 
 
Figura 6.13: Probabilidades de ser Bot en Bayesiano 
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6.3.2. Resultados 
A continuación se muestran los resultados empleando el método Bayesiano para conjuntos de 
entrenamiento que van desde el 30 % de los datos disponibles hasta el     80 %. Como en SVM, 
se ha realizado el proceso con tres semillas para cada caso. 
 
 
TrainData 
 
TestData 
 
Set.seed 
Errores 
de 
predicción 
 
Precisión 
relativa 
 
Media 
Precisión 
24 56 2 16 67.86  
24 56 123 15 73.21 72.62 
24 56 170 13 76.79  
32 48 2 15 68.75  
32 48 123 11 77.08 76.97 
32 48 170 10 79.71  
40 40 2 11 72.33  
40 40 123 10 75 75.18 
40 40 170 6 85  
48 32 2 11 65.62  
48 32 123 10 68.75 71.87 
48 32 170 6 81.25  
56 24 2 5 79.17  
56 24 123 4 83.33 81.94 
56 24 170 4 83.33  
64 16 2 3 81.25  
64 16 123 2 87.5 83.33 
64 16 170 3 81.25  
Tabla 2: Resultado método Bayesiano 
 
6.3.3. Conclusiones 
Los resultados son peores que con SVM. Siguen siendo resultados aceptables pero se detecta 
un problema claro: según la semilla que se escoja los resultados varían en un rango demasiado 
grande.  
Uno de los motivos que pueden causar que con este método no se consigan resultados tan 
buenos, es el hecho de que se analiza cada uno de los parámetros de forma independiente para 
después realizar una valoración en conjunto de todos ellos. Quizás sean mejores los algoritmos 
que hacen una clasificación global con todos ellos. 
Aunque se obtienen valores aceptables queda demostrado que no es la mejor opción para 
conseguir el objetivo propuesto. 
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6.4. Árboles de decisión 
A continuación, como en los casos anteriores se va a ir explicando el código empleado, el 
significado de cada parte y los resultados arrojados con este método. 
6.4.1. Procedimiento en R 
6.4.1.1. Entrenamiento de los datos 
De nuevo, se fija una semilla de números pseudo-aleatorios y se generan dos conjuntos de datos 
diferenciados: uno de entrenamiento y otro que se evaluará. Se abren como siempre, aunque el 
código empleado sea diferente, las mismas librerías (httr y caTools). 
 
library (httr)  
library (caTools) 
set.seed (170)  # Se fija una semilla de números pseudo - aleatorios  
 
num <- createDataPartition(DatasetStu$Bot, p=0.7, list=FALSE)  # En esta variable se van a  
                                                               # recoger un porcentaje de datos (en este caso el 70%) 
trainDatasetTree <- DatasetStu [num,]            # Al conjunto de entrenamiento se  asigna                      
                                                                          # ese 70% 
testDatasetTree <- DatasetStu [-num,]             # El conjunto evaluado será el 30% restante 
Figura 6.14: Código de entrenamiento de datos con árboles de decisión 
 
6.4.1.2. Validación cruzada 
Se realiza un proceso análogo a los anteriores, pero esta vez con los árboles de decisión. Como 
en los casos anteriores se emplean los paquetes correspondientes (caret y ggplot2). 
Previamente se debe abrir la librería correspondiente a este caso (rpart): 
X <- subset (trainDatasetTree, select=-Bot) 
Y <- trainDatasetTree$Bot 
Y <- factor (ifelse(Y== '1', ‘Yes’, ‘No’)) 
library (ggplot2) 
library (caret) 
library (rpart) 
testDatasetTree$Bot<-factor(ifelse(testDatasetTree$Bot=='1', 'Yes', 'No')) 
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myControl <- trainControl(method='cv', number=5, repeats = 5) 
modelTree <- train(X, Y, method='rpart', trControl=myControl) 
Figura 6.15: Código de validación cruzada árboles de decisión 
 
Figura 6.16: Ejemplo de resultado Validación cruzada Árboles de decisión 
 
El factor que se busca con la validación cruzada en los árboles de decisión es el llamado cp. 
Este se va a encargar  de determinar el tamaño y el número de cortes a realizar en el árbol de 
decisión que se va a crear. 
 
6.4.1.3. Predicción con árboles de decisión 
 
predictTree <- predict (modelTree, newdata=testDatasetTree[,-20]) # Se crea una variable que 
                                                                                             # con las predicciones del programa 
 
confusionMatrix (predictTree, testDatasetTree$Bot)     # Se comparan los resultados reales  
                                                                                         # con los del árbol de decisión  
Figura 6.17: Código de predicción con árbol de decisión 
 
Como en los casos anteriores, se va a mostrar el Script de la evaluación del 30 % de las cuentas 
(24): 
 
Figura 6.18: Ejemplo Matriz de confusión Árbol de decisión 
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Además, como se ha explicado al comienzo del apartado, lo que hace el árbol de decisiones es 
elegir en primer lugar la importancia de las variables, clasificarlas y a partir de ella crear un 
árbol de decisiones para ver si es bot o no lo es.  
Según la semilla que escojamos puede cambiar la forma de los árboles. 
rpart.plot (prueba) 
 
Figura 6.19: Ejemplo de árbol de decisión con una semilla 10 (Izquierda) y otra 179 (Derecha) 
 
Se ha tratado de buscar dos semillas con las que diera árboles completamente diferentes. Esto 
se debe a que en función de la semilla de números pseudoaleatorios que se elija, los datos que 
va a contener los conjuntos de entrenamiento van a ser diferentes.  
Además, y dado que está muy repartida la variabilidad entre todas las variables analizadas (tal 
y como se ve en PCA), según qué cuentas sean analizadas las variables principales serán unas 
u otras. 
Aun así, los resultados de los entrenamientos y posteriores evaluaciones, son muy parejos sean 
cuales sean los usuarios del conjunto de entrenamiento tal y como se muestra en el apartado 
resultados. Esto es un indicio claro de que los parámetros escogidos al comienzo del estudio 
tienen sentido. 
 
6.4.2. Resultados 
Como en los casos de SVM y del método Bayesiano se van a realizar distintas probaturas para 
conocer cómo se comporta el algoritmo.  
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TrainData 
 
TestData 
 
Set.seed 
Errores 
de 
predicción 
 
Precisión 
relativa 
Media 
Precisión 
24 56 2 25 55.36  
24 56 123 25 55.36 55.36 
24 56 170 25 55.36  
32 48 2 22 54.17  
32 48 123 10 79.67 68.22 
32 48 170 14 70.83  
40 40 2 8 80  
40 40 123 10 75 72.5 
40 40 170 11 72.5  
48 32 2 7 78.12  
48 32 123 8 75 76.04 
48 32 170 8 75  
56 24 2 6 75  
56 24 123 5 79.17 76.39 
56 24 170 6 75  
64 16 2 5 68.75  
64 16 123 3 81.25 72.91 
64 16 170 5 68.75  
Tabla 3: Resultados con árbol de decisión 
 
6.4.3. Conclusiones 
De los métodos evaluados hasta el momento es con el que peores resultados se han obtenido. 
Por otra parte, como en los casos previos se obtienen valores dispares según qué semilla se elija. 
Por lo general se consiguen peores resultados para la semilla de valor 2. Posteriormente, en la 
sección de comparación de resultados, se tratará de buscar a una respuesta a esto. 
Que los resultados no sean del todo satisfactorios es debido a las limitaciones del método 
explicadas previamente acerca de la obligatoriedad de realizar las divisiones en direcciones 
paralelas a los ejes de coordenadas. 
 
6.5. Random Forest 
Para finalizar con los 4 métodos de Aprendizaje, se va a analizar el conjunto de datos con 
Random Forest. Consiste en la realización de múltiples árboles de decisión. Por decirlo de 
alguna manera, cada árbol diferente dictaminará si se trata de un bot haciendo distintas 
clasificaciones. 
Por último, se juntan todos “los votos” y se indica si es un Bot o no lo es. Además, por lo general 
se suelen conseguir resultados de bastante calidad. 
Como en los anteriores se va a explicar el código empleado en R, así como los resultados y las 
conclusiones que se sacan de ellos. 
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6.5.1. Procedimiento en R 
6.5.1.1. Entrenamiento del conjunto 
Como en los casos anteriores se lleva a cabo el entrenamiento de un segmento del conjunto de 
datos disponible. Se abren httr y caTools. 
 
library (httr)  
library (caTools) 
set.seed(170)  # Se fija una semilla 
seed<-sample(2, nrow(DatasetStu),prob = c(0.7,0.3),replace=TRUE) # En este caso se procede  
                                                                                                # de este modo para asignar pesos 
trainDatasetRandom <-DatasetStu[seed==1,]   # Se le asigna al conjunto de entrenamiento 
testDatasetRandom <-DatasetStu[seed==2,]     # El resto se asigna al conjunto que testearemos 
Figura 6.20: Código de entrenamiento de datos con Random Forest 
 
6.5.1.2. Validación cruzada 
Como en las anteriores ocasiones se realiza la validación cruzada. En este caso el parámetro 
que se busca es mtry. Se abren tanto caret, como ggplot2 y randomForest. 
X <- subset (trainDatasetRandom, select=-Bot) 
Y <- trainDatasetRandom$Bot 
Y <- factor (ifelse(Y== '1', ‘Yes’, ‘No’)) 
library (ggplot2) 
library (caret) 
library(randomForest) 
testDatasetRandom$Bot<-factor(ifelse(testDatasetRandom$Bot=='1', 'Yes', 'No')) 
myControl <- trainControl(method='cv', number=5, repeats = 5) 
modelRandom <- train(X, Y, method= 'rf', trControl=myControl) 
Figura 6.21: Código de validación cruzada Random Forest 
 
Una muestra de los resultados que se obtienen es la siguiente:   
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Figura 6.22: Ejemplo de Validación cruzada Random Forest 
 
El valor del parámetro mtry con el que se obtienen los mejores resultados es mtry=2. 
 
6.5.1.3. Predicción con Random Forest 
prediction<-predict (modelRandom, testdatasetRandom[, -20]) # Se realiza la predicción  
confusionMatrix (prediction, testdatasetRandom $Bot)    # Se comparan los resultados 
 
Figura 6.23: Código de predicción con Random Forest 
 
Nuevamente se muestra un script de los resultados para una determinada ejecución de la matriz 
de confusión: 
 
 
Figura 6.24: Ejemplo de matriz de confusión con Random Forest 
A continuación se muestra un gráfico donde se muestra cómo evolucionan los resultados (su 
porcentaje de error) en función del número de árboles. Con esto se pretende explicar cómo 
según van participando más árboles menor es el error. Además, a partir de un determinado valor 
se van estabilizando y no varían prácticamente sus resultados. 
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(La línea roja (no son Bots) / línea verde (Bots) / línea negra totales) 
Figura 6.25: Gráfico de errores en relación al número de árboles 
 
6.5.2. Resultados 
En la tabla posterior se muestran los resultados utilizando Random Forest. Como en todos los 
algoritmos anteriores, se emplean 3 semillas diferentes y varios porcentajes distintos de 
conjunto de entrenamiento y de evaluación. 
 
TrainData 
 
TestData 
 
Set.seed 
Errores 
de 
predicción 
 
Precisión 
Media 
Precisión 
24 56 2 6 89.29  
24 56 123 11 80.36 85.71 
24 56 170 7 87.5  
32 48 2 4 91.67  
32 48 123 5 89.58 89.58 
32 48 170 6 87.5  
40 40 2 4 90  
40 40 123 5 87.5 87.5 
40 40 170 6 85  
48 32 2 4 87.5  
48 32 123 3 90.62 90.62 
48 32 170 2 93.75  
56 24 2 4 83.33  
56 24 123 3 87.5 87.5 
56 24 170 2 91.67  
64 16 2 2 87.5  
64 16 123 1 93.75 91.67 
64 16 170 1 93.75  
Tabla 4: Resultados con Random Forest 
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6.5.3. Conclusiones 
Los resultados que se consiguen con Random Forest son muy buenos, consiguiendo una 
precisión en torno al 90% y mejorando de manera considerable los obtenidos con los árboles 
de decisión.  
Conforme se van añadiendo datos a los conjuntos entrenados que ayudan a entrenar el modelo 
se obtienen resultados mejores. 
Se cumple la teoría de que Random Forest es uno de los métodos con los que obtener mayor 
precisión de predicción y que mejora considerablemente las limitaciones de los árboles de 
decisión. 
En este caso con la semilla 2 que es la que más problemas ha dado a lo largo del trabajo se 
obtienen valores muy buenos al comienzo pero a partir de un punto vuelve a ser el peor de todos 
ellos. 
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7. CONCLUSIONES 
Los métodos con los que se consiguen mejores resultados son SVM y Random Forest. Se 
imponen con claridad sobre Bayes y los árboles de decisión. 
De Random Forest se esperaban estos resultados tan positivos. Como se ha indicado en el estado 
del arte, para la mayoría de investigadores es el “algoritmo seguro”. 
Por otra parte, con SVM se han obtenido valores de muy alta precisión. Esto es característico 
en conjuntos de datos de no muchas variables y deja constancia de que se han elegido 
parámetros que permiten una buena clasificación del modelo.  
Que los resultados sean bajos con Bayes puede ser a causa de que se analicen primero todas las 
variables por separado y no todas en conjunto desde el comienzo. Para que con esta forma de 
análisis se hubieran conseguido valores algo mejores, quizás se hubieran necesitado más 
variables que definieran muy muy bien el conjunto. 
Con los árboles de decisión se obtienen precisiones no muy elevadas a causa probablemente de 
las dificultades para la realización de las divisiones regionales.  
Es decir, el estudio se puede considerar un éxito, ya que se han obtenido resultados con un alto 
nivel de predicción, lo que deja constancia de una buena elección de los parámetros y de un 
buen análisis de estos. 
 
7.1. Limitaciones y posibles mejoras 
Aunque los resultados obtenidos han sido exitosos es importante comentar las limitaciones 
encontradas y las posibles formas de mejorar el estudio. 
Para empezar, el conjunto de datos creado y utilizado no es muy extenso ya que solo se quería 
mostrar cómo funcionaban algunos métodos de clasificación y conseguir resultados 
satisfactorios. Si se quisiera realizar una investigación más exhaustiva y amplia se debería 
aumentar este conjunto. 
Por otro lado, aunque se han escogido un número suficiente de variables para la clasificación 
mediante parámetros heurísticos, se han dejado otras sin realizar por su complejidad y tiempo 
para calcularlas. 
Es importante tener presente que la detección de bots busca también la rapidez y la precisión, 
y que aunque en nuestro caso ha sido así, si la muestra analizada hubiera sido más amplia se 
habrían necesitado otras herramientas de mayor capacidad. 
Conforme el número de datos se va ampliando más se tarda en dar una respuesta y en hacer una 
clasificación. Una opción recomendable es el uso de Big Data que día a día se está convirtiendo 
en uno de los motores del futuro. 
Aparte de los sistemas de clasificación empleados existen muchos otros (la mayoría parecidos 
a los realizados) que no se han llevado a cabo. Se han intentado ejecutar los más importantes 
para comprobar que los parámetros heurísticos elegidos en el estudio son suficientes para 
clasificar las cuentas. 
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En un primer momento, una de las opciones que se pensaron como posibles fue el análisis de 
las direcciones IP de las cuentas bot. Este método a mi parecer es muy fiable ya que 
analizándolas se puede ver con claridad dónde se han creado las cuentas y con cuáles coinciden. 
El problema que se encuentra en este punto es la negación de Twitter de proveer estos datos, 
cosa también perfectamente comprensible por lo que puede conllevar de cara a la seguridad del 
usuario. 
Uno de los pocos problemas que se han detectado en el estudio es la mala capacidad mediantes 
estos métodos para analizar cuentas populares. Este clase de perfiles, son los que peor predicen 
estos métodos a causa de las anomalías que hay en muchos de sus datos (followers, Ratios 
altos…). 
Otro de los puntos a tener en cuenta es la diferencia de precisión dentro de un mismo porcentaje 
de datos entrenados cuando se empleaba una y otra semilla. 
En el caso de la semilla 2, con la que se han obtenido en general peores resultados, lo que ocurre 
es que introduce en el conjunto de entrenamiento más cuentas con muchos seguidores, que 
como se vio en el análisis exploratorio están alejadas espacialmente del resto. Al introducir este 
tipo de cuentas, es algo más complicado para el ordenador llevar a cabo los cálculos pertinentes. 
 
7.2. ¿Qué debe hacer Twitter? 
Twitter es una de las principales redes sociales que existen. Es un vehículo fantástico de 
información, opinión e interacción. Pero también es un lugar donde hay que cuidar las fuentes 
de información, lo que se dice, quién lo dice… Y los propietarios de la red social deben poner 
freno a los bots. 
Twitter debe trabajar para erradicar de manera contundente este tipo de cuentas, y pese a que 
en los últimos tiempos está ejecutando nuevos sistemas de seguridad, aún tienen un largo 
recorrido que hacer. 
Algunas fuentes sensacionalistas se hicieron eco de que en cierto modo lo que ocurre con 
Twitter y los bots es que al fin y al cabo este tipo de usuarios cuentan igual que los humanos y 
que ayudan a aumentar las arcas de la compañía. Aunque en cierto modo esto  pueda tener algo 
de sentido, desde aquí se rechaza esta política ya que a Twitter le compensa tener una red donde 
el usuario se sienta cómodo.  
Lo que sí que es cierto es que se debe poner empeño y mucho dinero para corregir este aspecto. 
Debe invertir (aunque ya lo esté haciendo) una gran parte de su presupuesto porque las 
implicaciones que tiene son tremendas, y mucha gente las desconoce.  
En muchas ocasiones el autor se ha encontrado con gente que se jacta de una opinión por algo 
que ha leído en una red social, y al investigar un poco acerca del tema uno se da cuenta que la 
información es totalmente falsa. Y aunque más adelante una persona se dé cuenta de esto, el 
daño en la reputación de alguien ya está hecho.  
Las redes sociales se han convertido en la principal fuente de información de muchas personas 
que ven en ellas la manera más cómoda de estar siempre informado.  
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Aunque nos preguntemos qué debe hacer Twitter, hay que preguntarse qué debe hacer la 
sociedad. Por un lado, hay que educar a las personas en todos los peligros de las redes sociales 
ya que es muy sencillo estar siendo manipulado por cuentas que en apariencia son creíbles (una 
buena interfaz, lenguaje correcto) y en realidad no lo son.  
Además se deben crear y aplicar las leyes correspondientes para frenar a este tipo de cuentas 
actuando con contundencia ante sus creadores. La existencia de este tipo de perfiles no es 
ninguna broma y puede llegar a causar efectos muy negativos en la sociedad. 
Así mismo, Twitter debe colaborar con todas aquellas personas que externamente se dedican a 
luchar contra este problema tendiendo una mano a la colaboración mutua. De este modo, con 
esfuerzo y concienciación, en no mucho tiempo se conseguirá solucionar este problema. 
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8. PRESUPUESTO Y PLANIFICACIÓN 
8.1. Planificación 
El trabajo se estructura en varias fases que cubren un período de trabajo de cuatro meses con 
una dedicación aproximada de 380 horas: 
 
 
Figura 8.1: Estructura básica TFG 
Inicialmente se dedicó tiempo a la búsqueda de información fiable y contrastada sobre el tema, 
así como al aprendizaje del programa estadístico R. Por otro lado, se fue realizando el estado 
del arte donde se explicaron estudios relacionados con el trabajo. 
El siguiente paso fue elegir los métodos que se iban a implementar y qué elemento especial se 
quería introducir. En nuestro se decidió basarse en parámetros heurísticos creando un conjunto 
de datos con unos parámetros propios y ejecutando algunos Machine Learning Algorithms. 
Tras elaborar el código correspondiente para ello, se ejecutaron recogiendo los resultados y 
analizándolos unos con otros. 
Por último se elaboró la memoria, sacando conclusiones acerca de los resultados y realizando 
distintas ejecuciones del programa con el fin de ver distintas posibilidades. 
A continuación se muestra el Diagrama de Gantt en el cual se van a mostrar todos los procesos 
con algo más de detalle y los tiempos en los que se realizaron:   
• Búsqueda de bibliografía y estudio de la 
documentación
• Elección de los métodos y ejecución de 
los mismos
• Análisis de los resultados y comparación 
de los mismo
• Elaboración de la memoria
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Figura 8.2: Diagrama de Gantt 
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8.2. PRESUPUESTO 
En este apartado se explicarán los costes que han rodeado a este TFG. Debido a la naturaleza 
del mismo, la mayor parte se corresponderán con costes de recursos humanos. 
De este modo, considerando que el alumno tendrá un salario de 12 € /hora: 
 
TAREA HORAS PRECIO/HORA (€) COSTE TOTAL (€) 
DOCUMENTACIÓN 80 12 960 
EXPERIMENTACIÓN 130 12 1.560 
ANÁLISIS DE RESULTADOS 80 12 960 
ELABORACIÓN DE LA MEMORIA 90 12 1.080 
                                                                                                                                 Coste total: 4.560 € 
Figura 8.3: Costes del trabajo del alumno 
 
Es decir, el coste del trabajo del alumno se estima en unos 4.320 €.  
 
A continuación se van a explicar los costes de material en los que se ha incurrido en la 
realización de este proyecto: 
 
RECURSO COSTE (€) 
Licencia anual de Office 99 
Coste de matriculación del TFG 318 
Impresión y encuadernación 55 
Uso del ordenador y gastos relacionados 60  
                                                                                                        Coste total 522 € 
Figura 8.4: Costes del material utilizado 
 
Los costes de material son 522 €. 
 
Por tanto los gastos totales uniendo los de recursos humanos y los de material utilizado, unido 
a los generales y a los de beneficio industrial aplicando a todos ellos el IVA del 21 % 
correspondiente: 
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RECURSO COSTE (€) 
COSTES HUMANOS 4.560 
COSTES MATERIALES 522 
GASTOS GENERALES 508  
BENEFICIO INDUSTRIAL 457,38 
IVA (21%) 1.269,95 
COSTES TOTALES 7.317,33 
 
Figura 8.5: Costes totales del TFG 
Los costes totales del proyecto se estiman en 7.317,33 €. Es decir, siete mil trescientos 
diecisiete Euros con treinta y tres céntimos. 
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[28] J. Sociedad Española de Salud Pública y Administración Sanitaria., A. Sarria-
Santamera, A. Esquerda, M. Badia, M. Palma, and J. March, Gaceta sanitaria, vol. 22, 
no. 1. Ediciones Doyma, 2008. 
[29] E. Ferrara, O. Varol, C. Davis, F. Menczer, and A. Flammini, “The Rise of Social 
Bots,” no. grant 220020274, pp. 1–11, 2013 
[30] K. Lee, B. D. Eoff, and J. Caverlee, “Seven Months with the Devils : A Long-Term 
Study of Content Polluters on Twitter,” 2006. 
BIBLIOGRAFÍA 
Pablo Alfonso Cuenca Aprell                                                                                                   69 
 
[31] B. Wang, A. Zubiaga, M. Liakata, and R. Procter, “Making the Most of Tweet-Inherent 
Features for Social Spam Detection on Twitter.” 
[32] G. Stringhini, “Detecting Spammers on Social Networks,” pp. 1–9. 
[33] S. Lee and J. Kim, “Early filtering of ephemeral malicious accounts on Twitter q,” 
Comput. Commun., vol. 54, pp. 48–57, 2014. 
[34] A. A. Markov, “Cadenas de markov,” pp. 1–8. 
[35] C. A. Davis, E. Ferrara, F. Menczer, and A. Flammini, “BotOrNot : A System to 
Evaluate Social Bots,” pp. 273–274, 2016. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Asignación de características a perfiles de cuentas en Twitter basándose en su actividad 
70                                                                   Escuela Técnica Superior de Ingenieros Industriales 
 
ÍNDICE DE FIGURAS 
 
Figura 0.1: Funcionamiento de SVM (izquierda) y de Random Forest (derecha) ..................... 1 
Figura 1.1: Interfaz Twitter ...................................................................................................... 11 
Figura 1.2: Ejemplo de red de apoyo de Bots. ......................................................................... 15 
Figura 1.3: Características del Big Data. .................................................................................. 16 
Figura 3.1: Ejemplo de cuenta con poca originalidad .............................................................. 19 
Figura 3.2: Fórmula de Ratio de Retweets. .............................................................................. 20 
Figura 3.3: Fórmula de Ratio de Links. ................................................................................... 20 
Figura 3.4: Relación de Followers-Friends típicos de cada tipo de cuenta. ............................. 20 
Figura 3.5: Fórmula para calcular el tiempo entre interacciones. ............................................ 21 
Figura 3.6: Muestra de cómo se comportan bots y humanos según parámetros. ..................... 22 
Figura 3.7: Representación de SVM. ....................................................................................... 23 
Figura 3.8: Ejemplo de Árbol de decisión. ............................................................................... 24 
Figura 3.9: Representación de Random Forest. ....................................................................... 25 
Figura 5.1: Solicitud de API. Paso 1 ........................................................................................ 28 
Figura 5.2: Solicitud de API. Paso 2 ........................................................................................ 29 
Figura 5.3: Datos API 1 ............................................................................................................ 29 
Figura 5.4: Datos API 2 ............................................................................................................ 29 
Figura 5.5: Código de acceso a Twitter desde R. ..................................................................... 30 
Figura 5.6: Variables inciales ................................................................................................... 30 
Figura 5.7: Código de extracción de datos de Twitter ............................................................. 33 
Figura 5.8: Matriz de correlaciones 1 ....................................................................................... 34 
Figura 5.9: Matriz de correlaciones 2 ....................................................................................... 34 
Figura 5.10: Matriz de correlaciones 3 ..................................................................................... 34 
Figura 5.11: Correlaciones de las variables eliminadas ........................................................... 35 
Figura 5.12: Código normalización del conjunto de datos ....................................................... 36 
Figura 5.13: Código de Análisis de Componentes Principales ................................................ 37 
Figura 5.14: Resultados de los Análisis de Componentes Principales ..................................... 37 
Figura 5.15: Reparto de la varianza de las Componentes Principales ..................................... 38 
Figura 5.16: Representación de las cuentas en función de las dos Componentes Principales . 38 
Figura 5.17: Código de Sammon .............................................................................................. 39 
Figura 5.18: Gráfico 1 SOM .................................................................................................... 39 
ÍNDICE DE FIGURAS 
Pablo Alfonso Cuenca Aprell                                                                                                   71 
 
Figura 5.19: Gráfico 2 SOM .................................................................................................... 40 
Figura 5.20: Gráfico 3 SOM .................................................................................................... 41 
Figura 5.21: Gráfico 4 SOM .................................................................................................... 41 
Figura 6.1: Código de entrenamiento de datos en SVM .......................................................... 44 
Figura 6.2: Código de Validación cruzada en SVM ................................................................ 45 
Figura 6.3: Ejemplo Resultados Validación Cruzada .............................................................. 45 
Figura 6.4: Código de predicción con SVM ............................................................................ 46 
Figura 6.5: Ejemplo de resultado de SVM ............................................................................... 46 
Figura 6.6: Resultado de Matriz de Confusión en SVM .......................................................... 46 
Figura 6.7: Código de entrenamiento datos en método Bayesiano .......................................... 48 
Figura 6.8: Código de validación cruzada de Naive Bayes ...................................................... 49 
Figura 6.9: Ejemplo de validación cruzada Naive Bayes ......................................................... 49 
Figura 6.10: Código de predicción con Bayesian Method ....................................................... 50 
Figura 6.11: Matriz de confusión método Bayesiano .............................................................. 50 
Figura 6.12: Ejemplo de parámetro en Bayes .......................................................................... 50 
Figura 6.13: Probabilidades de ser Bot en Bayesiano .............................................................. 50 
Figura 6.14: Código de entrenamiento de datos con árboles de decisión ................................ 52 
Figura 6.15: Código de validación cruzada árboles de decisión .............................................. 53 
Figura 6.16: Ejemplo de resultado Validación cruzada Árboles de decisión ........................... 53 
Figura 6.17: Código de predicción con árbol de decisión ........................................................ 53 
Figura 6.18: Ejemplo Matriz de confusión Árbol de decisión ................................................. 53 
Figura 6.19: Ejemplo de árbol de decisión con una semilla 10 (Izquierda) y otra 179 
(Derecha) .................................................................................................................................. 54 
Figura 6.20: Código de entrenamiento de datos con Random Forest ...................................... 56 
Figura 6.21: Código de validación cruzada Random Forest .................................................... 56 
Figura 6.22: Ejemplo de Validación cruzada Random Forest ................................................. 57 
Figura 6.23: Código de predicción con Random Forest ........................................................... 57 
Figura 6.24: Ejemplo de matriz de confusión con Random Forest .......................................... 57 
Figura 6.25: Gráfico de errores en relación al número de árboles ........................................... 58 
Figura 8.1: Estructura básica TFG ........................................................................................... 63 
Figura 8.2: Diagrama de Gantt ................................................................................................. 64 
Figura 8.3: Costes del trabajo del alumno ................................................................................ 65 
Figura 8.4: Costes del material utilizado .................................................................................. 65 
Figura 8.5: Costes totales del TFG ........................................................................................... 66 
Asignación de características a perfiles de cuentas en Twitter basándose en su actividad 
72                                                                   Escuela Técnica Superior de Ingenieros Industriales 
 
 
ÍNDICE DE TABLAS 
Tabla 1: Resultados SVM ........................................................................................................ 47 
Tabla 2: Resultado método Bayesiano ..................................................................................... 51 
Tabla 3: Resultados con árbol de decisión ............................................................................... 55 
Tabla 4: Resultados con Random Forest .................................................................................. 58 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ANEXO 1: LIBRERÍAS Y FUNCIONES 
Pablo Alfonso Cuenca Aprell                                                                                                   73 
 
ANEXO 1: LIBRERÍAS Y FUNCIONES 
library (twitteR): permite obtener a partir de la API de Twitter toda información que se necesite 
siempre que esta sea pública.  
Dentro de ella se encuentran las funciones de conexión:  
setup_twitter_oauth(consumer_key, consumer_secret, access_token, access_secret).  
userTimeline(): para obtener la información del Timeline de un determinado usuario. 
twListToDF(): sirve para convertir la información en un conjunto de datos. 
 
Author: Jeff Gentry 
 
library (httr): paquete que va a servir para soportar el formato http y poder trabajar con las 
funciones que más adelante se ejecutarán. 
 
Author: Hadley Wickham 
 
library (caTools): aloja las funciones de predicción y de generación de número aleatorios. 
predict (): para predecir los resultados. 
sample.split (): para asignar a un determinado conjunto algunos de los datos.  
 
Author: Jarek Tuszynski 
 
library (caret): sirve para ejecutar casi todos los Machine Learning Algorithms. Además, 
permite realizar las matrices de confusión para comparar resultados y realizar la validación 
cruzada 
ConfusionMatrix (): para comparar los resultados predichos y los reales. 
 
Author: Max Kuhn. Contributions from: Jed Wing, Steve Weston, Andre Williams, Chris 
Keefer, Allan Engelhardt, Tony Cooper, Zachary Mayer, Brenton Kenkel, the R Core Team, 
Michael Benesty, Reynald Lescarbeau, Andrew Ziem, Luca Scrucca, Yuan Tang, Can Candan, 
and Tyler Hunt. 
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library (e1071): sirve para poder ejecutar análisis SVM y también con Bayes. 
SVM (): para llevar a cabo el análisis SVM. 
Bayes (): para hacer lo mismo pero con el teorema de Bayes. 
 
Author: David Meyer [aut, cre], Evgenia Dimitriadou [aut, cph], Kurt Hornik [aut], Andreas 
Weingessel [aut], Friedrich Leisch [aut], Chih-Chung Chang [ctb, cph] (libsvm C++-code), 
Chih-Chen Lin [ctb, cph] (libsvm C++-code) 
 
library (ggplot2): para realizar gráficos (plots) y para poder abrir el paquete caret. 
 
Author: Hadley Wickham [aut, cre], Winston Chang [aut], RStudio [cph] 
 
library (rpart): tiene el objetivo de realizar árboles de decisión. 
rpart (): se lleva a cabo el árbol de decisión. 
rpart.plot (): sirve para poder crear una figura del árbol de decisión correspondiente 
 
Author: Terry Therneau [aut], Beth Atkinson [aut], Brian Ripley [aut, trl, cre] (author of initial 
R port) 
 
library (randomForest): para llevar a cabo randomForest. Esta función incluye dentro de ella 
la predicción, la realización de figuras… 
 
Author: Fortran original by Leo Breiman and Adele Cutler, R port by Andy Liaw and Matthew 
Wiener 
 
library (ggfortify): sirve para mostrar plots de PCA. 
 
Authors: Masaaki Horikoshi [aut, cre], Yuan Tang [aut, cph] 
 
library (MASS): para poder utilizar sammon que se encuentra dentro de ella. Va a permitir 
realizar mapas no lineales de las entidades. 
Authors: Brian Ripley [aut, cre, cph], Bill Venables [ctb], Douglas M. Bates [ctb], Kurt Hornik 
[trl] (partial port ca 1998), Albrecht Gebhardt [trl] (partial port ca 1998), David Firth [ctb] 
ANEXO 1: LIBRERÍAS Y FUNCIONES 
Pablo Alfonso Cuenca Aprell                                                                                                   75 
 
 
library (kohonen): es otras de las librerías necesarias para hacer mapas no lineales de los datos. 
 
Authors: Ron Wehrens and Johannes Kruisselbrink 
 
library (class): paquete necesario para poder realizar SOM.  
 
Authors: Brian Ripley [aut, cre, cph], William Venables [cph] 
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ANEXO 2: DatasetStu 
name RatioRT RatioLink RatioMentions RatioHashtag Image RealImage Description RealDescription Likes Followers Friends RatioFF Year RegularAct Spam Robot location SenseName Bot 
caperucitazorra 0,02 0,95 0,01 0,03 1 0 1 1 2 99302 9081 10,94 2012 1 0 0 1 0 1 
deiphos81 1,00 0,00 0,00 0,00 1 0 1 0 114 20710 8237 2,51 2016 1 1 0 0 1 1 
mahima_shakya 0,16 0,82 0,01 0,00 1 0 1 0 803 5250 4930 1,06 2016 1 0 0 1 1 1 
dualippa123 0,75 0,25 0,23 0,00 1 0 1 0 14600 6306 5947 1,06 2016 1 1 0 1 0 1 
pffsdv 0,00 0,00 0,00 0,00 1 0 1 0 5700 13930 8109 1,72 2013 1 0 0 1 0 1 
followtrickfab 0,00 0,01 0,02 0,00 1 0 1 0 464 25564 11731 2,18 2013 1 0 0 1 0 1 
gainfffollowers 0,59 0,01 0,11 0,02 1 0 1 1 9355 10346 9905 1,04 2016 0 1 1 0 0 1 
fertsha 1,00 0,01 0,00 0,00 1 0 1 0 7871 2472 1805 1,37 2016 1 1 0 1 1 1 
nicole123102 0,03 1,00 0,03 0,04 1 0 0 0 11830 1499 1927 0,78 2011 1 0 0 0 1 1 
oliviacanul 0,00 1,00 0,00 0,01 1 1 1 1 11 87 25 3,48 2014 1 1 1 1 1 1 
yudi__galindo 0,00 1,00 0,00 0,00 1 1 1 1 0 151 95 1,59 2013 1 1 1 1 1 1 
yescantoral 0,00 1,00 0,00 0,01 1 1 1 1 0 80 24 3,33 2014 1 1 1 1 1 1 
sofia_espino_ 1,00 0,00 0,25 0,12 1 0 1 0 4661 1634 887 1,84 2016 1 1 1 1 1 1 
lecarnetdAmbre 0,00 1,00 0,06 1,00 1 1 1 1 7 136 7 19,43 2016 0 1 1 0 1 1 
mpe_21 0,76 0,06 0,06 0,04 1 1 1 1 2791 440 312 1,41 2010 0 1 0 1 1 0 
krlosqnk 0,63 0,13 0,18 0,03 1 0 1 1 4863 241 630 0,38 2010 0 1 0 0 1 0 
kike_zarzamoro 0,34 0,19 0,09 0,11 1 1 1 1 422 513 384 1,34 2011 1 1 0 0 1 0 
jesus21pascual 0,25 0,41 0,26 0,23 1 1 1 1 437 515 526 0,98 2011 0 1 0 1 1 0 
alvar16dando 0,57 0,04 0,32 0,11 1 1 0 0 3 59 70 0,84 2012 0 0 0 0 1 0 
jose_owen7 0,23 0,21 0,40 0,04 1 1 1 1 568 694 694 1,00 2011 1 1 0 1 1 0 
alex18garcia 0,74 0,07 0,17 0,03 1 1 0 0 1089 475 453 1,05 2011 1 1 0 1 1 0 
tikotderoa 0,10 0,10 0,13 0,02 1 1 1 1 0 21630 625 34,61 2010 0 1 0 1 1 0 
axelilloc21 0,58 0,02 0,09 0,02 1 1 1 1 261 488 382 1,28 2011 1 1 0 1 1 0 
lolofalcao88 0,86 0,00 0,09 0,01 1 0 0 0 559 501 700 0,72 2012 1 0 0 0 0 0 
trecet 0,47 0,24 0,02 0,00 1 1 1 1 402 109375 463 236,23 2009 1 1 0 1 1 0 
helemblanco 0,71 0,16 0,15 0,01 1 0 1 1 25200 57059 50130 1,14 2011 1 1 0 1 1 1 
teteval01 1,00 0,01 0,01 0,00 1 0 1 0 9793 2747 1728 1,59 2016 1 1 0 1 0 1 
leona_despierta 0,62 0,11 0,12 0,07 1 1 1 1 14430 246000 200053 1,23 2011 1 1 0 1 0 1 
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name RatioRT RatioLink RatioMentions RatioHashtag Image RealImage Description RealDescription Likes Followers Friends RatioFF Year RegularAct Spam Robot location SenseName Bot 
pucca_girl01 0,97 0,02 0,02 0,01 1 0 1 0 47058 64993 59230 1,10 2012 1 1 0 1 0 1 
alavaconsusana 0,73 0,10 0,09 0,02 1 0 1 0 2 229 965 0,24 2016 0 1 0 1 0 1 
segovconsusana 0,78 0,16 0,15 0,18 1 0 0 0 6 437 2198 0,20 2016 0 1 0 1 0 1 
ouconsusana 0,89 0,09 0,06 0,06 1 0 1 0 806 416 741 0,56 2016 0 1 0 1 0 1 
juanjosemateo 0,49 0,44 0,39 0,00 1 1 1 1 963 3860 863 4,47 2010 0 0 0 1 1 0 
schehlbs 0,33 0,14 0,23 0,31 1 1 1 1 6491 266 1587 0,17 2009 0 0 0 1 0 0 
gutijoseba 0,93 0,02 0,05 0,03 1 0 1 0 14300 217 286 0,76 2012 0 1 0 0 1 0 
peroestokees 0,12 0,14 0,71 0,05 1 1 1 1 33594 2345 2199 1,07 2012 0 1 0 0 0 0 
anaplou 0,77 0,11 0,10 0,01 1 1 1 1 5712 1218 747 1,63 2010 1 1 0 1 1 0 
guillegimenez_ 0,56 0,31 0,40 0,11 1 1 1 1 5441 75493 308 245,11 2012 0 0 0 0 1 0 
ceutaconsusana 0,80 0,17 0,14 0,18 1 0 1 0 0 187 437 0,43 2016 0 1 0 1 0 1 
salamaconsusana 0,88 0,07 0,03 0,12 1 0 0 0 7 655 1067 0,61 2016 0 1 0 0 0 1 
lucyfan007 0,82 0,01 0,01 0,00 1 0 1 0 70300 15600 149000 0,10 2010 1 1 0 0 1 1 
rtparaeverybody 0,00 0,98 0,00 0,98 1 0 1 0 578 54600 5383 10,14 2016 1 1 0 1 0 1 
darklt95 0,00 0,00 0,18 0,88 1 0 1 0 17 3855 3594 1,07 2012 1 1 1 1 0 1 
followbackgomis 0,00 0,04 0,25 1,00 1 1 0 0 2418 7604 5800 1,31 2011 1 0 0 1 0 1 
ramonfdezes 0,89 0,11 0,09 0,03 1 1 1 1 1012 29039 592 49,05 2012 0 0 0 0 1 0 
marianunez_ 0,69 0,12 0,12 0,04 1 1 1 1 397 318 282 1,13 2010 0 0 0 1 1 0 
snchzmr 0,01 0,30 0,58 0,01 1 0 0 0 0 1857 6 309,50 2015 1 0 0 0 1 0 
blancacorton 0,45 0,04 0,10 0,02 1 1 1 1 812 414 381 1,09 2012 0 0 0 1 1 0 
david_grande23 0,84 0,03 0,06 0,03 1 1 1 1 529 224 214 1,05 2012 0 0 0 1 1 0 
suaaveseda 0,11 0,13 0,20 0,00 1 1 0 0 1375 606 289 2,10 2011 0 0 0 0 0 0 
rtn_famosas 0,00 1,00 0,17 1,00 1 0 1 0 26 553 171 3,23 2015 1 0 0 1 0 1 
camzzz97 0,68 0,04 0,23 0,02 1 0 1 0 4216 4567 4406 1,04 2016 1 1 0 0 0 1 
fforcachape 0,73 0,02 0,19 0,02 1 0 1 0 51803 4547 3237 1,40 2015 0 1 0 0 0 1 
antlopsol 0,00 1,00 0,00 0,64 1 1 1 1 0 83,00 994 0,08 2014 1 0 1 1 1 1 
javierrocoster 0,47 0,16 0,02 0,07 1 1 1 1 391 179,00 541 0,33 2012 0 0 0 0 1 0 
chelsea2016260 0,00 1,00 0,00 0,52 1 0 0 0 0 6,00 21 0,29 2017 1 0 1 0 0 1 
coligogeth1970 0,00 1,00 0,00 0,50 1 0 0 0 0 4,00 21 0,19 2017 1 0 1 0 0 1 
ANEXO 2: DatasetStu 
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name RatioRT RatioLink RatioMentions RatioHashtag Image RealImage Description RealDescription Likes Followers Friends RatioFF Year RegularAct Spam Robot location SenseName Bot 
elenada0407192 0,00 1,00 0,00 0,51 1 0 0 0 0 3,00 21 0,14 2017 1 0 1 0 0 1 
emmabry67051 0,00 1,00 0,00 0,52 0 0 0 0 0 2,00 19 0,11 2012 1 0 1 0 0 1 
ronsupportsyou 0,53 0,22 0,34 0,18 1 0 1 1 3154 14850 13393 1,11 2009 1 1 0 1 0 0 
rupiaren 0,47 0,10 0,34 0,00 1 1 0 0 543 37 33 1,12 2013 0 1 0 1 0 0 
abelmm58 0,48 0,04 0,43 0,12 1 0 1 1 137 152 373 0,41 2012 0 0 0 0 0 0 
arevalodepablos 0,66 0,10 0,24 0,04 1 1 1 1 389 617 546 1,13 2012 0 0 0 1 1 0 
marinaramirez84 0,40 0,11 0,19 0,11 1 1 1 1 1257 152 46 3,30 2011 0 0 0 1 1 0 
c_sher_ 0,88 0,06 0,01 0,01 1 1 1 1 432 344 519 0,66 2011 0 0 0 0 0 0 
jndg14 0,97 0,00 0,01 0,02 1 0 0 0 7 26 112 0,23 2016 0 1 0 0 0 1 
crystian_tp 0,97 0,00 0,01 0,03 1 0 1 0 103 232 90 2,58 2016 0 1 0 0 0 1 
gilliancox17 0,00 1,00 0,00 0,52 1 0 0 0 0 5 39 0,13 2017 1 0 0 0 1 1 
bot18608195 0,00 0,00 0,00 0,00 1 0 0 0 5 3 5 0,60 2013 1 0 1 0 0 1 
fdc997reborn 0,56 0,06 0,05 0,00 1 1 1 1 4294 113 108 1,05 2016 1 1 1 0 0 0 
wiyafikon 0,00 10,00 0,00 1,00 1 0 1 0 0 11400 24 475,00 2016 1 1 0 0 0 1 
lucas7225 0,01 0,42 0,24 0,61 1 1 0 0 1348 93 19 4,89 2010 1 0 1 1 1 0 
constantinokav 0,36 0,01 0,27 0,31 1 0 0 0 4453 639 684 0,93 2015 1 1 0 0 1 0 
carmenvr2 0,05 0,00 0,01 0,90 1 0 0 0 696 11 22 0,50 2013 0 1 0 0 1 0 
llarimannoela 0,71 0,05 0,20 0,01 1 1 1 1 3350 5010 4879 1,03 2016 1 1 0 1 0 1 
soniazaldu 0,22 0,06 0,13 0,26 1 1 1 1 954 416 278 1,50 2012 0 0 0 0 1 0 
yvonneclark327 0,00 0,87 0,00 0,59 1 0 0 0 0 296 597 0,50 2016 1 0 1 1 0 1 
evthnmrlbrrj5at 0,00 0,90 0,00 0,55 0 0 0 0 0 5 20 0,25 2017 1 0 1 0 0 1 
jesusglezsg 0,74 0,06 0,19 0,08 1 1 1 1 400 256 313 0,82 2010 0 0 0 1 1 0 
psrr277 0,51 0,05 0,11 0,34 1 1 1 1 853 134 376 0,36 2012 0 0 0 0 0 1 
 
 
 
 
