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Actualmente la red de Americatel cuenta con redundancia de transporte. Sin embargo, en 
la red de gestión se identificó como punto crítico el router rOLG-MGMT, ubicado en el 
nodo principal Olguín, ya que en el caso de tener un evento por incidencia en el equipo 
se perdería gestión del nodo. 
En la actualidad, el centro de operaciones de red (NOC) y las otras áreas que conforman 
la sub gerencia de Redes de Servicio administran el router rOLG-MGMT, el cual permite 
la gestión de las redes de transporte a través de vlans, como son: la red metro, gestores 
de radio, equipos de energía, entre otros; sin embargo se han presentado eventos como 
cortes de energía o fallos en la tarjeta de red que han provocado la indisponibilidad de 
acceso a los equipos, lo cual conlleva a no tener el control y monitoreo requerido, 
haciendo necesario la manipulación manual de los equipos para su recuperación, 
provocando averías internas y aumentando el TMO. 
 
 
Este proyecto está enfocado en dar redundancia al router rOLG-MGMT, haciendo uso de 
un router de contingencia, actualmente en uso y perteneciente a la red de gestión.  
La idea central del proyecto es el uso del protocolo de redundancia HSRP en conjunto 
con el mecanismo IP SLA. El proyecto está enmarcado en las siguientes fases: 
diagnóstico, configuración, monitoreo y evaluación, del esquema de redundancia.  
Este proyecto esta orientado a la sede Olguin, es decir no involucra al resto de nodos. 
La implementación del proyecto no contempla tener fuente en energía redundante en el 
router principal de gestión. Los equipos utilizados se alimentan solo con corriente alterna. 
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El tema del presente informe de suficiencia profesional es la implementación de 
redundancia en la red de gestión de la empresa Americatel Perú S.A. en la sede Olguin. 
Este documento está conformado por cuatro capítulos. 
Capítulo 1: Identificación y descripción del problema central del proyecto, mediante el 
uso de la técnica del árbol de problemas. Dicho método señala las causas que originaron 
el problema principal, así como también muestra los efectos que se suscitaron en 
consecuencia del problema. 
Se define el objetivo general y específicos, así como también los alcances y limitaciones 
del proyecto. 
Capítulo 2: En este capítulo, voy a mostrar cómo integrar la redundancia y 
características de equilibrio de carga utilizando Host Standby Router Procotol (HSRP), a 
partir del marco teórico y definiciones generales. 
 
 
Capítulo 3: Se detalla el desarrollo de la solución a implementar. Se muestra el análisis 
previo realizado, los comandos de configuración ingresados y las pruebas de validación. 
Capítulo 4: Se mencionan los resultados, cronograma y las conclusiones a las que se 
llegó a partir de los objetivos trazados. 
El presente proyecto es importante porque permite resolver la decreciente disponibilidad 
del router principal de gestión, para así poder subsanar los puntos críticos encontrados 

















En el presente capítulo se realiza la definición del problema, los objetivos, los alcances y 
limitaciones, además se brinda la justificación del proyecto y los antecedentes. 
Americatel Perú S.A. es una mediana empresa del rubro telecomunicaciones y 
tecnologías de la información. Comenzó a operar en el Perú en el 2002 y dio inicio al 
mercado de Larga Distancia con el lanzamiento del código 1977. La empresa cuenta con 
más de 400 trabajadores situados en cinco sucursales, siendo su sede principal la que se 
encuentra ubicada en el distrito de Santiago de Surco – Monterrico, lugar donde se aloja 





Americatel Perú S.A. cuenta con tres grandes redes de fibra óptica y satelitales 
interconectadas entre sí: la red local, abarca a todo Lima y está conformada por cinco 
nodos principales y cuatro celdas; la red nacional, con cobertura a todo el Perú y esta 
soportada por la antigua red Nextel e interconexiones con Telefónica y Axesat; y para 
culminar, la red mundial, soportada por interconexiones a los principales operadores del 
mundo. 
 
1.1 Definición del Problema 
A continuación, se formula el problema técnico que se ha encontrado en la empresa 
“Americatel Perú S.A.”, el cual conllevó a realizar este proyecto para dar solución al 
requerimiento, se menciona sus causas y efectos. 
 
1.1.1 Descripción del Problema 
La red de Americatel Perú S.A. cuenta con redundancia a nivel de transporte. Sin 
embargo, en la red de gestión se identificó como punto crítico el router rOLG-MGMT, 
ubicado en el nodo principal Olguín. 
Este equipo actualmente no cuenta con un router de contingencia y presenta en 
ocasiones fallos físicos que producen perdida de conectividad, router indisponible. Siendo 
este equipo el router principal de la red de gestión y al presentarse caída del mismo, aísla 
al personal encargado de su administración al no permitir el acceso a los equipos de 





En la actualidad, el centro de operaciones de red (NOC) y las otras áreas que conforman 
la sub gerencia de Redes de Servicio administran el router rOLG-MGMT, el cual permite 
la gestión de las redes de transporte a través de vlans, como son: la red metro, gestores 
de radio, equipos de energía, entre otros; sin embargo se han presentado eventos como 
cortes de energía o fallos en la tarjeta de red que han provocado la indisponibilidad de 
acceso a los equipos, lo cual conlleva a no tener el control y monitoreo requerido, 
haciendo necesario la manipulación manual de los equipos para su recuperación, 
provocando averías internas y aumentando el tiempo de atención. 
Es debido a este problema la importancia de contar con redundancia, equipo de respaldo, 
en la red gestión. 
Los fallos encontrados en el router rOLG-MGMT luego del diagnóstico realizado fueron: 
alto procesamiento del CPU, fallos en la tarjeta Fa0/0 y se observó también eventos a 
nivel lógico. Este equipo de gestión también carece de doble fuente de energía, contando 
solo con alimentación por corriente alterna. 
Con la finalidad de identificar el problema central, se hace uso de la técnica del árbol de 
problemas. 
La Figura 1, señala que las causas que originaron el problema principal fueron: router 
principal no cuenta con equipo de contingencia, solo se depende de un router para tener 
la gestión de toda la red de Americatel; fallos físicos en ocasiones del router principal, los 
cuales provocan caídas del equipo; y, por último, la carencia de doble fuente de energía 






Figura 1. Árbol de problemas de la empresa “Americatel Perú SA”. Fuente: Elaboración 
Propia. 
Por otro lado, el árbol de problemas también muestra los efectos que se suscitaron en 
consecuencia del problema. Entre estos tenemos: aumento en los tiempos de atención, 
debido a la indisponibilidad de acceso a los equipos de transporte por avería del equipo; 
intervención presencial para solventar avería del router principal, produciendo demora 
para recuperar acceso al router ya que se requiere manipular los equipos de forma 
manual; exposición a eventos críticos en la red de transporte, ya que no al no tener 
conectividad de los equipos no se puede monitorear algún evento en la red de transporte; 
y para finalizar, el aislamiento de los equipos de acceso. 
Siendo estos factores determinantes para que el área de Logística y la Sub-Gerencia de 







Problema: Decreciente disponibilidad del router principal de gestión de la empresa 
Americatel Perú S.A., en la sede principal Olguín. 
Causas Efectos 
1. Router principal no cuenta con 
router de contingencia. 
1. Aumentos en los tiempos de atención. 
2. Fallos físicos en ocasiones del 
router principal. 
2. Intervención presencial para solventar 
avería del router principal. 
3. Carencia de doble fuente de 
energía en router de gestión. 
3. Exposición a eventos críticos en la red 
de transporte. 
 
4. Aislamiento de los equipos de acceso de 
Americatel. 
Tabla 1. Tabla del árbol de problemas de la empresa “Americatel Perú SA”. Fuente: 
Elaboración Propia. 
 
1.1.2 Formulación del Problema 
Luego de haber realizado el análisis de causas y efectos en el árbol de problemas, se ha 
podido identificar que el problema central es: la decreciente disponibilidad del router 
principal de gestión de la empresa “Americatel Perú S.A.” en la sede principal Olguín. 
En consecuencia, se ha visto relevante plantear e indicar la idea de la investigación, la 
cual sería la siguiente: ¿De qué forma será posible evitar la pérdida de gestión de los 





principal Olguín, ante algún evento critico presentado en el router principal de gestión 
rOLG-MGMT? 
Se ha visto por conveniente realizar un esquema de redundancia en la red de gestión del 
NOC, ya que da solución a la pérdida de acceso al router de gestión rOLG-MGMT ante 
algún evento crítico. 
Este proyecto está enfocado en dar redundancia al router rOLG-MGMT, haciendo uso de 
un router de contingencia, actualmente en uso y perteneciente a la red de gestión. Se 
hará uso del protocolo de redundancia HSRP y SLA, en conjunto. Se reutilizará un router 
y dos switch de la marca Cisco ya que se cuenta con disponibilidad de dichos equipos en 
las instalaciones de Americatel Perú S.A.  
El router de contingencia elegido será el router RTR-MGMT-4PISO, por el cual se 
replicarán las redes de transporte que administra el router principal rOLG-MGMT, 













1.2 Definición de Objetivos 
 
1.2.1 Objetivo General 
 Obtener redundancia en el router principal de la red de gestión de Americatel Perú 
S.A., mediante el uso del protocolo HSRP (Host Standby Router Protocol) y SLA 
(Service Level Agreement), en la sede principal Olguín - NOC (Network Operations 
Center). 
 
1.2.2 Objetivos Específicos 
 Identificar el router que será utilizado como contingencia para la solución HSRP y que 
pueda ser capaz de cumplir los requisitos para configurar comandos de redundancia. 
 
 Definir las redes de transporte implicadas en la gestión de los equipos para ser 
replicadas en el router de contingencia, de acuerdo a las vlan configuradas y con la 
capacidad de tener una red escalable. 
 
 Aplicar configuración HSRP y SLA en la red de gestión de Americatel Perú S.A., 
considerando los puntos clave de la red. 
 
 Realizar el diagnóstico de la implementación realizada, mediante las pruebas de 






1.2.3 Alcances y Limitaciones 
 
1.2.3.1 Alcances 
Este proyecto se ha implementado en la sede principal de Americatel Perú S.A. llamada 
Olguín, ubicado en Monterrico; el cual es administrado principalmente por los operadores 
del Centro de Operaciones de Red (NOC) y las otras áreas que conforman la sub 
gerencia de Redes de Servicio. La sede Olguín al ser el nodo principal, se interconecta 
con el resto de nodos que conforman la red de Americatel Perú S.A., lo cual garantiza 
poder gestionar tanto la red local como nacional. 
 
El proyecto está enmarcado en las siguientes fases: diagnóstico, configuración, 
monitoreo y evaluación, del esquema de redundancia. La implementación del proyecto se 
ha realizado el mes de octubre del 2016. 
 
Se ha realizado la adquisición de un switch Cisco modelo ME-3400E-24TS-M y un router 
Cisco modelo 2911; se ha elegido este router para ser usado como router de 
contingencia del router actual, rOLG-MGMT modelo 1841. 
Las redes de transporte implicadas son: SDH, MPLS y METRO. El proyecto tiene la 








El proyecto no contempla aplicar el esquema de redundancia en el resto de nodos de la 
red de Americatel Perú S.A. 
 
La implementación del proyecto no contempla tener fuente en energía redundante en el 
router principal de gestión. Los equipos utilizados se alimentan solo con corriente alterna. 
 
Este proyecto no contempla aplicar el uso de los protocolos de redundancia como son 
GLBP o VRRP, entre otros. Aplicando el protocolo GLBP se puede controlar el 
procesamiento alto, ya que esta solución distribuye la carga entre dos router, en lugar de 
sobrecargar sustancialmente uno de ellos. 
 
El esquema de redundancia a implementar no contempla modificaciones mayores de 
configuración en los protocolos de enrutamiento y conmutación actualmente utilizados en 
la red de transporte de Americatel Perú S.A. como son: RIP, OSPF, EIGRP y BGP. 
 
1.2.4 Justificación  
El presente proyecto es importante porque permite resolver la decreciente disponibilidad 
del router principal de gestión de la empresa “Americatel Perú S.A.” a partir de la 
instalación de un router de contingencia, permitiendo así que la idea del proyecto sea 
factible, la cual es evitar la pérdida de conectividad a los equipos de transporte. 
Asimismo, el proyecto ha permitido identificar posibles puntos de fallo en la red de 
transporte, evitando averías internas en la red local de Americatel. No solo se debe tener 





clave de la red, para evitar que cualquier dispositivo cause que los recursos vitales de la 
red dejen de poder utilizarse por falta de acceso a los equipos. 
Se ha utilizado routers y switch de la marca Cisco debido a que son los que se utilizan en 
las instalaciones de la empresa Americatel Perú S.A. y permiten configurar los protocolos 
HSRP y SLA. 
Permite dar grandes aportes positivos al control y monitoreo de los equipos evitando 
eventos críticos que afecten el funcionamiento y la labor de los operadores del centro de 
operaciones de red (NOC), siendo eficiente en la solución de problemas y aumentando la 
productividad. 
Este proyecto incentiva a poder ser replicado en el resto de nodos que comprende la red 
de Americatel Perú S.A., ya que tampoco cuentan con un esquema de redundancia. 
 
1.2.5 Estado del Arte 
A continuación, se mencionarán algunos antecedentes de la aplicación de redundancia 
con HSRP en otros proyectos de redes, señalando datos puntuales de implementación. 
 
1.2.5.1 Proyecto “Diseño de una red corporativa” 
El proyecto describe el diseño de una red realizada por una empresa proveedora 
intermedia y que tiene como objetivo implementar una red corporativa de voz e ip de 
datos que comunique las 4 oficinas de una empresa cliente. 
Consta de las siguientes fases: Diseño de la solución, modificación e implementación de 





Para realizar la redundancia entre los dos routers de Barcelona y los dos routers de 
Madrid hacia la LAN se utilizó el protocolo HSRP. (Obis 2013-2014) 
La idea principal de la fase WAN redundante es que la puerta de enlace 
predeterminada de toda una red de host, sea una ip virtual que ambos router van a 
compartir. Sin embargo, para mantener la conectividad de capa 3, cada router tiene su 
dirección IP habitual en su interfaz. (Obis 2013-2014) 
 
Figura 2. Diagrama de solución HSRP para la oficina de Barcelona. Fuente: (Obis 2013-
2014: 24) 
Se configuraron en los router las prioridades correspondientes, teniendo en cuenta 
que el router principal debe tener un valor mayor y llevará configurado la ip virtual de 





control como router principal. Dicho proceso es totalmente transparente para el usuario 
final. (Obis 2013-2014) 
Por consiguiente, la red LAN de cliente se direccionará a una puerta de enlace 
predeterminada, compartida entre router principal y backup de la oficina ubicada en 
Barcelona. Esto se logró realizando una configuración que asignará siempre la ip 
Gateway al router actualmente activo, considerando que en caso se pierda conectividad 
al router principal, el router en espera será quien lo suplante de inmediato manteniendo la 
misma ip Gateway. (Obis 2013-2014) 
 
1.2.5.2 Proyecto “Implementación de una red Wan en una escudería de F1” 
El siguiente proyecto fue realizado por alumnos de la Universidad Oberta de 
Catalunya. El objetivo de este proyecto es diseñar una red para interconectar todas las 
sedes de la escudería Spanish F1, por la cual todos los miembros podrán acceder a los 
datos de la oficina de diseño y reportes, desde cualquier sede. 
Este proyecto plantea las siguientes fases: Planificación, investigación, ejecución y 
finalización. (García 2012-2013) 
Se aplicará un sistema redundante teniendo en cuenta la tecnología de maestro-esclavo, 
es decir que se tendrá un equipo de respaldo el cual asumirá el cargo del tráfico en caso 
el equipo principal sufra de algún desperfecto. Este sistema será implementado sobre 
todo en los puntos más críticos e importantes, como son la capa Core de las sedes de 
Madrid y Bobbingen. (García 2012-2013) 
Asimismo, se tiene en cuenta aplicar redundancia a nivel físico considerando el uso 





donde se aplicará el protocolo HSRP para activar la redundancia en los switches de Core, 
que establece uno de los equipos como maestro y el otro como esclavo dependiendo de 













En el presente capítulo se realiza la definición de los temas relacionados al proyecto; 
información acerca de disponibilidad, redundancia y además se menciona el protocolo de 
redundancia utilizado. 
 
2.1 Alcanzando alta disponibilidad 
Se debe entender por alta disponibilidad que, en el momento que un equipo deja de 
funcionar, existirá otro equipo a la espera para reemplazarlo ante algún fallo. (Duarte 
2014) 
Es posible evitar los posibles fallos críticos en un equipo haciendo uso de mecanismos de 
respaldo. Se debe tener en cuenta que mientras se utilice más medidas, mayor será la 
inversión. A continuación, se mencionan soluciones a los fallos críticos más comunes: 
 Solución a fallo de enlace. Implementar interfaces adicionales añadiendo nuevas 





 Solución a fallo de dispositivo. Hacer uso de rutas adicionales a la actual en 
ambos lados. 
 Solución a fallo en el camino. Tener múltiples rutas hacia el destino.  




Es una práctica por la cual un elemento de una red es duplicado y cualquiera de sus 
funciones puede ser usada en caso de falla. Al tener dos elementos iguales activos en la 
red, el sistema puede continuar con sus funciones y tareas, sin tener impacto alguno en 
las operaciones del usuario, en caso uno de los elementos fallara. ("Alta Disponibilidad: 
Qué es y Cómo se logra" 2008) 
La redundancia se puede lograr dando solución a los posibles fallos en los equipos o 
dispositivos, es decir tener múltiples rutas, equipos de respaldo, nuevo cableado, contrato 
con varios ISP, etc. (Barrientos Sevilla 2010) 
 
2.3 HSRP 
Los protocolos de redundancia permiten configurar una única puerta de enlace 
predeterminada, haciendo que la configuración del cliente y la comunicación sea más 






HSRP cumple esta función a través de un router virtual para todos los hosts, esto se logra 
usando una ip virtual compartida entre cada uno de los hosts como puerta de enlace. 
Dicho router virtual cuenta con sus propias direcciones ip y mac. Cuando un host realiza 
una petición ARP la dirección mac virtual se anuncia. Para los hosts es indiferente el 
router que los atiende, ellos solo reenvían el tráfico, como se muestra en la Figura 3. 
(Lammle 2013) 
El protocolo de redundancia es quien decide a cuál de los dos o más router le asigna 
el rol de activo y cuales serán los de espera, considerando una posible falla a futuro en el 
inicialmente activo. Este posible paso de router en espera a activo es transparente para 
los hosts, ya que ellos apuntan a una ip virtual. (Lammle 2013) 
HSRP (Host Standby Router Protocol) es propietario de la empresa Cisco, este protocolo 
permite que varios routers se muestren hacia los hosts como una sola puerta de enlace. 
Lo mencionado se describe a detalle en la RFC 2281. (Barrientos Sevilla 2010) 
 






El objetivo de HSRP es que los paquetes IP continúen su flujo a través de la red 
WAN, a pesar de que el equipo activo donde se encuentre configurado la puerta de 
enlace sufra alguna avería. (Duarte 2014) 
La siguiente figura muestra como solamente se utiliza un router a la vez en un grupo 
HSRP. 
 
Figura 4. Router activo y en espera, HSRP. Fuente: (Lammle 2013: 705) 
2.3.1 Elección de router HSRP y prioridades 
A partir de una escala de prioridades (0-255) se elegirá el tipo de router en el grupo 
HSRP. De forma predeterminada el valor de prioridad en un router es de 100. El router 
con mayor valor de prioridad será considerado como el router activo, y en el caso que 





El siguiente comando muestra la configuración de la prioridad: 
 Switch(config-if)# standby group priority priority 
(Barrientos Sevilla 2010) 
 
2.3.2 Grupo HSRP 
En algunos equipos se tiene un máximo de 16 grupos HSRP con un valor único, 
teniendo en cuenta que los grupos son elegidos por interfaz donde se configura. 
Asimismo, si no se indica un valor, se tomar el por defecto que es 0. (Martínez 2015) 
2.3.3 Estados HSRP 
Existe un conjunto de estados por los que puede pasar un router dentro de un grupo 
HSRP, esto depende de la prioridad que tenga el equipo configurado y del estado del 
resto de equipos.: 
 Disabled, desactivado. 
 (0) Initial, router empieza proceso. Aún HSRP no está ejecutándose. Se da este 
estado cambiando la configuración o cuando una interfaz se levanta. 
 (1) Learn, no se ha determinado la dirección IP Virtual. Aún no recibe un mensaje de 
autenticación hello del router activo. Se está esperando oír algo del router activo. 
 (2) Listen, router conoce la dirección IP Virtual, pero aún no es router activo ni 
standby. Recibe mensajes hello de otros routers. 
 (4) Speak, router envía mensajes hello periódicos y participa activamente en la 
elección de un router activo o standby. Se da este estado cuando un router en 
standby se convierte en activo (preempted). Router cuenta con dirección IP Virtual. 
 (8) Standby, router de respaldo envía mensajes hello consultando el estado del router 
activo, esperando algún evento. 
 (16) Active, router está actualmente enviando paquetes que son enviados a la 






El único que monitorea los mensajes hello que envía el router activo es el router que se 
encuentra en estado standby. Este router en estado standby pasará a estado active 
cuando detecte que el router activo sufre alguna falla, la detección la realiza cuando su 
temporizador holdime se inicia, es decir cuando se triplica el intervalo hello o 10 
segundos de inactividad. De darse el caso de que existan otros routers en el grupo y se 
encuentren en estado listen, el de mayor prioridad cambiara a estado standby. 
(Barrientos Sevilla 2010) 
Se debe tener en consideración que para evitar que un router no deseado se elija como 
activo, se deberá iniciar el encendido de equipos comenzando por el deseado como 
activo. Luego de que un router es elegido como activo, va a mantener su estado a pesar 
que sean detectados otros routers con prioridad más alta. (Barrientos Sevilla 2010) 
 
2.3.4 Puerta de enlace virtual 
En HSRP, aparte de la dirección ip que tienen configurado los router en alguna 
interfaz, también se tiene una ip común entre el grupo hsrp, la cual es llamada ip virtual. 
(Barrientos Sevilla 2010) 
Esta dirección ip virtual garantiza a los hosts que no se perderá conectividad a su destino, 
a pesar que uno de los routers del grupo HSRP pueda presentar algún fallo. Se debe 
considerar también que ambas ips deben estar dentro del mismo rango. 
El comando a utilizar para configurar la IP virtual es: 
 Switch(config-if)#standby group ip ip-address [secondary] 





Como se muestra en el comando anterior se puede agregar el comando "secondary" para 
tener una segunda IP y poder lograr un gateway redundante. (Martínez 2015) 
 
2.3.5 Virtual MAC Address 
En HSRP además de la dirección mac asignada a cada interfaz, también se tiene una 
mac virtual asociada a la ip virtual. (Barrientos Sevilla 2010) 
En la composición de la dirección MAC virtual solo se tiene un valor variable. Los 24 bits 
iniciales identifican al proveedor del equipo, los 16 bits siguientes indican que la dirección 
mac es hsrp. Y para finalizar, los últimos 8 bits mencionan el número del grupo HSRP en 
hexadecimal. (Lammle 2013) 
La MAC HSRP y su composición se podrá comprobar en la cache ARP de cada router en 
el grupo HSRP, se mostrará la ip y su respectiva MAC, así como también la interfaz 
asociada. (Lammle 2013) 
2.3.6 Diagrama HSRP 
En la siguiente figura se muestra un escenario HSRP, en este caso utilizado switches 
capa 3, asociados al grupo 1 con ip virtual 192.168.1.1. El switch con nombre Catalyst 
Norte vendría a ser el activo por tener la prioridad 200, es decir la más alta, este switch 
atenderá las peticiones ARP de los hosts. El otro switch se encuentra en estado standby. 






Figura 5. Diagrama de ejemplo HSRP. Fuente: (Barrientos Sevilla 2010: 416) 
2.4 SLA 
SLA es una función propietaria de Cisco el cual permite realizar una acción a partir 
del cumplimiento de cierta sintaxis acordada. Esta información a cumplir puede hacer 
referencia al tráfico cursado por el equipo o asociado a un puerto especifico y de un lado 
a otro punto remoto de la red. (Cisco 2012) 
La labor de esta función es mantener en constante monitoreo los paquetes que cursan 
por el camino seleccionado en la sintaxis. Los parámetros a monitorear son: perdida de 
paquetes, disponibilidad del servicio, retraso, jitter, entre otros. (Cisco 2013) 
En el caso del protocolo HSRP, SLA se aplica monitoreando los enlaces para identificar 





2.5 Verificación del protocolo HSRP 
Para consultar el proceso del protocolo HSRP se utiliza el siguiente comando: 
 Router# show standby [brief] [vlan vlan-id / type mod/num] 
Es decir, este comando muestra los estados por los que cambia cada router en un grupo 
HSRP, la ip virtual de cada grupo, la ip del router standby, la mac virtual, el temporizador 
hello y hold. (Barrientos Sevilla 2010) 
La siguiente consulta muestra la información de este comando para un escenario de 
balanceo de carga HSRP: 
 
Figura 6. Comando de verificación HSRP para router Cat_Norte. Fuente: (Barrientos 





La siguiente consulta muestra que el Router Cat_Sur se encuentra en espera para el 
grupo 1 de la vlan 50 y para el grupo 2 es el router activo; en el router Cat_Norte 
mostrado en la figura anterior se observa lo contrario, para el grupo 1 de la vlan 50 es el 
router activo y para el grupo 2 se encuentra en espera. (Lammle 2013) 
 
Figura 7. Comando de verificación HSRP para router Cat_Sur. Fuente: (Barrientos Sevilla 
2010: 419) 
 





Existe también el comando debug, el cual muestra los procesos que sigue el router en los 
estados que interactúa. Este comando da detalle lo que está pasando en el protocolo 
HSRP configurado. (Lammle 2013) 
 
2.6 Análisis de caídas 
2.6.1 Conmutación por falla  
Los mensajes hello son muy importantes en el protocolo HSRP ya que su información 
es vital para los equipos de la red. Como se mencionó anteriormente los hellos permiten 
decidir los cambios de estado que se dan en los router. Un ejemplo de ello, se muestra 
en la figura 9, donde el router activo dejo de responder. (Lammle 2013) 
El router en estado standby pasara a estado activo cuando detecte que el router activo 
dejo de enviar y recibir mensajes hello. Los roles del anterior router serán transferidos al 
nuevo router en estado activo, atendiendo las solicitudes de los hosts. (Lammle 2013) 
Los mensajes hello son enviados siempre de forma multicast, es decir hacia todos los 
destinos posibles, utilizando la IP 224.0.0.2 y puerto udp 1985. (Barrientos Sevilla 2010) 
Para tener una red que conmute rápido ante algún evento de caída se puede cambiar el 
tiempo con el que se monitoriza la respuesta de los mensajes hello, a un valor inferior, 







Figura 9. Ejemplo de intercambio de interface entre router activo y en espera HSRP. 
Fuente: (Lammle 2013: 706) 
2.6.2 Solución ante fallos (Interface Tracking) 
Tener un router virtual implementado en una red es muy importante, porque brinda 
redundancia a nivel de equipos. Sin embargo, se debe tener en cuenta también que 
HSRP proporciona solución ante fallos de enlace o conexiones hacia un ISP/Carrier, esta 
característica es llamada seguimiento de interfaz, el cual permite a los hosts asegurar 
que están enviando los paquetes a un router activo y con interfaces externas, sin fallo, 






Figura 10. Sistema de seguimiento de interfaz. Fuente: (Lammle 2013: 710) 
Como se muestra en la figura anterior los routers con configuración HSRP permiten 
realizar el monitoreo del estado de sus interfaces externas y como permiten tener 
siempre un router activo y con interfaces sin fallo, con el fin de mantener siempre el 
enlace sin problemas hacia los hosts. (Lammle 2013) 
Como ya se mencionó, si la interfaz externa falla, el router en standby asumirá el rol de 
activo en la red. De presentarse un fallo en el enlace, la interfaz de seguimiento 
disminuye, provocando que la prioridad de este router disminuya y puedan así los otros 
router con mayor prioridad asumir el rol de activo. Luego de que el enlace regrese a su 
estado normal se incrementara el valor de la prioridad del router. (Lammle 2013) 
Esta característica es conocida como tracking y se modifica así: 
 Switch(config-if)# standby group track type int/mod/num [decrement value] 
Este comando no provoca cambio del estado del router, solo permite disminuir su 





2.6.3 Equilibrio de carga HSRP 
Hasta ahora solo se ha visto cómo se puede evitar puntos de fallo en la red, ya sea 
de equipos o por enlace, sin embargo, HSRP también permite realizar una especie de 
balanceo de carga en la red, permitiendo que dos o más router envíen tráfico a la vez. 
(Barrientos Sevilla 2010) 
En realidad, hay una manera de lograr una especie de equilibrio de carga con HSRP, 
mediante el uso de diferentes VLAN y designando un router especifico como activo para 
una vlan A y standby para una vlan B, mientras que el router alterno tomaría el rol 
contrario para cada vlan; en este escenario ambos routers serán utilizados a la vez y se 
deben tener configuradas las mismas interfaces. Asimismo, se requiere de al menos 2 
grupos HSRP. (Lammle 2013) 
Esto significa que cada router puede ser la puerta de enlace predeterminada para 
diferentes vlan, pero solo se puede tener un router activo por VLAN. Se debe tener en 
cuenta que no es una solución de equilibrio de carga verdadera y no es tan sólida como 
lo puede lograr GLBP. (Lammle 2013) 
“Es recomendable por un tema de orden, que se configure el mismo número de grupo 
HSRP con el mismo valor de vlan en los routers implicados.” (Martínez 2015) 

























DESARROLLO DE LA SOLUCIÓN 
 
En este capítulo se detalla el desarrollo de la solución a implementar. 
Se muestra el análisis previo realizado, los comandos de configuración ingresados y las 
pruebas de validación. 
 
A partir de la topología y diagrama de los equipos que conforman la red corporativa 
principal ubicada en la sede Olguin – NOC mostrada en la Figura 12, se vio necesario 
replantear y actualizar las ubicaciones y conexiones reales de los equipos que la 
conforman. 
Luego de los trabajos programados de mantenimiento interno por parte de Americatel 
Perú S.A. para una mejor administración de los equipos que conforman la red de gestión 
principal, se procedió a replantear la topología de la red de gestión como se muestra en 







Figura 12. Topología de la red de gestión Americatel anterior. Fuente: Americatel Perú 
S.A. 
 
Debido a que la red de gestión se encuentra en funcionamiento y en constante monitoreo, 










Figura 13. Diagrama de equipos físicos de la red de gestión Americatel. Fuente: 
Americatel Perú S.A. 
 
3.1. Elección de los routers de la red corporativa a los cuales se le aplicara el 
protocolo de redundancia HSRP. 
A solicitud de la gerencia de Operaciones se tiene como objetivo aplicar redundancia al 
router principal de gestión de Americatel Perú S.A., el cual se encuentra etiquetado como 
“rOLG-MGMT” y ubicado en el 1er piso del edificio NOC, dentro del Datacenter Tier III. 
Dicho equipo de la marca Cisco es del modelo 1841 con IOS c1841-advsecurityk9-






Asimismo, se considera reutilizar el router administrado por el área del NOC etiquetado 
como “RTR-MGMT-4PISO” el cual será utilizado como router backup o standby del router 
principal rOLG-MGMT. 
Este router Cisco es de la serie 2800 modelo 2821 con versión de IOS c2800nm-
adventerprisek9_ivs-mz.151-4.M.bin y posee tres interfaces FastEthernet y dos interfaces 
Gigabit Ethernet, con memoria de 256mb. 
 










Figura 15. Equipamiento y versión de router “RTR-MGMT-4PISO”. Fuente: Americatel 
Perú S.A. 
 
En las siguientes figuras se muestra las consultas de comprobación realizadas en el 











Figura 16. Características de router c2801 versión 12.4. Fuente: Americatel Perú S.A. 
 





Se considera también reutilizar los switches que conforman la gestión y que están 
conectados a los routers rOLG-MGMT y RTR-MGMT-4PISO, según lo mostrado en el 
diagrama de equipos. 
 
Figura 18. Diagrama de equipos físicos de la red de gestión Americatel. Fuente: 
Americatel Perú S.A. 
 
3.2. Elección de las vlans involucradas a la gestión de equipos principales de la red 
corporativa de Americatel Perú S.A. 
Según el escenario encontrado se han identificado las vlans de gestión más importantes 






Las vlans consideradas para la redundancia se definen a continuación: 
 vlan 2: para la interconexión de la central Huawei 
 vlan 8: para la interconexión de las redes NGN (Softx, Provincias) 
 vlan 10: para MGMT GW Nodo Olguin 
 vlan 19: para la gestión de la red de operadores NOC 
 vlan 61: para la gestión de líneas del NOC, configurada inicialmente en RTR-PISO4 
 
 







Debido a que las vlans a utilizar no se encontraban configuradas en ambos routers, se 
tuvo que replicar las vlans faltantes en ambos routers. La configuración de interfaces para 
ambos router se muestra a continuación: 
 
Figura 20. Interfaces de router “rOLG-MGMT”. Fuente: Americatel Perú S.A. 
 






3.3. Implementación del protocolo HSRP 
Con el objetivo de reducir el procesamiento de CPU del router principal rOLG-MGMT se 
consideró utilizar un artificio con HSRP, logrando una especie de equilibrio de carga, 
mediante el uso de diferentes vlan y requiriendo de tres grupos HSRP. 
Para lograr esta simulación de equilibrio de carga, se designa un router como activo para 
una vlan X y standby para una vlan Y, mientras que el router alterno tomaría el rol 
contrario para cada vlan elegida; se debe tomar en consideración que en este escenario 
ambos routers serán utilizados a la vez y se deben tener configuradas las mismas 
interfaces, como se realizó en el paso anterior. Esto significa que cada router puede ser 
la puerta de enlace predeterminada para diferentes vlan, pero solo se puede tener un 
router activo por VLAN. 
Se debe tener en cuenta que no es una solución de equilibrio de carga verdadera y no es 
tan sólida como lo puede lograr GLBP. 
Se tomó en consideración que la vlan 10 es la que demanda mayor tráfico ya que es la 
utilizada para la gestión de equipos de la capa distribución y núcleo de Americatel Perú 
S.A., asimismo esta vlan administra tres segmentos de red local, por lo cual se decidió 
utilizar el router rOLG-MGMT como activo exclusivo para la vlan 10. En la sub interfaz de 
la vlan 10 se creó un grupo HSRP para cada segmento con una dirección ip virtual 
distinta, para así poder respaldarse. Para el resto de vlans el router activo será RTR-
MGMT-4PISO. 
Para este escenario se manejará HSRP en estado Activo / Pasivo a nivel LAN. 







Figura 22. Configuración vlan 2. Fuente: Americatel Perú S.A. 
 












Figura 25. Configuración vlan 19. Fuente: Americatel Perú S.A. 
 





Luego de ingresados los comandos y realizar la búsqueda del envío de la mac virtual 
(0000.0c07.acxx) se pudo comprobar que los paquetes son enviados de forma correcta a 
través de los switches “SW-MGMT-NOC-PISO4” y “SW-NOC-3548-OLG”, como se 
muestra en las siguientes figuras de dirección mac-address, ya que los switches atienden 
las interfaces LAN de cada router. 
 
Figura 27. Tabla mac address “SW-MGMT-NOC-PISO4” interfaz fa0/48. Fuente: 
Americatel Perú S.A. 
 






3.4. Implementación SLA 
En el escenario mostrado se observó que el segmento IP de la vlan 11 configurada en el 
router RTR-MGMT-4PISO tiene mascara /30, de tal modo que para evitar el cambio de 
dirección IP en los equipos involucrados se decidió replicar la configuración en el router 
rOLG-MGMT empleando el mecanismo de detección IP SLA o TRACK. 
En la siguiente figura se muestra la configuración de la vlan 11 en el router RTR-MGMT-
4PISO que será replicado en el router rOLG-MGMT ante la detección de la caída de la 
interface Loopback9. 
 
Figura 29. Interface Lo9 y configuración vlan 11 del router “RTR-MGMT-4PISO”. Fuente: 
Americatel Perú S.A. 







Figura 30. Configuración ip sla. Fuente: Americatel Perú S.A. 
 
Con la configuración del mecanismo IP SLA se logra mantener siempre activa la gestión 
de los equipos Nextel, administrados por Americatel Perú S.A. 
 
3.5. Comprobación HSRP 
A continuación, se muestra la consulta del estado de los grupos HSRP en ambos routers, 






Figura 31. Estado de los grupos HSRP configurados en “rOLG-MGMT”. Fuente: 
Americatel Perú S.A. 
 
Figura 32. Estado de los grupos HSRP configurados en “RTR-MGMT-4PISO”. Fuente: 
Americatel Perú S.A. 
De lo observado en las consultas realizadas se pudo verificar que ambos routers se 
encuentran activos, según cada vlan configurada y grupo. Se puede obtener mayor 
detalle HSRP como la mac virtual, temporizadores, estado de los reenvíos, las interfaces 
a las que realizan seguimiento del router y la ip del router standby para cada vlan, 
utilizando el comando de consulta show standby en cada router. 
Con la finalidad de comprobar la conmutación HSRP, se simuló un escenario de fallo 
físico en el router principal rOLG-MGMT provocando su caída. 
A continuación, se demuestra a través de log cómo interactúan ambos routers, pasando a 






Figura 33. Logs de conmutación HSRP en “rOLG-MGMT”. Fuente: Americatel Perú S.A. 
 


















 El uso del artificio permitió reducir el procesamiento del CPU, ya que era un factor 
crítico para el router principal rOLG-MGMT por presentarse de forma continua antes 
de la implementación. En la gráfica 34 se puede observar que el procesamiento de 
CPU era muy elevado sobre todo durante la madrugada. 
Esta solución que permite reducir el procesamiento de CPU simulando un equilibrio 
de carga entre los routers rOLG-MGMT y RTR-MGMT-4PISO, se da gracias a que el 
protocolo HSRP es muy flexible en su configuración, pudiendo controlar el 
comportamiento de los routers en un grupo HSRP, mediante la asignación de un 
router activo para una vlan X y standby para el resto de vlans, mientras que el router 
alterno tomaría el rol contrario. En este escenario ambos router serán utilizados a la 





entre los dos routers en lugar de sobrecargar sustancialmente uno de ellos mientras 
el otro se queda completamente inactivo. 
 
Figura 35. Monitoreo inicial de procesamiento CPU en “rOLG-MGMT”. Fuente: Americatel 
Perú S.A. 
Los resultados del procesamiento fueron validados con nuevas consultas en el mismo 
equipo, así como también haciendo uso de gestores de monitoreo como Open Manager, 






Figura 36. Monitoreo final de procesamiento CPU en “rOLG-MGMT”. Fuente: Americatel 
Perú S.A. 
 Luego de la fase final del proyecto la cual es la evaluación de la implementación, se 
pudo comprobar que ante un fallo del router de reenvío principal, ya sea del router 
principal rOLG-MGMT o RTR-MGMT-4PISO, es prácticamente indetectable por parte 
de los usuarios de estaciones de trabajo y no requiere intervención por parte del 
usuario o del administrador de la red, dado que la conmutación por fallo se realiza de 
forma correcta. Es indetectable ya que las estaciones de trabajo de un segmento solo 
conocen la dirección ip virtual como su gateway predeterminado. 
Se puede aprovechar aún más el protocolo HSRP configurando los temporizadores 
hello y hold, con valores muy por debajo de los predeterminados, se podría utilizar 
tiempos de fracciones de segundos, reduciendo de esta manera el tiempo en caso de 





El temporizador hello sugerido es de 200ms y el temporizador hold de 700ms, esto 
casi garantiza que ni un solo paquete se pierda cuando hay una interrupción. 
 
4.2. Presupuesto 
La solución brindada por este proyecto no incurrió en gastos administrativos, ya que se 
aprovecharon los recursos actuales de la red de gestión. De esta manera se obtiene el 
máximo provecho y se transforma en un beneficio, produciéndose un ahorro de costos 
para la empresa. 
 
Se ha utilizado routers y switch de la marca Cisco debido a que se contaba con 
disponibilidad de dichos equipos en las instalaciones de Americatel Perú S.A. 
 
Se ha utilizado un switch Cisco modelo WS-C3550-24 y dos routers Cisco modelo 1841 y 
2821, actualmente en producción, por lo cual no será necesario adquirir nuevo 
equipamiento router; se ha elegido uno de los routers para ser usado como router de 
contingencia del otro, sin necesidad de perder su función inicial y principal. 
 
4.3. Cronograma 






Tabla 2. Cronograma de actividades del proyecto. Fuente: Elaboración Propia. 
En la Tabla 2: Cronograma de actividades del proyecto, se puede identificar las 
actividades correspondientes a cada clave y sus predecesoras. 
La duración estimada del proyecto en días es de 52 días, del cual se identificó que las 
actividades que tuvieron holgura fueron "Interpretación y análisis de resultados" y 
"Aceptación de sub-gerencia de Operaciones", con una holgura de 7 días, para ambos 
casos. Asimismo, se tiene en cuenta que el día martes 30 de agosto del 2016, fue 























 Este documento explica el proceso de implementación de redundancia en la red de 
gestión de Americatel Perú S.A. logrado a partir de la configuración del protocolo 
HSRP, también se muestra qué sucede cuando ocurre la conmutación por falla.  
 
 A partir del replanteo de un nuevo escenario se pudo lograr un esquema de 
redundancia, para ello fue importante la identificación de las vlans involucradas en la 
gestión de los equipos de Americatel Perú S.A., previa consulta de requerimientos de 
los equipos involucrados. 
 
 El protocolo HSRP nos permite mantener el despliegue de routers redundantes y con 
tolerancia a fallas en una red, mediante la comprobación de estados en cada router el 







 Si bien el artificio utilizado no es una solución de equilibrio de carga verdadera, HSRP 
realiza un balanceo de carga por enlace troncal vlan, a diferencia de GLBP que 
realiza un equilibrio de carga por host. Sin embargo, la especie de equilibrio de carga 
logrado con HSRP no es tan sólida como lo puede lograr GLBP. 
 
 La implementación de la redundancia permite dar grandes aportes positivos al control 
y monitoreo de los equipos evitando eventos críticos que afecten el funcionamiento y 
la labor de los operadores del centro de operaciones de red (NOC), siendo eficiente 
en la solución de problemas. 
 
 A partir de la implementación realizada en el nodo principal Olguin de la empresa 
Americatel Perú S.A., se puede considerar replicarlo en el resto de nodos principales 
que conforman la red local de la empresa. 
 
 La conclusión final del informe de suficiencia profesional es que se logró brindar alta 
disponibilidad a los equipos de la red de gestión de la empresa Americatel Perú S.A. 
en la sede Olguin, subsanando los puntos críticos encontrados en la red y evitando 







Caída: perdida de conectividad al equipo en mención. 
Celda: punto secundario que se atiende de un nodo. 
FHRP: engloba a los protocolos de redundancia de primer salto, como son HSRP, VRRP 
y GLBP. 
GLBP: protocolo de redundancia propietario de Cisco, permite balanceo de carga. 
HSRP: protocolo de redundancia a nivel de capa 3. Permite el despliegue de routers 
redundantes tolerantes a fallos en una red. Propietario de Cisco. 
NOC: Centro de operaciones de red – Network Operations Center. 
Nodo: sitio o punto principal de red de transporte. Está conformado por un conjunto de 
elementos de red para dar cobertura a un conjunto de estaciones y celdas. 
Redundancia: permite que las redes sean tolerantes a las fallas, proporcionando 
protección contra el tiempo de inactividad de la red. 
SLA: sirve para reunir información detallada de algún tipo de trafico especifico de lado a 
lado dentro de una red. 
VRRP: es un protocolo para mejorar la disponibilidad de la puerta de enlace definido para 
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