Methods for beamforming are available that provide the signals used to drive an array of sources for the implementation of systems for the so-called personal audio. In this work, performance of the delay-and-sum (DAS) method and of three widely used methods for optimal beamforming are compared by means of computer simulations and experiments in an anechoic environment using a linear array of sources with given constraints on quality of the reproduced field at the listener's position and limit to input energy to the array. Using the DAS method as a benchmark for performance, the frequency domain responses of the loudspeaker filters can be characterized in three regions. In the first region, at low frequencies, input signals designed with the optimal methods are identical and provide higher directivity performance than that of the DAS. In the second region, performance of the optimal methods are similar to the DAS method. The third region starts above the limit due to spatial aliasing. A method is presented to estimate the boundaries of these regions.
The delay-and-sum method with near-field amplitude compensation, hereafter succinctly 10 referred to as delay-and-sum (DAS), relies on phenomena of constructive and destructive acoustic 11 interference of the reproduced field at the control points. The filters q DAS designed with the DAS 12 are such to produce unitary pressure at the bright point and they are calculated as
where [·] * is the operation of vector (or matrix) complex conjugate and Γ Γ Γ is a diagonal matrix of 14 dimension L × L which is used for the near-field compensation and whose -th element γ on the 15 main diagonal is
where r = x B − y . Beside the DAS method, whose performance is used in this work as a 17 benchmark, strategies for optimal beamforming, also referred to as super-directive beamforming,
18
are available. Typically, filters designed with approaches for optimal beamforming are obtained 19 by minimization/maximization of a given cost function. 
Pressure Matching (PM) method

21
Letp T = [p (x 1 ) , . . . ,p (x M )] be a desired target field defined at the M control points. 
where e PM =p − Zq is the complex error between the target field and the reproduced pressure 3 [5, 20] and E q is the input energy to the array of sources, also referred to as array effort, that is 4 defined as
and β PM ∈ [0, ∞) is the Tikhonov regularization parameter, which can be frequency dependent 6 [5, 20] . The array effort E q is often used as a measure of the input energy required by the array to 7 control the sound field at a given frequency [3] . It can be shown that J PM is convex with respect to 8 the real and imaginary parts of q and it has a unique global minimum q PM [19] (i.e., the optimal 9 filters in a least-squares sense). The vector q PM is found by setting to zero the complex gradient of J PM with respect to q and then solving with respect to
by [19, 20] 
where (·) −1 indicates the operation of matrix inversion, and I is the identity matrix of dimensions 13 L × L. In personalized audio applications, the target fieldp for the PM method is commonly 14 defined as [15, 20] 
wherep B = 1 is the target signal at the bright point,p T D = 0 M D is the target signal in the dark zone,
T is the vector of length M whose elements are all equal to 0. Let us define the acoustic potential energy density, hereafter referred to also as acoustic 2 energy, at the bright point as [6, 7] 3
where ρ 0 is the density of the medium and R B = z H B z B represents the spatial correlation of the 4 transfer functions vector z B [6, 8] . Similarly, we define the acoustic energy E D in the dark zone 5 spatially averaged over M D dark points as
where 
and it is a dimensionless unit often used as a measure of directivity performance of the array.
9
The Acoustic Contrast Maximization (ACM) method, introduced by Choi et al. [6] , aims at 10 finding the filters that maximize the cost function J ACM = AC. The corresponding maximization 11 problem can be written as [6] 12
The vector q ACM that maximizes J ACM is given by the following eigenvalue problem [6, 3] 13 λ n q n = R −1 D R B q n , where λ n is the n-th eigenvalue of matrix R −1 
where Φ (A) is a the operator that returns the eigenvector corresponding to the maximum eigen-
17
value of a matrix A. Due to the presence of the matrix inversion, a regularization parameter is 18 needed to reduce the effects of the ill-conditioning of matrix R D . Hence, q ACM is calculated from
where β ACM ∈ [0, ∞] is the regularization parameter. 
By using a similar procedure as the one applied to the ACM method, it can be shown that the 10 optimal filters q EDM for the EDM method are obtained by selecting the eigenvector corresponding
11
to the maximum eigenvalue of the matrix R B − αR D , that is
Most noticeably, the EDM method does not involve the operation of matrix inversion. 
Strategy for comparison of beamforming methods
14
There are a number of differences between the beamforming methods considered in this constraints on the input energy and level of the energy of the reproduced field in the dark zone.
20
This concept was proven experimentally by Simón Gálvez et al. [15] . Similarly, Elliott et al.
21
[3] compared the regularized formulations of energy-based methods (e.g., ACM and EDM) and 22 discussed their similarity depending on the choice of the values of the regularization parameters 23 to meet given performance constraints.
24
As previously stated, in order to enable a fair comparison between inputs signals designed with 25 the considered beamforming methods, two constraints on performance are introduced. The first 26 performance constraint is set to ensure that the designed filters provide accurate reproduction of a 27 target signalp B . In order to meet the first constraint, filters q designed with a given beamforming 
where W is the compensation filter defined as
which extends the "phase-compensation" filter used in [8] . The first constraint can be written as
and this accounts for the quality of the pressure field at the listener's position.
4
Due to the fact that loudspeaker arrays can handle limited input energy, a second performance 5 constraint is set to ensure that the energy Eq = q 2 of the compensated filtersq does not exceed 6 a given maximum value E MAX , that is
In this work, the limit to the input energy E MAX is expressed in terms of the input energy E REF 8
required by L monopoles in free-field, co-located in the geometrical center of the array, and 9 operating in phase to produce unitary sound pressure at a point located in front of the array at a
Assuming that r ≈ R, which may be the case when the size of the array is compact with respect 12 to the distance between the array and the bright point, then E REF ≈ E DAS , where E DAS is the 13 input energy of the DAS. However, for a given beamforming method, the above value E REF may
14
be a restrictive limit for E MAX , especially at low frequencies. Therefore, E MAX is defined as
where σ is a positive real-valued factor that is set by the user depending on the configuration of the array and the control zone. The physical interpretation of the parameter σ is that we are 1 allowing the input energy of the compensated filters generated with a beamforming method to be 2 σ times higher than the input energy of the DAS. The question arises as to the relationship between the compensated filtersq and the original Inputs: ε β , β MIN , E MAX Outputs:q, β , and W. Initialize β = β MIN Calculate q(β ) using PM or ACM. Calculateq = Wq while Eq > E MAX do β = β + ε β Calculate q(β ) using PM or ACM. Calculateq = Wq end while returnq, β , and W. Inputs: ε α , α MAX , E MAX Outputs:q, α, and W.
Calculate q(α) using EDM. Calculateq = Wq end while returnq,α, and W. 
8
• EDM. The EDM tuning parameter α is updated using the rule α i = α i−1 − ε α from 9 α = α MAX to α = 0, where ε α is the step size of the EDM parameter set by the user, and 10 α MAX is the upper limit to α. The pseudo-code of the algorithm is shown in Fig. 2 
(b). The
11
value α MAX is calculated with the procedure described in Appendix B using the condition
where δ EDM is a small threshold set by the user and ∂ 2 AC(α)/∂ α 2 is the second partial 13 derivative of the acoustic contrast with respect to α.
14
• DAS. Filters with the DAS method have been designed by using Eq. (4). 
which gives, for each beam, f a1 = f a (θ B1 ) ≈ 8.89 kHz and f a2 = f a (θ B2 ) ≈ 5.4 kHz, respectively.
15
Results for each beam are likely to be affected by spatial aliasing at frequencies above those two 16 limits. σ factor for the limit on the input energy to the array was arbitrarily set to σ = 25, which leads to
Furthermore, E MAX is chosen to be constant over frequency. Smaller values of σ yield lower 1 values of E MAX which result into higher values of the regularization parameters which, in turn, 2 may results in reduced directivity performance. We have empirically chosen σ = 25, which is 2 3 dB higher than 10 log 10 (L) = 12 (dB), and we have assumed that the array can be driven with (RME MADIFace) and the latter was connected to a laptop computer through a USB cable. The As previously stated, the filter design process is performed using an analytical model (i.e., 
The standard deviation in the case of monopole sources, ζ anlt , can be calculated analytically by 4 means of the following formula
wherer is the distance between monopole #8 and the control point at 90°, and r m, = x m − y .
6
If the FRFs of the sources are matched, the standard deviation is constant over frequency. input signalsq whose input energy is Eq. In general, the source configuration that requires the 
Results for the front beam
12
The filters designed with optimal beamforming methods for the front beam meet the constraint 13 in Eq. (21) as shown in Fig. 7(a) , that shows the input energy Eq required by the designed filters.
14 The input energy is identical for all the optimal methods across the whole frequency range up 15 to the aliasing frequency. Furthermore, the input energy is equal to E MAX (i.e., 10 log 10 σ = 14 16 dB) at low frequencies (below f 1 ≈ 3.2 kHz), that is the frequency region where the array is small 17 compared to the wavelength and the filters need high input energy to control the sound field. The With reference to the calculated tunable parameters for the PM, ACM, and EDM methods 2 shown in Fig. 8 , the drops in the frequency responses of both the input energy (see Fig. 7(a) ) 3 and the filters (see Fig. 7(b) ) observed at f 1 happen if the regularization parameters for the 4 compensated PM and ACM methods (see Fig. 8(a) ) and the parameter α for the EDM method (see Fig. 8(b) ) become equal to β MIN and α MAX , respectively. The rapid variations of α (Fig. 8(b) ) 6 above the aliasing frequency are reflected in the input energy of the EDM method ( Fig. 7(a) ). that reflect in the FRF ofq EDM, 5 . Both the IRs show pre-and post-ringing and these time domain 1 artifacts may be introduced by regularization [26] .
2
In the light of the analysis of the IRs of the filters and the measured responses of the 3 loudspeakers (see Fig. 6(a) ), the FRF of the designed beamforming filters (for both beams) have where they are less efficient and they are likely to produce distorted output (due to the fact that the 10 input energy of the designed filters is high at low frequencies). The cut-off frequency was chosen 11 to be slightly higher than the highest aliasing frequency (i.e., f a1 ) because above that frequency 12 the designed filters show rapid and erratic variations as well as spikes in their frequency responses
13
( Fig. 7(b) ). These variations may be potentially dangerous for the speakers, and, hence, they were 14 reduced by means of the bandpass filter.
15
The simulated and measured array efficiency shown in the subplots of constrained to be constant. The 14 dB range difference between the input energy (see Fig. 7 (a))
18
of optimal methods and DAS is also noticed in the simulated array efficiency in Fig. 11(a) and, on 19 average, in the measured efficiency as well (see Fig. 11(b) ). Above f 2 and below f 3 , the optimal 20 methods are as efficient as the DAS. As previously stated, the range of the array efficiency is 21 AE ∈ [−∞, 0] dB. However, at some frequencies, the measured array efficiency (Fig. 11(b) ) is 22 slightly higher than zero. This overestimation may be due to inaccuracies in the measurements of 23 the transfer functions and filter responses.
24
The simulated and measured acoustic contrast of the designed filters for the front beam shown 25 in the subplots of Fig. 12 reveal, as expected, that directivity performance of the optimal methods
26
are identical in the frequency range up to the aliasing frequency. In the simulations (see Fig. 12(a) ),
27
where we use the same TFs (i.e., Z) for the filter design and evaluation of performance, the AC 28 provided by the optimal methods is higher than that provided by the DAS at frequencies below f 2 .
29
Above f 2 , where the regularization is equal to β = β MIN and α = α MAX , all the methods have the same contrast. Above f 3 and up to the aliasing frequency, the optimal approaches provide 1 higher contrast than the DAS. An interesting analysis is that of the measured acoustic contrast 2 due to filters designed with Z. In this case, the TFs used for the filter design and evaluation of 3 performance are different, the latter being the TFs of the array in the anechoic chamber at the 4 time of the measurement of the filters response. If that is the case, as reported by Elliott et al.
5
[3], higher values of regularization are needed in order to increase the robustness of the system.
6
The drops in the measured contrast in Fig. 12(b) at frequencies between 900 Hz and 1 kHz and at 7 around 1.8 kHz can be explained by referring to the analysis of the mismatches between drivers 8 performed in Section 5.1 (see Fig. 6(b) ). This indicates that the values of the tunable parameters
9
(the regularization, in particular) are not high enough to ensure system robustness. This, in turn,
10
implies that the value of E MAX was chosen to be too high for the implementation of the designed 
Discussion of results
1
By imposing the performance constraints, performance of the optimal methods can be divided 2 into three regions as a function of frequency, which are summarized in Fig. 14 and can be 3 characterized as follows.
4
• From low frequencies up to f 1 , the compensated filters designed with the optimal methods 5 are identical between each other. Both the required input energy and the directivity 6 performance are higher than that of the DAS. Above f 1 , the tunable parameters of the 7 optimal methods become equal to β MIN (PM and ACM) and α MAX (EDM).
8
• Above the transition band that goes from f 1 to f 2 , in the second region (that goes from f 2 9 to f 3 ) the optimal methods perform like the DAS.
10
• The third region is at frequencies above the spatial aliasing limit f a .
11
A prediction of the values of f 1 , f 2 , and f 3 is possible. We consider the case of the front beam 12 and filters designed with the compensated PM method (due to the fact that we have shown that 13 the ACM and EDM are identical below f 1 ). In order to estimate the value of f 1 , we calculate 14 the compensated filtersq PM designed with the PM method with no regularization applied (i.e.,
where we have used the relation Z Hp = z * B , which holds if the target signal is chosen as in Eq. (9).
17
The frequency f 1 can be calculated by finding
where the operator min f {·} returns the smallest f that satisfies the equation in {·}. The value of
19
f that satisfies Eq. (32) is the frequency at which q PM (β = 0) 2 intersects E MAX , as shown in 20 Fig. 15(a) , where the estimated frequency f 1 using Eq. (32) is equal to frequency f 1 shown in 21 Fig. 7(a) .
22
The frequencies f 2 and f 3 above which the optimal methods have the same input energy as 23 the DAS up to the aliasing frequency depend instead on the TF matrix Z. Let us consider the
and the norm of the input signals designed with the DAS, that is 
respectively, where max f {·} returns the largest f that satisfies the equation in {·}. The frequencies 5 f 2 and f 3 are, respectively, the first and last frequencies at which |W| (Z H Z) −1 is almost equal 6 to Γ Γ Γ as shown in Fig. 15(b) . Interestingly, this suggests that Z H Z becomes increasingly 
and the values of f 2 and f 3 can be approximated as
14 To summarize, the value of f 1 depends on the TF matrix and the value of E MAX . It is 15 important because below f 1 , the regularization parameter is higher than β MIN . For a given TF 16 matrix, the higher the value of E MAX , the lower the f 1 . Instead, the frequencies f 2 and f 3 depend on the TF only. for the side beam were designed with the algorithms described in Section 4.2 using the same 4 procedure as the one adopted for the front beam. Fig. 16(a) shows that the input energy of the 5 filters designed for the side beam meets the constraint on the limit on the maximum input energy. 14 In general, the same trends in performance as for the front beam are also noticed in the results
15
for the side beam. The subplots in Fig. 17 and Fig. 18 show the simulated and measured array driver mismatches on the robustness of the system can be noticed also in this case. By considering the PM problem in Eq. (6), we seek for solutions of the formq = Cq, where
The partial derivative of J PM (q) with respect to q is
By setting Eq. (39) to zero, that is
and by solving the above equation with respect to q, we obtain the solution to the modified PM 11 problem, that is
This can be expressed as a function of q PM as
This proves that the solutionq is related to the solution of the PM problem in Eq. (6). We now 2 find an analytical expression for C by applying the constraint on the reproduced pressure at the
By substituting Eq. (42) into Eq. (43) and solving with respect to C, we can write
Substituting the above equation back into Eq. (42), we obtain
that is the expression of the compensated filters that we have used to implement the constraints. with the EDM method to provide a high energy difference between bright and dark zone highly 10 depends on the geometry of the array and control point arrangement, especially at low frequencies.
11
More specifically, higher values of energy difference (higher values of α) may result in systems 12 that do not provide the expected performance. This aspect is further investigated in this work and 13 used for the calculation of α MAX . For a given set of filterq EDM and a given frequency, the idea is 14 to calculate α MAX as the maximum value of α before the system becomes unstable.
15
With reference to the beamforming problem in Fig. 4(a) , we calculateq EDM using Eq. of the AC with respect to α, should be equal to zero up to α = α MAX and erratic for α > α MAX .
7
The value of α MAX is selected as the value of α for which the second derivative of the AC does 8 not exceed a small threshold δ EDM set by the user, that is
where δ EDM has been set as δ EDM = 10 −2 . The second partial derivative of the AC as a function 10 of α at 125 Hz is shown in Fig. 19(b) is almost equal to zero up to the value of α ≈ 10, which 11 is the same as the one found in Fig. 19(a) . Similar considerations hold for the second partial 12 derivative of AC with respect to α at 2000 Hz as shown in Fig. 19(c) . The values of α MAX (as a 13 function of frequency) calculated with the procedure described above are shown in Fig. 19(d) . 
