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INTRODUCTION
Dengue fever is considered as one of the most common and life-threatening diseases worldwide (Edelman 2007) . Guy (2008) indicated that 50 to 100 million people are infected per year worldwide by dengue fever with half a million life threatening cases. Dengue fever and dengue hemorrhagic fever is a serious arboviral infection spread by Aedes aegypti and Aedes albopictus mosquitoes (WHO 2010) . The first dengue fever case in Malaysia was reported in 1902 (Skae 1902) in Pulau Pinang. Earlier records documented that dengue cases were first reported in Asia in 1770 (Beltz 2011) . The rapid outbreak of dengue is a serious problem. Hombach (2007) cautioned that more than 2.5 billion people are at high risk of infection in more than 100 endemic countries throughout the tropical and subtropical climate zones. Therefore, this study proposed data mining approach to study dengue fever time-series transition data to discover the relations and the factors that might halt the rapid spread of this disease.
Many researchers have identified related factors to predict the next dengue outbreak. The early detection of dengue outbreak has been given the highest priority in previous works with the predictive accuracy achieved in the range of 70-80% (Long et al. 2010; Mousavi et al. 2011) . Past research attempted to model the problem based on the historical data of dengue transitions using different classification techniques in order to build dengue outbreak predictive models. This research harness existing feature selection algorithms to explore combinations of features that contain interesting knowledge for outbreak detection. To date, not many researches has considered selecting the best features (attributes) and remove the irrelevant and redundant features by employing feature selection algorithms. Most research in feature selection concluded that irrelevant and redundant features could negatively affect the accuracy of any model. Hence, conducting feature selection process before the predictive modeling task can enhance the accuracy of the model and reduce computational and memory demands. Identifying the major features of dengue outbreak would not only help to achieve better prediction accuracy but also help in understanding the root of the problem.
RELATED WORK DENGUE OUTBREAK DETECTION
Understanding time-series transmission data of dengue fever will lead to prediction of dengue outbreaks in the very early stage. Therefore, the relevant authorities can take swift actions to prevent its spread. Research is not confined to only predicting dengue outbreak but also identifying factors that contribute to better prediction of its occurrences. Andrick et al. (1997) included different time-lags of weather features into their model to examine the importance of these factors in the feature selection process. This research shows a real link between dengue outbreaks and weather features. Fu et al. (2007) considered climactic factors such as rainfall, humidity and temperature with time lags in a support vector machine (SVM) to model dengue fever outbreak. Early detection of infectious dengue patients is important to prevent local transmission in areas where the vector is present and active. Dengue outbreak can spread rapidly thus leading to high morbidity and mortality rates. It is important to detect an outbreak as early as possible and control the spread of disease among the population at risk.
Outbreaks can be defined as the occurrence of any disease cases higher than is expected in a particular area during specific period of time. Barbazan et al. (2002) and Runge-Ranzinger et al. (2008) defined dengue outbreak as the occurrence of dengue cases one significant deviation (SD) more than the average. Talarmin et al. (2000) defined dengue outbreak as number of reported cases with two SD above the baseline for the period of non-epidemic week. Using geospatial modeling, Seng et al. (2005) define dengue outbreak as the occurrence of more than one case in a specific geographical area where the onset date between cases is less than 14 days. Adopting the Apriori frequent mining approach, Long et al. (2010) concluded that high volumes of records are not critical for outbreak detection since the complexity of the existing attribute values can determine the potential dengue outbreaks. The Control and Prevention of Vector Borne Diseases Program, Ministry of Health Malaysia adopts the operational definition for outbreak of dengue as the occurrence of more than one case of dengue in same locality, within the same incubation period of the first case or index case of dengue notified to the authorities. This definition is used for the District Health Office to implement control measures immediately, in order to prevent further transmission of the dengue virus or local transmission of dengue virus in the same locality of outbreak (Public Health Department, Malaysia) .
Outbreak detection can be considered as a deviation detection or classification problem. Past research has shown that subset of features could represent the data more efficiently and leads to better understanding (Vainer et al. 2011) . Datasets with irrelevant and redundant information could lead to a complicated learning process and less accurate results (Tuv et al. 2009 ). Feature selection process facilitates at understanding the correlation among attributes and defines the most related attributes to a given problem or task.
Outbreak detection or predictive modeling can be done without any prior feature selection. For example, Buckeridge et al. (2005) suggested using previous data from the surveillance system to build outbreak detectors based on different classification method. Husin and Salim (2008) employ artificial neural networks with back propagation algorithm and non-linear regression models to predict the next dengue outbreak for 2 dengue datasets and rainfall dataset with variation in terms of time and location. Bakar et al. (2011) proposes a predictive model based on multiple rule-based classifiers to detect dengue outbreak using a dataset containing 8505 dengue patient records with 134 attributes. Moreover, Long et al. (2010) present an interesting study of pattern mining in outbreak detection using Apriori model which shows promising results in this domain.
Nevertheless, feature selection has the potential to improve classification result as proven by Mousavi et al. (2013) . Mousavi et al. (2013) proposed negative selection algorithm, a variant of artificial immune system (AIS) for detecting dengue outbreak and resulted in 79.85% accuracy for 8505 dengue patient records with 12 attributes. This work aimed to find the most related attributes and features which lead to better dengue outbreak detection by applying feature selection process. The necessity of applying feature selection process is high since the patient dataset contains several irrelevant attributes. This work has contributed to better dengue outbreak detection by adding seasonal data that produced a model with large dimensionality. In the Malaysian context, the seasonal data is data related to the annual rainy season. The idea to include data related to weather such as rainfall, humidity and temperature has also been suggested by Husin and Salim (2008) as a possible extension of their research.
FEATURE SELECTION
Feature selection process is described as the process of detecting relevant features and removing irrelevant features in order to best represent the data. A proper representation of data can enhance the inductive learner, not only in the speed but also in the generalization capacity and the simplicity of the induced model. A reduced number of features also means less measurement cost, less memory space and possibly better understanding of the domain. There are several issues that can restrain feature selection process, such as the existence of noise in data collection, related and interacted features, multiple class labels and number of samples (Saari et al. 2011) . Feature selection has been applied successfully in several real-world applications, such as intrusion detection (Bolón-Canedo et al. 2011 ), information retrieval (Egozi et al. 2008 ) and text categorization (Gomez et al. 2012) . These research proved the benefits that feature selection can bring to the learning and modeling process (Guyon & Elisseeff 2003) . Researchers agree that the efforts in feature selection must be focused on investigating and determining the proper method in specific problem domain. Zhang et al. (2008) apply reliefF and mRMR as a combination of different algorithms from the same approach (filters), whereas El Akadi et al. (2011) apply mRMR filter and GA wrapper using filters and wrappers approaches. On the other hand, other works combined feature selection with other processes, such as combining spatial dimension reduction, spatiotemporal features extraction, and feature selection for hurricane severity classification (Vainer et al. 2011 ). Tuv et al. (2009 proposed feature selection with ensembles, artificial variables and redundancy elimination. Moreover, some studies have adopted other strategies, such as Sun et al. (2006) who proposed reinterpreting existing algorithms to be utilized as feature selection. Chidlovskii and Lecerf (2008) and Loscalzo et al. (2009) proposed new feature selection methods to handle unsolved problems such as multi-classification problem and identifying intrinsic feature groups from a small training set. A collection of feature selection techniques can be applied for the same problem to ensure a better result as shown in Bolón-Canedo et al. (2012) . All these methods address the feature selection problem from different aspects. Liu and Yu (2005) provide a survey of feature selection techniques and some guidelines of selecting the proper feature selection technique, presenting an outstanding way for building an intelligent feature selection system. On the experimental perspective, many studies investigated different feature selection methods, such as the studies presented in Molina et al. (2002) .
Partial discharge (PD) measurements is used for assessing the integrity of insulation systems. Sharkawy et al. (2011) applied particle swarm optimization (PSO) technique to select features from measured PD dataset. The fused features from both acoustic and electrical signals were used to classify the particles in the oil, giving an overall classification accuracy of 100%. In the PSO algorithm, each individual is called a 'particle' and it is subject to a movement in a multidimensional space that represents the search space. Particles have memory to retain their previous states. There is no restriction for particles to share the same point in the search space yet in any case, their individuality is preserved. Each particle's movement is the composition of an initial random velocity and two randomly weighted influences which are: The individuality, the tendency to return to the particle's best previous position; and the sociality, the tendency to move towards the neighborhood's best previous position.
GA is inspired by the process of natural selection. GA begins with a sample set of potential solutions which then evolves toward a set of more optimal solutions. Within the sample set, solutions that are poor tend to die out while better solutions evolve and propagate their advantageous traits to introduce more solutions into the set with greater potential. The total set size remains constant since the old solutions are replaced with new ones. The random mutation process guarantees that a set would not stagnate. GA tends to work better than traditional optimization algorithms because it is less prone to local optima. GA does not make use of single-point transition rules to move from one single instance in the solution space to another. Instead, GA takes advantage of an entire set of solutions spread throughout the solution space, all of which are experimenting upon many potential optima. Wu et al. (2009) proposed a wavelet transformation for data preprocessing before employing a support vector machines (SVM)-based genetic algorithm to select the most important features to predict dengue outbreak. After which, regression based on SVM was used to perform forecasting of the model. The performance of the proposed method shows that MSE is minimal (< 0.01) and the correlation coefficient is within 2% of each other. These empirical results suggest that the proposed model is capable of producing relatively reliable predictions for up to 2 years ahead and able to construct a stable model instance using only 5 years of data.
Unlike PSO and GA, RS performs evaluations on single attributes instead of an explicit best feature subset and the cutoff point in the ranking is chosen via cross-validation process. Que and Tsui (2011) proposed a spatial clustering algorithm, rank-based spatial clustering (RSC) that detects rapidly infectious but non-contagious disease outbreaks. RSC consistently outperforms the other algorithms in terms of detection timeliness while having comparable detection powers.
METHODS
Not all features are related to the outbreak problem so they might negatively affect the accuracy of the predictive modeling task. The time-series dengue dataset used in this research includes clinical and weather factors. This work aimsed to apply feature selection process to dengue data to determine the most relevant and related features to dengue outbreak and to investigate the impact of applying feature selection process on the predictive accuracy of dengue outbreak detection.
OUTBREAK DETECTION METHODS
Due to the fact that irrelevant features negatively affect the prediction accuracy of dengue outbreak, this research proposes a feature selection process before modeling the problem. Using dengue time-series transition data, several feature selection techniques can be applied to select the best features in order to increase the predictive accuracy of the detection model. Identifying the major features of dengue outbreak will help to achieve better accuracy and help health authorities to understand the problem better. To achieve this purpose, two experiments are conducted (Figure 1 ). Experiment I deals with feature selection process where feature subsets are evaluated based on the accuracy achieved by artificial neural network (ANN) model to detect dengue outbreaks. Whereas, experiment II deals with the predictive modeling task of dengue outbreak detection based on three predictive modeling techniques namely decision tree (J48), naïve bayes decision tree (DTNB) and ANN (Kumar et al. 2005) .
DATASET DESCRIPTION
The dengue data used in this research is obtained from the Seremban District Health Office, Negeri Sembilan, Malaysia. This data includes records of 6082 dengue cases with 20 attributes (Table 1 ). The data covers 7 years of patients' records from 2003 until 2010 accompanied with local rainfall data as suggested by experts from the Health Office. The rainfall data were maximum temperature value, minimum temperature value, average temperature value, humidity value, rainfall and month. The seasonal data and the patients' data were matched by year and week. Seasonal data were also provided by the Public Health Department, Ministry of Health, Negeri Sembilan.
The attributes of this dataset are shown as follows: year, week of the year, cumulative week from year 2003 till year 2010, number of dengue fever for current week, number of dengue hemorrhagic fever for current week, total number of cases in current week, maximum temperature value, minimum temperature value, average temperature value, humidity value, rainfall, month, age, sex, race, work, address, district office in charge, district and outbreak. Outbreak has 3 possible values; TKW (Not in outbreak area), DKW (Near to outbreak area) and MWB (Might in outbreak). These indicate the location of the patient whether the patient is, near or maybe in an outbreak area.
FEATURE SELECTION FOR DENGUE DATA
In this work, all the data pre-processing work has been done separately using statistical and expert verification. Then the dataset is used for feature selection and predictive modeling tasks. This experiment adopts wrapper feature selection approach using ANN as feature subsets evaluator in terms of dengue outbreak detection accuracy. Three different feature selection algorithms are applied for this task to examine the selected features and their impact on the accuracy of problem modeling. This phase applied three feature selection techniques to select the best feature in dengue dataset in terms of dengue outbreak detection accuracy. PSO, GA and RS were applied to select the best features based on the accuracy of ANN model built for dengue outbreak detection. The feature selection process is shown in Figure 2 . ANN algorithm is used to validate the performance of the feature selection algorithms. PSO, GA and RS were employed to select the features from the dataset. Then, the selected features from each algorithm were passed on to the ANN learning algorithm that will evaluate the selected features based on accuracy. If the selected features increased the accuracy, then the features were selected, else other features will be selected and tested again by ANN. All the above is performed in a wrapper approach. The wrapper approach is used for feature selection algorithms (in this case, PSO, GA and RS) because wrapper methods apply an induction algorithm (in this case, ANN) to evaluate the merit of selected feature. The rationale of wrapper methods is that the induction algorithm (ANN) provides a better accuracy than using separate data measures or characteristics (El Akadi et al. 2011) . Wrapper methods usually achieve better results than filters because they are adjusted to particular interaction between training data and the induction algorithm.
PREDICTIVE MODELING
The performance of the selected features for outbreak detection is further evaluated by employing three classification algorithms. The aim was to investigate the best classifier that fits the dengue dataset. Three algorithms chosen are the J48, DTNB and ANN representing structural, statistical and machine learning approaches for classification (Kumar et al. 2005) . These three approaches were chosen since each approach has its own strength for the classification.
Past works indicate that decision tree algorithms (J48) are capable of achieving an outstanding performance in different real world applications. ANN provides a robust method to capture non-linear relationships among patterns and variables (Falavigna 2012). For classification tasks, naïve Bayes has shown outstanding results even in comparison with complex methods (Liangxiao et al. 2009 ). Many researchers concluded that naïve Bayes is efficient computationally and outperforms other techniques in many applications in terms of accuracy and performance (Baharudin et al. 2010; Godec et al. 2010) . The class for predictive model is set as O (outbreak) in case of the occurrence of more than one case in specific geographical area above the average of the previous period according to the used definition of dengue outbreak as described in the previous section, otherwise class value will be N (no outbreak).
EXPERIMENTS AND RESULTS
This section explains experimental results from Experiment I for feature selection algorithms in dengue dataset and Experiment II for predictive model development for selected features.
EXPERIMENT I: FEATURE SELECTION According to Nemati et al. (2010) , the parameters of population-based algorithms have been set as follows:
The population size to 30 and the number of iterations to 50. GA and RS parameters have been set as most of previous works recommended in terms of feature selection task. The crossover probability in GA has been set to 0.7 whereas the mutation probability has been set to 0.3. In PSO, the acceleration constants c 1 and c 2 have been set equally to 1 and the inertia weight has been set from 0.4 to 1.4. The velocity of particles V has been adjusted to be from 1 to 17. As shown in Table 2 , the number of features selected by PSO is 8 while by GA is 9 and RS is 4. Both GA and PSO select almost similar set of features as RS.
The evaluation of feature subsets is based on the accuracy of dengue outbreak detection using neural networks after 1000 learning iterations. The modeling of dengue data is based on multi-layer perceptron (MLP-ANN) with back-propagation algorithm. The parameters of back-propagation algorithm have been as suggested by Toth et al. (2000) . Toth et al. (2000) suggested that the number of hidden layer neurons be set equally as the input layer neurons as this will result in better forecasting results. Alpha value in the back-propagation has been set to 1.0 and the momentum value to 0.2. After all the settings are adjusted, the dengue cases records provided as input features into feature selection algorithm with percentage splits to provide a general model of the data represented.
The experimental results of the feature selection algorithms on dengue outbreak data using ANN is shown in Table 3 (average mean squared error (MSE)) and (Table 4) , the means in both comparisons are significantly different at p=0.05. However, for ANN vs RS-ANN, the means for both groups are not significantly different at p=0.05. This result confirms the ability of GA-ANN and PSO-ANN which are nature-inspired algorithms to optimize the feature selection process and produce the most presentative features for outbreak prediction. RS-ANN which ranks single features could not match the optimization prowess of PSO-ANN and GA-ANN. The results also proved that using feature selection improves the classification accuracy on the training dataset. PSO-ANN has achieved the highest average accuracy at 98.85% compared to GA-ANN and RA-ANN. PSO-ANN achieved this using only 8 features compared to 9 features selected by GA-ANN. It indicated that PSO manages to obtain maximum features with high accuracy that best represent that knowledge contained in the dataset. PSO-ANN managed to select the best features from dengue data since the purpose of this experiment is to determine the best representation of dengue data selected by each algorithm ( Table 2) .
EXPERT EVALUATION OF PSO FEATURES
The selected features by PSO are presented to a group of experts from the Public Health Department, Seremban and a group of three researchers from the Faculty of Health Science, Universiti Kebangsaan Malaysia. They confirm that all the selected features are significant and most related to dengue outbreak. Eight selected features by PSO that gives the best model are YEAR, ACC_WEEK, DF, CASE, TEMP_MIN, TEMP_AVE, RAINFALL and RACE.
For the past 30 years, there has been a dramatic global re-emergence of dengue fever with expanding geographic distribution of both the viruses and the mosquito vectors, resulting in increased epidemic activity and the emergence of dengue hemorrhagic fever (Gubler 2008) . The relationship between vector-borne disease and climatic changes has been well documented globally (Reiter 2001) , including in Malaysia (Ambu et al. 2003) . This has verified the importance of features such as YEAR, ACC_WEEK and CASE. Rain water provides ample opportunities for the Aedes mosquitoes to breed in man-made containers which abound within human settlements (Li et al. 1985) . After bouts of rain, the pools of stagnant water provide ample breeding sites for mosquitoes that indicate the importance of TEMP_MIN, TEMP_AVE, and RAINFALL.
The mosquito vectors become infected when they feed on humans during the usual five-day period of viraemia. The virus passes from the mosquito intestinal tract to the salivary glands after an extrinsic incubation period, a process that takes approximately 10 days and is most rapid at high ambient temperatures (WHO 2009) . Therefore the incubation period (ACC_WEEK), DF, and CASE play major role in the dengue outbreak problem. A warm and ambient temperature is conducive to the mosquito's gonotrophic life cycle (Delatte et al. 2009; Patz & Reisen 2001) and to viral replication (Patz & Reisen 2001) indicate the significance of the temperature and the rainfall.
Dengue was found to be more prevalent in densely populated urban areas (Chong 2010; Nyamah et al. 2010 ) and a strong positive spatial association between prevalence of dengue fever and population distribution (Husin & Salim et al. 2005) . Race-related susceptibility to dengue has been observed in a few studies and merits further investigation (Guha-Sapir & Schimmer 2005) . In Asia, two studies report racial differences in disease incidence. A 15-year study of the epidemiology of dengue reports a significantly higher incidence of DHF among Chinese compared to Malaysian males (Shekhar & Huat 1992) . This finding is supported by a six-year surveillance data study in Singapore, which found the race-specific morbidity rate among the Chinese to be three times that of the Malays and 1.7 times that of Indians (Goh 1997) . This explains the importance of RACE selected by the PSO algorithm.
The experiment and expert justifications show that feature selection process facilitates the improvement of the accuracy in the modeling task. It also shows the capability of PSO-ANN to select the best features in dengue data. The eight features selected by PSO-ANN will be further analyzed in the next experiment to investigate their impact on other predictive modeling techniques.
EXPERIMENT II: PREDICTIVE MODELS DEVELOPMENT This experiment concentrates on the predictive modeling (classification) task of dengue outbreak detection based on the selected attributes from PSO-ANN. Three different classification techniques for these tasks which are J48, DTNB and ANN using percentage splits. J48 classification scored accuracy of 100% for 4 models in 1 week dataset, 5 models in 2 weeks dataset and 3 models in 1 month dataset. DTNB scored 100% for 3 models in 1 week dataset, 4 models in 2 weeks dataset and 2 models in 1 month dataset. ANN produced only 1 model in 1 week dataset that scores 100% accuracy. J48 and DTNB are better at capturing the relation among features in for outbreak detection compared to ANN.
COMPARATIVE ANALYSIS
Three different predictive modeling techniques namely J48, DTNB and ANN have been applied to model the problem (Kumar et al. 2005) . These techniques have different approaches to model the problem such as structural modeling, statistical modeling or neural network. As shown in the previous sections, the predictive modeling task has been applied using different definitions of dengue outbreak in terms of timeframe basis. Thus, this comparison is shown in the same manner. After comparing the accuracy achieved by each predictive modeling technique in each fold, the main conclusion of these experiments will be discussed. Table 5 shows the comparison of the three used techniques in term of the accuracy achieved in each fold using 1 week, 2 week and 1 month definitions of dengue outbreak.
As shown in Figure 5 , J48 (Decision Tree) outperforms the DTNB and ANN and achieve 100% accuracy in the most folds. ANN has the worst performance in this experiment as the results showed. However, most of the studies in this area conclude that different training settings would lead to different results. This might open a future direction to investigate the influence of different settings on the final results of ANN performance modeling dengue data. It is also obvious that in J48 and DTNB, the accuracy in early folds is the best due to the partitioning manner of training data. When the training subset of data is larger than the testing subset, it facilitates the discovery of relations among variables and enhances the modeling task especially using structural and statistical approaches of data modeling. This explains achieving the best accuracy by J48 and DTNB in some folds wherein the training data is larger than the testing data. The same explanation of result goes for the experiment using 2-weeks definition of dengue outbreak. For the 2 weeks' data, ANN, J48 and DTNB each scored 100% accuracy with J48 and DTNB scoring 100% in 4 models and ANN with 1 model. This is in accordance with the definition of dengue outbreak as the occurrence of more than one case in a specific geographical area where the onset date between cases is less than 14 days (Seng et al. 2005) . In the domain of dengue outbreak, most experts suggest and support this 2 weeks definition. In terms of the performance of predictive modeling techniques, J48 has achieved the best average accuracy of 99.86% for 2 weeks (Table 5 ). DTNB has also achieved average accuracy of 99.29% whereas ANN scored the lowest average accuracy (97.71%). For the 1 month dataset of dengue outbreak, the average accuracy achieved by different techniques are ANN (87.44%), J48 (98.61%) and DTNB (99.02%)
PERFORMANCE OF PSO-BASED TECHNIQUE WITH
OTHER DENGUE DETECTION Table 6 shows the comparative results from three related works using the dengue dataset. All dataset use the Malaysian dengue data with similar original features. The experiments have been conducted under different feature scheme, however the comparison indicate the applicability of using feature selection method that improves the modeling of dengue outbreak detection. The comparison includes the results from this research with three methods namely negative selection algorithm (NSA) by Mousavi et al. (2011) , multiple attribute value (MAV) by Long et al. (2010) and cumulative sum (CUSUM) used by Long et al. (2010) to compare their result. PSO generates the least number of features with the highest accuracy and able to optimize the number of features thus producing the highest detection accuracy.
CONCLUSION
Using dengue historical data, this work facilitates at capturing the relations and patterns within the data and enhancing the predictive accuracy of dengue outbreaks. Unlike most previous works, this work determines the most related attributes of dengue data before modeling the problem by applying feature selection process. The experimental results showed the advantages of using feature selection process to enhance the accuracy of the modeling task. Among the three feature selection algorithms that have been applied as feature selection techniques, PSO has reached the best accuracy revealing new set of features to represent dengue data. These features are: year, cumulative week from year 2003 till year 2010, number of dengue fever for current week, minimum temperature value, average temperature value, rainfall and race. Using wrapper approach to evaluate the feature subsets by employing multi-layer perceptron (MLP) neural network has helped to select to proper features that directly related to the predictive accuracy of dengue outbreak detection.
