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Abstract
We report our use of static and dynamic light scattering techniques to study aqueous
solutions of the bovine eye-lens specific protein, gamma-11 crystalline These solutions
exhibit liquid-liquid phase separation and have a corresponding critical point.
We determined the osmotic incompressibility of these solutions along four isotherms
and along three off-critical isochores. We found that the osmotic incornpressiblity
decreases significantly with increasing protein concentration and decreasing temper-
ature. We used these measurements to obtain the spinodal temperature at three
different protein concentrations. We compared these experimental results with the
mean-field theory of Thurston, Blankschtein and Benedek. The theoretical predic-
tions and experimental data for spinodal temperature are in good agreement. In
addition, the theory predicts many of the important features of the behavior of the
osmotic incompressibility. However, there were systematic quantitative differences
between theory and experiment.
We determined the collective diffusion coefficient, D, along four isotherms and
found that D decreases significantly with increasing protein concentration and de-
creasing temperature. We compared D with the accepted theory for spherical col-
loidal particles valid up to moderate concentrations, using a Baxter adhesive hard
sphere pair interaction potential. We found unequivocal disagreement between the-
ory and experiment and concluded that the accepted theory is not valid for colloidal
particles as small as garnma-11 crystalline
Finally, we used both static and dynamic light scattering to study the solutions
along the critical isochore. We determined the osmotic compressibility and static
correlation length and, thus, confirmed the results of Schurtenberger et al. (Phys,
Rev. Lett., 63:2064, 1987;71:3395, 1993). We used dynamic light scattering to
characterize the decay of concentration fluctuations along the critical isochore We
found that the solutions undergo dramatic critical slowing-down. We compared the
data with the accepted theory for critical dynamics in binary liquid mixtures. The
average decay rate was consistent with the predictions of the theory provided that
we allowed a very large background contribution to the decay rate and a background
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viscosity that was two orders of magnitude larger than the viscosity of water. In
disagreement with the theory, however, the concentration fluctuations exhibited
significant deviation from exponential decay.
Thesis Supervisor: George B. Benedek
Title: Alfred H. Caspary Professor of Physics and Biological Physics
3
First and foremost, I would like to thank Prof. George Benedek for supervising me
during this thesis project. He provided me with the laboratory facilities, financial
support, scientific advice and encouragement without which this project would not
have been possible.
I am grateful to Prof. Benedek, most of all, for bringing together, in his research
group, such a friendly and helpful group of people. I have benefited greatly from their
help and advice. In particular, I am indebted to Richard Chamberlin for building
and teaching me how to use (and fix) the light scattering instrument that I used
for the measurements described in this thesis. Michael Broide was instrumental in
getting me started on this thesis project. His intelligence and quirky sense of humor
made working with him very rewarding and enjoyable. I only regret that he left so
soon. Jayanti Pande helped me overcome many of my protein problems and provided
welcome encouragement when I needed it. Olutayo Ogun cheerfully accommodated
my never-ending demands for more 711-crystallin. Aleksey Lomakin has helped me
to better understand both light scattering and protein solutions. The other members
of the group, past and present, with whom I have worked, Arya Akmal, Carolyn
Berland, Doo Soo Chung, Ian Kovach, Canwen Liu and Henry Thomas, have all
helped me out of a bind more than once and have made my time in the Benedek
group most enjoyable.
I am grateful to Prof. Marzio Giglio for providing very helpful guidance at a
crucial point in this project.
Prof. 1. Oppenheim and Prof. T. Tanaka, as members of my thesis committee,
were very generous with both their time and their advice.
If I have anybody to blame for my pursuing a Ph.D. in the first place, (other than
myself, of course) it is Prof. Myer Bloom. Myer showed me how fun and satisfying
doing physics research could be. I am grateful to him for providing me with such a
wonderful introduction to the world of scientific research.
I am grateful for the financial support of a 1967 Science and Engineering Schol-
arship from the Natural Sciences and Engineering Research Council of Canada and
a Johnson Johnson Research Award from the Harvard-M.I.T. Division of Health-
Sciences and Technology.
My parents provided support from a distance and often helped to put things in
perspective. Lisa Shieh provided untiring support and encouragement and tolerated,






2 Theoretical Background 21
2.1 Light Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.1.1 Basic Principles of Light Scattering by Solutions . . . . . . . . 22
2.1.2 Static Light Scattering . . . . . . . . . . . . . . . . . . . . . . 26
2.1.3 Dynamic Light Scattering . . . . . . . . . . . . . . . . . . . . 28
2.2 Thermodynamics of Aqueous Solutions of Interacting Proteins . . . . 31
2.3 Dynamics of Aqueous Solutions of Interacting Proteins . . . . . . . . 38
2.4 Critical Phenomena . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3 Materials and Methods 61
3.1 Preparation of 711-crystallin Solutions . . . . . . . . . . . . . . . . . . 62
3.2 D T T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.3 Light Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3.1 Static Light Scattering . . . . . . . . . . . . . . . . . . . . . . 67
3.3.2 Dynamic Light Scattering . . . . . . . . . . . . . . . . . . . . 74
4 Osmotic Incompressibility 79
4.1 711-crystallin in 0mM phosphate buffer . . . . . . . . . . . . . . . . 80
4.2 711-crystallin in rnM phosphate buffer and mM DTT . . . . . . . 84
4.3 D iscussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5 Dynamic Properties 96
5
Temporal Autocorrelation Functions and their
Collective Diffusion Coefficient . . . . . . . . .
Pair Interaction Potential . . . . . . . . . . .
D iscussion . . . . . . . . . . . . . . . . . . . .
Characterization
. . . . . . . . .
. . . . . . . . .





. . . 97
. . 103
. . . 113
. . 121
6 Light Scattering along the Critical Isochore
6.1 Static Properties . . . . . . . . . . . . . . . . .
6.1.1 Osmotic Compressibility . . . . . . . . .
6.1.2 Static Correlation Length . . . . . . . .
6.1.3 Summary . . . . . . . . . . . . . . . . .
6.2 Dynamic Properties . . . . . . . . . . . . . . . .
6.2.1 Temporal Autocorrelation Functions and
6.2.2 First Cumulant . . . . . . . . . . . . . .
6.3 Discussion . . . . . . . . . . . . . . . . . . . . .
6.3.1 Values of T . . . . . . . . . . . . . . . . .
126
. . . . . . . . . . . 127
. . . . . . . . . . . 127
. . . . . . . . . . . 131
. . . . . . . . . . . 134
. . . . . . . . . . . 137
their Characterization 137
. . . . . . . . . . . 143
. . . . . . . . . . . 156
. . . . . . . . . . . 160
7 Conclusion
A Thermodynamic susceptibility
B Zwanzig-Mori projection operator formalism









1-1 Coexistence curve for aqueous solutions of purified calf 711-crystallin 16
2-1 Coexistence and Spinodal curves given by Thurston, Blankschtein
and Benedek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3-1 Oxidation of the thiol group on cysteine residues . . . . . . . . . . . . 64
3-2 Action of dithiothreitol(DTT) on Cystine . . . . . . . . . . . . . . . . 64
3-3 The coexistence curve of 7II-crystallin in the presence of DTT . . . . 66
3-4 Comparison of yll-crystallin coexistence curve in the presence and
absence of DTT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3-5 Index of refraction difference versus 711-crystallin volume fraction. . 72
4-1 (OHMO)T versus protein volume fraction along four isotherms . . . . . 81
4-2 Comparison of Carnahan-Starling and attractive terms . . . . . . . . 83
4-3 Osmotic incompressibility predicted by Thurston, Blankschtein and
B enedek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4-4 Osmotic incompressibility along three isochores . . . . . . . . . . . . 87
4-5 Consistency of osmotic incompressibility data . . . . . . . . . . . . . 88
4-6 Spinodal and coexistence curves . . . . . . . . . . . . . . . . . . . . . 89
4-7 Thurston, Blankschtein and Benedek prediction for isochores . . . . . 91
4-8 Theoretical osmotic incompressibility along off-critical isochores . . . 92
4-9 Theoretical osmotic incompressibility along four isotherms . . . . . . 94
5-1 Representative autocorrelation functions . . . . . . . . . . . . . . . . 99
7
5-2 Normalized residuals of single exponential fits to autocorrelation func-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5-3 Distribution of decay rates . . . . . . . . . . . . . . . . . . . . . . . . 102
5-4 Residuals of second order cumulants expansion fits . . . . . . . . . . . 104
5-5 Plots of ]Flq' versus q 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 05
5-6 The collective diffusion coefficient as a function of protein volume
fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5-7 Plots of D(O, T)S(O, T)lDo(T) versus . . . . . . . . . . . . . . . . 10
5-8 Hard sphere with attractive rectangular well . . . . . . . . . . . . . . 116
5-9 Comparison of Baxter theory with osmotic incompressibility data . . 118
6-1 KT along the critical isochore for 711-crystallin in mM phosphate
buffer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6-2 KT along the critical isochore for yll-crystallin in 5OmM phosphate
buffer and mM DTT . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6-3 KT along the critical isochore for 7II-crystallin in 5OmM phosphate
buffer and mM DTT in rectangular cell . . . . . . . . . . . . . . . 132
6-4 rT along the critical isochore for 711-crystallin in OmM phosphate
buffer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6-5  along the critical isochore for 711-crystallin in a rectangular scat-
tering cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6-6 Representative autocorrelation functions . . . . . . . . . . . . . . . . 139
6-7 Residuals of single exponential fits . . . . . . . . . . . . . . . . . . . . 140
6-8 Distribution of decay rates for 7II-crystallin in mM phosphate
buffer in a cylindrical cell . . . . . . . . . . . . . . . . . . . . . . . . . 141
6-9 Distribution of decay rates for 711-crystallin in mM phosphate
buffer and mM DTT in rectangular scattering cell . . . . . . . . . . 142
6-10 Residuals of fits to second order cumulant expansions . . . . . . . . . 144
6-11 Plots of lq 2 versus q 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6-12 Plots of Flq 2 versus q 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 146
8
6-13 The first cumulant versus (T-T,)IT, for -/Il-crystallin in a cylindrical
cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6-14 The first cumulant versus (T - TIT, for ll-crystallin in a rectan-
gular cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6-15 Full Kawasaki theory for /l-crystallin in a cylindrical cell . . . . . . 153
6-16 Full Kawasaki theory for %I-crystallin in a rectangular cell . . . . . . 154
6-17 The background and critical contributions to the decay rate . . . . . 55
9
List of Tables
2.1 Important time-scales for colloidal dispersions . . . . . . . . . . . . . 41
2.2 Expressions for B(q) and Fc(q) in limg-,o and liMqC ... . . . . . . . . 60
3.1 Rayleigh ratio and index of refraction of toluene at selected wavelengths 70
3.2 Index of refraction) no, of selected buffers . . . . . . . . . . . . . . . 70
3.3 Selected physical quantities for ll-crystallin . . . . . . . . . . . . . . 73
5.1 The values of Do(T) at four temperatures . . . . . . . . . . . . . . . 08
5.2 Experimentally determined values of A(T) . . . . . . . . . . . . . . . 11
5.3 Values of A(T) and for four temperatures . . . . . . . . . . . . . . . 119




In this thesis, we present the results of our measurements of the light scattering
properties of aqueous protein solutions that exhibit liquid-liquid phase separation.
Specifically, we describe our use of light scattering techniques to characterize the
static and dynamic properties of aqueous solutions of a bovine eye-lens specific pro-
tein, 711-crystallin. These solutions have the intriguing property that they undergo a
phase transition known as liquid-liquid phase separation in which the solution trans-
forms reversibly from a single homogeneous phase to two coexisting liquid phases
with differing protein concentration. This phase transition occurs upon cooling the
homogeneous solution below a well-defined transition temperature.
This liquid-liquid phase separation is analogous to phase transitions that are
exhibited by certain atomic fluids. For example, a simple atomic fluid consisting of
a single chemical species may exhibit a liquid-gas transition in which, upon cooling,
the system transforms reversibly from a single homogeneous phase (a gas) to two
coexisting fluid phases (a liquid and a vapor). Similarly, a mixture of two simple
atomic fluids, A and B, may reversibly transform from a single homogeneous liquid
phase to two coexisting liquid phases, one of which is enriched in A, the other
enriched in B. These phase transitions in atomic fluids are analogous to liquid-
liquid phase separation in protein solutions in that in all cases the systems reversibly
transform , upon cooling, from a single homogeneous fluid phase to two coexisting
fluid phases of differing composition.
11
That atomic fluids and aqueous protein solutions should exhibit such similar
phase behavior seems remarkable in light of the significant difference between the
two systems on the microscopic level. Specifically, in atomic fluids the constituent
particles are all approximately the same size, whereas in protein solutions a subset
of the constituent particles, namely the protein molecules, are much larger than
all of the other molecules in the system. In this sense, protein solutions belong
to the broad class of materials known as colloidal dispersions[l]. In fact, colloidal
dispersion are receiving considerable scientific attention, in part, because they often
exhibit behavior that is analogous to the behavior of simple atomic fluids[2]. The
liquid-liquid phase transition in certain protein solutions is one example of this
analogous behavior.
Another reason that colloidal dispersions are of such scientific interest is that they
are of great practical importance. Colloidal dispersions are found in a wide range of
industrial settings. For many industrial applications it is important to understand
the physical properties of the dispersions under various conditions. Furthermore,
colloidal dispersions are also found naturally in many biological systems. That
is, many biological materials may be viewed as solutions that contain a variety of
different colloidal particles, particularly macromolecules such as proteins and nucleic
acids, at high concentration. For example, the cytoplasm of Escherichia coli has a
total concentration of nucleic acid and protein of approximately 340mg/ml[3].
Recently, there has been a growing recognition that many physiological processes
are significantly affected by the high macromolecular concentration that exists in
many biological solutions. For example, it is becoming clear that in living cells this
44 macromolecular crowding" may influence many biochemical reactions[3] and may
also have a significant effect on the diffusion of macromolecules[4, 5 6. Furthermore,
the high concentration of macromolecules in many living cells has been shown to
play an important role in a number of specific diseases. In particular, there is
a group of diseases, referred to as protein condensation diseases[7], in which an
important pathological event is the separation of a biological solution into coexisting
protein-rich and protein-poor phases. These diseases include sickle cell anemia,
12
cryoimmunoglobulinemia, arnyloidosis and cataract disease.
In particular, in cataract disease there is an especially clear connection between
protein condensation and pathology. Indeed, one of the reasons for choosing ^III-
crystallin as the protein on which we would focus in this thesis was that its con-
densation is believed to play an important role in the formation of certain forms of
cataract[8]. It is therefore appropriate, at this point, to describe in some detail the
changes that occur in the eye lens when a cataract forms.
In its healthy state, the eye lens consists of long, narrow fiber cells that are
regularly stacked. The cells are connected to each other by a large number of gap
junctions and, consequently, there is almost free circulation of water, ions and low
molecular weight metabolites within the normal lens[9]. The lens fiber cells are
largely devoid of organelles but contain a very high concentration of proteins. For
example, in the human lens, proteins account for approximately 40% of the weight
of the lens[10]. Of the soluble protein in the lens, more than 90% are structural
proteins known as the crystallins[ll]. The crystallins may be grouped into three
distinct protein families, namely a-, - and 7-crystallin.
The normal eye lens is transparent because spatial fluctuations in the index
of refraction in the lens occur predominantly over length scales shorter than the
wavelength of light 12, 13]. In contrast, a cataract exhibits substantial refractive
index fluctuations that have length scales equal to or greater than the wavelength
of light. These fluctuations result in an increased scattering of light by the eye lens
and, ultimately, opacification. It has been found that an important cause of this
opacification is the separation of the lens fiber cell cytoplasm into protein-rich and
protein-poor phases that coexist in thermodynamic equilibrium[14, 15, 16, 17, 18,
19]. This protein condensation results in the appearance of small spatial domains
that have alternately high or low indices of refraction.
There is considerable evidence that in certain forms of cataracts the condensed
phase is enriched in 7-crystallins[8]. This evidence has lead to the conclusion that
-y-crystallins play an essential role in the formation of many cataracts. As a conse-
quence, the 7-crystallins have been the subject of considerable scientific study.
13
The -y-crystallins constitute a family of highly homologous, globular proteins with
molecular weights of approximately 20,000g/mole[II]. For example, the bovine -
crystallin family has at least five members[20]: 7II-crystallin, 711la-crystallin, 7IIIb-
crystallin, 7Va-crystallin and Vb-crystallin. The amino acid sequences have been
determined for many members of the calf, rat and human 7-crystallin families[20, 21].
The amino acid sequences for calf, rat and human are very similar[22]. Furthermore,
X-ray crystallography has been used to determine the structure of several members
of the calf -y-crystallin family[23]. In addition, the electrostatic properties have been
determined for bovine /II-crystallin, 711la-crystallin and 7IIlb-crystallin in aqueous
solution[24].
In addition to a knowledge of the structure of the -y-crystallins, an understanding
of the physical properties of concentrated aqueous /-crystallin solutions would be
very important from a number of different points of view. On a practical level, such
an understanding would provide insight into the mechanisms by which cataracts
may form and, consequently, would provide a basis for a rational approach to de-
veloping methods to prevent or reverse cataract formation. Furthermore, on a more
general level, such an understanding would provide insight into the effect of crowd-
ing on macromolecules in concentrated solutions which, as we described above, is
particularly important in many biological materials. Finally, on a very general level,
an understanding of the physical properties of aqueous 7-crystallin solutions would
help determine how far one can extend the analogy between colloidal dispersions
and atomic fluids.
In light of its importance, Benedek and co-workers have embarked on a major
study of the physical properties of aqueous solutions of individual members of the
bovine 7-crystallin family. This thesis is a contribution to this study. However,
before introducing the work that is presented in this thesis, we first describe here
some of the information that has already been obtained by others about the physical
properties of these solutions.
Thomson et al.[25] and Broide et al.[22] have measured the coexistence curves
for liquid-liquid phase separation (plots of phase separation temperature, T, versus
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protein concentration, C) for 711-crystallin, 71IIa-crystallin, 711lb-crystallin and
7IVa-crystallin in 0mM phosphate buffer solution. As an example, Figure 1-1
contains a plot of the coexistence curve for -crystallin. Rather than use the
protein concentration, it is often more appropriate to think in terms of the protein
volume fraction, . For convenience, the plot in Figure 1-1 also has an axis that is
labeled with .
The coexistence curves obtained by Thomson et al. and Broide et al. were
compared with an equation that characterizes the shape of the coexistence curves
for the analogous phase transition in atomic fluids, namely
C, - C T - T
C, T:
with 0.325. In this equation, C, is the critical concentration, T, is the critical
temperature and A is a parameter that characterizes the width of the curve. The
point on the phase diagram with the coordinates (T,, C) is known as the critical
point. Broide et, al. 22] found that Equation 31 was able to fit satisfactorily the co-
existence curves for all four different members of the bovine y-crystallin family that
were studied. They found that the values for A and C, were, within experimental
uncertainty, the same for all four proteins. Specifically, they found that the coex-
istence curves for all four proteins could be fit by Equation 31 with A = 26 0.1
and C, = 289 ± 20mg/ml (or equivalently = 020 ± 002). In contrast, the values
for T, that they found were not the same for the four different proteins. Instead,
it was found that, on the basis of their critical temperatures, the proteins divide
naturally into two groups: high-T, proteins (1/111a and tIVa) with T, I-- 38'C and
low-T, proteins (yII and 7111b) with T, 50C.
In addition to liquid-liquid phase separation, the aqueous 7-crystallin solutions
also exhibit a solid-liquid phase transition. Berland et al.[26, 27] determined the
solid-liquid phase boundary for aqueous solutions of tl-crystallin, 711la-crystallin
and 711lb-crystallin. Interestingly, it was found that the temperature for the solid-
liquid phase separation was higher than the temperature for liquid-liquid phase
15
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Figure 1-1: Coexistence curve for aqueous solutions of purified calf Yll-crystallin
at pH 71 in OrnM phosphate buffer, ionic strength 24OmM A fit of the data to
Equation 31 is shown with C = 269 20 mg/ml = 019 0.01) and T =
5.2 0.2'C. (Taken from reference 22].)
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separation for all three different proteins at all concentrations studied. Thus, liquid-
liquid phase separation occurs in a region of the phase diagram that is metastable
with respect to the solid-liquid phase transition.
In addition to the phase behavior described above, the colloid osmotic pres-
sure, , of 711-crystallin and 711lb-crystallin in aqueous solution has also been
measured[28, 27]. These measurements have been made as a function of both protein
concentration and temperature. These measurements provide information about the
equation of state of these solutions.
In an effort to provide a quantitative description of the observed behavior of
aqueous solutions of individual members of the bovine y-crystallin family, Thurston,
Blankschtein and Benedek have constructed an expression for the Gibbs free energy
of the solution based on a mean-field approach[7]. This form for the Gibbs free
energy has been used to predict the liquid-liquid and solid-liquid coexistence curves
and the osmotic pressure. These predictions are in good agreement with the exper-
imental data that is described above.
Benedek and co-workers have also investigated more directly the analogy that we
described earlier between liquid-liquid phase separation in aqueous protein solutions
and the phase transitions that occur in certain atomic fluids. To do this, they have
focussed on the region of the phase diagram near the critical point. The behavior
of these solutions near the critical point is of particular interest because atomic
systems have been particularly well studied in this region. In addition, considerable
progress has been made in the theory of the behavior of systems in the vicinity of the
critical point. For atomic systems at the critical point, various measurable quantities
exhibit singularities. The nature of these singularities may be characterized by
critical exponents, and, remarkably, it has been found that a wide variety of different
systems may share the same values for these exponents. All systems that exhibit
the same critical exponents are said to belong to the same universality class. In
light of the apparent analogy between liquid-liquid phase separation in aqueous -
crystallin solutions and certain phase transitions in atomic systems, it is interesting
to determine wether aqueous y-crystallin solutions fall into the same universality
17
class as atomic fluids.
One example of a critical exponent is , which appeared in the equation for the
coexistence curve (Equation 31). For atomic fluids, the value is 0325. We de-
scribed above that the coexistence curves of aqueous solutions of individual members
of the /-crystallin family are consistent with Equation 31 with this same value of
0. Consequently, the coexistence curve data provide support for including aqueous
,y-crystallin solutions in that same universality class as atomic fluids.
Further insight into critical phenomena in aqueous 7-crystallin solutions has
been provided by the work of Schurtenberger et al.[29]. They measured the static
light scattering properties of aqueous solutions of /l-crystallin along paths close
to the critical isochore. They used these measurements to determine the osmotic
compressibility, T, and the static correlation length, , as the critical point was
approached. They found that T was well characterized by
T 
KT (1.2)
with the critical exponent = 121 ± .05. In addition, they found that was well
characterized near the critical point by
T-T, (1-3)
T,
with the critical exponent v = 068 ± .1. These values for and v are in good
agreement with the values that apply to atomic fluids near their critical point[30].
These results, together with the coexistence curve results, provide considerable in-
formation about the static properties of these solutions in the vicinity of the critical
point. Consequently, these results provide strong evidence for including aqueous
7-crystallin solutions in the same static universality class as atomic fluids.
Having presented our reasons for studying aqueous 7-crystallin solutions, as well
as some pertinent previous work on the subject, we now introduce the work that is
presented in this thesis. All of the experimental studies described in this thesis have
been done using aqueous solutions of yll-crystallin. We chose to use 711-crystallin
is
because its structure is the most well characterized of the members of the I-crystallin
crystallin family[20, 23]. In particular, its amino acid sequence and crystal structure
has been determined to high accuracy[20, 23].
First, this tesis contains a description of our use of static light scattering to de-
termine the osmotic incompressibility, of aqueous yll-crystallin solutions.
Specifically, we have made these measurements along four isotherms and three o-
critical isochores. These paths are shown in Figure 1-1 . This work complements
the osmotic pressure measurements that have already been done. The experimental
results are compared with the theory of Thurston, Blankschtein and Benedek.
Second, in this thesis we present the results of our dynamic light scattering mea-
surements on aqueous /11-crystallin solutions along four isotherms. These isotherms
are the same isotherms that were followed to obtain (OH/,90), as described above.
We have used these measurements to characterize the dynamic properties of these
solutions. We ave compared the experimental results with a theory developed by
Ackerson for colloidal dispersions which is based on the N-particle Smoluchowski
equation[31].
Finally, in this thesis, we describe our light scattering measurements along the
critical isochore of aqueous 711-crystallin solutions. This path is shown in Figure -
1. This work builds on the work of Schurtenberger et al.[29]. While the results of
Schurtenberger et al., together with experimental data for the coexistence curve for
liquid-liquid phase separation, provide information about the static critical proper-
ties of aqueous -/-crystallin solutions, these results do not provide any information
about the dynarnic properties of the system near the critical point. The work pre-
sented in this thesis, specifically addresses the question of whether the dynamic
behavior of aqueous 711-crystallin solutions in the vicinity of the critical point is the
same as the dynamic behavior of atomic fluids. We use dynamic light scattering
techniques to characterize the decay of concentration fluctuations in aqueous Yll-
crystallin solutions along the critical isochore. The data that we obtain is compared
with the theory of dynamic critical phenomena for atomic fluids.
The remainder of this thesis has the following outline. Chapter 2 contains a brief
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description of the theoretical background to the work presented in this thesis. In this
chapter, we present the theory that underlies the techniques of static and dynamic
light scattering and describe the physical quantities of interest that can be obtained
using these techniques. In this chapter, we also present the theories with which we
compare the data: the theory of Thurston, Blankschtein and Benedek to describe the
equilibrium thermodynamic properties of aqueous protein solutions, the N-particle
Smoluchowski equation approach to describe the dynamics in these solutions and
the theory of static and dynamic critical phenomena for atomic fluids. Chapter 3
contains a description of the procedure used to prepare the aqueous Yll-crystallin
solutions, a discussion of the effect of a reducing agent on the solutions, and the
methods used to obtain and analyze the experimental data. In Chapter 4 we present
the results of the static light scattering measurements along four isotherms and three
off-critical isochores. Chapter contains a description of the results of dynamic light
scattering measurements along four isotherms. Chapter 6 contains a description
of our static and dynamic light scattering measurements of aqueous -crystallin
solutions along the critical isochore. The static light scattering measurements are
used to confirm the results of Schurtenberger et al. 29] and to demonstrate that the
critical phenomena are not sensitive to changes in the buffer strength or the addition
of a reducing agent to the solution. The dynamic light scattering measurements are
used to obtain new information about critical phenomena in these protein solutions.
Specifically, these measurements provide information about the dynamics of the
system near the critical point. In Chapter 7 we describe the conclusions that we




In this chapter, we provide a brief description of the theoretical background for the
experimental work presented in this thesis. First, we describe the basic principles of
light scattering. Using these basic principles we show that light scattering techniques
can be used to obtain information about both the static and dynamic properties of
aqueous macromolecular solutions. Specifically, we describe the techniques of static
and dynamic light scattering. Having described some of the quantities that can be
obtained using light scattering techniques, we then go on to describe the theories
that we use to try to explain the experimental data that we obtain. To describe the
equilibrium thermodynamic properties of aqueous 711-crystallin solutions, we use
the very recent mean-field theory due to Thurston, Blankschtein and Benedek To
describe the dynamic properties of the solutions, we use theoretical results that are
based on the N-particle Smoluchowski equation.
Neither the Thurston, Blankschtein and Benedek theory for the static properties
nor the theory based on the N-particle Smoluchowski equation for the dynamic
properties of the system are suitable for an accurate description of the system as
the critical point, is approached asymptotically. Instead, in the vicinity of the critical
point we compare the experimental data with theoretical results obtained for binary
liquid mixtures. For the static properties, we argue that aqueous protein solutions
belong to the same universality class as binary liquid mixtures and therefore should
exhibit the same static critical behavior. For the dynamic properties, we cannot
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use a similar argument. Nevertheless, we argue that, in the absence of a theory
for dynamic critical behavior specifically for aqueous protein solutions, the most
reasonable existing theory for us to compare to the experimental data is the theory
for binary liquid mixtures.
The remainder of this chapter has the following outline. Section 21 contains
a description of the basic principles of light scattering and the static and dynamic
light scattering techniques. In Section 22, we describe the theory of Thurston,
Blankschtein and Benedek. Section 23 contains a description of the theoretical
results based on the N-particle Smoluchowski equation. Finally, Section 24 contains
a description of some of the relevant aspects of the theory of critical phenomena.
2.1 Light Scattering
In this section those aspects of light scattering that are relevant to this thesis will be
briefly reviewed. This review draws on the treatments of a number of other authors
[30, 32, 33, 34, 35, 36, 1, 37]. We begin, in Section 21.1, with a description of the ba-
sic principles of light scattering by aqueous macromolecular solutions. Section 21.2
contains a description of the static light scattering technique. Section 21.3 contains
a description of the dynamic light scattering technique.
2.1.1 Basic Principles of Light Scattering by Solutions
In a typical light scattering experiment, plane-polarized, monochromatic light with
a wavelength in vacuo of A is incident upon a sample which has an average index
of refraction of m. This light propagates in the sample with a wavevector ko =
kfio, where k = 2rm)/A and fio is a unit vector in the direction of propagation.
Collection optics are put in place so that an image of a small volume, V of the
sample is formed on a detector that is placed at a position R, relative to the center
of V. The volume, V, is commonly called the scattering volume. In the case of elastic
scattering, the scattered light that is measured at the detector propagates with a
wavevector k = kfi where fi = R/JR1. Consequently, the momentum transferred in
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such a scattering event is given by the scattering vector, q:
q k-ko (2.1)
0
q jq = 2k sin - (2.2)
2
where is the angle between fi and fio.
It is conventional to confine the electric field of the incident light to a direction
that is perpendicular to the scattering plane (the plane spanned by fi and fio).
Consequently, if is a unit vector that is normal to the scattering plane, then the
incident electric field at a time, t, and position, r, is given by
Einc = Einc2 (2.3)
Einc = EOC i(ko-r-wot) (2.4)
where we follow the convention that the physical electrical field is obtained by taking
the real part of the complex quantity and wo = 2rc/A with the speed of light in
vacuo.
We now make the following assumptions about the scattering sample:
1. the sample of interest can be modeled as a collection of a large number of
identical particles that are suspended in a fluid medium,
2. the polarizability of the particles is isotropic and
3. the particles are much smaller than Ilk so that they may be treated as isotropic
scatterers.
Under these assumptions, the incident electric field will induce an oscillatory electric
dipole in each particle. The dipole induced in the ith particle will be given by
Pi ri, t = aEinc (ri, t) (2.5)
where r(t) is the (time dependent) position of the ith particle relative to the cen-
ter of V and a is the difference between the polarizability of the particle and the
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suspending medium. The scattered field at R due to the ith particle will then be
given by (see for example Ref 38]):
27r 2 ikIR-ri(t,)l
Ej pi r (t'), ) (2.6)
A JR - rtl-)l
where
tr = t JR - r(tr)l (2.7)
C/M
In the above expressions, tr is introduced to account for the finite time required
for light scattered by the particles to reach the detector. In all of our experiments,
R > Iri I for all i, so that
JR - ril '-- R - fi ri (2-8)
and, therefore, with the use of Equations 25 and 28, Equation 26 becomes
Ei = Aoe-iq-ri(tr) (2.9)
where
47r2C'EOAo = i(kR-,,,,, t) (2.10)
A2 R 
The field at R that is due to the light scattered by the suspended particles, will
be the sum of the fields scattered with scattering vector q by each of the particles
in V. Thus
N
E.,, (q, t = Ei
N
= Ao Ciq-ri(tr). (2.11)
where E., q, t) is the field at R that is produced by the suspended particles and N
is the number of particles contained in V at time tr-
It is important to note that a connection can be shown between the observed
scattered field and the number density of particles in the scattering volume. This




E,, (q, t = AO I dr e-iq.rE b f r - ri (2.12)
i=1
Then realizing that the number density of particles, p(r, t) can be written as
N
p(r, t) b f r - ri (t)}, (2.13)
it follows that Equation 212 can be written as
E,, (q, t = A j dr e-iq.rp(r, t,). (2.14)
Thus we see that the scattered electric field is the Fourier transform of the particle
density.
Rather than measure the scattered electric field directly, in our experiments, we
use a photomultiplier to count the number of photons that impinge upon a detector
of area, A, in a time interval between t and t +r. The number of photons counted
(the photocount), n(q, t), is related to the intensity, I, of scattered light by Poisson
statistics (as discussed in detail in 39]), where (q, t = E,,,(q, t1 . For sufficiently
large -r, n(q, t) may be approximated, in Gaussian units, by
n (q, t = dQ R' 14-T dtl c E.,(q, tI) 12 (2.15)
87 hWO
where o is the quantum efficiency of the detector, dis the solid angle subtended
by an infinitesimal area of the detector and h is Planck's constant. The above
expression follows from the fact that the energy passing through a unit area in a
unit time due to the scattered light, averaged over a time interval 27/LOO, is[38]




(n(q) = Ar c (I E.,,: (q) I')
87r hwo
(2.17)
From Equations 211 and 214, we see that
(2.18)
where S(q) is the static structure factor:
i N
S(q = - E iq-(rj-rj)
N 2,3=1
= 1 + p I dr e-iqxg(r)
(2.19)
(2.20)
where =_ NIV is the average number density of particles in the scattering volume.
The radial distribution function, (r) is defined by
pg (r = I 1: (r - ri + r3-) .
N i0i
(2.21)
Equation 220 shows that the static structure factor is related to the Fourier trans-
form of the radial distribution function.
Equation 218 shows that fl&jq) 12) is proportional to V. In addition, since
Ao is inversely proportional to R, it follows from Equation 218 that (JE.,,jq) 12 is
2inversely proportional to R .
If one considers an isotropic material (such as a protein solution) then the radial
distribution function will depend only on Irl and not on the direction of r. Con-
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2.1.2 Static Light Scattering
In this section it will be shown that the time-average of the photocounts can be
used to determine information about the structure of the scattering sample. For
the remainder of this review, it is assumed that the system is ergodic. As a conse-
quence, the time average of the photocounts is equal to the ensemble average of the
photocounts, (n(q)). From Equation 215, (n(q)) is given by
(JE.,jq) 12) = pV jAo 12 S(q)
sequently, the static structure factor and the photocounts will depend only on the
magnitude of the scattering vector, q, and not its direction.
The static structure factor, S(q), has a number of important properties. First,
in the absence of interactions, ri and rj are uncorrelated and, as a consequence,
S(q = 1. Second, in the long wavelength limit, the particle density fluctuations
in a solution can be related to the osmotic compressibility. In particular, it can be
shown thatlil
(P,) - P 2lim S(q = V. (2.22)
q--+O P
Thus, in the long wavelength limit S(q) is a measure of the fluctuations in p that
occur in the scattering volume, V. These fluctuations in p are related to a corre-
sponding thermodynamic susceptibility, X, by the fluctuation-dissipation theorem,
which gives[40]
(P2) 2 = kBT
- P v Al (2.23)
where kB is Boltzmann's constant and T is the absolute temperature. As shown in
Appendix A,
A 2 KT, (2.24)




where H is the osmotic pressure. It thus follows that
lim S(q = kBT (2.26)
q-0 Q P
It is interesting to note that, for an ideal system, H obeys the van't Hoff law and
consequently
X0 (2.27)QpkBT'
where X is the susceptibility for an ideal system. Therefore, using the above equa-
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tion and Equation 226, we may write
liMS(q) -_ X (2.28)
q-0 X0
The above discussion shows that measurements of the time-average of the pho-
tocounts due to light scattered by a dispersion of small particles may be used to
determine a number of important quantities, including, in the limit q --+ 0, the
osmotic compressibility. The osmotic compressibility of the protein molecules in
an aqueous solution, as well as all other equilibrium thermodynamic properties of
the solution, is determined by the Gibbs free energy of the system. Consequently,
measurements of the osmotic compressibility may be used to check the applicability
of a theoretical form of the Gibbs free energy to a particular system.
2.1.3 Dynamic Light Scattering
In dynamic light scattering, the temporal autocorrelation function of the photo-
counts, (n(q, t)n(q, 0)) is measured. If the sample time, r, is small compared to the
time over which E,,, fluctuates (but still long enough that Equation 215 is still valid)
then n(q, t) is unambiguously related to E,,(q, t) 12. If the scattering volume is large
compared to the volume over which the motions of the particles are correlated then
E,,(q, t) will be a zero-mean complex Gaussian variable. When this is the case, the
time autocorrelation function of the photocounts may be written in terms of the
time autocorrelation function of E,,(q, t), i.e.
(n (q, t) n (q, 0) = (n (q) 2 1+ #[f (q, t)]21 (2.29)
where P, which has a value between and 1, characterizes te number of coherence
areas contained in A f (q, t) is the normalized intermediate scattering function
I &: (q, t) E* (q, 0))f (q, t) SC (2.30)
Es,, (q I )
28
Using Equation 211 and 214 respectively, one obtains
N
j(E.,.jqt)E.*,:(qO)) = JAoj 2 -iq-[rj(t)-r,(t)] (2-31)
= NIAO 12 j dr e-iq-rG(r, t) (2-32)
where G(r, t) is a normalized particle density correlation function,
G(r, t = (p(r, t)p(0, 0)) (2.33)
P
With the use of Equation 218, substitution of Equation 232 into Equation 230
yields
f (q, t) dr e -iq-rG(r, t). (2.34)
S(q)
It can then be shown that f (q, t) has the following limits
f (q, t) 1 for t 0, (2.35)
0 for t oo
In some special cases, it is possible to obtain a closed-form expression for f (q, t).
For example, if the particles in solution obey the diffusion equation with diffusion
coefficient, D, then the density correlation function will also obey the diffusion
equation. Namely,
a G(r, t = DV2 G(r, t). (2.36)
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and, consequently,
e-11(q)tf (q, t) (2.37)
where the decay rate, Fq = Dq'. Thus, a measurement of the temporal autocorre-
lation function of the photocounts due to light scattered from a sample of Brownian
particles can be used to obtain the diffusion coefficient of the particles.
For the special case described above, f (q, t) is shown to decay as a single ex-
ponential function. However, in actual measurements on suspensions of particles,
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one often finds that f (q, t) exhibits a significant deviation from exponential decay.
This may occur for a number of reasons, including non-uniform particle sizes poly-
dispersity), interactions between particles and multiple light scattering. Below, we
briefly consider each of these three causes of deviation from exponential decay.
First, if all of the particles in suspension are not the same size, then, rather than
being characterized by a single decay rate, the suspension will be described by a
distribution of decay rates, !9(F). Equation 237 is then generalized to
(q, t = dr gr)e-r, (2.38)
and, thusl f (q, t), is the Laplace transform of !g(r). Analysis of dynamic light
scattering data is often aimed at a determination of !9(F). However, this is not a
straightforward matter because the inversion of Equation 238 is an ill-posed prob-
lem. In other words, there exists a large number of very different solutions that
will fit the data to within experimental error and, as a result, a simple inversion
procedure cannot be used 41].
A very widely used procedure for analyzing f (q, t) is the method of cumulants[42].
In this method, In f (q, t) is fitted by a polynomial of the form
)V (_0M
In f (q, t = 1 K rn! (2-39)
M=1
In the limit V - oo or t --+ 0, te cumulants, Km, are related to the moments of
the distribution. For example
K = I dr rg(r) =_ r),, (2.40)
K2 = ((r - (2.41)
Since a least-squares fit to Equation 239 is a relatively straightforward matter for
small values of ,V, this method is reliable for analyzing f (q, t) over times less than
several decay times.
While effective for determining )a,, the cumulants method is unable, in prac-
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tice, to provide detailed information about shape of GM. A number of computa-
tionally involved, but more general algorithms to determine 9(r) from f (q, t) have
been developed (for example 43, 44, 41 4]). In Section 33.2, we describe one such
algorithm that we use to analyze the dynamic light scattering data that we present
in this thesis. While many of these methods have been shown to provide reasonable
results under certain conditions, there are many examples where these algorithms
provide unreliable results[46, 47, 48]. Consequently, great care is required in the
interpretation of results obtained by this type of analysis.
Second, if particles interact with each other they will not obey the simple diffu-
sion equation and, as a consequence, f (q, t) will no longer, necessarily, be described
by Equation 237 A more detailed discussion of the effects of particle interactions
on f (q, t) is provided in Section 23. While the algorithms described above for the
analysis of f (q, t) were not specifically developed for the case of particle interactions,
they are, nonetheless, often used to analyze data for suspensions of interacting parti-
cles. The cumulant expansion, in particular, provides a reliable method of obtaining
(r),, for interacting solutions.
Third, multiple light scattering within the sample will also lead to a non-exponential
decay of f (q, t). In the presence of multiple scattering, light that reaches the detec-
tor is the result of scattering events over a distribution of values of q. Therefore,
f (q, t), will again be described by Equation 238, with 9(r) now due to a weighted
sampling over a distribution of q.
2.2 Thermodynamics of Aqueous Solutions of In-
teracting Proteins
In this section, we present a description of the thermodynamics of aqueous solutions
of interacting proteins. We follow the treatment of Thurston, Blankschtein and
Benedek[7].
We begin by considering an aqueous protein solution as a system consisting of
k distinct types of molecules. We define N to be the number of molecules of type
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k). In this picture, an aqueous solution of a single pure protein species
contains N water molecules, Np identical protein molecules and various small ions
jNjj, Z= 3 ... k). All of the thermodynamic properties of such an aqueous protein
solution can be determine from its Gibbs free energy, G. In general, we expect G
to be a function of temperature, T, pressure p and the set of numbers, N, Np and
f Nil (Z = 3 ... k). To simplify our treatment, we assume that we need not explicitly
include in our expression for G the number of molecules of the various small ions.
Consequently, we may write
G = G(T, p, N,,, Np). (2.42)
However, rather than write G in terms of N, and Np, it is more useful to write
G in terms of the total volume of the system, V, and the protein volume fraction,
0. Assuming a negligible change in volume upon mixing of the components of the
solution, V and are related to N, and Np by
V NpQp + N,,QW) (2.43)
- NpQp - (2.44)
NPQp + NwQw'
where Q is the volume of a single protein molecule and Q.. is the volume of a single
water molecule. We may now define an intensive function, g, which is a function of
T, p and and which is related to the extensive function, G, by
(T, p, QP G(T, p, Nw, Np). (2.45)
V
In principle, a knowledge of g(T, p, ) allows one to predict all of the observ-
able equilibrium thermodynamic properties of the system. As examples, we now
demonstrate how g(T, p, ) may be used to determine several important equilibrium
properties.
If the form of g is known then the chemical potentials, pw and pp, of the water
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and the protein respectively, can be found using
- aG I 'ag (2.46)
Pw W, g-oao I
aG 9 (I 02g (2.47)
lip 19Np
where = p/Q,,).
It is straightforward to show that the osmotic pressure, H, is related to by
P. 11 (0 = p. (T, p, 0 - p. (T, p, ). (2.48)
It then follows that the osmotic incompressibility is related to g by
all = KT - = I 0 92g (2.49)
a T QP a02
It is important to realize that it may not always be the case that the equilibrium
state of the system is a single homogeneous solution. Instead, it is possible that for
some range of values of T and , the equilibrium state of the system takes the form
of two coexisting protein solutions with differing protein volume fractions. When
this is the case, one may start with a homogeneous protein solution with protein
volume fraction, , and then, upon changing the temperature, observe the system
to separate into two coexisting solution phases with protein volume fractions and
Ob- In order for the two solutions to coexist in equilibrium, it must be the case that
1_t.(TpO. = y.(TiPiOb)7 (2-50)
Pp(TpO. = yp(TpOb)- (2-51)
A plot of the temperature at which the onset of liquid-liquid phase separation occurs
versus is known as the coexistence curve. The equation for the coexistence curve
is found by solving the above pair of equations for and Ob in terms of T. These
equations may be written equivalently in terms of g(T, p, ) by using Equations 246
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and 247. This yields
(2.52)
0=0. 0=4
g (T, p, .) g (T, p, 0b) (Ob - .) ag (2.53)
'go
The location of the critical point T, for this liquid-liquid phase separation
is given by
a2 9 = 0, (2.54)
a02
a3g = 0. (2.55)
,003
We observe, by inspection of Equations 249 and 254, that KT diverges at the critical
point.
The osmotic compressibility, KT, may also diverge at protein volume fractions
other than 0. When this is the case, the temperature at which KT diverges is known
as the spinodal temperature, Tp. A plot of Tp versus is known as a spinodal curve.
This curve may be obtained by solving
a29
=0 (2.56)a02
for in terms of T.
Having shown above examples of how a knowledge of g(T, p, ) may be used to
obtain expressions for the observable, equilibrium thermodynamic properties of a
system, we now discuss the choice of an appropriate form for g(T, p, ). Specifically,
we summarize the work of Thurston, Blankschtein and Benedek, who have proposed
a form for to account for the equilibrium thermodynamic properties of aqueous
7-crystallin solutions[7]. They begin with the assumption that g can be written as
the sum of three terms
9 = go gmix + gint- (2.57)
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In the above expression go is the "standard" part of the free energy. It is at most
linear in and does not contribute to the physical properties of interest. Therefore, it
is not necessary to provide an explicit form for go. The term gi, is the contribution
to g due to the entropy of mixing. The term gi,,t is the contribution to g due to
the change in interaction energy that results from mixing the water and protein
molecules.
Thurston, Blankschtein and Benedek chose the following general forms for gi,,t
and gmix.
e The form for gi,,t was chosen on the basis of a lattice model in the mean-field
approximation to be
gint = -OEnet (T) O', (2.58)
where oEnet(T) is allowed to be dependent on T but independent of . With
this choice for the O-dependence of g,t, it follows from Equation 255 that
is determined by gmix alone.
9 The form for gmix was chosen to be
gmi = kBTf (), (2-59)
where f (0) is allowed to be dependent on but independent of T.
Thurston, Blankschtein and Benedek do not treat the dependence of (T, p, ) on p.
Then using Equation 249, it follows that
QP C91' I 0 kBT a2f - 2oE (2.60)
'go net T
If we assume that this model holds at the critical point then Equation 254 implies
2oEnet(T, = kBT, 92f (2-61)
02 = 
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It then follows from Equations 260 and 261 that
a2f TQP an C a2f
= - (2.62)
BT aO 902 T a02
To complete the theoretical description, specific forms for for OEnet and f (0)
must be chosen. As a first approximation, Thurston, Blankschtein and Benedek
made the following choices.
• oEnet is chosen to be a constant independent of T.
• f (0) is chosen on the basis of the Carnahan-Starling expression for the entropy
of mixing of hard spheres[49] to be
f (0 = fs(O = In - - 62 - 43 (2.63)
(I - 3
With this choice of f (0), the osmotic incompressibility is given by Equation 262
with
a2f I 4 4 2 - 43 4
(2.64)
a02 O( - 4
Since T, may be determined by independent measurements, the experimentally de-
termined values of the osmotic compressibility may be compared with the above
expression with no adjustable parameters.
With the choice of f (0) given above, it follows from an application of Equa-
tion 255 that
0 = 013.
There exists a considerable body of experimental data for the equilibrium ther-
modynamic properties of aqueous solutions containing a single 7-crystallin species[29,
25, 22, 26, 27]. Both Berland[27] and Thurston, Blankschtein and Benedek[7] have
compared this experimental data with the predictions obtained using the above the-
oretical approach. They find that when the above particular choices for Enet and
f (0) are used, the predicted properties differ significantly from the experimental
data. For example, the theoretical prediction of = 013 is in significant disagree-
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ment with the experimental value[221 of = 020 ± 002. Furthermore, they find
that the predicted coexistence curves are 23 times narrower than the experimentally
obtained curves.
To address this disagreement between theory and experiment, Thurston, Blankschtein
and Benedek proposed the following modified forms for oEnet and f (0).
9 oEnet is allowed to vary linearly with T. Specifically, we write
O'Enet (T) = oEnet(Tc) + OuEnet (T - T,. (2-65)
OT T = T,
The value of (aoEnet1aT)T =T, is allowed to take on different values for
different -y-crystallin species.
e f (0) is chosen to be
(0) + a3 a4f (0 = fs - - + (2.66)
T 0, 4! 0C I
where a3 and a4 are constants. The values for a3 and a4 are assumed to be
the same for all -i-crystallin species.
For the above choice for f(o), the osmotic compressibility is given by Equa-
tion 262 with
a2f 4 4 2 - 4 3 4 a3,+ a4 2.
+ (2.67)
a02 0( - 4 T3 2oC4
Thurston, Blankschtein and Benedek determined the values of a3 and a4 US-
ing two experimental data points. One of the data points is the experimental
value of the critical volume fraction, oc = 020 002. The other data point
is the value of the osmotic pressure, H, at the critical point. This quantity has
been measured by Berland[271 for 711lb-crystallin in aqueous solution. She found
that pflclkBTc = 0043. Using these two experimental data points, Thurston,
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Blankschtein and Benedek found that
a3 0.72,
a4 -1.22.
The value of 0oEnet1,9T)T = T, is also determined using experimental data. In
particular, for 711-crystallin, Thurston, Blankschtein and Benedek used the experi-
mentally determined liquidus line to determine that
199Enet 0.
aT T = ,
It is important to emphasize that this value for ,YoEnet1,9T)T = T, is assumed to
be valid for -ill-crystallin only.
With the above choices for the particular form for oEnet and f(O), we may
obtain predictions for the equilibrium thermodynamic properties of the system. As
an example, the predicted coexistence curve and spinodal curve for 711-crystallin
are shown in Figure 21.
2.3 Dynamics of Aqueous Solutions of Interact-
ing Proteins
We begin by modeling an aqueous solution of interacting protein molecules as a
classical system consisting of Np large, massive particles (e.g. protein molecules) that
are dispersed in a collection of N small, light fluid particles (e.g. water molecules).
We do not treat explicitly the various small ions that are in solution. In principle,
this system is completely described by Newton's laws of motion or, equivalently,
the Liouville equation. However, we may obtain more useful descriptions of the
system by recognizing that different types of motion in the system occur on widely
separated time-scales. For example, since the fluid particles are much smaller and
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Figure 21: The coexistence curve (solid line) and spinodal curve (dotted line) for
-/11-crystallin given by the theory of Thurston, Blankschtein and Benedek. For these
curves, we chose T=277K. These curves were generated by G. Thurston.
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will be much smaller than the characteristic time for the motion of the protein
molecules. Therefore, we expect that a course-grained description, in which the
details of the motion of the fluid molecules have been eliminated, should provide a
useful description of the dynamics of the protein molecules. Such an elimination of
the fluid variables has been done by Deutch and Oppenheim[50]. They showed that
the description in terms of Newton's laws of motion reduces to N-coupled velocity
Langevin equations and that the Liouville equation reduces to an N-particle Fokker-
Planck equation.
The motion of the protein molecules may be further classified into three different
time-scales. We discuss each of these time-scales below.
The first characteristic time for the motion of the protein molecules that we can
identify is the Brownian relaxation tirne[l], B. This is the time required for the
velocities of the protein molecules to relax. An estimate for B for Yl-crystallin
is contained in Table 21. For colloidal particles, including /l-crystallin, the dis-
tance that the particle moves in a time B is much less than the radius of the
particle. Consequently, for times much longer than B, we expect that a further
course-graining in which the velocities of the protein molecules are eliminated will
provide an adequate description of the dynamics of the protein molecules in solu-
tion. Murphy and Aguirre[52] have shown that when the protein velocities have
been eliminated, the N-coupled velocity Langevin equations reduce to N-coupled
position Langevin equations and the N-particle Fokker-Planck equation reduces to
an N-particle generalized Smoluchowski equation. Henceforth, we will refer to the
N-particle generalized Smoluchowski equation as the GSE.
Second, we must recognize that the motions of different protein molecules may
be coupled by hydrodynamic interactions. These interactions are the result of vis-
cous shear waves that propagate between the protein molecules. Therefore, we
need to consider another characteristic time, namely, the hydrodynamic relaxation
time[l], TH. This is the characteristic time for hydrodynamic interactions to prop-
agate between particles[l], H. An estimate for H is contained in Table 21. It is
important to realize that H decreases as the protein concentration increases. Thus,
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R=radius of particle=23.9 x 10-8CM for yll-crystallin
vp=mass density of particle=1.4g/cm' for Yi-crystallin
710=viscosity of suspending fluid_-- .01poise for water at 20'C
vo=mass density of suspending fluid_-- lg/cm' for water
p=particle number density> 4 x 1017CM-1 (equivalent to 0.01)
D=particle diffusion coefficient< I x 10-'cm'/sec for ll-crystallin
q=scattering wavenumber; 34 x 10'cm-1 for A = 88nm
Table 21: Important time-scales for colloidal dispersions
Characteristic time: for -111-crystallin
2R 2VP
TB __ 9YO




1< 10-10secfor hydrodynamic relaxation[l]
I




r- secprobed by experiments[51]
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although for 711-crystallin at low concentration, H is much larger than B, at high
concentration the two times are of approximately the same magnitude.
Third, we can identify a structural relaxation time[l], R. This is the time re-
quired for the positions of the protein molecules to change appreciably. An estimate
for R is contained in Table 21. We note that, for 711-crystallin, -rR is at least six
orders of magnitude larger than -rB and at least four orders of magnitude larger than
,rH. Consequently the GSE, which is valid for times much longer than 'rB, provides
an appropriate description of the system for times on the order of R.
Experimentally, we characterize the dynamics of the system using dynamic light
scattering. In dynamic light scattering, we essentially measure the time it takes
for concentration fluctuations with wavelength 27r/q to relax. Therefore, the char-
acteristic time probed by these measurements, E, is on the order of (Dq 2)-l [51].
Generally, for our measurements, E is on the order of or greater than R. At small
angles, in particular, q is small and, in this case, E may be significantly larger than
TR
For times much longer than -rR, it is appropriate to describe the aqueous protein
solutions using a macroscopic, phenomenological approach. Such an approach is
provided by the theory of irreversible thermodynamics[53]. In this treatment, we
focus our attention on a small volume element, V, within the aqueous solution that
we are considering. This 6V is small compared to the total volume of the solution,
but still sufficiently large that it contains a large number of protein molecules. As
described earlier, we model the aqueous protein solutions in which we are interested
as mixtures of colloidal particles (e.g. protein molecules) and water. Both protein
and water molecules may move in or out of 6V, but 6V itself remains constant.
The starting point for irreversible thermodynamics is an expression for a, the
entropy produced in the volume under consideration per unit volume per unit time.
In general, one can write a in terms of flows, J, and conjugate forces, F,, as[53, 33]
To, J,F,,,, (2-68)
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where T is the absolute temperature. When this is the case, the flows, J are
related to the conjugate forces through Onsager transport coefficients, L,,O,
J. E L.pFo. (2.69)
la
For our model for aqueous protein solutions, at fixed temperature and pressure,
To, may be written as[33]
To, = J,, V + Jp (-pp), (2.70)
where and pp are the chemical potentials of the water and particles, respectively,
and J,,, and J are the corresponding fluxes. We can define water and protein
velocities, v and vp as
JW = PWVW1 (2.71)
i = PVp' (2.72)
where p is the number density of water molecules and, as before, p is the number
density of the particles.
In our treatment, 6V remains constant and, consequently, Jw and J are related
by
= Q"J" + QpJp' (2.73)
where, as before, w and Qp are the volumes occupied by a single water molecule
and particle, respectively.
In addition, the chemical potentials, pw and lip, are not independent but are
related by the Gibbs-Duhem relation, which for fixed temperature and pressure is
0 = p.dp + pdpp. (2.74)
Equations 273 and 274 may be used to eliminate Jw and tip from Equation 270
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yielding





Then, according to Equation 269, J is related to F by an Onsager transport
coefficient L. That is,
i = FP1 (2.77)







This susceptibility is related to the osmotic incompressibility, as shown in Ap-








D = L I
x
(2.82)
where D is the collective diffusion coefficient.
We note that in the steady-state, the thermodynamic force F will be balanced
by a frictional force, that is
F = fP, (2-83)




-1 f2 + - Op-x = -
Q.,,, P ap
L is related to f by
L= (2.84)Q Pf
where we have used the fact that QPP-
It is informative to consider the form that Equation 282 takes for an ideal
system. We showed in Section 21.2, that for an ideal system,
0
= 0 == - (2.85)
QPkBT_
Furthermore, for an ideal system, the friction coefficient, f, will be the single-particle
friction coefficient, jo, and, therefore
L = Lo A. (2.86)
Thus, the diffusion coefficient for an ideal system, Do, is
Do - Lo - kBT (2.87)
X0 A
which is the famous Einstein relation. In real solutions, Do is the diffusion coefficient
of the protein molecules at infinite dilution.
From the discussion above, it follows that we may write D in the following way,
LlLo
D = Do -/Xo. (2.88)
X
This expression for D will prove useful for the discussion that follows.
On the basis of the above discussion in terms of irreversible thermodynamics,
we may conclude that for times long compared to -rR, fluctuations in protein con-
centration will obey the diffusion equation,
a = DV2 Pi (2.89)
at
where D is given by Equation 288. As described in Section 21.3, when p obeys
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the diffusion equation, the intermediate scattering function will decay exponentially
with a decay rate q 2D. Consequently, in this case, by substituting Equation 288
into Equation 237, we find
d In f (q, t = -q'D LlLo (2.90)
dt UX/XO'
While these results obtained using the principles of irreversible thermodynam-
ics provide a useful description of the system for times long compared to TR, this
approach does not allow us to relate the macroscopic variables, such as L, to the
microscopic properties of the system. Furthermore, as we mentioned earlier, experi-
mentally, we have characterized the dynamics of the protein solutions using dynamic
light scattering which may probe the system on a time-scale that is on the order of
or somewhat greater than TR. Consequently, it is very useful now to consider the
description of the dynamics of aqueous protein solutions in terms of the generalized
Smoluchowski equation (GSE). The GSE allows us to find a formal relation between
L and the microscopic properties of the system. Furthermore, as we described ear-
lier, the GSE can provide a description of the system that is valid for times on the
order of TR.
The GSE is an equation that governs the probability density of the protein
positions for times long compared to B. Specifically, if ri denotes the position of
the ith protein molecule, then the 3N-dimensional vector X = r, ... rN) specifies
the (course-grained) configuration of the system and the GSE may be written as[54]
ap(x, O = P(X, ). (2.91)
(9 t
In the above equation, P(X, t) is the probability that the system has the configura-
tion X at time t and is the N-particle Smoluchowski operator
D= 19 D. la +0 (2.92)
ax WK ax
where D is a 3N x 3N diffusion coefficient matrix, X) is the total interaction
46
potential of the system and = kBT)-'. If D and 41(X) are known then the GSE
gives a course-grained description of the system. For generality, we will not specify
forms for D or -(D(X) at this point.
We now use the GSE to describe the intermediate scattering function, f (q, t) as
was first done by Ackerson[31, 55]. For this purpose, it is convenient to introduce
the spatial Fourier transform of the protein number density
N
t) -iqrj(t). (2.93)
Then the static structure factor (Equation 219), which we now recognize may de-
pend on and T, may be written as
S(q, , T) ((-q)(q)), (2.94)
where 0). Similarly, the intermediate scattering function (Equation 234)
may be written as
f(qt) t)) (2.95)((-q)&)) 
The above equation shows that f (q, t) may be viewed as the normalized time auto-
correlation function of fluctuations in the Fourier component of p with wavenumber
q.
When the system is governed by the GSE, the time evolution of a dynamical
variable is determined by the "adjoint" Smoluchowski operator [1], 5. Specifically,
the time evolution of (q, t) is given by
(q, t) (q) (2.96)
where[54]
D. (2.97)19X ax Ox,
It thus follows that
f (q, t - ((-q)cDt&)) (2.98)
((-q)(q)) 
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As we describe in Appendix B, the above equation may be cast in a useful form by
using a Zwanzig-Mori projection operator formalism, which yields[l, 55]
d t
_f (q, t) f (q, t) + ds M (q, t - s) f (q, s), (2.99)
dt 10
where the lower limit of integration, which we have written as 0, should be inter-
preted to mean a time that is short compared to R but still long compared to B.
In the above equation, M(q, t) is a memory function that is defined precisely in
Appendix B. For the discussion here, however, the precise definition of M(q, t is
not important. Instead, it is sufficient to know simply that we expect M(q, t to
decay to zero with a characteristic time that is on the order of TR, the structural
relaxation time of the system.
It is conventional to write Equation 299 as
d f (q, t = -q 2Du H (q, , T) f (q, t) + ' ds M(q, t - s)f (q, s), (2.100)
dt S(q, , T) 0
where, as before, Do is the diffusion coefficient at infinite dilution. The above equa-
tion is obtained from Equation 299 by making use of Equation 294 and introducing
the hydrodynamic factor, H(q, , T), which we define to be
H(q, , T) (2.101)q2Do(T)N
This factor depends on the hydrodynamic interactions between protein molecules in
solution. In the absence of hydrodynamic interactions, H(q, , T = .
Since we expect M(q, t) to decay to zero with a characteristic time that is on
the order of R, we expect the Equation 2100 to have the following limiting forms,
-q 2Do H(q, , T) for B < t < rR,
d Inf(qt) S(q, , T) (2.102)
dt -q 2Do H(q, , T) + fOOO ds M(q, s) for -rR < t.
S(q, , T)
Thus, generally, the decay rate of Pqt) at long times is different from the decay
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rate at short times. Here, by long times we mean times long compared to TR and
by short times we mean times short compared to TR but still long compared to -rB.
From the above result it appears that for both short times and long times, f(qt)
will decay exponentially. In contrast, however, for times on the order of TR, we do
not generally expect f (q, t) to decay exponentially.
We showed using the principles of irreversible thermodynamics that f (q, t) will
decay exponentially with a decay rate q 2D, where the expression for the collective
diffusion coefficient, D, is given by Equation 288. Of course, this result is valid for
macroscopic times (i.e. times long compared to TR) and macroscopic lengths (i.e.
q - 0) . Thus, in the long time and small q limit, we may equate the expression for
f (q, t) that we obtained using the GSE with result that we found using irreversible
thermod namics, to find that
Do lim Do H(q, , T) I ds M (q, s). (2.103)
X/Xo q-0 S (q, , T) q2 0
The left-hand side of the above equation is the expression obtained from irreversible
thermodynamics for D (Equation 288). The above equation may be viewed as a
formal expression for L in terms of the microscopic properties of the system, where
the microscopic properties are contained in the expressions for D and ) that enter
into H(q, , T), S(q, , T) and M(q, t) on the right-hand side of the above expression.
It has been shown that the expression obtained for f (q, t) on the basis of the
GSE simplifies considerably if the interactions between the particles, including hy-
drodynamic interactions, are pairwise additive[55, 1, 35]. When this is the case,
M(q, t) goes to zero faster than q 2 and, consequently,
lim - d Inf(qt = Do. H(0, T) for t > rB, (2.104)
q--*O q2 dt S(0, T)
where
H(0, T) = lim H(q, , T), (2.105)q-0
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and
S(O, T) = lim S(q, 01 T). (2.106)q-0
Thus in the long wavelength limit i.e q --+ 0), f (q, t) decays exponentially for times
much longer than B, including times on the order of R.
In addition, under the assumption of pairwise additivity, Equation 2103 becomes
Do LlLo - Do H(O, T) (2.107)
X/Xo S(O, T)
Since S(O, T = X/Xo (Equation 228), it follows from the above equation that
H(O, T = L f (2.108)
Lo fo'
From this equation, it is clear that
lim H(q, , T) 1. (2.109)0-0
Felderhof has obtained an expression for H(O, T) to first order in for a disper-
sion of colloidal spheres, assuming that both direct and hydrodynamic interactions
are pairwise additive[56]. In obtaining this expression, Felderhof assumed that hy-
drodynamic interactions occur instantaneously (i.e. this approach is valid only for
times long compared to H) and that only one- and two-body hydrodynamic in-
teractions need be included. We present the expression that Felderhof obtained in
Chapter 5, where we compare it to our experimental data.
2.4 Critical Phenomena
When a system is at a critical point, many of its static and dynamic properties
exhibit anomalies. These anomalies may be characterized in terms of critical ex-
ponents. Remarkably, it has been found that a wide variety of different systems
share the same values for the critical exponents. All systems that share the same
values for the critical exponents are said to belong to the same universality class. A
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theoretical understanding of this universality has been provided by the application
of renormalization group methods to the study of critical phenomena[57, 58]. This
theoretical approach reveals which features of a system determine the universality
class to which it belongs.
First, we consider the static properties at the critical point. The renormalization
group approach leads to the conclusion that the values of the critical exponents
characterizing the static properties depend on only three features of the system.
Namely
1. the spatial dimensionality of the system,
2. the symmetry of the order parameter and
3. whether or not long range forces are present.
It can therefore be shown[57] that all three-dimensional systems that have a scalar
order parameter and no long range forces belong to the same static universality class.
This static universality class includes the three-dimensional Ising model, simple
fluids at the liquid-gas critical point, mixtures of two simple liquids at the critical
mixing point and aqueous protein solutions at the critical point for liquid-liquid
phase separation.
We saw in Section 22 that one of the static properties that diverges at the critical
point for aqueous protein solutions is the osmotic compressibility, T- Indeed, it has
been found experimentally for aqueous /l-crystallin solutions that as the critical




The value found experimentally for the critical exponent -Y is in agreement with the
value of 122 predicted by the renormalization group approach[57]. In contrast, the
mean-field theory of Thurston, Blankschtein and Benedek predicts that = This
is an example of the well known failure of mean-field theories near the critical point.
One common experimental method of characterizing the the static properties of
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a system near a critical point is the measurement of the time-averaged intensity of
light scattered by the system. We showed in Section 21.2 that such measurements
allow one to determine the static structure factor, S(q, , T). Since S(q, , T) is pro-
portional to rT(Equation 226), we know that S(q, 07 T) will diverge at the critical
point. However, S(q, 07 T) may also provide additional information about a system
near a critical point. To see this, we introduce the Ornstein-Zernike direct correla-
tion function, (r). We define c(r) through its Fourier transform (q) in terms of
S(q7 , T)
S(q, , T) (2.111)
- pq)'
The direct correlation function is useful here because it depends only weakly on
temperature as compared to S(q, , T). For example, for T > T, S(q, , T)=I,
while at the critical point(T = T), S(q, 07 T) -+ oo. In comparison, for T > T7
(q = 0, while at the critical point, (q = 11p. Since (q) appears well-behaved
even at the critical point, it seems reasonable to expand (q) in a Taylor series about
q = for all temperatures up to T. Then for isotropic systems
(q = (O) + 2(0)q 2 + (q 4). (2.112)
If we restrict our attention to the long wavelength limit, then we may neglect terms
of order q 4 and higher in (q). It therefore follows that
R -2
S(q, , T = 2 q21 (2.113)K
where




The physical interpretation of becomes clear if we consider the Fourier transform
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of S(q, , T), namely the density-density correlation function, G(r),
G(r) 1)3 dq eiq.rS(q, , T), (2.114)(2r
1 C_ r. r
4,xR r (2.115)
Thus, we see from the above result that rl characterizes the length over which
density fluctuations are correlated. It is therefore natural to introduce the Ornstein-
Zernike correlation length, , which is defined to be
(2.116)
As the critical point is approached, we expect density fluctuations to become in-
creasingly long range. Therefore, at the critical point, we expect to diverge.
We may write S(q, , T) in terms of using Equations 2113 and 2116, which
yields -22
S(q, , T) R (2.117)
1 + q22
Henceforth, we shall refer to the above equation as the Ornstein-Zernike relation.
This relation shows that measurements of S(q, , T) allow one to determine as well
as T. Furthermore, since we expect diverge, it follows from the above equation
that light should be scattered increasingly in the forward direction as the critical
point is approached.
In Section 21.2, we introduced the thermodynamic susceptibility, X. It is useful
at this point to introduce a generalization of X, namely a q-dependent susceptibility,
X(q), which we define by the relation
S(q, , T = kBT X(q). (2.118)
P
The original susceptibility, X, is recovered from X(q) in the limit q --+ 0. On the
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basis of the Ornstein-Zernike relation, we expect
X(q) 2 (2.119)
+ q22
We will make use of X(q) later in our discussion when we address dynamic critical
phenomena.
The Ornstein-Zernike relation allows us to relate v, the exponent that charac-
terizes the divergence of , to -, the exponent that characterizes the divergence of
KT. To see this, we note that
lim S(q, , T = kBT R-2 2 (2.120)
q-0 QP








Furthermore, on the basis of Equation 2120, it follows that
S(q, , T = kB t KT 22' (2.124)QP I+ q
Having discussed above, in some detail, the static properties, we now go on to
consider the dynamic properties near the critical point. In contrast to the case for the
static properties, it is not as well established which features of the system determine
the critical exponents for the dynamic properties. Certainly, it is expected that those
features of the system which determine the static critical exponents will also play
a role in determining the dynamic critical exponents. However, additional features
are also expected to be important in determining the exponents that characterize
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the critical dynamics[57]. Unfortunately, it is not clear which specific additional
features of the system determine its dynamic universality class.
Nevertheless, for a number of specific systems, considerable progress has been
made in describing theoretically the critical dynamic behavior. For example, theories
have been developed to describe the critical dynamics in both simple liquids and
binary liquid mixtures[57]. One of the conclusions that may be drawn from this
theoretical work is that simple liquids and binary liquid mixtures belong to the same
dynamic universality class. This conclusion is supported by numerous experimental
studies[59, 60].
To our knowledge, however, there has been no theoretical treatment of dynamic
critical behavior that is specifically applicable to the case of aqueous protein solu-
tions. Of course, it is often reasonable to model aqueous protein solutions as binary
mixtures of protein and water. In this sense, there is a strong analogy between aque-
ous protein solutions and binary liquid mixtures. However, in modeling dynamic
behavior near the critical point, we believe that there is a difference between the
two systems that is important to consider. Specifically, in binary liquid mixtures
the two components are nearly the same size, whereas in aqueous protein solutions
the two main components, protein molecules and water molecules, are very different
in size. It seems reasonable to suspect that this difference in size will have an effect
on the critical dynamics of the system. Unfortunately, to our knowledge, the effect
of this difference in size on the critical dynamics of binary mixtures has not been
investigated theoretically. Consequently, we do not have a theoretical prediction for
the manner in which a difference in the size of the two components of a binary mix-
ture will affect the critical dynamic behavior. In the absence of such a theoretical
prediction, it seems that the theory for binary liquid mixtures is the most reasonable
existing theory for us to compare to our experimental results for critical dynamics
in aqueous protein solutions.
In this thesis, we characterize the dynamic critical behavior of aqueous protein
solutions using dynamic light scattering. As described in Section 21.3, in dynamic
light scattering we measure the time autocorrelation function of the intensity of light
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scattered by the sample. From Section 21.3, we know that provided that  < V,
the autocorrelation function of the intensity of scattered light will be related to the
intermediate scattering function, f (q, t), by Equation 229. Therefore, to compare
our experimental data to the theory for binary liquids, we need the theoretical
prediction for f (q, t) near the critical point.
We begin with an expression for f (q, t) for binary liquid mixtures that can be
obtained using the principles of irreversible thermodynamics[33]. We described in
Section 23 that, for colloidal dispersions, irreversible thermodynamics could be
used, to obtain an expression for f (q, t), for times long compared to the structural
relaxation times, R. For binary liquid mixtures, an analogous approach can be used
to obtain an expression for f (q, t). Similar to the result one obtains for colloidal
dispersions, using the principles of irreversible thermodynamics, one finds for binary
liquid mixtures, for times long compared to R, that f (q, t) decays exponentially with
a decay rate F(q), where
F(q = q L(q) (2.125)
X(q
In this equation, L(q) is a q-dependent Onsager transport coefficient and X(q) is the
q-dependent susceptibility that we introduced in Equation 2118. We assume that
X(q) has the Ornstein-Zernike form Equation 2119).
The Onsager transport coefficient may written as the sum of two terms, i.e.[59]
L = LB + Lc, (2.126)
where LB is the background contribution to L, which we expect to be well-behaved
at the critical point, and LC is the critical contribution to L, which we expect to
diverge at the critical point.
It follows from the above equation that we may write F as the sum of a back-
ground contribution, B(q), and a critical contribution, FC(q). That is,
F (q = B (q) + IC (q), (2.127)
56
where
FB (q = q 2 LB (2.128)
X(q)'
Fc (q = q' LC (q) (2.129)
X(q)
Similarly, the viscosity, n(q), may be written as
(q = B(q) + qc(q), (2.130)
where 71B is the background viscosity and 71c is the critical part of the viscosity.
Furthermore, since we assume that X(q) has the Ornstein-Zernike form and we
expect that LB oc q-', it follows that B(q) should have the form[59]
I'B (q -q 2 1 + q22 (2.131)
YB 2
We now introduce the generally accepted theory for critical dynamics in binary
liquid mixtures which is based on the mode-mode coupling approach developed by
Kawasaki[61]. In this approach, the critical slow variables of the system are identified
and kinetic equations are constructed to describe these variables. These kinetic
equations are then used to obtain an expression for the decay rate of concentration
fluctuations, r (q).
According to Kawasaki, the slow variables for a critical binary liquid mixture
are the mass density, the entropy density, the local velocities and the concentration.
Kawasaki has derived kinetic equations for these variables using the Zwanzig-Mori
projection operator formalism (which we briefly describe in Appendix 13) and in-
cluding non-linear couplings between the various slow variables (the mode-mode
coupling terms). On the basis of these equations, Kawasaki found the following set
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of coupled integral equations for Fc(q) and c(q) 61, 62, 63, 64]:
kBT (q - k) 1
FC (q = (2r)3 q 2jdk sin 20 X(q) k2,q(q) + pf'(q - k)' (2.132)
kBT 1 2 2 2o 1 1 2 x(k)X(q - k)
qC (q) = (27r)3F ijdk k sin 9 sin (k) X(q - k) r(k) + r(q - k)'
(2.133)
where 0 and 0 are the polar and azimuthal angles of k in a coordinate system in
which the polar axis is in the direction of q. Equations 2.132 and 2.133 may be
solved by an iterative approach, in which a zeroth order solution for 77 is substituted
into Equation 2.132 to obtain an expression for F which in turn is substituted into
Equation 2.133 and so on.
Burstyn and Sengers[64] have found analytic expressions for f, and 77 which pro-
vide very good approximate solutions to Equations 2.132 and 2.133. These expres-
sions are
,q limq(q) YB(Qo)"', (2.134)q--+O
rB(q) + q 22 (2.135)
6r'qB qc
rc (q) kBTq 2 k(q) I+ q22 Zn/2 (2.136)
67rq 4
where z=0.065 and
,C (X = 3 [I + X2 + (X' - X_') arctan(x)]. (2.137)4X2
The quantity Q is a system dependent amplitude that has dimensions of inverse
length. The quantity qC characterizes the magnitude of the background contribu-
tion to the decay rate. It also has dimensions of inverse length. Both Q and qC
are assumed to be constants. Oxtoby and Gelbart[63] showed that as a result of the
coupled integral equations (Equations 2132 and 2133), there exists a relation be-
tween the viscosity and the magnitude of the background contribution to te decay
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rate. This can be expressed as a relationship between Qo and qc, specifically[65, 64],
4e 4/3
qC ;,, 37r QO 1.6Qo. (2.138)
It is useful to consider the forms of 17B (q) and rc (q) under certain limits. Table 22
contains the forms of rB(q) and rc(q) in the limit that q --+ 0 and in the limit that
q --4 oo.
We described previously that the principles of irreversible thermodynamics may
be used to show that, for times long compared to R, f (q, t) will decay exponentially.
However, on the basis of more recent theoretical work, it has been predicted that,
even for long times, f (q, t) should exhibit a very slight deviation from exponential
decay at the critical point[66]. This deviation from exponential decay is predicted
to be so small that it is very difficult to observe experimentally. Consequently,




q --+ 0 q -- oo
rB(q) kBT q 2 22 kBT
- + q4
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In this chapter we describe the details of the experimental methods used to acquire
the data that is presented in Chapters 4 and 6 In Section 31, we describe the
methods that were used to obtain pure 711-crystallin samples and the procedures we
followed to prepare and concentrate the protein solutions. In Section 32, we present
our reasons for using dithiothreitol (DTT) in some of the solutions. Specifically, we
describe the mechanism by which we believe DTT reverses the air oxidation of cys-
tine residues. Furthermore, in this section we present the experimental data for the
coexistence curve of 711-crystallin in an aqueous solution containing mM DTT.
We show that the addition of DTT to the solution does not significantly change the
shape of the coexistence curve or the location of the value of the critical protein
volume fraction, 0,. Section 33 contains a detailed description of the procedures
used to acquire and analyze the light scattering data. This section is divided into
two subsections, Sections 33.1 and 33.2 In Section 33.1, we describe the collection
of static light scattering data and the methods that we use to obtain from this data
information about the static thermodynamic properties of the system. Section 33.2
contains a description of the procedure that we used to measure the time autocorre-
lation functions of the photocounts and the various methods that we used to analyze
these autocorrelation functions.
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3.1 Preparation of I-crystallin Solutions
Bovine yll-crystallin was isolated from calf lenses by column chromatography using
either of two different variations of a method described elsewhere 25]. In the first
of these methods, the -crystallin samples were purified by using the method that
differed from the method described in Reference 25] only in that two Sulfopropyl
(SP)-Sephadex C50 steps were used rather than one (SP)-Sephadex step and one
diethylaminoethyl (DEAE)-cellulose step. In the second of these methods, the 711-
crystallin samples were purified as in the first method except that a final (DEAE)-
cellulose step was used as well. The purity of the samples were checked using
cation-exchange high performance liquid chromatography (HPLC) using a CM-300
synchropak column (Synchrom).
After purification, the protein samples were passed through a 022 micron filter
(Millex-GV, Millipore, Bedford, MA.) and transferred into a buffer solution by either
dialysis or ultrafiltration (Centricon-10 and Centriprep-10, Amicon, Beverly, MA.).
The buffer into which the samples were transferred was either mM sodium phos-
phate buffer (ionic strength 120mM, pH 71) or 0mM sodium phosphate buffer
(ionic strength 24OmM, pH 71). All buffers contained 3mM sodium azide. For
some samples, the buffer solution also contained mM dithiothreitol (DTT). DTT
was added to some of the solutions to prevent oxidation of the protein molecules,
as described in Section 32. The protein solutions were then concentrated to the
desired protein volume fraction, , by ultrafiltration. The protein concentration of
the samples were determined by UV absorption as described elsewhere[22], using a
specific absorption coefficient "7 'J280 "' - 218. The samples were then transferred
into glass scattering cells and centrifuged at 4300 x for at least 2 hours to remove
any dust particles that might act as nucleation centers for protein crystallization
or might complicate interpretation of light scattering data. Finally, the protein
solutions were sealed under either nitrogen or argon.
The phase separation temperature, T hase, of the solutions were determined byp
a method described elsewhere[25, 22].
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3.2 DTT
During the course of the experimental work that is described in this thesis, it be-
came clear that the critical temperature for phase separation, T, of 1-crystallin
in phosphate buffer did not remain constant but, instead, tended to increase with
time. However, we found wide variability in the rate of increase of T, in different
-yll-crystallin samples. For example, we observed no change in T, in one sample over
4 weeks, while some other samples exhibited increases in T, of several degrees in 24
hours. Despite this variability, we found that for most samples the T, increased by
approximately 0.5'C per week.
Pande et al. observed that this rise in T, with time is accompanied by both
a tendency of the protein molecules to aggregate and the appearance of an addi-
tional peak on cation-exchange HPLC[67]. They showed that all of these changes
in crystallin were due to air oxidation of the thiol groups on cysteine residues
in the protein. This oxidation of thiol groups leads to the formation of disulfide
bridges between cysteine residues and the formation of cystine[68]. This is shown
schematically in Figure 31.
In principle, such disulfide bridges may either form between two cysteine residues
on the same protein or between two cysteines on different proteins. If intramolecular
disulfide bridges are formed, they may lead to changes in protein conformation. This
would result in changes in protein-protein and protein-water interactions and could,
thus, lead to an increase in T, and in the tendency of proteins to aggregate. On
the other hand, if intermolecular disulfide bridges are formed, this would lead to the
formation of protein aggregates. These aggregates could then lead to an increase in
T:-
Furthermore, Pande et al. showed that the addition of dithiothreitol (DTT)
prevented the changes to yll-crystallin that are described above. It is thought
that DTT is effective here because it reduces disulfide bridges with the consequent
production of two thiols[68]. This is shown schematically in Figure 32. In the







































Figure 31: Oxidation of the thiol groups on two cysteine residues results in a




































Figure 32: The action of dithiothreitol(DTT) on the disulfide bridge of Cystine.
DTT reduces the disulfide bridge and leads to the production of two thiol groups.







reaction is far to the right[68]. Thus, DTT reverses the effect of the oxidation of
thiol groups.
Since, for the work in this thesis, we were primarily interested in the properties
of aqueous solutions of native 711-crystallin we wanted to inhibit any air oxidation
of cysteine residues that might occur during our measurements. However, while
the addition of DTT to aqueous yII-crystal1in solution will reverse the oxidation of
the cysteine residues, in principle, the DTT may also change those physical prop-
erties of the solution that we are interested in studying. To investigate the effect
that DTT has on the properties of the solution, we measured the coexistence curve
of 711-crystallin in mM phosphate buffer and mM DTT. Specifically, we de-
termined the temperature for phase separation, T hase, at eleven different proteinp
concentrations, C, using cloud point measurements. A plot of T hase versus C forP
this system is shown in Figure 33.
As described in Chapter 1, the coexistence curve of 711-crystallin in the absence
of DTT is consistent with the equation
C, - C T - T
= A (3-1)
C, T
with 0.325. In this equation, C, is the critical concentration, T, is the critical
temperature and A is a parameter that characterizes the width of the curve. In
particular, it has been found that the coexistence curve of /Il-crystallin in 0mM
phosphate buffer, in the absence of DTT, is consistent with the above equation with
T = 52 ± 02, C = 269 ± 20 and A = 26 ± .1. To show that the above equation
also describes the coexistence curve in the presence of DTT, we fitted the data
in Figure 33 with Equation 31 using a least-squares fitting procedure in which 
was fixed at 0325 and T, Q, and A were treated as adjustable parameters. Using
this fitting procedure, we found that T = 40 ± .1'C, C = 257 ± 10mg/ml and
A = 28 ± 02. These values for C, and A are in agreement, within experimental
uncertainty, with the values for 711-crystallin in 0mM phosphate buffer. The value
of T, that we found for yll-crystallin in mM phosphate buffer and mM DTT is
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Figure 33: The coexistence curve of 711-crystallin in mM phosphate buffer and
2OmM DTT. The solid curve is Equation 31 with = 0325 C = 257 ± 10mg/ml
(0 = 0182 ± 0007) A = 28 ± 02 and T = 40 ± .I'C.
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1.2'±0.2' lower than the value of T, for /Il-crystallin in 0mM phosphate buffer in
the absence of DTT. Thus we concluded that the addition of DTT to qj-crystallin
solutions does not change C or A but it does change T. A further confirmation
that C and A do not change with the addition of DTT is provided by examining
a plot of TIT, versus C. If, indeed, C, and A are same for 711-crystallin in the
presence and absence of DTT, then we would expect a plot of TIT, versus C for
711-crystallin in the presence of DTT to collapse onto the plot for 711-crystallin in
the absence of DTT. These plots are shown in Figure 34.
3.3 Light Scattering
All light scattering measurements in this thesis were made with the instrument built
by Richard Chamberlin. It is based on the design by Haller, Destor and Cannell[69]
and is described in detail elsewhere[70]. This instrument can be used to measure
both the temporal autocorrelation function and the average intensity of light scat-
tered from aqueous solutions at twelve different angles (11.50 < < 162.60'). One
of the most important features of this instrument is that it has a temperature stabil-
ity of ±0.002K which makes it suitable for making measurements very close to the
critical point. The light source used for the light scattering measurements was either
an argon ion laser (Coherent Innova 90-5) operating at A = 488.Onm or a helium-
neon laser (Spectra-Physics model 125 or model 127) operating at A = 632.8nm.
3.3.1 Static Light Scattering
In this section we describe the measurement of the time-average intensity of light
scattered by a solution and the procedure used to obtain the thermodynamic quan-
tities of interest from this data.
The time average of the photocounts due light scattered from a solution as a
function of angle was obtained employing the following protocol. The light was
collected at each angle for less than two seconds. The transmitted photocounts,
n( = 0), and the scattered photocounts at each angle, n(O), was measured sequen-
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Figure 3-4: Comparison of the coexistence curve of 711-crystallin in 5OmM phosphate
buffer and mM DTT (filled circles) with coexistence curve of YII-crystallin in
100mM phosphate buffer (open triangles).
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tially and the ratio nO)/n(O) was obtained. These measurements were repeated at
least thirty times and the average value (n(O)/n(O)), was determined with a dust
discrimination algorithm. This procedure ensured that the results were largely in-
sensitive to drifts in laser power or photomultiplier response, and for the case of
cylindrical scattering cells, corrected n(O) for sample turbidity.
While (n(O)/n(O)) depends on the equilibrium properties of the sample, it also
depends on the particular collection optics employed in the measurement. Since we
were primarily interested in the intrinsic properties of the sample, it was desirable
to use a quantity that characterized the intrinsic scattering properties of the sample
and was independent of the particular instrument that was used to make the mea-
surement. The Rayleigh ratio IZ(O) is just such a quantity. Within the framework
of Section 21-2, IZ(O) is given by
(I E.,, (q) 12 ) R2 (3.2)
1Z (0) JE012V
Although it may appear in the above equation that R(O) is a function of V and R,
as we pointed out in Section 21.2, (JE.,,Jq) 12) is proportional to VIR2and, thus,
IZ(O) is, in fact, independent of V and R.
In practice, we obtained IZ(O) of a sample of interest by comparing n(O)/n(O) of
the sample with (n(O)/n(O)) of a scattering standard with known R(O). For the work
in this thesis, te scattering standard we used was spectrographic grade toluene.
The Rayleigh ratio of a sample of interest was calculated from the experimentally
determined values of (n(O)/n(O)) and (n(O)/n(O))tol,,,,,e using[71]
[(n(O)/n(O))rn2]
IZ(O = r(-n(O)/n(O)),rn2] toluene 'Rtoluene- (3.3)
The Rayleigh ratio of toluene, Ztoluene, is independent of but depends on wave-
length and temperature. The values of m and IZ(O) for toluene are tabulated in
Table 31 for the two different wavelengths of interest in this thesis.
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488.0 25 39.6 x 10-6 1.505 [70, 72]
632.8 23 14.02 x10-6 1.496 [73]
Table 31: Rayleigh ratio and index of refraction of toluene at selected wavelengths
A(nm) T(OC) 'R(0)(crn-1) rn
Table 32: Index of refraction, O, of selected buffers
Buffer MO
5OmM phosphate 1.3344
5OmM phosphate, rnM DTT 1.3352
100rnM phosphate 1.3351
We can relate IZ(q) to the static structure factor, S(q), using Equation 218
R(q - JAo 12R2pS(q). (3.4)
JEoj 2
Then, using the definition of AO (Equation 210), we find
1Z (q - (41r2)2a 2pS(q). (3.5)
A4
It can be shown 74] that a is related to the solution index of refraction, m by
2 2MO
a = - (3.6)
47rp
where O is the index of refraction of the suspending fluid alone. Both m and MO
are easy to measure. Of course, MO depends on the particular buffer used to make
the solution. Several different buffers were used for the light scattering experiments
described in this thesis. We measured O for the buffers sed using a BauschkLomb
Abbe-31, refractometer. Table 32 contains values of O for the buffers used in the
experiments reported in this thesis.
The value of m depends on both the value of MO and the protein volume fraction,
The index of refraction, , at room temperature of 711-crystallin in 0rnM
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Reference
phosphate buffer at twelve different protein volume fractions between 002 and 02
has been determined using a BauschkLornb Abbe-3L refractometer. The index
of refraction difference, Am, the difference between the index of refraction of the
protein solution and the index of refraction of buffer alone, is plotted versus protein
volume fraction in Figure 35. This figure shows that
rn = MO am 0 (3.7)
ao
with am/aO = 0297 0002.
As a consequence of Equation 37, we may write
M+MO 2 am 2
a2 4rp ao 02, (3.8)
Q 2 am 2P (m + no) 2 (3.9)
4r ao
Thus, finally, we have
(q = 7 2 M + mo )2 2 QpOS(q). (3.10)
A4 -50
In Section 21.2, we saw that S(q) is proportional t KT (Equation 226) Now,
using the above relationship between S(q) and R(q) we find that R(q) is related to
KT by
7 2(M + O)2 aM 2
IZ(O) = lim R(q = kBTOKT- (3.11)q-0 A4 190
Often the above equation is cast in a form in which p is replaced by the protein
concentration, C, where C is the mass of protein per unit volume of solution. (C =
pMINA where M is the protein molecular weight and NA is the Avogadro number.)
For example, with the approximation (M + M2 - 4M2, Equation 311 can be0
written as
2 2 2
1 = kBT47r MO am C 1 (3.12)
KT :7p A4 ac IZ(O)
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Figure 35: Index of refraction difference versus /11-crystallin volume fraction, in
100mM phosphate buffer at room temperature. The solid line is Equation 37 with
(Om/,90 = 0297 ± 0002.
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Quantity Symbol Value Reference
molecular weight M 2.1 x 101 [29]
specific volume VP 0.71±0.01 cm,/g [29]
volume of molecule a f2p 2.5 X10-20 CM3
ratio of QP to Q" I/ 850 [7]
hydrodynamic radius a (23.9±0.3) X 10-8 CM [75]
01 '1CM [22]
extinction coefficient E2 O'Y 2.18
critical protein concentration C,: 269±20 mg/ml [22]
critical protein volume fraction b 0, 0.19±0.01
index of refraction increment .9m 0.297±0.002 this work
aq5
aQ = TTMINA where NA = 602 x 10"
b = -CFP
KT from the experimental values for R(O). This is the same expression used by
Schurtenberger et al. 29].
A number of the physical quantities for /Ij-crystallin that are used in the analysis
of the light scattering data are tabulated in Table 33.
In addition to determining KT, near the critical point, static light scattering
may also be used to determine the Ornstein-Zernike correlation length, . We have
obtained from static light scattering measurements using two different methods. In
the first method, we measured the angular dependence of the intensity of scattered
light and used the Ornstein-Zernike relation (Equation 2117) to directly determine
. In principle, however, this method for determining is quite sensitive to multiple
light scattering.
To ensure that the values that we determined experimentally for were not sig-
nificantly affected by multiple scattering, we used a second method to determine
. This method exploits the fact that the effects of multiple scattering are most
prominent at angles close to = 7r/2, while angles near = and = are least
affected[76]. As a consequence, a reliable estimate for 7Z(O sould still be possi-
ble experimentally even in cases where multiple scattering is significantly affecting
measurements at = 7/2. If this is the case, can be detmined from 7Z(O in
Table 33: Selected physical quantities for 711-crystallin
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combination with a measurement of the turbidity, r. The turbidity is defined by
the equation
it = -H (3-13)
Io
where Io is the incident intensity, It is the transmitted intensity and I is the length
of the path through the sample that the light travels. It has been shown, provided
that the Ornstein-Zernike relation (Equation 2117) holds, that[77]
, =r R (0) H (a) (3-14)
where
H(a = (2a 2 + 2a + 1/a'] In(I + 2a - 2(1 - a)/a 2 (3.15)
and a = 2(k)'. With a determination of and R(O), H(a) may be calculated and
then Equation 315 may inverted to give . Thus, measurement of R(q) and7may
be used to determine bothKTand as the critical point is approached, as was done
for 711-crystallin by Schurtenberger et al.[29].
3.3.2 Dynamic Light Scattering
In this section, we describe the measurement of the autocorrelation functions of the
photocounts and the procedures used to analyze these correlation functions.
We obtained the time autocorrelation function n(q, t)n(q, 0)) using a Langley-
Ford (Amherst, MA) Model 1096 correlator with 144 channels. Each channel of
this correlator povided an estimate of the average value of n(q, t)n(q, 0)) in the
delay time interval between t and t + ts. The sample time, ts, was the same for
each channel. The delay times for the first 128 channels ranged linearly from ts
to 128ts. The delay times for the last 16 channels ranged linearly from 1152t to
1167ts. Thus the last 16 channels provided estimates for (n(q, t)n(q, 0)) for delay
times very long compared to ts.
In order to gain useful information about the system under study, we used the
experimental estimates for (n(q, t)n(q, 0)) to obtain the intermediate scattering func-
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tion, f (q, t) Tese two functions are related by Equation 229. Inspection of this
equation shows that in order for us to obtain f (q, t) from (n(q, t)n(q, 0)), we re-
quired a knowledge of (n(q))'. Fortunately, in addition to providing estimates for
(n(q, t)n(q, 0)), the correlator also provide an estimate for (n(q))'. This estimate for
(n(q) )2 is called the monitor baseline. We used this monitor baseline to calculate
V/3f (q, t) from (n (q, t) n (q, 0)).
In order to choose the sample time, ts, for a particular measurement, we used
the following procedure. First, we made a trial measurement of the correlation
function, (n(q, t)n(q, 0)) , with an arbitrary choice of ts. From this measurement of
(n(q, t)n(q, 0)), we obtained 13f (q, t) using Equation 229 and using the monitor
baseline as an estimate for (n(q)). This estimate for Of (q, t) was then fitted by a
second order cumulant expansion of the form
In Vf (q, t) = Ko - K t + IK2 t2' (3.16)
2
using a least-squares fitting procedure in which K, K, and K2 are treated as ad-
justable parameters. On the basis of the material presented in in Section 21.3,
we assumed that the first cumulant, K1, is equal to the average decay rate F. We
then chose ts, so that in the first 128 channels of the correlator, (,n(q, t)n(q, 0)) was
collected over two average decay times of the correlation function. Specifically, we




With this choice of ts, we made another trial measurement of (q, t)n(q, 0)) and
used this measurement to obtain an estimate for F using te second order cumulant
expansion, as described above. If the value of IF obtained from the second trial
measurement of (n(q, t)n(q, 0)) differed from the first estimate of F by more than
10% then ts was recalculated using Equation 317 and another trial measurement of
(n(q, t)n(q, 0)) was made. This process was repeated until subsequent measurements
of (n(q, t)n(q, 0)) yielded values for F that agreed within 10%. Finally, ts was chosen
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using this final estimate for F in Equation 317.
All of the dynamic light scattering data presented in the following chapters was
obtained using sample times chosen using the method described above.
As we described in Section 21.3, in the limit that t --* oo, f (q, t = 0. Con-
sequently, on the basis of Equation 229, we expect that in the limit that t -+ 00,
(n (q, t) n (q, 0) = (n (q) 2 Therefore, we expect that for values of t that are large
compared to the longest decay time of f (q, t), (n(q, t)n(q, 0)) will be equal to
(n(q))'. This understanding of the behavior of (n(q, tn(q, 0)) allowed us to deter-
mine whether a correlation function has a significant component that decays with
a time that is very long compared to our estimate for the average decay time, r,
of the correlation function. This determination was accomplished in the following
way. The correlation function, (n(q, t)n(q, 0)), was obtained with ts chosen using
the method described above. The average value of (n(q, t)n(q, 0)) in the delayed last
16 channels of the correlator was determined. This quantity is commonly referred
to as the delayed baseline. It is an estimate of the value of (n(q, t)n(q, 0)) for t very
large compared to our estimate forr. If the correlation function does not contain
a significant component that decays with a time that is very long compared to our
estimate of the average decay rate then we expect te delayed baseline to have a
value that is very close to that of the monitor baseline. If, in contrast, the corre-
lation function has a significant component with a very long decay time then we
would expect the delayed baseline to be larger than the monitor baseline.
In addition to characterizing the correlation functions in terms of the cumulant
expansion, we also analyzed (n(q, t)n(q, 0)) in terms of a distribution of decay rates
as described in Section 21.3. We made such an analysis of our measured correlation
functions using a regularization algorithm developed by Dr. Aleksey Lomakin[51].
This algorithm is based on a method described in Reference 45] and is similar to the
algorithm developed by Provencher[41, 78]. In the Lomakin algorithm, experimental
values for (n(q, t'n(q, 0)) are characterized in terms of the equation
60 2(n (q, t) n (q, 0) - (n (q) 2 aie-rit (3.18)
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where (n(#' is estimated by the monitor baseline, ri = , the rest of the ri are
spaced logarithmically between (256ts)-' and t-1 and the jai} are constrained to
be non-negative. The goal of the algorithm is to find values for Jai} that provide a
suitable characterization of the data.
For the general problem of fitting a theoretical expression YT(t; fail), with a set
of adjustable parameters J a I to a set of experimental data points YE 4), the usual
method of solution is to find the set fail that minimizes , where
Q0 E [YE(tk - YT(tk; fail )]2 (3.19)
k
For the specific problem that we are considering, YE(tk) and YT(t; J ai}) may be
written as
YE(tk = (n(q, tk)n(q, 0) - (n(q))', k = I ... 144 (3.20)
N 2
YT(t; ail = aie-Fit (3.21)
Unfortunately, for this form Of YT(t, ail) the problem of minimizing is ill-
conditioned[79]. In other words, very small variations in YE(tk) lead to very large
changes in J ai I.
Since such behavior of the solution is clearly not physically meaningful, a variety
of different approaches have been developed which are designed to make the solution
less sensitive to the noise in the experimental data (for example 43, 44, 41, 45]).
Essentially, the effect of all of these approaches is to constrain the solution to be
smooth in J ail. By smooth, we mean tat the difference between the values of
adjacent a is small. In the Lomakin algorithm, this smoothness condition is imposed
by requiring that the solution J a I be found by minimizing Q, where
N
P(a =Po +a Ea' (3.22)
rather than by minimizingQ0 alone. In the above equation, a is a non-negative reg-
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ularization parameter. The larger a is, the greater is the smoothing of the solution.
In principle, the best choice for the value of a depends on the level of noise in
the data. That, is, the less noise there is in the data, the more information the
data contains and, consequently, the less smoothing we would want to apply to the
solution. Therefore, we used a criteria for choosing a that depended on the accuracy
of the data. Specifically, we used the minimum value of Q(O) as a measure of the
level of noise in the data and chose a to have the value for which the equation
Q min (a) = (I in(O), (3.23)
was satisfied. In the above equation, min(a) is the minimum value of (a) and
was chosen to be 0.01. Finally, we deemed the best solution to Equation 318 to be
that solution, fail, that minimized (a) with the above choice of a.
In comparing the results of this analysis for several different correlation functions,
we used the same regularization parameter. To choose the regularization parameter
for such a comparison, we first found values for a for each correlation function
individually using Equation 323. Then, on the basis of these values for a, we
chose a consensus value for a for all of the correlation fnctions and compared the




In this chapter, we describe the osmotic incompressibility of 711-crystallin in aque-
ous solution. We have obtained experimental data for two different 711-crystallin
preparations. One preparation was /l-crystallin in 0mM phosphate buffer. The
other preparation was ll-crystallin in mM phosphate buffer and mM DTT.
For both protein preparations, we measured the time-average of the photocounts
scattered by the solution at up to twelve scattering angles (11.50 < < 162.60').
The measurements were made as a function of temperature and protein volume
fraction. These measurements of the time-average of the photocounts due to light
scattered by the proteins in solution were used to determine the osmotic incompress-
ibility as a function of temperature and protein volume faction. In addition, these
measurements were used to determine the spinodal temperature at three different
protein volume fractions. In this chapter, we present these experimental results
and compare them with the theory of Thurston, Blankschtein and Benedek[7] We
find that the theory predicts many of the general features of the experimental data.
However, it appears that there are some significant systematic differences between
the theoretical predictions and the experimental data.
Section 41 contains a description of the results of the static light scattering
measurements o ill-crystallin in 0mM phosphate buffer. Section 42 contains a
description of the results of the measurements on 711-crystallin in rnM phosphate
buffer and 2mN1 DTT. Section 43 contains a brief discussion of the results.
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The first sample preparation that we studied was 711-crystallin in 0mM phosphate
buffer. The critical temperature, T, for this sample was found by cloud point mea-
surements to be 39 ± .I'C. We measured the time-average of the photocounts at
up to twelve different scattering angles 11.50 < < 162.60') due to light scattered
by this 711-crystallin preparation. The light source used for these measurements was
an argon ion laser (Coherent Innova. 90-5) operating at wavelength, A, of 488.Onm.
The measurements were made at fourteen different volume fractions (between 0.01
and 021) and at four different temperatures 'C, 15'C, 20'C and 250C). These
measurements provide experimental values for the osmotic incompressibility along
four isotherms.
We determined the osmotic incompressibility as a function of protein volume
fraction along each isotherm from the measurements of the time-average of the
photocounts using Equations 312 and 33. Figure 41 contains plots of (1911lao)T
versus protein volume fraction along the four isotherms studied. In this figure it can
be seen that, for volume fractions less than approximately 0.1, OfllaO)T decreases
dramatically as increases. For volume fractions between 0.1 and 021, it appears
that (1911/190)T remains roughly constant. Furthermore, examination of the data
shows that (19TI119O)T decreases with decreasing temperature.
These experimental results may be compared with the theory of Thurston,
Blankschtein and Benedek[7]. Their theory was described briefly in Section 22.
We begin by considering this theory with f (0 = fs(O). With this choice of f (0),
0,=0.13 and
,92f 21.2.
Thus, by substituting Equation 264 into Equation 262, it follows that the osmotic
incompressibility is given by
I 4 42 - 43 4 T,
(21.2)- (4.1)(I - 4 TkBT
so
4.1 yl-crystallin in 0mM phosphate buffer

















S-.. 0 " 0 1
.. W"'
I I I I

















... 0 0 , 0 00
1 1 1 1






























































I I a 0.00
1 A
0.00 0.05 0.10 0.15 0.20
Figure 41: (OH/190)T versus protein volume fraction, of 711-crystallin in OrnM
phosphate buffer along four isotherms. The dashed lines are the theoretical predic-
tions for (19111190)T given by Equation 41 with T = 3.9'C .
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Figure 41 contains Pts Of (1911100)T, found using Equation 41, along the four
isotherms studied. In this figure it can be seen that the theory provides a reasonable
characterization of the data for values of less than 0.15. For larger values of ,
there is a clear disagreement between theoretical predictions and experimental data.
This discrepancy between theory and experiment is the result of two deficiencies of
the theory. First, the theory predicts a critical volume fraction = 013) that is
significantly lower than the value observed experimentally = 019 ± 0.01 for 711-
crystallin). Consequently, near the critical temperature, the minimum in (aH190)T
predicted by the theory occurs at = 013 rather than at = 019. Second, the
shape of the MIMT versus curve near the critical concentration is much flatter
experimentally than is predicted by the theory.
The discrepancy between experimental data and theoretical prediction at larger
volume fractions is not surprising if one considers the relative contributions of the
Carnahan-Starling term and the attractive interaction term in the theory. In Fig-
ure 42, the Carnahan-Starling term and the attractive interaction term are each
plotted versus protein volume fraction. In this plot, the experimentally determined
values for PH1100T at 20'C are also included for comparison. It can be seen
__PiB T
in this figure that, particularly at large , the Carnahan-Starling term and the at-
tractive interaction term are each much larger in magnitude than the corresponding
Q
experimental value of jPBT((9I`I1a0)T. For example, at 0.21 the magnitudes of
the Carnahan-Starling term and the attractive interaction term are each approxi-
Q
mately a factor of 20 larger than Thus, in this theory, (9H1a0)T i,TB T
at large volume fractions, the (small) difference between two large numbers.
It is thus reasonable to consider a theory in which the expressions for either
of the two terms are modified slightly. Thurston, Blankschtein and Benedek have
proposed such a modified theory. This is described in Section 22. In this modified
theory, Thurston, Blankschtein and Benedek allow for the possibility that Enet
may depend linearly on temperature. However, for H-crystallin they propose a
form of the Gibbs free energy i which oEnet is independent of temperature. In
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Figure 42: A comparison of the relative magnitude of
the attractive interaction term and the experimental
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for a3 and a4 given in Section 22. It then follows that
,92f = 26.30.
,,02 = '
Thus, by substituting Equation 267 into Equation 262, it follows that the osmotic
incompressibility is
QP all I 4 42 - 43 4 + 90.000 - 381.2503 _ 26.30) Tc0
kBT ao T ( - 4 T
(4.2)
Figure 43 contains a comparison of the experimental data with the above expression
for the osmotic incompressibility. Clearly this modified theory provides a much
better characterization of the data than does the theory with f(o = fs(o .
However, it appears that there is a significant systematic difference between the
theoretical predictions and the experimental data at higher temperatures.
4.2 ycrystallin in mM phosphate buffer and
2OmM DTT
The second sample preparation that we studied was 711-crystallin in mM phos-
phate buffer and mM DTT. The critical temperature, T, for this sample was found
by cloud point easurements to be 4.2±0.1'C . We measured the time-average of the
photocounts at up to twelve different scattering angles (11.50 < < 162.60') due
to light scattered by this 711-crystallin preparation. The light source used for these
measurements was an helium-neon laser (Spectra-Physics model 127) operating at
wavelength, A, of 632.8nm. The measurements were made at three different volume
fractions 0178 ± 0002 0142 ± .001 0098 ± 0004) and at temperatures ranging
from 25'C down to the liquid-liquid coexistence temperature. These measurements
represent an investigation along three off-critical isochores.
From the measurements of the time-average of the photocounts, we determined
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Figure 43: The osmotic incompressibility predicted by Equation 42 with T = 3.9'C
compared with the experimental data. The experimental data is the same as is
shown in Figure 41
85
ture using Equations 312 and 33. Figure 44 contains a plot of '9H1,90)T versus
temperature along the three isochores.
Before proceeding further with the analysis of this data, it is important to demon-
strate the consistency of the two sets of data that we have obtained. We observe
that the critical temperature for the two different preparations differs by only 03'.
Consequently, we expect that, sufficiently far from the critical point, the value of the
osmotic incompressibility at a particular temperature and protein volume fraction
for the two different preparations will differ by only a small amount. For exam-
ple, assuming that the osmotic incompressibility has a power law dependence on
(T - TIT, with exponent (Equation 21 10) along the critical isochore, we expect
the (10111190)T for the two different preparations at = and T = 10'C to differ by
1-6.3%. Further away from the critical point, we expect that the difference between
the osmotic incompressibility of the two different preparations to be even smaller.
To confirm that this is indeed the case, we plot the osmotic incompressibility versus
protein volume fraction at four temperatures (IO'C, 15'C, 20'C and 25'C) for the
two different sample preparations that we have studied. These plots are contained
in Figure 45. hese plots demonstrate tat te osmotic incompressibility data for
the two different qj-crystallin preparations a-re in good agreement.
We used the measurements of 711-crystallin in rnM phosphate buffer and mM
DTT along off-critical isochores to determine the spinodal temperature for the dif-
ferent protein volume fractions that we have studied. Since the osmotic incompress-
ibility data in Figure 44 is consistent with a linear dependence on temperature, we
determined the value of the spinodal temperature at a particular protein volume
fraction by making a least-squares fit of a straight line to the osmotic incompress-
ibility data as a function of temperature. The spinodal temperature was then found
by determining the temperature at which the extrapolated straight line fits intersect
the (aH1aO)T = line. The spinodal temperatures at the three different protein
volume fractions that we studied are plotted versus in Figure 46.
We may compare the experimentally determined values for the spinodal tem-
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Figure 44: The osmotic incompressibility along three off-critical isochores. The




















0.00 0.05 0.10 0.15 0.20 0.00 0.05 0.10 0.15 0.20
0 0
Figure 45: Plots of the osmotic incompressibility versus at four temperatures
for the two different 7II-crystallin preparations studied. Open circles are data for
711-crystallin in 0mM phosphate buffer. Filled circles are data for Y11-crystallin in
5OmM phosphate buffer and mM DTT. The solid lines are plots of Equation 42
with T = 3.9'C.
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Figure 46: The spinodal(dotted line) and coexistence(solid line) curves predicted by
Thurston, Blankschtein and Benedek. These curves were generated by G. Thurston
with T = 4.0'C. The theory is compared with experimental data for 711-crystallin
in 5mM phosphate buffer and mM DTT. Open circles are data for the spinodal
temperature. Filled circles are data for the phase separation temperature.
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This theory gives predictions for both the spinodal curve and the coexistence curve
with no adjustable parameters. In this theory, oEnet is independent of temperature
for 7II-crystallin. In Figure 46, we plot the theoretical prediction for the spinodal
temperature as a function of protein volume fraction so that it may be compared
with the experimental data. Reasonable agreement is displayed between the ex-
perimental data and theoretical prediction for the spinodal curve. Figure 46 also
contains a plot of the coexistence curve given by the Thurston, Blankschtein and
Benedek theory. The theoretical curve is compared with the experimental data for
the phase separation temperature. We find that, while the shape of the theoretical
coexistence curve is similar to the shape of the experimental curve, it appears that
the theoretical curve is shifted to the right when compared to the experimental data.
Finally, we may compare the off-critical isochore data for the osmotic incom-
pressibility with the Thurston, Blankschtein and Benedek theory (Equation 42).
Figure 47 contains plots of the experimentally determined values and theoretical
prediction for (OH10O)T versus temperature for the three protein volume fractions.
There is excellent agreement between experimental data and theory for the set of
data obtained at a protein volume fraction close to 0,. However, for lower protein
volume fractions, the data and theory exhibit significant differences. Furthermore,
while the experimental results suggest that the (afIlaO)T versus lines are roughly
parallel, the theory does not predict this feature.
In the above comparison between experimental data and theoretical predictions,
we used the form of the Gibbs free energy proposed by Thurston, Blankschtein
and Benedek for yl-crystallin, in which (auEnetlaT)T = T =0. The disagreement
between the theoretical prediction and experimental data for the osmotic incom-
pressibility along the off-critical isochores raises the question as to whether a non-
zero value for (,OoEnet1aT)T = T, would improve the agreement between theoretical
predictions and experimental data. To address this question, in Figure 48 we plot
the predictions of the the Thurston, Blankschtein and Benedek theory for two dif-
ferent non-zero values of (,9oEnet1,9T)T = T namely (,9oEnet1,9T)T = T = -4kB
and (o9aEnet/,9T)T = T, = SkB It is clear from this figure that no one value of
90
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Figure 47: The prediction of Thurston, Blankschtein and Benedek for the osmotic
incompressibility (Equation 42 with T, = 4.2'C) along off-critical isochores. This
theory gives predictions for these curves with no adjustable parameters. In this the-
ory, aEnet is independent of temperature for ql-crystalfin. The theory is compared
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Figure 48: The osmotic incompressibility along three off-critical isochores predicted
using the Gibbs free energy of Thurston, Blankschtein and Benedek with T = 4.2'C
and with three different values of (i9oEnet/i9T)T = T (aoEnet1OT)T = T, =0 (solid
lines), (,9oEnet1,YT)T = T = -4kB dashed lines), and (i9aEnet/,9T)T = T = -8kB
(dotted lines). The experimental data is the same as is shown in Figure 47.
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(aoEnet1aT)T = T is best for describing the data along all three off-critical iso-
chores. Furthermore, using a non-zero value of (,9oEnet1c9T)T T rather than
using (,OaEnet1,OT)T = T =0, results in poorer agreement between the theoretical
predictions and experimental data for the osmotic incompressibility along the four
isotherms that we have studied. This can be seen i Figure 49.
4.3 Discussion
We have obtained experimental values for 011MOT over a wide range of and T for
-/11-crystallin in aqueous solution. This data shows that (C9111190)T decreases with 
for less than approximately 0.1. For in the range 0.1 to 021, 0111,00)T remains
almost constant. The data also shows that aN119O)T decreases with decreasing T.
In fact, the (191`1/19O)T data is consistent with a linear dependence on T. This linear
dependence of (CH/C9O)T on T was exploited to determine the spinodal temperature
at three different values of .
These experimental results were compared with the predictions of the theory
of Thurston, Blankschtein and Benedek. As described in Section 22, Thurston,
Blankschtein and Benedek have proposed an expression for the Gibbs free energy
for aqueous solutions containing individual members of the 7-crystallin family. This
Gibbs free energy contains a quantity oEnet which for 711-crystallin is proposed to
be independent of temperature. The theory predicts coexistence and spinodal curves
with no adjustable parameters. We find that the shapes of these curves are consistent
with the experimental findings. However, it appears that etter agreement between
the theory and the experimental data for the coexistence curve might be achieved
if , was chosen to be 019 rather than 020.
The Thurston, Blankschtein and Benedek theory also provides an expression for
(191`1/49O)T with o adjustable parameters. We find that this theory predicts many
of the general features of the experimentally observed variation of ayllao)T with 
and T. However, it appears that there are significant systematic differences between
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Figure 49: The osmotic incompressibility along four isotherms predicted using the
Gibbs free energy of Thurston, Blankschtein and Benedek with T = 3.9'C and with
three different values of (,9oEnet1aT)T = T (,9oEnet1cT)T = T=O (solid lines),
(aoEnet1,9T)T = T = -4kB (dashed lines), and (aoEnet1,9T)T = T = -8kB (dot-
ted lines). The experimental data is the same as is shown in Figure 45.
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vestigated whether using a non-zero value for (o9oEnet/OT)T = T, in the Thurston,
Blankschtein and Benedek expression for the Gibbs free energy improves the agree-
ment between the theoretical predictions and experimental data for (anlao)T We
find, however, that no one value of ,YoEnet1,9T)T = T, results in improved agree-




In this chapter, we describe the dynamic properties of aqueous Ylj-crystallin so-
lutions along four isotherms. Experimentally, we have characterized the dynamic
properties of aqueous /l-crystallin solutions by measuring the temporal autocor-
relation function of the photocounts due to light scattered by such solutions. The
measurements have been made as a fnction of scattering angle and protein vol-
ume fraction at the four different temperatures studied. We have compared the
experimental data with a theory based on the generalized Smoluchowski equation
(GSE). This theory provides predictions for the first cumulant, r, of the autocorre-
lation function provided that the pair interaction potential, u(r), is known. While
the theory of Thurston, Blankschtein and Benedek provides a good characterization
of the measured static properties of aqueous yl-crystallin solutions, unfortunately
this theory cannot be used to obtain it(r). Consequently, in analyzing the data
presented in this chapter, we employed a theoretical approach to the system that is
different from that of Thurston, Blankschtein and Benedek. Specifically, we began
by proposing a form for u(r). We then used our chosen u(r) to obtain an approx-
imate expression for the static structure factor, S(O, T). This expression was then
compared with experimental data for S(O, T) to show that our choice for u(r) was
reasonable. Having found a reasonable choice for u(r), we then used it to compare
the theory for the first cumulant with the experimental data.
Section 5. cntains a description of the autocorrelation fnctions that we have
96
obtained experimentally. Section 52 contains a description of the theory based on
the generalized Smoluchowski equation. In Section 53 we describe our choice of
u(r) and the comparison of the theoretical predictions for the first cumulant with
the experimental data. Finally, Section 54 contains a discussion of our results.
5.1 Temporal Autocorrelation Functions and their
Characterization
We have measured the temporal autocorrelation function of the photocounts at up to
twelve different angles (1 1.50 < < 162.60') due to light scattered by Yll-crystallin
in 10mM phosphate buffer. The measurements were made using an argon ion laser
operating at a wavelength of 488.Onm. Thus, the range of wavenumbers, q, sampled
was 34 x 104 < q 34 x 10'cm-'. The measurement were made at fourteen
different volume fractions between 0.01 and 021 and at four different temperatures
(10-C, 15-C, 20-C and 25'C). We used the same 711-crystallin sample to investigate
the dynamic properties described in this chapter that we used to obtain the osmotic
compressibility ata that was presented in the previous chapter. Furthermore, we
measured the temporal autocorrelation functions under the same solution conditions
and using the same apparatus as we used to obtain the time-average intensity data
of the previous chapter. Consequently, for most of the scattering angles, protein
volume fractions and temperatures studied, we have matched experimental data for
both the static and dynamic properties of the solution.
As a first step in our analysis of the temporal autocorrelation functions, we
investigated their shape. However, rather than consider the time autocorrelation
functions of the photocounts, (n(q, t)n(q, 0)), it is more useful to examine the inter-
mediate scattering function, f (q, t), where
(E.c (q, t) E* (q, 0))f (q, t) SC (5-1)
(I ESc (q I )
As described in Section 21.3, (n(q, tn(q, 0)) is related to f (q, t) by (rewriting Equa-
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tion 229)
- (q, t) (n(q, t)n(q, 0)) (5.2)
Vof (n(q))'
where is a constant, with a value between and 1, that characterizes the optics
of the light scattering measurement. For each autocorrelation function, we use the
monitor baseline as an estimate for (n(q) )2 . Figure 5-1 contains representative plots
of 0/2f (qt otained at various temperatures and protein volume fraction for a
fixed wavenumber. We found that at low protein volume fractions the autocorrela-
tion functions appeared to be exponential. However, as the protein volume fraction
was increased ad the temperature decreased the correlation functions became non-
exponential. Tis deviation from exponential decay can be seen by examining the
residuals of a least-squares fit of the correlation functions to a single exponential.
Figure 52 contains plots of the residuals of a single exponential least-squares fit for
autocorrelation functions at several different protein volume fractions and temper-
atures for a single scattering angle.
This observed deviation from exponential decay is to be expected on the basis
of our present understanding of the dynamics of colloidal dispersions. In particular,
in Section 23 we showed that, for a system of interacting colloidal particles, f (q, t)
will not generally decay exponentially. Indeed, it has been shown, instead, that
f (q, t) may be represented by the sum of two exponential decays for the case of
interacting, monodisperse colloidal spheres [80]. One of the exponentials decays
with a rate governed by the short-time collective diffusion coefficient and the other
with a rate governed by the long-time diffusion coefficient. To investigate whether
this is the case for these interacting protein molecules, we made a least-squares fit
of (n(q, t)n(q, 0) to
-r2t 2(n(q, t)n(q, 0) = (Ale-,'It A2 p ) B (5.3)
where Al, A2, Fl, 2 and are adjustable parameters. While we found that fits of
this kind provided a better description of the experimental data than did the single
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Figure 51: Representative plots of the intermediate scattering function, f (q, t), for
,yll-crystallin in IOmM phosphate buffer at fixed wavenumber q = 243 x 10' cm-'.
(a) T = 25.0'C, = 00233 ± .0001, (b) T = 25-O'C = 18 ± .001, (c) T =
25.0'C, = 0209 ± .001, (d) T = 20.0'C, = 00233 ± .0001, (e) T = 20.0'C =
0.180±0.001, (f) T = 20.0'C, = 0209±0.001, (g) T = 10.0'C, = 00233±0.0001,
(h) T = 10.0-C = 180 ± 0.001, (i) T = 10.0-C, = 0209 ± .001.
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Figure 52: The normalized residuals of least squares fits of (n(q, t)n(q, 0)) (de-
termined experimentally) to A exp(-217t) + for yll-crystallin in mM phos-
phate buffer (T = 39 ± C) with q = 243 x 105 cm-'. 711-crystallin in
IOOmM phosphate buffer. The residuals are normalized by (n(q, )n(q, 0) - (n(q) 2.
(a) T = 25.0'CO = 00233 ± .0001, (b) T = 25.0'C = 0.180 ± 0.001
(c) T = 25.0'C", = 0209 ± 0.001, (d) T = 20.0'C, = 00233 ± .0001,
(e) T = 20.0'C = 180 ± 0.001, (f) T = 20.0'C, = 0209 ± .001 W
T = 10.0-Co = 00233 ± .0001, (h) T -_ 10.0-C, = .18 ± .001, (i)
T = 10.0-C, = 0209 ± .001.
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of the residuals of these fits also revealed significant structure at high concentration.
Furthermore, the values we obtained for Al, A2, F and r2 displayed poor repro-
ducibility. That is, our analysis of repeated measurements of (n(q, t)n(q, 0)) on the
same sample under identical solution conditions, produced values for Al, A2, F, and
172 that differed significantly.
This suggests that we cannot confidently view the experimentally obtained auto-
correlation functions as arising from an f (q, t) that is the sum of two exponentials.
However, this does not necessarily mean that the theory of Section 21.3 does not
apply to aqueous 711-crystallin solutions. Since the experimentally determined au-
tocorrelation functions provide data only over a limited range of times, the data may
be insufficient to resolve the short and long time decay rates. This a significant lim-
itation of the theory. It predicts "asymptotic" decay rates (decay rates in the limit
of very short or very long times), whereas measurements are always at intermediate
times.
To address this problem, Cichocki and Felderhof have suggested that the auto-
correlation functions be analyzed in terms of a distribution of decay rates[81] In
order to obtain such a distribution from experimentally obtained autocorrelation
functions, we used a constrained regularization algorithm. This algorithm, devel-
oped by Dr. Aleksey Lomakin, is described in Section 33.2. Figure 53 contains the
distribution of decay rates obtained using the regularization algorithm for different
temperatures and protein volume fractions at fixed scattering angle and at fixed
temperature, T = 20T. In Figure 53, it can be seen that, as the protein volume
fraction is increased, the average of the distribution decreases and the distribution
becomes increasingly broad.
Finally, we characterized the autocorrelation functions using a curnulant expan-
sion. The curnulant expansion is described in Section 21.3. Specifically, we used
least-squares fits of a second order curnulant expansion to the experimentally de-
termined autocorrelation functions to obtain estimates for the first curnulant, .
The residuals of the second order curnulant expansion least-squares fits for sev-
eral representative correlation fnctions are shown in Figure 54. It is clear from
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Figure 53: The distribution of decay rates obtained from autocorrelation functions
using the constrained regularization algorithm of Dr. Aleksey Lomakin. Data is for
711-crystallin in 0mM phosphate buffer at T = 20'C (T = 39 ± .1'C). The
correlation functions were obtained at q = 243 x I'cm-'. The distributions were
obtained with the regularization parameter fixed at 1.0. For clarity of presentation,





. I I I I
these residuals that, for volume fractions up to = 80, a second order cumu-
lant expansion provides a good characterization of the correlation functions for all
temperatures studied. We found, however, that, as the critical point is approached,
structure appears in the residuals (see Figure 5-4(i)). Nevertheless, the values that
we found for F displayed good agreement with repeated measurements for all and
T studied.
We expect the first cumulant to be proportional to te square of the wave num-
ber. To test this, we made plots of /q 2 versus q2. As an example, Figure 5-5
contains plots of this kind for various protein volume fractions at a fixed tempera-
ture. This figure sows that to a reasonable approximation r is proportional to q 2
for the range of protein volume fractions that we have studied.
A quantity that is of particular interest is the collective diffusion coefficient,
D(O, T), which is defined to be
D(O, T) = lim r (5.4)
q- q2'
We determined D(O, T) at each temperature and protein volume fraction by extrap-
olating I'lq2 to q 0. Figure 56 contains plots of D(O, T) versus protein volume
fraction for the four different temperatures studied. It is clear from this figure that
D(O, T) decreases as increases. Furthermore, we observe that DO, T) decreases as
T decreases. In the next section, we compare this experimental data with a theory
based on the generalized Smoluchowski equation.
5.2 Collective Diffusion Coefficient
Having obtained data for the dynamic properties of aqueous ql-crystallin solutions,
we would like to understand how the structure of the proteins and their interactions
lead to the dynamic behavior that we observe experimentally. In an attempt to gain
such an understanding, we make use of developments in the theory of the dynamics
of colloidal dispersions. We provide here a brief description of this theory. It is
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Figure 54: The normalized residuals of least squares fits of (n(q, t)n(q, 0)) (deter-
mined experimentally) to a second order curnulant expansion for ill-crystallin in
100mM phosphate buffer (T = 39 ± .I'C) with q = 242 x 10' cm-'. The residu-
als are normalized by (n(q, )n(q, 0) - n(q))'. y-crystallin in OmM phosphate
buffer. (a) T = 25-OOC, = 00233 ± .0001, (b) T = 25.0-C, 0.18 ± .001,
(c) T = 25.0-C, = 0209 ± 0.001, (d) T = 20.OOC, = 00233 ± .0001,
(e) T = 20.OOC = 18 ± .001, (f) T = 20.0'C, = 0209 ± .001, (g)
T = 10.0-C,0 = 00233 ± 0001, (h) T = 10.0-C, = 18 ± 001, (i)
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Figure 5-5: Plots of r/q' versus q2 obtained by a least-squares fit of a second order
cumulant expansion to experimentally obtained autocorrelation functions. The data
is for qj-crystallin in mM phosphate buffer at 20'C. For this sample T =
3.9 ± O.M. The solid lines are least-squares fits of a straight line to the data. For
clarity of presentation, data for some protein volume fractions are not shown.
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Figure 56: The collective diffusion coefficient, D(O, T), versus
tion, , for l-crystallin in 0mM phosphate buffer (T =
different temperatures.
protein volume frac-
3.9 ± 010 C) at four
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described in more detail in Section 23. We begin by modeling an aqueous protein
solution as a collection of a large number of protein molecules that are dispersed in
a suspending fluid. We assume that the various ions and small molecules in solu-
tion need not be considered explicitly. Furthermore, we assume that the particles
that constitute the suspending fluid are much smaller and less massive than the
protein molecules. When this is the case, the dynamics of the protein molecules
in solution may be adequately described by the generalized Smoluchowski equation
(GSE)[1, 35]. In principle, the GSE may be used to calculate the temporal autocor-
relation function of photocounts due to light scattered by the protein molecules in
solution. In particular, the GSE may be used to show, under the assumption that
all interactions, including hydrodynamic interactions, are pairwise additive, that the
collective diffusion coefficient is given by[l, 55]
D (, T = Do T) H(O, T) (5.5)
S(O, T)
where Do(T) is the diffusion coefficient at infinite dilution, O, T) is the static
structure factor in the limit that q -- 0 and H(O, T) is a factor that accounts for
hydrodynamic interactions. A justification for the above expression is given in more
detail in Section 23. For the material presented in this chapter, it is sufficient to
know that, in addition to the assumption that interactions are pairwise additive, the
only other assumption about the system that has been made to obtain the above
equation is that, the protein molecules a-re much larger and more massive than the
particles of the suspending fluid.
Equation 5.5 shows that in order to understand how the structure of the proteins
and their interactions affect D(O, T), we need to understand how those factors affect
Do(T), S(O, T) and H(O, T). We will now consider ea-ch of these three quantities
individually.
First, we consider Do(T). The value of Do(T) has been determined, using quasi-
elastic light scattering, to be 1.03 ± .01) x 10-6CMI/S for 711-crystallin in 0mM




25.0 (1.03 ± .01) X I o-6
20.0 (0.90 ± .01) X 10-6
15.0 (0.77 ± .01) X 10-6
10.0 (0.66 ± .01) X 10-6
collective diffusion coefficient, we need the values of D(T) at the four different
temperatures that we have studied. In order to calculate Do(T) for temperatures
other than 25'C, we assume that Do(T) is given by the Stokes-Einstein equation,
Do T = kBT (5-6)
6(1 - )7rqa'
where is the viscosity of the suspending fluid and a is the effective hydrodynamic
radius of the scattering particles. The value of the parameter depends on the
nature of fluid flow at the effective surface of the particle. In particular, = for
stick boundary conditions and = 13 for slip boundary conditions[56]. For all
temperatures of interest, we assume that is equal to the viscosity of water. The
variation of the viscosity of water with temperature is known[82]. If we assume that
C and a do not vary with temperature, we may calculate D(T) for all temperatures
of interest using the known value of Do(T = 250C). To calculate Do(T) in this way,
assuming that and a are constant, we need not specify the values of either of these
quantities. The values of Do(T) that we obtain for the four temperatures of interest
are contained in Table 5.1.
We next consider the static structure factor, S(O, T). As described in Sec-
tion 21.2, S(O, T) is determined experimentally by measuring the time-average
intensity of scattered light. We described in Chapter 4 that we have measured
the time-average intensity of light scattered by aqueous -Yll-crystallin solutions as
a function of scattering angle, temperature and protein volume fraction. In fact,
for many angles, temperatures and volume fractions, we measured both the time-
Table 5.1: The values of Do(T) at four temperatures
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average and the temporal autocorrelation function of scattered light intensity. The
results of the temporal autocorrelation function measurements are being presented in
this chapter, while the results of the measurements of the time-average intensity were
presented in the previous chapter. In particular, in the previous chapter we showed
that the osmotic incompressibility could be reasonably described by the theory of
Thurston, Blankschtein and Benedek. Since we know, as described in Chapter 2,
that the osmotic incompressibility is related to S(O, T) by (Equation 226)
1 - QP -  9H  1 (5.7)
S(0, T) kBT T
we feel that we have a reasonable understanding of the effect of interactions on
S(0, T).
The remaining quantity that we need to consider is the hydrodynamic factor,
H(O, T). In contrast to Do(T) and O, T), we do not have any direct experimental
data for H(O, T). Furthermore, while we have some theoretical nderstanding of the
effect of microscopic properties of the protein on Do(T) and O, T), no theoretical
prediction for H(O, T) has yet been proposed specifically for /l-crystallin in aque-
ous solution. Thus the problem of understanding the effect of the structure of the
proteins and teir interactions on D(O, T) becomes the problem of understanding
their effect on HO, T). An estimate for H(O, T) can be obtained using the experi-
mental data that we have acquired. According to Equation 5.5, H(O, T) is equal to
D(O, T)S(O, T)lDo(T). As we have described already, we have determined DO, T),
S(O, T) and Do(T) as a function of temperature and protein volume fraction. Thus
we may calculate D(O, T)S(O, T)lDo(T). Figure 57 contains a plot of this quantity
versus for the four temperatures studied. An examination of the data in Figure -
7 suggests that it is linear in Therefore, as a -first approximation, a reasonable
functional form for H(O, T is
D(OT)S(OT)
H(OT) = I A(T)O. (5.8)Do(T)
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Figure 57: Plots of D(O, T)S(O, T)IDo(T)
crystallin in OmM phosphate buffer, T =
0.00 0.05 0.10 0.0 0.20
versus at four temperatures for 711-
3.9 ± O. VC. The solid lines are least-
squares fits of the data to straight lines.
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Table 52: Experimentally determined values of A(T)
T A(T)
(OC)
25.0 -3.5 ± 03
20.0 -3.7 ± 02
15.0 -4.0 ± .1
10.0 -3.8 ± 04
(Equation 2109). Least-squares fits of straight lines to the data in Figure 57
provide estimates of the value of A(T) for the four temperatures studied. These
values of A are contained in Table 52.
In an attempt to understand how the experimentally observed behavior of H(O, T)
is determined by the structure of the proteins and their interactions, we make use
of developments that have been made in the teory of the dynamics of colloidal
dispersions. As we described in Section 23, the dynamic properties of a colloidal
dispersion may be described in terms of the generalized Smoluchowski equation
(GSE). In particular, H(0, T) may be written in terms of the adjoint Smoluchowski
operator, b, as shown in Equation 2101. In turn, may be written in terms of the
total interaction energy of the system, 4 and the diffusion matrix, D as given in
Equation 297. Thus in order to calculate H(0, T), one needs to know 4) and D. Of
course, O and D depend on the details of the system under study. For a dispersion
of spherical, isotropic colloidal particles, Felderhof has obtained an expression for
H(0, T) to first order in by assuming the following forms for 4 and D[56].
* It is assumed that the total interaction energy, (, is pairwise additive, so that
it may be written as the sum of isotropic pair interaction potentials, zt(r):
(D = 1: u(rij), (5.9)
i<j
where rij is the distance between particle i and particle j.
e It is assumed that the colloidal particles are present at sufficiently low con-
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centration that D may approximated by including only single and pair contri-
butions to D. That is
D = Do(T)I + E A(i, ), (5-10)
ij
where I is the identity matrix and Aij) is the modification to D due to
hydrodynamic interactions between the two spherical particles Z' and Since
A(ij) is not known exactly, it is assumed that A(ij) may be adequately
represented by an expansion in a Taylor series in inverse powers of the inter-
particle distance, r, to order r- 7. This expression for A Z, j) has been obtained
by Felderhof[83].
Using these expressions for ( and D, the expression for H(O, T) that Felderhof
found is
H(O, T = I A(T)O + 0(02), (5.11)
where
A(T = Ao AD As AA, (5-12)
with
3 "OAo = -(I - ) dr r C0- -I
a2
AD = 1 - 3,
As = 75 (I - () 3 a4 1'>O dr
(2 54 2 2. r
3 00 - a 4
AA = _(1 dr r2 -,3u(r)
O a 41 +2(r4
91 1 1 1 - 4 1 1 6( a 61
+ 4 ) -1
I 2 40 4 2 1 + 10 I - r6
where (kB T) -' and = for stick boundary conditions, = 13 for slip
boundary conditions. Thus, if we knew u(r), the above expressions could be used
to obtain a theoretical prediction for H(O, T) to first order in . The next section
discusses our choice of a reasonable u(r).
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We should note that some authors write the above expressions for A(T) with
exp(-Ou(r)) replaced by the radial distribution function g(r) (see for example 35,
84]). However, as shown above, A(T) appears in an expansion of HO, T) in powers
of . Consequently, in the above expressions, it is correct to include g(r) only to
zeroth order in . As we describe in the next section, under the assumption of
pairwise additivity, to zeroth order in , g(r = exp(-Ou(r)). Therefore, to avoid
confusion, we prefer to write the expressions for A(T) as we have above.
5.3 Pair Interaction Potential
Although interactions are taken into account in the theory of Thurston, Blankschtein
and Benedek, unfortunately their theory does not provide directly an expression for
for the pair interaction potential, u(r). Consequently, in order to obtain such an
expression, we were forced to take a different approach. Specifically, we made use of
the fact that u(r) is formally related to the radial distribution function, g(r), which
is, in turn, related to an experimentally accessible quantity, the static structure
factor, S(O, T). In this section, we describe this relation between u(r), g(r) and
S(O, T) and then discuss our choice of u(r) to model the interactions between -/II-
crystallin molecules in aqueous solution.
We showed in Section 21.2 that S(q, , T) is related to the spatial Fourier trans-
form of (r), namely Equation 220)
r
S(q, , T = I p ) dr Ciq-rg(r). (5.13)
Unfortunately, in practice it is not possible to obtain g(r) from experimental mea-
surements of S(q, , T) using the above relation because the experimentally acces-
sible range of q is too limited to invert this relation.
The radial distribution function, g(r), is defined (by Equation 221 as
pg (r = I' Eb(r-ri+rj) . (5.14)
N 0i
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If one assumes that the total interaction energy is pairwise additive (Equation 59),
then g(r) may be written in terms of u(r) as[34]
pg (r) dr, dr, 6(r - ri + rj) exp u(rkl) (5.15)
N i:Aj QN k<1
where
QN dr, . . .dr, exp u (rkl) (5.16)
k<1
It may be shown that in the dilute limit Equation 5.15 reduces to a simple
relation between (r) and u(r), namely[34],
g(r = e- Ou(r) (5.17)
In contrast to the case for systems at low concentration, for systems at arbitrary
concentration, no closed-form, analytic expression is known for g(r) in terms of
u(r). However, several useful methods of approximation have been developed that
make it possible to obtain approximate, closed-form, analytical expressions for g(r)
for certain forms of u(r). These approximation methods include te Percus-Yevick
approximation and the hypernetted chain approximation[34]. It mst be emphasized
that these approximation methods provide closed-form, analytical expressions for
g(r) only for certain forms of u(r).
Thus, although u(r) is formally related to S(0, T), it is clearly not possible
to obtain u(r) from experimental data for S(0, T). Instead, one must egin by
formulating an expression for u(r). One may then calculate S(0, T) for this u(r)
and compare these calculations with experimental data for O, T). This comparison
allows one to determine whether one's coice for u(r) is, at east, reasonable.
To choose the form of u(r) to use to model the iteractions between 711-crystallin
molecules in aqueous solution, we applied two conditions.
The first condition was that, for our choice of u(r), it would be possible to obtain
a closed-form, analytical, albeit approximate, expression for S(0, T). We, therefore,
chose to restrict our search to those forms of u(r) for which an approximate closed-
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form expression for g(r) is known.
The second condition that we placed on our choice for u(r) was that its form
should reflect our understanding of the nature of the interactions between protein
molecules. We expect the pair interaction potential to have two basic features. First,
we expect the interaction potential to have a repulsive hard core because we do not
expect the protein molecules to appreciably penetrate each other. Second, we expect
the interaction potential to have an attractive part, because these proteins solutions
exhibit liquid-liquid phase separation and this requires a net attraction between
protein molecules. We thus expect u(r) to have an attractive well of some form. For
simplicity, therefore, we considered a t(r) that consisted of an impenetrable hard
core together with an attractive rectangular well. This potential may be written as
00 0 < r < 2a,
u (r) - vo 2a < r < 2a( + ), (5.18)
0 2a(l + <
This potential is shown in Figure 5-8.
In general, for a potential of this form with arbitrary well dimensions, there is no
known closed-form expression for S(O, T). Fortunately, however, Baxter has shown
that a potential of this form may be used to otain a analytic solution to the
Percus-Yevick approximation, provided a limit is taken in which the width of the
well goes to zero, while its depth becomes infinite[85]. Specifically, Baxter showed
that the Percus-Yevick approximation may be solved analytically for a potential of
the form given in Equation 5.18 in the limit that goes to zero and vo goes to
infinity such that
lim 2ab cov = a (5-19)
6-0,VO-00 6,r
The parameter is a dimensionless quantity that characterizes the strength of at-
traction and is a monotonically increasing fnction of temperature. While the func-
tional dependence of r on temperature is not known, it is known that at the critical








Figure 5-8: The pair interaction potential for a hard sphere with a rectangular
attractive well.
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in the limit --+ oc.
The Baxter potential satisfies both of our conditions for u(r) and we therefore
chose to use it to model the interactions between 711-crystallin molecules in solu-
tion. For this potential, SOT) has been determined, within the Percus-Yevick
approximation, to be[85]
Q XI I 2 - AO( - ) 2
P - (5.20)
S('q = 0, , T) kBT ao ( - 2T
where
7 1 7 1 2 12(1 + 0/2)
A 6 - 6 - (5.21)
0 0 0 - 0 O( - 2
This expression for the osmotic incompressibility was obtained by calculating S(q, , T)
for this interaction potential within the Percus-Yevick approximation and then tak-
ing the limit as q --+ 0. To obtain values for a least-squares fit of the above
expression was made to the experimental data for IMT . Figure 59 shows
the results of fliose fits. Table 53 contains the values of obtained for the four
temperatures studied. Clearly, the Baxter model provides an excellent characteri-
zation of the osmotic incompressibility data. This allows s to be fairly confident
that the Baxter potential is a reasonable model for u(r) to use in the teory of the
first cumulant.
Having chosen u(r) for this system, we may calculate H(O, T) to first order in 
using Equations 5.12. We note that for the Baxter potential[86],
a
,-Ou(r - O(r - 2a) + -6(7 - 2a+), (5.22)
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where x) is the Dirac delta function and O(x) is the Heaviside step function,
O(X) 0 for x < , (5.23)
1 for x > .
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Comparison of the osmotic incompressibility predicted by the Baxter
theory with experimental data.
Figure 5-9:





25.0 0.11896 1.77 0.78 -3.5 ± 03
20.0 0.11585 1.99 0.92 -3.7 ± 02
15.0 0.10856 2.56 1.28 -4.0 ± 0.1
10.0 0.10383 2.97 1.55 -3.8 ± 04
Table 53: The values of the stickiness parameter, and the experimental and
theoretical values for A(T), for the four temperatures studied
boundary conditions 0)
1649 1 250 0.977AM -  + -- " 6.44 (5.24)256 r256 T
While for slip boundary conditions = 13)
A(T) 9 + 1 241 - 4-50 0.628 (5.25)
2 r 384
Using the above expressions, we calculated A(T) for the four temperatures stud-
ied for both stick and slip boundary conditions. For we used the values that we
obtained from the data in Figure 59. These values are listed in Table 53. The
values of A(T) that we calculated are also contained in Table 53 where they may
be compared with the experimentally determined values of A(T). Clearly, there is
a significant discrepancy between the experimental and theoretical values for A(T).
The theory predicts a positive A(T), meaning that H(O, T) increases with . In con-
trast, the experimental data show that A(T) is negative and that H(O, T) decreases
with .
In light of the significant discrepancy between theoretical predictions and exper-
imental values for A(T), it is appropriate to consider the sensitivity of the theory to
some of the assumptions on which it is predicated.
First, the theoretical expression for A(T) that we have used Equations 512) was
derived by Felderhof by approximating the two-body hydrodynamic contribution,
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A(i, j), to the diffusion matrix as a Taylor expansion in inverse powers of the center-
to-center distance between particles Z' and j and keeping only the first several non-
vanishing terms. However, Cichocki and Felderhof[86] have also calculated A(T) for
the Baxter potential by making use of an asymptotic expression for A(ij) that is
valid when the spheres i and j are close to touching. Such an expression for A(i,
has been obtained by Jeffrey and Onishi[87]. Making use of this expression, Cichocki
and Felderhof found[86]
A(T = 6-546 0.875 (5.26)
Using this expression and the values for from Table 53, we find that A(T) varies
between 0.81 and 1.88 as T varies between 25.0'C and 10.0'C. Thus, the values
for A(T) found sing exact expressions for the two-body hydrodynamics are smaller
than those found using the approximate expression. Nevertheless, these theoretical
predictions for A(T) are still positive, while the experimental values for A(T) are
negative.
Second, we consider the affect on A(T) of an attractive well of non-zero width.
(In contrast, the Baxter potential has an attractive well with an infinitesimally small
width.) We consider once again the pair interaction potential consisting of a hard
core and an attractive, rectangular well as sown in Figure 59. To coose the di-
mensions of the attractive well we make use of the work of Dr. Aleksey Lomakin[51].
He has carried out molecular dynamics simulations of 7-crystaflin in aqueous solu-
tion. In his simulations, the protein molecules interact through the pair interaction
potential shown in Figure 59. The dimensions of the well were varied and the ther-
modynamic properties of the system were determined. Dr. Loma-kin found that the
simulation results most closely match the properties of aueous Ycrystallin solutions
for a potential of the form of Equation 5.18 with = 03 and vo = 1.15kBT,. Using
this interaction potential, we calculated A(T) using Equation 512 W found that
A(T) varies between 116 and 14 as T varies between 25.0'C and 10.0'C. Again
these values for A(T) have a different sign from those found experimentally.
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In this chapter we have presented the results of dynamic light scattering measure-
ments on aqueous crystallin solutions along four isotherms in the one phase
region of the phase diagram. We found that the autocorrelation functions that we
obtained were consistent with exponential decays for protein solutions at low protein
volume fraction and high temperature. However, at high protein volume fraction
and low temperature, we observed significant deviation from exponential decay in
the autocorrelation functions. This behavior is to be expected on the basis of the
present theoretical understanding the dynamics of colloidal dispersions. Indeed, we
showed in Section 23 that for a system of interacting colloidal particles f (q, t) will
not generally decay exponentially. To further characterize the autocorrelation func-
tions, we analyzed them using a constrained regularization algorithm that provides
a distribution of decay rates for each correlation function. This analysis revealed
broad distributions of decay rates at high protein volume fraction and low temper-
atures.
We also analyzed the autocorrelation fnction in terms of a second order cu-
mulant expansion. This analysis provided estimates of the first cumulant, IF, for
each scattering angle, temperature and protein volume fraction studied. From these
estimates for , we obtained values for the collective diffusion coefficient, DO, T),
at each temperature and protein volume faction. We found tat D(O, T) decreases
with both increasing and decreasing T.
We used the experimental values for D(O, T) along with the experimental values
for the static structure factor, S(O, T), to obtain estimates for the hydrodynamic
factor, H(O, T). Remarkably, we found that H(0, T) was consistent with a lin-
ear dependence on up to protein volume fractions as high as 022 for te four
temperatures studied.
We compared the experimental data for HOT) with a theory based on the
generalized Smoluchowski equation. In order to compare theory with experiment,
we needed an expression for the pair interaction potential, u(r). We showed that
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5.4 Discussion
the Baxter adhesive hard sphere potential provided an excellent characterization
of the experimental data for SOT). We therefore concluded that this potential
is a reasonable one to use in the theory for HOT). Using the Baxter potential,
we found that the theoretical prediction for HOT) to first order in disagrees
significantly with the experimental results. Specifically, we found experimentally
that H(O, T) decreases linearly with for < 022. In contrast, the present theory
predicts that I-I(O, T) should increase with . Furthermore, we found that the
theoretical predictions for H(O, T) do not change significantly when an exact rather
than an approximate expression for two-body hydrodynamics is used. Similarly, the
theoretical predictions do not change significantly when another reasonable form
for u(r) instead of the Baxter potential is used in the theory. Consequently, we
conclude that te theory for the hydrodynamic factor that is ased on the generalized
Smoluchowski quation and that includes one- and two-body hydrodynamics does
not account for experimental observations.
It is interesting to note that for a dispersion of hard spheres that do not have
attractive interactions, the theory predicts that H(O, T = I A(T)O + 00') with
- 649 -6.44 for stick oundary conditions,A T) 256 -
- 9 -4.50 for slip boundary conditions.2
The above values for A(T) are larger negative nmbers than the values that we found
experimentally for aqueous -111-crystallin solutions. However, they are at least of
the correct sign and order of magnitude. In contrast, we showed above that when
the values of -r ontained in Table 53 are used, the resulting values for A(T) are of
opposite sign to the experimental values.
We may gain some insight into the possible reasons tat Equation 512 for A(T)
fails to describe our system by considering some other experimental studies that test
the expression for A(T) for a variety of different colloidal systems. There have been
a large number of experimental studies that make use of Equation 512. However,
in order for a study to be viewed as a test of the expression, a suitable interaction
potential to model the system must be determined on the basis of experimental data
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other than the dynamic data being used to compare to Equation 512. Other than
the work presented in this chapter, we are aware of only four studies that meet this
criterion. These studies are described below.
Two separate experimental studies that may be considered tests of the theoret-
ical expression for A(T) have been made using sterically stabilized silica particles
dispersed in cyclohexane[88, 89]. In Reference [88] the particles had hydrodynamic
radii of 23 ± Inm and in Reference 89] the particles had hydrodynamic radii of
34.6 ± 0.5nm. In both studies, measurements of O, T) were used to show that the
particles could be modeled as interacting through a hard-sphere interaction poten-
tial. This interaction potential was then used in te theoretical expression for A(T)
to obtain pedictions for A(T). It was found tat te theoretical predictions for A(T)
were in good agreement with the values for A(T) that were found by both dynamic
light scattering and sedimentation measurements in one case[88] and dynamic light
scattering measurements alone in the other case[89].
In addition to these two experimental studies, a test of the expression for A(T)
has has been made using sterically stabilized silica particles dispersed in benzene[90].
These particles had hydrodynamic radii of 47nm. In this study, turbidity easure-
ments were made and the data obtained in these measurements were sed to show
that the system could be modeled as interacting through a Baxter potential. These
turbidity measurements were used to determine the value for the stickiness param-
eter, , at each temperature studied. Dynamic light scattering measurements were
used to obtain values for A(T). It was found that these experimentally determined
values for A(T) were in agreement with te valLies predicted by the teoretical ex-
pression for AT).
Finally, a test of the expression for A(T) has been made using ovine serum
albumin (BSA) in aqueous solution[84, 91]. BSA has a radius of approximately
3nm. In this study, the static structure factor was measured and the data, obtained
in these measurements was used to show that the proteins could be modeled as
interacting through a Derjaguin-Landau-Verwey-Overl)eek (DLN70) potential. This
potential was ten used to obtain a prediction for A(T). It was found that there
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was significant disagreement between the theoretical predictions and the data obtain
using dynamic light scattering measurements.
Thus, all of the studies of which we are aware that have confirmed the theoret-
ical expression for A(T) have been done on dispersions of relatively large particles
(sterically stabilized silica particles with radii geater than 20nm). In contrast, the
two systems for which the expressions seem to fail (the study described in this
chapter and the study done on aqueous BSA solutions) have been dispersions of rel-
atively small particles (proteins with radii of 2 to 3nm). In obtaining an expression
for A(T), Felderhof has modeled the two-body hydrodynamics using calculations
for two spheres in low eynolds number flow. The experimental results, however,
suggest that te expression for A(T) that is obtained using this approach is not
applicable to systems of particles with sizes on the order of several anometers.
We noted above that the Baxter potential provides an excellent characterization
of the experimental data for S(0, T)(or equivalently 0HIMA when te sticki-
ness parameter is treated as an adjustable parameter. This agreement raises the
question of whether the Baxter theory could be used to explain other equilibrium
properties of the aqueous ^-crystallin solutions. However, on more careful exami-
nation, there are a number of problems in using the Baxter theory to describe the
aqueous 711-crystallin solutions. For example, the Baxter theory predicts that the
critical protein volume fraction is 312 - 4/2 0 1213. This is significantly lower
than the critical protein volume fraction that we find experimentally. Furthermore,
for the Baxter theory to provide a complete theory for the equilibrium properties of
the aqueous /-crystallin solutions, we require a knowledge of the temperature de-
pendence of . Unfortunately, it is not at all clear what this dependence should be.
Another difficulty with using the Baxter theory, is that there is some ambiguity in
determining the osmotic pressure for the Baxter potentia.1[85]. The osmotic pressure
may be obtained from the radial distribution function using two different methods.
One method involves calculating the static structure factor and then integrating the
resulting expression with respect to to obtain the osmotic ressure. The second
method involves using the virial equation[36] to obtain te osmotic pressure. These
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two methods yield different expressions for the osmotic pressure. This, however, does
not indicate that there is a basic inconsistency within the Baxter model. Instead, it
simply reflects the fact that the expression for the radial distribution function that
one obtains for the Baxter model is an approxz'mate expression. In light of these
difficulties, we conclude that, in general, the theory of Thurston, Blankschtein and
Benedek provide a better characterization of the equilibrium properties of aqueous
7-crystallin solutions than does the Baxter theory.
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Chapter 6
Light Scattering along the
Critical Isochore
In this chapter e present the results of light scattering measurements that we have
made along the critical isochore of aqueous 711-crystallin solutions. We have made
both static and dynamic light scattering measurements along the critical isochore of
four different aqueous 711-crystallin solutions. The static light scattering measure-
ments were used to obtain the osmotic compressibility, KT, and the static correlation
length, . These measurements were sed to confirm the results of Schurtenberger
et al.[29] who showed that aqueous -yll-crystaIlin solutions belong to the static uni-
versality class of three-dimensional systems with short range forces and a scalar
order parameter. The static light scattering measurements were also used to obtain
accurate estimates for T, for each of these samples. We needed accurate values for
T, to analyze the dynamic light scattering data that we obtained. We used dynamic
light scattering measurements to characterize the decay of concentration fluctua-
tions in the 711-crystallin solutions along the critical isochore. The results of these
measurements were compared with the mode coupling theory of critical dynamics.
This theory has successfully described dynamic critical penomena in simple fluids
near their liquid-gas critical point and in binary mixtures near their critical mixing
point.
Section 61 contains a description of the results of the static light scattering mea-
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surements along the critical isochore. Section 62 contains a description of the results




For all four different samples, at each different temperature studied, we measured
the the time-average of the photocounts due to light scattered by the sample at
up to twelve different angles (11.50 < < 162.60'). The order in which different
temperatures were sampled was chosen to ensure that a systematic error would not
be introduced by any drift in T.
For the four samples studied, the osmotic compressibility, t;T, was determined
at each temperature by an extrapolation of the measured time-average scattered
light intensity to q = using Equations 312 and 33. To test whether KT obeyed
a power law in (T - TIT, (Equation 12) along the critical isochore, the data for
each sample were analyzed in the following way. An initial value for T, was chosen
and 109 KT versus log[(T - TIT,] was plotted. Te value of T, was varied until the
data were most closely described by a straight line (as demonstrated by a minimum
in the X that was obtained in the least-squares fit of a line to the data).
One sample that we studied was 711-crystallin sample in 50n-iM phosphate buffer.
This sample was concentrated to a protein volume fraction, = 0199 ± .001, very
close to 0,. The sample was then transferred to a cylindrical cattering cell (5.6mm
diameter). Data was obtained at eleven different temperatures (19.00 > T - T, 
0.07'). It was found that a plot Of 109 KT versus log[(T - TITj most closely
described a straight line when T = 400 ± 0.05'C. Figure 61 contains a log-log plot
Of KT versus (T - TIT, for this choice of T. A least-squares fit of Equation 12 to
this data gave
1 19 ± .05,
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A = (7 ± ) X 10-8CM S2 g.T
Over the course of these measurements approximately 100 hours), we found that
T, had increased by 0.05'C.
To demonstrate that neither this drift in T, nor protein aggregation were leading
us to determine incorrect values for either A or , we determined KT along the
critical isochore for a 711-crystallin sample that contained dithiothreitol (DTT) A
solution of 711-crystallin in mM phosphate buffer with mM dithiothreitol (DTT)
was prepared and concentrated to a volume fraction, = 0191 ± .001, very close
to . The sample was transferred to a cylindrical scattering cell .6mm diameter).
Data was obtained at ten different temperatures 7.46 > T - T, 006'). For this
sample it was found that T=2.54 ± 0.05'C . A Plot Of KT versus (T - TIT is
shown in Figure 62. A least-squares fit of this data to Equation 12 yielded
1 19 ± .05,
(6.5 ± 04) X IO-'CM S2/g,T
in good agreement with the values found for te ql-crystalfin sample described
above that did riot contain DTT.
To demonstrate that multiple light scattering was not contributing to our values
for A and ^, we determined KT along the critical isochore for a sample in a scatteringT
cell with a very short optical path length. A solution of -ill-crystaIlin in mM
phosphate buffer with mM dithiothreitol (DTT) was prepared and concentrated
to a volume fraction = 0192±0.001, very close to . The sample was transferred
to a rectangular scattering cell (optical path length 1.85mm). Data was obtained at
16 different temperatures (7.943 > T - T, 0043'). For tl-iis sample it was found
that T=2.057 ± 0.005'C . A plot Of KT versus (T - TIT, is shown in Figure 63.
A least-squares fit of this data to Equation 12 yielded
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Figure 61: rT along the critical isochore (O = 0199 ± .001) for 711-crystallin
in 5mM phosphate buffer. The solid line is Equation 12 with = 119 and











Figure 62: KT along the critical isochore (O = 0191 ± .001) for qI-crystallin
in 5mM phosphate buffer and mM DTT. The solid line is Equation 12 with
1.19 and KO = 65 x 10-'cm s/g.
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A = (7-3 ± -5) X lo-'CM S2/g,T
in good agreement with the values found for the two-yll-crystallin samples described
above that were in larger scattering cells.
Finally, to demonstrate that changes in buffer strength do not significantly
change the values of A and , we determined KT for a sample prepared in 0mM
phosphate buffer A II-crystallin sample was prepared in 0mM phosphate and
concentrated to a protein volume fraction, = 192 + 0. 00 1, very close to 0,. DTT
was not added to this sample. Measurements on this sample were stopped after one
week when it became apparent that the T, ad increased by 0.5'C over that period
of time. As a consequence only eight data points were obtained and the critical point
was approached only to within 0.5'C. We found that T, = 71 ± .1T. Figure 64
contains a log-log Plot Of NT versus (T - TIT, for this choice of T. It was found
that
1.3 ± 0.1,
T (6 ± ) x 10-8cm s' g,
in agreement with previous values.
6.1.2 Static Correlation Length
As described in Section 33.1, the static correlation length, , can be determined from
static light scattering measurements by two different methods. First, the angular
dependence of the intensity of scattered light may be used to obtain an estimate for
 using the Ornstein-Zernike relation. Second, an estimate for may e determined
from the ratio of the turbidity, , to the Rayleigh ratio at zero angle, R(O). Both
of these methods are described in more detail in Section 33.1.
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Figure 63: KT along the critical isochore (O = 0192 ± 0.001) for 711-crystallin in
5OmM phosphate buffer and mM DTT in a rectangular cell. The solid line is











Figure 64: rT along the critical isochore (O = 0192 ± .001) for 711-crystallin
in 1mM phosphate buffer. The solid line is Equation 12 with - = 13 and
KO = 6 X l-11CM S2/g.T
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We have made a careful analysis of the static light scattering data for the the YII-
crystallin solution in a rectangular scattering cell 5OmM phosphate, mM DTT).
We determined using both of the methods described above. We found that for each
temperature the two different methods yielded values of that were in agreement
within experimental error. Since, we know that the values of obtained frorn'r/R(O)
are less sensitive to multiple light scattering, we used those values to determine and
6. A least-squares fit of a line to 109 KT versus logf(T - T,)IT,] found that the static
correlation length was consistent with a power law in (T - TIT, (Equation 13)
with
= 061 ± 006,
o = 7 ± 3.
A log-log plot of versus (T - TIT, is contained in Figure 65.
6.1.3 Summary
The results of te static light scattering experiments along the critical isochore for
aqueous 711-crystallin solutions are summarized in Table 61.
We described earlier that Schurtenberger et al. 29] measured T and for aqueous
7II-crystallin solutions along the critical isochore. Their results are also summarized
in Table 61. In this table, we have included the corrected value for KO. In their
original publication[29], Schurtenberger et al. reported a value for A that was inT
error by a factor of two. Very recently, as a result of comparison of their results
with the work presented in this thesis, Schurtenberger et al. reanalyzed their data
and found that they had made an error in calculating KT from R(O). This error
and the correct value for A has been reported as an erratum[29]. Furthermore, in
calculating rO Schurtenberger et al. used values for (9n/00) and E"""" that are
T 280
different from the more accurately determined values that we have used. The value
for that we ascribe to Schurtenberger et al. in Table 61 is the corrected value
that the would ave calculated had they used our values for (anl,90) and E1%'1CM .y 280
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Figure 65: along the critical isochore (O = 0192 ± .001) for 711-crystallin in
5OmM phosphate, mM DTT in the rectangular scattering cell. The values of 
were determined from -r/IZ(O). The solid line is Equation 13 with v 01 and
6 = 7A.
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Table 61: Summary of theoretical and experimental results for static light scattering
measurements along the critical isochore.
Osmotic Compressibility Correlation Length
System K 0 ly V
(10-'c sg) (A)
Theory 1.22a 0.62a
Lysozyme[93] 1.04-0.1 264-5 0.534-0-0531+2
-ylj-crystallin:
in 5mM phosphate:


















The values for , v and o that we have obtained are in excellent agreement with
the values that Schurtenberger et al. found. Our values for A are slightly lower
than the corrected value reported by Schurtenberger et al.
For comparison, Table 61 also contains the literature values for the relevant
critical exponents for the universality class of three-dimensional systems with short-
range forces and scalar order parameter.
Other than this work and the work of Schurtenberger et al., the only other study
of which we are aware Of T and in the vicinity of the critical point of a protein
solution is the work of Ishimoto and Tanaka[92, 93]. They used light scattering
techniques to study aqueous solutions of lysozyme near its critical point for liquid-




We now address the dynamic properties of aqueous /l-crystallin solutions in the
vicinity of the critical point. We have measured the temporal autocorrelation func-
tion of photocounts, n(qt), due to light scattered by each of the solutions that
were discussed in Section 61.1. The measurements were made as a function of
temperature and scattering angle.
On the basis of the results presented in Section 61, we are confident that all
four solutions exhibit consistent static behavior in the vicinity of the critical point.
In addition, the measurements of KT provide estimates for T, for each sample which
we need in order to analyze the dynamic light scattering data that we obtained.
For simplicity of presentation, we present results only for two of the samples that
we have studied. First, we present in detail the results for qj-crystallin in mM
phosphate buffer in a cylindrical scattering cell. Then, to demonstrate that neither
drift in T, protein aggregation nor multiple light scattering are responsible for any
of the results tat we obtain, we also present the results that we obtain for qj-
crystallin in 50inM phosphate buffer and mM DTT in a rectangular scattering
cell.
6.2.1 Temporal Autocorrelation Functions and their Char-
acterization
We begin by examining the shape of the autocorrelation functions that we have
obtained. However, as described in Chapter 5, it is more useful to examine the
intermediate scattering function, f (q, t), where




As described in Section 21.3, (n(q, t)n(q, 0)) is related to f (q, t) by (rewriting Equa-
tion 229)
(n (q, t) n (q, 0))V Pf (q, t) (n (q)) I - 1 (6.2)
where is a constant, with a value between and 1, that characterizes the optics of
the light scattering measurement. (Note that (n(q, t)n(q, 0)) is always greater than
or equal to (n(q) )2, so that in the above equation the argument of the square root
is never negative.) For each autocorrelation function, we use the monitor baseline
as an estimate for (n(q) )2 . Figure 66 contains representative plots of 32 f (q, t)
for 7II-crystallin in mM phosphate buffer in a cylindrical cell. Consistent with
the results that we presented in Chapter 5, we observe that the autocorrelation
functions exhibit significant deviation from exponential decay. This can be seen
clearly by examining the residuals of a single exponential fit to (n(q, t)n(q, 0)) versus
t. Figure 67 contains representative plots of the residuals of single exponential fits.
To better caracterize te autocorrelation functions, we have used a constrained
regularization agorithm to obtain a distribution of decay rates for each autocorre-
lation function. The regularization algorithm we used is described in Section 33.2.
The distribution of decay rates that we obtain from some representative autocor-
relation functions for yl-crystallin in mM phosphate buffer in a cylindrical cell
are shown in Figure 68. The distributions in this figure exhibit three significant
features. First, the distributions are very broad. Second, the average decay rate de-
creases as the citical point is approached. Third, a second peak in the distribution
appears as the ritical point is approached. This second, smaller peak has a higher
average decay rate than the major peak.
To confirm that neither multiple light scattering nor protein aggregation are
responsible for this behavior, we examined the temporal autocorrelation functions
obtained from crystallin in mM phosphate buffer and mM DTT in a rect-
angular scattering cell. Figure 69 contains the distributions of decay rates for
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Figure 66: Representative plots of the intermediate scattering functions, f (q, t),
for 711-crystallin in mM phosphate buffer in a cylindrical scattering cell. (a)
T - T = 19.000, q = 139 x 10' cm-', (b) T - T, 19.00', q 1.95 x 10' cm-', (c)
T - T = 19.00', q = 273 x 10' cm-', (d) T - T, 3.50', q 1.39 x 10" cm-', (e)
T - T = 3500, q = 1.95 X 105 CM-1, (f) T - T, 3.500, q 2.73 x 10" cm-', (g)
T - T = 0.500, q = 139 x 105 CM-1, (h) T - T, 0.500 q 1.95 x 105 cm-',
0T - T = 050 q = 273 x 10 cm
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Figure 67: Te residuals of single exponential fits to autocorrelation functions
obtained for ill-crystallin in mM phosphate buffer in a cylindrical scattering
cell. The residuals are normalized by (n(qO)n(qO) - (n(q))'. (a) T - Te
19.000, q = 139 x 10' cm-', (b) T - T = 19.00', q = 195 x 10' cm-', (c) T -
T = 1000, q = 273 x 105 cm-', (d) T - T, 3.500, q 1.39 x 10' cm-', (e)
T - T = 3500, q = 195 x 10' cm-', (f) T - T, 3.50', q 2.73 x 10" cm-', (g)
T - T = 0.500, q = 139 x 10' cm-', (h) T - T, 0.500, q 1.95 10' cm-1 M
T - T = 0.500, q = 273 x 10' cm-'. The corresponding reduced autocorrelation
functions are sown in Figure 66.
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Figure 68: The distribution of decay rates from autocorrelation functions obtained
at q = 195 x 105 cm-' = 90') for yll-crystallin in mM phosphate buffer in a
cylindrical scattering cell. These distributions were obtained with the regularization
parameter fixed at .O. As described in Section 33.2, the regularization parameter
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Figure 69: The distribution of decay rates from autocorrelation functions obtained
at q = 104 x I'cm-1 ( = 44.36') for /1-crystallin in mM phosphate and mM
DTT in the rectangular scattering cell. The distributions were obtained with the
regularization parameter fixed at 1.0.
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distribution are broad, that the average decay rate decreases as the critical point is
approached and that a second component in the distribution appears as the critical
point is approached.
6.2.2 First Cumulant
We obtain the first cumulant, fl, by making a least-squares fit of the second order
cumulant expansion to the autocorrelation functions as described in Section 33.2.
The residuals of those fits to some representative autocorrelation functions are shown
in Figure 610. This figure shows that a second order cumulant expansion provides
an adequate characterization of the autocorrelation function.
We begin our analysis of the experimentally determined values of r by examining
its dependence on the scattering wavenumber, q. Figure 611 contains plots of r,/q 2
versus q 2at many of the temperatures studied for 711-crystallin in mM phosphate
buffer in a cylindrical scattering cell. Far from T, the data appears to be consistent
with I' - q. As T, is approached the plots of r/q 2 versus q2 appear to be straight
lines with small, negative slopes. Very close T, the plots of Flq 2 versus q2 appear
to be straight lines with positive slopes.
Very similar behavior is seen in the sample of 711-crystallin in mM phosphate
buffer and mM DTT in the rectangular cell. Plots of Flq 2versus q 2for this sample
are contained i Figure 612.
We may compare this q dependence of F with the predictions of the mode cou-
pling theory that is described in Section 24. This theory asserts that r is the sum
of a background contribution, rB(q) and a critical contribution, rc(q). To second
order in q, the theory gives
rB(q = T I q2 (I + q22) (6.3)
67r7JB q,
kBT 2 i + 3 Z'O T
rc(q = 6ry q 5 + 8 q (6.4)
where as described in Section 24, is the viscosity, YB is the background contribu-
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Figure 610: Te residuals of fits of the autocorrelation functions to second order
cumulant expansions for -yll-crystallin in mM phosphate buffer in a cylindrical
scattering cell. The residuals are normalized by (n(q, )n(q, 0) - n(q))'. (a) T -
T, = 19.000, q = 139 x 10' cm-', (b) T - T = 19.00', q 1.95 x 10' cm-', (c)
T - T, 19.00 q 2.73 x 10' cm (d) -1 - T, 3.50', q 1.39 x 10' cm-', (e)
T - T, 3.50', q 1.95 x 10' cm-', (f) T - T, 3.50', q 2.73 x 10-, cm-', (g)
T - T, 0.500 q 1.39 x 105 cm-', (h) T - T, 0.50', q 1.95 105 CM-1, (j)
0T - T, 0.50 q 2.73 x 10' cm The corresponding reduced autocorrelation
functions are shown in Figure 66.
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Figure 611: Plots of 1'/q2 versus q 2 for /l-crystallin in mM phosphate buffer.
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Figure 612: Plots of ]Plq' versus q2for 711-crystallin in 5OmM phosphate buffer and
2OmM DTT in a rectangular cell. The solid lines are least-squares straight line fits
to the data at each temperature.
146
tion to the viscosity, z., is the exponent that characterizes the critical divergence of
,q and qc is a system-dependent constant with dimensions of wavenumber that char-
acterizes the magnitude of the background contribution to the decay rate, 1'. Thus
regardless of the relative magnitudes of B(q) and Fc(q), the theory predicts that
2far from the critical point r- q in agreement with the experimental data. As the
critical point is approached, the theory predicts that r- q 2(1 + q 2) . However, the
theory predicts that is always positive. This means that pots of r/q 2 versus q2 are
predicted to be straight lines with positive slopes. This is in disagreement with the
data which shows that there is a range of temperatures for which the slope, although
small, is negative. (In Figure 611, the slopes are negative for T - T, 0.50' In
Figure 612, the slopes are negative for T - T > 0943'.) Nevertheless, we feel that
this discrepancy between experimental data and theory is sufficiently small, that
it is still reasonable to continue our comparison of the experimental data with the
mode coupling theory.
We continue our analysis of the data by examining in more detail the temperature
dependence of r. Figure 613 contains plots of I' versus (T - TIT, at each angle
studied for 711-crystallin in rnM phosphate buffer in a cylindrical scattering cell.
Figure 614 contains these plots for 7II-crystallin in mM phosphate buffer and
2OmM DTT in a rectangular scattering cell. These figures demonstrate the critical
slowing down that occurs as the critical point is approached. A dramatic decrease
inroccurs for all scattering angles studied as T, is approached along the critical
isochore.
Furthermore, Figures 613 and 614 show that, sufficiently far from T, IF exhibits
a power law dependence on (T-T,)IT,. We may compare this power law dependence
on (T - TIT, with the predictions of the mode coupling theory. According to
Equations 2135 and 2136, for q sufficiently small,
T 2v
FB (q) , -2 Tr (6.5)
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Figure 613: The first cumulant versus (T - TIT, for all scattering angles studied
for 711-crystallin in mM phosphate buffer in a cylindrical scattering cell. The
upper solid line is a power law in (T - TIT, with exponent vI + z) 065. The
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Figure 6-14: The first cumulant versus (T-T,)IT, for all scattering angles studied for
711-crystallin in. mM phosphate buffer and mM DTT in a rectangular scattering
cell. The upper solid line is a power law in (T-T,)IT, with exponent vl+z,7) -- 065.
The lower solid line is a power law in (T - TIT, with exponent 2v 1.22.
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Included in both Figures 613 and 614 are two curves displaying power law depen-
dencies on (T - T,) IT,. One curve in each of the figures has an exponent of 2v '' 122
and the other curve in each of the figures has an exponent v1 + z) -_ 065. For
V, we use the value that we determined experimentally, 061. For z, we use the
theoretical value of 0065. The data sufficiently far from T, in both Figures 613 and
6-14 appear to be more consistent with an exponent of 2v than with an exponent
of v1 + z). This shows that the background contribution to IF is very significant
for much of the decay rate data.
Next, we make a more detailed, quantitative comparison between the experi-
mentally determined values of F and the predictions of the mode coupling theory.
The full theoretical expression for r may be written as
kBT I + q22 k q-F - q2 + BI k(q)(l + q 22 /4)' 7/2 (6-7)
6r9B qc 6-r'qBQ0ZY+Z'?
where we have used 7 = qB(QO)Z7 (Equation 2134) with z = 0065. We have
estimates for all of the quantities in the above expression except B, qC and Q As
described earlier, 9B is the background contribution to the viscosity and qC and Q0
are system-dependent quantities that have dimensions of wavenumbers. qc charac-
terizes the magnitude of the background contribution to the decay rate, F. It is
useful to note that for qc < , the background contribution, B(q), dominates F,
whereas for qc > 1, the critical contribution, FC(q), dominates F. In this sense,
qc may be viewed as a cut-off wavenumber for background contributions to F. Qo
characterizes the amplitude of the critical viscosity anomaly. As a first approxima-
tion, we assume that qC and Q are constants. However, it does not seem physically
reasonable to assume that 9B is constant over the range of temperatures for which
we have light scattering data. For example, as the temperature is dropped from
23'C to VC, the viscosity of water7 q,, increases from 0.9325cp to 1.567cp[82] It
seems reasonable to expect that YB will exhibit a similar dependence on tempera-
ture. Therefore, for the purpose of comparing Equation 67 with the experimental
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data for , we assume that is proportional to y.,o,
77B aqH201 (6.8)
where a is an unknown constant of proportionality. Equation 67 may then be
written as
= A + q22 + B kBTq 2 k(q)(l + q 22 /4) Z,7/2 (6.9)




B = 1 (6.11)
zn
aQO
The quantities qc and Q are related by[63, 65]
4r4/3
qC  Q (6.12)3r
For 71.,,O, we use[82]
109 1 77H2 0 (T) =: 1301 - 330233.
998-333 + 8.1855(T - 293-15) + 0.00585(T - 293.15)2
(6.13)
Thus we have estimates for the values of all of the quantities in Equation 69 except A
and B. We may thus perform a least-squares fit of Equation 69 to the experimental
data with A and B treated as adjustable parameters. Since Equation 69 is linear
in both A and B, the least-squares fit is straight-forward. To perform this fit, we
use the method of singular value decomposition[94]. Such a least squares fit to the
experimentally determined values of the first cumulant for 711-crystallin in mM
phosphate buffer in a cylindrical scattering cell (the data in Figure 613) yields
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A = 43 x 10-8cm,
B = 0.0017cmzn.
Equation 69 with the above values for A and is compared with the experimental
data in Figure 615. We can use the values of A and that we have determined to
obtain estimates for a and qC by using Equations 610 611 and 612. We find that
the above values of A and correspond to
a 3 x 10',
-1 I X 13AqC
A least squares fit to the experimentally determined values of the first cumu-
lant for -crystallin in mM phosphate buffer and mM DTT in a rectangular
scattering cell (the data in Figure 614) yields
A = 4.7 x 10-8CM,
B = 0.0035cm217.
Equation 69 with the above values for A and is compared with the experimental
data in Figure 616. These values of A and correspond to
a = 1 X 102,
- = 1 X 13A.qC
It is interesting to compare the relative magnitudes of the background and critical
contributions to the decay rate as the critical point is approached. Figure 617 shows
the values of the background and the critical contributions to the decay rate as the
critical point is approached for one particular wavenumber.
We must point out that, since 77 cannot be less than YB, the expression for the
viscosity (Equation 2134), 7 = B(W)"? with z = 0065, is strictly valid only
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Figure 615: Comparison of the first cumulant for 711-crystallinin 5mM phosphate
buffer in a cylindrical scattering cell with Equation 69 with A = 43 x 10-'cm and
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Figure 616: Comparison of the first cumulant for -ill-crystallinin 5mM phosphate
buffer and mM DTT in a rectangular scattering cell with Equation 69 with A =

















Figure 617: The background and critical contributions to the decay rate for q =
1.04 x I'cm-1 ( = 44.36') for yll-crystallin in mM phosphate buffer and mM
DTT in a rectangular cell. The theoretical curves are calculated using Equation 69
with A = 47 x 10-'cm and = 0.0035cmzn.
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that for our system Q` is on the order of 10'A. However, for (T - T,)IT,>3 x 10',0 r1_1
is less than 10'A. Thus, it is not strictly correct to use Equation 2134 for for
(T - T,)IT,>3 10-4 . For this range of temperatures it is more accurate to say
that = YB (i.e. z = ). Nevertheless, since z is so small and since the critical
anomaly in the viscosity only enters into the critical part of F which is very small
far from the critical point, the error introduced by using z = 0065 in Equation 69
over the entire range of temperatures studied is very small. To demonstrate this,
we have made fits to the two sets of data for to Equation 69 with z = For
both sets of data, we found the same values, within experimental uncertainty, for a
and q-1 as we found using z = 0065. Similarly, plots of Equation 69 with z = C
are virtually indistinguishable from plots of Equation 69 with z = 0065 over the
entire range of T and q that we have studied.
6.3 Discussion
In this chapter we have presented the results of an extensive study of the light
scattering properties of aqueous 711-crystallin solutions along the critical isochore.
The static light scattering measurements were used to determine values for ,
KT , v and 0. The values for -y and v that we obtained confirmed the results of
Schurtenberger et al.[29] who showed that aqueous /1-crystallin solutions belong
to the static universality class of three-dimensional systems with short range forces
and a scalar order parameter. In addition, our value for o is in good agreement
with the value found by Schurtenberger et al.
We compared our values for A with value reported by Schurtenberger et al.
in their article[29] that was published in in 1989. We found that our values for
K0 were more than a factor of two smaller than the published value. This lar e
T 9
discrepancy eventually lead Schurtenberger et al. to reanalyze their raw data. They
found that they had made an error in calculating T from Z(O) that resulted in
their value for A being in error b a factor of two. Very recently, an erratum has
T y
been published[29] reporting their error and the correctly calculated value for OT'
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Furthermore, Schurtenberger et al. used values for (On/,90) and E28O"O"- that differ
slightly from the more accurate values that we used. The value for A in Table 61
that we ascribe to Schurtenberger et al. is the corrected value that they would have
obtained had the used our values for (N/,90) and As can be seen in
y `280
Table 61, however, our values for rO are still slightly lower than the value that we
ascribe to Schurtenberger et al., even after the corrections to their value that we
described above. We cannot be sure of the reason for this small discrepancy in the
value for A. However, we should mention that the measurements of SchurtenbergerT
et al. were made using a laser light source with wavelength, A = 488.Onm, despite
their observation that this wavelength of light caused beam spreading in the 711-
crystallin solutions. Although they attempted to eliminate this effect by keeping
the incident light intensity very low and limiting exposure of the sample to the light
to the minimum time required, it is still possible that their data was affected by
beam spreading. This effect would lead to an anomalousl high value for KO In
y T
contrast, for our measurements we used a laser light source with A = 632.8nm and
no beam spreading was observed at this wavelength. Consequently, we have greater
confidence in our values for KT-
Having confirmed that aqueous yll-crystallin solutions belonged to te same
static critical universality class as binary liquid mixtures near the critical mixing
point, we investigated whether these two different systems also exhibited similar
dynamic critical behavior. We used dynamic light scattering measurements to char-
acterize the decay of concentration fluctuations in aqueous 711-crystallin solutions
along the critical isochore. We compared the experimentally determined dynamic
behavior with te mode coupling theory which has been very sccessful in describing
the dynamic critical behavior of binary liquids.
In contrast to binary liquids, we found that the autocorrelation function of photo-
counts due to light scattered by aqueous 711-crystallin solutions exhibited significant
deviation from exponential decay near te critical point. To further characterize the
autocorrelation function, we analyzed them using a constrained regularization al-
gorithm. This algorithm is described in more detail in Section 33.2. It finds a
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distribution of decay rates that is consistent with the autocorrelation function, sub-
ject to certain physically reasonable constraints. This analysis of the autocorrelation
functions revealed distributions of decay rates that are very broad. Furthermore,
we found that a second peak in the distribution appeared near the critical point.
This second peak never exceeded five percent of the total distribution. We have no
physical explanation for the appearance of this second peak. It is possible that its
appearance is an artifact of the regularization algorithm. For a very broad distribu-
tion, the algorithm may break the distribution into two or more peaks.
While the large deviations from exponential decay that we have observed in
the autocorrelation fnctions of aqueous yl-crystallin solutions are not predicted
by the mode coupling theory, a very small deviation from exponential decay is
expected[95, 96, 66]. This non-exponential decay is the result of the frequency
dependence of the viscosity. However, this deviation from exponential decay is
predicted to be so small that it cannot possibly explain the non-exponential decay
that we observe.
Despite the nonexponential autocorrelation functions, examination of the distri-
bution of the decay rates showed that average decay rate decreased dramatically as
the critical point was approached. We wanted to compare this critical slowing down
with the predictions of the mode coupling theory. In order to do this, we chose to
characterize the autocorrelation functions using a second order cumulant expansion.
The values for the first cumulant, r, that we thus obtained were then compared with
the mode coupling theory predictions for the decay rate.
We found good agreement between the experimentally determined values for r
and the predictions of the mode coupling theory provided that a very large back-
ground contribution to the decay rate was included in the theory and that we allowed
the background Viscosity, qB, to be several orders of magnitude larger than the vis-
cosity of water and This large background contribution is reflected in the large values
that we obtained for q-1, which we found to be on the order of 10'A. Thus it seems
that q-' for aqueous yll-crystallin solutions is many times larger than the size of
an individual protein molecule (diameter_-- 48A). In comparison, in pure fluids and
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binary liquid mixtures q-1 is only several angstroms[97, 98], which is comparable
to the range of the intermolecular potential. In a water-in-oil microemulsion, it has
been found that q-1 is on the order of the size of the droplets[99]. Thus, it seems sig-
nificant that in aqueous ql-crystallin solutions, we find that q-1 is much larger than
either the size of an individual protein molecule or the range of the intermolecular
potential.
Although the mode coupling theory provides a good description of the general
features of the behavior of the first curnulant, careful examination of the experimen-
tal data reveals systematic differences between experimental results and theory. For
example, the theory does not explain the negative slopes that we found in some of
the plots of Flq 2versus q (Figures 611 and 612). In addition, Figures 615 and 6-
16 reveal a systematic deviation between experimental values for F and theory that
is particularly pronounced at large angles. Nevertheless, it seems remarkable that
the experimental values for and the theory agree as well as they do considering
that the nonexponential decay of the autocorrelation functions is not predicted by
the mode coupling theory.
It is interesting to note that Rouch et al.[99, 100] have observed dynamic crit-
ical behavior in a water-in-oil microemulsion that has many features that are sim-
ilar to those of the dynamic critical behavior that we have observed in aqueous
711-crystallin solutions. Specifically, Rouch et al. found that the autocorrelation
functions were non-exponential in the vicinity of the critical point and that a large
background contribution to the decay rate is required to explain their decay rate
data using the mode coupling theory. They showed that an extension of the dif-
fusing droplet model is able to account for both the nonexponential autocorrelation
functions and the variation of the first curnulant with temperature. The diffusing
droplet model for critical dynamics in fluids was first proposed by Ackerson and
co-workers[101, 102]. In this model, order parameter fluctuations are viewed as
transient clusters diffusing in a host fluid characterized by a normal background
viscosity. It is assumed that the clusters are present in a wide range of sizes, with
the static correlation length, , being a characteristic size for the droplets. For the
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microemulsions studied by Rouch et al., there is evidence that the system exhibits a
percolation phenomenon[103, 104]. On the basis of this observation, they assumed
assumed that near the critical point the transient clusters form as the result of a
percolation phenomenon in which water droplets aggregate. They therefore assumed
that the distribution of droplet sizes had a form that is typical of percolation. Using
this choice for the distribution of droplet sizes, they calculated the expected auto-
correlation function of scattered light intensity and found that it accounted for the
nonexponential decay that they had observed experimentally. Furthermore, the cal-
culated first cumulant of the autocorrelation function was in good agreement with
their experimental findings.
For our /l-crystallin solutions, it is possible that there exists an expression for
a distribution of cluster sizes that would explain both the nonexponential autocor-
relation functions and large background contribution to the decay rate that we find.
However, there seems to be no physical basis for choosing such a distribution for
our system.
6.3.1 Values of T,
The values for T, that we report in this chapter differ somewhat from the values
reported earlier for aqueous /l-crystallin solutions. These differences in T, are of no
consequence in our comparison of the experimental data with the predictions of the
theory of critical phenomena. Nevertheless, we feel that it is important to explain
these differences in T.
For 711-crystallin in mM phosphate buffer and 2rnM DTT, we found that
T,=2.54 ± 0.05'C for one sample and that T=2.057 ± 0.0050C for another sample.
This differs from the value for T, of 397 ± 0060 C that we reported in Section 33.2.
We believe that the lower values for T, reported in this chapter for the two samples
with DTT are the result of evaporation of water during the preparation of the
samples. For the purpose of measuring the light scattered along the critical isochore,
we tried to prepare and concentrate the solution as quickly as possible. Therefore, we
chose to use ultrafiltration with Centripreps (Amicon) to concentrate the solutions
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up to the critical volume fraction.
While Centripreps have a large membrane surface area that allows for rapid
concentration of the protein solutions, the Centriprep design also, unfortunately,
allows for considerable evaporation of water. Consequently, the solutions with crit-
ical protein volume fractions also have concentrations of buffer and DTT that are
higher than were in the initial solution. This results in a depression of T. In con-
trast, for the results presented in Section 32 considerable precautions were taken
to prevent the evaporation of water and the consequent changes in buffer and salt
concentrations.
For /Ij-crystallin in mM phosphate buffer and no DTT we report that T=4.00±
0.05'C. This differs from the for T, of 977 ± 0.05'C reported by Schurtenberger et
al.[29] for a similar solution. We believe that this difference in T, is the result of
two factors. First, as mentioned above the method that we used to concentrate the
protein solution resulted in the evaporation of water and a consequent depression of
T,,,. Second, the method of purification of ll-crystallin used by Schurtenberger et
al. is somewhat different than the method that we used. This difference may also
result in a difference in T.
Finally, for -111-crystallin in 0mM phosphate we report that T=7.1 ± .I'C.
This differs from the value for T, of 52 ± 0.2'C reported by Broide et al. 22]. For
this sample, 22 days elapsed between preparation of te sample and the beginning
of the light scattering measurements. As described in Section 33.2, in the absence
of DTT we have observed that T, increases with time. We believe that this increase
in T, with time is the reason for the igh value of T, that we found for this sample.
It is interesting to note, that despite the increase in T, with time we were still able




In this thesis we have reported a survey of the light scattering properties of aqueous
711-crystallin solutions.
As a background to the light scattering studies presented in this thesis, in Chap-
ter 3 we reported that we have accurately determined the index of refraction incre-
ment, (,Om/i9o). In this chapter, we also demonstrated that the addition of dithio-
threitol (DTT) to the protein solutions did not result in an appreciable change in
either the critical protein volume fraction or the shape of the coexistence curve for
liquid-liquid phase separation.
In Chapter 4 we reported the results of static light scattering measurements that
we made along four isotherms and along three off-critical isochores. These measure-
ments were used to obtain the osmotic incompressibility, MlaO) as a function
of both protein volume fraction, , and temperature, T. We found that (XI1,90)
decreased significantly with increasing and decreasing T. The experimental data
were also used to determine the the spinodal temperature at three different values
of . The experimentally determined osmotic compressibility and spinodal temper-
atures were compared with the mean-field theory for aqueous protein solutions of
Thurston, Blankschtein and Benedek[7]. In this theory, a simple form for the Gibbs
free energy, G, is proposed that can be used to predict the observable equilibrium
thermodynamic properties of protein solutions. This Gibbs free energy contains
a quantity oEnet that characterizes the degree of attraction between neighboring
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protein molecules. For /l-crystallin, uEnet is proposed to be independent of tem-
perature, i.e. (0oEnet/,9T)T = T = . We found that this theory predicts, quite
accurately, the spinodal temperatures that we determined experimentally. Further-
more, we found that the theory predicts many of the important features of the
behavior of the experimentally determined osmotic incompressibility. However, we
found that there was a significant systematic difference between the experimental
data for the osmotic incompressibility and the predictions of the theory of Thurston,
Blankschtein and Benedek. We investigated whether agreement between theory and
experiment could be improved if we allowed (aoEnet1,9T)T = T, to be non-zero. We
found, however, that no one value of (aoEnet1OT)T = T, improved agreement at all
protein volume fractions.
It is important to emphasize that the theory of Thurston, Blankschtein and
Benedek is a mean-field theory. As such, it is unreasonable to expect it to be able
to quantitatively predict all of the equilibrium thermodynamic properties of the
aqueous protein solutions in all regions of the phase diagram. Thus, in light of the
fact that it is a mean-field theory, the Thurston, Blankschtein and Benedek theory is
remarkably successful at predicting many of the important features of the variation
of the osmotic compressibility with temperature and protein volume fraction.
In Chapter 5, we reported the results of dynamic light scattering measurements
that we made along four isotherms. We found that te time autocorrelation func-
tions of the photocounts due to light scattered by the protein solutions exhibited
significant non-exponential decay at high protein volume fractions. Such a non-
exponential decay is predicted for dispersions of interacting colloidal particles by
a theory that is based on the N-particle generalized Smoluchowski theory (GSE).
To further characterize the autocorrelation fnctions, we analyzed them using a
constrained regularization algorithm that finds a distribution of decay rates that is
consistent with the autocorrelation fnction subject to physically reasonable con-
straints. This analysis revealed broad distributions of decay rates at high protein
concentrations and low temperatures.
We also characterized the autocorrelation functions in terms of a second order
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cumulant expansion to obtain an estimate for the first cumulant, F. We used the
values of F that we obtained to determine the collective diffusion coefficient, D at
each protein volume fraction and temperature studied. We found that D decreased
significantly with increasing and decreasing T.
We compared our experimentally determined values for D with a theoretical
expression that was found by Felderhof[56]. Felderhof used the GSE to obtain an
expression for the collective diffusion coefficient, D for spherical colloidal particles,
under the assumptions that the total interaction potential is pairwise additive and
that the dispersion is sufficiently dilute that only one- and two-body hydrodynamic
interactions need be considered[56]. Felderhof obtained tractable integral equations
for D by assuming that the two-body hydrodynamic interactions could be adequately
approximated by an expansion in powers of the interparticle distance and keeping
only the first several non-vanishing terms.
In order to compare this theoretical expression for D with our data we needed
an estimate for the pair interaction potential, zt(r). On the basis of the static light
scattering data that we presented in Chapter 4 we were able to show that the
Baxter adhesive hard sphere pair interaction potential was a reasonable potential
to use to model the interactions between the protein molecules in solution. In fact,
we found that the predictions on the basis of the Baxter potential were in excellent
agreement with the experimental static light scattering data. We used this pair
interaction potential to obtain a prediction for D. W found however, a very large
and unequivocal disagreement between theoretical prediction and experimental data
for D. We further showed that agreement between theory and experiment did not
improve significantly when we used another reasonable form for u(r) rather than the
Baxter potential. Furthermore, although the theoretical expression that we used was
obtained using an approximate expression for two-body hydrodynamics, we found
that agreement between theory and experiment did not improve significantly when
we used a theoretical expressions for D that made use of exact expressions for two-
body hydrodynamics.
The failure of this theoretical approach to give a reasonable prediction for D is
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supported by the work of Cannell et al.[84, 91]. Tey studied aqueous solutions of
bovine serum albumin and found, on the basis of static light scattering data, that
it was reasonable to model the proteins as interacting through a Derjaguin-Landau-
Verwey-Overbeek (DLVO) pair interaction potential. They found, however, that
using this potential, the theory based on the GSE failed to adequately predict D.
There do exist several reports of experimental confirmation of the theory. How-
ever, all such confirmatory studies of which we are aware were performed on dis-
persion of relatively large colloidal particles. In contrast, our study and the study
of Cannell et al. were performed on dispersion of relatively small colloidal parti-
cles. This suggests that the theory is applicable only to dispersion of relatively large
colloidal particles. This demonstration of the inadequacy of the generally accepted
theory for the dynamics of colloidal dispersions, is particularly significant since,
as we described in Chapter 1, an understanding of the properties of concentrated
protein solutions is important to biology and medicine.
In Chapter 6 we reported our use of both static and dynamic light scattering
techniques to study aqueous solutions of 711-crystallin along the critical isochore.
We used static light scattering to determine the osmotic compressibility, rT, and
static correlation length, along the critical isochore. This work confirmed the
findings of of Schurtenberger et al.[29], who showed that the critical exponents 
and v corresponding to T and , respectively, had values that were consistent with
values of these critical exponents in binary liquid mixtures and simple liquids.
This comparison between our results and those of Schurtenberger et al. lead to
the discovery that Schurtenberger et al. had made an error in calculating T from
their raw light scattering data. This error and its correction have been published as
an erratum[29].
We used dynamic light scattering to characterize the decay of concentration fluc-
tuations along te critical isochore. We found that the solutions underwent dramatic
critical slowing-down. That is the average decay rate for concentration fluctuations
decreased dramatically as the critical point was approached. We compared our dy-
namic light scattering data with the accepted theory for critical dynamics in binary
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liquid mixtures. We found that behavior of the average decay rate was consistent
with the predictions of the theory provided that we included a very large background
contribution to the decay rate and tat we allowed the background viscosity to be
two orders of magnitude larger than the viscosity of water. In disagreement with
the theory, however, the concentration fluctuations exhibited significant deviation
from exponential decay.
Of course, while the research described in this thesis provides considerable new
information about aqueous 7II-crystallin solutions, at the same time it also raises
a number of interesting questions. Below, we provide some suggestions for future
work.
The work presented in thesis, as well as the work of others, shows that the
mean-field theory of Thurston, Blankschtein and Benedek is capable of predicting
many of the important features of the equilibrium thermodynamic properties of
aqueous protein solutions. An important future step in the study of these solutions
is to develop a better understanding of the relationship between the equilibrium
thermod namic properties of these solutions and both the detailed structure of the
protein molecules and the solution conditions. In view of the remarkably good
agreement that we found between the experimental data for the static structure
factor and the theoretical predictions for this quantity for the Baxter potential, it
seems worthwhile to try to achieve such an understanding of the system in terms of
the pair interaction potential.
The failure of the accepted theory for dynamics in colloidal dispersions to predict
the dynamic behavior of protein in solution raises important questions about the
theory. Clearly, more work is needed to identify more precisely the conditions under
which the theory can be expected to provide an accurate description of dynamics in
colloidal dispersions. To this end, there is a need for more experimental tests of the
theory on a wide variety of different colloidal dispersions.
We emphasized in this thesis that there does not exist, to our knowledge, a theory
for critical dynamics in binary mixtures that is specifically applicable to systems in
which one of the component particles is much larger than the other. Clearly, such a
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theory would be of help to us in trying to understand the dynamic critical properties
that we have observed in aqueous yll-crystallin solutions. In particular, there is
a need for a theory that provides an explanation for the size of the background
contributions to both the decay rate and the viscosity. In addition, a theory for
critical dynamics that is specifically applicable to aqueous protein solutions may
explain the observed non-exponential decay of concentration fluctuations near the
critical point.
In conclusion, we feel that the work presented in this thesis provides consider-
able insight into the properties of aqueous 711-crystallin solutions in particular, and
solutions of interacting protein molecules in general. At the same time, this work
has brought to our attention a number of shortcomings in the present theoretical
treatments of these systems. In particular, this work shows that there is a need for a
better theoretical understanding of the dynamics of solutions of interacting protein
molecules, both at moderate concentration and near the critical point. We ope
that the work presented in this thesis will encourage others to work toward a better




In this appendix, we show that the thermodynamic susceptibility is related to the
osmotic compressibility by Equation 224. The approach we take here is based on
the approach of Hiemenz[105].
According to the fluctuation dissipation theorem[40],
(P2) 2 = kBT (A. )
- P v A I
where X is a generalized susceptibility that, in this case, is related to the Gibbs free
energy, G by
I WGX = (A.2)
V Op2
We know that for fixed temperature and pressure,
dG = ,,dN,,, + ltpdNp, (A.3)
where N and Np are the number of water and protein molecules, respectively, in
V and p, and pp are the corresponding chemical potentials.
We can write V in terms of N.,,, and Np,
V = ,,N, + pNp, (A.4)
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where and QP are the volumes occupied by a single water molecule and a single
protein molecule, respectively. Since V is fixed,
dV = = Q,,dN,, + QpdNp.
We use this relation to eliminate N.,,, from Equation A.3 and find
dG = PP - 11 p dNp,Q ..
QPPP - p,, V dp,Q"
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We note that and yp are related by the Gibbs-Duhem relation, which for
fixed temperature and pressure is
= N,dli,, + Npdpp. (A.10)
We use this relation to eliminate from Equation A.9 and find
(A.11)
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The osmotic pressure, H, is related to p, by[7]
0 QJ = PW'













Finally, we use the fact that = pp to find
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In this appendix, we describe the Zwanzig-Mori projection operator formalism and
use this formalism to obtain Equation 299. We follow the treatment of Berne and
Pecora[33].
We begin by observing that the time correlation function of two functions A(t)
and B(t), which we write as (A*(t)B(O)), may be viewed as the scalar product of
the "vectors", JA(t)) and JB(O)). In particular, the time autocorrelation function,
(p*(t)p(O)) may be viewed as the "projection" of p(t)) onto 1p), where p) = Jp(O)).
In the discussion that follows, it is convenient to make use of the Dirac bra-ket
notation, in which
WOW = P*(t)p). (B. )
We may define a projection operator, P, that projects any "vector" onto 1P).
This projection operator may be written as
P 1p)(PIPF'(PI, (B.2)
I Q, (B.3)
where Q is an operator that projects any "vector" onto a subspace orthogonal to
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W.
We know from Section 23, that the time evolution of p) is governed by b as
IP(t) = eDtIP)I (B.4)
and, consequently, we may write
d IPM)
Wt
= DtbIP = eDt(-p + QbIP)I
= bblp + ebtQbIP)-
(B-5)
(B-6)
Using the definition of P, it can be shown that
eDtpjIP = (PIP) ebt IP) - (B.7)
It can be shown that
CDt = e QDt + ds At - )PbeQbs (B.8)
It therefore follows that















Thus, IF(t)) is orthogonal to p). Using this definition for F(t)), we can write
Equation B.9 as
t (F (s I F)
C'D'Q'bIp = F(t)) + 10 ds Ip(t - s)) (PIP) (B. 14)
since,
-P'beQ'b-s1Q'bIp = p)(pIp)_'(F(s)IF)_ (B. 15)
Then, by using Equations B.7 and B.14 in Equation B.6, we find
d (PIDIPI) t
- IPM = 1p) + IF(t)) + ds I p (t - s)) M (s), (B. 16)
dt (PIP)
where M(s) is a memory function,
(F (s I F) (B. 7)
M(S) (PIP)
Taking the inner product of p) with Equation B.16, we find
d (pI'DIp) t
_(PIPM) (PIPM) + 10 ds Al (s) (p I p (t - )). (B. I 8)dt ( I )
Thus, finally,
d ((-q)-D t
_f (q, t) f (q, t) + ds Al (s) f (q, t - s). (B. 19)
dt 10
This is Equation 299. The memory function is expected to decay to zero with a
decay time that is on the order of the structural relaxation time, R[l, 35].
An approach similar to the one given above has been used by Kawasaki to obtain
kinetic equations for binary liquid mixtures near the critical point[61]. For binary
liquid mixtures, the time-evolution of the dynamical variables is governed by the
Liouville operator, rather than the adjoint Smoluchowski operator. Furthermore,
the projection operator that Kawasaki used projected an arbitrary "vector" onto a
set of slow variables, rather than, as was done above, onto a single variable. The
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actual calculations done by Kawasaki are quite involved and we will not reproduce




The table in this appendix lists the location of the computer application files that
were used to produce the figures in this thesis. All of these files are stored on the
hard drive Users2O36 in the directory "Bernard". Most of these application files
were created by the computer program "Igor" (WaveMetrics, Lake Oswego, OR).
Due to a quirk in the Igor program, in order to use the application files listed below,
one must first copy the file to a diskette. The volume label on this diskette must be
the same as the name of the subdirectory in which the file is stored on Users2O36.
The table in this appendix also lists the encapsulated postscript files used to
produce the figures in this thesis. All of these files are stored on the Sun Sparcstation
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