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Abstract
It is known that, up to isomorphism, there are only one lattice S and one non-lattice semi-lattice S′ in R2.
In [S. Tan, TKK algebras and vertex operator representations, J. Algebra 211 (1999) 298–342] we obtained
a vertex operator representation for the baby-TKK algebra Ĝ(T (S′)). The goal of the present paper is to
study the TKK algebra Ĝ(T (S)), which includes the baby-TKK algebra as a subalgebra, and its vertex
operator representations. As a by-product, we also obtain two representations for the baby-TKK algebra
Ĝ(T (S′)). One of the representations recovers the construction given in [S. Tan, TKK algebras and vertex
operator representations, J. Algebra 211 (1999) 298–342].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In [AABGP] the authors define a Jordan algebra T (S) from a semi-lattice S of Rν (ν  1), and
then construct an extended affine Lie algebra of type A1 from the Lie algebra G(T (S)) which
is obtained from the Jordan algebra T (S) by the so-called Tits–Kantor–Koecher construction
(see [J, VIII.5]). The TKK algebra Ĝ(T (S)) is defined to be the universal central extension of
the perfect Lie algebra G(T (S)). As we known, a lattice is a semi-lattice, and in R2 there are
only two non-isomorphic semi-lattices S and S′, where S′ is a non-lattice semi-lattice. In [T] we
give a vertex operator representation for the TKK algebra Ĝ(T (S′)) which is sometimes called
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TKK algebra Ĝ(T (S)) with S = Z2 the lattice of R2. This TKK algebra indeed includes the baby-
TKK algebra Ĝ(T (S′)) as a subalgebra. The vertex operators constructed in [T] act on a Fock
space with both bosonic and fermionic states, while the vertex operators defined in this paper act
on a Fock space with only bosonic states. Moreover, in the last section of the paper we construct
two realizations for the baby-TKK algebra by vertex operators, one of these constructions indeed
recovers the construction given in [T].
Recalling from [AABGP] we know that a subset S = Sν of Rν is called a lattice (semi-lattice)
of Rν if S is discrete, spans Rν , and satisfies the conditions: 0 ∈ S, −S = S, and S + S ⊆ S
(S + 2S ⊆ S). Let 〈S〉 be the additive subgroup generated by a semi-lattice S of Rν . Clearly S
is the union of cosets of 2〈S〉 in 〈S〉 including the trivial coset 2〈S〉. Thus we can assume S to
be the union of cosets of 2Zν in Zν ⊆ Rν including the coset 2Zν . That is, S =⋃mi=0 Si , where
S0, . . . , Sm are distinct cosets of 2Zν in Zν and S0 = 2Zν . For σ ∈ S, let xσ be a symbol and
define T = T (S) =⊕σ∈S Cxσ with the multiplication defined by
xσ · xτ =
{
xσ+τ , if σ, τ ∈ S0 ∪ Si, for some i ∈ {0,1, . . . ,m},
0, otherwise.
(1.1)
Then T is a Jordan algebra (see [AABGP]) with identity x0 = 1.
Set LT be the set of multiplication operators for T and Inder(T ) = [LT ,LT ]. Let x+, x−
and h be the standard Chevalley basis of the simple Lie algebra sl2(C). We define a vector space
G(T ) := (sl2(C)⊗ T )⊕ Inder(T ), (1.2)
with the Lie product
[A⊗ a,B ⊗ b] = [A,B] ⊗ ab + (A,B)[La,Lb],
[D,A⊗ a] = A⊗Da,[
D, [La,Lb]
]= [LDa,Lb] + [La,LDb] (1.3)
for A,B ∈ sl2(C), a, b ∈ T , and D ∈ Inder(T ), where (A,B) = 2 tr(AB). Then G(T ) forms a
Lie algebra, which is often called the Tits–Kantor–Koecher Lie algebra obtained from the Jordan
algebra T .
For any Jordan algebra T , and ai ∈ T , one can easily check the following identities
[La1 ,La2] + [La2,La1 ] = 0,
[La1a2 ,La3] + [La2a3 ,La1] + [La3a1,La2 ] = 0. (1.4)
The vector space Instrl(T ) = LT ⊕ Inder(T ) under the following product forms a Lie algebra
[La +D,Lb +E] = [La,Lb] +LDb −LEa + [D,E]
for D,E ∈ [LT ,LT ] and a, b ∈ T . Let T = {a | a ∈ T } be a linear copy of T . We define an
automorphism “ ” of the Lie algebra Instrl(T ) by La +D = −La + D, for a ∈ T and D ∈
[LT ,LT ]. Then one can define a Lie algebra G0(T ) (see [J]):
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with the Lie multiplication
[a1 + b1 +E1, a2 + b2 +E2]
= −E2a1 +E1a2 −E2b1 +E1b2 + a1  b2 − a2  b1 + [E1,E2]
for ai, bi ∈ T ,Ei ∈ Instrl(T ), where a  b = Lab + [La,Lb].
We know (see [Sel] and [T]) that the Tits–Kantor–Koecher Lie algebra G(T ) is isomorphic to
the Lie algebra G0(T ) via the homomorphism ϕ :G(T ) → G0(T ) defined by
x+ ⊗ a →
√
2a, x− ⊗ a →
√
2a, h⊗ a → 2La, [La,Lb] → [La,Lb],
for a, b ∈ T .
We also recall a presentation from [T] (see also [AG] and [Gar]) for the TKK algebra Ĝ(T (S)),
which by definition is the universal central extension of the Tits–Kantor–Koecher Lie algebra
G(T (S)).
We consider the quotient space 〈T ,T 〉 := (T ⊗ T )/I , where I is the subspace of T ⊗ T
spanned by all elements of the form a ⊗ b+ b⊗ a and ab⊗ c+ bc⊗ a + ca ⊗ b, for a, b, c ∈ T .
Let 〈a, b〉 denote the element a ⊗ b + I . Then we have
〈a, b〉 + 〈b, a〉 = 0, 〈ab, c〉 + 〈bc, a〉 + 〈ca, b〉 = 0 (1.5)
for a, b, c ∈ T . We define a vector space Ĝ(T ) by
Ĝ(T ) := (sl2(C)⊗ T )⊕ 〈T ,T 〉,
with the following anti-commutative multiplication:
[A⊗ a,B ⊗ b] = [A,B] ⊗ ab + (A,B)〈a, b〉,[〈a, b〉,A⊗ c]= A⊗ [La,Lb]c,[〈a, b〉, 〈c, d〉]= 〈[La,Lb]c, d〉+ 〈c, [La,Lb]d〉, (1.6)
for a, b, c, d ∈ T and A,B ∈ sl2(C). Then Ĝ(T ) is isomorphic to the universal central extension
of the Tits–Kantor–Koecher Lie algebra G(T ) (see [T], and also [NY,Y]).
The contents of the paper are as follows. In Section 2, we study the structure of the TKK
algebra Ĝ(T (S)) with the lattice S = Z2 of R2. We begin by giving a gradation on the Lie algebra
G(T (S)), then go on to study the derivation algebra of T (S) and discuss the Connes first cyclic
homology group HC1(T ) of the Jordan algebra T (S). Next, we find the base elements of the
TKK algebra, and the generator relations for the Lie algebra. We close this section by describing
the generator relations in terms of formal power series identities. In Section 3 we define the Fock
space V on which we define the vertex operators. In Section 4 we first state the main result
(Theorem 4.1), which says that the vertex operators defined in (4.1) give a representation to the
TKK algebra Ĝ(T (S)) with the lattice S = Z2 on the Fock space V . Most part of this section is
occupied by the proof of Theorem 4.1. Finally in Section 5, we apply Theorem 4.1 to obtain two
representations for the baby-TKK algebra. One of these is indeed the representation obtained
in [T].
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From now on we shall concentrate on the TKK algebra Ĝ(T (S)) with the lattice S = Z2
of R2. That is S =⋃3i=0 Si , where S0 = 2Zδ1 + 2Zδ2, Si = S0 + δi , i = 1,2,3, and δ1 = (1,0),
δ2 = (0,1), δ3 = δ1 + δ2 ∈ R2. For σi = aiδ1 +biδ2 ∈ R2, i = 1,2, we denote by σ1 ·σ2 the inner
product of σ1 with σ2 in R2. That is, σ1 · σ2 = a1a2 + b1b2.
The Jordan algebra T =⊕σ∈Z2 T σ is Z2-graded, where T σ = Cxσ , σ ∈ Z2. Moreover, this
grading induces a Z2-grading on the Lie algebra G(T ),
G(T ) =
⊕
σ∈Z2
Gσ (T ), (2.1)
where Gσ (T ) = Gσ+(T ) + Gσ0 (T ) + Gσ−(T ), and we will see (Lemma 2.6) that Gσ±(T ) = Cx± ⊗
xσ , for σ ∈ S, and
Gσ0 (T ) =
⎧⎨
⎩
Ch⊗ xσ , if σ ∈ S0,
Ch⊗ xσ + C[Lxδ2 ,Lxσ−δ2 ], if σ ∈ S1,
Ch⊗ xσ + C[Lxδ1 ,Lxσ−δ1 ], if σ ∈ S2 ∪ S3.
Let di (i = 1,2) be the degree derivations of G(T ), that is diy = (σ · δi)y, for y ∈ Gσ (T ). Let
Der(T ) be the algebra of derivations of T , and Der(T )σ the set of derivations with homogeneous
degree σ , that is, D :T τ → T τ+σ for D ∈ Der(T )σ . In fact, we have (see [Fa] and [T])
Der(T ) =
⊕
σ∈Z2
Der(T )σ . (2.2)
Lemma 2.1. Let σ ∈ Z2. Then
Der(T )σ =
⎧⎨
⎩
Cxσ d1 + Cxσ d2, if σ ∈ S0,
C[Lxδ2 ,Lxσ−δ2 ], if σ ∈ S1,
C[Lxδ1 ,Lxσ−δ1 ], if σ ∈ S2 ∪ S3.
Proof. We follow the argument from [BGK,T]. For D ∈ Der(T )σ , let Dxδi = tixσ+δi for some
constants ti ∈ C, i = 1,2,3. It is clear that D is determined by the complex number t1, t2, t3.
Thus dim Der(T )σ  3.
Suppose σ ∈ S1 and D ∈ Der(T )σ , we have
0 = D(xδ1xδ2)= t1xσ+δ1xδ2 + t2xδ1xσ+δ2 = t1xσ+δ3,
and
0 = D(xδ2xδ3)= t2xσ+δ2xδ3 + t3xδ2xσ+δ3 = (t2 + t3)xσ+δ2+δ3 .
These implies that t1 = 0 and t2 + t3 = 0 respectively, so dim Der(T )σ  1 for σ ∈ S1, which then
implies that Der(T )σ = C[Lxδ2 ,Lxσ−δ2 ], because for σ ∈ S1, [Lxδ2 ,Lxσ−δ2 ].xδ2 = −xσ+δ2 = 0.
Similarly, we have Der(T )σ = C[Lxδ1 ,Lxσ−δ1 ] for σ ∈ S2 ∪ S3. Finally, if σ ∈ S0, then
2t3xσ+2δ3 = D
(
xδ3xδ3
)= D(x2δ1x2δ2)= 2(t1 + t2)xσ+2δ3 .
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completes the proof of this lemma. 
Next we study the structure of the Connes first cyclic homology group for the Jordan alge-
bra T (S) with the lattice S = Z2, which will be used to determine the structure of the TKK
algebra Ĝ(T (S)). Because of (1.4) there exists a linear map ϕ : 〈T ,T 〉 → Inder(T ) defined by
ϕ(〈a, b〉) = [La,Lb] for a, b ∈ T .
Definition 2.2. The Connes cyclic homology group HC1(T ) is defined by (see [BGK])
HC1(T ) =
{∑
i∈I
〈ai, bi〉
∣∣∣∑
i∈I
[Lai ,Lbi ] = 0, ai, bi ∈ T
}
= Ker(ϕ),
where I is any finite index set.
Since Inder(T ) ∼= 〈T ,T 〉/HC1(T ), or equivalently,
〈T ,T 〉 ∼= Inder(T )⊕ HC1(T ), (2.3)
we will later on identify the inner derivation [·,·] of T (see Lemma 2.6) with the element 〈·,·〉
via the isomorphism (2.3). Since Z(G(T )) = {0}, we see that HC1(T ) is the center Z(Ĝ(T )) of
Ĝ(T ).
Applying (1.5), one can easily check that 〈xσ , xτ 〉 = 0 whenever σ ∈ S0 and τ ∈⋃3i=1 Si .
Indeed, we have the following result.
Proposition 2.3. Let σ, τ ∈ S0. Then〈
xσ+δi , xτ−δj
〉= 〈xδi , xσ+τ−δj 〉+ δij ∑
k=1,2
(σ · δk)
〈
xδk , xσ+τ−δk
〉
,
for i, j = 0,1,2,3, where δ0 = 0.
Proof. If i, j = 0,1,2, then the result follows from Proposition 2.9 in [T]. Thus we only need to
prove the case with i = 3. By applying (1.5), we have, for j = 0,1,2,3
〈
xσ+δ3, xτ−δj
〉= 〈xδ3, xσ xτ−δj 〉+ 〈xσ , xτ−δj xδ3 〉
=
{ 〈xδ3, xσ+τ−δj 〉, j = 0,1,2,
〈xδ3, xσ+τ−δj 〉 + 〈xσ , xτ 〉, j = 3,
= 〈xδ3, xσ+τ−δj 〉+ δ3j ∑
k=1,2
(σ · δk)
〈
xδk , xσ+τ−δk
〉
,
as required. 
Lemma 2.4. Let τ ∈ S0. Then〈
xδ3, xτ−δ3
〉= 〈xδ1, xτ−δ1 〉+ 〈xδ2, xτ−δ2 〉.
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x2δi , xτ−2δi
〉= 2〈xδi , xτ−δi 〉,
where i = 1,2,3, and 〈
x2δ3, xτ−2δ3
〉= 〈x2δ1 , xτ−2δ1 〉+ 〈x2δ2 , xτ−2δ2 〉.
Therefore, we obtain 〈
xδ3, xτ−δ3
〉= 〈xδ1, xτ−δ1 〉+ 〈xδ2 , xτ−δ2 〉. 
From Proposition 2.3 and Lemma 2.4, we have
Corollary 2.5. Let σ, τ ∈ S3. Then〈
xσ , xτ
〉= ∑
k=1,2
(σ · δk)
〈
xδk , xσ+τ−δk
〉
.
We define the following maps from the lattice S = Z2 to C,
Ω1(τ ) =
{
0, if τ ∈ S0 ∪ S1,
1, if τ ∈ S2 ∪ S3,
Ω2(τ ) =
{
0, if τ ∈ S0 ∪ S2,
−1, if τ ∈ S1 ∪ S3,
Ω3(τ ) =
⎧⎨
⎩
0, if τ ∈ S0 ∪ S3,
−1, if τ ∈ S1,
1, if τ ∈ S2.
It is clear that Ω3 = Ω1 +Ω2. For simplicity of notation, we denote by Ω0 the zero map.
Lemma 2.6. For σ, τ ∈ S, we set
vρ :=
⎧⎨
⎩
0, if ρ ∈ S0,
[Lxρ−δ2 ,Lxδ2 ], if ρ ∈ S1,
[Lxδ1 ,Lxρ−δ1 ], if ρ ∈ S2 ∪ S3.
Then
[Lxσ ,Lxτ ] = Ωi(τ)vσ+τ , σ ∈ Si, τ ∈ S, i = 0,1,2,3, (2.4)
and the set {vρ}ρ∈S\S0 forms a basis of Inder(T ).
Proof. It is straightforward to check the identity (2.4). To prove the second part of the lemma,
by Lemma 2.1, we know 0 = vρ ∈ Der(T )ρ for ρ ∈⋃3i=1 Si . Therefore, {vρ}ρ∈S\S0 are linearly
independent elements in Inder(T ) as they belong to different homogeneous subspaces. 
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Proof. This lemma follows from Proposition 2.3, Corollary 2.5 and Lemma 2.6. 
Obviously, HC1(T ) is Z2-graded by assigning the degree of 〈xδi , xσ−δi 〉 to be σ , for σ ∈ S0
and i = 1,2. That is HC1(T ) =⊕σ∈Z2 HC1(T )σ , and for σ ∈ Z2, one has
dim HC1(T )σ =
⎧⎨
⎩
2, if σ = 0,
1, if σ ∈ S0\{0},
0, if σ /∈ S0.
Indeed, It is clear that the elements 〈xδi , x−δi 〉, i = 1,2, form a basis of HC1(T )0. We only need
to consider the case for σ ∈ S0\{0}. By Proposition 2.3, we have
(σ · δ1)
〈
xδ1, xσ−δ1
〉+ (σ · δ2)〈xδ2, xσ−δ2 〉= 0,
for σ ∈ S0. This implies dim HC1(T )σ  1. But, if θ =∑2i=1 ai〈xδi , xσ−δi 〉, we have(
x−σ d1
)
θ = (a2σ · δ1 − a1σ · δ2)
〈
xδ2, x−δ2
〉
.
This implies that θ = 0 whenever a2σ ·δ1 −a1σ ·δ2 = 0. Thus dim HC1(T )σ = 1 for σ ∈ S0\{0}.
Corollary 2.8. The Connes first cyclic homology group HC1(T ) of the Jordan algebra T = T (S)
is isomorphic to the C-space spanned by the elements of the form Ci(2m,2n), i = 1,2, m,n ∈ Z,
subject to the relation
mC1(2m,2n)+ nC2(2m,2n) = 0, for m,n ∈ Z. (2.5)
The isomorphism is given by Ci(2m,2n) → 〈xδi , xσ−δi 〉, where σ = 2mδ1 + 2nδ2.
For convenience, from now on we identity 〈xδi , xσ−δi 〉 with Ci(σ ) := Ci(2m,2n), for σ =
2mδ1 + 2nδ2 via this isomorphism. By (2.3) and Lemmas 2.6, 2.7, we see that the TKK algebra
Ĝ(T ) is spanned by the elements x± ⊗ xσ , h ⊗ xσ , 〈xδ1 , xρ−δ1〉 and 〈xδ2, xτ−δ2〉, for σ ∈ S,
ρ ∈ S0 ∪ S2 ∪ S3, τ ∈ S0 ∪ S1. In what follows we set
y(σ ) = y(m,n) :=
{
y ⊗ tσ , if σ ∈ S0 ∪ S1 ∪ S2,
−√−1y ⊗ tσ , if σ ∈ S3,
β(σ ) = β(m,n) :=
⎧⎪⎪⎨
⎪⎪⎩
0, if σ ∈ S0,
2
√−1〈xδ2, xσ−δ2〉, if σ ∈ S1,
−2√−1〈xδ1, xσ−δ1〉, if σ ∈ S2,
2〈xδ1, xσ−δ1〉, if σ ∈ S3,
Ci(σ ) = Ci(m,n) :=
{ 〈xδi , xσ−δi 〉, if σ ∈ S0,
0, if σ /∈ S0,
(2.6)
for y ∈ sl2(C), σ = mδ1 + nδ2, i = 1,2, and m,n ∈ Z.
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the elements
{
x±(σ ),h(σ ),β(τ),Ci(ρ)
}
for i = 1,2, σ ∈ S, τ ∈ S\S0, and ρ ∈ S0, subject to the following relations:
(R1) For σ, τ ∈ S, [x±(σ ), x±(τ )] = 0, and
[
x+(σ ), x−(τ )
]
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
h(σ + τ)+ 2∑k=1,2(σ · δk)Ck(σ + τ), if σ, τ ∈ S0 ∪ Si, i = 1,2,
−h(σ + τ)− 2∑k=1,2(σ · δk)Ck(σ + τ), if σ, τ ∈ S3,
h(σ + τ), if σ ∈ S0, τ ∈ S3, or σ ∈ S3, τ ∈ S0,
Ωi(τ )β(σ + τ), if σ ∈ Si, τ ∈ Sj , i, j ∈ {1,2,3},
and i = j.
(R2) For σ, τ ∈ S,
[
h(σ ), x±(τ )
]
=
⎧⎨
⎩
±2x±(σ + τ), if σ ∈ S0, or τ ∈ S0, or σ, τ ∈ Si, i = 1,2,
∓2x±(σ + τ), if σ, τ ∈ S3,
0, if σ ∈ Si, τ ∈ Sj , i, j ∈ {1,2,3}, and i = j.
(R3) [β(σ), y(τ )] = 2Ωi(τ)y(σ + τ), if σ ∈ Si , τ ∈ S, i = 1,2,3, y ∈ sl2(C).
(R4) For σ, τ ∈ S
[
h(σ ),h(τ)
]
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
4
∑
k=1,2(σ · δk)Ck(σ + τ), if σ, τ ∈ Si, i = 0,1,2,
−4∑k=1,2(σ · δk)Ck(σ + τ), if σ, τ ∈ S3,
2Ωi(τ)β(σ + τ), if σ ∈ Si, τ ∈ Sj , i, j ∈ {1,2,3}, and i = j,
0, if σ ∈ S0, τ ∈⋃3i=1 Si, or σ ∈⋃3i=1 Si, τ ∈ S0.
(R5) For σ, τ ∈ S\S0,
[
β(σ),β(τ)
]
=
⎧⎨
⎩
4
∑
k=1,2(σ · δk)Ck(σ + τ), if σ, τ ∈ Si, i = 1,2,
−4∑k=1,2(σ · δk)Ck(σ + τ), if σ, τ ∈ S3,
2Ωi(τ)β(σ + τ), if σ ∈ Si, τ ∈ Sj , i, j ∈ {1,2,3}, and i = j.
(R6) Ci(σ ), for i = 1,2, σ ∈ S0, are central and satisfy
(σ · δ1)C1(σ )+ (σ · δ2)C2(σ ) = 0.
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[
A⊗ xσ ,B ⊗ xτ ]= [A,B] ⊗ xσ xτ + (A,B)〈xσ , xτ 〉,
for A,B ∈ sl2(C), σ, τ ∈ S. This implies that[
x±(σ ), x±(τ )
]= 0,
for σ, τ ∈ S, and
[
x+(σ ), x−(τ )
]= h⊗ xσ xτ + 2〈xσ , xτ 〉.
Now we divide the proof into four cases.
Case 1. If σ, τ ∈ S0 ∪ Si , i = 1,2, then the result follows from Proposition 2.21 in [T].
Case 2. If σ, τ ∈ S3. By Corollary 2.5, we have
[
x+(σ ), x−(τ )
]= −h⊗ xσ+τ − 2〈xσ , xτ 〉
= −h(σ + τ)− 2
∑
k=1,2
(σ · δk)Ck(σ + τ).
Case 3. If σ ∈ S0, τ ∈ S3, or σ ∈ S3, τ ∈ S0. By Proposition 2.3, we have[
x+(σ ), x−(τ )
]= −√−1h⊗ xσ+τ = h(σ + τ).
Case 4. If σ ∈ Si , τ ∈ Sj , i, j ∈ {1,2,3}, and i = j . By Proposition 2.3, we have
[
x+(σ ), x−(τ )
]= {2〈xσ , xτ 〉, if σ + τ ∈ S3,−2√−1〈xσ , xτ 〉, if σ + τ ∈ S1 ∪ S2,
= Ωi(τ)β(σ + τ).
This completes the proof of (R1).
For (R3), we divide the proof into the three cases.
Case 1. If σ ∈ S1, τ ∈ S, we have
[
β(σ), y(τ )
]= { [2√−1〈xδ2, xσ−δ2〉, y ⊗ xτ ], if τ ∈ S0 ∪ S1 ∪ S2,[2√−1〈xδ2, xσ−δ2〉,−iy ⊗ xτ ], if τ ∈ S3,
=
{
2
√−1y ⊗ [Lxδ2 ,Lxσ−δ2 ]xτ , if τ ∈ S0 ∪ S1 ∪ S2,
2y ⊗ [Lxδ2 ,Lxσ−δ2 ]xτ , if τ ∈ S3,
=
⎧⎨
⎩
0, if τ ∈ S0 ∪ S1,
−2√−1y ⊗ xσ+τ , if τ ∈ S2,
σ+τ2y ⊗ x , if τ ∈ S3,
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{
0, if τ ∈ S0 ∪ S1,
2y(σ + τ), if τ ∈ S2 ∪ S3,
= 2Ω1(τ )y(σ + τ).
Case 2. If σ ∈ S2, τ ∈ S, we have
[
β(σ), y(τ )
]= { [−2√−1〈xδ1 , xσ−δ1〉, y ⊗ xτ ], if τ ∈ S0 ∪ S1 ∪ S2,[−2√−1〈xδ1 , xσ−δ1〉,−iy ⊗ xτ ], if τ ∈ S3,
=
{−2√−1y ⊗ [Lxδ1 ,Lxσ−δ1 ]xτ , if τ ∈ S0 ∪ S1 ∪ S2,
−2y ⊗ [Lxδ1 ,Lxσ−δ1 ]xτ , if τ ∈ S3,
=
⎧⎨
⎩
0, if τ ∈ S0 ∪ S2,
2
√−1y ⊗ xσ+τ , if τ ∈ S1,
−2y ⊗ xσ+τ , if τ ∈ S3,
=
{
0, if τ ∈ S0 ∪ S2,
−2y(σ + τ), if τ ∈ S1 ∪ S3,
= 2Ω2(τ )y(σ + τ).
Case 3. If σ ∈ S3, τ ∈ S, we have
[
β(σ), y(τ )
]= { [2〈xδ1, xσ−δ1〉, y ⊗ xτ ], if τ ∈ S0 ∪ S1 ∪ S2,[2〈xδ1, xσ−δ1〉,−√−1y ⊗ xτ ], if τ ∈ S3,
=
{2y ⊗ [Lxδ1 ,Lxσ−δ1 ]xτ , if τ ∈ S0 ∪ S1 ∪ S2,
−2√−1y ⊗ [Lxδ1 ,Lxσ−δ1 ]xτ , if τ ∈ S3,
=
⎧⎨
⎩
0, if τ ∈ S0 ∪ S3,
−2y ⊗ xσ+τ , if τ ∈ S1,
2y ⊗ xσ+τ , if τ ∈ S2,
= 2Ω3(τ )y(σ + τ).
For (R4), we divide the proof into four cases.
Case 1. If σ, τ ∈ Si , i = 0,1,2, then the result follows from Proposition 2.21 in [T].
Case 2. If σ, τ ∈ S3. By Corollary 2.5, we have
[
h(σ ),h(τ)
]= −4〈xσ , xτ 〉= −4 ∑
k=1,2
(σ · δk)Ck(σ + τ).
Case 3. If σ ∈ Si , τ ∈ Sj , i, j ∈ {1,2,3}, and i = j . By Proposition 2.3, we have
[
h(σ ),h(τ)
]= {4〈xσ , xτ 〉, if σ + τ ∈ S3,−4√−1〈xσ , xτ 〉, if σ + τ ∈ S1 ∪ S2,
= 2Ωi(τ)β(σ + τ).
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For (R5), we divide the proof into three cases.
Case 1. If σ, τ ∈ S1, we have[
β(σ),β(τ)
]= −4[〈xδ2, xσ−δ2 〉, 〈xδ2, xτ−δ2 〉]
= −4〈[Lxδ2 ,Lxσ−δ2 ]xδ2 , xτ−δ2 〉− 4〈xδ2, [Lxδ2 ,Lxσ−δ2 ]xτ−δ2 〉
= 4〈xσ+δ2, xτ−δ2 〉− 4〈xδ2, xσ+τ−δ2 〉
= 4
∑
k=1,2
(
(σ + δ2) · δk
)
Ck(σ + τ)− 4C2(σ + τ)
= 4
∑
k=1,2
(σ · δk)Ck(σ + τ).
Similarly, for σ, τ ∈ S2, we have [β(σ),β(τ)] = 4∑k=1,2(σ · δk)Ck(σ + τ).
Case 2. If σ, τ ∈ S3, we have[
β(σ),β(τ)
]= 4[〈xδ1, xσ−δ1 〉, 〈xδ1, xτ−δ1 〉]
= 4〈[Lxδ1 ,Lxσ−δ1 ]xδ1 , xτ−δ1 〉+ 4〈xδ1, [Lxδ1 ,Lxσ−δ1 ]xτ−δ1 〉
= −4〈xσ+δ1, xτ−δ1 〉+ 4〈xδ1, xσ+τ−δ1 〉
= −4〈xδ2 , xσ+τ−δ2 〉− 4 ∑
k=1,2
(
(σ + δ1 − δ2) · δk
) · 〈xδk , xσ+τ−δk 〉
+ 4〈xδ1, xσ+τ−δ1 〉
= −4
∑
k=1,2
(σ · δk)Ck(σ + τ).
Case 3. If σ ∈ Si , τ ∈ Sj , i, j ∈ {1,2,3}, and i = j , we have[
β(σ),β(τ)
]
=
⎧⎪⎪⎨
⎪⎪⎩
−4√−1[〈xδ1 , xσ−δ1〉, 〈xδ1 , xτ−δ1〉], if σ + τ ∈ S1,
4
√−1[〈xδ2 , xσ−δ2〉, 〈xδ1, xτ−δ1〉], if σ + τ ∈ S2, σ ∈ S1,
4
√−1[〈xδ1 , xσ−δ1〉, 〈xδ2, xτ−δ2〉], if σ + τ ∈ S2, σ ∈ S3,
4[〈xδj , xσ−δj 〉, 〈xδi , xτ−δi 〉], if σ + τ ∈ S3,
=
⎧⎪⎪⎨
⎪⎪⎩
4
√−1〈xσ+δ1, xτ−δ1〉, if σ + τ ∈ S1,
−4√−1〈xδ1, xσ+τ−δ1〉, if σ + τ ∈ S2, σ ∈ S1,
4
√−1〈xσ+δ2, xτ−δ2〉, if σ + τ ∈ S2, σ ∈ S3,
4〈xδi , xσ+τ−δi 〉, if σ + τ ∈ S3,
= 2Ωi(τ)β(σ + τ).
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we have completed the proof of the proposition. 
In order to study the vertex operator representation of the TKK algebra Ĝ(T ), we rewrite
the structure identities (R1)–(R6) in the previous proposition in terms of formal power series
identities in commuting formal variables. For this purpose, we recall the notation given by (2.6),
and define the following formal power series in z with coefficients from the TKK algebra Ĝ(T ):
Ci(z,m) =
∑
j∈Z
Ci(j,m)z
−j , x±(z,m) =
∑
j∈Z
x±(j,m)z−j ,
h(z,m) =
∑
j∈Z
h(j,m)z−j , β(z,m) =
∑
j∈Z
β(j,m)z−j ,
for m ∈ Z, i = 1,2. Note that we have Ci(j,m) = 0 if jδ1 + mδ2 /∈ S0, and β(j,m) = 0 if
jδ1 +mδ2 ∈ S0.
Set δ(z) =∑j∈Z zj and (Dδ)(z) =∑j∈Z jzj . One can easily check the following result by
comparing the coefficients of the homogeneous terms on both sides of the equations.
Proposition 2.10. The commutation relations, given in Proposition 2.9, of Ĝ(T ) are completely
determined by the following formal power series identities; that is, the relations in (R1) are
equivalent to the following five identities:
[
x+(z1,2m),x−(z2,2n)
]
= h(z2,2m+ 2n)δ
(
z2
z1
)
+ 2C1(z2,2m+ 2n)(Dδ)
(
z2
z1
)
+ 4mC2(z2,2m+ 2n)δ
(
z2
z1
)
, (2.7)
[
x+(z1,2m),x−(z2,2n− 1)
]
= 1
2
h(z2,2m+ 2n− 1)
(
δ
(
z2
z1
)
+ δ
(
−z2
z1
))
+ 1
2
β(z2,2m+ 2n− 1)
(
δ
(
z2
z1
)
− δ
(
−z2
z1
))
, (2.8)
[
x+(z1,2m+ 1), x−(z2,2n)
]
= 1
2
h(z1,2m+ 2n+ 1)
(
δ
(
z2
z1
)
+ δ
(
−z2
z1
))
− 1
2
β(z1,2m+ 2n+ 1)
(
δ
(
z2
z1
)
− δ
(
−z2
z1
))
, (2.9)
[
x+(z1,2m+ 1), x−(z2,2n− 1)
]
=
(
1
h(z2,2m+ 2n)+ 1h(−z2,2m+ 2n)2 2
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)
δ
(
−z2
z1
)
+ 2C1(z2,2m+ 2n)(Dδ)
(
−z2
z1
)
, (2.10)
[
x±(z1,m), x±(z2, n)
]= 0. (2.11)
The relations in (R2) are equivalent to the following four identities:
[
h(z1,2m),x±(z2,2n)
]= ±2x±(z2,2m+ 2n)δ(z2
z1
)
, (2.12)
[
h(z1,2m),x±(z2,2n− 1)
]= ±x±(z2,2m+ 2n− 1)(δ(z2
z1
)
+ δ
(
−z2
z1
))
, (2.13)
[
h(z1,2m+ 1), x±(z2,2n)
]= ±x±(z1,2m+ 2n+ 1)(δ(z2
z1
)
+ δ
(
−z2
z1
))
, (2.14)
[
h(z1,2m+ 1), x±(z2,2n− 1)
]
= ±(x±(z2,2m+ 2n)+ x±(−z2,2m+ 2n))δ(−z2
z1
)
. (2.15)
The relations in (R3) are equivalent to the following four identities:
[
β(z1,2m),y(z2,2n)
]= 0, (2.16)
[
β(z1,2m),y(z2,2n− 1)
]= y(z2,2m+ 2n− 1)(δ(z2
z1
)
− δ
(
−z2
z1
))
, (2.17)
[
β(z1,2m+ 1), y(z2,2n)
]= −y(z1,2m+ 2n− 1)(δ(z2
z1
)
− δ
(
−z2
z1
))
, (2.18)
[
β(z1,2m+ 1), y(z2,2n− 1)
]= (y(−z2,2m+ 2n)− y(z2,2m+ 2n))δ(−z2
z1
)
, (2.19)
for y ∈ sl2(C).
The relations in (R4) are equivalent to the following three identities:
[
h(z1,2m),h(z2,2n)
]= 4C1(z2,2m+ 2n)(Dδ)(z2
z1
)
+ 8mC2(z2,2m+ 2n)δ
(
z2
z1
)
, (2.20)
[
h(z1,2m),h(z2,2n− 1)
]= β(z2,2m+ 2n− 1)(δ(z2
z1
)
− δ
(
−z2
z1
))
, (2.21)
[
h(z1,2m+ 1), h(z2,2n− 1)
]= ((8m+ 4)C2(z2,2m+ 2n)− 2β(z2,2m+ 2n))δ(−z2
z1
)
+ 4C1(z2,2m+ 2n)(Dδ)
(
−z2
z1
)
. (2.22)
The relations in (R5) are equivalent to the following three identities:
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β(z1,2m),β(z2,2n)
]= 2C1(z2,2m+ 2n)((Dδ)(z2
z1
)
− (Dδ)
(
−z2
z1
))
+ 4mC2(z2,2m+ 2n)
(
δ
(
z2
z1
)
− δ
(
−z2
z1
))
, (2.23)
[
β(z1,2m),β(z2,2n− 1)
]= β(z2,2m+ 2n)(δ(z2
z1
)
− δ
(
−z2
z1
))
, (2.24)
[
β(z1,2m+ 1), β(z2,2n− 1)
]
= 4C1(z2,2m+ 2n)(Dδ)
(
−z2
z1
)
+ ((8m+ 4)C2(z2,2m+ 2n)− 2β(z2,2m+ 2n))δ(−z2
z1
)
. (2.25)
Finally, (R6) is equivalent to the following identities:
[
Ci(z1,2m), Ĝ(T )
]= 0 and DzC1(z,2n) = 2nC2(z,2n), (2.26)
for m,n ∈ Z, i = 1,2, where Dz = z ∂∂z .
3. Fock space and vertex operator
In this section we study the vertex operator representation by using the general vertex con-
struction given by [BGT]. Let ε1, ε2, c, d be symbols. We form a lattice Γ0 = Zε1 ⊕ Zε2 ⊕ Zc⊕
Zd with a symmetric bilinear form (·,·) defined by
(εi, εj ) = δij , (c, d) = 4, (εi, c) = (εi, d) = (c, c) = (d, d) = 0, (3.1)
where i, j = 1,2. We also extend this bilinear form (·,·) to the C-vector space H := C ⊗Z Γ0.
Let ε1(m), ε2(m), c(2m), d(2m) be linear copies of ε1, ε2, c, d , respectively, for m ∈ Z. Now we
define a Lie algebra
H= spanC
{
ε1(m), ε2(m), c(2m),d(2m), c0
∣∣m ∈ Z},
with the following Lie products
[
εi(m), εj (n)
]= m(εi, εj )δm+n,0c0,[
c(2m),d(2n)
]= 2(c, d)mδm+n,0c0,
for m,n ∈ Z, i, j = 1,2, where c0 is the central element of H, and all others are trivial. Let
H± = span{εi(m), c(2m),d(2m) ∣∣m ∈ Z±, i = 1,2}.
Then Ĥ=H+ + Cc0 +H− forms a Heisenberg subalgebra of H. Let S(H−) be the symmetric
algebra over the abelian subalgebra H−. Let Γ1 = Zε1 ⊕ Zε2 ⊕ Zc, and C[Γ1] =⊕α∈Γ1 Ceα
be the group algebra of the lattice Γ1, with basis elements of the form eα for α ∈ Γ1, and the
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map defined by setting
(m1ε1 +m2ε2 +m3c,n1ε1 + n2ε2 + n3c) = (−1)m2n1 , (3.2)
where mi,ni ∈ Z, i = 1,2,3.
Now we define the Fock space
V = S(H−)⊗ C[Γ1] (3.3)
which affords representations for both the Lie algebra H and the group algebra C[Γ1] with the
following actions
α(k).u ⊗ eβ = (α(k)u)⊗ eβ, k ∈ Z−,
εi(k).u ⊗ eβ = k
(
∂
∂εi(−k)u
)
⊗ eβ, k ∈ Z+, i = 1,2,
c(k).u ⊗ eβ = 4k
(
∂
∂d(−k)u
)
⊗ eβ, k ∈ 2Z+,
d(k).u⊗ eβ = 4k
(
∂
∂c(−k)u
)
⊗ eβ, k ∈ 2Z+,
α(0).u ⊗ eβ = (α,β)u ⊗ eβ,
c0.u⊗ eβ = u⊗ eβ,
eγ .u⊗ eβ = (γ,β)u ⊗ eγ+β (3.4)
for α ∈ H , γ,β ∈ Γ1, u ∈ S(H−). For α ∈ Γ1, we define
α(z) =
∑
k∈Z
α(k)z−k ∈ (EndV )z, z−1 (3.5)
and
E±(α, z) = exp
( ∑
k∈Z±
α(k)
k
z−k
)
∈ (EndV )z, z−1. (3.6)
If α,β ∈ Γ1 and a is a non-zero complex number, we define operators zα and aα as usual:
zα.u⊗ eβ = z(α,β)u⊗ eβ, aα.u⊗ eβ = a(α,β)u⊗ eβ (3.7)
for u⊗ eβ ∈ V . For α ∈ Γ1, we define vertex operator which acts on the Fock space V
X(α, z) = z (α,α)2 eαzαE−(−α, z)E+(−α, z). (3.8)
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X(α, z) =
∑
k∈Z+ (α,α)2
xk(α)z
−k, (3.9)
where xk(α) ∈ End(V ) for k ∈ Z + (α,α)2 . It is known from [F] that, if (α,α) = 1, the operators
{xk(α), xk(−α) | k ∈ Z + 12 } generate a Clifford algebra with the relations{
xk(α), xl(−α)
}= δkl, {xk(α), xl(α)}= 0, {xk(−α), xl(−α)}= 0 (3.10)
for all k, l ∈ Z + 12 . Related to this Clifford structure, we define the following normal ordering(see [F] and [G]):
:xk(εi)x−l (−εj ): = xk(εi)x−l (−εj )− δij δklθ(k) (3.11)
for k, l ∈ Z+ 12 , i, j = 1,2, where θ(k) = 0 if k < 0, θ(k) = 1 if k > 0. With this normal ordering,
we have the following property.
Lemma 3.1. [BGT] For i, j = 1,2, and a ∈ C∗, we have
:X(εi, z)X(−εj , az):
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(εi, εj )z
1
2 (az)
1
2 eεi−εj zεi (az)−εj E−(−εi, z)E−(εj , az)E+(−εi, z)E+(εj , az),
if i = j,
εi(z), if i = j, a = 1,
a
1
2
1−a (a
−εiE−(−εi, z)E−(εi , az)E+(−εi, z)E+(εi, az)− 1), if i = j, a = 1.
Now we define vertex operators for a ∈ C∗, i, j = 1,2,
Xij (a, z) = :X(εi, z)X(−εj , az):. (3.12)
We close this section by stating a result from [BGT], which will be used in next section to prove
one of the main result of the paper.
Lemma 3.2. [BGT] For a, b ∈ R∗ and i, j, k, l = 1,2, we have:
(i) if ab = 1, then
[
Xij (a, z1),Xkl(b, z2)
]= Xil(ab, z1)δjkδ( z2
az1
)
−Xkj (ab, z2)δilδ
(
z1
bz2
)
+ a
1
2 b
1
2
1 − ab δilδjk
(
δ
(
z2
az1
)
− δ
(
z1
bz2
))
c0; (3.13)
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[
Xij (a, z1),Xkl(b, z2)
]= (Xil(1, z1)δjk −Xkj (1, z2)δil)δ( z2
az1
)
+ δilδjk(Dδ)
(
z2
az1
)
c0.
(3.14)
4. Representation of the TKK algebra ̂G(T )
First we define some vertex operators, acting on the Fock space V , corresponding to the fields
Ci(z,2n), h(z,n), β(z,n) and x±(z, n) of the TKK algebra Ĝ(T ) given in Section 2:
C1(z,2n) → 12X(2nc, z), C2(z,2n) →
1
2
X(2nc, z)c(z),
x+(z,2n) → X12(1, z)X(2nc, z), x+(z,2n+ 1) → X12(−1, z)X
(
(2n+ 1)c, z),
x−(z,2n) → X21(1, z)X(2nc, z), x−(z,2n+ 1) → X21(−1, z)X
(
(2n+ 1)c, z),
h(z,2n) → (X11(1, z)−X22(1, z))X(2nc, z),
h(z,2n + 1) → (X11(−1, z)−X22(−1, z))X((2n+ 1)c, z),
β(z,2n) → 1
2
(
X11(1, z)−X11(1,−z)+X22(1, z) −X22(1,−z)
)
X(2nc, z),
β(z,2n+ 1) → (X11(−1, z)+X22(−1, z)+ √−1)X((2n+ 1)c, z), (4.1)
for n ∈ Z.
Note that the vertex operators given by (4.1) can be formally expanded into power series in z,
and the coefficients (moment operators) of zj (j ∈ Z) are indeed operators acting on the Fock
space V . Now we state one of the main result of the paper.
Theorem 4.1. The vertex operators in (4.1) satisfy the commutation relations (2.7)–(2.26). That
is, the Fock space V = S(H−)⊗ C[Γ1] affords a representation of the TKK algebra Ĝ(T ) by the
vertex operators (4.1).
Before we start to prove Theorem 4.1, we first present a lemma which we will make use of
later.
Lemma 4.2. [FLM] Let Y(z1, z2) be a formal power series with coefficients in a vector space,
such that limz1→z2 Y(z1, z2) exists in the sense of [FLM]. Then
Y(z1, z2)δ
(
a
z2
z1
)
= Y(az2, z2)δ
(
a
z2
z1
)
, (4.2)
Y(z1, z2)(Dδ)
(
a
z2
z1
)
= Y(az2, z2)(Dδ)
(
a
z2
z1
)
+ (Dz1Y)(z1, z2)δ
(
a
z2
z1
)
(4.3)
for a ∈ C∗.
X. Mao, S. Tan / Journal of Algebra 308 (2007) 704–733 721Proof of Theorem 4.1. To prove Theorem 4.1 it is enough to show that the vertex operators
given in (4.1) satisfy the corresponding identities (2.7) through (2.26) in Proposition 2.10. These
can be done by applying Lemmas 3.2 and 4.2. In what follows we only check the first and last
four identities, while the remainders can be done similarly, and are omitted here for shortness.
For (2.7), we have
[
x+(z1,2m),x−(z2,2n)
]
= [X12(1, z1),X21(1, z2)]X(2mc, z1)X(2nc, z2)
=
((
X11(1, z1)−X22(1, z2)
)
δ
(
z2
z1
)
+ (Dδ)
(
z2
z1
))
X(2mc, z1)X(2nc, z2)
= (X11(1, z2)−X22(1, z2))X((2m+ 2n)c, z2)δ(z2
z1
)
+X((2m+ 2n)c, z2)(Dδ)(z2
z1
)
+ 2mc(z2)X
(
(2m+ 2n)c, z2
)
δ
(
z2
z1
)
= h(z2,2m+ 2n)δ
(
z2
z1
)
+ 2C1(z2,2m+ 2n)(Dδ)
(
z2
z1
)
+ 4mC2(z2,2m+ 2n)δ
(
z2
z1
)
,
as required, where we have used Lemma 4.2.
For (2.8), we have
[
x+(z1,2m),x−(z2,2n− 1)
]
= [X12(1, z1),X21(−1, z2)]X(2mc, z1)X((2n− 1)c, z2)
=
(
X11(−1, z1)δ
(
z2
z1
)
−X22(−1, z2)δ
(
−z1
z2
)
+
√−1
2
(
δ
(
z2
z1
)
− δ
(
−z1
z2
)))
X(2mc, z1)X
(
(2n− 1)c, z2
)
= 1
2
((
X11(−1, z2)−X22(−1, z2)
)(
δ
(
z2
z1
)
+ δ
(
−z2
z1
))
+ (X11(−1, z2)+X22(−1, z2)+ √−1)
·
(
δ
(
z2
z1
)
− δ
(
−z2
z1
)))
X(2mc, z1)X
(
(2n− 1)c, z2
)
= 1
2
h(z2,2m+ 2n− 1)
(
δ
(
z2
z1
)
+ δ
(
−z2
z1
))
+ 1
2
β(z2,2m+ 2n− 1)
(
δ
(
z2
z1
)
− δ
(
−z2
z1
))
,
as required, where we have used (4.2) and the fact that X(nc, z) = X(nc,−z) for n ∈ Z.
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[
x+(z1,2m+ 1), x−(z2,2n)
]
= [X12(−1, z1),X21(1, z2)]X((2m+ 1)c, z1)X(2nc, z2)
=
(
X11(−1, z1)δ
(
−z2
z1
)
−X22(−1, z2)δ
(
z1
z2
)
+
√−1
2
(
δ
(
−z2
z1
)
− δ
(
z1
z2
)))
X
(
(2m+ 1)c, z1
)
X(2nc, z2)
= 1
2
((
X11(−1, z1)−X22(−1, z1)
)(
δ
(
z2
z1
)
+ δ
(
−z2
z1
))
− (X11(−1, z1)
+X22(−1, z1)+
√−1)(δ(z2
z1
)
− δ
(
−z2
z1
)))
X
(
(2m + 1)c, z1
)
X(2nc, z2)
= 1
2
h(z1,2m+ 2n+ 1)
(
δ
(
z2
z1
)
+ δ
(
−z2
z1
))
− 1
2
β(z1,2m+ 2n+ 1)
(
δ
(
z2
z1
)
− δ
(
−z2
z1
))
,
as required, where we have used (4.2) and the fact that X(nc, z) = X(nc,−z) for n ∈ Z.
For (2.10), we have
[
x+(z1,2m+ 1), x−(z2,2n− 1)
]
= [X12(−1, z1),X21(−1, z2)]X((2m+ 1)c, z1)X((2n− 1)c, z2)
=
((
X11(1, z1)−X22(1, z2)
)
δ
(
−z2
z1
)
+ (Dδ)
(
−z2
z1
))
·X((2m+ 1)c, z1)X((2n− 1)c, z2)
= 1
2
((
X11(1,−z2)−X22(1,−z2)
)+ (X11(1, z2)−X22(1, z2))
+ ((X11(1,−z2)+X22(1,−z2))−X11(1, z2)−X22(1, z2)))
·X((2m+ 2n)c, z2)δ(−z2
z1
)
+X((2m+ 1)c, z1)X((2n− 1)c, z2)(Dδ)(−z2
z1
)
=
(
1
2
h(z2,2m+ 2n)+ 12h(−z2,2m+ 2n)+ (4m+ 2)C2(z2,2m+ 2n)
− β(z2,2m+ 2n)
)
δ
(
−z2
z1
)
+ 2C1(z2,2m+ 2n)(Dδ)
(
−z2
z1
)
,
as required, where we have used Lemma 4.2 and the fact that X(nc, z) = X(nc,−z) for n ∈ Z.
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[
β(z1,2m),β(z2,2n)
]
= 1
4
[
X11(1, z1)−X11(1,−z1)+X22(1, z1)−X22(1,−z1),
X11(1, z2)−X11(1,−z2)+X22(1, z2)−X22(1,−z2)
]
·X(2mc, z1)X(2nc, z2)
= 1
4
((
X11(1, z1)−X11(1, z2)
)
δ
(
z2
z1
)
+ (Dδ)
(
z2
z1
)
− (X11(1, z1)−X11(1,−z2))δ(−z2
z1
)
− (Dδ)
(
−z2
z1
)
− (X11(1,−z1)−X11(1, z2))δ(−z2
z1
)
− (Dδ)
(
−z2
z1
)
+ (X11(1,−z1)−X11(1,−z2))δ(z2
z1
)
+ (Dδ)
(
z2
z1
)
+ (X22(1, z1)−X22(1, z2))δ(z2
z1
)
+ (Dδ)
(
z2
z1
)
− (X22(1, z1)−X22(1,−z2))δ(−z2
z1
)
− (Dδ)
(
−z2
z1
)
− (X22(1,−z1)−X22(1, z2))δ(−z2
z1
)
− (Dδ)
(
−z2
z1
)
+ (X22(1,−z1)−X22(1,−z2))δ(z2
z1
)
+ (Dδ)
(
z2
z1
))
·X(2mc, z1)X(2nc, z2)
=
(
(Dδ)
(
z2
z1
)
− (Dδ)
(
−z2
z1
))
X(2mc, z1)X(2nc, z2)
= 2C1(z2,2m+ 2n)
(
(Dδ)
(
z2
z1
)
− (Dδ)
(
−z2
z1
))
+ 4mC2(z2,2m+ 2n)
(
δ
(
z2
z1
)
− δ
(
−z2
z1
))
.
For (2.24), we have
[
β(z1,2m),β(z2,2n− 1)
]
= 1
2
[
X11(1, z1)−X11(1,−z1)+X22(1, z1)−X22(1,−z1),
X11(−1, z2)+X22(−1, z2)+
√−1]X(2mc, z1)X((2n− 1)c, z2)
= 1
(
X11(−1, z1)δ
(
z2
)
−X11(−1, z2)δ
(
−z1
)
+
√−1(
δ
(
z2
)
− δ
(
−z1
))
2 z1 z2 2 z1 z2
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(
−z2
z1
)
+X11(−1, z2)δ
(
z1
z2
)
−
√−1
2
(
δ
(
−z2
z1
)
− δ
(
z1
z2
))
+X22(−1, z1)δ
(
z2
z1
)
−X22(−1, z2)δ
(
−z1
z2
)
+
√−1
2
(
δ
(
z2
z1
)
− δ
(
−z1
z2
))
−X22(−1,−z1)δ
(
−z2
z1
)
+X22(−1, z2)δ
(
z1
z2
)
−
√−1
2
(
δ
(
−z2
z1
)
− δ
(
z1
z2
)))
·X(2mc, z1)X
(
(2n− 1)c, z2
)
= (X11(−1, z2)+X22(−1, z2)+ √−1)(δ(z2
z1
)
− δ
(
−z1
z2
))
= β(z2,2m+ 2n− 1)
(
δ
(
z2
z1
)
− δ
(
−z2
z1
))
.
For (2.25), we have
[
β(z1,2m+ 1), β(z2,2n− 1)
]
= [X11(−1, z1)+X22(−1, z1)+ √−1,X11(−1, z2)+X22(−1, z2)+ √−1]
·X((2m+ 1)c, z1)X((2n− 1)c, z2)
=
((
X11(1, z1)−X11(1, z2)
)
δ
(
−z2
z1
)
+ (Dδ)
(
−z2
z1
)
+ (X22(1, z1)−X22(1, z2))δ(−z2
z1
)
+ (Dδ)
(
−z2
z1
))
·X((2m+ 1)c, z1)X((2n− 1)c, z2)
= (X11(1,−z2)−X11(1, z2)+X22(1,−z2)−X22(1, z2))X((2m+ 2n)c, z2)
· δ
(
−z2
z1
)
+ 2(Dδ)
(
−z2
z1
)
X
(
(2m+ 1)c, z1
)
X
(
(2n− 1)c, z2
)
= ((8m+ 4)C2(z2,2m+ 2n)− 2β(z2,2m+ 2n))δ(−z2
z1
)
+ 4C1(z2,2m+ 2n)(Dδ)
(
−z2
z1
)
.
Finally, we check the identity (2.26). The first part of (2.26) is clear. For the second identity
we have
DzC1(z,2n) = Dz
(
1
2
e2ncz2ncE−(−2nc, z)E+(−2nc, z)
)
= 1
2
e2ncz2ncE−(−2nc, z)2nc(z)E+(−2nc, z) = 2nC2(z,2n),
as required.
Therefore, we completed the proof of Theorem 4.1. 
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tains a proper subalgebra Ĝ1(T ) which is spanned by the elements of the form x± ⊗ xσ , h⊗ xσ ,
〈xδ1, xρ−δ1〉 and 〈xδj , xτ−δj 〉, for j = 1,2, τ ∈ S0, σ ∈ S0 ∪ S1 ∪ S2, ρ ∈ S3. Indeed this subal-
gebra Ĝ1(T ) is nothing but the baby-TKK algebra studied in [T].
Under no confusion, we also denote respectively by x±(σ ), h(σ ), β(σ), Ci(σ ) the moment
operators defined by the formal power series expansions of the vertex operators in (4.1). As a
consequence of Theorem 4.1, we have the following corollary.
Corollary 4.4. The moment operators x±(σ ), h(σ ), β(ρ), Cj(τ) for j = 1,2, τ ∈ S0, σ ∈ S0 ∪
S1 ∪S2, ρ ∈ S3, acting on V , form a Lie algebra which is a homomorphic image of the baby-TKK
algebra Ĝ1(T ) via the homomorphism ψ :
x± ⊗ xσ → x±(σ ), h⊗ xσ → h(σ ),〈
xδ1, xρ−δ1
〉 → β(ρ), 〈xδj , xτ−δj 〉 → Cj (τ).
In next section we apply Theorem 4.1 to recover the boson–fermion construction of the baby-
TKK algebra given in [T]. Moreover, we give a new vertex operator construction of the baby-
TKK algebra.
5. Representations of the baby-TKK algebra
Set
h′(σ ) =
{
h(σ ), if σ ∈ S0 ∪ S1 ∪ S2,
β(σ ), if σ ∈ S3,
then one sees, from Corollary 4.4, that the baby-TKK algebra Ĝ1(T ) is spanned by the following
elements
x±(m,n), h′(k, l), Cj (r, s),
where mδ1 + nδ2 ∈ S0 ∪ S1 ∪ S2, kδ1 + lδ2 ∈ Z2, rδ1 + sδ2 ∈ S0. We set
x′±(z,2n) =
∑
m∈Z
x±(m,2n)z−m,
x′±(z,2n+ 1) =
∑
m∈2Z
x±(m,2n+ 1)z−m,
h′(z,2n) =
∑
m∈Z
h(m,2n)z−m,
h′(z,2n+ 1) =
∑
m∈2Z
h(m,2n+ 1)z−m +
∑
m∈2Z
β(m,2n+ 1)z−m,
C′j (z,2n) =
∑
Cj(m,2n)z−m.
m∈2Z
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x′±(z,2n) = x±(z,2n), h′(z,2n) = h(z,2n),
x′±(z,2n+ 1) =
1
2
(
x±(z,2n+ 1)+ x±(−z,2n+ 1)
)
,
h′(z,2n+ 1) = 1
2
(
h(z,2n + 1)+ h(−z,2n+ 1)+ β(z,2n + 1)− β(−z,2n+ 1)),
C′j (z,2n) = Cj (z,2n).
Therefore, from (4.1), we know that the following vertex operators, on the right-hand sides of
(5.1), give a representation of the baby-TKK algebra Ĝ1(T ).
C′1(z,2n) →
1
2
X(2nc, z); C′2(z,2n) →
1
2
X(2nc, z)c(z);
h′(z,2n) → (X11(1, z)−X22(1, z))X(2nc, z);
h′(z,2n+ 1) → (X11(−1, z)−X22(−1,−z))X((2n+ 1)c, z);
x′+(z,2n) → X12(1, z)X(2nc, z);
x′+(z,2n+ 1) →
1
2
(
X12(−1, z)+X12(−1,−z)
)
X
(
(2n+ 1)c, z);
x′−(z,2n) → X21(1, z)X(2nc, z);
x′−(z,2n+ 1) →
1
2
(
X21(−1, z)+X21(−1,−z)
)
X
(
(2n+ 1)c, z), (5.1)
where n ∈ Z. We note that these vertex operators act on the vector space V with only bosonic
states, while the vertex operators for the baby-TKK algebra given in [T] act on a space with
mixed boson-fermionic states. In this section we want to find the connection between the two
constructions. Moreover, we will deduce a new boson-fermionic realization for the baby-TKK
algebra Ĝ1(T ).
Let η1 = ε1−ε2, then the lattice Γ ′ = Zη1⊕Zc⊕Zd is a sublattice of Γ0, and the vector space
H ′ = C ⊗Z Γ ′ is a subspace of H . Moreover, H′ = spanC{η1(m), c(2m),d(2m), c0 | m ∈ Z} is
a Lie subalgebra of H. Let
H′± = span{η1(m), c(2m),d(2m) ∣∣m ∈ Z±},
then Hˆ′ =H′+ +Cc0 +H′− forms a Heisenberg subalgebra of H′.
For convenience, we set c(2m+ 1) = 0 = d(2m+ 1) for m ∈ Z, and define
η11¯(m) =
{
η1(m), if m ∈ 2Z + 1,
0, if m ∈ 2Z
and η10¯(m) = η1(m) − η11¯(m), for m ∈ Z.
We know that H′ has an irreducible representation on the symmetric algebra S(H′−) by set-
ting c0 to act as 1, a(−m) to act as multiplication, and a(m) to act as a partial differential operator
for which a(m)b(−n) = [a(m), b(−n)].1, for m,n ∈ Z+, a, b ∈ H ′.
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by extending the two-cocycle map  (3.2) to the lattice Γ ′0,
′ :Γ ′0 × Γ ′0 →
{
ξi
∣∣ ξ4i = 1, p = 1, . . . ,4},
′
(
1
2
m1η1 + 12m2η2 +m3c,
1
2
n1η1 + 12n2η2 + n3c
)
= (−1) 14 (m2−m1)(n2+n1),
where mi,ni ∈ Z, i = 1,2,3. let C[Γ ′0] =
⊕
α∈Γ ′0 Ce
α be the group algebra of the lattice Γ ′0,
with basis elements of the form eα for α ∈ Γ ′0, and the multiplication eαeβ = ′(α,β)eα+β , for
α,β ∈ Γ ′0.
We define a Fock space
M = S(H′−)⊗ C[Γ ′0],
and extend the actions of H′, C[Γ ′0] on M by defining
a(m).u⊗ eγ = (a(m).u) ⊗ eγ ,
a(0).u⊗ eγ = (a, γ )u⊗ eγ ,
c0.u⊗ eγ = u⊗ eγ ,
eμ.u⊗ eγ = ′(μ,γ )u⊗ eμ+γ ,
for a ∈ H ′, m ∈ Z\{0}, μ ∈ Γ ′0, u⊗ eγ ∈ M .
For α ∈ Γ ′0, we define
α(z) =
∑
k∈Z
α(k)z−k ∈ (EndM)z, z−1 (5.2)
and
E±(α, z) = exp
( ∑
k∈Z±
α(k)
k
z−k
)
∈ (EndM)z, z−1. (5.3)
If a is any non-zero complex number, we define operators as before
zα.u⊗ eβ = z(α,β)u⊗ eβ, aα.u⊗ eβ = a(α,β)u⊗ eβ (5.4)
for α,β ∈ Γ ′0, u ∈ S(H′−).
Next we decompose the vertex operators corresponding to the fields x′±(z,2n + 1) and
h′(z,2n + 1) in (5.1) by using Lemma 3.1. We will see that these operators have the form given
in [T]. First, we decompose the operator corresponding to x′+(z,2n + 1).
1
2
(
X12(−1, z)+X12(−1,−z)
)
X
(
(2n+ 1)c, z)
=
√−1
2
zeη1zη1 exp
(
−
∑ η1(k)
k
z−k
)
k∈2Z−
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{
(−1)−ε2 exp
(
−
∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
(
−
∑
k∈2Z+−1
η2(k)
k
z−k
)
+ (−1)ε1 exp
( ∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
( ∑
k∈2Z+−1
η2(k)
k
z−k
)}
· exp
(
−
∑
k∈2Z+
η1(k)
k
z−k
)
X
(
(2n+ 1)c, z)
= zeη1zη1 exp
(
−
∑
k∈2Z−
η1(k)
k
z−k
)
W1(z)
· exp
(
−
∑
k∈2Z+
η1(k)
k
z−k
)
X
(
(2n+ 1)c, z),
where
W1(z) =
√−1
2
(−1)−ε2
{
exp
(
−
∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
(
−
∑
k∈2Z+−1
η2(k)
k
z−k
)
+ (−1)η2 exp
( ∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
( ∑
k∈2Z+−1
η2(k)
k
z−k
)}
.
Second, we decompose the operator corresponding to x′−(z,2n+ 1).
1
2
(
X21(−1, z)+X21(−1,−z)
)
X
(
(2n+ 1)c, z)
=
√−1
2
(ε2, ε1)ze
−η1z−η1 exp
(
−
∑
k∈2Z−
(−η1)(k)
k
z−k
)
·
{
(−1)−ε1 exp
(
−
∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
(
−
∑
k∈2Z+−1
η2(k)
k
z−k
)
+ (−1)ε2 exp
( ∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
( ∑
k∈2Z+−1
η2(k)
k
z−k
)}
· exp
(
−
∑
k∈2Z+
(−η1)(k)
k
z−k
)
X
(
(2n+ 1)c, z)
= ze−η1z−η1 exp
(
−
∑
k∈2Z−
(−η1)(k)
k
z−k
)
W2(z)
· exp
(
−
∑
k∈2Z+
(−η1)(k)
k
z−k
)
X
(
(2n+ 1)c, z),
where
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√−1
2
(−1)−ε1
{
exp
(
−
∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
(
−
∑
k∈2Z+−1
η2(k)
k
z−k
)
+ (−1)η2 exp
( ∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
( ∑
k∈2Z+−1
η2(k)
k
z−k
)}
.
Finally, we decompose the operator corresponding to h′(z,2n + 1).
(
X11(−1, z)−X22(−1,−z)
)
X
(
(2n+ 1)c, z)
=
√−1
2
exp
(
−
∑
k∈2Z−+1
η1(k)
k
z−k
){
(−1)−ε1 exp
(
−
∑
k∈2Z−+1
η2(k)
k
z−k
)
· exp
(
−
∑
k∈2Z+−1
η2(k)
k
z−k
)
− (−1)−ε2 exp
( ∑
k∈2Z−+1
η2(k)
k
z−k
)
· exp
( ∑
k∈2Z+−1
η2(k)
k
z−k
)}
exp
(
−
∑
k∈2Z+−1
η1(k)
k
z−k
)
X
(
(2n+ 1)c, z)
= − exp
(
−
∑
k∈2Z−+1
η1(k)
k
z−k
)
W3(z) exp
(
−
∑
k∈2Z+−1
η1(k)
k
z−k
)
X
(
(2n+ 1)c, z),
where
W3(z) = −
√−1
2
(−1)−ε1
{
exp
(
−
∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
(
−
∑
k∈2Z+−1
η2(k)
k
z−k
)
− (−1)η1 exp
( ∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
( ∑
k∈2Z+−1
η2(k)
k
z−k
)}
.
Lemma 5.1. Let Γ ′1 = Zη1 ⊕ (Z + 12 )η2 ⊕ Zc, and define a subspace M1 = S(H
′−) ⊗ C[Γ ′1] of
the Fock space M . Then
−W1(z) = W2(z) = W3(z)
as vertex operators acting on M1.
Proof. For u⊗ eγ ∈ M1, we have
(−1)η2 .u⊗ eγ = −(−1)η1 .u⊗ eγ = −u⊗ eγ ,
and
(−1)−ε1 .u⊗ eγ = (−1)−ε2 .u⊗ eγ ,
thus −W1(z) = W2(z) = W3(z). 
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space M1, we have
W(z) = −
√−1
2
(−1)−ε1
{
exp
(
−
∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
(
−
∑
k∈2Z+−1
η2(k)
k
z−k
)
− exp
( ∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
( ∑
k∈2Z+−1
η2(k)
k
z−k
)}
.
As vertex operator acting on M1, we expand W(z) as formal power series W(z) =∑
i∈2Z+1 ωiz−i , where the coefficients ωi , i ∈ 2Z + 1, are operators acting on M1.
Lemma 5.2. The operators {ωi}i∈2Z+1, acting on M1, generate a Clifford algebra with the fol-
lowing relation
ωiωj +ωjωi = −2δi+j,0. (5.5)
Moreover, W(z) commutes with all other operators in the above three decompositions.
Proof. It is straightforward to verify that
W(z1)W(z2)+W(z2)W(z1) = −2
∑
i∈2Z+1
(
z2
z1
)i
.
Then by comparing the coefficients of z−i1 z
−j
2 on both sides of this equation, for i, j ∈ 2Z + 1,
we obtain (5.5). The second part of the lemma follows from the facts that c(m) is central, and
[η1(m), η2(n)] = 0, for m,n ∈ Z. 
Let W be the Clifford algebra generated by elements {ωi}i∈2Z+1 subject to the relation (5.5).
It is well known thatW has a standard irreducible representation on the exterior algebra Λ(W−)
on the generators ωi , i < 0, with the action defined by
ωi.1 = 0, ω−i .ω = ω−i ∧ω, for i > 0. (5.6)
By applying the above three decompositions of the vertex operators, and Lemmas 5.1, 5.2, we
construct vertex operator representation for the baby-TKK algebra. For this purpose, we let Γ ′2 =
Γ ′0 \ Γ ′1 = 12 Zη1 ⊕ Zη2 ⊕ Zc, and form Fock space:
U1 = S(H′−)⊗ C
[
Γ ′2
]⊗Λ(W−). (5.7)
As usual, we define operators acting on U1 as follows
a(m).u⊗ eγ ⊗ω = (a(m).u)⊗ eγ ⊗ω,
a(0).u⊗ eγ ⊗ω = (a, γ )u⊗ eγ ⊗ω,
c0.u⊗ eγ ⊗ω = u⊗ eγ ⊗ω,
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Ω.u⊗ eγ ⊗ω = u⊗ eγ ⊗Ω.ω
for a ∈ H ′, m ∈ Z\{0}, μ ∈ Γ ′2, Ω ∈W , and u ⊗ eγ ⊗ ω ∈ U1. We rewrite the vertex operators
(5.1) as following
C′1(z,2n) →
1
2
e2ncz2ncE−(2nc, z)E+(2nc, z),
C′2(z,2n) →
1
2
e2ncz2ncE−(2nc, z)c(z)E+(2nc, z),
h′(z,2n) → e2ncz2ncE−(2nc, z)η1(z)E+(2nc, z),
x′±(z,2n) → ±ze2nc±η1z2nc±η1E−(2nc ± η1, z)E+(2nc ± η1, z),
h′(z,2n + 1) → − e(2n+1)cz(2n+1)cE−((2n+ 1)c + η11¯, z)
·W(z)E+((2n+ 1)c + η11¯, z),
x′±(z,2n + 1) → ∓ ze(2n+1)c±η1z(2n+1)c±η1E−
(
(2n+ 1)c ± η10¯, z
)
·W(z)E+((2n+ 1)c ± η10¯, z), (5.8)
for n ∈ Z. Thus we obtain
Theorem 5.3. The Fock space U1 affords a representation of the baby-TKK algebra Ĝ1(T ) by
the vertex operators (5.8).
We remark that the representation given in the previous theorem is exactly the one obtained
in [T]. Indeed, using the decompositions we can obtain another representation for the baby-TKK
algebra.
Let Γ ′3 = (Z + 12 )η1 ⊕ Zη2 ⊕ Zc and define a vector subspace
M2 = S(H′−)⊗ C
[
Γ ′3
]⊂ M.
By a similar argument one can easily prove that W1(z) = W2(z) = W3(z) as vertex operators
acting on the space M2. We write these vertex operators as W ′(z), then
W ′(z) =
√−1
2
(−1)−ε2
{
exp
(
−
∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
(
−
∑
k∈2Z+−1
η2(k)
k
z−k
)
+ exp
( ∑
k∈2Z−+1
η2(k)
k
z−k
)
exp
( ∑
k∈2Z+−1
η2(k)
k
z−k
)}
.
Moreover, let ω′i , for i ∈ 2Z, be the coefficients operators of W ′(z), that is, W ′(z) =∑
i∈2Z ω′z−i . Then, we havei
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the following relation
ω′iω′j +ω′jω′i = −2δi+j,0, (5.9)
for i, j ∈ 2Z.
The exterior algebra Λ(W ′−) gives the standard irreducible representation for the Clifford
algebra W ′. Let Γ ′4 = Γ ′0 \ Γ ′3 = Zη1 ⊕ 12 Zη2 ⊕ Zc, we form a Fock space
U2 = S(H′−)⊗ C
[
Γ ′4
]⊗Λ(W ′−), (5.10)
and define operators as follows
a(m).u⊗ eγ ⊗ω = (a(m).u)⊗ eγ ⊗ω,
a(0).u⊗ eγ ⊗ω = (a, γ )u⊗ eγ ⊗ω,
c0.u⊗ eγ ⊗ω = u⊗ eγ ⊗ω,
eμ.u⊗ eγ ⊗ω = ′(μ,γ )u⊗ eμ+γ ⊗ω,
Ω.u⊗ eγ ⊗ω = u⊗ eγ ⊗Ω.ω,
for a ∈ H ′, m ∈ Z\{0}, μ ∈ Γ ′2,Ω ∈ W ′, and u ⊗ eγ ⊗ ω ∈ U2. We also rewrite the vertex
operators (5.1) as follows
C′1(z,2n) →
1
2
e2ncz2ncE−(2nc, z)E+(2nc, z),
C′2(z,2n) →
1
2
e2ncz2ncE−(2nc, z)c(z)E+(2nc, z),
h′(z,2n) → e2ncz2ncE−(2nc, z)η1(z)E+(2nc, z),
x′±(z,2n) → ±ze2nc±η1z2nc±η1E−(2nc ± η1, z)E+(2nc ± η1, z),
h′(z,2n+ 1) → − e(2n+1)cz(2n+1)cE−((2n+ 1)c + η11¯, z)
·W ′(z)E+((2n+ 1)c + η11¯, z),
x′±(z,2n+ 1) → ze(2n+1)c±η1z(2n+1)c±η1E−
(
(2n+ 1)c ± η10¯, z
)
·W ′(z)E+((2n+ 1)c ± η10¯, z), (5.11)
for n ∈ Z. Then we have
Theorem 5.5. The Fock space U2 affords a representation for the baby-TKK algebra Ĝ1(T ) by
the vertex operators (5.11).
X. Mao, S. Tan / Journal of Algebra 308 (2007) 704–733 733References
[AABGP] B. Allison, S. Azam, S. Berman, Y. Gao, A. Pianzola, Extended affine Lie algebras and their root systems,
Mem. Amer. Math. Soc. 603 (1997) 1–108.
[AG] B. Allison, Y. Gao, Central quotients and coverings of Steinberg unitary Lie algebras, Canad. J. Math. 48
(1996) 449–482.
[BGK] S. Berman, Y. Gao, Y.S. Krylyuk, Quantum Tori and the structure of elliptic quasi-simple Lie algebras, J.
Funct. Anal. 135 (1996) 339–389.
[BGT] S. Berman, Y. Gao, S. Tan, A unified view of some vertex operator constructions, Israel J. Math. 134 (2003)
29–60.
[Gar] H. Garland, The arithmetic theory of loop groups, Publ. Math. Inst. Hautes Études Sci. 52 (1980) 5–136.
[F] I.B. Frenkel, Representations of affine Lie algebras, Hecke modular forms and Korteweg–de Vries type equa-
tions, in: Lecture Notes in Math., vol. 933, 1982, pp. 71–100.
[Fa] R. Farnsteiner, Derivations and central extensions of finitely generated graded Lie algebras, J. Algebra 118
(1988) 33–45.
[FLM] I.B. Frenkel, J. Lepowsky, A. Meurman, Vertex Operator Algebra and the Monster, Academic Press, Boston,
1989.
[G] Y. Gao, Fermionic and bosonic representations of the extended affine Lie algebra ˜glN(Cq ), Canad. Math.
Bull. 45 (2002) 623–633.
[J] N. Jacobson, Structure and Representations of Jordan Algebras, Amer. Math. Soc. Colloq. Publ., vol. 39,
Amer. Math. Soc., Providence, 1968.
[NY] E. Neher, Y. Yoshii, Derivations and invariant forms of Jordan and alternative tori, Trans. Amer. Math.
Soc. 355 (2003) 1079–1108.
[Sel] G.B. Seligman, Rational Methods in Lie Algebras, Lecture Notes in Pure and Appl. Math., vol. 17, Springer-
Verlag, Berlin, 1976.
[T] S. Tan, TKK algebras and vertex operator representations, J. Algebra 211 (1999) 298–342.
[Y] Y. Yoshii, Root systems extended by an abelian group and their Lie algebras, J. Lie Theory 14 (2004) 371–394.
