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Abstract: This paper presents a sensor-less maximum power tracking (MPT) pitch controller for grid connected Wind Turbine
(WT). The main advantage of the proposed architecture is that the approach ensures smooth operation and thus minimizes the
mechanical stress and damage on the WT during high wind speed and grid transient conditions. Simultaneously, it also: a) reduces
transients in Point of Common Coupling (PCC) bus voltage, b) reduces rotor speed oscillations, and c) controls the output power
of the wind turbine without exceeding its thermal limits. The approach can work without wind speed measurements. In order to
consider the effect of grid variations at the PCC, the affected area in the grid is modeled as a study area (area of interest), and
remaining area (external area) is modeled as frequency dependent reduced order model (FDROM). The reduced order model
(ROM) is then used to estimate the reference speed. The proposed controller is designed using the error between actual speed
of the generator and the reference speed, to ensure smooth operation and limit the speed and aerodynamic power at the rated
values. The architecture is evaluated using wind farm integrated Kundur’s two-area and IEEE-39 bus test systems using real-time
digital simulator (RTDS).
1 Introduction
In recent years, the move towards eliminating fossil fuel depen-
dency and embracing sustainable energy based power generation has
increased interest in integrating renewable energy sources (RES) into
the power grid. In 2016, WTG provided almost 6% of U.S. electricity
generation (about 37% of electricity generation from RES) [1]. How-
ever, WTGs operate under varying wind conditions and depends on
time and geographical location, which may be above or below rated
values, thus varying their output power. During high wind speed con-
ditions, the controller should limit the speed of the generator not
crossing the rated value by limiting the rotation rate of the rotor,
since pitch system contributes to 21.3% of the overall failure rate of
wind turbines [2]. This can be achieved by controlling the blade pitch
angle [3]. However, in practical systems, WTG operations are also
influenced by the dynamics of the entire power grid. Thus, the design
of WTG controllers should take into consideration of grid dynamics.
Wind speed conditions are generally measured using anemometers,
failure of which can cause deterioration in tracking performance.
This should be addressed in the controller design as well [4].
Grid level interactions of the wind farms/turbines are gener-
ally controlled considering a constant voltage at the PCC even
though electro-mechanical dynamics are included in such simula-
tions. This ignores response of the wind farms with the electro-
magnetic transients in the grid. The effect is on the mechanical
fatigue that happens on the wind generators. If one should design
a controller considering grid dynamics, detailed Electro-Magnetic
Transient (EMT) based grid models with dynamic models of WTG
including DFIG are required. However, detail modeling of large
scale power grid is impractical due to computational complexity [5].
In [5, 6], to reduce computational burden several model order reduc-
tion techniques based on linearized models have been developed, but
these models are effective only during low-frequency oscillations.
A possible method to reduce computational burden while retaining
accuracy is to model part of WTG integrated grid (study area) in
detail and the remainder of the network (external area) [7] as an
equivalent. For this, the external area is modeled as a combination of
low frequency (Transient Stability Assessment -TSA type) and high
frequency (FDNE type) equivalents. In TSA type, the network is for-
mulated as an admittance matrix at the fundamental frequency, and
the generators are aggregated and modeled in detail such that low-
frequency electromechanical oscillations are preserved, whereas the
high-frequency oscillations are preserved by FDNE.
In the literature, several WTG pitch control strategies for limit-
ing the aerodynamic power and generator speed are proposed. An
individual pitch control scheme with a proportional-integral (PI)
controller with two resonant compensators is proposed in [8]. How-
ever, the PI controllers are designed based on a specific operating
point. A pitch angle controller based on fuzzy logic is proposed in
[9], in which generator output power and speed are used as input to
the controller. However, determining exact fuzzy rules and member-
ship functions for a dynamically changing conditions are considered.
In [10], a fuzzy predictive algorithm coupled with conventional PI
controllers is proposed for wind-turbine collective-pitch control. In
[11], a method of nonlinear PI control for variable pitch wind turbine
is proposed. The non-linearities and disturbances are evaluated and
compensated using extended order state and perturbation observer.
However, this method uses only one set of PI parameters for various
speeds. Ref. [12] investigated determining the pitch angle when wind
speed exceeds rated value using particle swarm optimization (PSO)
and [13] proposed a method for blade pitch angle control using PID
control.
In this paper, a novel sensor-less method for smoothly control-
ling the transients of WTG during high wind speed is introduced.
The architecture uses an online dynamic network model of the power
grid that is computationally tractable, to calculate reference speed for
tracking. Then an adaptive controller is desgined for smooth track-
ing and limiting the mechanical stress on the turbine. The control
variables used are the algebraic error between the calculated refer-
ence speed and actual generator speed. For controller adaptation, a
model identification method based on Recursive Least Square (RLS)
method is also designed [14]. RLS identification is performed online
to estimate the transfer function with the difference between the ref-
erence and actual speed as the process output and the controlling
signal as the process input. Then using the identified transfer func-
tion, the controller gains of the controller are calculated online. If
there is a change in operating point, the controller auto-tunes as the
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transfer function is identified every sample time. This auto-tuning
feature allows the proposed controller to provide an efficient way for
adjusting the pitch angle during changing system operating condi-
tions, as opposed to the conventional PI controller where gains are
constant irrespective of the system conditions.
1.1 Contributions
The advantages of the proposed architecture are it,
• auto-tunes based on the wind speed and grid conditions and thus
can higher precision.
• can be implemented in practical systems as the online grid models
are computationally tractable.
• provides dynamic control capabilities as opposed to conventional
controllers.
• can eliminate the requirement of anemometer.
• reduces mechanical stress on the turbine, voltage transients and
speed oscillations.
1.2 Paper Organization
The rest of the paper is organized as follows. In section II the
wind turbine and generator modeling are discussed. In section III,
frequency dependent reduced-order modeling of the large power
grid is discussed. Section IV discusses the proposed adaptive pitch
controller and example case study. Section V discusses the imple-
mentation of TSA/FDNE and the proposed control architecture
in Real-time Digital Simulator. Section VI discusses the real-time
simulation results and section VII concludes the paper.
2 Wind Turbine and Generator Modeling
The variable speed WTGs are more frequently involved in providing
grid reliability as they are more controllable, provides reactive power
support and harvests optimum energy over a wide wind speed range
[15]-[16]. In this paper, a two-mass variable speed model of WTG is
designed and scaled up to represent 200 MW of rated power at the
VSC interface transformer for modeling purposes.
2.1 The Wind Turbine
The mechanical power output (Pm) of the turbine in kW [17] can be
represented as
Pm = Cp(λ, β)
ρA
2
v3wind (1)
where Cp(λ, β) is the coefficient of performance of the turbine
which can be determined from the Cpvsλ curve for different blade
pitch angle (β), λ is the tip speed, ρ is the density of air in kg/m3,
A is the area swept by the turbine blades in m2, and vwind is the
velocity of the wind in m/s. From this, λ can be represented as
[18, 19]
λ =
Rωt
vwind
(2)
where R and ωt, are the radius of the turbine (m) and the rotational
speed of the turbine (rad/s) respectively.
2.2 The Coefficient of Performance
The turbine coefficient of performance describes the power extrac-
tion efficiency of the WT and is generally less than 0.5. This can be
represented as [20]
Cp(λ, β) = c1
[
c2
λi
− c3β − c4
]
e
− c5λi + c6λ (3)
where
1
λi
=
1
λ+ 0.08β
− 0.035
β3 + 1
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Fig. 1: Wind turbine characteristics.
For the proposed design, c1 = 0.5176, c2 = 116, c3 = 0.4, c4 =
5, c5 = 21 and c6 = 0.0068. The value of tip speed ratio λ is con-
stant for all maximum power points. The maximum value for power
coefficient Cp for a particular wind turbine can be obtained from
Cpvsλ curve for different values of β. For the wind turbine selected
for this work, the optimum value and the maximum value of λ are
10.4 and 0.48 respectively at β = 0o. A characteristic plot of Cp vs
λ for the proposed turbine based on (3) is as shown in Fig. 1(a). From
Fig. 1(a), it can be observed that as β increases, λ decreases due to
a decrease of turbine speed, and simultaneously Cp becomes less.
This feature is used in pitch angle control to limit the speed of the
rotor for wind speeds greater than the rated value. Fig. 1(b) shows
the turbine output power (p.u) vs rotor speed (p.u) for various wind
speeds.
2.3 Wind Generator
In the proposed study, type III DFIG with conventional vector con-
trol based Grid Side and Rotor Side Controllers is considered. The
detailed nonlinear model of DFIG is developed in RSCADTM. Mod-
eling details of DFIG are discussed in several previous works [21],
[22, 23].
2.4 Maximum Power Point Tracking (MPPT)
At any speed, from (1)
Pm = kpcpv
3
w = kpcp
(
ωr
rgearλ
)3
(4)
ωr = rgearλ
(
Pm
kpcp
) 1
3
(5)
where ωt and ωr [p.u] are the angular speed of the turbine and
rotor respectively, and Pm is the turbine mechanical power in [p.u].
The scaling factor kp
(
=
ρAcpmax×vωBASE
2PBASE
)
indicates maximum
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Fig. 2: FDNE and TSA block diagram for a power network.
output power at base wind speed. The angular speed of the turbine,
ωt [p.u], is related to the generator rotor speed by the gear ratio,
(rgear = 1.2), i.e. ωt = ωrrgear .
3 Frequency-Dependent Reduced Order
Modeling of Power Grid
Large power systems can be modeled as an equivalent to reduce
complexity and computational burden while preserving the high
and low-frequency behavior of the system under consideration. To
this effect, the proposed frequency dependent reduced-order power
system models the area of interest (study) area in detail and the
remaining part as a combination of FDNE and coherency based TSA
equivalent. First, FDNE is formulated based on online RLS identifi-
cation, by short and open circuiting all voltage and current sources
respectively and energizing the external area with constant volt-
age and varying frequency. The FDNE is represented as a discrete
transfer function and rearranged as shown in (6).
Ib(k) = −a1Ib(k − 1)− a2Ib(k − 2) · · · − anIb(k − n)
+b1Vb(k − 1) + b2Vb(k − 2) · · ·+ bnVb(k − n)
(6)
where Ib and Vb are the boundary bus current and voltages respec-
tively, k is the current sample and n is the order.
For designing the TSA equivalent and to further reduce the com-
plexity and computational burden, all generating units and nodes in
external area are aggregated using coherency based inertial aggre-
gation [24, 25] and the admittance matrix (Y ) of external area
is reduced to Yred(2× 2) matrix by Kron node reduction method
represented as follows:
[
Ib
Ie
]
=
[
Ybb Ybe
Yeb Yee
] [
Vb
Ve
]
(7)
where Ie and Ve are the generator bus current and voltage respec-
tively. The generator bus voltage is calculated as shown in (8) and
generator bus is energized with Ve as shown in Fig. 2.
Ve = [Ie − YebVb]Y −1ee (8)
Finally, Ib is calculated as shown in (9) and injected into the
boundary bus.
Ib = YbbVb + YbeVe (9)
The advantage of this method is that the reduced power system
model behaves as the original system and can replace the original
system for further dynamic assessment of renewable energy sources.
Further details regarding reduced order modeling are discussed in
[26, 27].
4 Proposed Adaptive Pitch Controller
The proposed adaptive pitch controller involves two steps: 1) Recur-
sive Least Square Identification and 2) Calculating gains of the
controller.
4.1 Recursive Least Square Identification
The RLS identification with the process input u(k) and the process
output y(k) is performed dynamically at every sample k. The nth
order process of the model in z-domain can be represented as
y(k)
u(k)
=
b1z
−1 + b2z−2 + · · ·+ bnz−n
1 + a1z−1 + a2z−2 + · · ·+ anz−n (10)
where a′s and b′s are the denominator and numerator coefficients of
the transfer function respectively. Let N be the observation window
length, then (10) can be rewritten as

y(k)
y(k − 1)
.
.
.
y(k −N + 1)

N×1
= [XN×2n]

a1
.
.
an
b1
.
.
bn

2n×1
(11)
Equation (11) can be represented in the generic form as follows
Φmodel(N×1) = XN×2nΘ2n×1 (12)
where Φ is a matrix of past and current outputs (y), X is a matrix
of past inputs and outputs and, Θ is a matrix of the numerator and
denominator coefficients of the transfer function. If the identified
model is different form measurements, then
 = Φmeasured − Φmodel (13)
where  is the error between the measurements from the system
(subscript measured) and the identified model (subscript model) for
which criteria J can define as
J = t (14)
By letting dJ/dΘ = 0, we get
Θ =
[
XtX
]−1
XtΦmeasured (15)
From (15), to identify the coefficients of the transfer function the
inverse of the state matrix should be computed. If the size of the
state matrix is large, inverting a large matrix will slow down the pro-
cess and sometimes may be even not achievable. To overcome this
issue, a recursive least squares technique is used. RLS is a computa-
tional algorithm that recursively finds the coefficients of the model
and eliminates the matrix inversion. Let S = XtX then (15) can be
written as
Θ = S−1XtΦ (16)
where Φ = Φmeasured
Θ(k) = S−1
[
x(k)Xt(k − 1)
] [
Φ(k)
Φ(k − 1)
]
(17)
Θ(k) = S−1
[
x(k)Φ(k) +Xt(k − 1)Φ(k − 1)
]
(18)
Using (12)
Θ(k) = S−1
[
x(k)Φ(k) +Xt(k − 1)X(k − 1)Θ(k − 1)
]
(19)
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Θ(k) = S−1 [x(k)Φ(k) + S(k − 1)Θ(k − 1)] (20)
S(k) = S(k − 1) + x(k)x′(k) (21)
Substituting (21) in (20)
Θ(k) = S−1
[
x(k)Φ(k) + {S(k)− x(k)x′(k)}Θ(k − 1)] (22)
Θ(k) = Θ(k − 1) + [S(k − 1) + x(k)x′(k)]−1x(k)
[Φ(k)− x′(k)Θ(k − 1)]
(23)
Let P (k) = S−1(k), and by matrix inversion lemma P (k) can be
represented as
P (k) = P (k − 1)
[
I − x(k)x
′(k)P (k − 1)
1 + x′(k)P (k − 1)x(k)
]
(24)
Substituting (21) in (20) and letting
K(k) =
P (k − 1)x(k)
1 + x′(k)P (k − 1)x(k) (25)
where P (k) can be written as
P (k) =
[
I −K(k)x′(k)]P (k − 1) (26)
Therefore, (23) can be represented as
Θ(k) = Θ(k − 1) +K(k) [Φ(k)− x′(k)Θ(k − 1)] (27)
With weighted least square, (25) and (26) can be presented as
K(k) =
P (k − 1)x(k)
γ + x′(k)P (k − 1)x(k) (28)
P (k) =
[
I −K(k)x′(k)]P (k − 1)
γ
(29)
Finally, using the process input u(k) and process output y(k), the
numerator and denominator coefficients of the transfer function (10)
can be computed using RLS identification [28].
4.2 Calculating Gains of the Controller
For calculating the gains of the controller, the process model is
always restricted to second order. This algorithm calculates the pro-
portional, integral, and derivative gains Kp, Ki, and Kd every
sample period. In this process, the closed loop pole shifting factor
α is the only adjustment or tuning that is required. Using (10) 2nd
order model can be represented as
y
u
=
b1q
−1 + b2q−2
1 + a1q−1 + a2q−2
=
B
A
(open loop) (30)
From (27), the open loop characteristic equation is given by
1 + a1q
−1 + a2q−2 = 0 (31)
Thus, the closed loop characteristic equation using pole shifting by
a factor α can be represented as
(1 + αq−1)(1 + a1αq−1 + a2α2q−2) = 0 (32)
where, 0 ≤ α ≤ 1 and q is a shift operator. From the above, the
control structure is given by
u(k) =
T (q−1)
R(q−1)
yr(k)− S(q
−1)
R(q−1)
y(k) (33)
If in (33) we let
R(q−1) = (1− q−1)(1 + r1q−1) (34)
S(q−1) = s0 + s1q−1 + s2q−2 (35)
where
s0 = TsKi +
Kd
Ts
+Kp
s1 = −2Kd
Ts
−Kp + r1Kp
s2 =
Kd
Ts
− r1Kp
The architecture can be represented in terms of PID gains, which can
be calculated using the following set of equalities:
Ki =
−(s0 + s1 + s2)
Ts
(36)
Kp =
(s1 + 2s2)
1 + r1
(37)
Kp = Ts
[
r1s1 − (1− r1)s2
1 + r1
]
(38)
As the system operating conditions changes, the coefficients of the
transfer function get updated and hence the STR PID controller auto-
tunes in real-time. The derivative part in PID controller helps in
reducing the overshoot. Fig. 3 shows the architecture of the proposed
controller.
wref β(degree) 
wr
STR 
PID+
-
Gains Calculation
(Eqns.30-38)
RLS IDENTIFICATION
(Eqns.10-29)
Process 
Output
Process 
Input
Kp, Ki, Kd
0
20
0
20
Fig. 3: Proposed STR Controller.
5 Implementation of the Proposed Controller
The proposed adaptive pitch angle controller uses the difference
between the reference speed (ωref ) and the actual speed (ωr) for
estimating the control signal. The ωref is calculated as follows:
Step:1 Initialize ωr and estimate Pm from (4) and represented as:
Pm(t) = kpcp
(
ωr(t)
rgearλ
)3
(39)
At MPPT, λ, cp = 1 [p.u] and using (39), the mechanical power is
represented as
Pm(t) = kp
(
ωr(t)
rgear
)3
(40)
where t is the current iteration.
Step:2 The electrical power delivered Pe is calculated using grid
pp. 1–8
conditions at boundary and PCC bus to include the grid transient
effects in the controller action, whereas conventional pitch controller
doesn’t account for this calculation.
Pe(t) =
Vpcc(t)VB(t)
X
sin(δB(t)− δpcc(t)) (41)
where Vpcc and VB is the voltage of the WTG bus and boundary bus
respectively, δpcc and δB are the voltage angle at PCC and boundary
bus respectively, and X is the reactance between PCC and boundary
bus. Generally, stator resistance is small enough to ignore power loss
associated with it and when the converter power loss is neglected, the
total real power (here Pe ) injected into the grid equals to the sum of
the stator power and the rotor power [29, 30].
Step:3 Using the Pm in (40) and Pe in (41), the ωr is calculated as
follows:
ωr(t+ 1) =
Pm(t)− Pe(t)
J
(
ωr(t)−ωr(t−1)
∆t
) (42)
where J is the moment of inertia, ∆t is the simulation time step.
Steps 1, 2 and 3 are repeated until Pm and ωr is converged and the
converged value of ωr is taken as the ωref (Fig. 4). The integrated
implementation flowchart is as shown in Fig. 5.
Calculate Pm
(Eqn. 40)
Calculate Pe
(Eqn. 41)
Calculate wr
(Eqn. 42)
Pm and Wr 
converged
No
Wref=wr
Yes
Fig. 4: Flowchart for ωref calculation.
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Error=Wr-Wref
STR Based Pitch 
Angle Controller
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Wr
β (degree)
DFIG
Pm
PCC
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Fig. 5: Flowchart of the proposed controller.
6 Experimental Test Bed and Results
The proposed framework in Fig. 5 is using a lab real-time simulator
set up on Kundur’s two-area [31] and IEEE 39-bus [32] test system
models with WTGs. Table 1 and 2 show the simulation parame-
ters of the wind turbine and DFIG. The real-time test bed consists
of a) Reduced order RTDS/RSCADTM models of Kundur two area
and IEEE 39-bus test systems, b) RTDS/RSCADTM model of WTGs
and, c) GTNET-SKT connection between RTDS and MATLAB for
interfacing TSA type equivalent with EMT type simulation (Fig.
6). The grid models are an actual representation of the wind farms
and characterize real-time closed-loop control with real-life verified
generator and control models with GE controllers. The operating
principle of the test-bed is the rules that guide the machine model
to work based on the grid changes.
Table 1 Simulation Parameters of Wind Turbine)
Parameter Name Value
Rated generator power 2.2 MVA
Rated turbine power 2.0 MW
Generator speed at rated turbine speed (p.u) 1.2 p.u.
Rated wind speed 12.0 m/s
Cut-in wind speed 6.0 m/s
Cut-out wind speed 25 m/s
Rate of change of pitch angle ±100/s
Table 2 Simulation Parameters of DFIG)
Parameter Name Value
Rated stator voltage (L-L RMS) 0.69 kV
Turn ratio (rotor over stator) 2.6377
Rated MVA 2.2 MVA
Stator resistance 0.00462 p.u.
Stator leakage reactance 0.102 p.u.
Unsaturated magnetizing reactance 4.348 p.u.
First cage rotor resistance 0.006 p.u.
First cage rotor leakage reactance 0.08596 p.u.
Inertia constant 1.5 MWs/MVA
TSA Calculation Block (Eqn. 8-10)
IB(Boundary Bus 
Current)
RSCAD
FDNE
+
+TSA Input/
Output 
using 
GTNET-SKT
St
u
d
y 
A
re
a
VB(Boundary Bus 
Voltage)
GTNET SOCKET
Fig. 6: Experiment setup in RTDS.
6.1 Validation of the algorithm using Kundur’s test system
First, for validating the algorithm using grid integrated WTGs, two-
area test system (see Fig. 7) is used. The test system consists of
four 900MVA synchronous generators and a WTG at bus-10. Based
on the location of WTG, the test system is divided into study and
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Fig. 7: Proposed dynamic equivalent of two-area test system.
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external area as shown in Fig. 7. The external area is modeled
as a wide-band equivalent, which is the combination of TSA and
FDNE. The TSA type equivalent is modeled in MATLAB R© in pha-
sor domain and FDNE type equivalent is modeled in RSCADTM in
EMT domain. The reduced order model of the test system is vali-
dated by comparing its behavior under transient response with the
original test system. For this, 3-phase bolted faulted is created at 0.1
sec for the duration of 0.1 sec. Fig. 8(a) and Fig. 8(b) shows the com-
parison of RMS voltage at bus 7 and the relative speed of Gen-3 w.r.t
Gen-2 respectively. From the above results, it can be observed that
the reduced order model behaves similarly as the full model under
transient condition. Several other event analyses have been studied
and similar results are obtained.
To validate the controller under rapidly varying realistic wind con-
ditions Fig. 9(a) has been extracted from the ERCOT data along
with a 3-phase bolted fault on Bus-8 for a duration of 6 cycles at 13
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sec, and the performance is compared with conventional PI and no
controller systems. Figs. 9(b)-10(a) show the active power and rotor
speed of the DFIG. It shows that with conventional controller the rat-
ing of the DFIG exceeds its limit and effectively increases stress on
all connected electrical equipment. For example, the active power
at 30sec with a proposed controller is 219.6 MW, whereas with a
conventional controller it is 264.06 MW. So, with the conventional
controller, the active power is 20% more than the rated value which
increases the stress on electrical equipment. Even the rotor speed
crosses its limit when controlled by conventional PI controller (For
example, it crosses 1.35 p.u at 30 sec while the limit is 1.25 p.u). So
it can be concluded that the proposed controller controls the output
power and at the same time limits the rotor speed. Additionally, other
conventional generators (for exampleG1 here) connected to the grid
has less rotor oscillations with proposed controller (See Fig. 10(b)).
Also, it can be seen from Fig. 11(a) that the rate of change of pitch
angle is within its limit (10 deg/s). Additionally, Fig. 11(b) illustrates
that the proposed controller is effectively limiting the mechanical
torque. It can be observed that at 90 sec the mechanical torque with
a conventional controller is 0.9266 p.u. Hence, the conventional con-
troller provides fatigue caused by increased mechanical stress on the
turbine due to torque overrun by 11.20%. The RLS identification
is performed for ωr − ωref and β as shown in Fig. 3. The con-
troller gains Ki, Kp, and Kd are calculated at every time step using
online identification routine. The conventional PI controller gains are
adapted from GE wind turbine field implemented values [4].
Fig. 12 shows the comparison of gains of STR and conventional
PI controller for two-area system. From Fig. 12, it can be seen
that STR controller auto-tunes as the operating condition changes
whereas conventional PI controller has fixed gains irrespective of
operating condition. For reliable operation, the generator should be
pp. 1–8
0 10 20 30 40 50 60 70 80 90 100
time (s)-5
0
5
10
K
p
PID Controller Gains
Kp (Proposed)
0 10 20 30 40 50 60 70 80 90 100
time (s)
100
150
K
i Ki (Proposed)
0 10 20 30 40 50 60 70 80 90 100
time (s)0
1
2
K
d
Kd (Proposed)
Kp (Conventional PI) = 25
Ki (Conventional PI) = 150
Fig. 12: STR and conventional PI controller gains.
2
3 5 4
6
9
8
10
31
39
37
30
3
4
5
6
7
21
22
25
27
34
20
12
13
14
15
1617
18
7
19
32
1
11
108
9
33
36
23
35
38
29
28
26
1
2
24
External AreaStudy Area WTG 2
WTG1
Fig. 13: IEEE 39-Bus system.
operated below the maximum speed limit (1.25 p.u) and thus tuning
is necessary.
6.2 Validation of the algorithm with IEEE 39-bus test
system
For further validation, the algorithm is also implemented on IEEE
39-bus system with WTGs connected at bus 17 and bus 26. The test
system is divided into study and external area based on the location
of the WTGs as shown in Fig. 13. The external area is modeled as a
combination of TSA and FDNE.
In this case, the proposed controller is tested and validated for
variable wind speed pattern (Fig. 14(a)) along with a 3-ph bolted
fault on Bus-14 for 0.1 sec at 13sec. With the proposed controller,
PCC voltage is much smoother and within allowable limit during
high wind speed conditions when compared to PCC voltage with
conventional PI controller (Fig. 14(b)). For example, the voltage
at 40sec with the proposed controller is 1.017 p.u, whereas with a
conventional controller it is 0.9692 p.u. So,with the conventional
controller, the voltage is 6.266% less than the steady state value
(1.034 p.u). Hence, the proposed controller improves the voltage by
4.93% and can keep the voltage at the PCC within stable regions dur-
ing high wind speed conditions. Fig. 15(a) shows the comparison of
DFIG rotor speed of WTG-2 and Fig. 15(b) shows the comparison
of the active power of WTG-1. Fig. 16(a) shows the relative speed
of synchronous generator-3. Fig. 16(b) shows the mechanical torque
of WTG-2.
It can be seen that, the active power at 45sec with proposed con-
troller is 218.7 MW, whereas with a conventional controller it is
285.8 MW. So, with the conventional controller, the active power
is 29.9% more than the rated value which increases the stress on
electrical equipment. Also, the rotor speed crosses its limit using
conventional controller (for example, it crosses 1.37p.u at 45 sec
where the limit is 1.25 p.u). The WTG control helps to keep the
speed and active power under control and yet can keep the voltage
at the PCC and other buses within stable operating region during
high wind speed conditions. It can be observed that at 40 sec the
mechanical torque with conventional controller is 0.9968 p.u, so
the conventional controller provides fatigue caused by increased
mechanical stress on the turbine due to torque overrun by 19.62%.
Hence, with the proposed controller, during high wind speed con-
ditions, all electrical and mechanical parameters are within the rated
limits so actions that are otherwise required to protect the electrical
and mechanical equipment during these conditions is not a primary
concern. Further with the proposed controller synchronous machine
oscillations in the grid are damped out much faster when compared
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to conventional PI controller. The proposed architecture also ensures
that the active power transfer is smooth thus maintaining the required
power balance during high wind speed conditions.
7 Conclusion
The proposed sensor-less pitch angle control of WTG, considering
the grid dynamics at wide band frequency and using STR controller
is an efficient way of controlling the speed of the turbine during
high wind speed. WTG is connected to reduced order model of
power gird, the area in which WTG connected is modeled in detail
while the remaining part is modeled as a combination of FDNE and
coherency based TSA equivalent. The proposed method is validated
in RTDS/RSCAD using WTG integrated reduced order models of
Kundur two-area and IEEE-39 bus test systems. The results clearly
illustrate that the proposed pitch angle controller provides better
power balance, voltage regulation and reduces fatigue on the turbine.
Additionally, the proposed architecture can work without anemome-
ter, thus avoiding any kind of malfunctioning of the device. It has
also been demonstrated that the architecture can be implemented in
real-life as demonstrated using real-time simulators.
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