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Recognition of an obstacle in a flow using artificial neural networks
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In this work a series of artificial neural networks (ANNs) have been developed with the capacity
to estimate an obstacle’s size and location obstructing the flow in a pipe. The ANNs learn the size
and location of the obstacle by reading the profiles of the dynamic pressure q or the x-component
of the velocity vx of the fluid at certain distance from the obstacle. The data to train the ANN, was
generated using numerical simulations with a 2D Lattice Boltzmann code. We analyzed various cases
varying both the diameter and position of the obstacle on y-axis, obtaining good estimations using
the R2 coefficient for the cases of study. Although the ANN showed problems for the classification
of the very small obstacles, the general results show a very good capacity of prediction.
PACS numbers: 47.11.-j, 47.54.-r, 47.27.nf, 84.35.+i
I. INTRODUCTION
Obstructions in tubes transporting fluids are a problem
of high impact in modern society, as they are present in
people’s daily life as well as in urban pipe networks [1],
public health [2] or industrial engineering [3].
In one hand the accelerated urban and industry growth
in modern cities, implies that the obstructions in pipe
networks are a very common problem, requiring a prompt
reaction to solve it. These blockages can be caused by
chemical or physical residues, as well as by structural
defects of different sources. Pipes are one of the most
usual way of transporting fluids in energy [4], chemical
[5], manufacturing [6, 7] and water industries [8], as well
as in houses, buildings and sewages [9–11]. Clearly, in
all these cases, the requirements of an obstructed fluid
delivery are crucial.
On the other hand, in the healthcare sector, the at-
tention of medical problems due to obstructions and/or
blockages in the innumerable conduits that transport bi-
ological flows around the human body are very frequent,
and in many cases can be fatal for the patient. For biolog-
ical conduits, blockages can be caused by previous surg-
eries, foreign bodies, infections and deformations among
many others. Thus, cases such as obstructions in the
digestive system [12, 13] or in the cardiovascular sys-
tem [14, 15], are related to medical emergencies which
in many cases may involve the use of invasive clinical
procedures whereby they require prompt attention.
All these scenarios motivate the scientific interest in
detection and comprehension of shape and location of ob-
jects blocking or obstructing the flows [16]. In this work,
we use artificial neural networks (ANNs), as a flow pat-
tern categorization in order to recognize these obstruc-
tions for a fluid flow in a two dimensional conduit. In
this context, researches such in [17–19], have proposed
different methodologies to identify obstacles, leaks or de-
fects inside industrial or urban pipes. In particular ANNs
as machine learning methods (ML) have been applied in
problems of fluid dynamics mainly in flow phase pattern
identification, for example in [20, 21]. They have also
been used as a tool for faster computational fluid simu-
lations and turbulence prediction [22–24] or for defects
classification in tubular structures using images [25].
With this motivation, the objective of this work is to
recognize the shape and location of an obstacle obstruct-
ing a pipe, whose dimensions were chosen considering
pipes and networks that transport fluids for use in in-
dustrial and urban systems. For this, we have trained
ANNs using physical information from the flow as input
data. To than end, we have developed a generic 2D lat-
tice Boltzmann numerical code [26, 27], to simulate the
flow of a fluid around an obstacle, contrasting the numer-
ical solution with the benchmark [28]. Our problem takes
into account different scenarios: changing the diameter
and location of the obstacle, viscosity and initial flow
velocity, obtaining relevant physical information such as
velocity, vorticity or dynamic pressure of the fluid along
the numerical domain. In particular, we have considered
the x-component of the velocity field of the fluid (vx) or
the dynamic pressure (q) as the fundamental information
to be analyzed by the ANN. We chose a ratio between
the width of the pipe and the immersed obstacle from
1/80 to almost a value of 1, this is relevant on physical
scenarios where the flow is disrupted by obstructions that
can be range from small blockages up to complete of the
pipe.
The content of the article is as follows: in section II
we present a detailed description of the problem of block-
age in the simulations with the lattice Boltzmann method
(LBM, in section III we explain the methodology followed
in the cases of study, describing the results obtained in
section IV. Finally in section V we present the conclu-
sions and future work.
II. NUMERICAL SIMULATIONS
The simulation of the two dimensional flow around an
obstacle, was performed constructing a numerical code
2based on the lattice Boltzmann method (LBM) as in [29].
The LBM is very popular because it is easy to implement
and it has a high capacity to perform computational sim-
ulations in a wide variety of physical problems [30–32],
mainly applied in computational fluid dynamics [33, 34].
For our cases of study, we consider a cylindrical ob-
stacle immersed in an infinite medium (free flow), with a
flow moving in the positive x direction. The cylindrical
obstacle is perpendicular to the x− y plane, therefore is
represented by a circle in the two dimensional simulation.
We impose boundary conditions at the outlet of the flow
far enough such that the characteristic flow parameters
are not affected by the internal calculations [35]. For
the solid walls of the pipe and obstacle, we employed a
full bounce back boundary condition [26]. The bound-
ary condition representing the incoming fluid was set up
with a given velocity profile as input for the numerical
modeling, such that the flow after the obstacle presents a
pattern related to the input velocity profile, the diameter
of the obstacle and its location.
We define β as the value of the ratio of the diameter
of the cylindrical obstacle and the width of the pipeline.
The diameter of the obstacle is changed for values of
β ranging from β = 0.0122, representing small block-
ing elements, up to values close to β = 1, representing
obstructions of almost the total size of the diameter of
the pipe. For the domain of the simulation, a mesh of
165 × 1, 000 nodes was used. Although the LBM code
has dimensionless units, the system has been adapted
to physical dimensions following reference [28]. We have
chosen the physical units such that the numerical domain
corresponds to a total length of Ly = 0.41m in the ver-
tical direction and Lx = 2.5m along the horizontal. We
considered a Poiseuille income fluid flow in a stationary
regime with a density of ρ = 103kg/m3, an a kinematic
viscosity of ν = 10−3m2/s, as used in [29]. The location
of all the studied obstacles is at x = 0.6m of the pipe,
and their position over the y-axis will be described in the
following section.
We performed a wide amount of different numerical
simulations, considering as free input parameters the in-
let velocity profile, the diameter of the obstacle (chang-
ing the values of β), and the position of the obstacle
with respect to the y-axis. An example of a numeri-
cal simulation is shown in Fig. 1, with an obstacle of
size β = 0.244 and a Poiseuille flow with a characteris-
tic velocity of vc = 1.5m/s. The numerical simulations
were stopped until the system reached a neutral stabil-
ity, which occurs before completing 30,000 iterations, or
a physical time of approximately 16 seconds.
III. METHODOLOGY
In this work, we estimate the size and location of an
obstacle measuring vx and q after the obstacle. On this
matter, one could propose the simplest case: considering
a single sensor and applying a linear regression (LR) be-
tween the obstacle diameter versus the flow velocity at
the location of the sensor. Although the LR is as good
as the ANN in this case, the analyses on other scenar-
ios show that the ANN outperforms the LR, and that
is why we only present the ANN results. Moreover, the
intention is to provide a first step to a methodology ca-
pable to estimate multiple and more complex obstacles
or morphologies with non-symmetrical shapes. For this,
we have defined a target region around the area where
the obstacle is immersed. On this region the size and
position of the obstacle are estimated in terms of the
proportion of the obstacle and fluid around, this will be
explain in more detail further. We have also set different
numerical sensors across the pipe on distinct measuring
sites along the x-axis, an schematic representation of this
is shown in Fig. 2. The measurement sites are located
at x =1.75m, 2.10m, 2.45m, which we will refer as A, B
and C respectively.
With this in mind, the ANNs were selected because
they are flexible in terms of input data and they are of
easy implementation, outperforming linear regressions.
In possible future works, we would like to increase the
complexity of the problem, trying other, more sophisti-
cated machine learning methods.
In next subsections we describe the cases of study, the
structure of the ANN, the methodology used on the input
and target data, as well as the selection of the training
and validation sets, which are used to adjust the ANNs
parameters, and the prediction set for which the results
are shown.
A. Database constructions and cases of study
The ability of the ANNs, to predict the size and lo-
cation of the obstacles, is tested in three different major
cases:
1. We perform 80 different numerical simulations for
a two dimensional cylindrical obstacle immersed in
the flow, located on the center of the y-axis, i.e.,
at the half of the pipe diameter. We simulate ob-
stacles with diameters ranging from d = 0.005m
to d = 0.395m in steps of 0.005m, i.e., values of
β ranging from β = 0.012 to β = 0.964 in steps
of 0.0122, plus a tiny obstacle of 0.001m. From
these cases, we select as the prediction set those
obstacles with diameters ranging from d = 0.02m
to d = 0.395m in intervals of ∆d = 0.025m. Mean-
while, the validation set consists of the obstacles
from d = 0.025m to d = 0.375m with ∆d = 0.025m
also. The rest of the 49 obstacles are used as the
training set. This case is divided into three differ-
ent sub-cases:
(a) The profiles of vx or q, at t = 16 seconds at
the end of the numerical evolution, are consid-
ered as input vector. For simplicity in terms of
the ANN structure, the information extracted
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FIG. 1: Magnitude of vx for the flow around a cylindrical obstacle with an income Poisseuille flow with a vc = 1.5m/s. The
obstacle is fixed at x = 0.6m and the fluid flows over the x-positive direction along the pipe. Notice that the vortices formed
after the obstacle are driven along the direction of the flow, generating the characteristic Karman vortex street.
FIG. 2: A schematic representation of the 2D pipe, the cylindrical obstacle and different measuring sites across the pipe located
at A = 1.75m,B = 2.10m, and C = 2.45m, marked with dashed lines. The dot rectangle region illustrates the area used as
target for the ANN.
in only 83 of the 165 nodes of the numerical
mesh. This approach is examined to study
if extracting the physical data, such as vx or
q, available at a fixed time and distance is
enough to give a proper estimation of the ob-
stacle’s size.
(b) The time evolution of vx or q over 300 time
steps, from t = 0s to t = 16s measured on a
single sensor at the center of the pipe, i.e.,
y = 0.210m, is considered as the input for
the ANN, using the symmetry of the conduit.
With this, we inspect the limits of the predic-
tions considering the smallest number of sen-
sors as possible, with the advantage that it can
take measurements over a fixed lapse of time.
(c) The same procedure as case 1b, but in addi-
tion we add 2 other equidistant sensors, i.e.,
we have three sensor located at y = 0.105m,
0.210m and 0.315m. With this case, we study
if increasing the number of sensors, compared
with the previous one, increases the predic-
tions accuracy.
.
2. In contrast with case 1, we consider only three dif-
ferent obstacle’s sizes with values of β = 0.122,
0.244 and 0.488, this is, d = 0.05m, 0.1m and 0.2m.
On every simulation, we changed the position of the
obstacle among 43 different position over the y-axis,
such that the obstacle could be either nearby the
center of the pipe or near its walls, providing a to-
tal of 139 simulations. For each size of the obstacle
we selected 22 simulations for the training and val-
idation sets, and the leftover 21 simulations, which
are equally spaced over the y-axis, were used for the
prediction set. In order to prove the capacity of the
ANNs for the estimation of a completely unknown
obstruction size we include in the prediction set 21
simulations equally spaced over the y- axis for with
an obstacle diameter of β = 0.366. This scenario,
was also divided by the three different sub-cases
4Parameters of the studied cases
Case Obstacles y Positions Flow velocities Space Time
1a 80 1 1 83 1
1b 80 1 1 1 300
1c 80 1 1 3 300
2a 4 43 1 83 1
2b 4 43 1 1 300
2c 4 43 1 3 300
3 11 1 12 10 1
TABLE I: Parameters used in the simulations for the differ-
ent cases studied. The column called “Obstacles” represents
the number of different diameters of the obstacles. The col-
umn “y Positions”, gives the number of different locations of
the center of the obstacles along the y-axis. The column de-
fined as “Flow velocities.”, refers to the number of different
income flow velocities used in scenario 3. Meanwhile, the col-
umn “Space” is related to the number of equidistant sensors
implemented along a measurement site. Finally, the column
“Time”, corresponds to the number of time steps extracted
in the numerical evolution performed on each considered nu-
merical sensor.
Parameters for case 3
β Velocity (m/s)
Sensor
Location
0.0122 0.15 11 (0.025m)
0.0976 0.30 27 (0.065m)
0.1952 0.45 43 (0.105m)
0.2928 0.60 59 (0.145m)
0.3904 0.75 75 (0.185m)
0.4880 0.90 91 (0.225m)
0.5856 1.05 107 (0.265m)
0.6832 1.20 123 (0.305m)
0.7808 1.35 147 (0.365m)
0.8784 1.5 163 (0.405m)
0.9638 1.65
1.8
TABLE II: Database for diameters, income flow velocities and
sensor locations used on case 3. The last column defines the
location of the ten sensors over the y-axis on the LBM mesh,
in parenthesis are shown their equivalent values on physical
units. The values for vx and q were extracted from these
numerical sensors on both x = 0m and at x = 2.10m on the
pipe, the latter corresponds to measurement site B.
following the same description as in 1a, 1b and 1c.
3. In this case, we analyze a situation similar to case
1 where the obstacle is located again at y = 0.210m
and x = 0.6m. With the difference that we have
changed the income flow with a characteristic ve-
locity from vc = 1.5m/s, used in cases 1 and 2,
to different values ranging from vc = 0.15m/s to
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FIG. 3: In (a) plot is represented the solid/fluid elements on
the LBM mesh simulation, while in (b) is the transformation
from the simulation to the target grid. The lower number
of cells used in the target grid in comparison with the LBM
mesh causes a lost in resolution on the grid. The color box
represents the solid/liquid ratio index (SLRI), where a 0 value
means a cell is composed of only fluid elements and 1 repre-
sents a cell fully occupied by solid elements. The grid lines
showed in the figures are only for reference and do not repre-
sent the size of a target cell.
1.8m/s, in steps of ∆vc = 0.15m/s. This analysis is
performed to examine an extension of case 1a, with
for different input flow velocities and eleven differ-
ent obstacle’s sizes as shown in Table II. In addi-
tion, we also explored the behavior on the network
by adding more information about the income fluid
and fewer sensors than in case 1. For simplicity, we
consider ten equidistant values along the y-axis of
vx or q before the obstacle, at x = 0m according to
the schematics on Fig. 2, and other ten equidistant
values of vx or q on measurement site B, analogous
as done before on case 1a. With these arguments,
the input data for the ANNs consists on 20 values
for each one of the 132 simulations produced. In or-
der to explore the performance of the network and
its dependence on the choice of the samples sets for
training, validation and prediction, we have now se-
lected the patterns randomly. The validation and
prediction sets have 20 patterns each one, mean-
while the training set has 92.
All the cases of study simulated are summarized on
Tables I and II.
B. Target Region
As we use ANNs trained with a supervised learning,
we need to provide the targets, related to the true ob-
stacle’s size, shape and location. For this, we define a
5region inside the pipe containing the obstacle and its im-
mediate surroundings as the target region. However, if
we consider each one of the nodes of the LBM simulation
on the target region to be the objective for the ANN, as
illustrated by Fig. 2, it will have a huge number of out-
puts, making it computational expensive. Therefore, as
a first approach we propose to consider a target region
consisting in a fixed mesh of 40x20 cells, where each cell
consists of 64 nodes of the numerical mesh. From now
on we refer to the target region as the target grid.
In addition, we assign a numerical value for each cell,
depending on the relation of nodes that represent fluid or
solid elements on the numerical mesh. This means that
the proportion of target cells occupied by the obstacle, is
represented by the number of solid nodes divided by the
total number of nodes of the numerical mesh contained
in that cell. In other words, we have defined an occu-
pation index for each cell of the target grid, where the
relation solid/liquid of the cell was calculated, meaning
that a value of 1 represents a cell containing only solid
elements of obstacle and a value of 0 implies that there
is only fluid in the cell. From now on, we will call this
index the solid/liquid ratio index (SLRI). An example of
the transformation from the LBM simulation of the nu-
merical mesh to the target grid for an obstacle of size
0.2m is presented in Fig. 3, where the dark tones refers
to the cells mostly occupied by the obstacle (high SLRI),
whereas the cells with clearer tones mean a greater pro-
portion of fluid elements (low SLRI).
C. Neural Network Structure
Let us recall that for case 1a, only half of the spatial
nodes on the y direction of the lattice are selected as in-
puts for the ANN, reducing the number of points where
the vector fields are measured, from 165 to 83, simpli-
fying the input data and the structure of the ANN and
speeding up the computations. Therefore the input vec-
tor consists on 83 neurons, related with the profile of the
fluid on the corresponding measurement site. For exam-
ple, if we consider the vx values at the sensors on any
measurement site, the input pattern is form by:
I = {vx1 , vx3 , . . . , vxi , . . . , vx165}. (1)
where i = 1, 3, ..., 165 indexes the down-sampling made
from 165 to 83 for the nodes on the LBM simulation
mesh. For case 1b, the input vector is defined by the
time series of vx or q at y = 0.21m during 300 time steps
represented by index (t), for example for vx this is:
I = {vx85,t1 , vx85,t2 , . . . , vx85,t300}. (2)
where vx85,t labels the value of vx at the node 85 of the
simulation where y = 0.210m, i.e., at the middle of the
pipe at a certain time t. For case 1c, the inputs of the
ANN consist on the values of 300 time steps for vx or q
at the positions: y = 0.105m, 0.210m and 0.315m, on the
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FIG. 4: Time series of the x-component of the flow velocity at
y = 0.105m (continuous), 0.210m (dashed) and 0.315m (dash-
dotted) at measurement site B, for an obstacle of β = 0.488
centered at y = 0.21m.
considered measurement site. In Fig. 4 we present the
time series evolution for vx at measurement site B. The
inputs corresponding to this scenario are:
I = {vx43,t1 , vx85,t1 , vx127,t1 , ..., vx43,t300 ,
vx85,t300 , vx127,t300}. (3)
On the second scenario, the inputs are the same as
described in Eqs. (1-3). For case 3, let us recall that ten
values on both at x = 0m and x = 2.1m (measurement
site B) are considered as input pattern. For example,
following table II, an input pattern using vx is define as:
I = {vx11(x = 0m), vx27(x = 0m), ..., vx163(x = 0m)
, ..., vx11(x = 2.1m), ..., vx163(x = 2.1m)}. (4)
The same set of Eqs. (1-4) are applied when the dy-
namic pressure q is used instead of vx as input data for
the network.
The internal structure of the ANN could differ inter-
nally on each case, i.e., the number of inputs and hid-
den neurons, but the number of outputs are constant for
all the cases, since the objective is the same: approx-
imate the shape of an obstacle blocking the flow. Re-
call that the region where the obstacle is located is de-
scribed by 40x20 cells, which means that the target and
the prediction has 800 elements. In a vectorized form,
for an input pattern I, the result computed by the ANN
is ~O = [O1, O2, . . . , O800], and the k-th element of this
vector is calculated by:
Ok = F2
( J∑
j=1
σjkF1
( I∑
i=1
σ˜ij I˜i + σ˜0j
)
+ σ0k
)
(5)
where 1 ≤ k ≤ 800 refers to the cell of the target grid;
I˜i is the i-th element of the input vector and J is the
6number of hidden neurons. F1 and F2 are the activation
functions for the hidden and output layers respectively;
σ˜jk and σ˜0j are the weights and bias terms between the
input and hidden layer; σjk and σ0k are the weights and
bias terms between the hidden and output layers.
The numerical implementation of the ANNs was de-
veloped from scratch using Fortran 90. Instead of us-
ing open source codes, we decided to use our own im-
plementation to have full control of the details in the
code, searching different structures and parameters in the
learning process. In one hand, the selection of the ANNs
structure was done considering that it should be kept as
simple as possible, in order to maintain computational
advantage, and complex enough for its adaptation for un-
known patterns. In our cases we found that ANNs with
an input layer as defined in Eqs. (1-4); one hidden layer
with 20 neurons and an output layer with 800 neurons
was complex enough to give good results without loss of
performance for all the cases of study. All the ANNs used
have hidden and output layers with sigmoid activation
functions. On the other hand, the ANNs were trained
using a backpropagation algorithm [36]. In this work, we
use this method to minimize a mean square error func-
tion, using a learning rate of 0.001, with a maximum of
15,000 iterations on training and using a cross-validation
technique as stopping criteria. For clarity, all the results
shown in here correspond to the prediction set. For more
details about supervised training and backpropagation
algorithm the reader can consult [37, 38].
IV. RESULTS
In order to estimate the ANN prediction accuracy for
each one of the cases analyzed on the test set, we em-
ploy the R2 coefficient. The calculation of the R2 was
performed over the target and predicted grid, consider-
ing the real and predicted SLRI. The R2 is defined as
follows:
R2 = 1−
∑
i=1(Oi − 〈T 〉)
2∑
800
i=1(Ti − 〈T 〉)
2
, (6)
where Ti and Oi are the i-th target and the ANN output
respectively, and 〈T 〉 is the average of the SLRI for all
the target vector:
〈T 〉 =
1
800
800∑
i=1
Ti. (7)
This means that the R2 coefficient range is (−∞, 1],
where a value of R2 = 1 implies a perfect match term
by term, between the target and the ANN prediction,
while R2 → 0 means that the prediction approaches to
〈T 〉.
Let us recall that, the measurements of the fluid flow
consist on one snapshot of the profile of vx or q of the
fluid, at the time when the system reaches a neutral sta-
bility. For the case described in 1a, we present the results
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FIG. 5: R2 coefficient for predictions produced by the ANN
for obstacles located at the center of the pipe with different
diameters. The ANN is trained with data extracted with a
sensor located over the line on B, and tested with measure-
ments at A, B and C. On (a), the red curve (+) shows results
using vx and q is represented by the black curve (×) on site
A. In (b), the input data was extracted on measurement site
B, and the blue (A) and green () curves represent the R2
using the profiles vx and q on respectively. In (c), the red
(▽) and magenta (©) curves correspond to the results for vx
and q on measurement site C respectively. All R2 coefficients
are above 0.6 which can be interpreted as a good correlation
between the prediction and target. Notice how the results are
independent on the location of measurement.
by measuring on detectors located not only on the train-
ing site B, but also on A and C as shown in Fig. 5. In this
case, we study how the ANN behaves if it is only trained
with information on measurement site B and tested on
A, B and C, for the same obstacles.
For measurements made on site B, both q and vx show
R2 values very close to 1.0 for obstacles with diameters
greater than 0.05m, that is, for β > 0.25, see Fig. 6
for example, where the target and predicted grid is plot-
ted for an obstacle of β = 0.4758, achieving a prediction
of R2 = 0.979. However, for small obstacles the accu-
racy decreases, for example, with β = 0.0488 we obtained
R2 = 0.654 considering vx and R
2 = 0.802 using q.
Estimations on the measurement sites A and C for the
same diameters, show a similar behavior with small vari-
ations on precision, this was expected since the profiles
change in time and space. For example, the estimation
for the obstacle with a β = 0.0122, R2 decreases approx-
imately 16%. This could imply that measuring far away
from the obstacle could still produce good estimations
of the obstacle’s size. Considering the results obtained
for this case, it is not possible to establish for which of
the physical variables (vx or q) the ANN shows a better
performance.
The Fig. 8 shows the results with a single sensor at
y = 0.21m, where we obtained values ofR2 above 0.8 con-
sidering vx. This accuracy decreases when q is considered
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FIG. 6: Target (a) and ANN prediction (b) considering the
profile of vx of the fluid generated by an obstacle at the cen-
ter of the pipe with β = 0.4758. The color box represents
the SLRI. The difference between the target and prediction
obstacle is almost imperceptible for the naked eye, the R2
coefficient has reached a value of 0.979.
as input, obtaining the worst prediction with R2 = 0.231.
For the case with three sensors, the results improved con-
siderably maintaining a very similar behavior for both
physical variables, obtaining the worst prediction with
R2 = 0.669 for β = 0.183. Furthermore in case 1c, the
values of R2 > 0.9 for β > 0.25.
Following the approach of case 2a, where the ANNs
are trained with the profiles of vx or q measured at site
B, with the intention to obtain not only an estimation
of the obstruction’s size, but also its location over the
y-axis. As shown in Fig. 9, the results have an R2 co-
efficient for the larger obstacles (β ≥ 0.488) are close to
1.0. However, in relation to the obstacle with β = 0.366
for which the ANN was not trained at all, the worst re-
sults have lowered to a value of R2 = 0.356 for vx and
R2 = 0.243 for q. Note that both estimations are made
with the obstacle near the walls of the pipeline. Mean-
while, the R2 coefficient for the obstacle with diameter
β = 0.244, has its lowest value when it is located at the
center of the pipe, with an R2 = 0.66 and R2 = −0.033
using the profiles of vx and q respectively.
Regarding to case 2b, where the ANN is trained with
the time series on a single sensor at the center of the
pipe. The ANN is unable to learn the behavior of the
flow, mostly for obstacles close to the borders as well as
for small ones, as viewed also in case 2a. This is evident
from Fig. 10 where we get negative values for the small
obstacles β = 0.122, with a minimum value of R2 =
−0.312 when the obstacle is at the center of the pipe. For
larger obstacles (β ≥ 0.244) the ANN is more accurate,
except when they are near the walls.
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FIG. 7: Target (a) and ANN prediction (b) considering the
profile of vx of the fluid generated by an obstacle at y = 0.35m
with β = 0.122. Contrasting with Fig. 6, we observe how the
ANN got confused and indicates a low SNRI at the bottom
of the pipe, resulting in a prediction with R2 = 0.09.
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FIG. 8: ANNs prediction analysis by R2 for several obstacles’
sizes and centered at the pipe. Measuring the time series on
a single sensor for vx (+) and q (×) at y = 0.205m, and three
detectors at y = 0.105m, 0.210m and 0.315m of vx (A) and
q () on measurement site B. Notice that by considering the
time series of three detectors there are values of R2 close to 1
for diameters greater than β = 0.20, while with a single one
this happens for β > 0.25.
On case 2c, where the time series was generated with
three equidistant detectors at y = 0.105m, 0.210m and
0.315m over measurement site B, the predictions shown
in Fig. 11 indicate similar values of R2 for both q and
vx. In this scenario, the predictions for the smallest ob-
stacle (β = 0.122) show an improvement over their coun-
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FIG. 9: Prediction analysis for obstacles on different positions
over the y-axis, by training and testing the ANN with the
profiles of vx (a) and q (b) for detectors at measurement site
B. The red (+) curve shows the results for the obstacle β =
0.122, while the black (×), blue (A) and green () curves show
those with β = 0.244, 0.366 and 0.488 respectively. Values
of R2 are similar for both approaches, where the smallest
obstacle has the worst prediction at the center and close to
the borders of the pipe.
terpart results for case 2b (Fig. 10). For the obstacle
with β = 0.366 all values of R2 are above 0.4 using vx
or q. Meanwhile, for the obstacles with β = 0.244 and
β = 0.488 the prediction grid shows a great fit respect to
the target grid in almost all the locations, with R2 above
0.8. However, the obstacle with β = 0.122 and located at
the center of the pipe has a value of R2 = −0.102 using
the profile of q.
In general for case 2, the worst adjustment is obtained
for the smaller obstacles. This confusion of the ANNs
is not surprising, since the pipe boundaries disturb even
more the fluid flow generated after the obstacle when it
is located near the walls than those scenarios where it is
at the center. The boundary layer is affected by the vis-
cous nature of the flow and if the obstacle is very small,
the effect it causes to the flow is counteracted by viscous
forces, which implies that when we measure far from the
obstacle (for example in measurement site B), the flow
practically behaves as if there was no obstacle at all. Fur-
thermore, smaller obstacles, regardless of their distance
from the pipe boundaries, do not significantly affect the
pattern of the flow that is generated behind them, so
that the ANN can not characterize them correctly. As it
can be seen in case 2b, a single sensor is not enough to
obtain a good estimate and also reduces accuracy with
respect to case 2a. By increasing to three sensors in case
2c, we obtained a considerable improvement in terms of
R2 values.
The results from cases 1 and 2 show that as the number
of measurement points in both space and time increases,
the obstacle’s size prediction of the ANN improves con-
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FIG. 10: Prediction analysis for obstacles on different posi-
tions on the y-axis. The ANNs are trained with the time
series of vx (a) and q (b)at the center of the pipe at measure-
ment site B. The red (+), black (×), blue (A) and green ()
curves show the results for β = 0.122, 0.244, 0.366 and 0.488
respectively. It is evident the difficulty of the ANN to give
a proper prediction about the location of the obstacle with
only one sensor, this is more evident for small obstacles close
to the borders of the pipe.
siderably. For example, comparing cases 1a where the
ANNs use 83 values in space and only one in time pro-
duces, an accuracy equivalent to case 1c where three mea-
surements in space and 300 in time are used. A similar
conclusion can be achieved by comparing cases 2a and
2c. In other words, the ANN for the case 1a performs
better than in case 1c, since 1a requires fewer measure-
ments over time. However, in a practical sense, having a
measurement site with only three sensors can be more de-
sirable than an approach of constructing a measurement
site with more than 83 sensors.
In reference to case 3, the R2 coefficients obtained for
each scenario are shown in Table III. Here we observe the
persistent problem for the smallest obstacle (β = 0.0122),
with an R2 = −23.753 when vx is used, or even worst for
q with R2 = −246.954. However these particular results
have also the second lowest income flow velocity with
vc = 0.3m/s. To understand this, compare the results ob-
tained in case 1a, where the associated vc is always equal
to 1.5m/s. That is a decrease in accuracy is associated
not only with the difficulty of the ANN to characterize
the flow patterns for tiny obstacles, but because the ve-
locity field of the flow around the obstacle is very small
also. In other words, in case 3 we found that having both
very small obstacles and income flow velocities, the ratio
of inertial to viscous forces within the fluid are very low.
Notice the improvement of the results for the same value
of β = 0.0122 with vc = 1.35m/s, obtaining R
2 = −0.645
for vx or R
2 = −0.680 for q. The same happens for the
obstacle with β = 0.0976, improving from R2 = 0.250
to 0.975, and from R2 = −4.518 to 0.975 for vx and q
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FIG. 11: R2 results obtained for obstacles on different posi-
tions on the y-axis. The ANNs are trained with the time series
of vx (a) and q (b) in three sensors at y = 0.105m, 0.210m and
0.315m at measurement site B. The red (+), black (×), blue
(A) and green () curves show the results for obstacles with
β = 0.122, 0.244, 0.366 and 0.488 respectively. Again, the
worst adjustment coefficient was obtained with the smallest
obstacle, with an R2 = −0.102 using q as input data. How-
ever, there is remarkable improvement for the other three ob-
stacles sizes compared to the case where a single sensor was
used.
respectively when the incoming flow velocity is increased
from vc = 0.15m/s to vc = 0.75m/s for both variables.
This means, that the ANN learns better as we increase
the income fluid flow velocity. In general the accuracy of
the predictions increases when vx is used instead of q. It
is noteworthy, that for most of the remaining predictions
the values of R2 are close to 1, with a similar performance
compared to the case 1a. Let us remark, that this shows
the flexibility of the ANN to work with different initial
flow velocities and employing only ten sensors on both
measurement sites.
We have proved that the ANNs achieve a good perfor-
mance, no matter if we select the training, validation and
prediction sets orderly like in cases 1 and 2 or randomly
like in case 3. The relevance of this last case is that
the ANN is trained not only for different diameters, but
also for different income flow velocities, implying more
complexity with respect to input information, resulting
in a clear improvement in the recognition of the shape of
the obstacles. Despite that for β = 0.0122 are obtained
bad results, the ANN was able to obtain R2 > 0.96 for
β ≥ 0.0976 when using vx as input, except in the par-
ticular case of β = 0.0976 with a low income velocity of
vc = 0.15m/s, which is ten times less than the vc used
in case 1a. A similar result is obtained when q is used,
obtaining in general values of R2 > 0.915. Note that
comparing with case 1, the best results were obtained for
β > 0.25 with R2 > 0.9 for both vx and q.
Hitherto, we have made predictions of the sizes and
locations of the obstacles. But we can also test the abil-
β vc (m/s) R
2 for vx R
2 for q
0.0122 0.3 -23.753 -246.954
0.0122 1.35 -0.645 -0.680
0.0976 0.15 0.250 -4.518
0.0976 0.75 0.966 0.919
0.0976 1.8 0.975 0.975
0.1952 1.5 0.961 -0.016
0.2928 0.45 0.989 0.936
0.2928 1.65 0.989 0.944
0.3904 0.45 0.998 0.978
0.3904 1.2 0.991 0.997
0.4880 0.9 0.999 0.988
0.4880 1.05 0.998 0.994
0.4880 1.5 0.999 0.986
0.5856 1.05 0.998 0.997
0.5856 1.2 0.997 0.997
0.7808 0.75 0.999 0.996
0.7808 1.2 0.999 0.999
0.8784 1.35 0.999 0.992
0.9638 0.6 0.999 0.966
0.9638 0.9 0.999 0.992
TABLE III: R2 for the test set, considering ten values of the
income fluid flow profile of vx or q before the obstacle and ten
values on B. Excluding the three smallest obstacles, the other
results are prominent, with values close to 1.
ity of an already trained ANN to estimate the shape and
size of a different obstacle. To show this capacity, we an-
alyze a final experiment, introducing an square obstacle
of side 0.1m with the same conditions as those presented
in case 1, see Fig. 12. For simplicity, we only present
the case for the time series with three different sensors
on measurement site B (as in 1c). Despite the predicted
shape is like the ones for which the ANN was trained for,
we obtained a similar size to the square target, see Fig.
13, with an outstanding value of R2 = 0.93.
V. CONCLUSIONS
A series of ANNs have been constructed and trained
with the capability to estimate an obstacle’s size and
location inside a pipe with a specific width of 0.41m,
1/80 6 β < 1 and a range of income flows with char-
acteristic velocities from 0.15m/s to 1.8m/s. The ANNs
use as inputs the profile of vx or q at certain distance of
the obstacle. We analyzed several cases varying both the
diameter (case 1), the position of the obstacle with re-
spect to the y axis (case 2) and the income fluid velocity
(case 3).
Based on the specifications used in this work, from the
results obtained for case 1, the ANN is highly capable
to generate estimations about the obstacle’s size when
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FIG. 12: Magnitude of vx, for a simulation of a flow around a square obstacle with an income flow of vc = 1.5m/s. The obstacle
is located at 0.6m over the x-axis. As well as with the cylindrical obstacle, the vortices formed after the square obstacle are
driven a long the direction of the flow, generating also a Karman vortex street, but with a different frequency.
the data supplied is very similar to the one used in the
training phase, with results of R2 > 0.9 for values of
β > 0.25. In case 2 something similar was done, con-
sidering an obstacle for which the ANN was not trained
with any information about the profile or time series of
vx or q. Even when there was an evident decrease on ac-
curacy, the ANN was able to estimate not only the shape
but also the location of such obstacle with an R2 > 0.6 in
general. And remarkable results for values of β ≥ 0.244
when the obstacles are not too close to the walls of the
conduit. Finally in case 3 we have used multiple income
flow velocities for each considered blockage, finding out
that for low velocities and small obstacles, the ANN pre-
dictions have poor accuracy, meanwhile for bigger sizes
and greater income flow velocities the accuracy is im-
proved considerably, achieving values of R2 > 0.9 in gen-
eral for β ≥ 0.0976.
We found that the ANNs perform better in two differ-
ent situations. First, when the number of sensors on a
measurement site is large as presented in case 1a. Sec-
ond, when the time series with three sensors is considered
as in case 1c. Nevertheless, we think that in a practical
sense, is more convenient to extract data on a lapse of
time with a few sensors. In the same context, the results
by training the ANNs with vx or q are similar.
Finally, from all cases reviewed the best results are ob-
tained for case 3 given that the ANN can give predictions
with different income fluid velocities, meanwhile case 1
and 2, were only trained under a single income fluid ve-
locity. Furthermore, case 3 had fewer obstacles in the
training set.
Taking into account that in literature one can find
works like [39], where they use Modal Analysis to identify
a blockage through its location, thickness and depth; or
the study done in [40], where a transient Pressure-Wave
reflection analysis is used to characterize the blockage in-
side the pipe and for more complex configurations such
as the one described as motivation in [41], we would like
to extent our research to develop a numerical tool capa-
ble to recognize the shape and depth (its position around
the y-axis) of such obstructions.
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FIG. 13: Prediction for an square obstacle at the center of the
diameter of the pipe, considering as input of the ANN the time
series of q at three different sensors on B. As expected, the
ANN considers this obstacle with a shape similar according
to those which it was trained for, however it has a comparable
size and location of the target.
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