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Abstract. A hypersurface composed of two null sheets, or ”light fronts”, swept out
by the two congruences of future null normal geodesics emerging from a spacelike 2-
disk can serve as a Cauchy surface for a region of spacetime. Already in the 1960s free
(unconstrained) initial data for vacuum general relativity were found for hypersurfaces
of this type. Here the Poisson brackets of such free initial data are calculated from
the Hilbert action. The brackets obtained can form the starting point for a constraint
free canonical quantization of general relativity and may be relevant to holographic
entropy bounds for vacuum gravity. Several of the results of the present work have
been presented in abreviated form in the letter [Rei08].
PACS numbers: 04.20.Fy
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Figure 1. A double null sheet in 2+1 dimensional spacetime. In 3+1 dimensions
S0 is a disk instead of a line segment, and NL and NR are solid cylinders instead of
2-surfaces.
1. Introduction
Initial data for general relativity (GR) is usually subject to constraints. That is, not all
valuations of the initial data correspond to solutions of the field equations, only those
that satisfy the constraint equations do. This complicates canonical formulations of
GR in terms of initial data, which is reflected, for instance, in canonical approaches
to quantizing gravity. It seems fair to say that at present the handling of constraints
absorbs most of the effort invested in canonical quantum gravity.
Instead of working with constrained data one can look for free data. Such data
are not subject to constraints: all valuations correspond to solutions of the field
equations. In the 1960s complete free initial data were identified on certain piecewise
null hypersurfaces [Sac62, Dau63, Pen63]. In particular Sachs [Sac62] and Dautcourt
[Dau63] found free initial data for vacuum GR on what we call a double null sheet,
illustrated in Fig. 1. This is a compact hypersurface N , consisting of two null branches,
NL and NR, that meet on a spacelike 2-disk S0. The branches are swept out by the two
congruences of future directed normal null geodesics from S0 (called generators), and
are truncated on disks SL and SR respectively before these geodesics form caustics or
cross. These data on N determine a solution to the Einstein field equations in a portion
of spacetime to the future of N [Ren90].
In the present work a Poisson bracket corresponding to the Einstein-Hilbert action
is obtained for a complete set of free initial equivalent to that of Sachs and Dautcourt.
An abreviated presentation of these brackets has appeared in the letter [Rei08], and a
preliminary form of their calculation can be found in the e-print [Rei07]. The first half
of the calculation, expressing the symplectic form in terms of the free data on N , is
reported in [Rei13]. Here we complete the calculation, obtaining the brackets from the
symplectic form.
A canonical formulation of GR in terms of free null data, that is “physical degrees
of freedom”, should be useful in the analytical and numerical study of classical solutions,
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and of course it constitutes a new avenue for the canonical quantization of GR, free of
the difficulties associated with constraints. (See [FR17] for steps in the latter direction.)
A particularly interesting issue that such a theory seems well suited to clarify is the
conjectured holographic entropy bound [Bec73, tHoo93, Sus95, Bou99, BCFM14] in
the case of full, non-linear, vacuum gravity. In Bousso’s formulation this bound limits
entropy on “light sheets”, and the null branches NA (A = L or R) of N are light sheets
in Bousso’s sense, provided their generators do not diverge at S0.
Given that free null initial data for GR has been available for such a long time
the question arises as to why a canonical framework based on such data was not
developed sooner. In fact canonical formulations of GR in terms of constrained data
on null hypersurfaces has been developed by several researchers. See for example
[Tor85, GRS92, GS95, d’ILV06, AS15, HF17]. Several partial results on the Poisson
brackets of free null initial have also been published [GR78, GS95]. In [GR78] Gambini
and Restuccia express the bracket of the so called conformal 2-metric on N with itself
in terms of a perturbation series in Newton’s constant. The conformal 2-metric, which
encodes the conformal geometry of N induced by the spacetime metric, is one of the
free inital data in our formalism, and the only one among these that is set on all of
N . Gambini and Restuccia do not consider the remaining free data, which are set on
the intersection 2-surface S0. However, their result was essential for the genesis of the
present work. The bracket of the conformal 2-metric presented in [Rei07] (and with
a slight modification here and in [Rei08]) was first obtained by summing the series of
[GR78] in closed form, before being derived more systematically from the symplectic
form. Finally, in [GS95] Goldberg, Robinson and Soteriou present distinct free data in
place of the conformal 2-metric, which are claimed to form a canonically conjugate pair
on the basis of a machine calculation of their Dirac brackets. It would be interesting to
see if these data are also conjugate according to the Poisson structure obtained here.
Nevertheless there are conceptual problems which must be overcome in order
to develop a null canonical formalism for gravity, and which may have slowed this
development. First and foremost is the problem of caustics and generator crossings:
Generically the generators of a null hypersurface will cross and enter the chronological
future of the hypersurface (see [Wald84] theorem 9.3.8). To have an achronal initial data
surface it is necessary to truncate the generators at or before the crossings. One must
then deal either with a non-smooth initial data surface, or - as is done here - with one
having boundaries. Moreover, the truncation of the generators at or before crossings
must somehow be expressed as a limitation on the allowed initial data.
A second problem arises because a null hypersurface for one solution to the field
equations is in general not null for an even slightly different solution. Thus, for
instance only a special class of solutions can be represented by our null initial data
on a hypersurface N fixed in spacetime, namely those that make N a double null sheet.
To represent other solutions by these data one has to move N to coincide with one of
their double null sheets, and provide additional data that specifies this displacement.
This complication is of course greatly reduced by the diffeomorphism gauge invariance
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Figure 2. Panel a) shows a simple example of a caustic and intersections of generators
in 2 + 1 Minkowski space: S0 is a spacelike curve having the shape of a half racetrack
- a semicircle extended at each end by a tangent straight line. The congruence of
null geodesics normal to S0 and directed inward and to the future sweep out NR,
which takes the form of a ridge roof, terminated by a half cone over the semicircle.
The generators from the semicircle form a caustic at the vertex of the cone. There
neighbouring generators intersect. On the other hand generators from the two straight
segments of S0 cross on a line (the ridge of the roof) starting at the caustic, but the
generators that cross there are not neighbours at S0. Clearly the generator segments
beyond the crossing points enter the interior of the domain of dependence of N . In
Panel b) the double null sheet defined by S0 in the covering space is shown, with the
points that are identified in the original spacetime indicated.
of general relativity, but, as is well known in the case of asymptotically flat canonical
gravity, not all diffeomorphisms are gauge when the initial data hypersurface has
boundaries, and this issue is not trivial here.
The remainder of this introduction outlines how these issues are resolved, and how
the Poisson bracket on initial data will be defined here. First let us consider caustics and
generator crossings, two related but distinct fenomena. At a caustic point neighboring
generators focus, so that the congruence of generators is singular there. This can be
detected in the initial data: If the functions θ1 and θ2 on N form a chart on the disk S0
and are constant along the generators then the matrix of components hpq in the θ chart
of the metric induced on 2-surfaces S ⊂ N transverse to the generators is singular at
caustic points. Caustics will be excluded from N by allowing only initial data such that
hpq is regular everywhere on N .
The problem of non-neighboring generators crossing is resolved in a completely
different manner. Non-neighboring generators can cross even if there are no caustic
points onN . See Figure 2. But when there are no caustics onN there exists an isometric
covering of a spacetime neighborhood of N by a spacetime in which no generators cross.
This covering spacetime is (a subset of) the normal bundle of S0 equipped with the metric
obtained by pulling back the metric of the original spacetime using the exponential map.
See [Rei07] appendix B for details. The covering spacetime of course induces the same
data on N as does the original spacetime. Thus we can (and will) always suppose that
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the generators segment within N do not cross in the spacetimes matching the data given
on N , even though for some data there exist alternative matching spacetimes, obtained
by identifying isometric spacetime regions, in which the generators do cross. In fact,
we will impose the slightly stronger requierments that any point p ∈ N is causally
connected only to points on the generators through p and also that N is achronal,
because N has these properties in the covering spacetime [Rei07] appendix B.‡
Now let us turn to the issue of representing variations of the solution spacetime
metric in terms of the variations of null initial data on N when these variations of the
spacetime metric do not preserve the nullness of N . This problem is largely resolved by
exploiting the diffeomorphism gauge invariance of GR: one describes a given variation
of the spacetime metric by the corresponding variations of null initial data in a gauge
equivalent variation of the solution metric which does preserve the nullness of the
branches of N .
This is relevant to the definition of the Poisson brackets of null initial data. In
mechanics the Poisson bracket is the inverse of the symplectic form. That is,
δφ = ω[{φ, ·}, δ] (1)
for all variations δ tangent to the space of solutions and all functions φ on this space.
Here {·, ·} is the Poisson bracket and ω is the symplectic form, a 2-form on the space
of solutions defined in Section 2. (See [LW90].) The definition (1) works also when
the system has gauge symmetries, that is when ω is degenerate [LW90], provided φ is
restricted to gauge invariant functions on the space of solutions. It then defines the
Poisson bracket between such gauge invariant functions.
Proceeding analogously in the case of vacuum GR one fixes the diffeomorphism
gauge freedom of solutions by requiering that a given hypersurface N is always a double
null sheet, and imposing further conditions until no diffeomorphism gauge freedom
remains, that is, each gauge equivalence class is represented by precisely one allowed
solution. The solutions will then always induce null data on N and these are, moreover,
gauge invariant functions on the space of solutions. (1) defines the Poisson bracket
between these gauge fixed data.
In fact not all diffeomorphisms are gauge in the sense of being generated by null
vectors of the symplectic form (see (11)). And in particular it is not clear that all
variations of the metric are gauge equivalent to variations that preserve the double
null sheet character of N . In other words, the gauge fixing imagined above may be
impossible.
To proceed we adopt an apparently completely different approach, based on Peierls’
definition of the Poisson bracket, which in the end leads us back to an equation for the
Poisson bracket which is simply a slightly weaker version of the condition (1). The
‡ It is worth noting that the same issue arises in the spacelike Cauchy problem, and is resolved in
the same way. Spacelike hypersurfaces that enter the interior of their own domains of dependence are
easily constructed in any solution spacetime M . But the unique maximal Cauchy development of the
initial data induced from M on such a hypersurface is a covering manifold of the original domain of
dependence, in which the hypersurface is achronal.
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Peierls bracket {A,B} between two functions, A and B on the space of solutions is the
retarded perturbation in B due to the addition of γA to the action, calculated to first
order in the parameter γ, minus the analogous first order advanced perturbation [Pei52].
It provides an expression for the Poisson bracket in terms of advanced and retarded
Green’s functions which does not involve the symplectic form or Cauchy surfaces. It’s
simplicity gives it a good claim to being a more fundamental definition than (1) in terms
of the symplectic form. Furthermore it agrees with the latter definition when both are
defined [Pei52, DeW03].
The Peierls bracket does not provide the Poisson bracket between initial data
on N directly. It is ambiguous on these data because the advanced and retarded
Green’s functions between two points are discontinuous when these points are lightlike
separated. However the Peierls bracket is well defined on what we call ”observables”,
diffeomorphism invariant functionals F [g] of the metric, with smooth functional
derivatives δF/δgab of compact support (called the domain of sensitivity of the
observable and denoted σF ). Our approach [Rei08, Rei07] is to look for a Poisson
bracket {·, ·}• on initial data that reproduces the Peierls brackets between observables
having domains of sensitivity in the interior of the the causal domain of dependence of
N .§
The construction of such observables in vacuum GR is not easy in general, but
can be done in principle in most vacuum spacetimes. On generic spacetimes charts can
be formed from scalar contractions of the Weyl tensor. If N is chosen so that D[N ]
is small enough that it can be covered by an atlas of such charts then it is clear that
observables in our sense can be defined in terms of the metric components in this chart,
and that these characterize the geometry of the interior, D[N ]◦, of D[N ] completely.
See [Ko58][BK60] for an approach to observables along these lines. ‖ Of course each
such observable will work, that is satisfy the definition of observable, only on a limited
subset of the space of solutions (see [Kha15] for a discussion), but this is the case for
almost all physical observables we know, so it does not disqualify them. Note that the
role of observables
Note that observables will ultimately play no direct role in the calculation of the
Poisson brackets between initial data presented here. Their role is to motivate the
definition adopted for this bracket. The existence of a rich set of observables in generic
vacuum spacetimes suffices for this purpose.
§ The causal domain of dependence D[S] of a set S in a Lorentzian signature spacetime is the set of
all points p such that every inextendible causal curve through p intersects S. If S is a closed achronal
hypersurface one expects in physical theories that initial data on S fixes the solution in D[S]. See
[Wald84].
‖ Cartan’s solution to the equivalence problem shows that in fact all Lorentzian spacetime
geometries can be completely characterized (i.e. distinguished from each other) by means of
diffeomorphism invariant quantities constructed from the curvature tensor and a finite set of its
derivatives [Car51][Bra65] [Kar80][SKMHHd03] (even though polynomials in the curvature tensor and
its derivatives will not always suffice [Pag09]). It has not yet been shown, to the best of my knowledge,
that this can always be turned into a description in terms of observables as defined here.
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Another aspect of the motivating framework that is ultimately not used in obtaining
our results is the existence and uniqueness of solutions of the Einstein field equations
corresponding to the Sachs/Dautcourt initial data. The expression for the symplectic
form in terms of initial data was obtained in [Rei13] without invoking this result, and
in the present work it is again unnecessary. In fact, both the symplectic form and the
Peierls bracket at a given solution metric g are features of the theory linearized about
g. Thus only properties of GR linearized about g are needed.
We will see that a Poisson bracket {·, ·}• on the free null initial data onN reproduces
the Peierls bracket on observables of the interior of D[N ] if for any such observable A
expressed in terms of the initial data
δA = ωN [{A, ·}•, δ], (2)
for any δ in the space L0g of smooth variations which satisfy the field equations linearized
about g and vanish in a spacetime neighbourhood of ∂N .
This is just a weakened version of the condition (1) that the Poisson bracket be
inverse to the symplectic form. But the restriction that the variations δgab vanish in a
neighborhood of ∂N makes it possible to express both sides of this equation purely in
terms of the free null initial data on N and their variations, despite the fact that not
all diffeomorphisms are gauge. Specifically, one may add any diffeomorphism generator
that vanishes in a neighborhood of ∂N to δ and any diffeomorphism generator at all
to {A, ·}• without changing the value of either side of the equation. This allows one
to restrict both arguments of ωN in (2) to what are called “admissible variations“ in
[Rei13]; in the case of δ, without weakening the condition it imposes on {A, ·}•, and in
the case of {A, ·}• without leaving the space of solutions to this condition.
Admissible variations are smooth variations of the spacetime metric, satisfying
the linearized field equations, that leave the branches NA swept out by the generators
in spacetime invariant (and also satisfy further conditions detailed in Appendix A).
Admissible variations therefore correspond to variations of null initial data on a fixed
hypersurface N . In fact within D[N ] they are determined, modulo diffeomorphism
generators, by these variations and the Green’s functions for the linearized field
equations. See Appendix A or [Rei07] Appendix C. It therefore becomes possible to
write (2) entirely in terms of null initial data turning it into a condition on the •
Poisson brackets of these data:
δA = ωN [{A, ·}•, δ] ∀A observable, δ ∈ B (3)
where B is the set of variations of the initial data corresponding to admissible variations
in L0g, i.e. that vanish in a spacetime neighborhood of ∂N . The observable A enters (3)
only through its linearization about the spacetime metric g, ∆A =
∫
σA
δA/δgab∆gabε
for any solution ∆gab to the linearized field equations. (Here ε is the spacetime metric
volume form.) Linearized observables can in turn be expressed as smeared variations of
the initial data, with a particular class of smooth smearing functions.
This condition is almost what we need. It is a condition directly on the • bracket
of the initial data, but the set B of variations of the initial data is not at all easy to
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characterize, nor is the set of smearing functions on the initial data that correspond to
linearized observables. It would be better to have a simpler condition to define {·, ·}.
Another weakness of (3) is that it does not guarantee that the • bracket satisfies the
Jacobi relations. If the Poisson bracket is defined as the inverse of the symplectic 2-form
then the Jacobi relations follow as a consequence of the fact that the symplectic form
is closed, but (3 is weaker than demanding that {·, ·}• be inverse to ωN . If one solves
(3) as a linear equation for the • brackets between the initial data, assuming that {·, ·}•
is a derivation in each of its arguments but not that it satisfies the Jacobi relations,
then the result is not unique, and in general does not satisfy the Jacobi relations. For
example, the “pre-Poisson bracket” {·, ·}◦ of [Rei07] satisfies (3) but violates the Jacobi
relations.
For these reasons (2) will be replaced by a simpler and stronger set of conditions
which implies the original condition as a corollary, and thus that the • bracket reproduces
the Peierls bracket on observables, and also yields a unique solution which satisfies the
Jacobi relation.
In these new conditions determining the • bracket the set of linearized observables
is replaced by a larger set Φ of smeared initial data, defined by simple smoothness and
boundary conditions on the weighting functions; The set of variations B is replaced by
a larger set C of variations of the data, also satisfying simple smoothness and boundary
conditions; And finally it will be required that also the variations {ϕ, ·}• generated by
smeared initial data ϕ via the bracket, lie in C, so that the • bracket in fact is inverse
to ωN restricted to C. Thus we require that for all ϕ ∈ Φ
δϕ = ωN [{ϕ, ·}•, δ] ∀ δ ∈ C, (4)
and
{ϕ, ·}• ∈ C. (5)
The fact that the bracket thus defined on smeared initial data in Φ is unique will be
demonstrated in Section 6, and that it satisfies the Jacobi relation will proved in Section
2. There is, however, one apparent problem with the system (4, 5): (3 guarantees that
the • bracket reproduces the Peierls bracket on observables if {A, ·}• is admissible for
all observables A. But all that is obvious from (4, 5) is that {A, ·}• ∈ C, and C is not
contained in the set A of admissible variations of the initial data.
In fact {A, ·}• is admissible for all observables A. To prove this it is enough to show
that (5) and the slightly weakened form of (4),
δϕ = ωN [{ϕ, ·}•, δ] ∀ δ ∈ C ∩ A, (6)
suffice to determine ϕ, ·}•. Then, we shall see, that there exists for each observable A a
manifestly admissible variation of the initial data which satisfies the same conditions as
{A, ·}• and is hence equal to it. One could therefore say that the • bracket is defined by
(6) and (5), but it also satisfies (4), which permits an easy proof of the Jacobi relations.
The brackets obtained from these conditions are stated in Section 5. They are
identical to the ones anounced in [Rei08].
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Notice that while the requierment that the • bracket reproduces the Peierls bracket
on observables was used to motivate the conditions (4), (5), and (6), the conditions
themselves do not involve the observables. They are simply modified versions of the
standard requierment that Poisson bracket be inverse to the symplectic form.
Of course the question arises: To what extent is the • bracket determined by the
requierment that it matches the Peierls bracket on observables, and to what extent is
it determined by the additional conditions placed on it to arrive at (4, 5)? We will
see that the brackets of certain data, the so called ”diffeomorphism data“ (see Section
3), are not determined by the matching to the Peierls brackets of observables of the
interior of the domain of dependence at all because these observables not depend on
the diffeomorphism data. On the other hand, experience solving weaker forms of the
condition (4) suggests that the brackets of the remaining data, the ”geometrical data“
are essentially uniquely determined by the matching. That is, if one assumes a priori
that the • bracket has the properties of a Poisson bracket, including the Jacobi relations,
then (3) suffices to determine it uniquely on these data. Note, however, that this is not
proved.
The • bracket that we obtain (see Section 5) has one strange property. It does not
preserve the reality of the metric. That is, the Hamiltonian flow generated by smeared
data that is real on real solutions generates an imaginary component of the metric.
This is, however, much less serious than it seems at first because the imaginary mode
generated in the initial data does not affect observables. It is a shock wave that skims
along a branch of N without entering the interior of the domain of dependence. See
Subsection 5.1.2. Such a shock wave mode is not seen in the analyses of the initial
value problem of [Sac62] and [Dau63] because it is excluded by continuity conditions
on the data at S0 which are, however, not natural for the Poisson bracket on initial
data. It is thus interesting that in [FR17] alternative data is found that captures all the
information of the data used here, except this mode.
The remainder of the paper is organized as follows: The next section provides the
technical underpinning of part of the preceding discussion. The Peierls bracket and
the symplectic form are defined and related to each other, and the Jacobi relation is
established for brackets satisfying (4, 5). In Section 3 free initial data that will be used
are presented, and the spaces of variations C and smeared data Φ are defined. In Section
4 the symplectic form on admissible variations is expressed in terms of the initial data
and their variations. This completes the preparation for the calculation of the • brackets
of the data. In Section 5 the result of this calculation is presented and discussed. The
calculation that leads to these brackets is presented in detail in Section 6. The article
closes with reflections on the results obtained.
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2. The Peierls bracket on observables and the definition of the Poisson
bracket on initial data
Unless otherwise indicated the solution spacetimes we consider will always be smooth
(C∞). The double null sheet N will also be smooth in the sense that S0, NL, and
NR are smoothly embedded.¶ (The smoothness of NL and NR actually follows from
the smoothness S0 and the spacetime metric, together with the assumptions that N is
compact and contains neither caustics nor intersections of generators.)
The solution spacetime will also be assumed to be globally hyperbolic. This is not
a very strong restriction because we may take as our spacetime a small neighborhood
about N .
At a solution g the Peierls bracket [Pei52] between two observables A and B is
{A,B} = ∆AB (7)
where ∆A = δ
+
A − δ−A , and δ±A is the retarded (+)/advanced (−) first order perturbation
of g due to the addition of a source term γA to the action, with γ the perturbation
parameter. That δ+A is retarded means that the support of δ
+
Agab is contained in the
causal future J+[σA] of the domain of sensitivity σA of A, and similarly the advanced
perturbation is supported in the causal past J−[σA] of σA.
δ±Agab are solutions to the linearized field equation with source δA/δgcd, and may be
obtained from the retarded/advanced Green’s function. The definition of δ±Agab requiers
the choice of a gauge, which we will take to be de Donder gauge,+ but the Peierls brackets
of observables are independent of this choice. The Peierls bracket is well defined between
all observables of D[N ] and has all the properties of a Poisson bracket [DeW03].
Note that since spacetime is assumed to be globally hyperbolic with a smooth
metric, and the linearized vacuum Einstein equations in de Donder gauge are normally
hyperbolic δ±Agab amd ∆Agab are smooth [BGP07].
Note also that these perturbations, and thus the Peierls bracket, depends only
on the linearized field equations and the linearized observables, or equivalently the
functional derivatives δA/δgcd of the observables. The definition of the Peierls bracket
and the general properties we have mentioned require only that these functional
derivatives be smooth, compactly supported, symmetric tensor fields with vanishing
divergence, ∇aδF/δgab = 0 (the latter being a consequence of the diffeomorphism
invariance of F ). They are therefore valid not only for observables, but for all
linear observables, functionals of the variations δgab of the metric about g of the
form
∫
θabδgabε, with θab a smooth, compactly supported, symmetric tensor field with
¶ A smooth function on an arbitrary domain is defined to be one that posseses a smooth extension
to an open domain. See the appendix of [Lee12] or [AMR03] chapter 7. Consequently a smooth
manifold with boundary necessarily has an extension to a smooth manifold without boundary, and an
embedding of a manifold with boundary is smooth iff there exists a smooth extension of the embedding
to a manifold without boundary.
+ The de Donder gauge fixes most of the diffeomorphism freedom in solutions δgab of the linearized
field equations by imposing the condition ∇aδgab − 12∇bδgaa = 0.
The Poisson brackets of free null initial data for vacuum general relativity 11
vanishing divergence.
This will apply quite generally to all our results involving observables: they hold
just as well if we replace the set of observables with the set of linear observables. Linear
observables, which include the linearizations of the full observables as a subset, may be
thought of as the observables of the linearized theory.
The symplectic form is determined by the action. We shall adopt the Hilbert action,
I =
1
16πG
∫
Q
Rε, (8)
where Q is the chosen domain of integration and ε is the metric spacetime volume form.
The sign conventions for the curvature tensor and scalar are those of [Wald84], that is,
R = Rab
ab with [∇a,∇b]βc = Rabcdβd for any 1-form β.
The variation of the action due to a variation δ of the metric consists of a bulk
term, which vanishes on solutions, and a boundary term
φ[δ] = − 1
8πG
∫
∂Q
δΓ
[c
cbg
a]bεa···, (9)
where the dots represent uncontracted abstract indices, that is, the integrand is a 3-
form. Restricting this boundary integral to a portion Σ of ∂Q one obtains the symplectic
potential, ΘΣ[δ], of Σ. We will be interested in the case in which Σ is the double null
sheet N .
The presymplectic form on field histories, evaluated on a pair of variations δ1 and
δ2, is
ΩΣ[δ1, δ2] ≡ δ1ΘΣ[δ2]− δ2ΘΣ[δ1]−ΘΣ[[δ1, δ2]] (10)
= − 1
8πG
∫
Σ
δ2Γ
[c
cbδ1(g
a]bεa···)− (1↔ 2)
[CW87]. ΩΣ can be interpreted as the curl (exterior derivative) of ΘΣ in the space of
metric fields, contracted with two tangent vectors, δ1 and δ2, to this space. (See [AMR03]
for the definition of exterior differentiation in the infinite dimensional context.)
The field histories on which ΩΣ is defined need not satisfy the field equations, nor
need the variations preserve these field equations. Restricting ΩΣ to metrics that satisfy
the field equation and variations δ1, δ2 that satisfy the linearized field equations one
obtains ωΣ, the presymplectic form on the space of solutions. Here the space Lg of
smooth solutions to the field equations linearized about the metric g plays the role
played by the tangent space to the phase space in the definition of the presymplectic
form in finite dimensional mechanics.
The degeneracy vectors of the presymplectic form on the space of solutions are
variations γ such that ωΣ[·, γ] = 0. These generate the gauge transformations of the
system in the domain of dependence of Σ [LW90]. Lie derivatives, which generate
diffeomorphisms, are degeneracy vectors of the presymplectic form on the space of
solutions of vacuum gravity defined by 11. Suppose δ is an arbitrary variation in Lg and
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ξ is a smooth vector field then £ξ ∈ Lg, because the space of solutions is diffeomorphism
invariant, and [Rei13]
ωN [£ξ, δ] =
1
16πG
∫
∂N
3ξ[aδΓccdg
b]dεab·· + δ[gcaεab··]∇cξb. (11)
It follows that any ξ that vanishes on ∂N and has vanishing derivatives there generates
gauge diffeomorphisms, but some other diffeomorphisms, generated by ξ which have
non-zero values or derivatives on N are not gauge.
The preceding results apply to more or less arbitrary compact hypersurfaces with
boundary, Σ, in spacetime, and in particular to the case that Σ is a double null
sheet N . Equation (11) therefore demonstrates the equivalence of (2) and (3) because
ωN [£ξ, δ] = 0 for any δ ∈ Lg if ξ = 0 in a neighborhood of ∂N , and for any ξ if δ ∈ L0g.
In standard terminology a symplectic form is a presymplectic form that has no
non-zero degeneracy vectors. But of course whether or not it has non-zero degeneracy
vectors depends on the variables used to describe the system. Since it is always in a sense
“the same” object the author prefers to refer to it from here on as the symplectic form
of the system, independently of the variables used and whether or not it has degeneracy
vectors.
Note that in the calculation of the symplectic form no boundary term has been
added to the Hilbert action because such a boundary term would not affect the Peierls
bracket, since it does not affect the advanced and retarded Green’s functions. At
first sight it also seems that it would not affect the symplectic form either because
it contributes only a total variation to the boundary term φ[δ] in the variation of the
action, and thus, apparently, to the symplectic potential. However, φ[δ] determines its
integrand only up to an exact form, and thus the symplectic potential ΘN only up to a
∂N boundary term. Depending on the prescription chosen for determining the integrand
of φ[δ] a boundary term in the action may or may not contribute a boundary term to
ωN [LW90]. A change in ωN could in turn affect the • bracket on initial data since this
bracket will ultimately be defined by the symplectic form, via conditions (4) and (5).
However, whatever the boundary term in the action and whatever the prescription used
to determine the integrand of φ[δ], the • bracket we obtain will reproduce the same
Peierls bracket. Since this is all that is required of the • bracket the simplest option is
adopted: no boundary term is added to the Hilbert action, and the integrand of φ[δ] is
as indicated in (9).
The symplectic form is closely related to the Peierls bracket. Let A and B be two
(full or linear) observables of the interior of the domain of dependence of N , that is,
having domains of sensitivty in D[N ]◦, and let us choose the domain of integration Q of
the action so that it is bounded to the past by N and to the future by another achronal
hypersurface, and contains the domains of sensitivity of A and B in its interior. At
stationary points of the action δI − φ[δ] = 0 for any variation δ. (In vacuum GR this is
Gabδg
ab = 0, with G the Einstein curvature.) Thus, if a variation δ0 preserves the field
equations then
δ0δI = δ0φ[δ], (12)
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which is equivalent to the linearized field equation δ0Gab = 0.
Now consider the perturbed action I + γA. If there were an exact power series
solution g + γδAg + ... of the corresponding field equations, then at the first order
aproximate solution g + γδAg
δI + γδA− φ[δ] = o(γ) (13)
for any variation δ, where o(γ) vanishes more rapidly than γ as γ → 0. Note that the
boundary term φ[δ] in the variation is the same as for the unperturbed action since
δA/δgab vanishes in a neighborhood of ∂Q.
This equation is taken as the definition of first order solutions, even when no
corresponding exact power series solution exists. It is equivalent to an order zero
equation obtained by setting γ = 0, which requires g to be a stationary point of the
unperturbed action, and an order one equation obtained by taking the derivative in γ
at γ = 0:
δAδI + δA− δAφ[δ] = 0. (14)
This is just the linearized field equation with a source term, [16πG]−1δAGab+δA/δgab =
0.
Putting δ = δ0 in (14) and δ = δA in (12), and subtracting the two one obtains
δ0A = δAφ[δ0]− δ0φ[δA]− φ[[δA, δ0]]. (15)
This equation applies in particular to the retarded and advanced parturbations δ±A
that appear in the definition of the Peierls bracket. But δ+A , being retarded, vanishes on
N , while the support of δ−A on ∂Q is contained in J−[σA]∩ ∂Q which lies entirely in the
interior of N [Rei07] (prop. B.21). Consequently ΩN [δ+A , δ0] = 0 and
δ−Aφ[δ0]−δ0φ[δ−A ]−φ[[δ−A , δ0]] = −(δ−AΘN [δ0]−δ0ΘN [δ−A ]−ΘN [[δ−A , δ0]]) = −ΩN [δ−A , δ0],(16)
where the minus arises because we take N to be future oriented, while ∂Q is past
oriented where it coincides with N . Thus (15) implies
δ0A = ΩN [δ+A , δ0]− ΩN [δ−A , δ0] = ωN [∆A, δ0], (17)
an equation valid for δ0 any solution to the linearized field equations. Note that by (14)
∆A = δ
+
A − δ−A also satisfies the linearized field equation (12).
We are now in a position to demonstrate that (2) is sufficient to ensure that the
• bracket reproduces the Peierls bracket on observables. Suppose {·, ·}• is a Poisson
bracket on the free null initial data such that for any observable B, expressed in terms
of initial data, the variation of initial data {B, ·} corresponds to a smooth solution of
the linearized field equations, which will also be denoted {B, ·}. Then (17), and the
antisymmetry of the • Poisson bracket and the symplectic form, imply that
{A,B}• = −{B,A}• = −ωN [∆A, {B, ·}•] = ωN [{B, ·}•,∆A]. (18)
for all observables A and B.
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On the other hand, by definition the Peierls bracket is {A,B} = ∆AB, so the •
bracket reproduces the Peierls bracket on observables if and only if
∆AB = ωN [{B, ·}•,∆A]. (19)
But ∆A ∈ L0g, since the support of δ±A , contained in J±[σA], is disjoint from a
neighborhood of ∂N [Rei07] (prop. B.21). It follows that (2) implies (19).
Note that the preceding argument only involves the linearizations of the observables.
The result applies to all linear observables which can be expressed in terms of the
variations of the initial data about those of the reference solution g: For any pair of
such linear observables (2) guarantees that {A,B}• = {A,B}.
In fact, all linear observables of D[N ]◦ may be expressed in terms of the variations
of the initial data. For A any such linear observable ∆A lies in L
0
g, so it can be
made admissible by a suitable adjustment of gauge, specifically, by addition of a
diffeomorphism generator that vanishes in a neighborhood of ∂N . (See Appendix A.)∗
Let us suppose from here on that this has been done. This of course leaves (17)
unchanged. If δ0 is also required to be admissible, then the right side of (17) is expressible
in terms of the free initial data and their variations. Indeed, (17) becomes the sought
for expression for the linear observable A[δ] ≡ δA in terms of the variations of the
initial data. It is valid on the set A of variations of the initial data that correspond to
admissible variations, described in detail in Appendix A.
This also allows us to verify that the linear observable A is contained in the space
Φ of smeared data. Since ∆A is admissible and vanishes in a neighborhood of ∂N
the variation of the initial data it defines belongs to B ⊂ A. It thus satisfies all the
smoothness conditions of variations in A described in Appendix A and also vanishes in
a neighborhood of ∂N in N . It is then straightfoward to check that ωN [∆A, δ], for δ
admissible, is a smearing of the variations under δ of the initial data with weighting
functions that satisfy the smoothness and boundary conditions that define Φ, given in
Definition 2.
Now let us consider the conditions (6) and (5). In the Introduction these were
presented as the last in a chain of sufficient conditions for the agreement on observables
between the • bracket and the Peierls bracket, starting with (2), in order to introduce
the ideas one at a time. It is not difficult to show that (6) and (5) imply the other
sufficient conditions in the chain, but it is easier still to show directly that they imply
the matching of • and Peierls brackets.
The key result is that if {·, ·}• satisfies (6) and (5) for all ϕ ∈ Φ then for all linear
observables A
{A, ·}• = ∆A (20)
on initial data. In Section 6 it is shown that (6) and (5) define {ϕ, ·}• uniquely for all
ϕ ∈ Φ and thus in particular they define {A, ·}• uniquely. On the other hand ∆A satisfies
∗ It is easy to show that the diffeomorphism generator may be chosen to have support only in J−[σA],
so this new, admissible ∆A still has support only in the causal domain of influence of σA.
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the same conditions as {A, ·}•: B is a subset of C as can be seen from the definition of
C in Subsection 3.6, so ∆A satisfies(6) and (5) (5), and by (17) it also satisfies (6). This
establishes (20).
The result (20) shows that {A, ·}• ∈ A, as claimed in the Introduction. It also
shows immediately that the • bracket reproduces the Peierls bracket on observables:
{A,B} ≡ ∆AB = {A,B}• for all linear observables A, B (and thus a fortiori for all full
observables).
In Section 6 it is also demonstrated that the bracket that satisfies (6) and (5) for
all ϕ ∈ Φ satisfies (4) as well for all these ϕ. This makes it easy to prove that the •
bracket satisfies the Jacobi relations
{α, {β, γ}•}• + {γ, {α, β}•}• + {β, {γ, α}•}• = 0 ∀ α, β, γ ∈ Φ (21)
In finite dimensional mechanics the Poisson bracket {φ, θ} is a bilinear on the differentials
dφ, dθ of its arguments (or equivalently a derivation on each argument) and inverse to
the symplectic form, which is closed, and this implies that it satisfies the Jacobi relation.
The following proposition provides an analogous result for a bracket {·, ·}• satisfying (4)
and (5).
Proposition 1 If {·, ·}• is a derivation on each of its arguments defined on a domain
that includes Φ and also {ϕ1, ϕ2}• for all ϕ1, ϕ2 ∈ Φ, and
δϕ = ωN [{ϕ, ·}•, δ] and {ϕ, ·}• ∈ C ∀ δ ∈ C, ϕ ∈ Φ. (22)
then {·, ·}• satisfies the Jacobi relations.
Proof: By (22) {ϕ1, ϕ2}• = −ωN [{ϕ1, ·}•, {ϕ2, ·}•}]. On the other hand (10)
restricted to variations in C implies that Cyc
i,j,k
δiωN [δj , δk] = Cyc
i,j,k
ωN [[δi, δj], δk] for all
δ1, δ2, δ3 ∈ C, where Cyc indicates a cyclic sum. (In differential terms, ωN is a closed form
because it is the curl of ΘN .) Thus, letting X = Cyc
i,j,k
{ϕi, {ϕj, ϕk}•}• and ∆i = {ϕi, ·}•
for i = 1, 2, 3,
X = − Cyc
i,j,k
∆iωN [∆j ,∆k] = −Cyc
i,j,k
ωN [[∆i,∆j],∆k]
= Cyc
i,j,k
[∆i,∆j ]ϕk. (23)
But then X = Cyc
i,j,k
{ϕi, {ϕj, ϕk}•}•−{ϕj, {ϕi, ϕk}•}• = 2X , so X = 0, which is precisely
the Jacobi relation.
Notice that the first equation in the proof, {χ, ϕ}• = ωN [{ϕ, ·}•, {ϕ, ·}•] shows that
the • bracket is antisymmetric as a consequence of (4, 5), so a biderivation satisfying
(4) and (5) automatically has all the properties of a Poisson bracket.
3. The free data
The data will be referred to charts (vA, θ
1, θ2) constructed on each branch NA of N
from a common smooth chart (θ1, θ2) on S0: The coordinates θ
1 and θ2 are extended to
NA by holding them constant along the generators, and the coordinate vA parametrizes
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each generator. Since ∂vA is then tangent to the generators and hence null, and also
normal to NA (see [Rei13] for a proof), the line element on NA takes the form
ds2 = hpqdθ
pdθq (24)
with no dv terms. vA is taken to be proportional to the square root of ρ ≡
√
det h, the
area density in θ coordinates on two dimensional cross sections of NA, and normalized
to 1 at S0. Thus ρ(vA, θ
1, θ2) = ρ0(θ
1, θ2)v2A, with ρ0 the area density on S0. The
coordinate v will be called the area parameter. (The index A specifying the branch NA
that a quantity pertains to will often be dropped when there is little risk of confusion.)
3.1. Geometrical data
The free initial data we will use consists of geometrical data and diffeomorphism data.
The geometrical data are:
(i) The conformal 2-metric epq = hpq/ρ given as a function of the vθ chart on NL
and NR. e is a unit determinant, symmetric, 2 × 2 matrix, which captures the
equivalence class with respect to local rescalings of the induced metric hpq on the
branches of N . It is the only datum which is given on all of N .
(ii) Three fields specified on S0 only, as functions of (θ
1, θ2):
• ρ0,
• λ = − ln |nL · nR|,
and
• the twist
τp =
nL · ∇pnR − nR · ∇pnL
nL · nR . (25)
Here nA = ∂vA is the tangent to the generators of NA, and inner products (·) are
taken with respect to the spacetime metric.
An advantage of using v ≡ √ρ/ρ0 as the parameter along generators is that it
makes excluding caustics easy. It suffices to require that epq be non-singular and v > 0
on N . For then hpq = ρ0v2epq is non-singular on N . (ρ0 > 0 is a consequence of S0
being spacelike and (θ1, θ2) being a good chart.)
But v is not always a good parameter on generators. For instance, it fails in the
important special case in which NA is a null hyperplane in Minkowski space, because
the generators neither converge nor diverge, resulting in a v that is constant on each
generator. On the other hand, it is a good parameter in several important cases: In
the case of greatest interest from the point of view of the holographic entropy bound,
in which the generators of NA are converging everywhere on S0 (dvA negative along
the generators in direction toward SA), the vacuum field equations guarantee that vA
continues to decrease right up to the trunction surface SA. (See [Wald84] Section 9.2.)
The area parameter v is also a good parameter if the generators are all diverging
at S0, provided the generators are truncated before they stop diverging. Finally, even if
the expansion of the generators has a definite sign only on a patch of S0 one can define
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a new, smaller double null sheet formed by the generators through this patch, and thus
define the • bracket on these generators. This is more significant than it might seem
because all the brackets between data living on different generators are expected to
vanish. This expectation comes from the micro-causality principle, which requires the
bracket between fields at causally unconnected points to commute, and the fact that on
N only points lying on the same generator are causally connected, points on different
generators being spacelike to each other. (see [Rei07] prop. B.7.) Micro-causality is
an important property of commutators in quantum field theory, and the Peierls bracket
also satisifies it in the sense that only observables with causally connected domains of
sensitivity have non-zero Peierls bracket.♯ And in fact, the • bracket does satisfy micro-
causality on those double null sheets for which it has been calculated, that is, those on
which v is a good parameter.
It is therefore without too great a loss of generality that we limit attention to double
null sheets consisting of branches on which vA is everywhere increasing, or everywhere
decreasing as one moves away from S0 along the generators.
Sachs [Sac62] and Dautcourt [Dau63] have argued that a set of data quite similar to
our geometrical data is free, and complete in the sense that any valuation of their data
determines a matching solution metric uniquely up to diffeomorphisms. In fact it has
been proved by Rendall that any smooth Sachs Dautcourt (SD) data matches a unique
smooth solution in some neighbourhood of S0 [Ren90], and, by the arguments of [Sac62]
and [Dau63] it is a reasonable conjecture that it matches a unique smooth solution on
all of N , provided N is free of caustics.
In [Rei13] it is demonstrated that if our geometrical data are smooth on their
domains, with e continuous at S0, then they are equivalent to similarly smooth valuations
of the SD data, in the sense that a solution matches our data if and only if it matches
the corresponding SD data. Our geometrical data are thus as free and complete as the
SD data.
♯ One can even argue hueristically that the Peierls bracket between our data fields ought to satisfy
micro-causality: One may use the conformal metric e in the a charts defined as in Appendix A as data
instead of e in the vθ charts, without loss or gain of information, because the transforation between
the charts is determined by the other data. Regarding the data, including e in the a charts, at fixed
values of the coordinates they are referred to as functionals of the spacetime metric one finds that their
domains of sensitivity are subsets of the generators that pass through the point p ∈ N corresponding to
the coordinate values. And in the case of the datum e it is contained in the generator segment from p to
the corresponding truncation surface SA. This suffices to show that only those data nominally living a
causally connected points have causally connected domains of sensitivity. This in turn implies that only
data living on the same generator can have non-zero Peierls brackets. Transforming back to epq(v, θ
1, θ2)
one sees that this datum also satisfies this rule. But the argument is only hueristic because the data
are not observables according to our definition, both because they do not have smooth functional
derivatives and because they are not fully diffeomorphism invariant, making the Peierls bracket, as we
have defined it, ambiguous. See [Rei07] for more discussion.
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3.2. Diffeomorphism data
In addition to the geometrical data there are diffeomorphism data. As mentioned
earlier, not all diffeomorphisms are gauge in canonical GR on N . Some infinitesinmal
diffeomorphisms which are non-trivial at the boundary ∂N are not degeneracy vectors
of the symplectic form (see (11)). It should thus come as no surprise that some
diffeomorphism data, that measure these non-gauge diffeomorphisms, are needed to
express the symplectic 2-form. These are
(iii) skA, A ∈ {L,R}, k ∈ {1, 2} given as a function of the θ chart. skA(θ) is the position of
the end point on SA of the generator labeled by (θ
1, θ2) in fixed, smooth coordinates
ykA on SA. That is, it is the transformation from the θ chart to the yA chart.
A fixed chart is one that is, so to speak, “painted on the manifold”, unlike moving charts
like Riemann normal coordinates or our vθ chart, which change at a given point when
the metric field changes. Recall that a manifold consists of a set of a priori identifiable
points and an atlas of charts on these. These charts are the fixed charts. For any
given metric field the moving charts are also identified with elements of this atlas, but
the element depends on the metric. Fixed charts are important for the concept of the
variation of a field, since they facilitate the comparison of different valuations of a field
at the same point, and of course they are necessary for the description of the gauge
equivalence classes of solutions if not all diffeomorphisms are gauge. See the appendix
of [Rei13] for a more detailed discussion of fixed and moving charts.
The skA are independent of of each other and of the geometrical data: Imagine
that the spacetime metric is acted on by a diffeomorphism that leaves a neighborhood
of S0 fixed. This leaves the geometrical data, given as functions of the vθ charts,
unchanged. But the congruences of null geodesics normal to S0 are carried along by
the diffeomorphism of the metric, so the skA(θ) can be changed to any desired value by
means of such a diffeomorphism.
The data sA are not enough to specify all the non-gauge diffeomorphism degrees
of freedom. But recall that in equation 2, which assures that the • bracket on the
data reproduces the Peierls bracket on observables, the variations can be restricted
to only admissible ones. The non-gauge diffeomorphism generators in this space are
determined by skA, the geometric data, and their variations, as can be seen from the fact
that the symplectic form on admissible variations can be expressed entirely in terms of
the variations of skA and of the geometric data [Rei13]. (See equations (38 - 40).)
The diffeomorphism equivalence class of the solution to the field equations
corresponding to the data is independent of the diffeomorphism data, and so are,
therefore, the diffeomorphism invariant observables. The condition that the •
bracket reproduces the Peierls brackets of the observables thus does not involve the
diffeomorphism data at all. This means that (2) cannot tell us anything about the
brackets of skA. The fact that our calculation nevertheless fixes the brackets of s
k
A with
all the data is due to the fact that we strengthen (2) to get a definite solution. It
also means that the conditions that (2) places on the brackets of the geometric data
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cannot involve the diffeomorphism data. In fact, under the • bracket we obtain the
geometrical data form a closed Poisson algebra among themselves: the brackets between
the geometrical data do not depend on skA. This closed subalgebra is the main result
derived in the present paper.
Should the diffeomorphism data then be discarded as irrelevant? If we take the point
of view that the observables, or the geometry, of the interior of the domain of dependence
is all that is “physical” then the datum skA, and its • bracket are indeed superfluous. Only
the geometrical data and their brackets matter. But the diffeomorphism data ought to
be important when a wider context than just the interior of the domain of dependence is
considered, because they encode non-gauge information about the boundary ofN . Their
role may be analogous to that of the center of mass coordinates in an isolated mechanical
system, which are not gauge but are superfluous to a description of the internal dynamics
of the system. In fact the author expects that the non-gauge diffeomorphism degrees of
freedom will be associated to quasi-local charges, such as linear and angular momentum,
for N .
Here the data skA will be retained because this is natural in our formalism. They
play a central role in the calculation of the symplectic form in [Rei13] and also in the
calculation of the • bracket here, even though they ultimately play no role in the brackets
of the geometrical data.
One more pair of data fields is needed to express the symplectic form on admissible
variations, namely
(iv) v˙A(θ
1, θ2), A = L,R, the value of v on the truncating surfaces of the two branches.
Under admissible variations v˙A can vary, but its variation is determined by those
of the other data because admissible variations maintain ρ˙A, the yA chart area density
on SA, invariant (see Appendix A), and
v˙A(θ) =
√
ρ˙A(sA(θ))| det[∂sA/∂θ]|
ρ0
. (26)
It is therefore possible, and in fact natural, to write the symplectic form on admissible
variations without the appearance of variations of v˙.
v˙A, like s
k
A, does not affect the spacetime geometry, although it does affect the shape
of the domain of dependence of N in spacetime. It is really another diffeomorphism
degree of freedom which, like the other data, can be specified freely, but since it
is equivalent to ρ˙A, which is frozen, it does not vary independently of these under
admissible variations. • brackets for v˙A can be calculated from (26) and the brackets of
the other data, but it is not clear what the significance of these brackets is.
3.3. Summary of free data and smoothness conditions
These are all our free initial data. To summarize, they consist of
• 10 real C∞ functions, ρ0, λ, τp, v˙A, and skA, on a domainD ∈ R2 having the topology
of a closed disk, with ρ0 > 0 and v˙A > 0 and 6= 1
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• two C∞, real, symmetric, unit determinant 2 × 2 matrix valued functions (epq
on NL and NR) on the domains {(va, θ1, θ2) ∈ R3|θ ∈ D,min(1, v˙A(θ)) ≤ vA ≤
max(1, v˙A(θ))}, A = L,R which match at vL = vR = 1 (i.e. on S0).
Our phase space is the space of valuations of these data.
The smoothness and continuity conditions on the data, and the inequalities on
ρ0 and v˙, “regularity” conditions for short, follow from the assumed properties of the
spacetime geometry, of N and its generators, and of the charts used: ρ0(θ) is > 0 and
smooth because S0 is spacelike and smooth in a smooth spacetime geometry, and θ is a
smooth chart on S0. The fact that in a smooth geometry a point on a geodesic depends
smoothly on the starting point and tangent of the geodesic, and on the corresponding
affine parameter ([HE73] p. 33) ensures that the induced 2-metric components hpq on N
is a smooth function of θ1, θ2 and an affine parameter on the congruence of generators.
It follows that v =
√
ρ/ρ0 is also smooth, which together with the assumed non-
stationarity of v along the generators along the generators ensures that the remaining
geometrical data on S0 is smooth. As to e, the non-stationarity of v implies that the
induced metric is smooth in (v, θ1, θ2). The absence of caustics on N implies that the
matrix hpq is everywhere invertible, so ρ > 0, and thus that epq is smooth. Finally, the
smoothness of v˙A and of sA follows from that of SA and of the fixed chart yA, and v˙ 6= 1
and v˙ > 0 follow from the nonstationarity of v and ρ > 0 respectively.
Conversely, suppose a model N of a double null sheet is chosen in R4, satisfying
all the smoothness conditions, and equipped with smooth charts θ, yL and yR on S0,
SL and SR respectively, and suppose smooth charts (vA, θ
1, θ2) are chosen such that
the θp constant curves remain in NA from S0 to SA, and vA = v˙A(θ) and ykA = skA(θ)
on SA. If regular geometrical data are set on N according to these coordinates then
in any C1 Lorentzian metric spacetime geometry matching the data S0 is spacelike
because ρ0epq is a positive definite metric, and N is a double null sheet with the
predetermined generators, the constant θ curves, because the tangents to these are
null vectors orthogonal to N and the vanishing of the torsion of the metric connection
implies that their integral curves are geodesics: If f is a smooth function on an open
domain in spacetime which vanishes on N and k ≡ df is non-zero there then ka is
orthogonal to N and thus tangent to the generators, and
0 = 2ka∇[a∇b]f = ∇kkb − ka∇bka = ∇kkb − 1
2
∇bk2 = ∇kkb, (27)
establishing the claim.
It remains to see whether a spacetime metric matching the data that satisfies the
vacuum field equations is necessarily smooth. In [Rei13] it is demonstrated that regular
valuations of our geometrical data are equivalent to similarly smooth Sachs Dautcourt
data and Rendall has proved that any smooth SD data matches a unique smooth solution
in some neighbourhood of S0 [Ren90], and, as we said earlier, it is a reasonable conjecture
that it matches a unique smooth solution on all of N . If the conjecture is valid then the
regularity of the data implies the smoothness of the spacetime geometry. Thus, modulo
this last conjectural element, a complete correspondence has been established between
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our initial data and a the set of spacetime solution metrics, equipped with double null
sheets and θ and y charts, modulo certain diffeomerphisms.
Note that we will not actually need all of this correspondence, in particular not the
conjectured exitence of and uniqueness of smooth solutons matching the data on all of
N . We are calculating the Poisson brackets of the data
3.4. θ gauge diffeomorphisms and the extension of the phase space
The conditions (4) and (5) define a bracket only between gauge invariant smeared data,
or more precisely, on smeared data that are invariant under any degeneracy vector of
the restriction of the symplectic form to C. If ϕ is not gauge invariant in this sense (4,
5) have no solution {ϕ, ·}•, and if it is invariant then {ϕ, ·}• is determined only up to
the addition of degeneracy vectors, so {ϕ, χ}• is defined only if χ is also gauge invariant.
The geometric data are largely diffeomorphism invariant. They depend on
the diffeomorphism equivalence class of the spacetime metric and on a point on
S0. Admissible diffeomorphisms, that is, diffeomorphisms generated by admissible
variations, map N and its parts S0, SL and SR to themselves, and the effect on the
geometric data of such a diffeomorphism of the metric field is equivalent to a change
of the θ chart. The diffeomorphism data sA are affected by both the action of the
diffeomorphism on S0 and by its action on SA, equivalent to an independent change of
the yA chart. A change of the θ chart, suitably restricted on ∂S0, can always be produced
by a spacetime diffeomorphism that vanishes and has zero gradient at ∂N , and therefore
is gauge according to (11). Indeed it will turn out that any generator of diffeomorphisms
of the θ chart is a degeneracy vector of ωN restricted to C. Furthermore, these are the
only degeneracy vectors, for once this gauge freedom is fixed, by fixing the θ chart to
the yL chart by setting sL = id, the symplectic form ωN |C becomes non-degenerate, as
is shown by the existence of a Poisson bracket for the data in precisely this gauge. See
Subsection 5.2.
However the gauge fixing sL = id is awkwardly asymmetric between the two
branches. A nice, natural, and symmetric gauge fixing of the θ chart is obtained by
setting epq = δpq on S0, i.e. setting the θ
p to be “isothermal coordinates”, but this leads
to Poisson brackets that are non-local in θ. We adopt a third way: we do not gauge
fix the θ chart, nor eliminate the θ dependence from the data. Instead an extended
phase space is used in which the symplectic form is non-degenerate: τ is replaced by
two independent fields,
tR = ρ0[dλ− τ ], (28)
tL = ρ0[dλ+ τ ], (29)
with the original phase space corresponding to the constraint surface defined by
0 = 2ρ0dλ− tL − tR. (30)
This constraint also generates the transformations of the θ chart, as will be shown in
Subsection 4.1.
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Introducing a constraint is of course a step backward if our aim is to eliminate
all constraints and work with completely free data. But it leads to a formalism in
which the two branches of N enter symmetrically and are almost independent, and in
which the • bracket is local in θ in the sense that only data at equal θ, in fact, on the
same generator, have non-zero brackets. Moreover, the somewhat asymetric completely
constraint free canonical formalism corresponding to imposing the constraint and the
gauge fixing sL = id is easily recovered from the extended phase space • bracket, because
the Dirac bracket corresponding to this constraint and gauge fixing is easily calculated,
as is done in Subsection 5.2.
In the remainder of the paper we will mostly use the fields τ˜Ak = tAp[∂sA/∂θ]
−1p
k
in place of tA, because this simplifies the statement of the symplectic form somewhat.
τ˜Ak is canonically conjugate to s
k
A.
3.5. The Beltrami coefficients µ and µ¯
Let us complete the presentation of the initial data by defining an alternative
representation of the conformal 2-metric epq which we will use extensively. This
representation can be obtained by expressing the degenerate line element (24) on N
in terms the complex coordinate z = θ1 + iθ2:
ds2 = hpqdθ
pdθq = ρ(1 − µµ¯)−1[dz + µ dz¯][dz¯ + µ¯ dz]. (31)
with µ a complex number valued field of modulus less than 1, called the Beltrami
coefficient. µ encodes the two real degrees of freedom of epq = hpq/ρ. In terms of µ and
µ¯ the θ chart components of e are
epq =
1
1− µµ¯
[
(1 + µ)(1 + µ¯) −i(µ − µ¯)
−i(µ − µ¯) (1− µ)(1− µ¯)
]
. (32)
Conversely
µ =
ǫ e ǫT
2 + tr e
(33)
where ǫ is the row vector [1, i].
Under an orientation preserving transformation of coordinates θ → θ′ the
components of e, which is a tensor density of weight −1, transform according to
e′rs =
∂θp
∂θ′r
∂θq
∂θ′s
det
[
∂θ′
∂θ
]
epq, (34)
and the corresponding transformation of the Beltrami coefficient is
µ→ µ′ = β¯ + µα¯
α+ µβ
, (35)
with α = ∂z
∂z′
and β = ∂z¯
∂z′
.
Although the metric is real in models of the real world, complex metrics will play
a role in the present work. The parametrization (31, 32) of epq still works when epq is
complex, with µ given by (33) and µ¯ by the same formula with ǫ¯ = [1,−i] in place of ǫ,
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but if e is not real µ and µ¯ are not conjugate. That is, µ¯ = µ∗ if and only if epq is real,
where the superscript ∗ indicates complex conjugation.
The conformal metric e is not real when µ¯ 6= µ∗, but it is still equal to its formal
complex conjugate. The formal complex conjugate of a function (or functional) f of µ
and µ¯ is
f¯(µ, µ¯) ≡ [f(µ¯∗, µ∗)]∗. (36)
If f is a polynomial then formal complex conjugation replaces the coefficients by their
complex conjugates and excahnges µ and µ¯. This amounts to taking the complex
conjugate “as if” µ¯ were the conjugate of µ - hence the name. Note that, unlike the
ordinary complex conjugate f ∗, the formal complex conjugate at a particular point (µ, µ¯)
is not a function of the value of f at the same point but rather depends on the value of
f at a, generally, different point (µ¯∗, µ∗).
Clearly f¯ = f ∗ when µ¯ = µ∗, so for instance the fact that e¯pq = epq implies that epq
is real when µ¯ = µ∗. This statement has a partial converse: If f is a real valued, real
analytic function of R = ℜµ and I = ℑµ on some range of values of these variables then
there is a unique analytic extension of this function to complex R and I, or equivalently,
independent variables µ = R + iI and µ¯ = R − iI, and this extension is equal to its
formal complex conjugate. The expression (32) provides such an extension, analytic for
all (µ, µ¯) ∈ C2 save where µ¯ = 1/µ, of the real conformal 2-metrics epq as a function of
µ.
Note that equation (33) and the invariance of e under functional complex
conjugation implies that the formal complex conjugate of (35) provides the correct
transformation law for µ¯ under transformations of the θ coordinates.
3.6. The spaces A, B and C of variations of the data, and the space Φ of smeared data
In (3) the condition, δA = ωN [{A, ·}•, δ], is imposed for all δ in B, the set of variations
of the initial data corresponding to admissible variations in L0g. The set of variations of
the initial data corresponding to admissible variations, A, is described in Definition 4 of
Appendix A. The variations of all data living on S0 are real and smooth, δµ and δµ¯ are
complex conjugates and smooth on NL and NR (and thus continuous at S0). Finally,
δsA = 0 on ∂S0 and δρ˙A vanishes on SA on both branches, so that δv˙A is determined by
the variations of ρ0 and sA.
That δ lies in L0g places many further restrictions on the variations of the data.
δ ∈ L0g requires that δgab = 0 in a spacetime neighborhood of ∂N , so the aA charts are
fixed in neighborhoods of ∂NA − S0, and the variations of the aA chart components eij
of the conformal 2-metric must also vanish in neighborhoods of ∂NA − S0 in NA. Since
θ is a fixed chart on S0 the variations of ρ0, λ, τ˜L, τ˜L, sL, and sR must vanish in a
neigborhood of ∂S0 in S0. These conditions are necessary but not sufficient to ensure
that δgab = 0 in a spacetime neighborhood of ∂N , i.e. also off N . This places an infinity
of further conditions on the variations of the data in B which we will not work out here.
The set of variations C is larger, and more easily characterized, than B.
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Definition 1 C is the set of complex variations of the initial data such that:
1. The variations of the data ρ0, λ, τ˜L, τ˜L, sL, and sR set on S0 are smooth on S0. δµ¯ is
smooth on NL and NR. δµ is smooth on N − S0 with possible jump discontinuities
at S0: On each branch δµ is equal except at S0 to a function that has a smooth
extension to all of NA. On S0 itself δµ is smooth and has smooth limiting values
from NL or NR, but none of the three need agree.
2. On the truncation surface SA of each branch the variations of both µ˙A, the Beltrami
coefficient corresponding to the complex chart y1A + iy
2
A, and ρ˙A, the yA chart area
density, vanish.
3. δsA = 0 on ∂S0.
Note that ˙¯µA is not required to be invariant on SA.
The space Φ of smeared data for which we will solve (4) and (5) is defined as follows.
Definition 2 A smeared datum ϕ ∈ Φ is a sum of integrals of the free null initial data
(not including v˙A)) over their domains weighted by weighting functions which satisfy the
conditions:
1. The weighting functions of µ and µ¯ on NL, NR, and S0 are smooth on each of these
domains, but are independent of each other and need not satisfy any boundary
conditions.
2. The weighting functions of all the data living on S0 are also required to be smooth,
and are not subject to boundary conditions except in the case of the weighting
functions fkA of τ˜Ak, which vanish on ∂S0.
As we saw in Section 2 this set Φ includes the linearizations about g of all the
observables.
The particular spaces C and Φ adopted were found partly by trial and error. C
and Φ should be large enough so that (4, 5) implies (3) so C should contain B, and Φ
should contain the linearized observables. In addition it was required that the weighting
functions in Φ include at least all C∞ test functions that are compactly supported in the
interior of the domain in N on which the corresponding datum is set, to ensure that the
• brackets of all the data are defined at least as distributions. In order that (4, 5) have
a solution it is then necessary that the set ωN [C, ·] of linear functions on C obtained by
acting with ωN on C, contains the data smeared with these test functions. Because of
the form of ωN this requires that the variations in C satisfy boundary conditions. On the
other hand C cannot be too small because it must contain {Φ, ·}•. These requierments
seem to oblige us to use our complex space of variations C. But at present this is not
proved.
4. The symplectic form in terms of free null initial data
In [Rei13] the symplectic form corresponding to the Hilbert action (without boundary
term) was evaluated on admissible variations in terms of the free initial data and their
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variations. The result is a sum of contributions, ωL and ωR, from the two branches of
N , each of which is in turn a sum of three terms:
ωA =
1
16πG
(AA +BA + CA) (37)
with
AA[δ1, δ2] =
∫
S0
δ1λ δ2ρ0 + δ1τ˜Ak δ2s
k
A d
2θ − (1↔ 2), (38)
BA[δ1, δ2] =
1
4
∫
S0
δy1ρ0 ∂vepq δ
y
2e
pq d2θ − (1↔ 2), (39)
CA[δ1, δ2] =
1
2
∫
S0
∫ v˙
1
v2δ◦1e
pq ∂vδ
◦
2epq dv ρ0d
2θ − (1↔ 2). (40)
Here δy = δ−£ξ⊥ , where ξ⊥ = δskA∂ykA and the partial derivative ∂ykA is taken at constant
v, and
δ◦e = δye− 1
2
δy ln ρ0 v∂ve. (41)
The data in (38 - 40) are all represented by their components in the chart (v, θ1, θ2)
and expressed as functions of this chart. The variations δ, δy, and δ◦ have the following
significance: If f is a data field then δf(v, θ1, θ2) = δ[f(v, θ1, θ2)], that is, the value of
δf at (v, θ1, θ2) is the variation δ of f(v, θ1, θ2). Put another way, the variation δf is
calculated holding the coordinates (v, θ1, θ2) fixed. The variation δyf(v, θ1, θ2), on the
other hand, is obtained by transforming f to the chart (v, y1, y2), applying the variation
δ to f holding these coordinates fixed, and then transforming the variation back to
the chart (v, θ1, θ2). Finally δ◦f is obtained by transforming to the chart (v/v˙, y1, y2),
varying, and transforming back. ((v/v˙, y1, y2) is the restriction of the aA chart to NA.
For this reason δ◦ is denoted δa in [Rei13].)
The diferences between these variations arise because the transition functions
between the charts are field dependent, and thus vary along with the data. See [Rei13]
for a detailed discussion.
4.1. The constraint κ generates θ diffeomorphisms
Now let us verify the claim that the constraint (30) generates diffeomorphisms of the
θ chart. Let κ[η] be the constraint smeared with a smooth (data independent) vector
field η tangent to S0, and to ∂S0 at ∂S0:
κ[η] ≡ 1
16πG
∫
S0
ηp[2ρ0∂pλ− τ˜R i∂psiR − τ˜Lm∂psmL ] d2θ (42)
The claim is that {κ[η], f}• = £ηf for all data f , where the Lie derivative acts only on
the θ dependence of the data; or equivalently, that
{κ[η], ϕ}• = £ηϕ (43)
for all smeared data ϕ, where £η still acts acts only on the θ dependence of the data
and not on the weighting functions against which they are smeared.
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To establish this we first show that δκ[η] = −ωN [δ,£η] for any variation δ ∈ C.
(Note that δ acts only on the data and not on the vector field η.) We start with the first
term in the integrand of (42). Since λ is a scalar field ηpρ0∂pλ = ρ0£ηλ so the variation
of this term is
δ[ρ0£ηλ] = δρ0£ηλ+ ρ0£ηδλ = £η[ρ0δλ] + δρ0£ηλ− £ηρ0δλ. (44)
Because η is tangent to ∂S0 the integral over S0 of £η[ρ0δλ], the η Lie derivative of
a scalar density, vanishes. The integral of the variation of the first term in κ[η] is thus
1
8πG
∫
S0
δρ0£ηλ− £ηρ0δλ d2θ, (45)
which is a term in −ωN [δ,£η]. Since siR and smL transform as scalar fields like λ, and
the τ˜Ak transform as scalar densities like ρ0, under diffeomorphisms of the θ chart, the
second and third terms in the integrand can be treated in the same way, and we conclude
that
δκ[η] = − 1
16πG
(AR[δ,£η] + AL[δ,£η]) (46)
The remaining, B and C, terms of ωN [δ,£η] must vanish because they can be
expressed in terms of fields that do not depend on the θ chart [Rei13]. Indeed, they are
zero since the y projection of the variation £η, £
y
η ≡ £η − £ξ⊥ , vanishes because the
vector field ξ⊥ corresponding to the variation £η is £ηskA∂ykA = η. Thus, as promised,
δκ[η] = −ωN [δ,£η] (47)
for all δ ∈ C.
Applying this result to δ = {ϕ, ·}• (which lies in C by (5)) one finds by (4) that
{ϕ, κ[η]}• = ωN [{ϕ, ·}•,£η] = −£ηϕ. (48)
The constraint (30) indeed generates diffeomorphisms of the θ chart.
In the last equality the fact that £η lies in C has been used. Clearly £ηµ and
£ηµ¯ satisfy the smoothness requierments of variations in C, and the boundary condition
£ηµ˙A = 0 is met because µ˙A does not depend on the θ chart.
4.2. The symplectic form in terms of the Beltrami coefficients µ and µ¯
It will be convenient to express ωN in terms of the Beltrami coefficients µ and µ¯ in
place of the conformal 2-metric epq. A direct calculation using the expression (32) for
epq shows that for any variation ∆
∆epq∆e
pq = −8 1
(1− µµ¯)2∆µ∆µ¯. (49)
(This is valid even when µ¯ is not the complex conjugate of µ and the two are varied
independently.) Substituting ∆1 + a∆2 for ∆ in (49) and taking the part linear in the
arbitrary coefficient a one obtains
∆1epq∆2e
pq = −4 1
(1− µµ¯)2{∆1µ∆2µ¯+∆1µ¯∆2µ}. (50)
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In particular, when ∆1 = ∂v and ∆2 = δ
∂vepqδe
pq = −4 1
(1− µµ¯)2{∂vµδµ¯+ ∂vµ¯δµ}. (51)
(39) may thus be rewritten as
BA[δ1, δ2] =
∫
S0
1
(1− µµ¯)2{∂vµδ
y
1 µ¯+ ∂vµ¯δ
y
1µ} δy2ρ0 d2θ − (1↔ 2). (52)
Here v and y are of course the coordinates vA and yA, associated with NA, a fact which
will be important further on.
To obtain an expression for the integrand in CA[δ1, δ2] one replaces δ with δ
◦
1 in
(51), acts with δ◦2 on the resulting expression, and antisymmetrizes with respect to
interchange of δ◦1 and δ
◦
2. In this way one obtains
δ◦1e
pq∂vδ
◦
2epq − (1↔ 2) = − 4
1
(1− µµ¯)2{δ
◦
1µ∂vδ
◦
2µ¯+ δ
◦
1µ¯∂vδ
◦
2µ}
− 8 1
(1− µµ¯)3 [µ∂vµ¯− µ¯∂vµ]δ
◦
1µδ
◦
2µ¯− (1↔ 2). (53)
To derive this expression we do not need to assume that the commutators [δ◦2, ∂v] and
[δ◦2, δ
◦
1 ] vanish. The fact that they are themselves variations, that is, derivatives along
one parameter families of field configurations†† suffices. This implies that (50) holds
when ∆1 is a commutator, ensuring that the commutator terms cancel in the calculation.
Equation (53) can be cast in a simpler form. Let
α(v, θ) =
∫ v
1
1
1− µµ¯ [µ¯∂v′µ− µ∂v′ µ¯] dv
′, (55)
where the integral is taken along the generator of NA identified by θ. Then
δ◦1e
pq∂vδ
◦
2epq − (1↔ 2)
= −4
{
eαδ◦1µ
1− µµ¯∂v
[
e−αδ◦2µ¯
1 − µµ¯
]
+
e−αδ◦1µ¯
1− µµ¯∂v
[
eαδ◦2µ
1− µµ¯
]}
− (1↔ 2). (56)
(Note that when the metric is real, so that µ and µ¯ are complex conjugates, α is pure
imaginary, and consequently eα is a phase).
This invites us to define
✷ =
√
ρ0ve
α
1− µµ¯ δ
◦µ ✷˜ =
√
ρ0ve
−α
1− µµ¯ δ
◦µ¯. (57)
Then
CA[δ1, δ2] = −2
∫
S0
∫ v˙
1
✷1∂v✷˜2 + ✷˜1∂v✷2 dvd
2θ − (1↔ 2), (58)
†† The validity of (50) requires only that ∆1 and ∆2 be derivations. That is, that they be linear in
their arguments and that they satisfy the Leibniz product rule ∆i(fg) = f∆ig + g∆if . It is easily
checked that the commutator of two derivations, ∆1 and ∆2, is a derivation:
[∆1,∆2](fg) = ∆1(f∆2g + g∆2f)− (1↔ 2) = f [∆1,∆2]g + g[∆1,∆2]f. (54)
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where the v coordinate and the modified variation δ◦ associated with NA are used. Note
that as a consequence of the antisymmetrization in δ1 and δ2 moving a factor
√
ρ0v inside
the v derivatives does not affect the result.
✷˜ is almost the formal complex conjugate of ✷ (obtained by substituting µ for µ¯
and vice versa, and replacing all other quantities by their complex conjugates). Only
the variation δ itself is not conjugated in ✷˜. The conjugate variation, δ¯, is defined by
δ¯β = δβ¯ for any β. An example of a variation that turns out not to be self-conjugate is
δ = {µ, ·}•, so the difference between ✷˜ and ✷¯ is important.
Integrating (58) by parts gives an expression for CA containing no derivatives of
δ1µ or δ2µ:
CA[δ1, δ2] = 2
∫
S0
d2θ
{
✷˜1✷2 − ✷˜2✷1 + 2
∫ v˙
1
✷2∂v✷˜1 −✷1∂v✷˜2 dv
}
(59)
for admissible variations δ1, δ2 ∈ C. The integration by parts generates a boundary
term on S0, but the corresponding boundary term at the truncation surface SA is
absent because δµ˙A = 0 for variations δ ∈ C, and this implies that δ◦µ = 0 on SA:
Recall that δ◦µ can be calculated by transforming µ from the vθ chart to the chart
(v/v˙, y1, y2), varying with δ at fixed values of these coordinates, and then transforming
back to the vθ chart. The first transformation maps µ, the Beltrami coefficient for the
coordinate z = θ1+ iθ2, to µ˙A, the corresponding Beltrami coefficient for the coordinate
zA = y
1 + iy2. By (35),
µ =
b¯+ µ˙Aa¯
a+ µ˙Ab
, (60)
where a = ∂zA
∂z
and b = ∂z¯A
∂z
. Since SA is the surface v/v˙ = 1 the variation of µ˙A at
constant v/v˙ = 1 and y1, y2 is just δµ˙A(y
1, y2) on SA, which vanishes. The image δ
◦µ of
this variation in the vθ chart is the variation of µ due to the variation of µ˙A when the
transition function between the charts is held fixed. Of course this vanishes when δµ˙A
vanishes. Explicitly, it follows from (60) that
δ◦µ =
aa¯− bb¯
(a+ µ˙Ab)2
δµ˙A. (61)
This expression can also be obtained directly from the definition (41) of δ◦e, without
recourse to the preceding argument.
One advantage of (59) is that it incorporates the boundary condition δµ˙A = 0.
The other advantage is that it extends straightforwardly to all of C. The expression
(58) for CA is well defined on admissible variations, but it is ambiguous on C because
C includes variations in which δµ has jump discontinuities at S0 and these give rise to
Dirac delta distributions in the integrand that are supported at the boundary of the
domain of integration. (59) will be adopted as the definition of CA in (4).
[ Note that since δµ is defined on S0 for all δ ∈ C there is actually a natural
disambiguation of (58), making it equivalent to (59) on all of C: For each branch NA
the Dirac delta in ∂v✷ coming from the jump in δµ from S0 to NA − S0 is counted as
lying entirely within NA.]
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5. The • Poisson brackets of the free null initial data
Conditions (4) and (5) determine the Poisson brackets of the initial data τ˜R i, τ˜Lm, s
j
R,
snL, λ, ρ0, µ, and µ¯ uniquely as two point distributions on N and on S0. The brackets
obtained are as follows:
{ρ0(θ1), λ(θ2)}• = 8πGδ2(θ2 − θ1), (62)
{siR(θ1), τ˜Rj(θ2)}• = 16πGδijδ2(θ2 − θ1), (63)
{smL (θ1), τ˜Ln(θ2)}• = 16πGδmn δ2(θ2 − θ1), (64)
where θ denotes the pair of coordinates (θ1, θ2). sR, sL and ρ0 commute (that is, they
have vanishing • brackets) with everything except τ˜R, τ˜L, and λ respectively.
The brackets between τ˜R, τ˜L, and λ are
{λ(θ1), λ(θ2)}• = 0 (65)
{λ(θ), τR[f ]}• = 8πG[ 1
(1− µµ¯)2 (∂vR µ¯− ∂vL µ¯)£fµ]θ (66)
{τR[f1], τR[f2]}• = −16πG
∫
S0
1
(1− µµ¯)2£f1µ(ρ0£f2µ¯−£f2ρ0∂vR µ¯) d
2θ − (1↔ 2) (67)
{τR[f ], τL[g]}• = 16πG
∫
S0
1
(1− µµ¯)2£fµ(ρ0£gµ¯− £gρ0∂vL µ¯) d
2θ − (f, R↔ g, L), (68)
where τR[f ] =
∫
S0
τ˜R if
id2θ with f i(θ) functions independent of the data that vanish
on ∂S0, and τL[g] is defined similarly in terms of weighting functions g
m. f i and gm
define vector fields f = f i∂yiR and g = g
m∂ymL , and thus Lie derivatives. Note that the
Lie derivative of the Beltrami coefficient, determined by its transformation law under
diffeomorphisms (35), is
£fµ = f
z∂zµ+ f
z¯∂z¯µ− µ[∂zf z − ∂z¯f z¯]− µ2∂zf z¯ + ∂z¯f z. (69)
In the • brackets given here this Lie derivative of µ will always be taken at constant v,
both on S0, in which case it just means that the derivative is taken tangent to S0, and
off S0 as in (73).
The symmetry between NL and NR allows one to obtain {λ(θ), τL[g]}• and
{τL[g1], τL[g2]}• from (66) and (67) by exchanging L and R.
The brackets between µ and µ¯ are as follows: For p, q any pair of vθ coordinate
grid points on N
0 = {µ(p), µ(q)}• = {µ¯(p), µ¯(q)}•. (70)
When p and q lie on the same branch NA
{µ(p), µ¯(q)}• = 4πG 1
ρ0
δ2(θp − θq)H(p, q)[1− µµ¯
vA
]p[
1− µµ¯
vA
]q e
∫ q
p
1
1−µµ¯
(µ¯dµ−µdµ¯), (71)
where H is a step function which is 1 if q = p or q lies further than p from S0 along the
same generator, and is 0 if q is closer to S0 than p. The integral in the exponential is
evaluated along the segment of the generator from p to q. Finally, when p and q lie on
different branches, and neither lies on S0, {µ(p), µ¯(q)}• vanishes.
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There remain the brackets between µ and the S0 data λ, τ˜R, and τ˜L, and also the
brackets of these data with µ¯. For p on NR − S0 (i.e. vRp 6= 1).
{µ(p), λ(θ)}• = 4πG 1
ρ0
δ2(θ − θp)[vR∂vRµ]p, (72)
{µ(p), τR[f ]}• = 8πG[2£fµ− £fρ0
ρ0
vR∂vRµ]p, (73)
{µ(p), τL[g]}• = 0. (74)
The preceding expressions do not hold for p on S0. In this case.
{µ(p), λ(θ)}• = 0 (75)
{µ(p), τR[f ]}• = 8πG[£fµ]p, (76)
{µ(p), τL[g]}• = 8πG[£gµ]p. (77)
The brackets with µ¯(p) are continuous at p ∈ S0. For p ∈ NR (including p ∈ S0)
{µ¯(p), λ(θ)}• = 4πG 1
ρ0
δ2(θ − θp)
{
[vR∂vR µ¯]p + [∂vL µ¯]p0
1
vR(p)
e
−2 ∫ p
p0
µdµ¯
1−µµ¯
}
, (78)
{µ¯(p), τR[f ]}• = 8πG
{
[2£f µ¯− £fρ0
ρ0
vR∂vR µ¯]p − [£f µ¯]p0
1
vR(p)
e
−2 ∫ p
p0
µdµ¯
1−µµ¯
}
, (79)
{µ¯(p), τL[g]}• = 8πG[£gµ¯− £gρ0
ρ0
∂vL µ¯]p0
1
vR(p)
e
−2 ∫ p
p0
µdµ¯
1−µµ¯ , (80)
where p0 is the base point on S0 of the generator through p. Exchanging L and R in
(72 – 80) gives the corresponding brackets for p on NL.
We will call equations (62 – 68) and (70 – 80), expressing the brackets of the data
as functionals of the data, the structure relations of the • bracket.
Let us consider now the brackets of the alternative data tA. Since tAp = ∂ps
k
Aτ˜Ak
{skA(θ1),tB l(θ2)}• = 16πG∂pskAδABδ2(θ2 − θ1). (81)
The remaining brackets are best stated in terms of
tA[f] =
∫
S0
tApf
pd2θ = τA[f
p∂ps
k
A], (82)
where f is a vector field with fixed (data independent) components f p in the θ chart.
Let fk = f p∂p[s
k
A]g be the yA chart components of f at a particular solution metric g,
then at this solution tA[f] = τA[f ] and
{φ,tA[f]}• = {φ, τA[f ]}• (83)
for all data φ that commute with sA, that is, for all data save tA, or τ˜A.
The only bracket that remains to be calculated is {tA[f1],tA[f2]}•. By (82)
{tA[f1],tA[f2]}•(g)] = {τA[f1], τA[f2]}•(g)]
+ τA[f
p
1 ∂p{skA, τA[f2]}•(g) + τA[f p2 ∂p{τA[f1], skA}•(g). (84)
From (63, 64)
{skA, τB[f2]}• = 16πGfk2 , (85)
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so
{tA[f1],tA[f2]}• = − 16πG
∫
S0
1
(1− µµ¯)2£f1µ(ρ0£f2µ¯− £f2ρ0∂vR µ¯) d
2θ − (1↔ 2)
+ 16πG tA[[f1, f2]], (86)
where [f1, f2] = f
p
1 ∂pf
q
2 − f p2 ∂pf q1 is the Lie bracket of f1 and f2.
Notice that the geometrical data ρ0, λ, tA. µ, µ¯ form a closed Poisson subalgebra.
The Poisson brackets between these data do not depend on the diffeomorphism data.
With τ˜A in place of tA this is not the case. Since µ is a function of the θ chart, the
evaluation of the Lie derivative £fµ that appears in brackets of τA[f ], such as (67),
requires the transformation of f , given in the basis ∂ykA , to the θ chart coordinate basis
∂θp (or the basis ∂z, ∂z¯ defined by the complex chart z = θ
1 + iθ2 that is used in (69)).
This transformation is determined by sA.
5.1. Properties of the • brackets
There are three important properties that the structure relations (62 – 68), (70 – 80)
must have: They must be covariant under changes of the yL, yR and θ charts labelling the
generators of N , so that the bracket they define on observables does not depend on the
(arbitrary) choice of these charts; They must satisfy the Jacobi relations (21), because
the • bracket does by Proposition 1; And finally, the • bracket with the constraint
(30) must generate diffeomorphisms of the θ chart, as demonstrated in Subsection 4.1.
These properties have been verified directly for the expressions (62 – 68) and (70 – 80)
which provides a sensitive check on the rather intricate calculations that lead to these
expressions.
The demonstration of the Jacobi relations from (62 – 68) and (70 – 80) is a quite long
but straightforward calculation which will not be reproduced here. The demonstration
that the constraint (30) generates diffeomorphisms of the θ chart according to (43) is
another straightforward but considerably shorter calculation. It will not be reproduced
here either, but the reader interested in verifying the result should remember that
{κ[η], ·}• acts only on the data. Thus, for instance {κ[η], τR[f ]}• = −τR[ηp∂pf ] even
though τR[f ] is invariant under diffeomorphisms of θ when f
i(θ) is carried along by the
diffeomorphism, precisely because f is not carried along by the flow generated by κ[η].
5.1.1. Covariance of the structure relations. The equivalence of the structure relations
in different charts requires that the brackets of the data, and the functions of the data
that the structure relations equate these with, transform in the same way under changes
of chart. The bracket acts as a variation (that is, a derivative along some vector field
tangent to the phase space) on each of its arguments and variations of a phase space
function transform by the linearization of the transformation of the function itself. For
example, ρ0 transforms as a scalar density under changes of the θ chart so, since this
is a linear transformation law, a variation ∆ρ0 also transforms as a scalar density. The
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Beltrami coefficient µ, on the other hand, transforms according to the non-linear law
(35). Variations of µ transform according to the linearization of this law:
∆µ′ =
αα¯− ββ¯
(α + µβ)2
∆µ, (87)
where α = ∂z
∂z′
and β = ∂z¯
∂z′
.
It follows that a bracket {ϕ, χ}• between two data transforms in the same way as
a product ∆1ϕ∆2χ of two variations, the linearization of the transformation of each of
the two arguments acting on the bracket simultaneously.
Let us verify the covariance of the structure relations, beginning with those, like
{µ(p), µ(q)} = 0, that set the brackets of data fields to zero. Changes of the y or θ
charts do not mix distinct data fields, although of course they do mix the coordinate
components of a single multicomponent field, such as τ˜L, among themselves. Each of
the distinct data fields µ, µ¯, λ, ρ0, τ˜R, sR, ... therefore transforms to a function of itself,
implying that the transforms of two such fields that • commute will also • commute.
Now let us consider non-zero brackets. We begin by verifying covariance under
transformations of the y charts. The only brackets which depend explicitly on the y
charts are those of siA(θ), given in (63) and (64), and it follows immediately from the
definitions of the data involved that both sides of these equations transform in the same
way. The only other brackets in which the y charts enter are those of τR[f ] and τL[g].
But if we transform the test fields f i(θ) and gm(θ) as components of vectors when the
yR and yL charts are changed, then τR[f ] and τL[g] are invariant under such coordinate
changes, and the expressions for the brackets given on the right side of our structure
relations are also invariant. This suffices to show that if the structure relations hold for
all f and g in one choice of yR and yL charts, then they hold for all f and g in all choices
of these charts.
Consider now transformations of the θ chart. Equations (62 – 65) are covariant
under such transformations by inspection. The remaining structure relations involve µ
and µ¯, which transform according to (35) and the formal complex conjugate (36) of this
law, and the variations of which transform according to (87) and its formal complex
conjugate. However the explicit forms of these transformation laws are not necessary to
conclude that (72 – 77) are covariant. These relations give expressions for the brackets
of µ(p) with λ(θ), τR[f ], and τL[g]. λ(θ) transforms as a scalar field, whereas τR[f ], or
τL[g] are invariant under transformations of the θ chart. Thus {µ(p), λ(θ)}• transforms
like a variation of µ(p) times a scalar function of θ, while the brackets of µ(p) with
τR[f ] and τL[g] transform simply as variations of µ(p). This is clearly also true of the
expressions given for these brackets in (72 – 77).
To demonstrate the covariance of (66 – 68) we must show that the right side of
(66) transforms as a scalar, and that the integrands of the right sides of (67) and (68)
transform as scalar densities. These are all (sums of) expressions of the form
∆1µ∆2µ¯
(1− µµ¯)2 , (88)
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with ∆1 and ∆2 being variations. Now (35) shows that
1− µ′µ¯′ = αα¯− ββ¯
(α + µβ)(α+ µβ)
(1− µµ¯). (89)
Combining this with (87) one finds that
∆µ′
1− µ′µ¯′ =
α + µβ
α + µβ
∆µ
1− µµ¯. (90)
The formal complex conjugate of this equation is also valid:
∆µ¯′
1− µ′µ¯′ =
α + µβ
α + µβ
∆µ¯
1− µµ¯. (91)
It follows that expressions of the form (88) indeed are scalars.
To verify the covariance of equations (78 – 80) for the brackets of µ¯ with λ(θ),
τR[f ], and τL[g] we need to know how the exponential exp(−2
∫ p
p0
µdµ¯
1−µµ¯) transforms. By
(91) and (35)
µ′∂vµ¯′
1− µ′µ¯′ =
β¯ + µα¯
α + µβ
∂vµ¯
1− µµ¯ (92)
=
β¯∂vµ¯
α + µβ
+
µ∂vµ¯
1− µµ¯ (93)
= ∂v ln(α+ µβ) +
µ∂vµ¯
1− µµ¯. (94)
(Note that α and β are constant along the generators.) Therefore
exp(−2
∫ p
p0
µ′dµ¯′
1− µ′µ¯′ ) =
[α + µβ]2p0
[α + µβ]2p
exp(−2
∫ p
p0
µdµ¯
1− µµ¯). (95)
Now recall that variations of µ¯ transform according to the formal complex conjugate of
(87). Combining this transformation law with (95) we find that ∆µ¯(p0) exp(−2
∫ p
p0
µdµ¯
1−µµ¯)
transforms precisely like ∆µ¯(p), the value of the variation at p. From this the covariance
of (78 – 80) is immediate.
It remains to verify the covariance of equation (71) for the bracket of µ(p) and µ¯(q).
By (90) and (91)
1
[1− µ′µ¯′]p{µ
′(p), µ¯′(q)}• 1
[1− µ′µ¯′]q =
[
α+ µβ
α+ µβ
]
p
[
α + µβ
α + µβ
]
q
× 1
[1− µµ¯]p{µ(p), µ¯(q)}•
1
[1− µµ¯]q . (96)
To complete the demonstration of the covariance of (71) we only have to show that
exp(
∫ q
p
1
1−µµ¯ [µ¯dµ− µdµ¯]) transforms in the same way, for then
1
[1− µµ¯]p{µ(p), µ¯(q)}•
1
[1− µµ¯]q exp(−
∫ q
p
1
1− µµ¯ [µ¯dµ− µdµ¯]) (97)
transforms like a scalar, like 1
ρ0
δ2(θp − θq)H(p, q). But this follows immediately from
(94) and its formal complex conjugate. The covariance of the structure relations has
been demonstrated.
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The expression (71) for {µ(p), µ¯(q)}• has a further property. By rewriting the factor
ρ0vA(p)vA(q) in the denominator as
√
ρ(p)ρ(q) it may be expressed without reference
to any particular parametrization of the generators. This suggests the conjecture that
the bracket is given by this expression even when v is not a good parameter. For
instance, in flat spacetime with N swept out by parallel generators (neither diverging
nor converging). The same cannot be said of all of the brackets. Some become undefined
when the parametrization by v breaks down. Note however that these are brackets of
the data λ, τ˜L, and τ˜R, and these data themselves become undefined in this event. The
brackets of a set of data, like the original Sachs data [Sac62], which do not depend
on the validity of the v parametrization may have a natural extension to N on which
v does not parameterize the generators. This seems easy enough to check, but will
be left to future investigations for now. (A possibly more difficult problem is then to
demonstrate that the extrapolated brackets are actually correct, that is, reproduce the
Peierls bracket.) Such an extension of our bracket would be necessary in order to make a
direct comparison of the present theory with canonical formulations of general relativity
linearized about Minkowski space (see for instance [AG73]) in terms of data on null
hyperplanes.
5.1.2. Complex metric modes generated by the • bracket. A peculiar feature of
the brackets is that they do not preserve the reality of the conformal 2-metric epq.
Functionals of the data that are real on real data, like µ(p) + µ¯(p), generate complex
variations of the metric via the • bracket.
The reality of a real metric epq would be preserved by the flow {F, ·}· generated
by any formally real functional of the data, F = F¯ if the bracket itself were real in the
sense that it equals its formal complex conjugate bracket {ϕ, χ}•c.c. ≡ {ϕ¯, χ¯}•. But this
is not the case: {µ(p), µ¯(q)}• 6= {µ¯(p), µ(q)}•.
Taking linear combinations with the complex conjugate bracket one may resolve
the • bracket into real and imaginary parts, {·, ·}• = {·, ·}R+ i{·, ·}I , and one finds that
{·, ·}I = i
8πG
∑
A=L,R
∫
SA
ρ˙A
(1− µ˙A ˙¯µA)2
[{·, ˙¯µA}•{ ˙¯µA, ·¯}• − {¯·, ˙¯µA}•{ ˙¯µA, ·}•]d2yA. (98)
The variation {F, ·}• consists of {F, ·}R, which preserves the reality of the metric if F
is formally real, plus multiples of { ˙¯µA(q), ·}• and { ˙¯µA(q), ·¯}• with q the endpoint(s), on
SL or SR, of the generator(s) through p.
On observables the bracket is real, as it reproduces the Peierls bracket, which is
real. Indeed observables are unaffected by the modes { ˙¯µA(q), ·}• and { ˙¯µA(q), ·¯}•. By
(20), for any observable B of D[N ]◦
{ ˙¯µA(q), B}• = −∆B ˙¯µA(q) = 0, (99)
since ∆B vanishes in a neighborhood of ∂N .
In fact, since (20) is valid for any linear observable, the preceding equation also
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applies to any linear observable B[δ] ≡ ∫ θabδgab ε, and therefore∫
θab{ ˙¯µA(q), gab}• ε = 0 (100)
for any divergenceless, symmetric tensor field θab with compact support contained in
D[N ]◦. This condition is satisfied whenever
{ ˙¯µA(q), gab}• = 2∇(aξb) = £ξgab (101)
in D[N ]◦, that is, when { ˙¯µA(q), ·}• produces at most a diffeomorphism there and thus
leaves the geometry unchanged. It is tempting to conclude that all solutions to (100)
are of this form, but, frustratingly, the author has not been able to prove this.
On the other hand, this result is expected on general grounds. By causality one
expects { ˙¯µA(q), ·}• to act trivially in D[N ]◦ which lies outside the causal domain of
influence of q. Furthermore, such schock wave solutions, that skim along a branch NA
of N , without entering D[N ]◦, exist in linearized GR: The retarded minus advanced
Green’s function of a point on SA has this property. Indeed, according to Peierls’
prescription the Poisson bracket { ˙¯µA(q), gab} is proportional to this difference of Green’s
functions.
It may be shown directly from the field equations that the variation of initial data
δµ = { ˙¯µA(q), µ}• is precisely of the form corresponding to such a schock wave. To show
this it is convenient to start in de Donder gauge. In this gauge the trace reversed metric
perturbation γ¯ab = γab − 1/2gabγ satisfies ∇aγ¯ab = 0, where γab = δgab and γ = gabγab.
(We follow the notation of [Wald84] section 7.5. γ¯ab does not denote the formal complex
conjugate of γab.) The linearized field equations reduce to
∇c∇cγ¯ab − 2Rcabdγ¯cd = 0. (102)
A calculation shows that two solutions to this equation (and the gauge condition) match
accros NA to form a weak solution if and only if the quantities
∇rγαβ + 1
r
γαβ (103)
and
γ¯rβ (104)
match across NA. Here these quantities have been expressed using the aA chart
(u, r, y1, y2) defined in Appendix A, the indices α, β being aA chart coordinate indices.
In de Donder gauge certain non-trivial solutions to the past of NA can be matched to
the solution γab = 0 in D[N ]◦, to the future of NA. In these solutions (103) and (104)
must vanish on NA.
Rather than using de Donder gauge, it will more convenient to put the variation
{ ˙¯µA(q), ·}• into a gauge so that it preserves the aA chart. That is, we will represent the
variation by its effect on the aA chart components of the metric. On a vacuum solution
background g de Donder gauge is reached from any other gauge by the transformation
γab → γab + 2∇(aξb) with ∇a∇aξb = −∇aγ¯ab (see [Wald84] section 7.5). This equation
can always be solved with ξ = 0 on NA, and in this case γij, γir and γrr are unchanged by
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the transformation on NA. Only the uβ components of γab are changed. γ¯ru = 1/2gijγij,
γ¯rr = γrr, and γ¯ri = γri are also unchanged. (See (A.2 for the metric components in
the aA chart.) Thus a variation in C corresponds to a de Donder gauge solution which
matches the zero solution to the future of NA if
∇rγij + 1
r
γij = 0 (105)
and
γ¯rβ = 0. (106)
Of the remaining matching conditions ∇rγir + 1rγir = 0 holds as a consequence of (106)
and the fact that the generators are geodesics, and the matching of ∇rγuβ + 1rγuβ = 0,
which is affected by the transformation, across NA partly fixes the solution 2∇(aξb) to
the future of NA.
The variation of the aA chart components γαβ = δgαβ of the metric under δ ∈ C is
γuβ = γrβ = 0 γij = ρ˙r
2δeij, so γ = 0 and (106) holds. The matching condition (105)
becomes, after some calculation,
∂rδeij +
1
r
δeij − ∂rek(ieklδej)l = 0. (107)
Expressed in terms of µ and µ¯ this is
0 = ∂r
[
r exp[
∫ r
1
µ¯dµ−µdµ¯
1−µµ¯ ]δ
◦µ
1− µµ¯
]
(108)
0 = ∂r
[
r exp[− ∫ r
1
µ¯dµ−µdµ¯
1−µµ¯ ]δ
◦µ¯
1− µµ¯
]
. (109)
But by (71) these equations are satisfied by δ = { ˙¯µA(q), ·}•, so this variation indeed
corresponds to a shock wave that skims along NA without entering D[N ]◦.
This calculation provides, in addition, a non-trivial, independent verification of the
somewhat intricate form of the bracket (71).
5.2. θ gauge fixing and Dirac bracket on completely free data
In order to avoid gauge fixing the θ chart on S0 we have extended the phase space by
letting τ˜R and τ˜L be independent fields, and treating the relation (30), which may be
expressed as
0 =
1
16πG
[2ρ0∂pλ− τ˜R i∂psiR − τ˜Lm∂psmL ] ≡ κp, (110)
as a constraint.
A completely constraint free theory can be obtained by solving the constraint,
fixing gauge, and calculating the corresponding Dirac bracket. The Dirac bracket
corresponding to the gauge condition θ1 = y1L, θ
2 = y2L (i.e. sL = id) is easily obtained
from the explicit expressions for the • brackets on the extended phase space. It is
{·, ·}∗ = {·, ·}• −
∫
S0
∂θp
∂ymL
[{·, smL }•{κp, ·}• − {·, κp}•{smL , ·}•] d2θ, (111)
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where of course, ∂θ
p
∂ymL
= δpm in the chosen gauge. (The same bracket can also be
obtained by solving (4) and (5) imposing the constraint and gauge fixing condition
on the variations in C.)
According to (64) and the subsequent discussion, the only datum that has non-zero
• bracket with sL is τ˜L. The Dirac bracket thus differs from • bracket only when one
of the arguments depends on τ˜L. On the other hand neither τ˜L nor sL are needed to
coordinatize the gauge fixed constraint surface, the remaining initial data suffice. Thus
the ∗ brackets of a complete set of coordinates on the physical phase space, namely our
data excluding sL and τ˜L, are identical to the corresponding • brackets.
A disadvantage of this gauge fixing is that it introduces an artificial asymmetry
between the two branches of N . Extending the phase space is a simple way to treat the
data on the two branches symmetrically.
6. Calculation of the brackets
How are the brackets obtained from conditions (4, 5) or (6, 5)? The following is both a
derivation indicating how the brackets can be deduced from the conditions, and a proof
demonstrating that the brackets presented in the last section satisfy these conditions
and that they constitute the unique solution.
More precisely, it is demonstrated that these brackets satisfy (4
δϕ = ωN [{ϕ, ·}•, δ] ∀ δ ∈ C, (112)
and (5),
{ϕ, ·}• ∈ C. (113)
for all ϕ ∈ Φ, but that {ϕ, ·}• is determined uniquely for each ϕ already by the seemingly
weaker pair of conditions (6)
δϕ = ωN [{ϕ, ·}•, δ] ∀ δ ∈ C ∩ A, (114)
and (5). The two sets of conditions are thus equivalent, but the fact that (6, 5),
determines {ϕ, ·}• was used in the demonstration that the • bracket reproduces the
Peierls bracket on observables.
We will begin by solving (6, 5) for all ϕ, but with δ restricted to satisfy 0 = δe =
δsL = δsR = δρ0. This determines all the brackets with sL, sR, and ρ0 as the second
argument. Then it is proved that (6, 5) is equivalent to (4, 5). That is, it has a unique
solution when (4, 5) does.
We then continue solving, but with (4, 5), and ϕ = 〈µ〉, a weighted average of µ and
δ restricted by 0 = δsL = δsR = δρ0. Both the case in which 〈µ〉 is µ integrated against
a weighting functions on NL and NR and the case in which the weighting function is
supported only on S0 will be considered.
This, together with a similar analysis of the case in which ϕ is a smearing of µ¯,
determines the brackets among µ and µ¯. The brackets of µ and µ¯ with the remaining
data are obtained by once more solving (4) with ϕ = 〈µ〉 and ϕ = 〈µ¯〉, but now without
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the restrictions on δ. Finally, the brackets among λ, τ˜R, and τ˜L are found by solving
(4) with ϕ taken to be smearings of these three data over S0. In each step the brackets
obtained in the previous steps are used.
In this procedure (4) is solved first, assuming that (5) holds, and then it is shown
that the resulting bracket indeed satisfies (5):
6.1. The brackets of sL, sR, and ρ0
Let us begin then by considering (4) restricted to variations δ such that 0 = δe = δsL =
δsR = δρ0. For such variations ξ⊥ = δskA∂ykA vanishes, so δ
◦e = δye = δe = 0. As a
consequence (4) becomes
δϕ = ωN [{ϕ, ·}•, δ] = 1
16πG
A[{ϕ, ·}•, δ]
= − 1
16πG
∫
S0
2{ϕ, ρ0}• δλ+ {ϕ, siR}• δτ˜R i + {ϕ, smL }• δτ˜Lm d2θ, (115)
where A = AL + AR. Substituting for ϕ each of the data coordinatizing the extended
phase space (smeared against weighting functions on S0, NL or NR) one finds that the
only non-zero brackets of ρ0, sR and sL are
{λ(θ1), ρ0(θ2)}• = −8πGδ2(θ2 − θ1), (116)
{τ˜B i(θ1), sjA(θ2)}• = −16πGδABδji δ2(θ2 − θ1). (117)
In fact (115) determines the brackets {ϕ, ρ0(θ)}• and {ϕ, skA(θ)}• for all smeared data ϕ.
All are zero except (116) and (117). Note that because of the smoothness of variations
of ρ0 and s
k
A in C, the requierment that {ϕ, ·} ∈ C implies that these brackets, for ϕ ∈ Φ
are determined as functions, not just as distributions.
6.2. Uniqueness proof
We are now ready to show that (6) and (5) determine {ϕ, ·}• uniquely.
The previous subsection shows that (6, 5) completely determine {ϕ, ρ0}• and
{ϕ, skA}•.
Let Xϕ be the difference between two distinct solutions {ϕ, ·}• and {ϕ, ·}′• to (6,
5). Then Xϕ ∈ C and
0 = ωN [Xϕ, δ] (118)
for all dg ∈ C ∩ A. But, because the brackets with ρ0 and sA are unique Xϕρ0 =
XϕsA = 0. This together with the restriction δρ0 = δsA = 0 implies that AA[Xϕ, δ] =
BA[Xϕ, δ] = 0, so (118) reduces to
0 = C[Xϕ, δ] (119)
Setting δ1 = Xϕ and δ2 = δ in (59) one obtains
C[X〈µ〉, δ] = 4
∫
S0
d2θ
{
✷˜1✷2 − ✷˜2✷1 +
∑
A=L,R
∫ v˙A
1
✷2∂vA✷˜1 −✷1∂vA✷˜2 dvA
}
. (120)
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(Since δ◦1R = δ1 = δ
◦
1L and δ
◦
2R = δ2 = δ
◦
2L the surface terms at S0 coming from the two
branches are equal.)
Under variations δ ∈ C∩A both δµ and δµ¯ are smooth on NL and on NR, and both
vanish on SL and SR because admissible variations are real. It is also true that δµ¯ = [δµ]
∗
in this case, but stationarity still requires stationarity with respect to independent δµ
and δµ¯ since δµ+ δµ¯ and δµ− δµ¯ are independent.
First let us consider δµ and δµ¯ which vanish at S0. Because Xϕ ∈ C both Xϕµ
and Xϕµ¯ are smooth on N − S0, the requierment that (119) holds for such δ implies
that ✷1 and ✷˜1 are constant save at S0 on each branch. In addition Xϕ ∈ C requires
that Xϕµ˙A = 0 on each truncating surface SA. Thus ✷1 = 0 there, and therefore on all
of N − S0. It also requires that Xϕµ¯}• be smooth throughout each branch. ✷˜1 must
therefore have a single constant value on all of N . Incorporating these restrictions (120)
reduces to
C[X〈µ〉, δ] = −4
∫
S0
✷˜1✷2 + ✷˜2✷1d
2θ. (121)
Demanding that this vanishes also for δ ∈ C ∩A which do not vanish on S0 implies that
✷1 and ✷˜1 vanish on all of N , establishing that Xϕµ = Xϕµ¯ = 0. That is {ϕ, µ}• and
{ϕ, µ¯}• are uniquely determined by (5) and (6) restricted to test variations such that
δρ0 = δsA = 0.
What would we have found had we applied the condition (4) instead of (6), but
also restricted to test variations such that δρ0 = δsA = 0? Exactly the same result.
This is easily verified explicitly and it is also a consequence of the fact that, as we shall
see, (4, 5) does have a solution. Thus (6) and the apparently stronger condition (4) are
equivalent when the test variations are restricted by δρ0 = δsA = 0.
To apply (6) fully it remains to impose it for test variations under which only ρ0, sL
and sR vary. But for such δ (6) is again equivalent to (4) because the set of variations
of this type in C ∩A is essentially the same as in C. In the first set they are required to
be real, and in the second not, which makes no difference to stationarity conditions.
In sum (6, 5) is fully equivalent to (4, 5). Since, as we shall see, the second pair of
conditions has a unique solution, so does the first pair.
We can now continue solving for the • bracket, but now using fully the conditions (4,
5). This implies, among other things, that {·, ·}• may be assumed to be antisymmetric
since we already know that this is a consequence of (4, 5). (It is not an evident
consequence of (6, 5) so it could not be assumed earlier without spoiling the uniqueness
proof.)
Assuming the antisymmetry of the bracket allows us to conclude from Subsection
6.1 that all brackets of ρ0, sR and sL with data other than λ, τ˜R, and τ˜L, respectively,
vanish.
Since the brackets of ρ0, sR, and sL with all data have been determined, the
expression ωN [{ϕ, ·}•, δ] may be evaluated for all δ ∈ C if ϕ is (a smearing of) ρ0,
sR, or sL. It is easily checked that the result is indeed δϕ, as (4) requiers. One corollary
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is that the brackets found so far already ensure that v˙A = (| det ∂pskA|ρ˙A/ρ0)
1
2 , which
depends only on ρ0, s
k
A, and the constant field ρ˙A, satisfies
δv˙A = ωN [{v˙A, ·}•, δ] ∀δ ∈ C, (122)
a result that will be used further on.
6.3. The brackets among µ and µ¯
To obtain the brackets of µ with µ and µ¯ we solve (4) with ϕ = 〈µ〉, a weighted average
of µ, and δsL = δsR = δρ0 = 0 but δe not necessarily zero.
Averages of µ over the branches NL and NR as well as averages over S0 only will
be considered. A subtlety arises when treating the variations of an average 〈µ〉 over
a branch NA when the weighting function does not vanish at the truncation surface
SA: The average 〈µ〉 varies not only due to the variation of the field µ but also due
to that of v˙A. This complication can be avoided by restricting attention to weighting
functions that vanish at ∂N , which would be sufficient for our main purpose of obtaining
a bracket that correctly reproduces the Peierls brackets of observables of the interior
of the domain of dependence of N . Here arbitrary smooth weighting functions, which
need not vanish on any part of ∂N , will be allowed, because this actually implies only
a small additional effort and as a consequence (4) and (5) determine the brackets of
all data on N uniquely. (It must be admitted, however, that at present the physical
meaning of the additional brackets obtained in this way, namely those of µ and µ¯ on
∂N , is unclear.)
Since 〈µ〉 depends only on µ and v˙A = (| det ∂pskA|ρ˙A/ρ0)
1
2 for the two branches, it •
commutes with sL, sR, and ρ0. This, together with the conditions δsL = δsR = δρ0 = 0,
implies that AA[{〈µ〉, ·}•, δ] and BA[{〈µ〉, ·}•, δ] vanish, so (4) reduces to
δ〈µ〉 = ωN [{〈µ〉, ·}•, δ] = 1
16πG
C[{〈µ〉, ·}•, δ], (123)
where C = CL+CR. It also follows that the variation ∆〈µ〉 ≡ {〈µ〉, ·}• generated by 〈µ〉
satisfies ∆◦〈µ〉 = ∆
y
〈µ〉 = ∆〈µ〉 and similarly that δ
◦ = δy = δ.
Since v˙A commutes with both µ and µ¯ the average 〈·〉 can be moved outside
the • brackets in {〈µ〉, µ(p)}• and {〈µ〉, µ¯(p)}• for all p ∈ N , which implies that
C[{〈µ〉, ·}•, δ] = 〈C[{µ, ·}•, δ]〉 independently of any restrictions on δ - that is, for all
δ ∈ C. But 〈C[{µ, ·}•, δ]〉 is manifestly independent of any variation of v˙A under δ or
generated by the data. It depends only on the values of v˙L and v˙R in the data set
on which it is being evaluated. If, furthermore, δ satisfies δsL = δsR = δρ0 = 0 then
δv˙A = 0 and thus δ〈µ〉 = 〈δµ〉, so (123) is equivalent to
〈δµ〉 = 1
16πG
〈C[{µ, ·}•, δ]〉. (124)
In other words (123) may be solved treating v˙A as fixed.
In solving (123) we will, for the sake of clarity, temporarily abandon the approach
of deriving the solutions from the equations and rather just prove that the expressions
for {〈µ〉, µ}• and {〈µ〉, µ¯}• determined by (70) and (71) satisfy (123) and also (5). The
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uniqueness proof for {ϕ, µ}• and {ϕ, µ¯}• of the last subsection demonstrates that these
are the only solutions. and that they are the unique expressions that do so.
Let us verify then that the brackets of µ given in (70) and (71) satisfy (123).
Consider first the case in which µ is smeared over the bulk of N : Let 〈µ〉h =∑
A=L,R
∫
S0
∫ v˙A
1
hAµ dvA d
2θ, where the weighting function hA is smooth on NA but
does not necessarily match the weighting function of the other branch at S0, and let
δ1 = {〈µ〉h, ·}•. According to (70) and (71)
✷1 = 0 (125)
✷˜1(p) = 4πG
∫ v(p)
1
hAe
−α1− µµ¯
v
√
ρ0
dv (126)
on each branch NA, where the integral is taken along the generator from S0 to p ∈ NA.
It follows that ✷˜1 = 0 on S0 and that
∂v✷˜1 = 4πGhAe
−α1− µµ¯
v
√
ρ0
. (127)
The only non-zero term in the integrand of (59) is thus
✷2∂v✷˜1 = 4πGhAδ
◦
2µ, (128)
and consequently
CA[{〈µ〉h, ·}•, δ2] = 16πG
∫
NA
hAδ
◦
2µ dv d
2θ. (129)
If δ2 = δ then δ
◦
2 = δ so, summing the contributions of the two branches, one obtains
ωN [{〈µ〉h, ·}•, δ] = 1
16πG
C[{〈µ〉h, ·}•, δ] = δ〈µ〉h, (130)
as expected.
Notice that (129) is valid for all δ2 ∈ C. The restrictions δ2sL = δ2sR = δ2ρ0 = 0
were used only to pass to (130). This was done so that the expression can be reused
further on. For the same reason expressions (131 - 133), (135 - 138), and (143), that
determine CA[{ϕ, ·}•, δ2] for ϕ = 〈µ〉k, 〈µ¯〉h, and 〈µ¯〉k respectively, will be calculated for
unrestricted δ2 ∈ C.
Suppose µ is smeared only over S0. Let 〈µ〉k =
∫
S0
kµ d2θ, with k a smooth density
on S0, and let δ1 = {〈µ〉k, ·}•. (70) and (71) then give
✷1 = 0 (131)
✷˜1(p) = 4πG
[
k
1− µµ¯√
ρ0
]
p0
, (132)
where p0 is the base point on S0 of the generator through p. As a consequence ∂v✷˜1 = 0
and the only non-zero term in the integrand of (59) is
✷˜1✷2 = 4πGkδ
◦
2µ, (133)
which leads once more to the result that (123) is satisfied:
ωN [{〈µ〉k, ·}•, δ] = δ〈µ〉k. (134)
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It is quite easy to check that {〈µ〉, ·}• as defined by the structure relations (70 - 77)
also satisifies (5), that is {〈µ〉, ·}• ∈ C. We will return to this issue at the end of this
section, where it will be shown that all the variations {ϕ, ·}• defined by the structure
relations presented in Section 5 satisfy (5).
Now let us turn to the brackets of µ¯ with µ¯ and µ. These are determined, much like
the brackets of µ, by solving (4) and (5) with ϕ = 〈µ¯〉, a smearing of µ¯, and δ restricted
to variations such that δsL = δsR = δρ0 = 0. The uniqueness of these brackets has
already been established Subsection 6.2. And the demonstration that v˙A can be treated
as constant goes over mutatis mutandis to the present case. It remains only to show
that the brackets (70) and (71) indeed form a solution.
If δ1 = {〈µ¯〉h, ·}•, the variation generated by µ¯ smeared over the bulk of N , then,
by (70) and (71),
✷˜1 = 0 (135)
✷1 = ✷
L
1 +✷
R
1 , (136)
where ✷A1 (p) = 0 if p ∈ N −NA and
✷
A
1 (p) = −4πG
∫ v˙
v(p)
hAe
α 1− µµ¯
v
√
ρ0
dv (137)
if p ∈ NA, with the integral taken along the generator of NA from p to SA. ✷1 is in
general discontinuous at S0, since on S0 (and only there) two generators pass through
each point, and ✷1 is the sum of the integrals along each of these.
The integrand ✷1∂v✷˜2 in the expression (59) for CA is nevertheless unambiguously
defined, because δ2µ¯ (and thus ✷˜2) is smooth on NA for any δ2 ∈ C. In fact, the
discontinuity in ✷1 at S0 does not affect the integral over v in (59). Changing the value
of the integrand at S0 only will not change the value of this integral, so one may replace
✷1 by ✷
A
1 there. Integrating by parts one then obtains
CA = 2
∫
S0
d2θ
{
✷˜2(2✷
A
1 −✷1) + 2
∫ v˙
1
✷˜2∂v✷
A
1 dv
}
, (138)
where ✷˜1 = 0, by (135), and ✷1 = ✷
A
1 = 0 on SA, by (137), have been used. When
δ2 = δ the restrictions on δ imply that δ
◦
2L = δ2 = δ
◦
2R so the surface terms in the sum
CL + CR cancel and
✷˜2∂v✷
A
1 = 4πGhAδµ¯ (139)
on NA. As a result
ωN [{〈µ¯〉h, ·}•, δ] = 1
16πG
C[{〈µ¯〉h, ·}•, δ] = δ〈µ¯〉h, (140)
as should be.
When δ1 = {〈µ¯〉k, ·}•, the variation generated by µ¯ smeared over S0, (70) and (71)
imply
✷˜1 = 0 (141)
✷1(p) =
{
−4πG
[
k 1−µµ¯√
ρ0
]
p
if p ∈ S0
0 otherwise
(142)
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By (59)
CA = −2
∫
S0
✷1✷˜2 d
2θ = 8πGδ◦2A〈µ¯〉k. (143)
Summing the contributions from both branches, recalling δ◦L = δ = δ
◦
R, we find that
(140) holds also when the average over S0, 〈µ¯〉k, replaces 〈µ¯〉h.
6.4. The brackets of µ with λ, τR[f ], and τL[g]
The brackets of µ with data other than µ and µ¯ are obtained by imposing δ〈µ〉 =
ωN [{〈µ〉, ·}•, δ] for all δ ∈ C, using the expressions for the brackets found up to this
point to simplify this condition.
Let us consider the case in which µ is smeared over the bulk of N . Since the
restrictions on δ have been lifted δv˙A need not vanish, so δ〈µ〉h may not equal 〈δµ〉h.
Rather
δ〈µ〉h = 〈δµ〉h +
∑
A=L,R
∫
SA
hAµδv˙A d
2θ. (144)
Nevertheless, just as in our earlier considerations, the variations of v˙A ultimately do not
affect the calculation of the brackets:
ωN [{〈µ〉h, ·}•, δ] = 〈ωN [{µ, ·}•, δ]〉h +
∑
A=L,R
∫
SA
hA µωN [{v˙A, ·}•, δ] d2θ,
(145)
and by (122) the second term is just
∑
A=L,R
∫
SA
hµ δv˙A d
2θ, so (4) is equivalent to
〈δµ〉h = 〈ωN [{µ, ·}•, δ]〉h ∀δ ∈ C, (146)
an equation like (124), in which variations of v˙A play no role.
Let us therefore solve (146). Since we no longer require that δρ0 or δsA vanish
〈AA[{µ, ·}•, δ]〉h and 〈BA[{µ, ·}•, δ]〉h might not vanish either. By (52)
〈BA[{µ, ·}•, δ]〉h =
∫
S0
∂vAµ
(1− µµ¯)2{〈µ〉h, µ¯}• (δρ0 − £ξ⊥Aρ0) d
2θ. (147)
(v˙ commutes with µ¯ so the average 〈·〉h can be taken inside the bracket.) In the present
case this is zero because
{〈µ〉h, µ¯(p)}• = 4πG
[
eα
1− µµ¯
vρ0
]
p
∫ v(p)
1
he−α
1− µµ¯
v′
dv′, (148)
which vanishes when p ∈ S0.
By (129)
〈CA[{µ, ·}•, δ]〉h = 16πG
∫
S0
∫ v˙A
1
hAδ
◦
Aµ dvAd
2θ (149)
where
δ◦A = δ − £ξ⊥A −
1
2
(δ ln ρ0 −£ξ⊥A ln ρ0) vA∂vA . (150)
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Adding up the A and C contributions from both branches (and taking into account
ξ⊥ = δskA∂ykA) one obtains
〈ωN [{µ, ·}•, δ]〉h = 〈δµ〉h + 〈E〉h, (151)
with
E(p) = −
[
£ξ⊥Aµ+
1
2
(δ ln ρ0 − £ξ⊥A ln ρ0) vA∂vAµ
]
p
+
1
16πG
(
{µ(p), τL[ξ⊥L]}• + {µ(p), τR[ξ⊥R]}• + 2
∫
S0
{µ(p), λ}• δρ0 d2θ
)
(152)
when p ∈ NA. The first term in E, equal to δ◦Aµ − δµ on NA, is ambiguous on S0.
The average 〈E〉h is a sum of an integral over NR and an integral over NL, and the
corresponding form of the first term of E should be used in each. But ultimately S0
makes no contribution to either integral since the integrand is finite there and S0 has
measure zero in the measure h dv d2θ of the integral.
Equation (146) requiers 〈E〉h to vanish for all h, δρ0, δsL, and δsR (satisfying δsA
on ∂S0), so
{µ(p), λ(θ)}• = 4πG 1
ρ0
δ2(θ − θp)[vA∂vAµ]p, (153)
{µ(p), τA[f ]}• = 8πG[2£fµ− £fρ0
ρ0
vA∂vAµ]p, (154)
{µ(p), τ−A[g]}• = 0, (155)
hold as distributional equalities on NA with A = L or R (−A indicating in each case the
opposite branch). The requierment, stemming from (5), that {µ(p), ϕ}• be smooth in p
on NA − S0 then implies that (153 - 155) hold for all p ∈ NA − S0. These expressions
agree with the expressions for the same brackets given in (72 - 74).
Requiering (4) and (5) to hold for ϕ = 〈µ〉k determines the brackets further.
BA[{〈µ〉k, ·}•, δ] does not vanish, since by (71)
{〈µ〉k, µ¯(p)}• = 4πG[ k
ρ0
(1− µµ¯)2]p (156)
when p ∈ S0. Rather
BA[{〈µ〉k, ·}•, δ] = 4πG〈(δ ln ρ0 −£ξ⊥A ln ρ0)∂vAµ〉k. (157)
Equation (59), and (131 - 133), imply that
CA[{〈µ〉k, ·}•, δ] = 8πG〈δ◦Aµ〉k, (158)
so
ωN [{〈µ〉k, ·}•, δ] = δ〈µ〉k + 〈FL + FR〉k, (159)
where
FA(p) =
1
16πG
{
{µ(p), τA[ξ⊥A]}• +
∫
S0
{µ(p), λ}• δρ0 d2θ
}
− 1
2
[
£ξ⊥Aµ+
1
2
(δ ln ρ0 −£ξ⊥A ln ρ0) vA∂vAµ
]
p
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+
1
4
[(δ ln ρ0 − £ξ⊥A ln ρ0) ∂vAµ]p (160)
=
1
16πG
{
{µ(p), τA[ξ⊥A]}• +
∫
S0
{µ(p), λ}• δρ0 d2θ
}
− 1
2
£ξ⊥Aµ(p). (161)
Thus (4) requiers that 〈FL + FR〉k = 0. This leads to a rather simple result for the
brackets:
{µ(p), λ(θ)}• = 0 (162)
{µ(p), τR[f ]}• = 8πG£fµ(p), (163)
{µ(p), τL[g]}• = 8πG£gµ(p), (164)
in agreement with (75 - 77). Once more the smoothness requierment included in (5)
implies that (162 - 164) hold not only almost everywhere but for all p ∈ S0.
6.5. The brackets of µ¯ with λ, τR[f ], and τL[g]
The brackets of µ¯ with λ, τR[f ], and τL[g] are obtained in a similar way. The calculations
are a little more intricate, but on the other hand the two cases in which the average 〈µ¯〉
is taken over the bulk of N and in which it is restricted to S0 are treated simultaneously.
In the following 〈·〉 will represent both 〈·〉h and 〈·〉k.
As in the calculation of the corresponding brackets of µ, (4) is equivalent to
〈δµ¯〉 = 〈ωN [{µ¯, ·}•, δ]〉. (165)
(52), (70), and (71) imply that∑
A=L,R
〈BA[{µ¯, ·}•, δ]〉 =
∑
A=L,R
∫
S0
∂vA µ¯
(1− µµ¯)2{〈µ¯〉, µ}• (δρ0 −£ξ⊥Aρ0) d
2θ (166)
= 16πG〈I〉, (167)
with
I(p) = −1
4
[
eα
1− µµ¯
v
]
p
[
(δ ln ρ0 −£ξ⊥L ln ρ0)
∂vL µ¯
1− µµ¯ + (δ ln ρ0 −£ξ⊥R ln ρ0)
∂vR µ¯
1− µµ¯
]
p0
,
(168)
where p0 is the base point on S0 of the generator through p ∈ N .
When 〈·〉 is an average over the bulk of N (136 – 138) imply that 〈C[{µ¯, ·}•, δ]〉 =
16πG〈J〉 with
J(p) = δ◦Aµ¯(p)−
1
2
[
eα
1− µµ¯
vA
]
p
[
δ◦Aµ¯− δ◦−Aµ¯
1− µµ¯
]
p0
. (169)
(Once more A labels the branch of p while −A labels the opposite branch: −L = R,
−R = L). This expression is also valid when 〈·〉 is an average over S0. In that case
(143) shows that 〈C[{µ¯, ·}•, δ]〉k = 8πG〈δ◦Lµ¯+ δ◦Rµ¯〉k, which coincides with 16πG〈J〉k.
Thus
〈ωN [{µ¯, ·}•, δ]〉 = 〈I + J
+
1
16πG
{
{µ¯(p), τL[ξ⊥L]}• + {µ¯(p), τR[ξ⊥R]}• + 2
∫
S0
{µ¯(p), λ}• δρ0 d2θ
}
〉. (170)
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Equation (4) therefore requires that
0 = 〈−
[
£ξ⊥A µ¯+
1
2
(δ ln ρ0 − £ξ⊥A ln ρ0) vA∂vA µ¯
]
p
+
1
2
[
£ξ⊥Aµ¯− £ξ⊥−A µ¯− (δ ln ρ0 − £ξ⊥−A ln ρ0) ∂v−A µ¯
]
p0
1
vA(p)
e
−2 ∫ p
p0
µdµ¯
1−µµ¯
+
1
16πG
{
{µ¯(p), τL[ξ⊥L]}• + {µ¯(p), τR[ξ⊥R]}• + 2
∫
S0
{µ¯(p), λ}• δρ0 d2θ
}
〉. (171)
(Here the identity eα(p) [1 − µµ¯]p/[1 − µµ¯]p0 = e−2
∫ p
p0
µdµ¯
1−µµ¯ has been used.) This implies
the brackets
{µ¯(p), λ(θ)}• = 4πG 1
ρ0
δ2(θ − θp)
{
[vA∂vA µ¯]p + [∂v−A µ¯]p0
1
vA(p)
e
−2 ∫ p
p0
µdµ¯
1−µµ¯
}
, (172)
{µ¯(p), τA[f ]}• = 8πG
{
[2£f µ¯− £fρ0
ρ0
vA∂vA µ¯]p − [£f µ¯]p0
1
vA(p)
e
−2 ∫ p
p0
µdµ¯
1−µµ¯
}
, (173)
{µ¯(p), τ−A[g]}• = 8πG[£gµ¯− £gρ0
ρ0
∂v−A µ¯]p0
1
vA(p)
e
−2 ∫ p
p0
µdµ¯
1−µµ¯ , (174)
equivalent to (78-80). The smoothness of variations of µ¯ in C implies that these equations
hold for all p ∈ N .
6.6. The brackets between λ, τ˜R i, and τ˜Lm
It remains to find the brackets between λ, τ˜R i, and τ˜Lm. These will be obtained by
imposing (4) with ϕ taken to be smearings of each of the three data in turn. The
expressions for the brackets obtained so far imply that
ωN [{〈λ〉k, ·}•, δ] = δ〈λ〉k + 1
16πG
〈KR +KL〉k, (175)
where
KA(p) =
∫
S0
{λ(p), λ}• δρ0 d2θ + {λ(p), τA[ξ⊥A]}•
+ 8πG
[
1
(1− µµ¯)2 (∂vAµ δ
yAµ¯+ ∂vA µ¯ δ
yAµ)
]
p
+
∫
S0
1
(1− µµ¯)2{λ(p), µ¯}•∂vAµ δ
yAρ0 d
2θ + CA[{λ(p), ·}•, δ]. (176)
The individual terms can be simplified further. By (172)∫
S0
1
(1− µµ¯)2{λ(p), µ¯}•∂vAµ δ
yAρ0 d
2θ = −4πG
[
∂vR µ¯+ ∂vL µ¯
(1− µµ¯)2 ∂vAµ δ
yA ln ρ0
]
p
. (177)
CA[{λ(p), ·}•, δ] can be evaluated as follows: Let ∆λ = {λ(p), ·}•, then by (150)
∆◦λ = {λ(p), ·}• + 4πG
1
ρ0
δ2(θ − θ(p))vA∂vA . (178)
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Thus by (153), (162), and (71)
∆◦λµ(q) = 4πG
1
ρ0
δ2(θ(q)− θ(p))(∂vAµ)pH(q, p) (179)
= −
[
∂vAµ
(1− µµ¯)2
]
p
{µ¯(p), µ(q)}•. (180)
(Since p ∈ S0, δ2(θ(q)− θ(p))H(q, p) vanishes except when q = p.) Similarly, by (172),
∆◦λµ¯(q) = − 4πG
1
ρ0
δ2(θ(q)− θ(p)) 1
vA(q)
e−2
∫ q
p
µdµ¯
1−µµ¯ (∂v−A µ¯)p (181)
= −
[
∂v−A µ¯
(1− µµ¯)2
]
p
{µ(p), µ¯(q)}•, (182)
so, by (158) and (143),
CA[{λ(p), ·}•, δ] = −
[
∂v−A µ¯
(1− µµ¯)2
]
p
CA[{µ(p), ·}•, δ]
−
[
∂vAµ
(1− µµ¯)2
]
p
CA[{µ¯(p), ·}•, δ] (183)
= − 8πG
[
1
(1− µµ¯)2 (∂vAµ δ
◦
Aµ¯+ ∂v−A µ¯ δ
◦
Aµ)
]
p
. (184)
Summing all the terms one finds that
〈KR +KL〉k = 2
∫
S0
{〈λ〉k, λ}• δρ0 d2θ + {〈λ〉k, τR[ξ⊥R]}• + {〈λ〉k, τL[ξ⊥L]}•
− 8πG〈 1
(1− µµ¯)2 (∂vR µ¯− ∂vL µ¯)(£ξ⊥Rµ− £ξ⊥Lµ)〉k. (185)
By (4) 〈KR + KL〉k must vanish. Thus the coefficients of ξ⊥R = δsiR∂yi and
ξ⊥L = δsmL ∂ym in this expression must vanish, which leads immediately to the formula
(66) for the bracket of λ and τR[f ], and an analogous formula for the bracket of λ with
τL[g]. Only the first term on the right hand side of (185) depends on δρ0, so the bracket
of λ with λ vanishes, in agreement with (65).
Now let us solve (4) with ϕ = τA[f ]. For definiteness we take A = R, the calculation
for A = L being entirely analogous.
ωN [{τR[f ], ·}•, δ] = δτR[f ] + 1
16πG
M [f ], (186)
where
M [f ] = 2
∫
S0
{τR[f ], λ}• δρ0 d2θ + {τR[f ], τR[ξ⊥R]}• + {τR[f ], τL[ξ⊥L]}•
+ 4πG
∫
S0
£fρ0 ∂vRepq δ
yRepq d2θ
− 1
4
∫
S0
({τR[f ], epq}• + 16πG£fepq)∂vRepq δyRρ0 d2θ
− 1
4
∫
S0
{τR[f ], epq}•∂vLepq δyLρ0 d2θ
+ C[{τR[f ], ·}•, δ]. (187)
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Here the relations {τR[f ], siR}• = −16πGf i and {τR[f ], smL }• = 0 have been used. These
imply that if ∆τR ≡ {τR[f ], ·}• then ∆yRτR = {τR[f ], ·}•+ 16πG£f and ∆yLτR = {τR[f ], ·}•.
Simplifying the terms of (187) we find
M [f ] = − 16πG
∫
S0
1
(1− µµ¯)2 [∂vR µ¯− ∂vL µ¯]£fµ δρ0 d
2θ
+ {τR[f ], τR[ξ⊥R]}• + {τR[f ], τL[ξ⊥L]}•
− 16πG
∫
S0
1
(1− µµ¯)2 £fρ0[∂vRµ(δµ¯− £ξ⊥Rµ¯) + ∂vR µ¯(δµ−£ξ⊥Rµ)] d
2θ
− 8πG
∫
S0
1
(1− µµ¯)2 [£fµ ∂vR µ¯+ (£f µ¯− £f ln ρ0 ∂vR µ¯)∂vRµ
− 2(£fµ ∂vR µ¯+£f µ¯ ∂vRµ)]δyRρ0 d2θ
− 8πG
∫
S0
1
(1− µµ¯)2 [£fµ ∂vL µ¯+ (£f µ¯− £f ln ρ0 ∂vR µ¯)∂vLµ]δ
yLρ0 d
2θ
+ C[{τR[f ], ·}•, δ]. (188)
To evaluate C[{τR[f ], ·}•, δ] note that the R branch modified variation
corresponding to ∆τR ≡ {τR[f ], ·}• is
∆◦τR R = {τR[f ], ·}• + 16πG£f − 8πG£f ln ρ0 vR∂vR , (189)
while the L branch modified variation is simply
∆◦τR L = {τR[f ], ·}•. (190)
Thus
✷τR R(p) = 0 ∀p ∈ NR − S0
✷τR L(p) = 0 ∀p ∈ NL − S0
✷τR R(p) = 8πG[
√
ρ0
1−µµ¯(£fµ− £f ln ρ0 ∂vRµ)]p ∀p ∈ S0
✷τR L(p) = −8πG[
√
ρ0
1−µµ¯£fµ]p ∀p ∈ S0
✷˜τR R(p) = 8πG[
√
ρ0
1−µµ¯£f µ¯]p0 ∀p ∈ NR
✷˜τR L(p) = −8πG[
√
ρ0
1−µµ¯(£f µ¯−£f ln ρ0 ∂vR µ¯)]p0 ∀p ∈ NL
(191)
Note that ✷τR and ∂v✷˜τR both vanish everywhere on N − S0. Thus, substituting into
(59), one obtains
C[{τR[f ], ·}•, δ] = −16πG
∫
S0
ρ0
(1− µµ¯)2 [(£fµ− £f ln ρ0 ∂vRµ) δ
◦
Rµ¯−£f µ¯ δ◦Rµ
−£fµ δ◦Lµ¯+ (£f µ¯−£f ln ρ0 ∂vR µ¯) δ◦Lµ] d2θ. (192)
After a rather large number of cancellations the sum of all contributions to M [f ]
becomes
M [f ] = {τR[f ], τR[ξ⊥R]}• + {τR[f ], τL[ξ⊥L]}•
+ 16πG
∫
S0
ρ0
(1− µµ¯)2 [£fµ(£ξ⊥Rµ¯− £ξ⊥R ln ρ0 ∂vR µ¯)
− £ξ⊥Rµ(£f µ¯− £f ln ρ0 ∂vR µ¯)
− £fµ(£ξ⊥Lµ¯− £ξ⊥L ln ρ0 ∂vL µ¯)
+£ξ⊥Lµ(£f µ¯− £f ln ρ0 ∂vR µ¯)] d2θ. (193)
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(4) requires that M [f ] = 0, so the brackets of τR with τR and τL can be read
off directly from (193), and are found to coincide with (67) and (68). Repeating the
calculation for ϕ = τL[g] yields analogous expressions for brackets of the twist variables
with L and R interchanged, including an expression for {τL[g], τR[f ]}• equivalent to the
one already obtained.
6.7. Verification of {ϕ, ·}• ∈ C
We have now imposed (4) for all weighted averages ϕ of the initial data over N or S0,
and shown that the brackets presented in (62 – 68), (70 – 80) form the unique solution
to these conditions, provided (5), {ϕ, ·}• ∈ C, holds for all these ϕ. Now we must verify
that (5) in fact holds with the brackets that have been found.
This amounts to demonstrating that {ϕ, µ˙A}• = 0 and {ϕ, sA}• = 0, for A = L,R,
that {ϕ, µ¯}• = 0 is smooth on each branch of N and continuous at S0, that {ϕ, µ}•
is smooth on NL − S0, NR − S0 and S0 with a possible step discontinuities between
these three manifolds, and that the variations under {ϕ, ·}• of the remaining data are
smooth on S0. The smoothness and continuity conditions, as well as {ϕ, sA}• = 0 follow
immediately from the smoothness conditions satisfied by the weighting functions in Φ
and the explicit expressions for the brackets.
As to the condition {ϕ, µ˙A}• = 0, by (61) this condition is equivalent to requiering
that
∆◦ϕAµ(q) = 0 ∀q ∈ SA (194)
on each of the two branches, where ∆◦ϕA is the modified variation corresponding to
∆ϕ ≡ {ϕ, ·}•.
For ϕ a smearing of µ, ρ0, sL, or sR the variation ∆
◦
ϕAµ(q) vanishes because these
data • commute with µ, ρ0, sL, and sR. The case ϕ = 〈µ¯〉 is also simple. Because
µ¯ • commutes with ρ0, sL, and sR the modified variation generated by 〈µ¯〉 is just
∆◦〈µ¯〉µ(q) = {〈µ¯〉, µ(q)}•. But when q ∈ SA this bracket vanishes. By (71) it receives
contributions only from µ¯ on SA which have zero weight in the average 〈µ¯〉. (See (137).)
There remain two non-trivial cases to consider: ϕ = 〈λ〉k and ϕ = τA[f ]. By (150)
∆◦λA = {λ(p), ·}• + 4πG
1
ρ0
δ2(θ − θ(p))vA∂vA . (195)
∆◦λAµ(q) was calculated in (180), and is zero for q ∈ SA. The bracket (153) ensures that
the first and second terms in (195) cancel when applied to µ(q). Similarly, the form of
∆◦τR on each branch is given in (189) and (190), with analogous forms holding for ∆
◦
τL
,
and their action on µ(q) is found to vanish for q ∈ SA. (See the first two lines of (191).)
Equation (5) thus holds. This completes the demonstration that the brackets we
have proposed constitute the unique solution to (4) and (5). Unlike in [Rei07] no
auxiliary assumptions were made about the brackets. In particular, it was assumed
in [Rei07] that the brackets respect causality, that is, that functions of the gravitational
field on causally unconnected domains commute. Here this emerges as a consequence of
the form of the symplectic form.
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7. Discussion
One of the first thing one would want, presented with such an intricate and intricately
derived result as is the Poisson bracket on free null initial data obtained here is check it
on some examples to see if it is correct. This has been done in a sense in the context of
cylindrical gravitational waves. Starting from standard canonical comutation relations
for spacelike initial data, Korotkin and Samtleben [KS98b] obtain the Poisson brackets
for an alternative complete set of data which they call the “monodromy matrix”. In
[FR17] A. Fuchs and the author obtain the same Poisson brackets for these data, starting
from (the cylindrically symmetric version of) the Poisson brackets on free null initial
data found here.
One would also want to see what the underlying structure is that is hiding in all
this apparent complexity. The monodromy matrix of [KS98b] can be regarded as null
initial data, and has simpler Poisson brackets, associated with a Yangian algebra, so
in the cylindrically symmetric case there are the beginnings of some understanding of
the structure. In [FR17] we also point out that the monodromy matrix captures all the
degrees of freedom of the conformal 2-metric except except the shock wave modes that
do not propagate into the interior of the domain of dependence of N . (Although we
do not give a proof of this claim there). As a result the bracket on these data preserve
reality in a straightforward way.
It would also be very interesting to know the extent to which the form of the •
bracket depends on choices made in calculating them, and to what extent they are
inevitable. The author believes that the brackets of the so called geometrical data are
essentially fixed by general relativity, because on generic spacetimes, for sufficiently
small N there exist many observables in the sense of our definition, and these fix the
brackets. Another strong indication that there is little room to alter the bracket, at
least the brackets among µ and µ¯, is the calculation in Subsection 5.1.2, which shows
that the perturbation of µ and µ¯ by a source localized at a point on NA must be of the
form produced by the brackets found here. To settle this question definitively one would
have to find necessary and sufficient conditions for the matching of the • bracket to the
Peierls bracket on observables, instead of only sufficient conditions. The chief obstacle
is of course that we don’t know much about the set of observables. This is probably a
hard way to improve the results presented here, but characterizing the set of observables
is very interesting in its own right.
A way forward that might be easier is to try to define the Poisson bracket as much
as possible in the standrad way as the inverse of the symplectic form. This requires
a complete characterization of the gauge and non-gauge diffeomorphisms, which in
turn requires a good understanding of the boundary term ωN [£ξ, δ] (11). This is also
interesting for other purposes: developing Hamiltonians to evolve the data to other
double null sheets; defining quasi-local energy, momentum, and angular momentum;
understanding what, if any, is the physical significance of the diffeomorphism data sL
and sR.
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A smaller project is to find out whether, or to what extent the condition (2) and
the hypothesys that {·, ·}• is a Poisson bracket, an antisymmetric biderivation satisfying
the Jacobi relations, determines the • bracket. Here {·, ·}• has been treated as a priori
simply a derivation in each of its arguments, and conditions stronger than (2) have been
imposed which ensure among other things that it is a Poisson bracket. But this may
be introducing arbitrariness in the calculation. In fact the bracket was originally found
more or less in this way, from (2) and the Jacobi relations, but by ad hoc procedures
which would have to be formalized.
One would also want to understand the appearance of the imaginary part in the
bracket. As we have argued, the imaginary part of the bracket is not a problem in a
theory of the interior of the domain of dependence of N , but it is certainly mysterious.
It does seem to be necessary though, within the present formalism, because if one simply
drops the imaginary part and keeps only the real part of the bracket in the expansion
(98) then one is left with the pre-Poisson bracket of [Rei07], which does not satisfy the
Jacobi relations.
The Poisson bracket on free null initial data was calculated chiefly as a starting
point for a canonical quantum theory of General Relativity without constraints. A
promising aspect of the formalism is that a polarization of the phase space immediately
suggests itself: µ, ρ0, sL and sR commute with the other half of the initial data ρ¯,
λ, τ˜L, and τ˜R. This could be the basis of quantization. In [FR17] A. Fuchs and the
author have advanced in another direction, namely, importing the detailed (although
incomplete) results about the quantization of cylindrical gravitational waves of [KS98b]
to null canonical gravity, with and without cylindrical symmetry.
8. Acknowledgements
I thank R. Gambini and C. Rovelli for key discussions, and the institutions at which
this work was carried out, CPT in Luminy, AEI in Potsdam, UNAM in Morelia, PI
in Waterloo, and the Universidad de la Repu´blica, for their support. I have benefitted
from the questions, comments, and encouragement of J. Zapata, L. Smolin, R. Epp, P.
Aichelburg, A. Perez, L. Freidel, J. Lewandowski, A. Rendall, H. Friedrich, C. Kozameh,
M. Bradley, I. Bengtsson, J. Peraza, and M. Paternain among others.
This work has been supported by PAPIIT-Universidad Nacional Auto´noma de
Me´xico through grant IN109415.
Appendix A. The aαA charts and admissible variations
In this appendix the definitions of admissible variations, and of the aA charts, given in
[Rei13], are recalled for the convenience of the reader.
Definition 3 A variation of the spacetime metric is admissible if
1 it is a real, smooth solution to the linearized field equations,
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2 it preserves the double null sheet N . That is, the varied generators from S0 sweep
out the same null branches NA in spacetime as do the original unvaried generators,
3 it leaves each generator that is contained in the boundary ∂N unchanged,
4 it leaves the area density ρ˙A on the truncation surfaces SA unchanged in the fixed
charts yA,
and finally,
5 within a spacetime neighborhood of each SA it leaves invariant a special metric
dependent chart formed by the aA coordinates defined below.
In [Rei13] it is shown that one may limit the variations δ appearing in the condition
(2),
δA = ωN [{A, ·}•, δ] ∀δ ∈ L0g, (A.1)
to admissible ones without weakening this condition, and that one may always chose
among the variations {A, ·} that satisfy this condition an admissible one. The reason is,
in sum, that because of diffeomorphism gauge invariance, because δ is already limited
to variations that vanish in a neighborhood of ∂N , and because it is assumed that the
area parameter v is non-stationary along the geodesics, one may add diffeomorphism
generators to both δ and {A, ·} without altering either side of (2), or the condition that
δ vanish near ∂N , in such a way that the variations thus modified are admissible.
One may thus restrict the variations in (2) to admissible ones. Since admissible
variations of the metric on N may be expressed in terms of variations of our free null
initial data on N this turns into a condition on the • bracket of these data.
The coordinates aαA = (uA, rA, y
1
A, y
2
A) form a chart on a spacetime neighborhood of
NA. On NA itself uA = 0 and the aA chart reduces to a coordinate system rA, y1A, y2A)
defined in much the same way as the vAθ chart, but with the truncating 2-surface SA
playing the role of S0: y
1 and y2 are constant on the generators of NA and coincide
on SA with the fixed y chart already introduced to define the diffeomorphism datum
s. r is an area parameter along the generators like v, but normalized to 1 on SA, so
r =
√
ρy/ρ˙ = v/v˙, where ρy is the area density on cross sections of NA in the y chart,
and ρ˙ is the area density on SA in this chart.
To obtain a chart on a four dimensional neighborhood r, y1, and y2 are extended off
NA by holding them constant on the null geodesics normal to the equal r cross sections
of NA and transverse to NA. Finally u is a parameter along these geodesics set to 0 on
NA and chosen such that ∂u · ∂r = −1. For definiteness u will be taken to be an affine
parameter, but this will not affect our considerations.
In the a chart the spacetime line element at NA takes the simple form
ds2 = −2dudr + hijdyidyj = −2dudr + r2ρ˙eijdyidyj, (A.2)
where eij are the y chart components of the conformal 2-metric.
Essentially all smooth variations of the free null initial data on N correspond to
admissible variations of the spacetime metric.
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Definition 4 The set A of admissible variations of the data on N consists of all
variations of the data such that
1 δepq is smooth on each branch of N , including in each case S0.
2 δρ0, δλ, δsL, δsR, and δτ are smooth on S0. As a consequence δτ˜A and δtA for
A = L,R are also smooth.
3 δsL and δsR vanish on ∂S0.
4 δρ˙A = 0 on SA for A = L,R.
The last condition only fixes δv˙ as a function of the variations of the other data.
It is clear that the variations of the initial data corresponding to an admissible
variation of the metric satisfies these conditions. The following is an outline of a proof
that establishes that, conversely, there always exists an admissible variation of the metric
matching variations of the initial data satisfying conditions 1 - 4. The non-trivial part
is to establish the existence of a smooth solution, δgab, to the linearized field equation,
δGab = 0, matching the given variations of the initial data, which preserves N as a double
null sheet. (N already is a double null sheet with respect to the unperturbed metric.)
Once this is done the arguments of [Rei13] show that a diffeomorphism generator £ξ
may always be added to δ so that it also leaves the a charts invariant in a neighborhood
of each truncations surface SA. With that the result is established, since conditions 3
and 4 of the definition of admissible variations are equivalent to the conditions 3 and 4
above.
As preliminaries to establishing the existence of the solution recall that spacetime
M is assumed to be globally hyperbolic and note that spacetime can be covered with
open sets of compact closure (for instance the images of balls of R4 under the exponential
map) so the compact set N has an open neighborhood U of compact closure in M.
Finally J−[D[N ]], the causal past of the domain of dependence of N , is cut into two
disjoint pieces of by N , and so is therefore U . Call U− the part to the past of N and
U+ the part to the future.
Now to the outline proof: As a first step we use the algorithm of Sachs [Sac62], or
Dautcourt [Dau63], for calculating the solution metric and all its derivatives to obtain a
metric perturbation δgab, and all its spacetime derivatives, onN , such that the linearized
field equation and all its derivatives holds on N and the double nul sheet character of
N is maintained.
What remains is to extend this to a smooth solution on spacetime. To do this we use
a trick used in [Ren90]. We make an arbitrary smooth extension δ′gab of the variation of
the metric on N to spacetime that matches δgab and all its spacetime derivatives on N
and has support contained in U . That this can be done is guaranteed by the Whitney
extension theorem [Whi34] and the smoothness of the variations of the data, of the
unperturbed spacetime metric, and the compactness of S0. See [Ren90] for a discussion.
Consider now δ′Gab, the variation of the Einstein tensor corresponding to δ′gab.
Imposing the de Donder gauge we may solve the linearized field equations with δ′Gab as
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a source term by integrating it against the advanced Green’s function, recovering δ′gab
as the result. But, what if instead we set the source term to zero in the future of N , and
use only the restriction of δ′Gab to U− as a source? δ′Gab is smooth, has support only in
U and vanishes on N . In fact all its derivatives vanish on N , so replacing δ′Gab by zero
in U+ leaves a smooth function (within J
−[D[N ]]). Integrating it against the advanced
Green’s function from a point p ∈ N reproduces δgab on N because setting the source
to zero to the future of N does not affect this integral. On the other hand, if the point
p lies in the interior of D[N ] the result is changed, to a solution of the linearized field
equation without source term to the future of N . In other words, we obtain a solution of
this equation matching the variations of the initial data on N and preserving the double
null sheet character of N . Furthermore, since the source is smooth within the support
of the advanced Green’s function, which is contained in J−[D[N ]], and the linearized
Einstein equation is normally hyperbolic [BGP07] in de Donder gauge, the resulting
solution is smooth. This completes the argument.
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