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Abstract 
Starting from the intuition given by Wu’s algorithm for the resolution of polynomial systems, 
we construct new efficient resolution strategies for propositional clauses. @ 1998-Elsevier 
Science B.V. All rights reserved 
Kq~woraIF: Theorem proving; Clausal refutation; Propositional logic; Polynomial systems 
0. Introduction 
Wu’s algorithm is an efficient method for solving systems of polynomial equations. 
It is especially relevant in the framework of algorithmic geometry [2], where it can 
replace the well-known Griibner basis method. This algorithm relies upon ordering 
properties, and it involves a basic operation which is an extension of the standard 
euclidian division of polynomials. It is a natural idea to apply such an algorithm in 
the framework of theorem proving in propositional logic by considering propositional 
formulas as polynomials over the finite field with 2 elements and investigating the 
satisfiability problem as the study of the zeros of a polynomial system. This approach 
has been already developed in the case of Grijbner bases [4,5], cf. also [3, lo], and 
our initial purpose is to develop a similar approach for Wu’s algorithm. Theoretically, 
addressing the case of propositional formulas does not restrict the generality of the 
question since the general case of first-order formulas can be reduced to the former by 
using skolemization and unification - but, of course, it is not guaranteed that an efficient 
method for propositional calculus leads to an efficient method for first-order calculus. 
We shall see that translating Wu’s algorithm in the language of propositional for- 
mulas amounts, in the case of clauses, to computing resolvents, so that the algorithm 
is nothing more than a resolution strategy. Unfortunately, this strategy turns out to be 
very inefficient, at least in bad cases, so that our first conclusion is that Wu’s algorithm 
as it stands is irrelevant for resolution-based theorem proving. 
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Actually, the inefficiency of Wu’s method as a resolution strategy is caused by some 
tautologies that appear during the resolution process. However, this phenomenon is not 
intrinsically connected with the key idea of considering chains of clauses (relatively to 
some fixed ordering) and of performing iterated resolution with respect to the successive 
elements of the chains. By keeping this scheme but modifying the notion of chain, we 
construct directly a new resolution strategy, called here chain resolution, together with 
several variants. These methods are no longer translations of polynomial algorithms, 
but they avoid the above-mentioned tautology problems and they appear therefore as 
much more interesting. The main theoretical results we establish here are completeness 
theorems for chain resolution and its variants. 
It is well-known that resolution methods are generally not so efficient in practice 
as semantic methods like Davis and Putnam’s, Nevertheless, chain resolution seems to 
be rather promising, at least when compared with other resolution methods. We finish 
the paper with some experimental data obtained for random sets of clauses: these 
results suggest that chain resolution is always more efficient than a standard strategy 
like SLD-resolution. We also mention that chain resolution belongs to the family of 
semantic resolution strategies, but neither to that of ordered resolution nor to that of 
linear resolution. 
1. Wu’s algorithm 
Wu’s algorithm [ 1 l-131 deals with polynomials on several variables, and it relies on 
order notions, and, more precisely, on two nested levels of order. The general problem 
it addresses is that of describing the set Zero(S) of all common zeros for a family S of 
polynomials in k[xi , . . . ,xn], where k is some fixed field. Roughly speaking, one would 
like to obtain a triangular base B of S, i.e., a sequence of polynomials (pi,. . . , pm) 
such that every polynomial in S is a linear combination of polynomials in B, and PI 
involves only one variable, p2 involves two variables, etc. It is easy to see that just 
extracting from S a triangular subsystem by means of linear combinations (as in the 
case of linear systems) is not sufficient, as many polynomials will be lost in general. 
The basic idea of Wu’s algorithm is to enlarge the initial set S with new polynomials 
obtained by a certain “pseudo-division” procedure which extends the classical euclidian 
division. The noetherianity of some refinement notion dealing with triangular families 
of polynomials guarantees the termination of the enlarging process. 
For the sequel we need a more precise description of pseudo-division. Let p be 
a polynomial in k[xl , . . . ,x,J. The partial degree of p with respect to the variable xi 
is denoted degj(p). The head variable of p is the variable x, occurring in p with 
maximal c, and, in this case, c is called the class of p; the head coeficient He(p) 
of p is the coefficient of xFgcCp) m p. For instance, the polynomial _x: +x3 +xi +xi xi 
has class 3 and head coefficient 1 +x:. The problem for extending euclidian division 
of polynomials in the case of several variables is that the ring k[xl,. . .,x,_~] is not 
a field for c 22, so that the head coefficient has no inverse in general. However, we 
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can partially solve the question at the expense of multiplying by a power of the head 
coefficient. 
Lemma 1.1. Let p, PI be arbitrary polynomials in k[xl,. . .,x,,], and let c be the class 
of PI. Then there exist a nonnegative integer d and polynomials q,r that satisfy 
HC(pl)d.p=pl.q+r (1.1) 
with a’ <deg,(p) - deg,(pl) + 1, and r = 0 or deg,(r) < deg,(pl ); moreover, the pair 
(q,r) is unique ifd is minimal. 
The polynomial Y in ( 1.1) with minimal d will be denoted by rem( p, p1 ) and called 
the remainder of the pseudo-division of p by pl. 
The second ingredient of Wu’s method is the notion of a chain of polynomials. 
A sequence of polynomials (PI,. . , pm) is a chain if the classes of ~1,. . . , pm make 
a strictly increasing sequence, and, for i < j, the partial degree of pi with respect to the 
head variable of pj is strictly less than that of pi. Observe that, by the first condition, 
a chain is (associated with) a triangular system of equations. Now, we consider an 
ordering on the chains: the chain (pi,. . . , p;, ) refines the chain (PI,. . . , pm) if either 
the first is an end extension of the latter, or if, for the first pair (pi, pi) where they 
disagree, either the class of pi is less than the class of pi, or these classes have the 
same value c and the partial degree of pi in x, is less than that of pi. A base for 
a set of polynomials S is a chain extracted from S that is maximal (finest) for the 
refinement ordering. It is not hard to prove that refinement is noetherian, so that bases 
always exist - and, moreover, can be computed algorithmically. 
The principle of Wu’s algorithm is to consider cascades of pseudo-divisions asso- 
ciated with bases. For p a polynomial, and (~1,. , pm) a chain (or any sequence of 
polynomials), we pose 
rem(p,(pl,... ,pm-l,pm))=rem(...rem(rem(p,p,),p~-l)...,pl). 
WU’S ALGORITHM 
Input: A set of polynomials S. 
Process: 
initialize s^ to S; 
repeat 
choose a base (pl,...,pm) of s^; 
initialize T to the empty set; 
for p in s^ do 
add to T the remainder res(p, (PI,. . . , p,)) if it is not 0; 
replace s^ with s^U T; 
until T is empty. 
Output: The set s? 
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(As it stands, the above process is non deterministic since it entails choosing a base: 
of course, one turns it into a true algorithm by fixing some effective way of choosing 
a base.) The main result is 
Proposition 1.2 (Wu [ll]). (i) Wu’s algorithm always terminates. 
(“> If Wu’s algorithm starting from S produces ?, and if (PI,. . . , pm) is any base 
of S, then, for every p in S, there exist nonnegative integers dl,. . . ,d,,, such that 
the polynomial HC( ~1) 4.. .HC(pm)& p is a linear combination of the polynomials 
P1,..*,Pm. 
The key point for proving (i) is noetherianity of refinement on chains: if S, is the 
current set of polynomials obtained after t steps, and if S,+i is not S,, then some 
base of S,+i refines a base of S,, and the algorithm has to terminate since no infinite 
sequence of refinement exists. Point (ii) is simply a translation of the hypothesis that 
the remainder rem( p, (PI,. . . , pm)) is 0 for every p in S, according to the halting 
condition of the algorithm. Observe that Wu’s algorithm “nearly” achieves our initial 
aim of finding a triangular system that linearly generates S - only nearly, because the 
inevitable presence of the parasitic head coefficients. In terms of zeros, instead of the 
optimal equality 
Zero(S) = Zero(?) 
which is not true in general, one can only deduce the double inclusion 
Zero(?)\ U Zero(HC(p)) C Zero(S) C Zero(?), 
p& 
(1.2) 
which means that the manifold Zero(S) is described only outside those points where 
the head coefficients of s^ vanish. 
2. Wu’s resolution strategy 
We turn now to the case of propositional formulas. Denote by F2 the finite field 
with two elements (0 and 1). As is well known, the Boolean operations 1, A, V are 
definable from the algebraic operations +, x on Fz, and, therefore, we can associate 
with every propositional formula a polynomial with the same evaluation function. Ac- 
tually, it will be more convenient here to define the correspondence so that the values 
satisfying a formula are the zeros of the associated polynomial. This leads to defining 
for every propositional formula f a polynomial 1 f ] using the inductive rules 
Uf v sn = I[f I m If A a= I[f I + us1 + Uf 1 UgB. 
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By an obvious induction we obtain 
Lemma 2.1. Let f be a propositional formula and v be an assignment of truth values. 
Then v satisjies f if and onZy if [f] oanishes at (v(xl), . . , , v(x,)). 
Thus, finding the assignments that possibly satisfy a set of propositional formulas S is 
equivalent to determining the set Zero([S]), where [S] is the set of all polynomials [f] 
for f in S, a problem for which Wu’s algorithm is relevant. 
Practically, we shall restrict to the case of clauses, which we know is not a loss 
of generality. Then, the involved polynomials are very simple, and, in particular, their 
partial degrees with respect to each variable is at most 1. In the sequel, we use the 
word “clause” with a somewhat restrictive sense: here a clause will be either a non- 
tautological reduced clause, i.e., a disjunction ti V . . V t, where the variables involved 
in the literals /i make a strictly increasing sequence, or the empty clause q (i.e., 0), or 
the true clause n (i.e., 1). This defines a normal form for the clause representation of 
formulas: at most one clause is possibly equivalent to a given formula. Every proper 
clause (any clause that is neither q nor n ) admits a unique decomposition of the form 
C= Ct V HL(C), where HL(C) is the head literal, i.e., the one that involves the 
variable with maximal index, and Ct is the result of decapiting C. As previously, we 
speak of the class of a clause for the index of its head variable (the one occurring 
in the head literal). For instance, the clause C =x1 V -x2 V 1x4 has class 4, its head 
literal is 7x4, and Ct is XI V 7x2. 
Wu’s algorithm consists in performing pseudo-divisions. The point is that, in terms 
of clauses, pseudo-division corresponds to a standard resolution. In the sequel, we 
denote by resi(C,D) the resolvent of the clauses C, D with respect to the variable Xi: 
it exists when C is equivalent to C’ Vx and D to D’ V TX, or when C is equivalent 
to C’V 1x and D to D' Vx, and, in both cases, it is defined as the clause that is 
equivalent to C’ V D’. 
Lemma 2.2. Assume that Cl is a proper clause of class i. Then, for any clause C, 
the remainder of the pseudo-division of [Cl by [Cl] is 
~ [Cl, if C contains neither HL(C1) nor its negation, 
- [resi(C, Ci )I, if C contains 7 HL(CI ), 
~ 0 tf C contains HL(C1). 
Proof. Assume first that the head literal HL(Cl ) is xi. By construction, the polyno- 
mial [Cl] is [C/n ‘xi +[Ct], and its head coefficient is [Ci]. Three cases may occur. 
Case 1. Neither xi nor 7 xi occurs in C. Then the variable Xi does not occur in the 
polynomial [[Cl, and the pseudo-division of [Cl by [Cl] is 
i.e., the remainder is UC]. 
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Case 2. The literal lxi occurs in C, i.e., C is equivalent to C’ V ~xi for some C’ 
(where neither xi nor lxi occurs in C’). Then the polynomial [C] is [C’] ‘xi, and the 
pseudo-division is now 
indeed [Ctg = [C/j ‘xi + [Cf] implies UC!] ‘xi =[ICt] +[Cf]. Thus, the quotient is UC!] 
and the remainder is [C/j. UC’], which is the polynomial associated with C/ V C’, hence 
with resi( C, Ct ). 
Case 3. The literal xi occurs in C, i.e., C is equivalent to C’ Vxi for some C’. The 
polynomial [cl is UC’]. xi + UC’], and the pseudo-division is now 
with a null remainder. 
The argument is similar when the head literal HL(Ct ) has the form lxi - here, as 
everywhere in this paper, the meaning of “the clause C contains the literal l/“’ is of 
course “the clause C contains the literal x” in the case when e is lx. 0 
It follows that Wu’s algorithm, which consists in successively adding some non-zero 
remainders of pseudo-divisions, yields, when translated into the language of clauses, 
a process consisting in successively adding some resolvents. So we can state 
Proposition 2.3. When translated to clauses, Wu’s algorithm is a strategy of resolu- 
tion. 
We can henceforth forget about polynomials, and work only with clauses. In this 
framework, a chain of clauses is a sequence of clauses (Cl,. . . , C,) with strictly in- 
creasing classes such, for i < j, the clause Cj contains neither the head literal of Ci 
nor its negation - in other words, the head variable of Cj does not occur in Ci. A base 
for a set of clauses S is a chain (Cl,. . . , C,) extracted from S that cannot be refined: 
since the partial degrees of the associated polynomials are at most 1, this means that 
every clause of S whose class is different from the classes of Cl,. . . , C,,, contains at 
least one head literal of some Ci with smaller class, or its negation. To get easier no- 
tation, we extend the definition of resolution in an unessential way so that the formula 
rem( [C],[Ct]) = [resi(C, Cl)] of Lemma 2.2 becomes true in every case: this amounts 
to defining, for Cr a clause with head literal L of class i, the clause res(C, Cr ) to be 
C when C contains neither / nor its negation, to be resi(C, Cl ) when C contains 1 e, 
and to be n when C contains 8. Finally, if (Cl,. . . , C,) is a chain of clauses, and C 
is an arbitrary clause, we define the iterated resolvent res(C, (Cl,. . , C,)) as 
lE$, (. . .RSim_, (reSim CC, Cm 1, G-I 1. . . , CI ), 
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where if denotes the class of Ct. Then the algorithm is as follows: 
WU’S RESOLUTION STRATEGY 
Input: A set of clauses S. 
Process: 
initialize s^ to S; 
repeat 
choose a base (Cl,...,&) of S; 
initialize T to the empty set; 
for C in s^ do 
add the resolvent res(C, (Cl,. . , C,)) to T if it is not n ; 
replace s^ with s^U T; 
until T is empty, or T contains the empty clause. 
Output: The set s? 
(For an example, see Example 2.6.) By Wu’s general result, we know that the above 
algorithm always converges, and we can expect that the final set s^ is useful to decide 
the satisfiability of the initial set S. To prove a precise result, we begin with the 
following auxiliary result, which will be basic in the sequel, 
Lemma 2.4. Assume that (Cl,. , C,,,) is a chain of clauses, and that the resolvent 
res(C,(Cr,..., C,)) is n . Then one of the following holds: 
- C is W; 
~ C contains at least one of the literals HL(Ci); 
_ C contains at least one of the literals THL(Ci), and Ct V C/ V.. . V CL is a tau- 
tology. 
Proof. For m = 1, the definition of res(C, Cr ) shows that the latter is n if either C 
is n , or C contains HL(C, ), or C contains lHL(C, ) and C V Cl is a tautology. Then 
we use induction on m. For instance, we see that, if res(C, (Cl, Cl)) is w, then one of 
the following holds: 
- C is n ; 
- C contains HL(C2); 
- C contains lHL(C2) and CT V Cl is a tautology, which implies that Ct V Ct V Cj 
is a tautology as well; 
_ res(C, Cl) contains HL(Cl), which implies that C itself contains HL(Cl ) since, by 
definition of a chain, C2 may contain neither HL(C, ) nor its negation; 
_ res(C, C,) contains 7HL(C1), which similarly implies that C contains THL(CI), 
and res(C, C2)r V C/ is a tautology, which, by construction of res(C, Cl), implies 
that Ct V C/ V Ci is a tautology. 
The argument is similar for bigger values of m. 0 
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Now, we have 
Proposition 2.5. (i) Wu’s resolution working on clauses involving n variables termi- 
nates after at most 2” steps, an optimal bound. 
(ii) Assume that Wu’s resolution working on S yields s? Zf the empty clause belongs 
to S, then S is not satisjable. Otherwise, let (Cl,. . .,C,,,) be a base of S. Then 
_ if C/V.. . V CA is not a tautology, the initial set S is satisfiable: indeed, it is 
satisjed by the assignment v(HL(C1)) =. . = v(HL(C,)) = 1, v(e) = 0 for every 
literal 8 contained in C/ V. . . V CA; 
- if C/V.. . V CA is a tautology, the initial set S is satisjable if and only if at least 
one of the sets S u {CT} is satisjiable. 
Proof. (i) Denote by S, the set of clauses obtained after t steps of the main loop of 
the algorithm, and by (C,, 1,. . . , C,,,, ) the base of S, used for the next step. Let X, be 
the subset of {I,... , n} containing the classes of the clauses of (C,, 1,. . . , C,,,, ). Then 
the sets X, make a strictly increasing sequence for inclusion: at each step, at least one 
new clause is added, and its class cannot belong to the class of the former set. Since 
there are at most 2” classes of sets, there are at most 2” steps in the algorithm. This 
bound (actually 2” - 1) is reached if we take for S the (unsatisfiable) set of those 
2” clauses that involve all variables xi to x,. The set X0 is {n}, each step adds only 
one clause to the current set S, and the empty clause is derived at step 2”. 
(ii) It is straightforward that the set s^ is a consequence of the initial S since only 
resolvents are added. So S is certainly unsatisfiable if the empty clause appears in s^. 
Assume now that (Cl,. . . , C,) is a base of S, and that C[ V . . . V CL is not a tautol- 
ogy. We claim that S is satisfied by the assignment v defined by v(HL(C1)) =. . . = 
v(HL(C,)) = 1 and v(t) = 0 for every literal e contained in C/ V.. . V CA. Indeed let 
C be an arbitrary clause in S. By construction, the resolvent res(C, (Cl,. . . , C,)) is n 
(this corresponds to a null remainder). By Lemma 2.4, this implies that C contains one 
literal HL(C) or its negation. In the first case, C is clearly true for the above assign- 
ment. In the second case, C must contain at least one literal contained in C/ V . . V CA 
since, otherwise, res( C, (Cl, . . . , C,)) would be C, a proper clause. So C is true for v. 
Finally, assume that Ct V . . . V CA is a tautology, and that S is satisfiable: any as- 
signment that satisfies S also satisfies the tautology C/ V. . . V CL, and, therefore, it 
satisfies at least one of the clauses C,!. 0 
Wu’s resolution does not solve the satisfiability problem, i.e., there is no underlying 
completeness theorem: in bad cases (“when Cl V . . . V CA is a tautology”), we cannot 
conclude - a problem similar to the double inclusion of Formula (1.2). The only way to 
conclude surely is to repeat the whole process for each of the enlarged sets S U {CT}. 
Of course, the iterated process will terminate eventually, since there are only 22” sets of 
clauses on n variables and no loop is possible. However, it is clear that the efficiency 
of the complete process thus obtained is very poor since it involves an extremely 
expensive dichotomy step. 
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Example 2.6. Let S be the set {Cl,. . . , Cd}, with 
c, =x1 vx2 vx3, c2 = -x1 vx2, c3 = 7x2 vx3, c, =x, v 7x3. 
Then the sequence (Cz, Cd) is a base of S, and Wu’s algorithm terminates immediately 
for the four resolvents res(Ci, ((3, Cd)), . . ., res(&(Cz, Cd)) are n . Now Ci V Cl is 
the tautology xi Vx2 V 7x2: we are in the second case of Proposition 2.5(ii), and we 
cannot conclude directly about the satisfiability of the set S. Actually, by applying the 
process again to the sets S U {xl} and S U {1x1}, we find that the first is unsatisfiable, 
while the second is satisfiable, so that S itself is satisfiable. Considering S’ = S U { Cs} 
with Cs = 1x1 V 7x2 V 7x3 would give a very similar example which is unsatisfiable, 
and there seems quite difficult to conclude anything from a single application of the 
algorithm. 
3. A new resolution strategy 
The obstruction that forbids to decide the satisfiability of a set of clauses S from 
the final set s^ produced by Wu’s method appears when one meets with chains of 
clauses of the form (Cl,. . . , C,,,) where Cl V. . . V CA is a tautology. We shall try to 
get rid of the problem by avoiding such chains as far as possible, but keeping the basic 
idea of considering bases and adding the associated resolvents. In the sequel, we shall 
introduce a restrictive notion of base, called a special base: special bases will be in 
general shorter than the bases defined so far, and, as a result, resolution associated with 
special bases will introduce more new clauses than Wu’s method - actually enough 
clauses to obtain completeness, i.e., to be sure that the empty clause appears when the 
initial set is unsatisfiable, which was not the case with Wu’s method. Of course, the 
cost to pay for this improvement is that the number of steps can increase, but we shall 
see that the previous upper bound 2” remains valid - and, moreover, that the algorithm 
obtained in this way is (very) efficient in practice. 
Definition 3.1. The sequence of clauses (Cl,. . . , C,,,) is a special chain if it is a chain, 
i.e., the classes are increasing and, for i <j, the head variable of Cj does not occur 
in Ci, and, in addition, C/ V . . V CL is not a tautology. 
We now consider a notion of refinement on special chains. Actually, we slightly mod- 
ify the definition of Sections 1 and 2 in order to obtain a linear ordering. To this end, it 
suffices to modify the order on clauses: assume that C, C’ are distinct proper clauses; 
we say that C <C’ holds if, letting & and G?’ be the rightmost distinct literals in C 
and C’ either the class of 8 is less than the class of /‘, or these classes are equal but / 
is positive while t?’ is negative. So, for instance, x2 V x3 V 7x4 <xl V 7x2 V 7x3 V 7x4 
holds. Now, we say that (Cl,. . . , CA, ) refines (Cl,. . . , C,) is either the first is an end 
extension of the second or one has Ci < C: for the first pair (Ci, C:) where they disagree. 
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Definition 3.2. For S a set of proper clauses, the finest special chain of S is the finest 
element in the set of all special chains one can form with the elements of S. 
Refinement (as modified above) is a linear ordering on a finite set, hence it is 
certainly a Noetherian relation, and the finest special chain always exists. Actually, it 
can easily be computed. 
Lemma 3.3. For S a set of N clauses on n variables, the finest special chain of S 
can be determined in time O(Nn’). 
Proof. We initialize the construction with the sequence (Ci ), where Ci is the least 
clause of S. Comparing two clauses requires at most n steps, so finding Cl requires at 
most O(Nn) steps. Then, having found an initial segment (Cl,. . . , C,,,) of the finest spe- 
cial chain, we find the next element by taking the least clause C in S such that the class 
of C is bigger than the class of C,,,, the head variables of Cl,. . . , C,,, do not occur in C, 
and Cf V . . V CA V Ct is not a tautology (if such a clause exists). This again requires 
O(Nn) steps at most, provided we maintain a list of those literals that are forbidden 
for Ct, namely the list consisting of the negations of all literals occurring in the current 
clause C/ V ’ . . V Ci. Finally, the length of the finest special chain is at most n. 0 
Example 3.4. Assume that S is {Cl,. . . , Cb} with Cl,. . . , Cd as in Example 2.6. The 
least element of S is CZ. The only clause of S that is eligible for extending (Cz) is 
Cd, since the head variable x2 of C2 occurs in Cl and Cs. However, Ci is 7x2, while 
Cl is xi, so Cl V Cl is a tautology. Hence (CZ, CA) is not a special chain, and the 
finest special chain of S is (Cz). This example shows that the present notion of a finest 
special chain does not coincide with the notion used in Sections 1 and 2: (Cz) is not 
a base of S. 
The algorithm we propose is as follows: 
CHAIN RESOLUTION 
Input: A set of clauses S. 
Process: 
initialize s^ to S; 
repeat 
initialize T to the empty set; 
determine the finest special chain (Cl,. . . , Cm) of s^; 
for C in s^ do 
if C+ V C/ V. . V CL is not a tautology 
and C does not contain HL(Ci ), . . . , HL(C,) then 
add to T the resolvent res(C, (Cl,. . . , C,)) if it is not n ; 
replace s^ with s^U T; 
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until T is empty, or T contains q . 
Output: The finest special chain of S, or o. 
Example 3.5. Let again S be the set {Cl,. . . , Cd} of Example 2.6. Performing chain 
resolution on S entails two steps. At the first step, the finest special chain of S is, as was 
computed above, the sequence (C,). We consider some of the resolvents res(Ck, CZ): 
actually Cr, C, and Ch are excluded, the first two ones because the head variable x2 
of Cl occurs in them, the last one because Cl V C/ is x1 V 1x1, a tautology. It remains 
to consider res(C3, CZ), which is the proper clause C5 = 1x1 VX~. So we repeat the 
process with the set s^= {C 1,. . , C’s}. Now the finest special chain is (Cl, Cs), and 
the only resolvent that has to be computed is res(res(C2, Cs), Cl), which is n . So the 
algorithm halts, and the output is the special chain (Cl, Cs). 
The reader may wish to check similarly that, if one starts with the set S’ = S U { GJ} 
with S as above and C, = 1x1 V 7x2 V 7x3, there are 5 steps, which consist respectively 
in adding the clauses 1x1 Vx3 and 7x1 V 7x3, the clause 1x1, the clause 7x2, the 
clauses x3 and 7x3, and, finally, the empty clause. 
The main theoretical point about chain resolution is that, in contradistinction to Wu’s 
resolution strategy, it gives a direct and complete answer about the satisfiability of the 
considered set of clauses - thus making a complete resolution strategy. 
Proposition 3.6. (i) Chain resolution working on clauses involving n variables termi- 
nates after at most 2” steps. 
(ii) Chain resolution is complete: the set S is satis~able tf and only tf chain reso- 
lution running on S does not produce q . More precisely, assume that chuin resolution 
working on S yields the specicrl chain (Cl,. . . , Cm). Let 11 be the assignment dejined by 
v(a) = 1 for / I= HL(Cl ), . , HL(C,) und v(L”) = 0 for all literals CP that are contained 
in Ct V.. V C,$. Then v satisfies S. 
Proof. (i) Let S, be the set of clauses obtained after t steps of chain resolution. Assume 
that S, is strictly included in St+,, i.e., that some resolvent R has been added at step t. 
Then, by construction, none of the head variables in the finest special chain of S, 
occurs in R. This implies that the finest special chain of S, U {R}, and therefore the 
finest special chain of St+], strictly refines the finest special chain of S,. Now, as for 
the proof of Proposition 2.5(i), we know that any refinement sequence has length at 
most 2” in the case of n variables. 
(ii) Since only resolvents are added, it is clear that the set S is unsatisfiable if the 
empty clause appears when chain resolution is applied to S. For the other direction, 
we observe first that v is well defined, as, by definition of a special chain, the head 
variable of C, may occur in CJ for no i, j. Let C be an arbitrary clause in S. We have 
to show that v satisfies C. Let us consider the resolvent res(C, (Cl,. . . , Cm)). 
Cuse 1. The resolvent res(C, (Cl,. . . , Cm)) is n . Then, by Lemma 2.4, two cases only 
are possible (the third case of Lemma 2.4, namely C = n , is excluded here). Either C 
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contains one of the literals HL(Ci), and, in this case, it is obvious that the assignment v 
satisfies C. Or C contains at least one of the literals 7HL(Ci), and Ct V C/ V.. . V CA 
is a tautology. Now, by hypothesis, Ct V. . . v CA is not a tautology, so, in the latter 
case, Ct, and therefore C, contains the negation of a literal of C/ V. . . V CA. Now v 
gives value 0 to each such literal, and it certainly satisfies C. 
Case 2. The resolvent res(C, (Cl,. . . , Ce)) is not n . If Ct V Cl V . . . V CA is a tautol- 
ogy, we argue as above to conclude that v satisfies C. In the opposite case, C cannot 
contain any literal of Ct V . . . V CA, for otherwise we would be in Case 1. But then, 
by definition of chain resolution, the resolvent res(C, (Cl,. . . , C,)) should be added to 
the set ?, contradicting the hypothesis that s^ is the final set. 0 
Example 3.7. Let S be again the set {Cl,. . . , Ca} of the previous examples. We have 
found that (7x1 Vx2,~xl Vx3) is the finest special chain of the final set provided by 
chain resolution. One will verify immediately that the assignment v(x2) = v(x3) = 1, 
v(7xr)= 0 (i.e., v(xi)= 1) satisfies S. 
Remark 3.8. Some indications about the practical efficiency of chain resolution will 
be given subsequently. For the moment, let us observe that the method may be very 
sensitive with respect to any change in the ordering of the variables. For instance, 
n steps are needed to treat the set {xi V 1x2, xl VX~ V 1x3,. . .,x1 V.. Vx,_l V la} 
using the standard ordering xi <. . . <xn, while one step is enough when the ordering 
is reversed to xi >. . . > x,, . 
4. Variants of chain resolution 
The point in the definition of chain resolution is to use a notion of chain, and 
therefore of finest special chain, that is restrictive enough to guarantee that the number 
of added resolvents will be sufficient for deciding satisfiability. The special chains 
defined in Section 3 have provided such a solution. However, this solution is not 
unique, and we describe now some variants of chain resolution that involve other 
notions of chains. The underlying scheme remains the same but, as some examples 
will show, the practical behaviour of the algorithms on concrete examples may diverge 
drastically and involve computing completely different resolvents. 
The first variant involves considering exclusively positive clauses, i.e., those clauses 
that contains no negative literal. We say that a chain of clauses is positive if it contains 
only positive clauses. 
Definition 4.1. The finest positive chain of a set of clauses S is the finest element in 
the set of all positive chains one can form with the elements of S. 
As for the finest special chain, it is easy to effectively compute the finest positive 
chain of a given set of clauses: actually the finest positive chain of S is the finest special 
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chain of the subset of S made of those clauses that are positive. If S contains no positive 
clause, its finest positive chain is simply the empty sequence ( ) - corresponding to the 
notation (Cl,. . . , C,,,) with m = 0 in the sequel. The first variant of chain resolution is 
POSITIVE CHAIN RESOLUTION 
Input: A set of clauses S. 
Process: 
initialize s^ to S; 
repeat 
initialize T to the empty set; 
determine the finest positive chain (Cl,. . . , C,) of s^; 
if m = 0 then halt; 
for C in s^ do 
if C+ V C/ V . . V CL is not a tautology 
and C does not contain HL(Ci ), . . . , HL(C,) then 
add to T the resolvent res(C, (Cl,. . . , C,)) if it is not n ; 
replace s^ with s^U T; 
until T is empty, or T contains q . 
Output: The finest positive chain of s^, or q . 
Proposition 4.2. (i) Positive chain resolution working on clauses involving n variables 
terminates after at most 2” steps. 
(ii) Positive chain resolution is complete: the set S is satisfiable if and only tf 
positive chain resolution running on S does not produce q . More precisely, assume 
that positive chain resolution working on S yields the positive chain (Cl,. . . , C,,,). Let 
v be the assignment defined by v(x) = 1 for x = HL(C1 ), . . . , HL(C,,,) and v(x) = 0 for 
all other variables. Then the assignment v satisjies S. 
Proof. For (i), the argument is always the same: there are at most 2” possible sets 
of classes for the head literals of a positive chain, and, as long as the algorithm does 
not stop, at least one new class is added in the involved set. For (ii), first observe 
that an empty finest positive chain is obtained when each clause in S contains at least 
one negative literal. Now, in this case, it is obvious that the assignment defined by 
v(x) = 0 for every variable x satisfies S. In the other cases, the argument is like for 
Proposition 3.2(ii). 0 
Example 4.3. For S = {Cl,. . . , Cb} as above, positive chain resolution on S entails 
six steps. As the first step, the finest positive chain of S is (Ci ), and the resol- 
vent C, = xi V x2 is added. At the second step, the finest positive chain is (C’s), and 
C, =x1 V x3 is added. At step 3, the finest positive chain is (Cs, C6), and Cl =x1 is 
added. At step 4, the finest positive chain is (Cl ), and Cs =x2 is added. At step 5, 
the finest positive chain is (CT, Cs), and Cs =x3 is added. Finally, at step 6, the finest 
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positive chain is (C$,Cs,Cg), i.e., (x1,x*,x3), and no resolvent is added. We conclude 
(again) than the assignment xi =x2 =x3 = 1 satisfies S. 
A specific property of positive chain resolution is that it is well-suited for the case 
of Horn clauses. 
Proposition 4.4. Positive chain resolution working on Horn clauses involving n vari- 
ables terminates after at most n steps. 
Proof. Let S be a set of Horn clauses, and S, be the set obtained after t steps of positive 
chain resolution on S. The set S, is made only of Horn clauses, and, therefore, its finest 
positive chain is simply the sequence of those variables that appear (as clauses) in S,. 
Since the sets S, make an increasing sequence with respect to inclusion, so do their 
finest positive chains, and, therefore, there are at most n of them. 0 
A new variant appears when the condition “the head variable of Ci does not appear 
in Cj” is relaxed in the definition of a chain. 
Definition 4.5. A semichain is a sequence of clauses (Cl, . . . , C, ) such that the classes 
of Cl,..., C, make an increasing sequence and, for i < j, the clause Cj does not contain 
the head literal of C; - but it may contain its negation. A semichain (Cl,. . . , C,) is 
special if, in addition, the disjunction C[ V. . . V CA is not a tautology. 
For instance, (xi, 1x1 Vx2) is a (special) semichain, but it is not a chain. Refinement 
applies to semichains without problem, and we shall naturally define the finest special 
semichain of a set S as the finest element in the set of all special semichains one can 
form with the elements of S. The finest special semichain of a set can be computed 
like the finest special chain mutatis mutandis. 
Again, we can use semichains in a resolution process: 
SEMICHAIN RESOLUTION 
Znput: A set of clauses S. 
Process: same as CHAIN RESOLUTION, with “finest special 
semichain” instead of “finest special chain”. 
Output: The finest special semichain of 5, or q . 
Proposition 4.6. (i) Semichain resolution working on clauses involving n variables 
terminates after at most 2” steps. 
(ii) Semichain resolution is complete: the set S is satisfiable if and only tf 
semichain resolution running on S does not produce q . More precisely, assume that 
semichain resolution working on S yields the special chain (Cl,. . ., C,,,). Let v be 
the assignment defined by v(e) = 1 for e = HL(Cl),. . , HL(C,) and v(e) = 0 for all 
Ziterals L that are contained in C/ V . . V CA and are dtrerent from THL(CI ), . . . , 
7HL(C,). Then v satisjies S. 
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Proof. We argue like for Proposition 3.2. In the proof of (ii), the point is that, in 
the cases when C V C: V . . V CA is a tautology, C must contain the negation of some 
literal / appearing in C/ V . . . V CA. Now, either e is the negation of some HL(Ci), or 
not, but, in both cases, the value v(t) is 0 by hypothesis. So the conclusion remains 
valid. 0 
Example 4.7. Considering once again the set S = {Cl,. . . , Ca} of the previous exam- 
ples, we begin with the finest special semichain (Cz, Ct ), and add Cs =x1 Vx3 and 
C6 = XI. At step 2, the finest special semichain is (Cb, Cd), and we add CT =x2. At 
step 3, the finest special semichain is (CG, CT), and we add Cs =x3. Finally, at step 4, 
the finest special semichain is (C&C,, Cs), i.e., (x1,x2,x3), no resolvent is added, and 
we conclude once more that the assignment defined by v(x,) = v(x2) = v(x3) = 1 satis- 
fies S. 
It is clear how to define positive semichain resolution by amalgamating the previous 
variants of chain resolution. The results are similar, and we shall not give the details. 
5. Comparison with other resolution strategies 
We give now some hints about the position of chain resolution in the wide family 
of resolution strategies defined so far, both from a theoretical and a practical point of 
view. We refer to [I, 7 or 91 for the description of the methods considered here, and 
to [8] for additional results. 
A direct comparison of chain or semichain resolution with other methods is not easy 
because each step of chain resolution possibly adds several sequences of resolvents. To 
make comparison easier, we consider here another variant of chain resolution, which 
we call “fickle chain resolution”. The difference is that, instead of considering the 
finest special chain (Cl,. . . , C,,,) of the current set s^ and updating s^ only when all 
convenient resolvents res(C, (Cl,. . . , Cm)) have been added, we now update s^ as often 
as one resolvent is added. Again, one can easily prove both the termination and the 
completeness of fickle chain resolution - but this method seems to be less efficient in 
practice than chain resolution itself. 
Proposition 5.1. Fickle chain resolution belongs to the family of semantic resolution 
strategies. 
Proof. Let S be a set of clauses, and S, be the enriched set obtained after t steps of 
fickle chain resolution (thus after having added exactly t resolvents). Let (C, 1, . . , C,,,, ) 
be the finest special chain of S,. By hypothesis, S,+t is obtained from S, by adding some 
resolvent say Rt =res(C,(C,,t,. ., Cl,,,)). By construction, there exists a subsequence 
(C,,i, , . . . , Ct,i, ) such that Rt is the iterated proper resolvent res(. . res( C, Ct,i,), . . . , C,,;, ): 
by “proper” we mean those cases when a literal and its negation are involved, in 
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contrast to the extended cases we have considered so far. Now, this means that Rt is 
the resolvent of the clash (Ct,i,, . . . , C,, j,, C) according to the definitions of [ 1, pp. 104- 
1071. 0 
Similarly, if we call fickle positive chain resolution the analog of positive chain 
resolution where the finest positive chain is changed as often as a new resolvent is 
added, then fickle positive chain resolution is still complete, and one easily verifies 
that it belongs to the subfamily of positive hyperresolution methods [ 1, pp. 107-l 171. 
Ordered and linear resolutions are strategies which involve ordering arguments, so 
it could be reasonable to expect some connection with chain resolution. Actually, no 
such connection seems to exist in general. 
Proposition 5.2. Chain resolution does not belong to the family of ordered resolution 
strategies [9, pp. 57 ff]. 
Proof. Assume n > 7, and consider the set S,, that comprises 
- XI V&-l, X2 V 7xn, 
and, for i, j, k satisfying 3 <i < j <k <n - 2, 
_ ~XlV-~xiV~xjV~xkV~, and 7X2VXiVxjVxkVTxnn-l. 
Chain resolution running on S,, computes no resolvent, since the finest special chain 
of S,, is (x1 V x,-1,x2 V lx,), and no resolvent is added because of the tautology rule: 
every clause in S contains either the head literal of some element of the finest spe- 
cial chain, or the negation. On the other hand, at least (“i”) steps are required to 
decide S when one considers ordered resolution, i.e., resolution restricted to the head 
literals. 0 
Similarly, [8] gives a family of sets of clauses S,, involving n variables such that no 
resolvent is added when semichain resolution of S,, is performed, while linear resolution 
of S, [9, pp. 59 ff] requires a number of resolvents that is a quadratic function of n, 
and SLD-resolution of S, [6, or 9, pp. 65 ff] requires a number of resolvents that is 
a linear function of n: so, again, semichain resolution cannot belong to the previous 
families. 
6. Experimental results 
We finish with some experimental data. Chain resolution and its variants, as well 
as SLD-resolution (which is usually considered as an efficient strategy), have been 
implemented in PASCAL on a PC 486 computer. For the sizes we have studied, semichain 
resolution is generally the most efficient variant, and Table 1 gives some average values 
obtained for (10 to 1000) random samples of (non-tautological) clauses. Here the length 
of the clauses, i.e., the number of literals, is also random (it is only bounded by the 
number of variables). 
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Table 1 
Semichain resolution vs. SLD-resolution (random clauses, average time in s) 
10 variables 20 variables 50 variables 100 variables 
100 clauses 0.13 vs. 35 0.14 vs. 8 1.3 vs. 25 4.5 vs. 67 
200 clauses 0.4 vs. >7200 2.5 vs. 73 2.3 vs. >7200 6.5 vs. 283 
500 clauses 7.4 vs. 91 6.1 vs. 1000 9.5 vs. >7200 19 vs. >7200 
1000 clauses 5.3 vs. 108 8.6 vs. 10 I I vs. 17200 18 vs. >7200 
Table 2 
Semichain resolution for 4-clauses (random clauses, average time in s) 
IO variables 20 variables 50 variables 
100 clauses 1.9 145 152 
200 clauses 2.9 211 271 
500 clauses 3.9 613 > 7200 
1000 clauses 5.5 896 > 7200 
The experimental results give evidence that semi-chain resolution is a considerable 
improvement over SLD-resolution. As is well-known, a threshold phenomenon ap- 
pears when the number of random clauses increases (but the involved variables remain 
the same): under a certain size, random sets are mostly satisfiable, while they be- 
come mostly unsatisfiable beyond the threshold. Table 1 and other similar experiments 
show that the computing time for semichain resolution decreases once the threshold is 
reached: this can be explained by the fact that, when there are enough clauses, all vari- 
ables occur generally in the head literals of the involved semichains, and, as a result, 
short resolvents are added and the empty clause is obtained quickly (when possible). 
The results are different when one considers clauses with a fixed (short) length. 
Table 2 gives some values for 4-clauses, i.e., clauses with exactly 4 literals. 
Such results are rather disappointing. However, it is easy to understand the dis- 
crepancy with Table 1: although (semi)chain resolution is a resolution strategy, it is 
essentially a semantic method and it is oriented toward the positive construction of an 
assignment satisfying the initial set of clauses rather than toward its refutation. Hence 
it is not surprising that the method is more efficient when applied to satisfiable sets 
than to unsatisfiable ones. Now the latter are statistically much more numerous when 
clauses with a fixed length are considered. 
We shall not go further in this preliminary paper: we just hope that it will have 
convinced the reader that chain resolution and its variants constitute promising methods, 
and that further investigation is highly desirable. 
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