Abstract. We prove that several variants of the quantum finite automaton (QFA) model are strictly superior to their probabilistic counterparts, in terms of both language recognition power and succinctness, in the onesided unbounded error setting. This is the first case where one-way QFA models have been shown to outperform the corresponding probabilistic automata in both these respects. We give a characterization of the class of languages recognized by these QFA's with cutpoint 0, demonstrating that it is equal to the class of exclusive stochastic languages. We prove several closure properties of the related classes.
Introduction
Since its start in the 1990's, the research effort on one-way quantum finite automata (QFA's) has mostly focused on the performance of these machines in the bounded error setting. From the point of view of language recognition power, some QFA variants [10, 14, 15] are strictly inferior to the corresponding probabilistic finite automata, (PFA's) whereas the most general models [5, 8, 16 ] are equivalent to their probabilistic counterparts in that setting. With regard to state complexity, sufficiently general QFA models can simulate all bounded-error PFA's with small overhead, and some regular languages have bounded-error QFA's that are exponentially smaller than the corresponding PFA [2] . In the unbounded error case, the languages recognized by the weakest QFA model [14] form a proper subclass [4] of the corresponding classical class (the stochastic languages), whereas it was discovered recently [19] that more generalized QFA variants, including the popular Kondacs-Watrous model, recognize all and only the stochastic languages, and the quantum and probabilistic machines can simulate each other with only a polynomial overhead in the number of states.
In this paper, we study the computational power of QFA's in the onesided unbounded error setting. Since the error bound can be improved by repeating the computation, an examination of languages recognizable in this setting is significant for understanding the power of generalizations of the underlying model to include, say, a two-way tape head. We show that one-sided unbounded-error QFA's of the Kondacs-Watrous type, and all of their generalizations, are strictly superior to their probabilistic counterparts, in terms of both language recognition power and state complexity. We give a full characterization of the class of languages recognized by these QFA's with cutpoint 0, (that is, with positive one-sided error,) demonstrating that it is equal to the class of exclusive stochastic languages. This is a proper superclass of the regular languages, which is precisely what PFA's can recognize with cutpoint 0. Every regular language has a QFA with at most quadratically more states than the corresponding PFA, and we demonstrate several infinite families of regular languages which can be recognized by just tuning the transition amplitudes of a QFA with a constant number of states, whereas the sizes of the corresponding PFA's grow without bound. We also prove several new closure properties of the related classes.
The rest of this paper is structured as follows: Section 2 contains the relevant definitions and previously known facts. The characterization of the class of languages recognized by Kondacs-Watrous QFA's with cutpoint 0 is given in Section 3. Section 4 contains the proofs of closure properties for this class. An examination of the relationships among languages which can be recognized with one-sided error and those that require twosided error is presented in Section 5. Section 6 contains our results about the succintness of QFA's with cutpoint 0. Section 7 is a conclusion.
Preliminaries

Automata
In the following, Σ denotes the input alphabet, not containing the endmarkers and $, and Γ is the tape alphabet, such that Γ = Σ ∪ { , $}. Definition 1. A (1-way) probabilistic finite automaton (PFA) with n ∈ Z + states is a 4-tuple P = (S, Σ, {A σ∈Γ }, F ), where 2. A σ is the n × n real-valued stochastic transition matrix for symbol σ, that is, A σ (i, j) is the value of the transition probability from state s i to state s j when reading symbol σ, 3. F ⊆ S is the set of accepting states.
For an input string w ∈ Σ * , w = w$, v 0 = (1, 0, · · · , 0) 1×n is the initial state vector, and v |w| = v 0 A w 1 · · · A w |w| is the final state vector. The acceptance probability of w by P is
Definition 2. A generalized probabilistic finite automaton (GPFA) with n ∈ Z + states is a 5-tuple G = (S, Σ, {A σ∈Σ }, v 0 , f), where A GPFA G is associated by a function f G : Σ * → R, in the following way: For an input string w ∈ Σ * ,
Definition 3. A (1-way) Kondacs-Watrous quantum finite automaton (KWQFA) [10] with n ∈ Z + states is a 5-tuple M = (Q, Σ, {U σ∈Γ }, Q acc , Q rej ), where The state vector of a quantum automaton is a column vector, denoted as |u . Note the difference with probabilistic automata.
For a given input string w ∈ Σ * , M scans the tape, containing w = w$, from the left to the right. During the processing of each symbol, the machine undergoes two operations. First, its state vector evolves according to the unitary transformation dictated by the scanned symbol. Then, it is measured to see whether it has accepted, rejected, or not halted yet. Each accepting state with amplitude α adds |α| 2 to the overall acceptance probability f M (w) of the input. Halting states "drop out" of the state vector, their amplitudes being replaced with zeros, and the head moves on to the next symbol.
As we have defined them, PFA's process all of the input string before deciding on acceptance or rejection, whereas KWQFA's can halt before reaching the end of the input. (The QFA variant that precisely corresponds to Definition 1 is the Moore-Crutchfield QFA (MCQFA) [14] .) This difference should not distract the reader, since it is easy to show that the classes of languages recognized by PFA's, both with general cutpoint, and with cutpoint 0, (to be defined in the next subsection,) do not change when the model is modified to give it this additional capability 1 . This is true for all PFA variants that may be obtained by appropriately reconfiguring Definition 1 to correspond to the various QFA models that are cited in this paper. The only crucial distinction between Definitions 1 and 3 is the one between classical and quantum.
Languages
Definition 4. An automaton A defined over alphabet Σ divides Σ * into three disjoint subsets with cutpoint λ ∈ R:
where A, A ′ are automata and λ, λ ′ ∈ R are cutpoints. Definition 8.
Definition 6. The language recognized by automaton
A with cutpoint λ ∈ R is defined as L(A, λ) = L(A, > λ). L(A, λ) is said to be recognized by automaton A with one-sided cutpoint λ ∈ R if L(A, < λ) = ∅.
[7] The languages recognized by KWQFA's (MCQFA's) with cutpoint λ ∈ [0, 1) constitute the class UMM (UMO). 2. The languages recognized by KWQFA's (MCQFA's) with a specific cutpoint λ, i.e., those of the form L(M, λ), for any KWQFA (MC-QFA) M, constitute the class UMM λ (UMO λ ).
Fact 1 [18] Let G 1 be a GPFA and λ 1 ∈ R be a cutpoint. For any cutpoint
Fact 3 [19] For any given PFA P, there exists a KWQFA M such that (P,
2 ).
Fact 4 [19] For any given KWQFA M and cutpoint
Fact 5 [18] For any given GPFA G and cutpoint λ 1 ∈ R, there exists a PFA P and cutpoint λ 2 ∈ (0, 1) such that (G, λ 1 ) ≡ (P, λ 2 ). Proof. The forward direction is proven on page 171 of [17] . In the reverse direction, if a GPFA recognizes L with one-sided cutpoint 0, then L ∈ S = by Fact 5. ⊓ ⊔ By Facts 3-5, UMM = S > , that is, PFA's and KWQFA's have the same language recognition power with unbounded error (i.e. general cutpoint). We are interested in the case of one-sided unbounded error, where one of the two responses that the machine can output about the membership of the input string in the recognized language is correct with certainty, and the other response has a nonzero probability of being correct. We say that such an automaton has positive one-sided error if it rejects nonmembers of its language with certainty. This corresponds to recognition with cutpoint 0. The opposite case is called negative one-sided error. PFA's can recognize all and only the regular languages with cutpoint 0 [13] . In the next section, we will show that KWQFA's can do more than that.
3 Languages recognized with one-sided error
, and {A ′ σ∈Γ } as follows:
where A [r 1 ] is the first row of A ; t i,1 = 1 and t i,2 = 0 when s i ∈ F , and t i,1 = 0 and t i,2 = 1 when
The (n + 1) th entry of v ′ |w| equals 0 if and only if w / ∈ L. Using a modified version of the PFA simulation method described in [19] , we can construct a KWQFA M = (Q, Σ, {U σ∈Γ }, Q acc , Q rej ) recognizing L with cutpoint 0. For each σ ∈ Γ , U σ is iteratively constructed as follows:
1. The entries of B σ are selected to make the rows of A ′ σ | B σ pairwise orthogonal, i.e., for each row pair (r i , r j ) of A ′ σ , B σ contains a column, all of whose entries are zero, with the exception of the i th and j th entries, which are r i r T j and − r i r T j , respectively, where 1 ≤ i < j ≤ n + 3; 2. C σ is used for making the length of each row of A ′ σ | B σ | C σ equal l max , which is the maximum of the lengths of the rows of A ′ σ | B σ , that is, for each row r i of A ′ σ | B σ , C σ contains a column, all of whose entries is zero, with the exception of the i th entry, which is √ l max − l i , where 1 ≤ i ≤ n + 3, and l i is the length of r i ; 3. c σ is used for making the first n + 3 rows of U T σ have unit length,
4. The entries of D σ are selected to make U T σ a unitary matrix. The transpose accounts for the difference between the probabilistic and quantum vector notations.
The state set Q = Q non ∪ Q acc ∪ Q rej is specified as:
1. q n+1 ∈ Q acc corresponds to state s n+1 ; 2. q n+2 ∈ Q rej corresponds to state s n+2 ; 3. {q 1 , · · · , q n , q n+3 } ∈ Q non correspond to the remaining states of S ′ , where q 1 is the start state; 4. All the states that are defined during the construction of {U σ∈Γ } are rejecting ones.
M simulates the computation of P for a given input string w ∈ Σ * by multiplying the amplitude of each non-halting state with some c σ∈Γ in each step [19] . Therefore, the top n + 3 entries of the state vector of M equal Proof. By Fact 4, there exists a GPFA with one-sided cutpoint 0 for any member L of UMM 0 . By Theorem 1, L is an exclusive stochastic language.
Theorem 2. S = = UMM 0 .
Corollary 1. S = is precisely the class of languages that can be recognized with negative one-sided error by KWQFA's.
The superiority of KWQFA's over PFA's in the one-sided error setting now follows from Fact 8. By Fact 9, there exist languages that KWQFA's can recognize with two-sided, but not one-sided error.
More general QFA models
Several one-way QFA models (like [5, 8, 15, 16] , and the one-way version of the machines of [3] ,) that generalize the KWQFA have appeared in the literature. In the bounded-error case, some of these generalized machines recognize more languages than the KWQFA. We claim that the classes of languages recognized with unbounded positive one-sided error by all these automata are identical to each other, and they coincide with UMM 0 . We demonstrate this fact for one of the most general models, namely, the quantum finite automaton with control language (QFC) [5] , the proofs for the other variants are similar. Let us give the name QFCL 0 to the class of languages recognized with cutpoint 0 by QFC's. For any QFC M, there exists a GPFA that computes exactly the same acceptance probability function as M [12] , so QFCL 0 ⊆ S = by Theorem 1. For any KWQFA M 1 , there exists a QFC that computes the same acceptance probability function as M 1 [12] , so UMM 0 ⊆ QFCL 0 . Therefore, QFCL 0 = UMM 0 = S = .
Closure properties
The previously discovered closure properties of S = and S = are listed below. 
S > is closed under intersection with S = .
We will now prove several new closure properties of these classes. Proof. We use the same idea as [18] . If L ∈ S = , then there exists a GPFA G = (S, Σ, {A σ∈Σ }, v 0 , f) such that L is recognized by G with one-sided cutpoint 0. It is easily seen that
recognizes the reverse of L with one-sided cutpoint 0. The same setup can be extended to any language in S = .
⊓ ⊔
The proofs of the next few theorems use the capability of GPFA's to implement nondeterministic branching by just adding the transition matrices of the branches, and the nice properties of computation with one-sided cutpoint 0.
and
and L 2 are recognized with one-sided cutpoint 0 by G 1 and G 2 , respectively. Let n 1 and n 2 be the sizes of the state sets S 1 and S 2 , respectively. We construct a new GPFA G = (S, Σ,
and L 2 ) with one-sided cutpoint 0. The details of G are as follows:
, and
{A σ∈Σ } is the set of n × n matrices,
where X σ is an n 1 × n 2 matrix, defined as
The idea behind the construction is that for a given input string w ∈ Σ * , each prefix of w, say, u ∈ Σ * (w = uv), is checked for belonging to L 1 , and if so, the rest, v, is checked for belonging to L 2 . G simulates G 1 in the first n 1 positions of its state vector. If G 1 accepts an input prefix u ending with σ, the result of the multiplication between that 1 × n 1 row vector and the column vector In other words,
Proof. If L ∈ S = , then there exists a GPFA G = (S, Σ, {A σ∈Σ }, v 0 , f) such that L ∪ {ε} is recognized by G with one-sided cutpoint 0. Let n be the size of the state set S.
where X σ is an n × n matrix, defined as
For a given input string w ∈ Σ * , |w| = l,
and so
where 1 ≤ k ≤ l and each u i ∈ Σ * . Therefore, if w can be divided, i.e.,
, and w ∈ L. On the other hand, if there is no such division, then f G ′ (w) = 0, and so w / ∈ L. ⊓ ⊔ Fact 11 [9] Let L ∈ S = . Then there exists a natural number n ≥ 1, such that for any strings u, v, y ∈ Σ * ,
Lemma 3. Let h : Σ → Σ \ {κ} be a homomorphism such that
Proof. Let G = (S, Σ, {A σ∈Σ }, v 0 , f) be the GPFA recognizing L with onesided cutpoint 0, and let
for some nonnegative integer c i 's, where 0 ≤ i ≤ |w|. In fact, we can bound all c i 's by a natural number, say n L , due to Fact 11. In other words, if there is at least one c i greater than n L , and that c i cannot be replaced with a number less than n L , then, u must be a member of L as a consequence of Fact 11. Therefore, for any input string w ∈ (Σ ′ ) * , we can simulate the computation of G on some u's, where each c i is guessed nondeterministically from the set {0, 1, · · · , n L − 1}. The following matrix can be defined to implement the nondeterministic branching of the computation:
By embedding X κ in a convenient way in the definition of G, we can get the GPFA
, which recognizes h(L) with one-sided cutpoint 0. Hence, f G ′ (w) can be calculated as
for the input string w ∈ (Σ ′ ) * , where 0 ≤ c i ≤ n L − 1, and 0 ≤ i ≤ |w|.
Since the computation paths resulting in u / ∈ L produce f G (u) = 0, f G ′ (w) > 0 is satisfied only when there is a computation path resulting in u ∈ L.
⊓ ⊔ To gain a better understanding of the classes of languages recognizable by positive one-sided, negative one-sided, and necessarily two-sided error by a KWQFA, we examine some examples from each of those families. Bertoni and Carpentieri [4] showed that the complement of L eq = {w ∈ {a, b * } | |w| a = |b| b }, say, L neq , is in UMO 0 , and that L eq is not in UMO. Now that we have Theorem 2, we can use the well-known results [13, 17] from the PFA literature that state that L eq ∈ S = , L neq ∈ S = , but not vice versa, to conclude that KWQFA's can not recognize L eq with positive onesided error, and neither can they recognize L neq with negative one-sided error. Similarly, Lāce et al. [11] proved recently that the complement of the palindrome language L pal = {w ∈ Σ * | w = w r } is in UMM 0 . We can show the corresponding result for L pal using Fact 11:
Proof. Suppose that L pal ∈ S = . Then L pal ∈ S = . Let u = 0 n 1, y = 0, and
imply that 0 n 10 n ∈ L pal by Fact 11. Since this string is actually a member of L pal , we have a contradiction. ⊓ ⊔
We will now exhibit a language which can only be recognized by two-sided error by a KWQFA.
Proof. Suppose that L ∈ S = , then there exists a GPFA
recognizing L with one-sided cutpoint 0. The GPFA
recognizes L eq with one-sided cutpoint 0, meaning that L eq ∈ S = . This contradicts with the well-known fact mentioned in the first paragraph of this section. Suppose now that L ∈ S = , then
is in S = , which also results in a contradiction for the same reason. Since both L eq and its complement are stochastic, it is not difficult to show that L is stochastic. ⊓ ⊔ 6 Space efficiency of QFA's with cutpoint 0
Any n-state PFA with cutpoint 0 can be simulated by a KWQFA with O(n 2 ) states, using a simple adaptation of the technique of [19] . We will now demonstrate several infinite families of regular languages which can be recognized by just tuning the transition amplitudes of a QFA with a constant number of states, whereas the sizes of the corresponding PFA's grow without bound. For any positive n, it is known [13] that every n-state PFA with cutpoint 0 has an equivalent nondeterministic finite automaton with the same number of states. Therefore, only finitely many distict languages can be recognized with one-sided unbounded error by PFA's with at most n states. This, together with Theorem 13, establishes the superiority of QFA's over PFA's in this regard. We will present two more examples. Proof. A KWQFA can "encode" the length of its input string into the amplitude of one of its states, by multiplying that amplitude by, say,
, during transitions caused by all input symbols. The machine for A m splits into two computational paths on the left end-marker. One path encodes the input length, as described above, whereas the other path has the number m "hardwired" into one of its states in the transition matrix of the $ symbol. When the right end-marker is processed, the two paths undergo a quantum Fourier transform [10] , which has been arranged [11] to "subtract" the amplitude of the second path from that of the first one, and to assign the result of this subtraction to the amplitude of the accepting state. That amplitude is zero if and only if the length of the input is m.
⊓ ⊔ Proof. We construct a KWQFA that encodes the input string w itself into the amplitude of a state 4 in one of its computational paths. The rest of the proof is the same as that of Theorem 14. ⊓ ⊔
Concluding Remarks
In this paper, we gave a full characterization of the class of languages recognized by all quantum finite automata models which are at least as powerful as the Kondacs-Watrous QFA with cutpoint 0. This is the first case where the language recognition power of one-way QFA's has been proven to be strictly more powerful than that of their probabilistic counterparts. We also examined the limitations of recognition with onesided error for these models. Several new closure properties of the classes S = and S = were proven. The remarkable superiority of QFA's over PFA's with regard to space efficiency in this setting was demonstrated. One important QFA variant that was not considered in this paper is the Latvian QFA [1] , which is a generalization of the MCQFA not thought to be as powerful as the KWQFA. An examination of the corresponding classes for this model would be interesting.
