any real-world supply networks source required materials from multiple suppliers. Existing multiechelon inventory optimization approaches either restrict their scope to multiple supply sources in two-echelon systems or single suppliers in multiechelon systems. We develop an exact mathematical model for static dual supply in a general acyclic N -echelon network structure, which builds on the guaranteed-service framework for safety stock optimization. It is assumed that the suppliers are allocated static fractions of demand. We prove that for normally distributed demand an extreme point property holds. We present a real example from the industrial electronics industry consisting of five echelons and three dual-sourced materials. This example forms the basis for a numerical analysis. Compared with the only previously published approximate solution, our exact approach results in considerable cost savings because the exact model captures inventory pooling in a way that the approximation is unable to do. For a set of test problems, total safety stock cost savings are 9.1%, on average.
Introduction
The last two decades have witnessed the emergence of strategic safety stock optimization models. These models are strategic in the sense that they optimize both safety stock levels and safety stock holding locations across the multiechelon supply chain. To maintain tractability, these models focus less on the operational facets of inventory management at any one location and instead consider the safety stock impacts on time, variability, and cost across the supply chain. Integrating multisourcing with inventory optimization is a logical progression of this work.
Existing multisourcing research has focused on operational and tactical issues like the optimal dynamic replenishment policy in the presence of multiple suppliers. However, consistent with strategic safety stock optimization, multisourcing also has important strategic dimensions we have observed in practice. First, multisourcing mitigates risk relative to a single supply source. Second, multisourcing increases the likelihood of securing upside volume since multiple suppliers are capable of providing the item. Although one can also envision negotiating leverage and cost containment as reasons for multisourcing, in the companies we have worked with, risk mitigation and supply assurance were the more significant motivators for multisourcing. Furthermore, at the supply chain design phase where we have witnessed this problem, the sourcing teams are not trying to precisely define upside, supply assurance, or risk mitigation. Instead, they are trying to find a pragmatic inventory stocking solution across a complex supply chain network. Consistent with this strategic perspective on multisourcing, the relative fraction of demand allocated to each supplier is primarily a function of supplier capability and capacity versus lowest cost; in cases where one supplier is significantly more expensive than another supplier, the more expensive supplier is simply allocated the lowest amount possible to maintain a feasible multisourcing relationship. Namely, Intel Corporation has identified a minimum of 20% demand volume allocated to sources that supply an item they have decided must be multisourced (Tian et al. 2011) . In cases where the cost disparity is not great, the volume allocated to each supplier is roughly equal.
To reflect this reality in our model, we adopt an order-splitting policy among the suppliers. At an operational and tactical level, which most contributions in the dual-sourcing literature focus on, an 205 order-splitting policy usually optimizes the supply fractions and thus order quantities with the suppliers dynamically over time. At the strategic level we are considering, we assume that the order split is static across time. In the two-supplier case, it means that the demand in period t at node i, d i t , is split into order quantities j i · d i t and 1 − j i · d i t , where j i denotes the supply fraction of node i with supplier j, which is the same for every period t. To rationalize the assumption of a static supply fraction, it is useful to draw an analogy to hierarchical production planning. Assuming a static supply fraction at the strategic planning level allows for the solution of the safety stock planning problem across the entire network. This does not imply that, in the short run, order quantities from suppliers never deviate from the static allocations. It simply implies that the scope of the strategic problem does not, and cannot, encompass these short-term deviations. The approach taken is similar to hierarchical production planning, where detailed scheduling aspects are neglected when making long-term planning decisions. Boute and van Mieghem (2013) resort to a similar static dual-sourcing policy even in a single-echelon setting to make the problem analytically tractable and derive an exact formula for the optimal value of what they term the "strategic allocation." The technical advantage of the assumption of static supply fractions also holds true in our multiechelon setting because it allows us to characterize upstream demand independent from downstream safety stock decisions, i.e., external demands propagate upstream according to the splitting ratio. Figure 1 depicts a supply network where two upstream nodes (5 and 6) and the final node (10) have two suppliers for the same material. Each node, represented by a triangle, denotes a possible holding location for safety stock. Arcs denote processing activities between nodes. The illustrated product belongs to a large multinational corporation that focuses on industrial electronics products for the construction industry. The essence of this product is an electrical component and its packaging. The electronic assembly is made at three sites. One site is internal (in China), which satisfies about 50% of the total demand, and the other two are outsourced suppliers. For the internal site, metal and plastic raw materials are converted to the electronics assembly (nodes 1, 2, and 3). For the two external sites, the unit of measure is the completed electronics assembly (nodes 4 and 6). Final assembly occurs at one of two internal manufacturing sites. One is located in Texas (node 8), and the other one in China (at the same location that makes the electronic assembly, node 9). For the Texas site, packaging comes from one of two packaging suppliers (node 5); 40% comes from a local supplier in Texas and the other 60% comes from an out-of-state supplier. In China, all the packaging comes from one supplier (node 7). After the final assembly, the finished product is shipped to a distribution center in the central United States (node 10). This is accomplished by truck from the Texas facility and by a combination of sea and truck for the China facility.
The problem in Figure 1 is common in practice. For example, Intel employs multiple supply options at several echelons of its chip-making supply chain, including multiple raw silicate suppliers, wafer fabs, assembly and test facilities, and packaging operations. ExxonMobil Chemicals employs multiple feedstock suppliers and chemical intermediates plants that supply several plasticizer operations making finished goods, including flexible piping and cable sheathing.
In this paper, we formulate a multiechelon inventory model, suitable for strategic planning, that takes static dual supply into account at different locations in a general acyclic supply network. The determination of optimal safety stock levels and locations in multiechelon models already represents a challenging task. Incorporating multiple supply sources into such settings increases the complexity even further. To make progress on these more complex systems, we sacrifice some of the rigor found in the literature on multiechelon systems for the benefit of capturing sourcing aspects that are relevant to practice and computationally manageable. Therefore, we place our multiechelon dual-supply model within the guaranteed-service (GS) framework, the practical relevance of which is demonstrated by its widespread implementation at companies such as Hewlett-Packard (Billington et al. 2004) , Intel (Manary and Willems 2008) , and Procter & Gamble (Farasyn et al. 2011) . For the safety stock computation under the GS assumption, we derive exact expressions for the demand variability over the coverage time in the presence of two suppliers allocated static fractions of demand. To obtain this exact characterization, we show that we need to switch from an activity-onnode network formulation, which is employed in all previous GS papers, to an activity-on-arc formulation. By comparing our exact approach with the only previously published approximate one in Graves and Willems (2005) , we demonstrate how the exact approach accurately captures inventory pooling at a dual-sourced node, which the approximate one is unable to do. This may result in different safety stock positioning within the network or considerably less stock at the same nodes. We prove that for normally distributed demand an extreme point property holds for the exact optimization problem. This limits the set of optimal solution candidates, which can be useful in the development of solution algorithms.
The remainder of this paper is organized as follows. Section 2 presents a literature review. The notation and assumptions are outlined in §3. Section 4 develops the mathematical model, first for a single node and then for general acyclic networks. The developed approach is applied to the real-world example in §5, which also forms a test suite to compare this approach with an approximate one. Section 6 provides a summary. All proofs are relegated to the online appendix (available as supplemental material at http://dx.doi.org/10.1287/msom.2013.0472).
Literature
For periodically reviewed supply networks with a single source of supply at each node, various contributions exist that address the problem of safety stock optimization. Following the nomenclature in Graves and Willems (2003) , a broad classification can be made into stochastic-service (SS) and GS models based on the pioneering works by Clark and Scarf (1960) and Simpson (1958) , respectively. Because we use the GS approach as a model basis, we refer the reader to van Houtum (2006) for details about SS contributions. In contrast to the SS approach, which assumes that safety stock is the only available buffer against demand fluctuations, the GS framework assumes that further countermeasures, beyond safety stock, are available to satisfy demand. Thus, no stochastic delay in the delivery of ordered items is propagated in the system. Over the last two decades, the GS approach has been extended in several ways. Extensions include optimizing safety stock placement in different network structures including even general acyclic ones (see Humair and Willems 2011 and references therein) , under nonstationary demand (Graves and Willems 2008) , and under evolving forecasts (Schoenmeyr and Graves 2009) , to name a few.
For supply networks with multiple suppliers, in particular dual sourcing, the existing inventory literature primarily deals with the single-echelon context. Minner (2003) provides a comprehensive overview of the existing models up to around 2001. Whereas early contributions mainly focus on finding the structure of the optimal policy for special cases (Daniel 1962 , Fukuda 1964 , Whittemore and Saunders 1977 , later works address the development of heuristic policies for more general settings and their parameter optimization. Prominent examples for the periodic-review case include the standing-order policy (Rosenshine and Obee 1976, Chiang 2007) , the constant-order policy (Janssen and de Kok 1999) , and the dual-index policy (Veeraraghavan and Sheopuri et al. (2010) , policies that show a good performance for the latter problem are transferred to the dual-sourcing problem. These include policies that resemble an order-splitting policy (see an overview by Thomas and Tyworth 2006) , where the splitting decision, which is usually made once for all periods, is adjusted each period.
Multiechelon models with two or more supply sources are limited to two echelons in the form of one-warehouse multiple-retailer systems operating under continuous review. Ganeshan (1999) presents a near-optimal (s Q) policy, when the warehouse order is split across several identical suppliers. Various other works consider low-demand items; see, e.g., Muckstadt and Thomas (1980) and Aggarwal and Moinzadeh (1994) . Another related multiechelon research stream concerns models with order expediting; see, e.g., Lawson and Porteus (2000) or Berling and Martínez-de-Albéniz (2012) . Those models consider different modes of supply for an item in terms of processing speed.
The objective of our paper differs from the existing single-echelon and multiechelon models with multiple suppliers in two respects. First, we are not trying to model an optimal replenishment policy at an operational level of detail. We rather take a more strategic view and focus on the placement of safety stock across the network. Based on the empirical evidence provided in the introduction and for reasons of analytical tractability, we assume that a static allocation of the demand shall be assigned to each supplier in every period at a strategic planning level. The static allocation is treated as exogenous based on long-run time averages and company-specific policies, such as minimum production quantities for facilities. (We elaborate on this assumption in §3.3 when explaining the replenishment policy.) Second, we consider larger networks with multiple suppliers and multiple echelons. To this end, we build on the GS approach for multiechelon inventory optimization, which has been shown to be applicable to supply networks of larger sizes (see Willems 2008) .
So far, all GS contributions assume that each item is sourced from a single supplier. Solely, Graves and Willems (2005) briefly outline an approximate approach for how to incorporate multiple suppliers in the final section of their paper. We derive exact expressions, and in §5, we show that this exact approach outperforms the approximate one.
Notation and Assumptions
We use the GS framework as the basis for our model, summarizing its assumptions in this section.
Supply Network Modeling
The supply chain is modeled as a network of n nodes connected by arcs. In the existing GS literature, nodes are stages where each stage represents a major processing function and a potential location to hold safety stock after the process has finished. Arcs simply denote that an upstream stage supplies a downstream stage. Unlike this activity-onnode network representation, to model multisourcing, we need to adopt an activity-on-arc network representation. In the activity-on-arc network representation, nodes are exclusively potential locations to hold safety stock, and all processing activity takes place on the arcs. Section 5.1 contains an example illustrating the difference between the two approaches.
Let be the arc set for the network representation, and let i j ∈ denote the arc between nodes i and j, indicating that the items are processed as they move from node i to j. With each arc, we associate a scalar a i j (also called the production coefficient) that indicates how many items of upstream node i are required per unit at node j. External suppliers with ample stock have a node index 0 (or a negative one to distinguish between them when necessary). All nodes supplying external customers are summarized in set E. Out of these nodes, the ones requiring items from node i are collected in set E i .
Processing Times
Before entering a node, an item passes through a process, e.g., a manufacturing or transportation step, represented by an arc. We assume a node can source a required item from up to two suppliers. The processing time between nodes i and j is denoted by T i j , which is deterministic and known. There are no capacity constraints on the production or transportation between nodes.
The distinction between a (static) dual-supply situation and an assembly situation is made by the use of different arc types. Whereas Figure 2 refers to the dual-supply case with T 1 3 likely having a different value than T 2 3 , Figure 3 illustrates an assembly situation where nodes 1 and 2 provide different items for the assembly process preceding node 3, which takes T 1 3 = T 2 3 periods. 
Replenishment Policy
In line with the standard GS approach, we assume that the replenishment policy at each node follows standard base-stock control (with a common review period), where in each period node i places an order that raises its inventory position to the desired base-stock level, B i . However, under the dual-supply regime, only a fraction of the entire demand, denoted j i , is placed with each supplier j. (Obviously, for a node with only a single supplier, j i = 1.) We assume that this fraction is static; i.e., it is not adapted from one period to the other. Moreover, we assume the supply fraction is exogenously determined and not an optimization model output. We do this for two reasons. First, Klosterhalfen (2010) presents an optimization model that treats the static supply fractions as decision variables. However, the formulation is significantly more complex, and given this complexity, the solution does not lend itself to interesting insights. As such, this paper focuses on what we consider to be the innovative facets of this research. Second, in Klosterhalfen (2010) as well as in most of the singleechelon dual-sourcing literature, only the trade-off between procurement cost and inventory holding cost is analyzed to determine an optimal supply fraction. At the strategic level we are considering, the sourcing teams are taking a higher-level view of sourcing fractions. As noted in Tian et al. (2011) , if two suppliers have radically different costs, then Intel maintains a minimum allocation to the expensive supplier. The company represented in Figure 1 of this paper follows a similar policy, and when costs are not radically different, it tries to allocate the same volume to each supplier with the idea that this can help secure upside volume in the future. This approach is also consistent with Allon and van Mieghem (2010) , who analyzed a more complex sourcing policy but found a ratio of 75:25 as a reasonable rule for allocating demand between slow and fast supply sources on a strategic level.
As a result of the base-stock replenishment policy with static supply fractions, the replenishment order placed by node i with supplier j in period t is Q j i t = j i · a j i · d i t , where d i t denotes the demand in period t at node i. Apart from the arc types (see Figures 2 and 3 ), the supply fractions j i are also an indicator for dual or single supply, i.e., i j ∈ 0 1 ⇒ dual supply and i j = 1 ⇒ single supply.
Demand Process
We assume the following sequence of events in each period: outstanding orders arrive at each node at the beginning of the period, external demand for that period occurs and is propagated through the network also at the beginning of the period as a result of the specified replenishment policy, external and internal demand is satisfied from each node, and costs are assessed at the end of the period.
According to the replenishment policy, all nodes see the external customer demand in a period adjusted by the supply fractions and production coefficients. Demand at an internal node i is
External demand per period at node e ∈ E, D e , is assumed to follow a normal distribution with stationary mean e and standard deviation e and is identically and independently distributed over time. For items at demand nodes e and f in an arbitrary period, e f denotes the correlation between demands. Then, for node i E, we get
with a e e = e e = e e = 1, ∀ e ∈ E, and the formulas below (recursively applied) for all i E:
Let D i L denote the L-period demand random variable at node i.
Guaranteed Service Times
The outgoing service time for node i, S i , is the amount of time that elapses between the placement of an order by a downstream node j, such that i j ∈ , and the fulfillment of this order by node i; i.e., any material request (irrespective of the quantity) by node j made at time t is available for shipment or processing after S i periods, and this order will enter into inventory at node j at time t + S i + T i j . This in fact means that the outgoing service of a node does not depend on the current physical material availability, but it is assumed that necessary countermeasures will be adopted to make missing items available in time. Graves and Willems (2003) . Service times are the decision variables for the optimization model, as will be seen in §4. As in the standard GS literature, we assume that a node quotes the same outgoing service time to all downstream nodes.
Mathematical Model Formulation
4.1. Single-Node Analysis 4.1.1. Inventory Model. Consider a setting where node i has two suppliers j and k (Figure 4 ). Given the GS assumptions, the items of node j with j i ∈ are available for processing after S j periods. Then, it takes another T j i periods until the items are in stock at i. Consequently, each replenishment placed with supplier j is received after a replenishment lead time S j + T j i . The same holds for supplier k. According to the replenishment lead times, we can identify the slow and fast supplier of node i. We classify all corresponding variables and parameters by assigning a superscript s for slow. Thus, we have S Node i itself quotes an outgoing service time S i to any downstream adjacent nodes. As a consequence, three potential replenishment-lead-time service-time cases may occur at node i:
1. The outgoing service time S i is shorter than (or equal to) both replenishment lead times, i.e., S
2. The outgoing service time S i is larger than (or equal to) the fast replenishment lead time but shorter than (or equal to) the slow replenishment lead time, i.e., S
3. The outgoing service time S i is larger than (or equal to) both replenishment lead times, i.e.,
as the incoming service time from the slow (fast) supplier to node i. Just as all nodes quote an outgoing service time to any downstream-adjacent node(s), each node is quoted an , is less than its outgoing service time S i . In this case, items would arrive at node i before they are actually needed for filling i's demand. To avoid unnecessary inventory, node i would ideally inform the respective supplier to delay its delivery, i.e., increase its service time. The permitted delay from each supplier (in addition to its current outgoing service time) is chosen such that the effective replenishment lead time for node i equals its outgoing service time S i . Therefore, we define the incoming service times from the slow and fast supplier as
From (6), it is obvious that the incoming service times at i can be directly derived from the suppliers' outgoing service times, which are our decision variables, and vice versa. We find the following:
reduce to the following relation:
As a result of Proposition 1, we focus on relation SI
in the derivation of the net stock expression and the upcoming exposition. Without loss of generality, we assume that the net stock at the end of period 0 is equal to the base-stock level: IL i 0 = B i . Then, the net stock at the end of period t is 
where b + c represents the received replenishments up to period t, and a − d represents the realized demand that has been delivered to the successor(s) up to period t. After some manipulations, the random variable that characterizes the demand that needs to be covered by safety stock is given by e . We call it the coverage random variable. Figure 5 illustrates the timeline for the calculation. First, in case of a positive outgoing service time S i , the fulfillment of the demand in period t can be delayed by S i periods. Moreover, the orders placed with the slow supplier up to and including period t − SI 
The net stock, using Ɛ for the expected value and VAR as the variance of a random variable, is To avoid confusion, we interpret "single supply" as referring to two settings. First, a node with a preceding process that requires only a single item and this item is provided by a single supplier. Second, an assembly process where each of the required components is supplied by a single supplier. Both cases result in the same coverage random variable in the standard GS model:
is the incoming service time of (assembly) node i representing the time to receive all the required inputs from the suppliers to start processing. As a result of Proposition 2, the coverage random variable for a dual-supply node (9) comprises these two settings as special cases. i . Then, the safety stock is found as
since we assume normally independent and identically distributed period demand, and thusD i SI f i SI s i S i s i also follows a normal distribution. The safety factor is denoted by k i i , which depends on the predefined service-level target i and is assumed to be larger than 0 such that the planned safety stock level is nonnegative. faces a single procurement cost. Thus, the computation is straightforward. A node with two suppliers may face different procurement costs from the different suppliers. Here, the relevant procurement cost for the holding-cost computation is made up of both cost components. Because replenishment orders follow a static allocation, each supplier provides a fixed-supply fraction. The inventory composition also follows this ratio and thus the relevant procurement cost as well. Let g j i denote the cost added to an item when proceeding from node j to i and c i denote the cumulative cost of an item at node i with c i = 0 for i ≤ 0. Then, the holding cost per unit and period is
where denotes the holding-cost/interest rate for the underlying base period, e.g., one week.
Multinode Model and Analysis with Static Allocation
We first state the entire optimization problem for finding the optimal service times in general acyclic networks and provide the explanation of the objective function and the constraints afterward:
where s i is the given maximum service time for demand node i ∈ E and Z is a sufficiently large number. The objective of P is to minimize the total safety stock holding cost in the entire supply network. Pipeline inventory costs are not included because they do not depend on the service times. Constraints (17) and (18) ensure the replenishment lead time and service-time relationships as given in (7). For the explanation of the other constraints, we introduce the following lemma.
Lemma 1. The objective function (16) increases in the slow and fast replenishment lead times, SI , equal to the maximum over the replenishment lead times from all supplying nodes j ∀ j i ∈ , because in an optimal solution the equality will hold for (at least) one of the constraints as a result of Lemma 1.
Constraints (20)- (22) Lemma 2. Constraints (20) ensure that y j i = 1 for a node j that causes the largest replenishment lead time for node i.
Constraint (21) ensures that y j i = 1 for not more than one predecessor j of node i. Consequently, constraints (20) also ensure that SI f i + T f i is set equal to the second largest replenishment lead time of node i because of Lemma 1 and the fact that SI f i + T f i can only be smaller than one S j + T j i , namely, the largest one because of Lemma 2. The differentiation between the slow and fast supplier is only relevant for the stock computation at a dual-sourced node, i.e., a node with two predecessors. Here, the predecessor that causes the second largest replenishment lead time directly corresponds to the fast supplier. At single-sourced (assembly) nodes the largest replenishment lead time, which corresponds to the slow replenishment lead time, needs to be covered anyway. The fast replenishment lead time does not play a role because of Proposition 2 since s i = 1. Therefore, we can identify the fast processing and incoming service time by (23) and (24) because of Lemma 1. The slow supply fraction and processing time are found by (25) and (26).
The remaining constraints ensure that the service times are nonnegative (27), the demand nodes satisfy their service guarantees (28), and the external suppliers deliver the items immediately (29) .
Note that the definition of the incoming service times (6) With regard to the optimal service times and the computational complexity of P, we find the following:
Proposition 3. For normally distributed demand and a nonstockout probability service-level constraint, (i) an extreme point property holds for P and (ii) P is NP-hard.
As a result of Proposition 3, we know that an optimum for P is at an extreme point of the feasible region. Exploiting this finding can help in the development of optimization algorithms similar to the dynamic programming algorithms for the singlesupply problem for serial, divergent, or convergent supply networks (see Minner 1997) .
Application
We use the developed model to determine strategic safety stocks in the real-world supply network depicted in Figure 1 . We compare the result of our exact approach with the approximate one outlined in the final section of Graves and Willems (2005) .
Approximate Approach (see Graves and
Willems 2005) The standard GS model employs an activity-on-node network representation (see §3.1). Because a single index value can uniquely identify every potential stocking location and its single preceding process, it combines the two into a so-called stage. In a multisourcing setting, no equivalent mapping exists. The subtle, but critical, issue is that a potential stocking location supplied by dual sourcing will see two service times and two transportation times, one from each supplier. These individual times can, and almost surely will, differ, so it is not possible to accurately model these times with a single receiving stage. Recognizing this issue, the approximate solution outlined in Graves and Willems (2005) replaces each multisourced stage with one substage for every supplier plus a succeeding pseudo assembly stage with a processing time of 0.
For illustration purposes, Figures 6 and 7 depict the same supply chain where the material at node 3 is dual sourced from nodes 1 and 2 with supply fractions 1 3 and 2 3 . The transportation processes take T 1 3 and T 2 3 . Because items are only transported (and not assembled), the production coefficients are a 1 3 = a 2 3 = 1. Figure 6 is our multisourcing network representation, allowing the exact inventory calculations presented in §4. Figure 7 is the approximate remodeling, which is obtained as follows:
1. The dual-sourced stage 3 is split into three substages, i.e., stages 3a, 3b and 3c.
2. Stages 3a and 3b are associated with the transportation processes from the supply nodes and thus, mapping the standard GS single index-value notation to our notation, processing times T 3a = T 1 3 and T 3b = T 2 3 . The production coefficients of these stages and their supplying ones are a 1 3a = a 2 3b = 1.
3. The split of the original demand at stage 3 according to the supply fractions is achieved by introducing a pseudo assembly stage 3c with processing time T 3c = 0 directly after the transportation processes. The supply fractions, 1 3 and 2 3 , which do not exist in the standard GS approach, are turned into the production coefficients a 3a 3c = 1 3 and a 3b 3c = 2 3 , respectively.
4. In terms of cost, the inventory holding costs per unit and period at stages 3a, 3b, and 3c are set equal to the holding cost at stage 3 in the original network.
In this remodeling process the approximation takes place in step 3. Even though the split of the original demand across the two suppliers can be done correctly by setting the production coefficients equal to the supply fractions, the resulting inventory calculations at the three substages cannot accurately capture the inventory pooling effect. Because the original dual-sourced node 3 is represented by three substages constituting an assembly operation, stage 3c assumes that stages 3a and 3b deliver different components for its assembly process. To start the assembly process, both input Stage 3b components from stages 3a and 3b need to be available at the same point in time and in the required ratio. That is why stage 3c considers only a single incoming service time, which is the maximum of both outgoing service times of the supplying stages, S 3a and S 3b , when determining its inventory requirement, instead of dealing with these service times individually. This results in the following approximate cost function at dual-sourced node 3 (assuming normally distributed demand, S 1 + T 1 3 > S 2 + T 2 3 without loss of generality, and the constraints on the service times specified in P):
Note that if S 3c ≥ S 2 + T 2 3 , no stock needs to be kept at stage 3b because it can act in a just-in-time fashion. Hence, this term vanishes in the cost function. With regard to the optimal stock positioning at a dualsourced stage/node that is remodeled according to this approximation, we find the following:
Lemma 3. At a dual-sourced node, which is approximately remodeled as an assembly system with three substages, it is optimal under normally distributed demand to set the service times of the two upstream stages equal to the service time of the downstream stage. Hence, stock is never held at the downstream stage.
In reality, stages 3a and 3b do not provide different components but the very same item. Therefore, the items do not need to arrive at the same point in time but may well arrive at different points in time. It only needs to be ensured in the stock computation at stage 3c that one of the suppliers has the item available at the requested point in time, not both. This is reflected by the cost function of the exact approach, which is (according to (14) and Proposition 1)
The remodeling of the supply network in the approximate approach only affects dual-sourced nodes. At the other nodes, both the exact and the approximate approaches determine the required safety stock level according to the same logic. Based on (30) and (31) and Lemma 3, we find the following:
Proposition 4. For normally distributed demand and identical replenishment lead times at a dual-sourced node in both the exact and the approximate approach, the exact approach only outperforms the approximate one if the dualsourced node's outgoing service time is smaller than the shorter replenishment lead time.
The inferior performance of the approximation is caused by an overestimation of the required stock level at a dual-sourced node if its outgoing service time is smaller than the shorter replenishment lead time. As a result of the remodeling into an assembly stage, the approximate approach cannot accurately capture the inventory pooling potential. It holds two separate safety stocks for the items provided by the two suppliers because it views them as different components. This is reflected by the two separate square root expressions in the optimal solution to the first case of cost function (30), which becomes after substituting S 3a = S 3b = S 3c = S 3 because of Lemma 3:
The first case of the exact cost function (31) can be rewritten as
This case is easily shown to be smaller than (32) (see proof of Proposition 4). This overestimation of the required stock level in the approximate approach may not only lead to different safety stock levels prescribed by the two approaches at identical stockholding nodes in the network but also to a completely different safety stock positioning across the network (as we will see in §5.3).
Optimization Algorithms
After remodeling the original supply network, the standard GS dynamic programming (DP) algorithm (see, e.g., Graves and Willems 2000) can be applied to obtain the optimal solution to the approximation. For the exact approach, the real-world supply network has an assembly structure, allowing us to adjust the standard DP algorithm such that it can also handle dual-sourced nodes. In essence, we formulate two Downloaded from informs.org by [168.122.32 .233] on 19 May 2014, at 09:43 . For personal use only, all rights reserved. cost functions, one for a single-sourced node and one for a dual-sourced one. We obtain the optimal solution by a forward recursion; see the online appendix for algorithmic details.
Performance Comparison: Approximate vs.
Exact Approach To illustrate and analyze the differences between the exact and the approximate approach, we start off by applying both models to the real-world example in Figure 1 .
5.3.1. Data. Table 1 shows the processing times, per unit added costs, and supply fractions for the company's current supply chain. Note that the data is disguised to protect confidential company data but the underlying relations remain true. For this reason, we also simply choose = 1. Although China has significant labor savings compared with Texas, the material costs are more closely matched. Transportation costs are more expensive from China because it must ship by sea and truck. All production coefficients a i j are equal to 1. Disguised demand on a daily basis is normally distributed with a mean of 100 and a sigma of 40. At all locations, a safety factor of 2.33 is assumed, which corresponds to an -service level of 99%. The maximum allowed outgoing service time for the external demand node 10 is assumed to be 0, i.e., s 10 = 0. Figure 8 presents the optimal service times and stocking locations of the exact approach resulting in a total safety stock cost of $3,715.98. Safety stock is held at dark-shaded nodes. By definition, node 10 satisfies external customer demand and holds safety stock. In addition, the two most upstream nodes and the dual-sourced node 6 hold safety stock in order to synchronize the outgoing service times quoted to assembly node 9. Table 1 Supply Network Parameters The remodeled supply network representation from Figure 8 is presented in Figure 9 . The stages surrounded by the light-grey background illustrate originally dual-sourced nodes that are replaced by substages to make the supply network fit into the standard GS model.
Results.
In the optimal solution of the approximate approach, safety stock is held at the same stages as in the exact approach, which is illustrated by the darkgrey shading in Figure 9 . All optimal service times are identical to the ones of the exact approach. However, the safety stock levels and thus the total cost are different because the approximate approach cannot coordinate the replenishment lead times at dual-sourced nodes correctly and thus cannot properly capture inventory pooling. At node 10, a larger safety stock (1,155.95 units) is held versus the exact approach (1,113.68 units), which causes the total safety stock cost to increase by 6.13% to $3,943.63.
Further Analysis.
To generalize these results, we use our example as the basis for a numerical exercise where we allow each dual-sourced node to assume a supply fraction of 0.25, 0.50 or 0.75. Because there are three dual-sourced nodes, this results in 27 instances. All other input parameters are the same as the original data, although the change in the supply fractions obviously changes both the demands and costs across each problem instance.
Tables 2-4 present the results comparing the exact (E) and the approximate (A) approach. The first three columns indicate the supply fractions at the dual-sourced nodes 5, 6, and 10, which define the specific instance. In 10 of the 27 instances, the optimal safety stock policy (i.e., optimal service times) differs between the two approaches. Safety stock is held at different nodes in the supply network. These instances are listed first in Table 2 , where for each node/stage (columns 1-9) the optimal outgoing service time of the two approaches (columns E and A) is summarized. Because the approximation remodels each of the dual-sourced nodes 5 and 6 by three substages, of which only the outgoing service times of the two upstream stages are relevant because of Lemma 3, we report two outgoing service times under column A at those nodes. Moreover, node 10 is not included in the table because it quotes an optimal outgoing service time of 0 in all instances due to s 10 = 0. The last column indicates whether the service-time pattern is identical to or different from the exact and the approximate approach. Table 3 provides the safety stock levels at the different nodes resulting from the prescribed service times for those instances where the service-time patterns differ between the two approaches. For example, in the first two instances the exact approach (E) holds safety stock at dual-sourced nodes 5 and 10 plus Downloaded from informs.org by [168.122.32.233] further stocks at single-sourced nodes 1, 2, and 4. The approximate approach (A) carries safety stock at dual-sourced nodes 6 and 10 in addition to stock at single-sourced nodes 1 and 2. Even though the total stock levels across all nodes are 14%-16% lower in the approximation, the total cost is about 10% higher. Across all instances in Table 3 , the average total cost of the approximation is 10.63% above the optimal exact cost. The maximum difference is 12.34%. These instances show that we need an integrated approach like the newly developed exact approach in this paper. The reason is that in the process of determining the optimal stock-holding locations, each of the two approaches trades off the following two effects: (i) the risk pooling effect over time, which advocates holding more stock downstream, because the required additional safety stock level for buffering against an additional time unit is decreasing; and (ii) the value-added effect through further processing, which makes inventory holding costs higher at downstream nodes. Because of the remodeling into an assembly stage, the approximate approach basically considers a different risk-pooling effect than the exact approach. Therefore, it solves a different trade-off within the optimization. At node 10 (but also at the other dual-sourced nodes), this becomes quite obvious. Because of the remodeling, the approximation treats the upper supply network part with stage 10a and all its suppliers completely independent of the lower part with stage 10b and its suppliers. This results in different cost trade-offs and thus may also result in a different "optimal" safety stock policy under both approaches as illustrated in Table 3 . Table 4 summarizes the safety stock levels of those instances where the exact and the approximate approaches find identical optimal service times (see Table 2 ). Two different service-time patterns are obtained; one where node 10 is the only dual-sourced node holding stock (instances 1-14 in Table 4 ) and one where dual-sourced nodes 6 and 10 hold stock (besides further single-sourced nodes). In both patterns the cost difference between the two approaches arises solely from the different stock levels prescribed at node 10. Even though the second service-time pattern holds stock at dual-sourced node 6 as well, the exact approach cannot realize any benefits over the approximate one because the optimal service time is not smaller than the shorter replenishment lead time Downloaded from informs.org by [168.122.32 (see Proposition 4). Hence, both approaches prescribe an identical safety stock level of 63.01 units. At dual-sourced node 10 the situation is different. The service time is 0 and thus smaller than the shorter replenishment lead time. The approximate approach prescribes safety stock levels, which are 3%-10% higher than the exact approach. This overestimation causes an average and maximum total cost increase of 8.27% and 11.12%. Consequently, we observe that even though the approximation might find the optimal service-time pattern and thus stocking locations, the correct sizing of the safety stock levels at dual-sourced nodes can only be done according to (14) of the exact approach. 
Conclusion
In this paper, we have integrated static dual supply into the guaranteed-service framework. The developed model characterizes inventory requirements exactly in dual-supply general acyclic supply networks where the suppliers are allocated static fractions of demand. Compared with the only previously published approximate solution, our exact approach may result in considerable cost savings. In our 27-instance numerical study, total safety stock cost savings amount to 9.1%, on average. These savings are realized because the exact model captures inventory pooling in a way that the approximation is unable to do. Consequently, the approximate approach may place safety stock at different locations than the exact one. Although the total safety stock quantity in the entire supply network does not necessarily have to be higher (it may even be lower in some cases), the total costs resulting from such a different safety stock allocation in the network are higher. Even if the approximate approach finds the optimal safety stock locations, it may still prescribe higher safety stock levels at these locations than is actually required, thus causing higher costs. Also in those cases the exact model is needed for rightsizing the stock level. This research raises several relevant questions for further consideration. We conclude with three issues that we think are most worthy of additional work. First, efficient solution algorithms enabling the optimization of large general acyclic networks with dual supply should be developed. For the solution of the practical example in this paper, which exhibits a pure assembly structure, we have presented a dynamic programming algorithm. Other network structures require a modification of this algorithm or a completely different solution approach. Starting points could be the branch-and-bound algorithm of Humair and Willems (2011) or the mixed-integer programming formulation of Magnanti et al. (2006) .
Second, relaxing the assumption of static, exogenously determined supply fractions in multiechelon networks deserves investigation. The single-echelon analysis by Boute and van Mieghem (2013) shows substantial cost differences with an order-splitting policy with dynamically adjusted supply fractions in certain parameter settings. Compared with our strategic model, this analysis and most other single-echelon models have an operational focus and thus only consider the trade-off between procurement cost and inventory holding cost. At a strategic level, as mentioned in our paper, the determination of the optimal supply fractions requires the consideration of additional aspects like risk mitigation and securing upside volume. Therefore, the current model would have to be extended in these respects when turning the supply fractions into decision variables. Because many single-echelon models do not address these aspects either, one could start with such an analysis first. Besides a relaxation of the static supply fraction assumption in the order-splitting policy, the integration of other replenishment policies in a multiechelon setting, such as the constant-order or dual-index policy, represents a valuable extension as well.
Third, the development of a multiechelon multisupply model under the stochastic-service assumption is worth exploring. In our model we assume guaranteed service, i.e., a stage provides 100% service for its quoted service time. However, in large parts of the inventory literature it is assumed that the service time between nodes can vary depending on the material availability at the upstream node. In the single-echelon setting, several contributions exist that consider dual sourcing under stochastic replenishment lead times, but hardly any address the multiechelon context.
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