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Abst rac t - - ln  this paper, Bayesian estimation of the two (unknown) parameters and reliability 
function of the Inverse Gaus~ian distribution axe obtained by using the approximation forms of 
Lindley [1] and Tierney and Kadane [2]. Based on a Monte Carlo simulation, the Bayes estimates 
using Tierney and Kadane's approximation form is the best one, as compared with Lindley's form or 
max imum likelihood method. 
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1. INTRODUCTION 
The two-parameter Inverse Gaussian [IG(¢, A)] distribution with probability density function 
(p.d.f.), 
exp --~- ¢ -  , x>0,  (¢>0, ) ,>0) ,  (1) 
where 
R(t )  = #( t l )  - (2) 
t2 = -(1 + Ct)~j A, (3) 
~} = exp(2fl~b), 
and ¢(.) is the cumulative distribution function (c.d.f.) of the standard normal distribution [3]. 
Chhikara and Folks [4] proposed the Inverse Gaussian as a lifetime model and suggested its 
application for studying reliability aspects where the initial failure rate is high, and Nadas [5] 
considered the Inverse Ganssian as a model in the context of the first passage time in Brown- 
ian motion. Padgett [6] considered Bayes estimation of the reliability function using a vague 
prior p(A) --- A -1, when the mean lifetime #, where # = 1/¢, is known. In the case when 
both # and A are unknown, Padgett [6] remarked that the use of Jeffrey's noninformative joint 
prior p(#, A) = (/~3A)-1/2 leads to an intractable posterior for estimating reliability function. 
Howlader [7] extended the results of Padgett [6] and gave an approximate Bayes estimate of the 
reliability function of two parameter Inverse Gaussian using Jeffrey's noninformative joint prior 
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and a squared error loss function. Bayes estimates of the parameters and reliability function are 
obtained by Sinha [8] for the Inverse Gaussian distribution and compared with their classical 
counterparts. 
Assuming that both of the parameters ~b and A are unknown, Bayes estimation of the parame- 
ters and reliability function R(t) are obtained by using Lindley [1] and Tierney and Kadane [2] 
approximation forms based on a conjugate prior of ¢ and A. Comparisons are made between those 
estimators and their corresponding maximum likelihood estimators based on a Monte Carlo sim- 
ulation study. 
Based on a random sample of size n from IG(¢, A) the likelihood function takes the form 
E(¢,Alx) o(A n/2exp - x~ ¢ -7~ ' 
where x _---- (X l ,X2 , . . .  ,Xn). 
Or, equivalently, 
e(¢, a A "/= exp - i + ¢ - , 
V 
(4) 
where 
~=-~-~X,,n ,=, xr=n~.~l= and v=~ x-" 
The maximum likelihood estimates (MLE's) of the parameters ¢ and A are given, respectively, 
by 
1 n 
~-)ML --'-- X and iML  = n • (5) 
E,=I (1 /X i -  1/:~) 
Also, the MLE of the reliability function is obtained from (2) after replacing ¢ and A by ~bML 
and ~ M L , respectively. 
2. BAYES EST IMATION 
The use of Jeffrey's noninformative prior for the two parameters ¢ and A leads to an intractable 
posterior density of the parameters and reliability function of IG(¢, A), see [6]. This vague prior 
is also used by Bannerjee and Bhattacharyya [9], Howlader [7] and Sinha [8]. Instead, we use the 
conjugate prior of ¢ and A. 
Following Raiffa and Schlaifer [10], it follows, from (4), that the natural conjugate prior of ¢ 
and A may be written as 
g(¢,A) o(A ml2exp - 1+ -~ ~b- , (6) 
where a > 0, B > 0 and m is a positive integer. 
Combining (6) with the likelihood function (4), the joint posterior density of ¢ and A is 
h(¢,A [ x_) (x A(m+n)/2exp - nv+ma+nZ ~b- +mj3 ~-  . (7) 
By the same way of Bannerjee and Bhattacharyya [9], the posterior density (7) can be rewritten 
as [ ,),}] h(~,,Xlx) ~ ~r/~ exp - 1 + ~-7 ¢ - ~7  , (8) 
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where 
r = n + m, /3'= l (n~ + m/3) 
r 
~' 1 nv+rn~+nm/3(=r  r-'~ 7 1 -~)2]"  (9) 
It is well known that the Bayes estimator UB of a function U - U(O), 0 =_ (01,..., ON) 6 0 is 
given, under the squared-error loss function, by the posterior mean 
f U(O)eL(e)+P(e)dO 
OB = E[u(e)  I x_] = o 
f eL(e)+p(O)dO (10) 
O 
f U(O)eQ(°)dO 
=O 
f eQ(O)d 0 , (11) 
O 
where p(O) = log e 9(0), 9(0) is the prior density function and Q(O) = L(O) + p(O) is the logarithm 
of the posterior distribution of 0 given x except for the normalizing constant and L = log e g- 
The integrals in (10) and (11) are usually not obtainable in closed form. By Expanding L(O) 
and p(O) of (10) into a Taylor series expansion about the MLE of 0, or Q(O) of (11) about the 
posterior mode of 0, Lindley [1] obtained an approximate form of LrB. Howlader [7] and Sinha [8] 
used Lindley's approximation form about the MLE's of the parameters ¢ and A of the IG(¢, A) 
distribution to obtain their Bayes estimators based on Jeffrey's noninformative prior of ¢ and A. 
In this paper, we consider instead Lindley's approximation of brB about the posterior mode 
of ¢ and A, and compare it with another approximation due to Tierney and Kadane [2]. 
2.1. The Approximation Form of Lindley 
In the two parameter case, 0 = (01,02), Lindley's approximation form reduces to the following 
1 
08 = u(e) + [A + Q30B 2 + Q2 C 2 + Q12c2  + Qo3B21], (12) 
2 2 where A Ei-----1 Uij T~j, D~+eQ OU = E j=I  Q~7~= o,e,o~e2, ~,~ = 0,1,2,3, ~? +~=3,  fori, j= l ,2 ,  U~ = ~,  
Uij =~-~°2u and for i ¢ j 
B~j = (U~T~ + UjT~j)T~, C~j = 3U~T~iT~j + Uj(Ti~Tjj + 2~'2), 
V~j is the (i,j)th element in the inverse of the matrix Q* = (-Q~j), i , j  = 1,2 such that Q~*j :
~ .  Expansion (12) is to be evaluated at (01,02), the mode of the posterior density. 
In our case, (01,02) = (¢, A) and Q is given by 
Q(¢ ,A[x )= log  eho(~log eA-  1+~7 ¢-  • (13) 
The posterior mode, denoted by (¢*, A*), is obtained from (13) and takes the following forms 
1 1 
¢* =/3-- 7 and A* -- --c~,. (14) 
Now, to apply Lindley's form (12), we first obtain the T,j elements of the inverse of the matrix 
Q~ = i-Q*), i , j  = 1,2 which can be shown to be 
2(¢- 
1 2A and T12 = T21 = , 711 = r/3,A2 D, 722 = r-D rD 
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~rthermore, 
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1 (~_7)  2 D=~-2/~ '  ¢ -  
r 
Q12 = 0, Q21 = -r/3', Q03 = ~ and Q30 = 0. 
Substituting the above values in (12) yields the Bayes estimate using Lindley's method, denoted 
by ~fBL, of a function U = U(¢, A), given by 
A* 1 
0BL ---- E[U(¢, ~1 I _x] -- U + ~-~ + ~-~ [W1U 1 + W2U21 , (15) 
where 
and 
A* 
= - ; L -S -# - u21) + 
w~=-~¢-  
1 
w~ = ; - 4~, ¢ - ~ 
Since all functions of equation (15) are to be evaluated at the posterior mode defined by (14), 
the Bayes estimate is then given by 
= U + ~*A*  + !A*V~, (16) 
r 
where 
Special cases 
(i) If in (16), U(¢, A) = ¢, then 
2 U22}. 
(ii) If in (16), U(¢, A) = A, then 
(iii) 
~/BL : '¢'*. (17) 
If in (16), U(¢, A) = R(t), then 
RsL=R(t )+ 7 -3+ 64 +r  
where 
~ -= 62(¢, ~, t) = ~-~ (1 - Ct)¢(tl) + n(1 + Ct)¢(t~) - 2end(t2), 
1 {(1 - Ct)¢(t,) + ~/(1 + Ct)¢(t2)} (20) 
+ ~-~ (1 -- ~t)2¢(tl) + 27¢(1 + Ct)¢(t2) 
+ t2W(1 + ~t)2¢(t2) -- 4~2WV(t2) + ~W¢(1  + ~t)C(t2), 
evaluated at the posterior mode given by (14) and ¢(.) is the p.d.f, of the standard normal 
distribution. 
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2.2. The Approximation Form of T ierney and Kadane 
Tierney and Kadane [2] gave an alternative method for the evaluation of the ratio of integrals 
of the form (11) by writing the two expressions 
= 1Q(O) and L* --- l[Q(9) + log e U(9)]. (21) L 
n n 
Therefore, 
f e nL* d9 
O.  = E[U(O) Ix-] - e (22) f ennd~ • 
(9 
Following Tierney and Kadane [2], equation (22) can be written in the approximation form 
[det~'* ] 1/: [n{L*(O*)-L(O)}], (23) o . ,  = exp 
where ~* and 0 maximize L* and L, respectively, E* and E are the negatives of the inverses 
of the matrices of second derivatives of L* and L at 3" and 3, respectively. OBT stands for 
Tierney-Kadane approximation of the Bayes estimate of the function U. 
In our case, the functions L and L* are, respectively, given by 
L= 1 log eA- -  1+ ~b- (24) 
and 
L* = 1 log e U(%b, A) + L. (25) 
n 
Equation (23) is then written as 
[detE*] U2 In{L" A*)}] (26) = Lm -] exp (~*,A*)- L(¢*, . 
Now, to apply Tierney and Kadan's approximation form (26), it can be shown using (24) that 
2n 2 
detE : r2/9,-----~, (27) 
and detE* is the determinant of the negative of the inverse of the matrix of second derivatives 
of L*, given by (25). Its value can be found if U(¢, A) has an explicit functional form in the 
parameters %b and A. 
The principal regularity condition required for the application of Tierney-Kadane's form (26) 
is that the posterior density be unimodal. This condition is satisfied for our posterior density (7) 
and the posterior mode is given by (14). 
Special cases 
(i) If in (25), U(¢, A) : %b, then 
[detEr, ] 1/2 
~BT = [ -~]  exp [n{L*(¢~,i~)- L(~D*,A*)}]. (28) 
where 
2n2A 2 
deter= { ( 1 )2} ,  
r ~-~ + rAfg' - 2A2r (B ' )  2 lp  - 
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evaluated at ¢~ and st~ which solve the following two nonlinear equations. 
o<, 1 at/1 + A-~ = . 
--1 = ~n '  (~-  ~,) • 
(29) 
(ii) If in (25), U(¢, A) = st, then 
rdet~ ]115 
where 
evaluated at 
exp [n(L*(¢~, A~)- L(+*, A*)}] . 
detlC~ = 
2n2A 
r/3'{r + 2 -  2rAB' (¢ -  (ll13'))2 } ' 
1 r+2 
¢~ =/3-- 7 and A; = ra' " 
(iii) If in (25), U(¢, A) = R(t), then 
(3o) 
(31) 
rdet~zslli: [,,{s: "'~* LOb', }] R(t)BT = [ - -~ J  exp (~D3,A3)- A*) . (32) 
where n2 R4 
det~z = (~'1~'2 - ~) '  
I1 = 6(¢ ,  st, t) = ( rAyn  - 63)R + 6~, 
~2--~2(¢,st, t )=  ~-34  n+6~,  
6 =-- ~3(¢,st, O = [rY (¢ - ~)  n-65] n + 613~, 
31 = ~1(¢, st, t) = v% [he(t2) - ¢(tl)] - 2st~¢(t2), 
65 --- 6s(¢, st, t) = -~ ¢(q) - ~¢(t2)} 
i t1(i  - Ct)¢(tl) + 2n¢¢(t~)v~7 +~ 
+~-~(I +¢t)[2A+t2x/M]¢(t2)-2~(1 + 2A¢)¢(t2), 
65, 63 and 64 are given by (20). All functions in (32) are to be evaluated at ~b~ and A; 
which solve the following two nonlinear equations 
61 (¢~, A~, t ) -  rA~/7'R (¢~-  ~-7)=0 
and 
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3. SIMULATION STUDY AND COMPARISONS 
To compare the different estimators ofthe parameter and the reliability function of the IG(¢, A) 
distribution obtained in the above sections, random samples of different sizes are generated as 
follows: 
(i) For given values of the parameters ¢ and A, generate random samples of sizes n = 
20(10)100 from the IG(¢, A) distribution by using the algorithm of Abd-E1-Hakim and 
Ahmad [11]. 
(ii) The MLE of ¢ and A are computed from (5). Also, /}ML(t) is then computed at some to 
by replacing ¢ and A by ~3ML and ~ML in (2). 
(iii) The Bayes estimates (BL and BT) of ¢, A and R(t) have been computed by using (17), 
(lS), (19), (28), (30) and (32) for given prior parameters a, j3 and m. 
(iv) The squared eviations (¢ - ¢)2, (~ _ A)2 and (/}(to) - R(to)) 2 are computed for different 
sample sizes n where ( ) stands for an estimate (ML, BL or BT). 
(v) The above steps are repeated 1000 times and the estimated risks (ER) are computed by 
averaging the squared eviations over the 1000 repetitions. The computational results are 
displayed in Tables (1)-(4). 
Table 1. Est imated risks (ER)  of the est imates of ¢ and X for Different Sample 
Sizes n. 
(¢ ---- 1.0, A ---- 0.25, (~ --- 3.5, ~ -- 5.3, m = 1 and 1000 repetit ions) 
n 
20 
30 
40 
50 
60 
70 
80 
90 
100 
ER(~ML)  EI:t(¢BL) ER(~BT)  ER(AML)  ER(XBL)  ER(ABT)  
0.6911 
0.5470 
0.4782 
0.4026 
0.3467 
0.3040 
0.2808 
0.2448 
0.2137 
0.3366 
0.3321 
0.3284 
0.3095 
0.2794 
0.2526 
0.2384 
0.2110 
0.1877 
0.3370 
0.3319 
0.3271 
0.3086 
0.2786 
0.2521 
0.2381 
0.2108 
0.1875 
0.1369 
0.1102 
0.0914 
0.0815 
0.0688 
0.0556 
0.0438 
0.0364 
0.0304 
0.1187 
0.1016 
0.0859 
0.0762 
0.0643 
0.0529 
0.0421 
0.0354 
0.0296 
0.1186 
0.1015 
0.0857 
0.0760 
0.0637 
0.0528 
0.0418 
0.0353 
0.0286 
Table 2. Est imated Risks (ER)  of the Est imates of R(t) for Different Sample Sizes 
n and t ime t. 
(¢  -- 1.0, A -- 0.25, a -- 3.5,/~ -- 5.3, m -- 1 and 1000 repetit ions) 
n t 
2.0 
30 4.0 
6.0 
2.0 
50 4.0 
6.0 
2.0 
100 4.0 
6.0 
ER[RML (t)] ER[hBL( t ) ]  EFt[RBT(t)] 
04609~ 0.45870 0.44884 
0.38782 0.37986 0.36931 
0.36488 0.35946 0.35733 
0.45076 0.45574 0.43912 
0.37970 0.37473 0.36324 
0.35528 0.35155 0.35120 
0.44949 0.45220 0.44433 
0.37295 0.36128 0.35478 
0.35461 0.35048 0.34106 
Generally, it may be noted from Tables (1) and (3) that in most cases the Bayes estimates of 
and A obtained by Tierney Kadane method are better than the corresponding Lindley's estimates 
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n 
20 
30 
40 
50 
60 
70 
80 
90 
100 
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Table 3. Estimated Risks (ER) of the Estimates of ,) and A for Different Sample 
Sizes n. 
(¢ -- 0.5, A -- 1.1, a = 4.7, f~ -- 4.1, m = 1 and 1000 repetitions) 
ER(¢ML)  ER(~BL)  ER(¢BT)  ER(AML)  ER(ABL)  ER(~sT)  
0.2243 
0.1842 
0.1605 
0.1366 
0.1151 
0.1081 
0.0948 
0.0775 
0.0660 
0.1787 
0.1588 
0.1441 
0.1257 
0.1075 
0.1018 
0.0902 
0.0744 
0.0638 
0.1793 
0.1590 
0.1440 
0.1249 
0.1067 
0.1016 
0.0901 
0.0743 
0.0636 
0.6814 
0.5303 
0.4404 
0.3663 
0.2996 
0.2422 
0.2051 
0.1744 
0.1511 
0.3374 
0.3306 
0.3094 
0.2770 
0.2388 
0.2004 
0.1750 
0.1516 
0.1339 
0.3373 
0.3305 
0.3091 
0.2768 
0.2387 
0.2003 
0.1746 
0.1515 
0.1335 
Table 4. Estimated Risks (ER) of the Estimates of R(t) for Different Sample Sizes 
n and time t. 
(¢ = 0.5, A --- 1.1, a -~ 4.7, f~ - 4.1, m = 1 and 1000 repetitions) 
Tt t 
2.0 
30 4.0 
6.0 
2.0 
50 4.0 
6.0 
2.0 
100 4.0 
: 6.0 
ER[]?/ML (t)] EFt[RBL (t)] ER[RBT(t)] 
1.2987 1.2954 1.2934 
1.1809 1.0285 1.1243 
1.0724 1.0671 0.9815 
1.2927 1.2925 1.2617 
1.1393 1.1259 1.0631 
1.0706 1.0665 0.9796 
1.2853 1.2851 1.2503 
1.1304 1.1232 1.0587 
1.0701 1.0659 0.9598 
which are more  efficient than  the corresponding ML est imates  in the  sense of compar ing  the  
es t imated  risks of  the  est imates.  
F rom Tables (2) and (4) we observe that  the  es t imated  risks of  the  est imates  of  R( t )  decreases 
as n or t increases. There inaf ter ,  the  es t imated  risks of R(t) using T ie rney  and Kadane 's  ap- 
p rox imat ion  form is less than  the  corresponding es t imated  risks which are obta ined  by L ind ley 's  
approx imat ion  form or by ML method.  So, we can say that ,  the  Bayes est imates  using T ie rney  
and Kadane 's  approx imat ion  form is the best one, as compared  wi th  L ind ley 's  approx imat ion  
form or max imum l ikel ihood method .  
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