We compute the renormalized two-point functions of density, divergence and vorticity of the velocity in the Effective Field Theory of Large Scale Structures. Because of momentum and mass conservation, the corrections from short scales to the large-scale power spectra of density, divergence and vorticity must start at order k 4 . For the vorticity this constitutes one of the two leading terms. Exact (approximated) self-similarity of an Einstein-de Sitter (ΛCDM) background fixes the time dependence so that the vorticity power spectrum at leading order is determined by the symmetries of the problem and the power spectrum around the non-linear scale. We show that to cancel all divergences in the velocity correlators one needs new counterterms. These fix the definition of velocity and do not represent new properties of the system. For an Einstein-de Sitter universe, we show that all three renormalized cross-and auto-correlation functions have the same structure but different numerical coefficients, which we compute. We elucidate the differences between using momentum and velocity.
Introduction
In the era of large cosmological surveys and numerical simulations the need for simple and intuitive analytical guidance is stronger than ever. This is especially true in the study of the large scale structures (LSS) of the universe at late times where the validity of simple linear theory is much more limited than in the early universe. Of the many issues encountered in trying to understand and observationally test LSS, such as for example biasing, baryonic physics, redshift space distortion, relativistic effects etc., one seems to be particularly suited for analytical investigation: the evolution of the distribution of dark matter. We have certainly many tools to deal with many-body problems, but we have to be careful in dealing with the long-range attractive gravitational interaction. Because of gravity, scales much larger than the Hubble horizon have been frozen since the very early universe. At these scales (today of the order of 10 Gpc) the universe is homogeneous to a part in 100,000 and so linear theory is very accurate. But gravity also causes the growth of inhomogeneities with time, pushing scales shorter than a few Mpc into a completely non-linear regime. Considering that we are powerless in describing analytically realistic non-linear gravitational collapse and that short scales couple gravitationally to large scales, one might abandon oneself to pessimism. Fortunately, Effective Field Theories (EFT) are designed to tackle precisely these problems, namely when things we care about interact with others we do not know or care about (see e.g. Ref. [1] for a general introduction). Applications of EFT to the well developed theory of LSS, nicely reviewed in the standard reference [2] , have recently attracted growing interest [3, 4, 5, 6, 7] . The key point of this approach, hereafter EFTofLSS, is that short scales, which are traditionally neglected, affect large scales in a specific and predictable manner. The only way to set up a consistent perturbation theory is to systematically account for these short-scale effects. In practice, this amounts to including in the EFTofLSS all operators compatible with the symmetries of the problem as we will review in Sec. 2. When neglecting these terms, one loses the ability to renormalize the theory.
At this point, the sceptical reader will object: "But LSS are well described by a classical, deterministic theory for which there is no need for renormalization". Things are in fact different for the following reason. This particular realization of the universe in which we live can indeed be described at cosmological scales by simply evolving some specific initial conditions with some classical deterministic set of equations. But as of now, we have no way to know what these specific initial conditions were. What we do is to average over some ensemble of initial conditions and invoke the ergodic theorem to compare those ensemble averages to spatial averages of what we observe around us. It is because of the ensemble average that our description of LSS is not a deterministic one. Instead it is analogous to a statistical (or quantum mechanical) description and hence the field theory we are using comes with all the interesting phenomena observed in those fields. In particular, renormalization is not something we do to get nicer fit from theory, instead it is a crucial step in the definition of a consistent theory, as for any statistical or quantum field theory.
The sceptical reader might object again: "In ΛCDM the loops arising in perturbation theory are not divergent so there is nothing to renormalize". Actually, renormalization is not really about cancelling infinities, rather it is about handling those situations in which the momentum of some internal integral, i.e. a loop 1 , takes values that are much larger than those for which we trust the theory under consideration. We will call these contributions "UV-corrections", since it is in the limit of high energies and large momenta that the EFTofLSS ceases to be valid. The concrete value of these UV-corrections, whether finite or not, are meaningless and cannot be trusted. Renormalization is the process of defining a limit in which the sum of UV-correction and appropriate counterterms gives a finite physical value 2 . Because of this, whether or not ΛCDM (or any other solution of the theory) has finite or infinite UV-corrections, the field theory for LSS have to be renormalized in order to give physical results.
In this paper we make progress in the study of the EFTofLSS in several directions. For the reader that is not interested in the details of the calculation or that cannot wait any longer to hear our results, we present here a summary of our main findings.
Velocity and mass and momentum conservation Besides the momentum π, the other natural variable to use in the EFTofLSS is the mass-weighted velocity, i.e. v l ∼ π l /ρ l + counterterms (this relation must include appropriate counterterms for the renormalization of composite operators as we discuss in subsection 6), where ρ is the density and the label l indicates that a quantity contains only large-scale modes. This is to be contrasted with the volume-weighted definitionṽ l ≡ (π/ρ) l . For the mass-weighted velocity it is possible to construct an argument similar to the one reviewed in chapter 28 of Ref. [8] and originally due to Y. B. Zel'dovich [9] . One finds that the effect of short scales on the power spectrum P of the divergence θ ≡ ∇ · v l and vorticity ω l ≡ ∇ × v l of the velocity must go to zero as P ∼ k 4 in the limit k → 0. Besides explaining why there are exact cancellations of the k 2 terms in P 22 of both δ and θ this argument has interesting implications for the vorticity 3 (see below).
Vorticity Although the vorticity decays as ω ∼ a −1 in linear theory, it gets sourced by the EFT corrections, most importantly by a stochastic noise term and from higher order terms in the stress tensor that arise from integrating out short scales. In an Einstein de Sitter (EdS) universe with power-law initial conditions P δδ ∼ k n , these two terms give the two leading contributions to the vorticity power spectrum that, using the mass and momentum conservation argument discussed above, must go as P ωω ∼ k 4 and P ωω ∼ k 7+2n , respectively. Because of the self-similarity of the system, the k-scaling is related to to the 1 Just to be clear, there is nothing quantum about these loops. Remember that loops, i.e. integrals over internal momenta, arise because we are solving perturbatively a non-linear theory. A local quadratic interaction such as δ(x)θ(x) becomes a convolution in momentum space, hence the momentum integral. 2 The choice of renormalization scheme and the related renormalization group equations are exactly about the arbitrariness in distinguishing between UV-corrections and counterterms. 3 Notice that the consequences of mass and momentum conservation for δ and θ (e.g. the fact that the SPT kernels start with k 2 in the k → 0 limit) had long been known [10] (see also [11] for a confirmation using simulations). On the other hand, to the best of our knowledge, the implications for the vorticity have not yet been discussed in the literature.
time dependence, which is found to be
For n = −1.5, relevant for our cosmology, both contributions are the same and one finds P ωω ∼ a 8.3 . In ΛCDM self-similarity is only broken by the non-power-law initial conditions and, at very late times z 1, by dark energy. It is argued that the latter is a small corrections so that the above results should be valid also in ΛCDM for z 1 with n being the scalar spectral tilt around the non-linear scale. This remarkable result shows that the vorticity power spectrum at leading order is determined by the symmetries of the problem and the power spectrum around the non-linear scale (the cross correlations of ω with θ and δ are trivially zero because of statistical isotropy and ω being transverse).
Renormalization of the continuity equation
We show that the counterterms in the current formulation of the EFTofLSS (see e.g. [3, 4, 5, 6] ) are not sufficient to cancel all the divergences arising in the three correlators of density δ and velocity divergence θ. In order to renormalize the theory for δ and θ, additional terms have to be added to the continuity equation. More specifically, at leading order one finds
whereJ is a new stochastic term, χ 1,2 represent heat conduction and the ellipsis stands for terms that are of higher order in derivatives and perturbations. We show that these new terms as well as those already present in previous discussion of the EFTofLSS generically arise from the (perturbative) renormalization group flow and that they must be present since they are not forbidden by any symmetry of the problem. Note well that these new terms are only necessary to cancel the divergences that arise in the velocity correlators. The finite, cutoff independent part of χ 1,2 andJ can be chosen arbitrarily, for example it can be set to zero, by properly defining what we mean by v. We discuss how this provides a prescription to extract the velocity field from simulations or observations.
Renormalized correlators
We derive the renormalized two-point correlators for δδ, δθ/H and θθ/H 2 in an EdS universe with power-law initial conditions (a self-similar cosmology). In passing, we explicitly shown that only when the countertermsJ and χ 1,2 are included in the equations of motion all divergences in these correlators can be canceled. Finally, we find that the three correlators all share the same structure
where the time-dependent non-linear scale k N L (a) is defined by ∆ lin (k N L , a) = 1 and higher order terms in k/k N L are implied by the dots. We compute the coefficients α 1 and α 1 (different for each of the three possible correlators) using dimensional regularization and collect them in Tab. 1. The six fitting parameters β and γ are determined by the five parameters d 2 ,d 2 , JJ , J,J and JJ . Three of these can be fixed, e.g. to zero, by appropriately defining the velocity. The remaining two should be fit to simulations or observations. Notice though that, since in our analysis we neglected two-loop corrections (an effort to include them in the EFTofLSS started in [7] ), only terms with dimension smaller than (3 + n)2 should be included in the fit for consistency. In other words, γ should not be included for n ≤ −2/3.
Momentum The momentum is related to velocity and density by π =ρ(1 + δ)v + counterterms. The continuity equation becomes linear when the theory is formulated in terms of π
Therefore, when using momentum instead of velocity, the only EFT corrections are in the effective stress tensor as discussed in the previous literature. This confirms the fact that the finite part of the counterterms needed to renormalize the velocity correlators only affect the matching relation to the momentum, i.e. the definition of v, but not the number of free physical parameters in the theory. Although π is a useful variable to use, e.g. because it makes the continuity equation trivial and it satisfies the same k 4 -law as v (discussed above), it has a few drawbacks. First, as it is well-known, the vorticity ν ≡ ∇ × π/ρ of the momentum does not decouple from the equations for the density δ and divergence of the momentum µ ≡ ∇ · π/ρ, thereby making the perturbation theory more cumbersome. Second, since neither ν nor µ are Galilean invariant, their correlators generically have uncancelled IR divergences even for not so red spectra, namely P δδ,lin ∼ k n with n ≤ −1. This is to be contrasted with the Galilean invariant quantities θ and ω, for which IR divergences cancel as long as n > −3.
Let us conclude with a few comments concerning the literature. The limits of the standard approach to cosmological perturbation theory have been addressed in Refs. [12, 13] , where the non-perturbative effect of shell-crossing has been discussed. Several issues that are addressed in the EFTofLSS, such as the divergences, the smoothing, etc., were not discussed. The authors of Ref. [14] considered the effects of smoothing out short scales. However, they considered the equation of motion of the stress tensor itself rather than making an Ansatz for it. Note that the renormalization procedure of the EFTofLSS, where we renormalize the coefficients in order to cancel the UV divergences, has little to do with the resummation schemes proposed e.g. in Refs. [15, 16, 17] . There, one usually tries include some, but not all, contributions from higher orders (see also Ref. [18] for a recent discussion of the various approaches).
Note added We are in debt to M. Zaldarriaga for pointing out a crucial mistake in the first version of this manuscript, which lead us to the wrong conclusion about the renomalizability of the theory for δ and θ. The current discussion of the renormalization of θ is now different from the previous version, while our results for the renormalized power spectra as well as for the vorticity remain unchanged.
The Effective Field Theory of Large Scale Structures
The original Refs. [3, 4, 5] contain a detailed discussion of the construction of the EFTofLSS. In this section, we rederive the basic equations of the EFTofLSS and argue that terms which have been neglected in the literature must be included when considering the renormalization of the velocity. Throughout this paper we will assume an Einstein-de Sitter (EdS) universe, i.e. Ω m = 1. Therefore, the FLRW scale factor and the Hubble parameter take the simple form
where τ denotes conformal time.
Before proceeding, we have to discuss the basic degrees of freedom with which we will work. Besides the density contrast δ, there are two natural choices: the velocity v the momentum π. We will present results for both, starting with the velocity in section Sec. 4 and continuing with the momentum in Sec. 5. Some comments on the advantages and disadvantages of each choice are in order. The scalar part of the momentum, µ ≡ ∇ · π/ρ is linearly related to the time derivative of the density by the continuity equation, hence it can be solved for at all orders. This cannot be done for the scalar component of the velocity, θ ≡ ∇ · v, which is non-linearly related to the density. Because of this non-linear relation, when using θ additional operators appear in the continuity equation from integrating out short modes as we will discuss in the next two subsections. Another argument in favor of using the momentum is the fact that the momentum, like the density, is straightforward to extract from numerical simulations, while, for the velocity, additional care is required as we discuss in Sec. 6. On the other hand there are two advantages in using the velocity. First, the vector part of the velocity, namely the vorticity ω ≡ ∇ × v, is very small in the perturbative regime and its effect on θ and δ can safely be neglected (see Sec. 4.4 for a more detailed discussion). On the contrary, the vector part of the momentum, namely ν ≡ ∇ × π/ρ, is of the same order as µ and cannot be neglected. Because of this, the use of velocity allows for a simpler form of the perturbative expansion. Furthermore, the correlators involving the velocity are free of IR divergences while momentum correlators are not, as we shall see Sec. 5. In any case, the two alternative description are related in a simple way as we will discuss in Sec. 3.1.
Symmetries
We are interested in describing a system of non-relativistic and collisionless point particles in Newtonian cosmology. Our goal is to derive the temporal evolution of some ensemble averages over stochastic initial conditions of the matter distribution. It has been shown that such a system can be described as a fluid. Hence, we assume that the system can be described using the number density ρ, with an averageρ and perturbations δ ≡ ρ/ρ − 1, as well as a velocity field v (see Sec. 3 and 5 for details on the definition of the velocity field). We start from the most generic form of the continuity and Euler equation, i.e. containing at most one time derivative acting on the density contrast and ther velocity, and show how symmetries constrain it to take a much simpler from. For a Newtonian theory of dark matter particles the relevant symmetries are 1. Statistical homogeneity and isotropy 2. Galilean invariance 3. Conservation of the total number of dark matter particles 4. Conservation of the total momentum 5. Equivalence principle A few comments are in order. Statistical homogeneity and isotropy here means two things: first, all expectation values . . . can depend only on the norm of the distance between the points where the operators in the expectation value are evaluated; second, all numerical coefficients, as opposed to random variables, cannot depend on space, but are allowed to be arbitrary functions of time. Galilean invariance can be straightforwardly discussed in an expanding universe, but the additional factors of the scale factor a and the Hubble parameter H ≡ ∂ τ a/a clutter the equations making it harder to follow the algebra. Since flat space contains already all the conceptual problem we want to discuss, we first restrict ourselves to this case. At the end we will rewrite our flat-space result in a way that is appropriate for an expanding universe.
Galilean invariance implies that the equations should take the same form under the transformation x → x + ut for some velocity u with t left invariant. The observables transform according to ρ → ρ and v → v − u (as well as π → π − uρ for the momentum π). Time derivatives are not Galilean invariant by themselves, since ∂ t → ∂ t + u · ∇ but should appear in the Galilean invariant combination ∂ t + v · ∇ (the convective derivative). The conservation of the total number of dark matter particles, which is a good assumption in most models of dark matter where interactions and decay rates are very small, implies that 
The equations of motion
Now that we have spelled out the symmetries in detail we are ready to use them to constrain the form of the equations of motions. We start considering generalized continuity and Euler equations which contain ∂ τ ρ and ∂ τ v, respectively. Since we can multiply each equation by an arbitrary non-vanishing factor, we can fix to one the coefficient of these time derivatives. It is convenient to introduce the divergence and the vorticity of the velocity by
Since the vorticity decays in linear theory, its effect on δ and θ are negligible as we shall discuss more carefully in Sec. 4.4. For this section we therefore neglect ω and come back to it in Sec. 4. Arranging the terms in Galilean-invariant combinations, we hence write
where the ellipsis stands for terms that are of higher order in the derivative expansion or in power of the perturbations δ and v. Because of symmetry 1, all numerical coefficients C are at most functions of time. We have also included two noise termsJ and J, whose sign is pure convention, that are stochastic variables rather than numbers, which means that they depend on space and time provided their ensemble averages respect symmetry 1. As we discuss in detail in Appx. B symmetries 3 and 4 constrain J andJ to start at order k 2 in Fourier space. Notice that v cannot appear without derivatives (unless in the appropriate combination with ∂ τ which we already included) because of symmetry 2 and φ without derivatives is unphysical and is not included. Symmetry 3 fixes C ρ = 0 and C ρθ = 1 while symmetry 4 leads to C θ = 1. Finally, symmetry 5 implies C (ρ+θ) = 0 and C ∇φ = 1, which means that the field φ that appears in Eq. (7) is the same as the one in the Poisson equation. Notice that, by peeking at the final solution, we have arranged all terms with unity coefficients on the left-hand side while all the forbidden and unconstrained terms are on the right-hand side.
At this order in derivatives and powers of the perturbations, we can rewrite the above equations of motion using more physically transparent names for some of the parameters. Also, it is now straightforward to include the terms related to the expansion of the universe. The result, including the Poisson equation, is
We have included an appropriate factor of H −1 so thatJ and J ≡ ∇ i · ∆J i have both dimension of a mass square and χ 1,2 and c s,sv,bv are dimensionless. Although J,J, χ 1,2 and c s,sv,bv are functions of time, we shall adopt the EFT jargon and call them low-energy constants (LECs). As usual in EFT they are not determined by the theory itself and have to be extracted form simulations or observations. Note well that the continuity equation contains additional terms compared to the equations of motion discussed in Refs. [3, 4, 5, 6] . Let us give three arguments for the necessity of the terms proportional to χ 1,2 andJ. The first reason is that, as explained in this section, these additional terms are not forbidden by any symmetry and therefore should be included following the EFT approach. The second reason is that these terms are needed to cancel the divergences arising in the correlators for δ and θ. In Ref. [6] it was shown that the terms in the right hand side of (10) are sufficient to cancel all divergences in the δ power spectrum at one loop. As we will see, this ceases to be true if one wants to compute correlators including θ, for which the terms in the right-hand side of (8) are needed. The third reason is that one can see these terms arise when following the renormalization group flow in the perturbative regime, as we explain in the next subsection.
Before proceeding let us give some physical interpretation for the new corrections to the continuity equation. The upshot will be that, although they are needed to cancel divergences arising from loop corrections, their finite, cutoff-independent part can be chosen arbitrarily, reflecting the freedom in defining the velocity field. Let us see this in more details (e.g. following the discussion in Appx. B.10 of [19] ). A perfect fluid is defined by the property that in the rest frame of any given fluid element the energy-momentum tensor T µν is diagonal and isotropic and, if a conserved charge n is present, in the rest frame it is described by N µ ;µ =ṅ = 0 (neglecting the expansion of the universe). Our dark matter fluid is a non-relativistic system and therefore the conservation of energy coincides with that of dark matter particle number, so we will not discuss it further. For an imperfect fluid the situation changes because, unlike for a perfect fluid, there is more than one velocity. There is the velocity of the transport of energy and that of momentum, which are in general different from each other. In principle any other velocity, different from these two can be used. Because of this, there is no reference frame in which T µν is diagonal and isotropic (and the number conservation isṅ = 0). For a fluid that is not too far from a perfect one, this fact can be captured by adding higher derivative corrections to T µν (and N µ ). The corrections induce dissipation and lead to the production of entropy (which is conserved for a perfect fluid). All the EFT corrections we found in this section are a specific example of this discussion. There is an important distinction though between the corrections in the continuity and Euler equation, which we will discuss in more detail in Sec. 6. The finite part of the corrections in the continuity equation can be chosen arbitrarily by changing our definition of v. So for example, although the infinite, cutoff dependent, unphysical part of these terms is needed in order to explicitly cancel the cutoff dependence of loop corrections (the "UV-divergences", which are not necessarily divergent but always unphysical), the finite part can be set to zero, or any other convenient value. In the following, we will derive all formulae for the general case, i.e. with non-zero χ 1,2 ren andJ ren , but one should bear in mind that the only physical parameters that have to be fitted either to simulations or data are those in the Euler equation.
Integrating out short modes
The reason why all operators compatible with the symmetries of the problem must be included in an EFT is particularly clear following the Wilsonian approach. Consider a theory defined below a certain cutoff scale Λ. One can derive the same theory defined with a lower cutoff Λ − dΛ by integrating out all modes with momentum between Λ and Λ − dΛ. In an ideal world we would like to do this with all the short scale modes in LSS, but since these evolve in a complicated non-linear way, this is extremely hard to do. On the other hand, what we can do is to perform the computation in perturbation theory. In general, the new terms generated by this perturbative computation must be a subset of all possible terms generated by performing the fully non-linear computation. In practice, since the perturbative theory does not obey any additional symmetry as compared with the non-linear theory, all operators are found (at least at the 1-loop order we are considering here). Notice that a similar computation was presented in Ref. [3] .
Let us start with the standard SPT equations, forgetting for the moment the EFT corrections in the right-hand sides of (8) and (10). Neglecting for simplicity the vorticity one finds
where
. (12) The perturbative solutions of these equations can be calculated following SPT. As described in detail in [2] , the density contrast and the velocity dispersion are Fourier transformed and expanded 5 in a series of increasing powers of a
The n th order contribution involves n powers of δ 1 (k) and it is given by
where the kernels F n and G n are dimensionless functions of momenta (F s n and G s n denote the symmetrized kernels) for which recursive relations are available 6 . Let us see how this machinery leads to additional terms once the short modes of δ and θ are integrated out in the case of the interaction proportional to α. At second order in perturbations the α schematically interaction reads αδ 1 θ 1 . Each of the first order perturbation can be either a short mode, with momentum between Λ and Λ − dΛ, or a long mode, with momentum below Λ − dΛ. We want to integrate out the former and see their effect on the latter. Dropping the index 1 in order to simplify the notation, we can write
Notice that one cannot construct a long wavelength perturbation with only a long and a short mode. The first term is the same interaction as we had before, which does not get renormalized at this order. The second term is a stochastic source analogous to J andJ in the previous section. This shows that this operator is generated already in perturbation theory by integrating out short modes and therefore cannot not be omitted. We can go one more step and expand the interaction αθδ at cubic order as
As before each of the first order perturbations can be a short or a long mode. Three long modes give us back the interaction we started with. Having only one short and two long modes cannot lead to a long wavelength perturbation. If all three perturbations are short we get again a stochastic term as from (15) . A new term instead arises when two perturbations are short and one is long. To find the net effect on long modes we take the expectation value over short modes. Fluctuations on top of this expectation value are indeed present but turn out to be subleading corrections in the final power spectrum. There are several options for contracting two short modes. It is easy to realize that contracting the perturbations δ s (q )δ s (q − q ) and δ s (q)δ s (q ) in (16) gives zero because the kernels vanish. The other two contractions for each term, namely δ s (q − q )δ s (k − q) and δ s (q )δ s (k − q) for the first and δ s (q)δ s (k − q − q ) and δ s (q )δ s (k − q − q ) for the second, give the same contribution. Using the delta function from these short-mode contractions to perform the q integral, we end up with
The leading term in an expansion of k q is indeed of the form C δ δ with higher order terms representing higher derivative corrections. The precise value of the coefficient C δ in perturbation theory can be different from the full non-perturbative result if the modes we are integrating out are well into the non-linear regime. But the structure of the term, i.e. δ, is robust. This shows that these operators are generated by the renormalization group and should not be neglected. Notice that at this order δ and θ are indistinguishable since δ 1 = θ 1 . This means that the argument above is valid also to justify θ.
In summary, already integrating out short modes in perturbation theory shows the presence of additional terms in the continuity equation (as well as in the Euler equation as it has already been noticed in the original formulation of the EFTofLSS). The relation of these terms to the renormalization of composite operators will be discussed in section 5.
EFT corrections in perturbation theory
Having found the equations (8), (9) and (10), we can now proceed to solve the theory perturbatively. We will have two expansions. The first expansion is in powers of the perturbations as in SPT. The perturbations at various orders are then given by (14) . The second expansion is in powers of the EFT corrections. We will consider here only corrections to the perturbations at linear order inJ, J, c 2 s,sv,bv and χ 1,2 , which turns out to be sufficient to cancel all divergences at one-loop order. Also, at lowest order we can simplify the EFT terms
where we have defined
and used that a∂
The full set of non-linear equations for δ, θ and ω is found in Appx. A. The linearized equations of motion for δ, θ and ω at first order in the LECs are given by
The retarded Green's function that follow from the homogeneous part of the above equations can be found by solving (22), (23) and (24) at time a with the right-hand side substituted with +δ D (a − a ). One finds
Setting the LECs to zero, the standard solution for δ with a growing mode proportional to a and a decaying mode proportional to a −3/2 is recovered. Also, the vorticity decays in linear theory as ω ∼ a −1 , as expected. For the moment, let us neglect the vorticity, which will be discussed at in Sec. 3 and 4.4. We denote corrections to the linear solutions of Eqs. (8) and (10) that are induced by the EFT terms as δ c and δ J (and analogously for θ) and compute them using the Green's functions above. To perform the time integral and evaluate the time derivatives a∂ a we need to know the time dependence of the LECs. This can be inferred as follows. The LECs contain a cutoff dependent counterterm 7 , which will cancel the appropriate loop divergence, as well as a finite, cutoff independent renormalized part, i.e.
and likewise ford andJ. The time dependence of the counterterm must be the same as that 7 We will use both cutoff and dimensional regularization whichever is more useful. For general discussions, we think that the cutoff regularization allows for a more intuitive understanding.
of the loop divergence for a cancellation to be possible, then one must have schematically
Notice that da G δ (a, a ) ∼ a and in fact one finds the useful relation
We therefore deduce
Let us turn to the finite and cutoff independent part of the LECs. In general it would be unconstrained and one would need to extract the time-dependent renormalized value from observations or simulations 8 . On the other hand, as we will study in detail in Sec. 4.1, in an EdS universe with power-law initial conditions there is a symmetry relating the spatial and time dependence of all terms, known as self-similarity. This symmetry will uniquely fix the time dependence of the renormalized LECs. Why is the time dependence of the counterterms not constrained by the same symmetries as the renormalized part? The reason is that cutoff renormalization breaks self-similarity since the cutoff introduces a fixed scale. Self-similarity is indeed recovered in the final, cutoff independent result, but the intermediate steps are not manifestly self-similar. The scaling in (30) is precisely an example of this fact: cutoff dependent counterterms, being unphysical, have a scaling that violates self-similarity in such a way to precisely cancel the self-similarity-violating loop divergences. In this section we focus on the cutoff dependent part to show that all divergences cancel. The renormalized part will be discussed in Sec. 5 and 4.
With this knowledge we can compute the time derivatives in (22) and (23) as well as perform the time integral over the Green's function times the source
Similarly to δ and θ, the EFT terms in Eq. (24) generate two contributions to ω
3 Consequences of mass and momentum conservation
Before we present results for the spectra of δ, v and π, we want to clarify the relation between velocity and momentum. Then, in Sec. 3.2, we will present a general argument that puts constraints on the effect that short scales can have on long scales, more specifically on the stochastic noise. These constraints will be useful in determining the power spectrum of vorticity as we will see in Sec. 4.4
Momentum and mass-weighted velocity
Momentum is straightforwardly defined by the continuity equation
where we have defined µ ≡ ∇·π/ρ. This is a linear relation and therefore it is not modified when integrating out short modes. In other words it is stable under RG flow. Comparing this with the continuity equation written in terms of the velocity (8), one deduces the relation
where ∇ ·J =J 9 . All fields appearing in this relation are smoothed and contain only long fluctuations (we are suppressing the label l to simplify the notation). The reason why the standard relation π =ρ(1 + δ)v is corrected by an infinite series of operators organized in powers of perturbations and derivatives is the same as in Sec. 2.2. Once short modes are integrated out, composite operators such as δv, i.e. containing the product of operators at the same point, generate new terms that can be expanded in power of the long modes and their derivatives. The physical meaning of the EFT corrections appearing in (38) is best discussed after we have presented the results of the normalization process, so we defer it to Sec. 6.
Notice that the velocity defined in this way is a mass-weighted velocity, in the sense that it is given by [π] Λ / [ρ] Λ plus a prescription to handle this composite operator (namely adjusting the EFT coefficients in (38) to cancel UV-divergences). This is to be contrasted with the volume-weighted velocity, which has received some attention in the literature (see e.g. [20, 21] ). In this work and in the rest of the EFTofLSS literature, only the massweighted velocity is considered and therefore we differ some comments on the relation to volume-weighted velocity to Appx. C.2.
Constraints on the large-scale effects of short scales
It is well known that momentum and mass conservation put constraints on the large-scale corrections to density correlators that can be induced by short scales [8, 9] . The details of this and of the following computations are not too hard to follow, but are quite lengthy. Hence we prefer to collect them in Appx. B and only present the final results in the following. Let us start to consider some distribution of matter, separate large and short scales and concentrate on short scales. Short scales evolve according to complicated highly non-linear equations. Although we cannot solve these equations analytically, we can find some results in the large-scale limit k → 0. Expanding δ s (k) around k = 0 one finds that the leading (k 0 ) and first subleading (k 1 ) terms are not arbitrary. Instead they are fixed once and for all by mass and momentum conservation. The first term in δ s (k → 0) that is not fixed by mass and momentum conservation but depends on the details of the shortscale dynamics comes at order k 2 . This means that the corrections that can come from the short-scale dynamics to the density at large scales must decay quite fast. In formulae, we can usefully summarize this by
for k → 0, plus higher order corrections. This result explains a couple of otherwise surprising facts about perturbation theory. Despite the fact that there are several terms in P δδ,22 (k → 0) of order k 2 , they all cancel each other out (the terms k 3 cancel out after performing the angular integral as expected on the ground of rotational invariance). Similarly, all the symmetrized SPT kernels F s n and G s n start at order k 2 in the large-scale limit.
The curious reader will now wonder how this discussion extends to the velocity. As we mentioned above, also the SPT kernels G s n for θ start at order k 2 and so one finds
Is there a conservation argument for θ analogous to the one for δ? The answer is yes as we will now argue. First, conservation of momentum can affect in a simple way only the mass-weighted velocity and not the volume-weighted one, since only the former is directly related to momentum 10 . In order to find some conservation equation for the mass-weighted velocity we start considering momentum. A derivation very similar to the one for the density (see Appx. B) gives π ∼ k 1 and so the divergence µ and vorticity ν of the momentum have power spectra that satisfy
in the limit k → 0 up to higher order corrections. In words, short-scale corrections to the large-scale power spectra of µ and ν are suppressed by at least k 4 due to mass and momentum conservation. By generality arguments we expect this scaling to be saturated. As we mentioned earlier, the derivatives of the momentum are not Galilean-invariant quantities and so they exhibit uncancelled IR divergences. Therefore it is convenient to derive the consequences of Eq. (40) for v ≡ π/ρ. The complication here arises from dealing with the Fourier transform of the inverse. In Appx. B we expand v for small δ and show that the non-linear terms πδ n also obey the same conservation equation as π if the masses of all particles are the same, as it is almost always the case for simulations, and in the limit in which the cutoff is removed 11 Λ → ∞. The consequences of having unequal masses require further consideration.
Summarizing, we can show that both the divergence θ and the vorticity ω of the velocity enjoy conservation equations analogous to the one for δ, namely
in the limit k → 0 up to higher order corrections. This result justifies the fact that also the SPT kernels for θ start at order k 2 or, equivalently, that P θ 2 θ 2 ∼ k 4 . Eq. (41) has interesting consequences for the power spectrum of the vorticity ω, as we will discuss at length in Sec. 4.4. Since the linear solution of ω decays, we expect that one of the leading contribution to P ωω comes from the stochastic noise generated by short scales. The power spectrum of this noise must obey Eq. (41). As we will discuss in the next section, if one then uses self-similarity, the k 4 scaling uniquely fixed the time dependence of P ωω according to (55) and (56). As pointed out in [22] and further discussed 10 For example, consider the momentum exchanged via the gravitational force between two particles. By Newton's third law the total momentum is unchanged and so must be the mass-weighted velocity which is just proportional to it. On the other hand, if one of the two particles is in an over-dense region, while the other in an under-dense region, the former must contribute more to the volume-weighted velocity (since there are less particles around). Then the result of the interaction will be an overall change (increase or decrease depends on which particle is faster) in the total volume-weighted velocity.
11 This is the most convenient limit to study the EFTofLSS because all terms suppressed by Λ vanish.
in Sec. 4.4, another set of EFT corrections appear at a comparable order, depending on the value of n. Altogether this is neat result: the vorticity power spectrum is determined by the symmetries of the problem and the power spectrum around the non-linear scale. This result should hold to reasonable accuracy also for ΛCDM.
4 Two-point correlators using the velocity
In this section we follow the arguments of Ref. [6] and use the self-similarity of the equations of motion to derive the general form of the two-point correlators involving the velocity, i.e. all possible correlators of δ, θ and ω. While it is rather straightforward to compute the correlators of δ and θ, the vorticity bears some subtleties.
Self-similarity
As pointed out in Ref. [6] , self-similarity in an EdS universe has profound implications on the computation of correlators in the EFTofLSS. The ratio of any two physical scales must be time independent, so one can choose one representative scale and all the other will be related to it except for some constant multiplicative factor. We will use the non-linear scale k NL that separates the short-from the long-distance dynamics. Since this is the crucial ingredient for deriving the results in the subsequent sections, we will briefly review the arguments discussed in Ref. [6] .
Setting Ω m = 1, one finds that the non-linear equations of motion for the dark matter fluid in Eq. (11) possess and additional symmetry often called scaling symmetry or selfsimilarity. This means that given any solution δ(x, τ ), v(x, τ ), one finds a new solution by considering
with the other scalings given by ∂ τ,x → λ τ,x ∂ τ,x and H → λ τ H. Since this is true for the non-linear theory in Eq. (11), it must be also true for the EFT corrections that arise from integrating out short modes. Imposing self-similarity on the (8) and (10), one finds the scaling
The scaling for the LECs c s,sv,bv and χ 1,2 is obviously the same as for d 2 andd 2 . For the new solutions to correspond to the same cosmology as the original solution, they need to have the same initial conditions. In other words we have to check whether the initial conditions break the scaling of EdS. For self-similarity to be unbroken, the following two-point correlators must transform as
To take advantage of this scaling behaviour, it is easier to construct a quantity that must be invariant under the self-similarity transformation for every correlator involving δ, θ and ω. First though, we have to introduce some notation. For any scalar field O, such as δ or θ, and any transverse vector field such as ω, we have
with k = |k| and i, j denoting the spacial components of a vector. Any correlation of ω with a scalar field is zero because of statistical isotropy and ω being transverse. It will be useful to define the quantity ∆
where P O 1 O 2 may also be the P ωω power spectrum. Then, from Eqs. (42) and (44), we find that preserving self-similarity requires
In particular, this means that for any field one can define some quantity related to the power spectrum that must be invariant under self-similarity
i.e. I(k/λ x , λ τ τ ) = I(k, τ ). Since these equalities must be satisfied at all times for all scales, we can consider them on large scales, which are well described by linear physics. On these scales, inhomogeneities in the density grow linearly with the scale factor δ 1 ∝ a, leading to P δδ ∼ a 2 . The only way to make this compatible with self-similarity is to assume a power-law initial power spectrum P δδ,in (k)
where A is an amplitude and n is a spectral index. One then finds that I δδ is invariant iff the scaling of x and τ is chosen such that λ x = λ 4/(n+3) τ . In other words, power-law initial conditions break all but one of the infinite self-similar scalings of Eq. (42) that leave the equations of motion invariant. In the following, we will always assume λ x = λ 4/(n+3) τ when we talk about self-similarity. Because of self-similarity the ratio of any two physical scales must be constant in time (simply because by dimensional analysis the scaling with λ x must cancel out). It is then convenient to choose a scale with respect to which we measure all others. A useful choice is the non-linear scale k N L , which we define by ∆ .
With this definition it is clear that at linear order
Notice that the ratio k/k N L is invariant under self-similarity. Hence any I(k, τ ) can be written as function of only this ratio. In particular, since hydrodynamics and EFT in general are constructed as an expansion in derivatives, any I will be a polynomial in k/k N L . For example, using the linear order relation θ = −Hδ one finds
As opposed to the divergence θ, the vorticity ω has no direct relation to δ. We can parametrize the leading term to the power spectrum of vorticity as
for some amplitude A ω and arbitrary exponents m and n w . Requiring the corresponding correlator I ωω to be invariant under a self-similarity transformation implies a non-trivial relation between m, n w and the spectral index n of P δδ,in
The linear equation of motion for ω predicts the decay of vorticity as a −1 and therefore m = −2. But the initial power spectrum of vorticity can be arbitrary, even non-power law like, depending on what the microphysics of the early universe is that generates primordial vorticity. So we expect to have some initial violation of self-similarity (i.e. violation of Eq. (56)) at early time. Because of the a −1 scaling of vorticity at linear order, at later times the primordial contribution is very suppressed and can be neglected. What determines then the leading order vorticity are the EFT corrections, and in particular the noise term in Eq. (22) . As we will discuss in Sec. 4.4, this leads to a term with n w = 4, which, using Eq. (56), uniquely fixed the time dependence once the scalar spectral index is specified.
The cancellation of divergences
In this subsection we show that all divergences in the correlators of δ and θ at one loop can be cancelled by the counterterms in the EFT terms in (22) and (23) . The α and β interactions in (11) generate two different types of diagrams at one loop (see e.g. [2] ), namely P 13 and P 22 . It is convenient to expand the integrands for k q, with k the external momentum and q the momentum in the loop, and then perform the three dimensional integral of the leading term. We find
The first thing to notice is that there are five independent divergences, since some of the correlators are trivially proportional to each other. The additional correlators coming from EFT terms can be easily extracted from (31)
We see that there are five counterterms, namely J ctr J ctr , J ctrJctr , J ctrJctr , d
2 ctr andd 2 ctr . Also, the time and k dependence matches exactly with that in the loop integrals if one accounts for (30) and the argument in Appx. B that leads to (39) and hence
This means that all divergences can be cancelled exactly. Since the number of divergences is the same as the number of free parameters, unfortunately the cancellation is not a check of algebraic mistakes. Computing other correlators, such as e.g. three-point functions, could provide such a non-trivial check.
As anticipated, if we had not taken into accountd 2 andJ in the continuity equation, we would have ended up with just two parameters instead of five and the numerical factors would not allow for a cancellation of all divergences with only two LECs. It is straightforward to check that it would have been impossible to cancel all five divergences. Notice that, as long as one considers only δ as e.g. in [4, 5, 6] , there are only two divergences and so two counterterms are sufficient. At this level, i.e. without looking at correlators involving θ, the two noises J andJ and the two viscous coefficients d 2 andd 2 are degenerate with each other. Let us now move on and concentrate on the finite, physical results for these correlators.
4.3 P δδ , P δθ , and P θθ
The three two-point correlators involving the density contrast and the velocity divergence can be treated very similarly and we can follow the discussion of Ref. [6] . Since we showed in the previous section that divergences are cancelled by the counterterms, we discuss only the finite, cutoff-independent terms in the following. In order to get the general form of the invariants I δδ , I δθ , and I θθ , it is important to realize that, as consequence of self-similarity, the various contributions to these invariants have all the same form, i.e. a numerical coefficient multiplied by some power of k/k NL (see discussion below (53)). It is then straightforward to find leading powers of k/k NL of the various contributions to I. As in Ref. [6] it is most sensible to split I into linear, loop, viscous and noise contributions
with I standing for I δδ , I δθ , or I θθ . k NL has been defined in such a way that the linear part of I is simply given by Eqs. (53) and (54).
Loop corrections
The non-linear corrections up to N loops can be calculated as in SPT. As can be seen simply through dimensional analysis, the finite parts take the form
In Appx. C.3 the explicit form of the one-loop corrections are given for I δθ , I θθ , while the one for I δδ is found in Ref. [6] . In Tab. 1 we report the numerical values for α 1 andα 1 . Let us stress again that α 1 andα 1 represent the finite part of the integral arising in the computation of the loop corrections to the power spectra. For a more intuitive understanding of the renormalization procedure, we discussed the cancellation of divergences in the previous Table 1 : Numerical values for the one-loop coefficients. Forα = 0 the corresponding value for α is degenerate with the fitting parameters β, γ or some higher derivative terms and has been computed using an MS-like prescription for the cancellation of the divergences.
section using a cutoff regularization of the integrals. However, the integrals are computed most conveniently using dimensional regularization. Therefore we choose a renormalization scheme for the LECs that is similar to the MS prescription commonly used in particle physics. In contrast to the MS scheme where only the divergence is absorbed in the LECs, in the MS scheme we not only absorb the 1/ pole (where d = 3 − 2 ) in the LECs but also the term ln 4π − γ E which is an artefact of dimensional regularization. This is important because whenever there is a logarithmic term 13 , namelyα 1 = 0, α 1 becomes degenerate with the LECs, i.e. the numerical values for α 1 in Tab. 1 depend on the renormalization scheme (which is why this value was omitted in Ref. [6] ). Notice on the other hand that theα i are universal, i.e. any regularization and subsequent renormalization must give the same result. This can be a very useful check since e.g. the computation in dimensional regularization bears some subtleties as we discuss in Appx. D.
Speed of sound and viscosity corrections
After cancelling the divergences of the loop integrals, we are left with the finite, i.e. renormalized, contributions from the LECs. Independent of the regularization scheme that is adopted, the renormalized LECs have to satisfy self-similarity which means that the time dependence is given by
13 As discussed in Ref. [6] this happens when the k dependence of the loop terms coincide with the one of the EFT corrections, such as c 2 s , the noise or some higher derivative thereof. For example at one-loop order this happens for (3 + n)2 = 5 + n + 2m and (3 + n)2 = 7 + 2m with m a positive integer, for the speed of sound and stochastic noise counterterms, respectively.
Knowing this time dependence we can explicitly compute the finite contribution to δ and θ that comes from the LECs. It is given by
Using the equations above, we can easily compute the contributions to the two-point correlators that come from the LECs d ren andd ren . Replacing the time dependence of Eq. (70) with our definition of k NL of Eq. (52) it is straight forward to see that the contributions from the speed of sound and the viscosity coefficients take the following form
The coefficient β is now different for the three correlators and is given by 
where we defined the renormalized coefficients and the non-linear scale at present time k
and likewise ford ren . Note that the LECs enter only in the combinations of d ren andd ren . It is therefore not possible to distinguish speed of sound, shear and bulk viscosity from each other at this level. We will discuss the physical meaning of d ren andd ren and make contact with simulations in Sec. 6. Let us anticipate that fixing the value ofd ren is equivalent to choosing a definition of what we mean by v. A convenient choice is for exampled ren = 0.
Noise corrections
The last contribution to I in Eq. (68) is the short scale contribution that stems from the renormalized stochastic terms J andJ. The contributions to δ and θ can again be computed using the time dependence of the noise terms
This dependence follows from the momentum dependence of short-scale correlators (see Appx. B) and self-similarity. δ and θ then get a contribution from J ren andJ ren that is given by
Since J ren andJ ren are stochastic terms, we expect δ J and θ J to be uncorrelated with δ 1 , i.e. the only non-zero correlator arise when δ J and θ J are correlated among themselves. We could in principle proceed as in the case of δ c and θ c and compute e.g. the contributions of δ J (k) δ J (k ) to I δδ . In the previous section, it made sense to express the coefficient β in terms of the LECs that appear in the equations of motion. However, in the case of the noise contributions onlty the of correlators of J ren andJ ren appear. Despite being unable to measure J ren andJ ren separately, we may follow the argument of Ref. [9, 8] . Correlators like J ren J ren are purely dominated by the short scale dynamics. Therefore, as discussed in detail Appx. B, the contribution to the power spectrum induced by these short modes scales at least as k 4 . This leaves us with
with γ = γ δδ,θδ,θθ being three fitting parameters, which are just three independent linear combinations of the three noise correlators J ren J ren , J renJren and J renJren . In Sec. 6 we will discuss how to determine these parameters and what their physical meaning is, but let us anticipate what the bottom-line is. By choosing a specific definition of v, or equivalently specifying a procedure to extract it from the simulations, one can fix two (independent linear combinations) of these three parameters to whatever value, e.g. zero.
Final result
Summarizing, after the cancellation of divergences by the counterterms, I δδ , I δθ , and I θθ take all the same form which is
where the ellipsis stand for two-and higher loop contributions as well as higher order terms in the derivative and field expansion. Here α 1 andα 1 are computable coefficients that depend only on n while β and γ (different for each of the three correlators) are fitting parameters that are not determined by the effective theory. Instead, they can be extracted from fitting simulations or observations once an operational definition of v is provided (see section Sec. 6). Note that although there are three different β and γ, they only depend on two fitting parameter, namely d 2 ren and γ δδ . We defer to the next section a physical discussion of this result.
One may regard the result in Eq. (82) as the computation of the dimension of the leading irrelevant operators. The higher the exponent, the smaller the contribution for k k N L and therefore the more irrelevant the operator. A few comments are in order. First, since the exponents of k/k NL of the various pieces in Eq. (82) depend on n, the importance of different terms depends on the initial power spectrum, as has already been noticed in [6] . We compare the different scalings in Fig. 1 , where the vertical axis is the exponent of k/k N L and the horizontal axis is the spectral index n. Second, the form of Eq. (82) and hence Fig. 1 is the same for all auto-and cross correlators of δ and θ. This is not too surprising since δ and θ are coupled and so whatever effects contribute to one make their way into the other. Third, the interpretation of Fig. 1 is the same as given in [6] , namely that the dissipative terms become more important than the one loop correction for n > −2 but are more important than two loop corrections for n ∼ −1.5, which is relevant for our late time universe. The noise term is more subleading.
So far we neglected any contribution from the vorticity to the two-point correlators of the density contrast and the velocity divergence. In the next subsection, we will see how the vorticity leads only to terms that are suppressed by a rather high power of k/k NL , i.e.
13+3n . This justifies neglecting it in the correlators of δ and θ as we have done in this section. In addition, we plot the scaling of the two-loop and the higher order derivative terms which are represented by the thin dashed and dot-dashed lines, respectively. The gray shaded regions delimit the regions of dominance of one of the contributions. For n ≈ −3/2, which is relevant for our universe, we note that the LEC and one-loop contributions are much more important than the noise term.
Vorticity
The case of the vorticity correlator I ωω is not as closely related to I δδ as the correlators with the velocity divergence. Therefore we shall investigate I ωω in some detail, as well as its back reaction on I δδ , I δθ and I θθ which we neglected so far.
Assuming some initially present vorticity ω 0 (k), the linear equation of motion tells us that ω decays as 1/a, i.e. P ωω ∼ 1/a 2 . This is the reason why P ωω is rarely discussed in the literature (see e.g. Refs. [12, 23] for exceptions). As can be inferred from the non-linear term in Eq. (104) that couples ω to θ, the one-loop correction is at most constant in a and only at the two-loop level we get a growing correction to the decaying linear solution. We assume that the perturbative expansion holds for the vorticity as well, i.e. that the amplitude of the loop corrections is small enough to be significantly suppressed despite the different behaviour in time as is the case for δ and θ. This is a good assumption since ω and θ are of the same order at the shell crossing scale, but ω decays faster than θ on larger scales.
In the EFTofLSS the noise term ∆J in the effective stress tensor acts as constant source of vorticity, implying that P ωω is not decaying in time even at leading order. In fact, we may assume that all primordial vorticity in the universe is already gone and that therefore the vorticity generated at short scales is dominant. The contribution to I ωω from the noise term can be estimated in complete analogy to the case of δ and θ (see Appx. B). More specifically, since the velocity induced by short modes scales as v ∼ k, θ as well as ω scale as ∼ k 2 , leading to a (k/k NL ) 7 term in the invariant correlator I ωω . As pointed out in Ref. [22] , there is a second contribution to I ωω that can be of the same order as the noise term. The c 2 sv term in Eq. (24) generates only a term that is proportional to P ωω itself. Due to the additional derivatves this will be suppressed compared to the noise term. However, if we expand the effective stress tensor to higher orders, we will get terms that are of the form ∼ ∂ 2 δ 2 which act as a source term in the equation of motion for ω. Despite the fact that such terms are naively of higher order in the number of perturbations, they contain δ instead of ω and they can give a contribution that is of the same order as the noise term discussed previously. The correlator of two such terms gives a contribution
The divergent part can be renormalized by some counterterms (e.g. the noise term) while finite part leads to (k/k NL ) 10+2n in I ωω . This is in fact exactly of the same order as the noise contribution for n = −3/2. Hence, the invariant vorticity correlator takes the following form
where γ ωω and β ωω are fitting parameters. The ellipsis stand for terms of higher order in k/k NL or terms that decay with the scale factor. This result tells us that the dominant contribution to the vorticity correlator is completely induced by the effective stress tensor, i.e. short scale physics. Note well that also in ΛCDM the wavevector dependence will be he same, i.e. P ωω ∼ k 4 and P ωω ∼ k 7+2n , respectively. The time dependence may change since ΛCDM enjoys only an approximate self-similarity. However, these deviations are expected to be small for redshifts z 1.
From the equations of motion that include the vorticity (see Eq. (104)), we notice that at second order in SPT ω 2 ∼ ω 1 θ 1 + ω 1 ω 1 . When used to compute the power spectrum of ω, these perturbative non-linear effects should obey the k 4 suppression that we derived in general (i.e. in the fully non-linear theory) in Appx. B. In fact one can think of these corrections as a contribution to the noise term when the short scales are integrated out, as in the discussion of subsection 2.3.
Let us check this k 4 scaling for the ω 1 θ 1 correction at the one-loop level. Since we will not be interested in the time dependence of the power spectrum we can safely drop all factors of a and the Green's function and focus only on the k structure.
Because of the projector onto the plane perpendicular to k we can drop the terms in γ ij that are proportional to k. Then we find
which in the limit of k q starts at order k 4 as promised. It is exactly this scaling that allows the parameter γ ωω in I ωω to absorb the divergences that arise from the loop corrections to P ωω .
Unfortunately there are not many works that have investigated the vorticity using N -body simulations. Refs. [12, 23] seem to support our result of having a non-decaying vorticity that is constantly generated by short modes. However, it is unclear if these simulations really reached the asymptotic value for the scaling of P ωω . It would therefore be interesting to perform a careful analysis of velocities using N -body simulations.
Of course, having a non-decaying vorticity implies that the correlators P δδ , P δθ and P θθ will get a correction from ω. Assuming the general form of P ωω ∝ a m k nω , we can find the scaling power of k/k NL in I δδ , I δθ and I θθ that is caused by P ωω . Such corrections can only arise at the loop level since the linear equations of motion do not yield a ω-contribution to either δ or θ. In Ref. [12] the one-loop corrections have been computed for P δδ . Considering only the time dependence and ignoring the time integrals, the general structure of the vorticity corrections is
For ∆P δθ and ∆P θθ the same relation holds up to factors of H. Therefore, we know that there is an extra term in the invariant correlators I δδ , I δθ and I θθ that scales as
where the coefficient η(n, n w ) can be computed in SPT as was done for the coefficients α andα. In the last equality we inserted the two values for n w that we obtained in Eq. (84) and we used the relation between n w , m and n that is induced by self-similarity (see Eq. (56)). We can check these scalings by looking at the k-dependence. As can be seen from the form of the one-loop integrals in Ref. [12] , ∆P δδ scales as ∼ k 3+n+nw , confirming the scaling in Eq. (88). Note that e.g. for n = −3/2, the correction induced by the vorticity is of the same order as the 5-loop contribution (and the two contributions in I ωω are the same). We may therefore, as the results of Ref. [12] already suggested, safely neglect the back reaction of the vorticity on the correlators of the density and velocity divergence.
Two-point correlators using the momentum
In this section we discuss how the EFTofLSS changes if one uses momentum π instead of velocity. First of all we need to find the correct equations of motion. We claim that they are given by
with an EFT ansatz for the derivative of the stress tensor, namely an expantion in powers of derivatives and perturbations, including all operators compatible with the symmetries in Sec. 2.1. At the order we are working, the first terms are
with J π a stochastic variable and c 1,2,3 some time dependent functions. As we did for v, we give three justifications for this form of the equations of motion. First, one can derive these equations by writing all possible operators and then constrain them using the symmetries as we did in subsection 2.2. The additional complication now is that the symmetries cannot forbid total derivative terms in the right-hand side of the continuity equation (89), such as δ andJ π withJ π starting at order k 2 in Fourier space. But since (89) is a linear equation one can reabsorb 15 these terms in the definition of π. Then they reappear in Eq. (90) but there they can in turn be reabsorbed into the already existing terms in ∂ i τ ij , and therefore the final equations takes the form (89) and (90) as anticipated.
A second way to justify these equations of motion is to proceed in the same as in Sec. 2.3. We start with (89) and (90) and check whether integrating out short modes in perturbation theory generates new couplings. It is clear that (89) is unaffected by integrating out short modes because it is linear (unlike (8)). The non-linear term in (90) instead generates new terms, but these are exactly those we wrote down in (92) plus terms that are of higher order in derivatives and perturbations.
Finally, a third way 16 to be sure that (89) and (90) are not missing any term is to check that all divergences cancel. We now show that this is the case for the power spectrum at one loop. As defined previously, we have
from which we see that µ p = − Hpδ p at any order p in perturbation theory. Then the power spectrum of µ from one loop corrections is simply given by
The terms P δ 2 δ 2 and P δ 1 δ 3 correspond to the usual one-loop contributions to P δδ which are defined in Appx. C.3. We know that these one-loop integrals have UV divergences for generic initial conditions, but these are cancelled by the same counterterms as for δ. In fact using µ = −Ha∂ a δ (valid at all orders) one finds the following relation between the cutoff-dependent contributions to the EFT corrections (the counterterms as opposed to the cutoff-independent renormalized couplings)
This is simply because the counterterms must have exactly the same time dependence as the divergent integrals they are cancelling and so the numerical coefficients are the same as in (94). We hence see that the UV divergences in the µ correlators are cancelled with the same counterterms as those in δ. Finally, let us comment on IR divergences. Note well that for −3 < n < −1 the IR divergences that are present in P δ 2 δ 2 and P δ 1 δ 3 cancel each other only in the combination that enters P δδ , i.e. P δ 2 δ 2 + P δ 1 δ 3 + P δ 3 δ 1 . The one-loop µ power spectrum however is given by
The IR divergences do not cancel due to the different numerical factors and P µµ remains with a residual IR divergence. Although this might be surprising at first sight, it is actually what we should expect. As shown in Ref. [24] , the invariance under Galileo transformations of δ and θ ensures IR safety for the correlators of δ and θ for n > −3. However, µ is not invariant under a Galilean transformation since under a constant boost u one finds that v transforms as v → v − u and therefore µ transforms as µ → µ − u · ∇ρ while θ remains invariant. This means that P µµ has IR divergences for n < −1 (see also Ref. [25] for a nice discussion of IR divergences in SPT) 17 .
Connection with simulations
Having seen that we can formulate the EFTofLSS with either π or v and that in the case of π only d 2 and J are needed to cancel all divergences (neglecting vorticity), we can already infer that the velocity counterterms are only needed to cancel the divergences in the velocity correlators but their finite part does not have any physical effect. As we shall see, the finite part ofd andJ is part of the actual definition of v. In this section, we clarify these points, namely the physical meaning of the EFT parametersd andJ, and we present a cursory discussion of how to measure velocity correlators in simulations.
We have seen that the EFTofLSS can be formulated in terms of π or v. The two approaches are equivalent being simply related according to (38). When using momentum and neglecting the vorticity, the self and cross power spectra of µ and δ are related to the power spectrum of δ (since µ = −∂ τ δ at all orders) and hence contain only two fitting parameters 18 at the order that we have considered here, namely β δδ (or equivalently the linear combination of d 2 andd 2 given in (74)) and γ δδ (equivalently a specific linear combination of J ren J ren , J renJren and J renJren that is easily deducible from (77)). Since this is equivalent to the EFTofLSS using the velocity, one should wonder about the meaning of the five parameters we have encountered in Sec. 4.3, namely d 2 ren ,d 2 ren , J ren J ren , J renJren and J renJren . The resolution of this mismatch is that fixing the value of three of these five parameters, namelyd 2 ren , J renJren and J renJren , is tantamount to choosing a definition of v. Since we can work with whatever variables we please, these three numbers do not have any physical meaning, rather they give us the freedom to use different "velocities". This is best understood looking again at the relation (38), which, up to higher order terms, can be inverted to give (again we are neglecting ω)
As we have discussed in Sec. 4.3, v is a renormalized operator if one uses the counterterms in the right hand side to cancel the divergences appearing in the loop corrections generated 17 The issue of IR divergences has received considerable attention recently [26, 27, 28] . Already in the original papers on Reg PT [16, 15] it was realized that the common resummation schemes are affected by non-physical IR divergences that appear at higher orders. Our results, however, are not affected by this discussion since we do not attempt to include partial higher-order contributions and all IR divergences cancel correctly when considering δ, θ or ω for n > −3.
18 Of course, as we have discussed, whether one can include for consistency zero, one or two parameters depends on n and the number of loop corrections under consideration as depicted in Fig. 1 .
by the non-linear composite operator π/ρ. To explain more in detail and to make contact with observations, we make the cutoff scale explicit and combine χ 1,2 intod 2 , which is valid at leading order
Here π and δ can be easily extracted from a simulation and [.] Λ denotes the smoothing on a spatial region of size Λ −1 . It is clear that we can take arbitrary values ford Although the numerical implementation might be more involved, in principle there is no obstruction to generalize this procedure to scaling cosmologies with −1 < n < 1/2, i.e. as long as the noise counterterm vanishes in the Λ → ∞ limit. In this regime, [π] Λ /[ρ] Λ at large scales diverges as Λ → ∞, but at leading order in k/k N L this divergence should just be proportional to ∇δ and hence can be appropriately subtracted. The convenient definition of v is againd 2 ren = 0 andJ ren = 0.
Conclusions
The EFTofLSS [3, 4, 5, 6 ] has emerged as a very promising framework to study analytically the large-scale inhomogeneities of matter. The key feature is that the EFT approach allows for a consistent treatment of mildly non-linear perturbations by taking into account the effects that the short-scale dynamics has on larger scales. It has been pointed out in the literature that the procedure of integrating out the short-scale dynamics solves a series of problems inherent to the SPT approach: the (unsmoothed) density contrast is not a suitable expansion parameter as it can diverge due e.g. shell-crossing, large scale matter inhomogeneities do not evolve as perfect pressureless fluid, instead feature all dissipative coefficients compatible with the symmetry of the problem and these are needed to renormalize the divergences that arise when non-linear corrections are computed.
We elucidate the difference between mass-and volume-weighted velocity and notice that it is the former that is used in the EFTofLSS. For the mass-weighted velocity the influence of short-scale modes on long scales is such that the power spectrum of short modes scales as P ∼ k 4 for k → 0. This is analogous to the well-known argument concerning the density contrast. This result is interesting for the vorticity of the velocity. In linear theory vorticity decays as ∼ 1/a, but the noise term in the effective stress tensor arising from integrating out short scales sources the vorticity directly. We deduced the scaling property of this residual vorticity from the general scaling of the short-scale modes of the velocity and verified that the back reaction of the vorticity on the density and velocity divergence is strongly suppressed. The second leading contribution to the vorticity comes from higher order terms in the effective stress tensor. It is therefore remarkable that the scaling of the dominant contributions to the vorticity correlator are determined by the symmetries and the power spectrum around the non-linear scale.
Furthermore, we considered all two-point correlators, extending the analysis of Ref.
[6] to include the velocity divergence θ. We showed that additional counterterms are needed in order to cancel all divergences that arise when considering the correlators of θ. These new terms are not prohibited by any symmetry and they are generated already by integrating out short scales in perturbation theory. In total there are five independent one-loop UVdivergences (three in the 22 and two in the 13 correlators of δ and θ) and five independent counterterms, namely d 2 ,d 2 and the three 2-point correlators of J andJ. The finite part of the new countertermsd 2 andJ can be chosen arbitrarily (while the cutoff dependent part is fixed by the cancellation of divergences within a certain renormalization procedure) because they are part of the definition of the velocity itself. We have given an explicit example of this by discussing how to extract the velocity from simulations. The renormalized twopoint correlators of θ have the same structure as the density power spectrum discussed in [6] , namely (82). The various coefficient are different though. α's andα's (one for function of n each of the three correlators) are given in table 1. The three β's are specified in terms of just two parameter, namely d 2 andd 2 . Together with the three γ, which should be included or not depending on the value of n and the number of loops included, they give five total parameters. Three of these can be fixed by the definition of velocity as discussed in the previous section.
Finally, we commented on using the momentum π of the effective fluid instead of the velocity field. We showed that the equations of motion are simpler when written in terms of δ and π rather than v. The continuity equation in terms of π takes the very simple for (89). We show that all one-loop divergences in the power spectra of δ and π can be canceled by the counterterms in the Euler equation, confirming the fact that there are only two physical fitting parameter in the theory. There are two main drawbacks of using π: the perturbation theory is more cumbersome and momentum correlators are not protected by Galilean invariance and have therefore IR divergences for spectral tilts n ≤ −1 (rather than for n ≤ −3 as for v). We closed with some comments on how to relate the velocity and momentum correlators to simulations. The extension of our results to a ΛCDM universe is left to future investigations.
The problems discussed in this paper leave ample room for further development. It would be interesting to investigate using N -body simulations the k 4 scaling of the vorticity power spectrum (1) as well as the different scaling of mass-and volume-weighted velocities.
Another avenue is to extend our analysis to the bispectrum, for which some consistency checks of the renormalization procedure should be available.
and we used the vector identity
We rewrite schematically these equations as
This seems to disagrees with Eq. (53) of [12] .
B The effect of short modes on large scales
In this appendix we show that the contribution of the perturbations on short scales to the density, divergence and vorticity power spectra is suppressed at large scales by (k/k N L ) 4 . For density perturbations, this fact was already well-known and discussed for example (in a slightly different form) in [9, 8] . To the best of our knowledge a similar result for the velocity had not yet been derived in the literature. We discuss density and velocity in turn; a perturbative verification of the constraint has been given in Sec. 4.4.
B.1 Smooth picture
We can use either a smooth description of the density fields or the particle picture, equivalently. We show both derivations, starting with the smooth description. Consider the Fourier transform of the density
where we have chosen δ(x) ≡ ρ(x)/ρ − 1. Now we want to see how much the large-scale power spectrum can change if short scales evolve in some complicated way. The only thing we will assume about the laws governing the short scales is that they conserve mass and momentum. To capture this situation in real space we rearrange some initial distribution of density δ (1) into a new density field δ (2) that differs from δ (1) only inside a small region B of size ∆ B centred around x B , while being identical outside. Since this region is supposed to capture the effects of the non-linear dynamics, we should consider ∆ B ∼ k −1 N L . Mass and momentum conservation then imply
To see that the second equation is true, let us split the integral between inside and outside of the small region B. Outside δ (1) (x) = δ (2) (x), hence we have to worry only about the inside contribution. Remember that d 3 x xρ(x) is the position of the center of mass of the distribution whose dynamics is only affected by forces external to the distribution itself if momentum is conserved. In other words, no matter which momentum-conserving dynamics dictates the evolution of the short scales, the motion of the center of mass has to be the same leading to (116).
We wish now to compute δ (1) − δ (2) at large scale in Fourier space
where in third line we expanded assuming large scales, namely k∆ B 1 and in the fourth line we used (115) and (116). Because of statistical homogeneity or equivalently conservation of momentum, the power spectrum is proportional to δ 3 D (k + k ) and hence the phase e −ik·x B cancels out and can be dropped. Then (117) shows that the contributions of short scales to δ(k) for k → 0 start quadratic order in k and therefore the power spectrum must be suppressed by at least a factor (k/k N L ) 4 in the same limit.
B.2 Particle picture
Let us now provide an equivalent derivation using the particle picture. Consider particles distributed at positions x i with velocities v i and masses m i . The (un-smoothed) density and momentum fields are given by
Smoothing with some filter function W Λ , e.g. a normalized Gaussian of variance Λ −2 , we find (reintroducing the labels l to refer to smoothed fields for clarity)
The perturbations are defined as always as δ ≡ ρ/ρ − 1 and their Fourier transform for k = 0 is
where with an abuse of notation we indicate by W Λ (k) the Fourier transform of W Λ (x). We want to see again how much the power spectrum can be changed if the short-scale dynamics reshuffle particles in a complicated way. In order to do this, consider a small region B as above, of size ∆ B ∼ k −1 N L and centered around x B . As we saw previously the center position of the box appears only in an overall phase e ik·x B that cancels out in the power spectrum because of momentum conservation. To simplify the computation, in the following, without loss of generality, we will set x B = 0. Notice that this implies |x i | ≤ ∆ B k −1 for i ∈ B. Imagine to start from some configuration {x (1) i , v (1) i } and change the position and velocity of the particles inside B while conserving mass and momentum, to end up with the configuration {x (2) i , v (2) i }. Since the particles outside of the small region B are unchanged, we have {x
Because of the conservation of mass
while conservation of momentum ensures that
i .
These last two equations (the second being the time derivative of the first) say that the position and velocity of the center of mass cannot be changed by internal, momentumconserving forces.
B.2.1 Density
We can now proceed analogously to the smooth case and compute
where in the last line we used conservation of mass (122) and momentum (123) and the fact that W Λ (k) → constant for k → 0. The k 2 suppression in (125) implies that the shortscale corrections to the power spectrum at large scales start at order k 4 , in agreement with the previous derivation and section 58 of [8] . It should be noticed that this result remains unchanged in the limit in which the smoothing is removed, since for Λ → ∞ one finds W Λ (k) → constant (i.e. just the Fourier transform of a delta function up to a phase).
B.2.2 Velocity
We will now prove an analogous result for the velocity. Things now are more subtle because a different result is obtained depending on whether the smoothing is present, Λ∆ B 1 or is removed, Λ∆ B → ∞. When the smoothing is over scales larger than the non-linear scale, Λ ∆
−1
B ∼ k N L we are properly using the mass-weighted velocity. For the mass-weighted velocity the short-scale effects to the large-scale velocity field are suppressed by at least k 2 (therefore k 4 for the power spectrum of the divergence and the vorticity) in the k → 0 limit, assuming conservation of mass and momentum. On the other hand, as we remove the smoothing by taking the Λ∆ B ∼ Λ/k N L → ∞ limit, the mass-weighted velocity becomes the same as the volume weighted velocity, as can be easily see by substituting W mass,vol with delta functions in the definitions (136) and (135) and comparing them. We will show that for the volume-weighted velocity the short scale effect can lead to corrections that are unsuppressed, i.e. k 0 , therefore leading to a suppression of just k 2 for the power spectrum of the volume-weighted divergence and the vorticity. We discuss these results and their implications in subsection 3.2.
As a warm-up, let us start considering the momentum. The effect of short scales is isolated as before by comparing two different configurations
i e −ik·x
(1)
where in the last line we used the conservation of momentum (123) and W Λ (k → 0) constant. This result implies that the divergence and vorticity of the momentum each start at order k 2 and hence the short-scale corrections to their large-scale power spectrum must start at order k 4 . What about the velocity? For that we have to work a bit harder. We start from the definition
In order to make some progress we expand in powers of the density perturbations
As we have seen above, π from short scales starts at order k because of conservation of momentum, so we concentrate on the second term π l δ l . For k = 0 its Fourier transform is given byρ
For concreteness we assume that W Λ (x) ∝ exp (−Λ 2 x 2 /2) is a normalized Gaussian, then
up to some overall k-independent normalization. To isolate the effects coming from short scales we use the same trick as before and compare two different configurations We can divide the double sum in four terms depending on whether i and j are inside or outside B. When i, j / ∈ B then the two configuration are identical and hence cancel out. When i or j or both are inside B we want to consider the useful limit Λ → ∞. Modulo proper renormalization, this is the limit we used in the rest of the paper. In this limit the Gaussians become delta functions that impose i = j. This eliminates one of the sums leavingρ
In the case that all masses are equal m i = m for every i, this cancels exactly by momentum conservation. Equal masses are considered in the large majority of simulations. We leave to the future a detailed investigation of what happens for un-equal masses.
C Useful formulae
Let us collect some useful analytic expression that have been discussed in this paper.
where W vol is some filter function with support in some compact region (e.g. a Gaussian). A different definition is obtained when one uses also the information about the local density. One defines the mass-weighted velocity to be v mass (x) ≡ d 3 y v disc (y) ρ(y) W mass (x − y)
where again W mass is some filter function. Notice that v disc ρ is the local momentum. In words, the above expression says that the mass-weighted velocity is obtained by smoothing the momentum field and then dividing by the smoothed density field. But this is precisely the definition that is commonly used for the velocity in the EFTofLSS, where we defined v l ≡ [π] Λ / [ρ] Λ plus counterterms to cancel the cutoff dependence of the composite operator (see Sec. 6). However, one could have also formally 19 definedṽ l ≡ [π/ρ] Λ , again up to counterterms. In the EFT approach, in which the smoothing plays explicitly a crucial role, it is clear what the difference between these two definition is. Using some useful formulae derived in Appx. C.1 and up to counterterms, one finds
where the subscript δ s and π s represent the pure short distance fluctuations of δ = ρ/ρ − 1 and π. The terms that have been neglected are terms with derivatives acting on smoothed quantities as well as higher powers of δ l . The volume-and mass-weighted velocities hence differ by a pure short-scale term plus higher order terms. We refrain from going into the details of the definition of the volume-weighted velocity field since this involves technical difficulties as discussed e.g. in Ref. [20] . One interesting property of the mass-weighted velocity is that it must obey some particular relation as consequence of momentum conservation (see Appx. B). Also, the massweighted velocity is more readily extracted from simulations (or observations) by simply summing over the momenta of the particles in a given region and dividing by its total mass. This is to be contrasted with the volume-weighted velocity that, in order to be extracted from an N -body simulation, requires the introduction of some tessellation, e.g. along the lines of Ref. [20] . Note that because of the relation (137), mass-and volume-weighted velocities are not perfectly correlated, but rather differ by at least some noise term. Some hints of this could be seen in Fig. 3 of Ref. [21] , although a thorough comparison with simulations requires further investigation and is left for future work.
C.3 Analytic expressions for P δθ and P θθ in dim reg Let us collect the full expressions of the one-loop power spectra of P δθ and P θθ . A Mathematica file containing the following expressions is attached to the arXiv.org submission of this paper.
The coefficients α 1,δθ , α 1,θθ andα δθ , α θθ can be easily deduced from the full one-loop contributions to the power spectra P δθ and P θθ for an arbitrary spectral index n and space dimension d. We use dimensional regularization in order to regularize the loop integrals and adopt the following convention for the two contributions
(k − q, q)
where O 1 and O 2 stand for either δ or θ and n θ is the number of θ among O 1 and O 2 . Note the sum of the two kernels in the definition of the correlators in Eq. 138 (in the main text we often discuss the two contributions separately). The kernel K (14) depending on O i . The linear power spectrum in d-dimension is given by P lin (k, τ ) = a 2d−4 P in = a 2d−4 Ak n as discussed in the appendix of Ref. [6] where one can also find the expressions for P 22,δδ and P 13,δδ 20 . For the correlators involving the velocity divergence, the results read factors of k d in dimensional regularization stem only from the measure of the d-dimensional integral, of which at the one-loop level there is only one.
