Full waveform inversion (FWI) has been regarded as an effective tool to build the velocity model for the following pre-stack depth migration. Traditional inversion methods are built on Born approximation and are initial model dependent, while this problem can be avoided by introducing Transmission matrix (T-matrix), because the T-matrix includes all orders of scattering effects. The T-matrix can be estimated from the spatial aperture and frequency bandwidth limited seismic data using linear optimization methods. However the full T-matrix inversion method (FTIM) is always required in order to estimate velocity perturbations, which is very time consuming. The efficiency can be improved using the previously proposed inverse thin-slab propagator (ITSP) method, especially for large scale models. However, the ITSP method is currently designed for smooth media, therefore the estimation results are unsatisfactory when the velocity perturbation is relatively large. In this paper, we propose a domain decomposition method (DDM) to improve the efficiency of the velocity estimation for models with large perturbations, as well as guarantee the estimation accuracy. Numerical examples for smooth Gaussian ball models and a reservoir model with sharp boundaries are performed using the ITSP method, the proposed DDM and the FTIM. The estimated velocity distributions, the relative errors and the elapsed time all demonstrate the validity of the proposed DDM.
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Introduction
As the development of seismic exploration and exploitation, it requires more and more efficient and accurate seismic processing techniques. Full waveform inversion (FWI) is a technique that can provide accurate parameter distributions of the sub-surface media, however, because of the limitation of computational burden, most inversion methods use linear or quasilinear techniques based on Fréchet derivative in 2D media, which makes FWI initial model dependent . In order to improve the inversion efficiency, the GPU, the phase encoding and source encoding techniques are developed (Ben-Hadj-Ali et al 2009, Krebs et al 2009 , Luo et al 2012 , Moghaddam et al 2013 . There are also different methods which are proposed by many authors to weaken the initial model dependence. Bunks et al (1995) proposed a multi-scale seismic waveform inversion strategy, where the inversion result from low frequency seismic data is regarded as the new initial model for successive higher frequency seismic data. Cha (2008, 2009) proposed the Laplace domain and LaplaceFourier domain waveform inversion strategies, which are insensitive to the initial model and can provide a reasonable smooth background model for the following FWI. Wu et al (2014a) proposed the envelope inversion strategy, which can use the ultra low frequency components encoded in seismogram envelops, to retrieve the large-scale background model. Based on the envelope inversion theory, Luo and Wu (2015) discussed its immune property towards local minimum, random noise and interference noise, then extended the envelope strategy into elastic FWI (Luo et al 2016) . Each of the above methods can provide a reasonable initial model for the following FWI. But in all of the above methods, the Born approximation-based locallinearized optimization techniques, instead of the Monte Carlo-based nonlinear techniques, are used in order to achieve a high efficiency. Wu and Zheng (2014) analyzed the limitations of the Born approximation-based locallinearized methods, and demonstrated that higher order Fréchet derivatives cannot be neglected. Based on this assertion, they introduced the non-linear derivative concept. Considering the non-linear property of wave propagation and inversion, Weglein et al (2003) studied the inverse scattering series and its application in seismic exploration. They found that the conv ergence of the inverse Born series cannot be guaranteed. Thus, a lot of work has been done to improve the convergence of the inverse Born series. Jakobsen (2012) proposed the improved Born series which improves the convergence of the original Born series based on the renormalization method from quantum physics. Kouri and Vijay (2003) and Yao et al (2014) transformed the Lippmann-Schwinger equation from Fredholm integral into Volterra series which is absolutely convergent in 1D complex-valued plane. Kouri et al (2004) also proposed several strategies to obtain better acoustic scattering predictions based on inverse Volterra scattering series. These techniques are based on the frame of renormalization, which can help to improve the convergence of the scattering and inverse scattering series. Introducing Transmission matrix (T-matrix) which is widely used in quantum physics, can also help to improve the convergence. Jakobsen and Ursin (2012) used iterative T-matrix method to estimate the velocity perturbation. However this method is time consuming because the matrix inversion is involved. In order to improve the efficiency of velocity perturbation estimation, the inverse thin-slab propagator (ITSP) method was proposed by Wu et al (2014b , Wang et al (2016) and , which overcomes the limitations of Born series and Born approximation. The proposed ITSP method can converge absolutely and is insensitive to the initial model. However the ITSP method is currently suitable for smooth media only, and the accuracy decreases as the perturbation strength increases when using a fixed spatial interval, because the effects of the current layer are neglected . Using a reduced spatial interval can help to improve the accuracy, while its computational burden will increase significantly, which makes the ITSP method less attractive.
In order to improve the estimation efficiency of velocity perturbation as well as keep the estimation accuracy, we proposed a domain decomposition method (DDM). The velocity estimation can be obtained from the known T-matrix, which can be estimated from observed seismic data, and T-matrix estimation issue is left for the near future study. The original rough idea was presented at 2015 SEG annual meeting (Wang et al 2015a) . Here, we will give a detailed description of the proposed DDM and its related motivation. Several numerical examples demonstrate that the proposed DDM can improve the efficiency reasonably and guarantee the estimation accuracy. Besides, the estimation results, relative errors and elapsed time are compared among the ITSP method, the DDM and the full T-matrix inversion method (FTIM), which also prove the effectiveness of the proposed DDM.
Theory

Review of Born series and Born approximation
The 2D acoustic wave equation with constant density can be characterized as follows,
where p denotes the pressure field, v represents the velocity distribution and s is the source term. The solution for equation (1) can be characterized using the Lippmann-Schwinger integral equation which is based on scattering theory,
where k denotes the wavenumber, subject to k (2) can be reformulated using matrix-vector notations,
where P is the vectorized total wavefield, P 0 is the vectorized background wavefield, G 0 denotes a matrix which contains the information of wavenumber and background green's function, and V is the real valued diagonal matrix which contains the velocity perturbation information. Then the total wavefield P can be obtained using the iterative strategy, k P P G VP , 0, 1, 2, ... The total wavefield P can also be expressed as a series, as shown in equation (5) 
which is the classic Born series. On the right side of equation (5), the first term is the incident wavefield, the second term is the first order scattering wavefield, the third term is the second order scattering wavefield, and the others are higher order scatterings. The forward simulated seismogram can be obtained if all orders scatterings are stacked together, however, the convergence cannot be guaranteed using the Born series. If the perturbation is strong or the perturbation area is large, Born series can diverge, which leads to unsatisfactory results. In weak perturbation cases, we can neglect the effects of higher order scatterings, and extract the first two terms, then we can obtain a linearized version,
which is always regarded as Born approximation. In weak perturbation and small perturbation area, Born approximation has a high accuracy, however the accuracy decreases as the perturbation or perturbation area increases. Currently, almost all the inversion methods are based on Born approximation, which leads to strong initial model dependence. That is why a reasonable solution can be obtained only if the perturbation is relative weak.
T-matrix formalism
In order to improve the convergence of Born series, Transmission matrix (T-matrix) (Jakobsen 2012) , which is frequently used in quantum physics, is introduced,
where T is a complex-valued T-matrix which includes all orders of scattering information, contained in the total wavefield P. Based on the fact that all the scattering information contained in P is transformed into T-matrix T, the velocity perturbation V can be nonlinearly estimated from T-matrix. Because the effects of all orders of scattering contained in T, the structure of T-matrix T is different from that of velocity perturbation V, and the non-diagonal elements represent the scattering information among different perturbation points. Substitute equation (7) into equation (3), we can obtain,
Then, the nonlinear relationship between the total wavefield P and velocity perturbation V is transformed into a linear relationship between the total wavefield P and T-matrix T. T-matrix can be estimated using a linear optimization method from the observed seismic data, which is left for the near future study. For forward modeling, equation (8) has better convergence compared with Born series (Jakobsen 2012) . The relationship between T-matrix and the velocity perturbation can be summarized as follows,
The implicit relationship between T-matrix and the velocity perturbation can be obtained, shown in equation (10),
The explicit formula to estimate T-matrix from velocity perturbation can be characterized by equation (11),
Then, we can summarized the forward procedures to calculate the total wavefield P with initial velocity and V as inputs,
Besides, the velocity perturbation can also be obtained through the following equation exactly, using the known T-matrix,
The whole velocity estimation issue can be split into two steps: T-matrix estimation from observed seismic data using linear optimization methods; velocity estimation procedure using the estimated T-matrix. The estimation procedures can be summarized as,
where L is a linear operator to estimate T-matrix from observed scattering data. In this paper, we mainly concentrate on the second procedure, i.e. velocity estimation from the known T-matrix with a high accuracy. T-matrix estimation in the first procedure and its quantitative effects on the velocity estimation are left for the near future study. The solution for equation (13) depends on matrix inversion, thus it's always time consuming especially for large models. When G T 1 0 < , equation (13) can be expanded into inverse Born series,
Equation (15) is always regarded as inverse Born series (IBS). For the IBS, the convergence cannot be guaranteed when the perturbation strength or the perturbation area is large enough, which limits its applications. In order to overcome the divergence problem of the IBS, we have previously developed the ITSP method , Wu et al 2014b which is efficient and accurate. However, the ITSP method is currently suitable for smooth media and the recovered results are slightly different from the true ones. When the perturbation strength is large, the space sampling interval should be reduced in order to guarantee the accuracy, which will increase the computational cost . In order to improve the accuracy and its flexibility, we use matrix inversion (equation (13)) technique to obtain the velocity perturbation. Besides, in order to improve the computational efficiency, we propose a DDM which can be implemented in each sub-domain and can improve the computational efficiency significantly. The details of the DDM will be discussed in the next section.
Domain decomposition method (DDM)
T-matrix contains all orders of scattering effects in the perturbation area. In order to improve the computational efficiency, we can decompose the perturbation area into several parts equally. For simplicity, we take two parts as an example (upper and lower parts), and more sub-parts strategy is left for future study, which can further improve computational efficiency. From equation (10), we can obtain intra and inter scattering information from different perturbation areas, such as T T T T , , , 11 21 12 22 . Here 1 indicates the first perturbation area (upper part) and 2 denotes the second perturbation area (lower part). T 11 and T 22 represent intra scattering effects in perturbation areas 1 and 2, respectively. T 21 represents inter scattering information from the first area to the second area and T 12 represents inter scattering information from the second area to the first area. Then, we can obtain four split sub-equations from equation (10) 
where V 1 is the velocity perturbation in the first area, V 2 denotes the velocity perturbation in the second area, G 11 is the background green's function in the first perturbation area, G 22 represents the background green's function in the second perturbation area, G 21 is the background green's function from the first perturbation area to the second perturbation area, and G 12 denotes the background green's function from the second perturbation area to the first perturbation area. Equation (16) 
Then, we obtain the relationships between full T-matrix T ij and the local t-matrix t i , = i j , 1, 2, 
T t t G T T t G T T t t G T T tG T
The elements T T T T , , , 11 21 12 22 can be solved analytically as follows, 
Equations (16)-(19) are all forward modeling formulae, i.e. from the velocity perturbation to the full T-matrix. However our purpose here is to estimate the velocity perturbation from the known T-matrix, therefore we first estimate the local t-matrix from equation (18) 
The computational cost is n n n 3 2 3 3 + − approximately when using a gauss elimination method to solve the matrix inversion, where n is the matrix size (Wang et al 2015b) , i.e. the pixels in the perturbation area. The computational cost for the matrix inversion in equation (20) , where n n n 1 2 + = . In order to make the computational cost achieve its minimum, the whole model should be divided equally, i.e. n n n 2 1 2 / = = , and the prove can be provided easily using mathematical theories. The size of the matrix used for the inversion in equation (20) is almost halved compared with the original one, therefore, the computational efficiency can be improved significantly. Based on equation (20), we can obtain the local scattering t-matrix, then the velocity perturbations V 1 , V 2 can be estimated with the help of equation (17) 
Then, we can obtain the velocity perturbation estimation in each sub-domain. The perturbation model is divided equally, which makes the size of the used matrix is almost halved and four sub-matrix inversion (equations (20) and (21)) are involved, therefore the computational efficiency is improved two times approximately. If the perturbation model is divided into more than 2 sub-parts, the efficiency will be improved further which is left for the near future study. In the next section, several numerical examples will be used to demonstrate the validity of the proposed DDM. For better comparisons, the ITSP method and FTIM are also used. The estimation results and corresponding error profiles are shown, and the consumed time are listed.
Numerical examples
First, smooth Gaussian ball models with high velocity abnormality are designed to demonstrate the validity of the proposed method. The estimated velocity distributions, the estimation errors and the consumed time are compared among the DDM, the FTIM and the ITSP method. Then, a small reservoir model with sharp boundaries is used to further demonstrate the validity and flexibility of the proposed DDM. Numerical examples demonstrate that the proposed DDM is of high accuracy and efficiency. (11) using the background green's function and the velocity perturbation. Figure 1(b) shows the full T-matrix characterized by the kernel with dominant single frequency component 20 Hz. Here, we calculate the T-matrix using equation (11) and regard the calculated T-matrix as an estimation T-matrix from the observed seismic data with a high accuracy. The T-matrix estimation method and its quantitative effects on the velocity estimation are left for future study.
Based on the known T-matrix, the velocity can be estimated using the ITSP method, the DDM, and the FTIM. For the DDM, the perturbation model is divided into two sub-parts (upper part and lower part) equally for efficient inversion as discussed in the theory part. The estimated results and relative errors are shown in figure 2, and the relative error is defined as the absolute value normalized by the maximum perturbation. Figures 2(a) -(c) represent the results by the ITSP, DDM and FTIM, respectively. We see that the estimated results are consistent with the theoretical one and the relative errors are minor enough, which can be neglected. Figure 2 shows that the above three methods all can provide reasonable estimations for velocity perturbation, while the DDM and FTIM have higher accuracies. The consumed time by the above three methods is listed in table 1. We see that the ITSP is the most efficient method, because no matrix inversion is involved. The next is the proposed DDM, because the size of the matrix involved in the inversion is almost halved. The FTIM consumes the most computational time. We also see that the elapsed time by the DDM is halved approximately compared with that of the FTIM, which is consistent with the theoretical analysis. From figure 2 and table 1, it can be noted that the proposed DDM can guarantee the high accuracy of the FTIM, and owns lower computation cost, which is comparable with the previously proposed ITSP. This demonstrates the validity of the proposed DDM. In order to better interpret the flexibility of the proposed method, the Gaussian ball model with higher perturbation is used. Similar as the previous Gaussian ball example, the background velocity is 2000 m s −1 and the spatial interval is 10 m. There exists a high velocity abnormality area in the center with 100 per cent perturbation. Using the ITSP method, the estimated result and the relative error are shown in figure 3(a) with average elapsed time 9.2 s. We see that the accuracy of the estimation result is unsatisfactory using a fixed spatial interval (i.e. 10 m) when the velocity perturbation strength is relatively large, which is because the current ITSP method neglects the current layer effects . In order to improve the accuracy, one strategy is to use the ITSP method with a reduced spatial interval, another is to use matrix inversion method. Figure 3(b) shows the estimation result and the relative error using the ITSP method with a halved spatial interval (HSI) (i.e. from original 10 m to 5 m), and we see that the obtained results are reasonable and satisfactory. However the computational burden increases significantly with an average elapsed time 134.2 s, because the size of the current T-matrix increases several times (the size of the perturbation area increases from original 51 by 51 to 101 by 101). For the halved spatial interval model, the computational burden ). The estimation results are similar to figures 3(c) and (d) with a higher accuracy, which are not shown here. In this case (the size of T-matrix is large when a small spatial interval is used), the ITSP method is much more efficient compared with the FTIM.
For better comparisons, the inversion results using the DDM and FTIM with the known T-matrix obtained using the original spatial interval (i.e. 10 m) are shown in figures 3(c) and (d), respectively. From the results we see that the DDM and FTIM are of high accuracies, and the relative error can be neglected. For better quantitative analysis, the elapsed time using different methods are shown in table 2. The average elapsed times for the DDM and FTIM are 11.5 s and 21.6 s, respectively. We see that the efficiency of the DDM is improved almost two times, which is consistent with the theoretical analysis.
From table 2, we can also see that for the same model size, the efficiency of the ITSP method is higher compared with matrix inversion methods, especially for the large size models. However the accuracy of the ITSP decreases as the perturbation strength increases. Although decreasing spatial interval can help to improve the accuracy, the computational burden will increase significantly, which makes the ITSP method less attractive. When the perturbation strength is strong, the matrix inversion method can guarantee the estimation accuracy using the known T-matrix, and the accurate T-matrix estimation from observed seismic data is left for the near future study. The proposed DDM can help to improve the efficiency as well as guarantee the accuracy, which are demonstrated by figure 3 and table 2.
In order to further demonstrate the validity of the proposed DDM, a small reservoir model with the size of 41 by 101 is used, as shown in figure 4. The spatial resolution is 10 m. Different from the previous Gaussian ball examples, this model contains sharp boundaries. In this example, we only compare the performances and the elapsed time between the DDM and the FTIM, because the ITSP method is currently for smooth media . The estimation results and the relative errors are shown in figure 5 . Similar as the Gaussian ball model, the perturbation model is also divided into two parts equally (upper part and lower part) for efficient implementation. We see that the estimation results (figures 5(a) and (c)) are consistent with the true model (figure 4), and the relative errors are minor enough which can be neglected reasonably. Table 3 shows the corresponding elapsed times for better quantitative comparisons, i.e. 45.5 s and 80.6 s, respectively. We can see from figure 5 and table 3 that the estimation results from these two methods are consistent with each other, however the elapsed time of the DDM is almost half of that of the FTIM, which is consistent with the theoretical analysis. This reservoir model with sharp boundary also demonstrates the validity of the proposed DDM. The above numerical examples with smooth Gaussian ball models and the designed reservoir model with sharp boundary both demonstrate that the proposed method improves the efficiency two times approximately, as well as guarantees the estimation accuracy. Besides, the proposed DDM is insensitive to the smoothness of the model, which means that it has wider applications in the future. It should be mentioned that we assume the T-matrix is already known and regarded as T-matrix estimation with a high accuracy from observed seismic data. The T-matrix estimation issue and its quantitative effects on the accuracy of the estimated velocity will be studied in the near future.
Conclusions and discussions
FWI can provide the velocity distribution accurately, however it is always time consuming because it requires matrix inversion to estimate velocity perturbation from the known T-matrix. The previously proposed ITSP method can help to improve the estimation efficiency, especially for large-scale models, however it's currently only suitable for smooth media, and the accuracy decreases as the perturbation strength increases. Although decreasing spatial interval can help to improve the accuracy, its computational burden increases significantly which makes the ITSP less attractive. Then, we propose a DDM to improve the computational efficiency as well as guarantee the accuracy, during which detailed two sub-parts decomposition strategy is provided for simplified illustration. Numerical examples for the smooth models and the reservoir model with sharp boundary demonstrate the validity of the proposed DDM. Compared with the ITSP method, the proposed DDM is insensitive to the model smoothness, and has higher accuracy. Compared with the FTIM, the efficiency is improved almost two times and the accuracy is guaranteed. Besides, the perturbation area is divided into two parts in this paper and the computational efficiency improves two times approximately, and the strategy can also be extended into more sub-parts decomposition to further improve the efficiency which is left for the near future study.
There is an assumption that the T-matrix is already known with a high accuracy which corresponds to a full-aperture acquisition, i.e. dense sources and receivers around the perturbation area. The T-matrix estimation procedure from the spatial aperture limited and frequency bandwidth limited scattering data is left for future study. Besides, how the inaccuracy of the estimated T-matrix quantitatively affecting the final velocity perturbation estimation also needs to be investigated. Velocity estimation based on T-matrix method overcomes the divergence of Born series and the initial model dependence of Born approximation, which makes it have more flexibilities and applications in the future. 
