We show that correlated random variables can be clustered more efficiently in an agglomerative manner rather than a divisive one. The agglomerative approach successively merges subsets of random variables sharing a large amount of normalized total correlation. Compared to the existing divisive approach that successively segregates the random variables into subsets with increasing multivariate mutual information, the agglomerative approach gives the same hierarchy of clusters faster by an order of magnitude. The underlying results justifying the agglomerative approach are also of theoretical interest since they reveal a fundamental connection between the well-known total correlation and the recently proposed multivariate mutual information.
I. INTRODUCTION
Info-clustering was proposed in [1] as a hierarchical clustering of random variables (RVs) based on their multivariate mutual information (MMI) [2] . The hierarchy of clusters is unique and was characterized in [1] as the principal sequence of partitions (PSP) [3] of the entropy function of the RVs. This leads to a polynomial-time algorithm [1, Algorithm 3] that computes the clustering solution in O(n 2 SFM(n)) time, where n is the number of RVs and SFM(n) is the time required to minimize a submodular function on a ground set of size n. In practice: 1) One may want to obtain clusters of a desired size rather than the entire hierarchy of clusters of different sizes. 2) The entropy function needs to be estimated from data, which can be difficult for a large set of random variables [4] . These practical considerations (or issues) motivate the following question. Can we construct an info-clustering algorithm that a) has the same complexity O(n 2 SFM(n)) as above, and b) computes the clusters iteratively according to their sizes? (Due to the second practical consideration, i.e., to reduce the chances of propagating errors arising from unreliable entropy estimations, it is preferable that the algorithm starts with smaller clusters and proceeds to larger ones.)
A divisive clustering approach was proposed in [1, Algorithms 1 & 2] that breaks down the computation by subdividing the entire set of RVs successively into increasingly smaller clusters. However, this slows down the clustering-solution computation by an order of n, and may also suffer significant error propagations due to the 2nd practical consideration.
The contribution of this work is an affirmative answer to the above question. Namely, we provide an agglomerative algorithm, with the desired complexity, that computes the clusters by grouping the RVs into increasingly larger clusters. C The idea is inspired by the duality between the PSP and a related structure called the principal sequence (PS) [5] [6] [7] . We clarify these mathematical structures, based on which a fundamental property connecting the MMI and the well-known Watanabe's total correlation is discovered.
We remark that this work focusses on info-clustering. The clustering problem is a prominent one in machine learning with vast literature and several clustering techniques. For a brief survey on the subject (that compares info-clustering to other clustering methods) we refer the interested reader to [1] and the references therein. Finally, due to space limitations, we only sketch the proofs here and rely on examples as a more efficient way for demonstrating some of the results. Full proofs can be found in [8] .
II. PROBLEM FORMULATION AND PRINCIPLE SEQUENCE OF PARTITIONS

Consider a random vector Z
. . , n} is a set of n > 1 RVs. Let Π(V ) be the set of partitions of V into non-empty disjoint sets and Π (V ) := Π(V ) \ {V } be the set of non-trivial partitions. For P, P ∈ Π(V ), we say P is finer than P , denoted P P , if ∀C ∈ P, ∃C ∈ P : C ⊆ C , (2.1) and use "≺" to denote the strict inequality, i.e., the inclusion above is strict for at least one C ∈ P. The multivariate mutual information (MMI) [2] can be defined as
It follows that the MMI I(Z V ) is non-negative, and is equal to zero iff P Z V = C∈P P Z C for some P ∈ Π (V ). Subsequently, we will denote the entropy function by h, i.e.,
Using the MMI, the set of clusters at any threshold γ ∈ R is defined in [1] as
B } denotes the collection of inclusion-wise maximal elements of any collection F of subsets. It was shown in [1, Theorem 3] that the clusters form a laminar family, i.e., for any γ ≤ γ , C ∈ C γ (Z V ), and C ∈ C γ (Z V ), we have C ∩ C = ∅ or C ⊇ C . In particular, clusters at the same threshold must be disjoint. Consequently, the clustering solution can be characterized by a sequence of partitions of V as follows. 
where N is a positive integer,
is a sequence of distinct critical values from R (consisting of the thresholds at which the set of clusters changes), and
is a sequence of increasingly finer partitions of V from Π(V ). 2 The sequence of partitions (together with the critical values) was further shown in [1, Corollary 2] to be the principal sequence of partitions (PSP) (of the entropy function of Z V ) [3] . From Proposition 2.1, given the PSP of the entropy function, one can readily obtain the clustering solution, and vice versa. There are algorithms for computing the PSP, see e.g., [1, Algorithm 3], [9, Ch. 13], [10] . However, such algorithms compute the partitions in the PSP in no particular order. Due to the practical considerations discussed earlier, it is desirable to have an algorithm that computes the PSP in some order. (From P 1 to P N , or, preferably, from P N to P 1 .)
Example 1
As an illustration of Proposition 2.1 and the PSP, consider the following RVs defined, using the uniformly distributed and independent binary RVs X a , X b , X c and X d , as
The PSP of the entropy function of Z {1,...,6} is shown in Fig. 1a , where the critical values are γ 1 = 0, γ 2 = 1, and γ 3 = 2. 1 From Proposition 2.1, the clusters (2.4) are given as
With the laminar structure, a divisive algorithm was given in [1] to compute γ and P by iteratively producing finer partitions from coarser ones, i.e., from P 1 to P N . The following result is instrumental in the devising of such an algorithm.
The optimal partitions achieving the MMI in (2.2) together with the trivial partition {V } form a lattice w.r.t. (2.1). The minimum/finest optimal partition, denoted P * (Z V ), satisfies
with C γ defined in (2.4) . In other words, γ 1 = I(Z V ) and P 1 = P * (Z V ) in Proposition 2.1. Finally, for ≥ 1, if P l is not the partition into singletons, then γ +1 = min C∈P :|C|>1 I(Z C ) and P +1 ⊇ P * (Z C ) for any minimizer C.
2 1 Here we assumed that the PSP is given since the purpose of the example is to illustrate Proposition 2.1 rather than illustrate the computation of the PSP. Subsequent examples will relax this assumption and, in effect, compute the PSP using a divisive or agglomerative approach. Because of the last statement in the proposition, any algorithm for computing P * (Z V ) can be applied iteratively for the divisive info-clustering approach as in [1, Algorithm 2]. However, as discussed in Section V, this divisive approach can be a factor n slower than [1, Algorithm 3].
Example 2 As an illustration of Proposition 2.2 and the divisive approach, consider Z {1,...,6} in (2.6). The finest op- Fig. 1b , and so one can easily verify from (2.2a) that I(Z V ) = 0. For completion, the figure also shows the lattice of optimal partitions stated in the proposition, where the trivial partition {V } is indicated using a dashed line. Similarly, Fig. 1c shows the optimal partitions of Z {1,2,3} . Since I(Z V ) = 0, Proposition 2.2 asserts that C 0 (Z V ) = {{1, 2, 3}, {4, 5}}. Since I(Z {1,2,3} ) = I(Z {4,5} ) = 1 (and {1, 2, 3} is the only cluster with a non-singleton in its finest optimal partition), Proposition 2.2 asserts that
Assuming an algorithm for computing the finest optimal partition, the divisive algorithm starts by computing
, declares the non-singleton elements as clusters at threshold I(Z V ), and proceeds iteratively by picking any cluster (of size larger than two) and computing its finest optimal partition, etc. In our example, P * (Z V ) is shown in Fig. 1b , which results in the clusters {{1, 2, 3}, {4, 5}} at threshold I(Z V ) = 0. Next, P * (Z {1,2,3} ) is shown in Fig. 1c , which results in the cluster {1, 2} at threshold I(Z {1,2,3} ) = 1. After this, the divisive algorithm terminates with the entire hierarchy of clusters as in (2.7). (In this example, the algorithm did not compute the last threshold in (2.7), but it can do so by letting it proceed to clusters of size two.) 2 
III. PRINCIPAL SEQUENCE AND MINIMUM NORM BASE
The ability to compute the info-clustering solution efficiently stems from the submodularity of entropy [11] , or equivalently the fact that conditional mutual information is non-negative [12] . More precisely, the submodularity of entropy means that the entropy function h in (2.3) satisfies
The entropy function is also said to be normalized since h(∅) = 0, and non-decreasing since
In combinatorial optimization [13] , submodularity is well-known to often give rise to polynomial-time solutions. In particular, the PSP of h is polynomial time solvable, which characterizes the infoclustering solution by Proposition 2.1. Our agglomerative algorithm will make use of yet another polynomial time solvable structure, discussed below, that is closely related to the PSP.
Consider any submodular function f :
where max is the inclusion-wise maximum. Note that the minimization in (3.2) is a submodular function minimization (SFM) since the function B ⊆ U → f (B) − λ|B| is also submodular. It is well-known that the minimizers of a submodular function form a lattice w.r.t. set inclusion [13] , and so the maximum in (3.2) exists and is unique.
This defines a sequence, for some positive integer N ,
of distinct sets, which (together with the sequence −∞ = λ 0 < λ 1 < · · · < λ N < λ N +1 := ∞ of λ values at which S λ changes) is referred to as the principal sequence (PS). 2 W.l.o.g., we assume f is normalized, i.e., f (∅) = 0, since we can redefine f as f − f (∅) without affecting the solutions to the SFM in (3.2), i.e., aside from a shift in the λ i values, the PS (3.3) is invariant to a constant shift in the submodular function. The polyhedron P(f ) and base polyhedron B(f ) of the submodular function f are defined as 
has a unique solution x * U , called the minimum (Euclidean) norm base, which satisfies
where the equivalence follows directly from Proposition 3.1. 2
The minimum norm base, and so the PS by (3.6b), may be computed using Wolfe's minimum norm point algorithm as in [14] . Conversely, by (3.6a), the minimum norm base can also be computed by any SFM algorithm that solves S λ for any λ. However, the minimum norm point algorithm was shown [14] empirically to outperform other SFM algorithms.
IV. MAIN RESULTS
Instead of the divisive approach, we consider here an agglomerative approach, Algorithm 1, that computes γ and P by iteratively producing coarser partitions from finer ones, i.e., from P N to P 1 . (Note that N needs not be known a priori.) We will give an efficient implementation (thereby resolving the inefficiency of the divisive approach) of the subroutine Agglomerate in Algorithm 2 that computes γ and P −1 from P for any (thereby returning the clusters in the desired order). In particular, we will show that it suffices to compute
which are, respectively, the last critical value γ N and the last set of clusters (i.e., the non-singleton elements of the second last partition P N −1 ). Recall (2.2a) and note that if the partition P = {{i} | i ∈ V } is optimal then the MMI is equal to
which is the normalized version (see [2] for more details) of the well-known Watanabe's total correlation [15] . The quantities I * and C * turn out to have a fundamental connection with the normalized total correlation (4.2), which leads to the desired efficient implementation. The main result is the implementation of Agglomerate in Algorithm 2 that computes the PSP, and so the infoclustering solution, iteratively from finer partitions to coarser ones. This is done by computing the PS using a subroutine MinNormBase that computes the minimum norm base for (3.5 ). An explicit implementation of MinNormBase can be found in [14] using Wolfe's minimum norm point algorithm.
Algorithm 2: Implementation of Agglomerate.
Data: P is equal to P for some 1 ≤ ≤ N in (2.5). Result: (γ, P ) is equal to (γ , P −1 ). 1 Enumerate P as {C 1 , . . . , C k } for some k > 1 and disjoint C i 's; 2 x← empty array of size k; 3 for j = 1 to k do 4 Define g j as the function
x[j][i], P ← ∅;
10 function MinNormBase (f, U ): 11 return an array x (indexed by U ) that solves (3.5).
To explain Algorithm 2, we need the following two fundamental results that 1) relate the last critical value of a set of RVs to the normalized total correlation and, consequently, to the minimum norm base; and 2) relate any critical value of a set of RVs to the last critical value of a set of agglomerated RVs. Each theorem will be illustrated with an example that is followed by a proof sketch. The statements of the results may be skimmed first and read more carefully as we go through the examples. The detailed proofs can be found in [8] . which is a normalized submodular function. Then,
Uj is the minimum norm base for g j (3.5). To illustrate (4.3b) and (4.4b), the minimum norm base x (j) Uj of g j , for different values of j, is calculated as:
( -1, -0.5, -0.5, 0), j=2 ( -0.5, -0.5, 0), j=3 ( -1, 0), j=4 ( 0), j=5. Now, the minimum in (4.3b) is equal to −2 (circled above), which is achieved uniquely by j = 1 and i = 2. This gives I * (Z V ) = −(−2) = 2 as desired. In (4.4b), we have j * ∈ {1} and arg min i∈U j * x
We remark that (4.3a) and (4.4a) eliminate the need for minimization over partitions in calculating the MMI in (4.1a) and (4.1b). They serve as an intermediate step that leads to (4.3b) and (4.4b), thereby relating the last critical value (4.1a) and the last set of clusters (4.1b) to the minimum norm base.
PROOF (SKETCH FOR THEOREM 4.1) (4.3a) and (4.4a) can be proved by showing that the optimal partition for any maximizer C to (4.1a) is the partition {{i} | i ∈ C} into singletons, in which case I(Z C ) = J T (Z C ).
To obtain the minimum norm base formulation in (4.3b) and (4.4b), the important step is to rewrite (4.3a) as 0 = min C⊆V :|C|>1
In particular, the inner minimization can be cast as the minimization in (3.2) for the PS, and the solution via the minimum norm base in (3.6b) gives (4.3b) and (4.4b).
So far we succeeded in posing the computation of the last critical value I * and last set of clusters C * as a minimum norm base problem. However, our objective is to compute the entire clustering solution. To complete the implementation of Agglomerate, we need the following theorem which reduces the computation of the clusters at any threshold to the computation of I * and C * for some agglomerated RVs. In the first iteration, l = N , consider (4.5) with P being the partition into singletons, namely, let Z i = Z i for i = 1, . . . , 6 (i.e., C i = {i}). By (4.3b) and (4.4b), we have I * (Z {1,...,6} ) = 2 and C * (Z {1,...,6} ) = {{1, 2}}. (See Example 3.) By (4.6b) and (4.7b), we have γ N = 2 and P N −1 \ P N = {{1, 2}} as desired. In other words, when called with the singletons partition as the input partition, the function Agglomerate returns the threshold value γ N and partition P N −1 correctly.
In the next iteration, l = N − 1, consider (4.5) with P as computed above, namely, let Z 1 = Z {1,2} and Z i = Z i+1 for i = 2, . . . , 5 (i.e., C 1 = {1, 2} and C i = {i + 1}). The minimum norm base x (j) Uj of g j (defined using the entropy function of Z {1,...,5} ) is To prove (4.6a), we first argue that, for any feasible F to the r.h.s. of (4.6a),
Suppose to the contrary that I(Z F ) > γ . Then, there exists C ⊇ F such that C ∈ C γ (Z V ) by definition (2.4) of clusters. Hence, C ∈ P since C γ (Z V ) ⊆ P by Proposition 2.1, which contradicts the fact that F ⊆ P with |F| > 1.
Next, we show that (i) can be achieved with equality for some feasible solution F. Consider any C ∈ P −1 \ P . (Such a C exists since P is strictly finer than P −1 .) Then, we have C (ii) = F for some F ⊆ P : |F| > 1, i.e., for some feasible solution F. Proposition 2.1 states that C ∈ C γ (Z V ) for all γ ∈ [γ −1 , γ ) since C ∈ P l−1 , and so I(Z C ) ≥ γ by (2.4) . The reverse inequality also holds by (i) and (ii). Hence, I(Z C ) = γ , which implies (4.6a) as desired.
(4.7a) can be proved by showing that the above construction gives all the optimal solutions to the r.h.s. of (4.6a).
(4.6b) and (4.7b) can be proved using the definitions of I * and C * in (4.1) and Proposition 2.2.
V. COMPLEXITY COMPARISON
The complexity of Agglomerate (Algorithm 2) is mainly due to the computation of the minimum norm base in line 5. This computation is repeated at most n times. With MNB(n) denoting the complexity of the minimum norm base algorithm for a ground set of size n, Agglomerate runs in time O(n MNB(n)). Since the agglomerative info-clustering algorithm in Algorithm 1 invokes function Agglomerate N − 1 ≤ n − 1 times, it runs in time O(n 2 MNB(n)), which is equivalent to that of [1, Algorithm 3] , assuming that the submodular function minimization therein is implemented by the minimum norm base algorithm, i.e., with SFM = MNB. In contrast, the divisive info-clustering algorithm in [1, Algorithm 2] makes N − 1 calls to a subroutine that calculates the fundamental partition. However, computing the fundamental partition appears to take time O(n 2 MNB(n)), which leads to an overall complexity of O(n 3 MNB(n)) for the divisive clustering.
