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Sissejuhatus
Ka¨esolevas to¨o¨s nimetatakse keskmiseks sellist pidevat kahe muutuja funktsiooni
µ : I × I → I (I ⊂ R on mingi intervall), mis rahuldab tingimusi µ(x, x) = x
ja µ(x, y) = µ(y, x) ning on mo˜lema muutuja suhtes rangelt kasvav. Lihtsamad
keskmised on aritmeetiline keskmine
(x, y) 7−→ x+ y
2
(x, y ∈ R)
ja geomeetriline keskmine
(x, y) 7−→ √xy (x, y ∈ [0,∞)).
Keskmiste u¨ldist teooriat (vt [B]) rakendatakse funktsionaalvo˜rrandite lahenda-
misel, vo˜rratuste uurimisel jm.
Matemaatilise analu¨u¨si seisukohalt pakuvad erilist huvi sellised keskmised, mis
on ma¨a¨ratud mingi pideva rangelt monotoonse funktsiooniga f : I → R. Antud
bakalaureuse to¨o¨s vaadeldakse kahte sellist keskmist: kvaasi-aritmeetilist keskmist
Qf , mis on ma¨a¨ratud seosega
Qf (x, y) := f
−1
(
f (x) + f (y)
2
) (
x, y ∈ I)
ja Lagrange’i keskmist Lf , kus
Lf (x, y) :=
f−1
(
1
y−x
y∫
x
f(t)dt
)
, kui x 6= y,
x, kui x = y.
Viimase defineerimisel on la¨htekohaks tuntud integraalarvutuse keskva¨a¨rtusteoreem:
kui f : [a, b]→ R on pidev, siis leidub selline c ∈ (a, b), et
f(c) =
1
b− a
b∫
a
f(t)dt.
Kui f on seejuures rangelt monotoonne, siis c on u¨heselt ma¨a¨ratud.
To¨o¨ eesma¨rgiks on anda mo˜lema nimetatud keskmise jaoks vastus kahele ku¨simusele.
1. Millist keskmist µ saab esitada mingi funktsiooni f vastavalt kvaasi-aritmee-
tilise vo˜i Lagrange’i keskmisena?
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2. Kuidas kirjeldada nende funktsioonide klasse, millel on vastavalt sama kvaasi-
aritmeetiline vo˜i Lagrange’i keskmine?
Kvaasi-aritmeetiliste keskmiste korral annab esimesele ku¨simusele vastuse allpool
to˜estatav Acze´li teoreem: keskmine µ on mingi funktsiooni kvaasi-aritmeetiline
keskmine parajasti siis, kui µ on bisu¨mmeetriline, st
µ
(
µ (x, y) , µ (z, t)
)
= µ
(
µ (x, z) , µ (y, t)
)
(x, y, z, t ∈ I).
Lagrange’i keskmise jaoks saame to¨o¨s vaid osalise vastuse: antud funktsiooni f
korral kehtib µ = Lf parajasti siis, kui
f
(
µ (x, y)
)
=
f
(
µ
(
x, x+y
2
))
+ f
(
µ
(
x+y
2
, y
))
2
(x, y ∈ I). (0.1)
Teisele ku¨simusele on vastus mo˜lemal juhul sama: nii seos Qf = Qg kui ka seos
Lf = Lg kehtib parajasti siis, kui g = αf + β, kus α, β ∈ R ja α 6= 0.
Ka¨esolev to¨o¨ on referatiivne, tema kirjutamisel olid aluseks ja¨rgmised artiklid: L.
R. Berrone ja J. Moro [BM], J. K. Merikoski, M. Halmetoja ja T. Tossavainen
[MHT] ning J. Acze´l [A]. To¨o¨ koosneb kolmest peatu¨kist.
Esimeses peatu¨kis vaadeldakse keskmisi u¨ldiselt. Antakse keskmise definitsioon ja
tuuakse mo˜ned na¨ited lihtsamate keskmiste kohta.
Teine peatu¨kk on pu¨hendatud kvaasi-aritmeetilistele keskmistele. Esimeses ala-
punktis, mille kirjutamisel on kasutatud raamatut [NP], ka¨sitletakse kumeraid ja
no˜gusaid funktsioone, kuid po˜hieesma¨rgiks on na¨idata, et kui f : I → R on pidev,
siis vo˜rdus
f
(
x+ y
2
)
=
f (x) + f (y)
2
(x, y ∈ I)
kehtib parajasti siis, kui f on lineaarne funktsioon, st f(x) = αf(x) + β iga
x ∈ I korral. Teises alapunktis defineeritakse kvaasi-aritmeetiline keskmine ja
na¨idatakse, et tegemist on keskmisega. Veendutakse, et kvaasi-aritmeetiline kesk-
mine on bisu¨mmeetriline. Antakse vastus teisele ku¨simusele ja na¨idatakse, et Qf =
Qg parajasti siis, kui leiduvad sellised α, β ∈ R, et α 6= 0 ja g = αf + β. Ma¨rgime,
et saadud tulemus on esmakordselt to˜estatud A. Kolosa´rova´ to¨o¨s [K]. Kolmandas
alapunktis to˜estatakse eelpool tsiteeritud Acze´li teoreem ariklist [A].
Viimases peatu¨kis ka¨sitletakse Lagrange’i keskmiseid. Esimeses alapunktis antak-
se Lagrange’i keskmise definitsioon ja veendutakse, et Lf on keskmine. Jo˜utakse
esimese ku¨simuse vastuseni: µ = Lf parajasti siis, kui on ta¨idetud tingimus (0.1).
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Teises alapunktis leitakse seos keskmiste Qf ja Lf vahel fikseeritud funktsiooni f
korral. Selle seose abil antakse vastus teisele ku¨simusele: Lf = Lg parajasti siis,
kui g = αf + β, kus α, β ∈ R ja α 6= 0. Kolmanda peatu¨ki tulemused on pa¨rit
artiklitest [BM] ja [MHT].
Lo˜petuseks ma¨rgime, et ta¨ht I ta¨histab ja¨rgnevas tekstis ko˜ikjal mingit intervalli
korpuses R ja
Q := I × I.
Antud x ∈ R ja δ > 0 korral ta¨histatakse
Uδ(x) := (x− δ, x+ δ),
st Uδ(x) on punkti x δ−u¨mbrus. Mingi jada zn korral kirjutame zn → z, kui
lim
n→∞
zn = z.
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1 Keskmised
Definitsioon 1.1. Olgu I ⊂ R intervall ja Q := I × I. Kahe muutuja funkt-
siooni µ : Q→ R nimetatakse (u¨ldiseks) keskmiseks intervallis I, kui ta rahuldab
tingimusi
(M1) µ on pidev,
(M2) µ(x, x) = x (refleksiivsus),
(M3) µ(x, y) = µ(y, x) (su¨mmeetria),
(M4) µ on mo˜lema muutuja suhtes rangelt kasvav (monotoonsus).
Ma¨rkus 1.1. Kui funktsioon µ on rangelt monotoonne u¨he muutuja suhtes, siis
ta¨nu tema su¨mmeetriaomadusele (M3) on ta seda ka teise muutuja suhtes. Na¨iteks,
kui µ on esimese muutuja suhtes rangelt monotoonne ja y < y′, siis
µ(x, y) = µ(y, x) < µ(y′, x) = µ(x, y′),
st µ on ka teise muutuja suhtes rangelt monotoonne.
Ma¨rkus 1.2. Aksioomidest (M2) ja (M4) tuleneb ja¨rgmine, keskmiste jaoks ko˜ige
ta¨htsam omadus:
min{x, y} < µ(x, y) < max{x, y} (x, y ∈ I) (vahepealsus).
Selle omaduse kohaselt µ(Q) ⊂ I, arvestades tingimust (M2), saame, et µ(Q) = I.
Ma¨rkus 1.3. Aksioomist (M4) ja¨reldub vahetult ja¨rgmine monotoonsusomadus:
kui x, x′, y, y′ ∈ I, x < x′ ja y < y′, siis
µ(x, y) < µ(x′, y′).
Ma¨rkus 1.4. Aksioomi (M1) juurde ma¨rgime, et kahe muutuja funktsioon µ : Q→
R on kohal (x, y) ∈ Q pidev parajasti siis, kui
µ(xn, yn) −→ µ(x, y),
iga sellise jada
(
(xn, yn)
)
korral, kus xn, yn ∈ I ja (xn, yn)→ (x, y) ruumis R2, st√
(xn − x)2 + (yn − y)2 −→ 0.
Viimane tingimus on samava¨a¨rne tingimusega
xn → x ja yn → y.
Niisiis, tingimus (M1) on ta¨idetud parajasti siis, kui iga (x, y) ∈ Q korral kehtib
implikatsioon[
xn, yn ∈ I (n ∈ N), xn → x, yn → y
]
=⇒ µ(xn, yn) −→ µ(x, y).
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Na¨ide 1.1. Olgu Q := R× R. Na¨itame, et aritmeetiline keskmine
µ : Q→ R, kus µ(x, y) := x+ y
2
,
rahuldab tingimusi (M1)–(M4).
(M1) Olgu (x, y) ∈ R2 suvaline ja ((xn, yn)) selline jada hulgas R2, et
xn → x ja yn → y.
Koonduvate arvjadade omadustest saame, et
xn + yn
2
−→ x+ y
2
,
seega
µ (xn, yn)→ µ (x, y) .
See ta¨hendab, et µ on pidev punktis (x, y) .
Aksioomide (M2) ja (M3) kehtivus on ilmne.
(M4) Kui x < x′, siis
µ (x, y) =
x+ y
2
=
x
2
+
y
2
<
x′
2
+
y
2
<
x′ + y
2
= µ (x′, y) .
Na¨ide 1.2. Olgu Q := [0,∞)× [0,∞). Na¨itame, et geomeetriline keskmine
µ : Q→ [0,∞), kus µ(x, y) := √xy,
rahuldab tingimusi (M1)–(M4).
(M1) Olgu (x, y) ∈ Q suvaline ja ((xn, yn)) selline jada hulgas Q, et
xn → x ja yn → y.
Vo˜ttes arvesse funktsiooni x→ √x pidevust, saame, et
µ(xn, yn) =
√
xnyn =
√
xn
√
yn −→
√
x
√
y =
√
xy = µ(x, y),
st µ on pidev punktis (x, y).
(M2) ja (M3) kehtivus on ilmne.
(M4) Kui 0 ≤ x < x′, siis
µ (x, y) =
√
xy =
√
x
√
y <
√
x′
√
y =
√
x′y = µ(x′, y).
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Na¨ide 1.3. Olgu Q := (0,∞)× (0,∞). Na¨itame, et harmooniline keskmine
µ : Q→ R, kus µ(x, y) := 2xy
x+ y
,
rahuldab tingimusi (M1)–(M4).
(M1) Olgu (x, y) ∈ Q suvaline ja ((xn, yn)) selline jada hulgas Q, et
xn → x ja yn → y.
Koonduvate jadade omadusest saame, et
2xnyn
xn + yn
−→ 2xy
x+ y
,
seega
µ(xn, yn) −→ µ(x, y).
See ta¨hendab, et µ on pidev punktis (x, y).
Aksioomide (M2) ja (M3) kehtivus on ilmne.
(M4) Kui 0 < x < x′, siis
µ (x, y) =
2xy
x+ y
=
2y
1 + y
x
<
2y
1 + y
x′
=
2x′y
x′ + y
.
Acze´l
(
vt[A]
)
on andnud ja¨rgmise bisu¨mmeetria definitsiooni.
Definitsioon 1.2. [BM] Keskmist µ : Q→ R nimetatakse bisu¨mmeetriliseks, kui
µ
(
µ (x, y) , µ (z, t)
)
= µ
(
µ (x, z) , µ (y, t)
)
(x, y, z, t ∈ I). (1.1)
Lihtne on veenduda, et na¨idetes 1–3 vaadeldud keskmised on ko˜ik bisu¨mmeetrilised.
Kontrollime seda harmoonilise keskmise puhul:
µ
(
µ(x, y), µ(z, t)
)
= µ
(
2xy
x+ y
,
2zt
z + t
)
=
2 · 2xy
x+y
· 2zt
z+t
2xy
x+y
+ 2zt
z+t
=
8xyzt(x+ y)(z + t)
(x+ y)(z + t) · (2xy(z + t) + 2zt(x+ y))
=
4xyzt
xy(z + t) + zt(x+ y)
=
4xyzt
xyz + xyt+ xzt+ yzt
=
8
=
4xyzt
xz(y + t) + yt(x+ z)
=
8xyzt(x+ z)(y + t)
(x+ z)(y + t) · (2xz(y + t) + 2yt(x+ z))
=
2 · 2xz
x+z
· 2yt
y+t
2xz
x+z
+ 2yt
y+t
= µ
(
2xz
x+ z
,
2yt
y + t
)
= µ
(
µ(x, z), µ(y, t)
)
.
Ja¨rgmine na¨ide kinnitab, et ko˜ik keskmised ei ole bisu¨mmeetrilised.
Na¨ide 1.4. Olgu Q := (0,∞)× (0,∞). Funktsiooni
µ : Q→ R, kus µ(x, y) := x− y
lnx− ln y .
nimetatakse logaritmiliseks keskmiseks. Allpool (vt na¨ide 3.4) on na¨idatud, et µ
rahuldab aksioome (M1)–(M4). Veendume, et kui vo˜tame x = e, y = t = e2, z = e3,
siis vo˜rdus 1.1 ei kehti. U¨helt poolt,
µ
(
e, e2
)
=
e− e2
ln e− ln e2 =
e(1− e)
1− 2 = e(e− 1)
ja
µ
(
e3, e2
)
=
e3 − e2
ln e3 − ln e2 = e
2(e− 1),
seega
µ
(
µ
(
e, e2
)
, µ
(
e3, e2
))
= µ
(
e (e− 1) , e2 (e− 1)) = e (e− 1)− e2 (e− 1)
ln e (e− 1)− ln e2 (e− 1)
=
e (e− 1) (1− e)
1 + ln(e− 1)− 2− ln(e− 1) = e (e− 1)
2 ≈ 17.3673.
Teisalt,
µ
(
e, e3
)
=
e− e3
−2 =
1
2
e
(
e2 − 1) ,
seega
µ
(
µ
(
e, e3
)
, µ
(
e2, e2
))
= µ
(
1
2
e
(
e2 − 1) , e2) = 12e (e2 − 1)− e2
ln 1
2
e (e2 − 1)− ln e2
=
1
2
e (e2 − 1)− e2
− ln 2 + 1 + ln(e2 − 1)− 2 =
1
2
e (e2 − 1)− e2
ln(e2 − 1)− 1− ln 2
≈ 8.0189.
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Kuna
µ
(
µ
(
e, e2
)
, µ
(
e3, e2
)) 6= µ(µ (e, e3) , µ (e2, e2)),
siis keskmine µ ei ole bisu¨mmeetriline.
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2 Kvaasi-aritmeetilised keskmised
2.1 Kumerad ja no˜gusad funktsioonid
Definitsioon 2.1 (vt [NP]). Funktsiooni f : I → R nimetatakse kumeraks inter-
vallis I, kui suvaliste x, y ∈ I ja a ∈ [0, 1] korral kehtib vo˜rratus
f
(
αx+ (1− α) y) ≤ αf(x) + (1− α) f (y) . (2.1)
Kui on ta¨idetud vastupidine vo˜rratus, siis nimetatakse funktsiooni fno˜gusaks.
Kumeruse ja no˜gususe geomeetrilise ta¨henduse selgitamiseks vo˜tame suvalised
x1, x2 ∈ I ja olgu x1 < x2. Na¨itame ko˜igepealt, et[
x1, x2
]
=
{
αx1 + (1− α)x2| α ∈ [0, 1]
}
.
To˜epoolest, kui α ∈ [0, 1] , siis
x1 = αx1 + (1− α)x1 6 αx1 + (1− α)x2 6 αx2 + (1− α)x2 = x2,
seega
[
x1, x2
] ⊃ {αx1 + (1− α)x2| α ∈ [0, 1]}. Teiseltpoolt, kui x ∈ (x1, x2) ,
vo˜tame α := x−x2
x1−x2 , siis x− x2 = α (x1 − x2) , ja¨relikult
x = α (x1 − x2) + x2 = αx1 + (1− α)x2,
niisiis
[
x1, x2
] ⊂ {αx1 + (1− α)x2| α ∈ [0, 1]}.
Olgu f : I → R mingi funktsioon ja olgu [x1, x2] ⊂ I. To˜mbame sirge la¨bi
funktsiooni f graafiku punktide
(
x1, f (x1)
)
ning
(
x2, f (x2)
)
, see on ma¨a¨ratud
vo˜rrandiga y = T (x), kus
T (x) := f (x1) +
f (x2)− f (x1)
x2 − x1 (x− x1) .
Iga x = αx1 + (1− α)x2 ∈ [x1, x2] korral
T (x) = f (x1) +
f (x2)− f (x1)
x2 − x1
(
(α− 1)x1 + (1− α)x2
)
= f (x1) + (1− α) f (x2)− f (x1)
x2 − x1 (x2 − x1) = αf (x1) + (1− α) f (x2) .
Kui f on kumer funktsioon intervallis I, siis iga α ∈ [0, 1] korral
f(x) = f(αx1 + (1− α)x2) ≤ αf(x1) + (1− α)f(x2) = T (x),
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st
f(x) ≤ T (x) (x ∈ [x1, x2])
ehk funktsiooni f : [x1, x2] → R graafik paikneb allpool la¨bi punktide
(
x, f(x1)
)
ja
(
x2, f(x2)
)
to˜mmatud lo˜ikajat.
Kui f on no˜gus, siis analoogselt
f(x) ≥ T (x) (x ∈ [x1, x2]).
Kui f on samaaegselt kumer ja no˜gus intervallis I, siis suvaliste x1, x2 ∈ I korral,
kus x1 < x2 kehtib vo˜rdus
f(x) = T (x)
(
x ∈ [x1, x2]
)
.
Lause 2.1. Funktsioon f : I → R on samaaegselt kumer ja no˜gus intervallis I
parajasti siis, kui ta on lineaarne.
To˜estus. Tarvilikkus. Intervall I on esitatav kujul I =
⋃
n∈N
In, kus In = [an, bn]
ja In ⊂ In+1 (n ∈ N) . Olgu f kumer ja no˜gus samaaegselt intervallis I, siis on ta
seda ka lo˜igus I1. Eelneva arutelu kohaselt leiduvad λ, µ ∈ R, et
f (x) = λx+ µ (x ∈ I1) .
Analoogselt saame lo˜igust [an, bn] la¨htudes leida λ˜, µ˜ ∈ R nii, et
f (x) = λ˜x+ µ˜ (x ∈ In) .
Kuna I1 ⊂ In, siis kehtib λx+ µ = λ˜x+ µ˜ iga x ∈ I1 korral, seega
(λ− λ˜)x+ (µ− µ˜) = 0 (x ∈ I1) .
Selline vo˜rdus on vo˜imalik ainult juhul, kui λ = λ˜ ja µ = µ˜. Saame, et suvalise
x ∈ I korral
f (x) = λx+ µ.
Piisavus. Olgu f (x) = λx + µ (x ∈ I) ja olgu x1, x2 ∈ I suvalised. Kui x =
αx1 + (1− α)x2 mingi α ∈ [0, 1] korral, siis
f (x) = λ
(
αx1 + (1− α)x2
)
+ αµ+ (1− α)µ = α (λx1 + µ) + (1− α) (λx2 + µ)
= αf (x1) + (1− α) f (x2) .
Seega kehtib vo˜rdus
f
(
αx1 + (1− α)x2
)
= αf(x1) + (1− α) f (x2) (x1, x2 ∈ I),
mis ta¨hendab, et funktsioon f on intervallis I samaaegselt kumer ja no˜gus.
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Lause 2.2 (Jenseni vo˜rratus; vt nt [NP]). Pidev funktsioon f : I → R on kumer
parajasti siis, kui ko˜ikide x, y ∈ I korral kehtib vo˜rratus
f
(
x+ y
2
)
≤ f (x) + f (y)
2
.
To˜estus. Tarvilikkus on selge, sest kui f on kumer, siis on vo˜rratus (2.1) rahul-
datud ka juhul, kus α = 1
2
.
Piisavus. Eeldame, et
f
(
x+ y
2
)
≤ f (x) + f (y)
2
(x, y ∈ I)
ja oletame vastuva¨iteliselt, et f ei ole kumer. Seega leidub [a, b] ⊂ I, et funktsioo-
ni f graafik ei paikne allpool la¨bi punktide
(
a, f (a)
)
ja
(
b, f (b)
)
vo˜etud ko˜o˜lu.
Ta¨histame
ϕ (x) := f (x)− f (b)− f (a)
b− a (x− a)− f (a) = f (x)− T (x) ,
siis vastuva¨itelise eelduse kohaselt
sup
x∈[a,b]
ϕ (x) := γ > 0.
Ta¨histame
C :=
{
x ∈ [a, b] ∣∣ ϕ (x) = γ}.
Et ϕ on lo˜igus [a, b] pidev funktsioon, siis C 6= ∅, seega
γ = max
x∈[a,b]
ϕ (x) .
Kuna C on alt to˜kestatud, siis eksisteerib c := inf C. La¨htudes infiimumi definit-
sioonist, saame leida sellise jada (xn) , et xn ∈ C ja xn → c. Ta¨nu funktsiooni ϕ
pidevusele
ϕ (c) = lim
n
ϕ (xn) = lim
n
γ = γ,
ja¨relikult c = minC. Kuna c 6= a ja c 6= b, siis saame leida ε > 0, et
[c− ε, c+ ε] ⊂ I. Seega
ϕ (c− ε) < ϕ (c) = γ ja ϕ (c+ ε) ≤ γ = ϕ (c) ,
millest tulenevalt
ϕ (c− ε) + ϕ (c+ ε)
2
< ϕ (c) = ϕ
(
(c− ε) + (c+ ε)
2
)
.
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Saime punktid x = c− ε ja y = c+ ε, et
ϕ (x) + ϕ (y)
2
< ϕ
(
x+ y
2
)
.
Na¨itame, et funktsiooni ϕ korral selline vo˜rratus ei saa kehtida. To˜epoolest,
ϕ
(
x+ y
2
)
= f
(
x+ y
2
)
− f (b)− f (a)
b− a
(
x+ y
2
− a+ a
2
)
− f (a)
≤ 1
2
[(
f (x) + f (y)
)− f (b)− f (a)
b− a
(
(x− a) + (y − a))− f (a)− f (a)]
=
1
2
(
f (x)− f (b)− f (a)
b− a (x− a)− f (a)
)
+
1
2
(
f (y)− f (b)− f (a)
b− a (y − a)− f (a)
)
=
ϕ (x) + ϕ (y)
2
.
Seega on meie vastuva¨iteline oletus vale.
Ja¨reldus 2.3. Pidev funktsioon f : I → R rahuldab intervallis I tingimust
f
(
x+ y
2
)
=
f(x) + f(y)
2
(x, y ∈ I)
parajasti siis, kui f on lineaarne funktsioon.
To˜estus. Lause 2.2 kohaselt kehtib vo˜rratus (2.1) parajasti siis, kui f on sama-
aegselt kumer ja no˜gus. Va¨ide ja¨reldub lausest 2.1.
2.2 Rangelt monotoonse funktsiooni kvaasi-aritmeetiline
keskmine
Olgu I ⊂ R intervall ja olgu f : I → R pidev rangelt monotoonne funktsioon,
konkreetsuse mo˜ttes eeldame esialgu, et f on rangelt kasvav. Kui x, y ∈ I ja
x < y, siis x < x+y
2
< y ning f (x) < f
(
x+y
2
)
< f (y) . Kuna po¨o¨rdfunktsioon
f−1 : f (I) → I on rangelt kasvav, siis vo˜rratustest f (x) < f(x)+f(y)
2
< f (y)
saame, et
x = f−1 (f (x)) < f−1
(
f (x) + f (y)
2
)
< f−1 (f (y)) = y. (2.2)
Lihtne on veenduda, et vo˜rratused (2.2) kehtivad ka siis, kui f on intervallis I
rangelt kahanev.
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Definitsioon 2.2. Kahe muutuja funktsiooni Qf : I × I → R, mis on ma¨a¨ratud
seosega
Qf (x, y) := f
−1
(
f (x) + f (y)
2
) (
(x, y) ∈ Q),
nimetatakse funktsiooniga f ma¨a¨ratud (lu¨hemalt funktsiooni f) kvaasi-aritmeetiliseks
keskmiseks.
Veendume, et Qf on keskmine, st ta rahuldab aksioome (M1)–(M4).
(M1) Olgu (x, y) ∈ Q suvaline ja ((xn, yn)) selline jada hulgas Q, et
xn → x ja yn → y.
Funktsioonide f ja f−1 pidevuse to˜ttu
lim
n
Qf (xn, yn) = lim
n
f−1
(
f(xn) + f(yn)
2
)
= f−1
(
lim
n
f(xn) + f(yn)
2
)
= f−1
(
f(x) + f(y)
2
)
= Qf (x, y),
st Qf on pidev puntkis (x, y).
Aksioomide (M2) ja (M3) kehtivus on ilmne.
(M4) Kui x < x′, siis
Qf (x, y) = f
−1
(
f(x) + f(y)
2
)
< f−1
(
f(x′) + f(y)
2
)
= Qf (x
′, y) .
Kuna Qf rahuldab aksioome (M1)–(M4), siis on ta keskmine.
Na¨ide 2.1. Olgu I = R ja f : R→ R, kus f (x) := x, siis f−1(z) = z. Seega
Qf (x, y) = f
−1
(
x+ y
2
)
=
x+ y
2
,
st funktsiooniga f ma¨a¨ratud kvaasi-aritmeetiliseks keskmiseks on tavaline aritmee-
tiline keskmine.
Na¨ide 2.2. Olgu I = (0,∞) ja f : R → R, kus f(x) := lnx, siis f−1(z) = ez.
Kuna f(x)+f(y)
2
= lnx+ln y
2
= 1
2
ln(xy) = ln
√
xy, siis
Qf (x, y) = e
ln
√
xy =
√
xy.
Seega funktsiooniga f ma¨a¨ratud kvaasi-aritmeetiliseks keskmiseks on geomeetriline
keskmine.
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Na¨ide 2.3. Olgu I = R \ {0} ja f : R→ R, kus f (x) := 1
x
, siis f−1(z) = 1
z
. Seega
Qf (x, y) =
1
1
x
+ 1
y
2
=
2
x+y
xy
=
2xy
x+ y
,
st funktsiooniga f ma¨a¨ratud kvaasi-aritmeetiliseks keskmiseks on harmooniline
keskmine.
Lause 2.4. Kvaasi-aritmeetiline keskmine Qf on bisu¨mmeetriline.
To˜estus. Olgu f : I → R pidev rangelt monotoonne funktsioon ning
µ(x, y) := Qf (x, y) = f
−1
(
f (x) + f (y)
2
) (
(x, y) ∈ Q).
Siis
f
(
µ (x, y)
)
=
f (x) + f (y)
2
ja
f
(
µ
(
µ (x, y) , µ (z, t)
))
=
f
(
µ(x, y)
)
+ f
(
µ(z, t)
)
2
=
f(x)+f(y)
2
+ f(z)+f(t)
2
2
=
f(x)+f(z)
2
+ f(y)+f(t)
2
2
= f
(
µ
(
µ (x, z) , µ (y, t)
))
.
Seega
µ
(
µ (x, y) , µ (z, t)
)
= µ
(
µ (x, z) , µ (y, t)
)
,
st kvaasi-aritmeetiline keskmine on bisu¨mmeetriline.
Teoreem 2.5. Olgu f, g : I → R pidevad rangelt monotoonsed funktsioonid. Vo˜rdus
Qf = Qg kehtib parajasti siis, kui leiduvad sellised α, β ∈ R, et α 6= 0 ja g = αf+β.
To˜estus. Tarvilikkus. Eeldame, et Qf = Qg. La¨htudes kvaasi-aritmeetilise kesk-
mise Qf definitisoonist, saame kirjutada, et
f−1
(
f (x) + f (y)
2
)
= Qf (x, y) = Qg (x, y) = g
−1
(
g (x) + g (y)
2
)
,
seega
g ◦ f−1
(
f (x) + f (y)
2
)
=
g (x) + g (y)
2
.
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Vastavalt ja¨reldusele 2.3 on g ◦ f−1 lineaarne funktsioon, st leiduvad α, β ∈ R, et
α 6= 0 ja
g ◦ f−1(u) = αu+ β (u = f(x) ∈ f(I))
ehk
g(x) = αf(x) + β (x ∈ I).
Piisavus. Olgu g = αf + β, kus α 6= 0. Siis suvaliste x, y ∈ I korral
g
(
Qg(x, y)
)
=
g(x) + g(y)
2
=
αf(x) + β + αf(g) + β
2
= α
f(x) + f(y)
2
+ β
= αQf (x, y) + β = g
(
Qf (x, y)
)
,
st
Qg(x, y) = Qf (x, y).
2.3 Acze´li teoreem
Meenutame, et keskmist µ : Q→ I nimetatakse bisu¨mmeetriliseks, kui
µ
(
µ (x, y) , µ (z, t)
)
= µ
(
µ (x, z), µ(y, t)
)
(x, y, z, t ∈ I).
Moodustame funktsioonid
ψ1 (x1, x2) := µ (x1, x2) ,
ψ2 (x11, x12, x21, x22) := µ
(
µ (x11, x12) , µ (x21, x22)
)
,
ψ3 (x111, x112, x121, x122, x211, x212, x221, x222)
:= µ
(
µ
(
µ (x111, x112) , µ (x121, x122)
)
, µ
(
µ (x211, x212) , µ (x221, x222)
))
jne.
U¨ldiselt on ψk 2
k muutuja funktsioon. Kui µ on bisu¨mmeetriline, siis juhul k = 2
saame, et
ψ2(x11, x12, x21, x22) = ψ2(x11, x21, x12, x22).
Kasutades keskmise hariliku monotoonsuse omadust µ(x, y) = µ(y, x), vo˜ime kir-
jutada, et
ψ2(x11, x12, x21, x22) = ψ2(x12, x11, x21, x22),
jne. Seega tegelikult vo˜ime funktsiooni ψ2 argumente vo˜tta suvalises ja¨rjekorras,
funktsiooni va¨a¨rtused sellest ei muutu. Sama va¨ide kehtib ka u¨leja¨a¨nud k ∈ N
korral.
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Eespool veendusime (vt lause 2.4), et iga kvaasi-aritmeetiline keskmine on bisu¨m-
meetriline. Ja¨rgnev Acze´li teoreem, mis on to˜estatud artiklis [A], va¨idab, et kesk-
mine on kvaasi-aritmeetiline parajasti siis, kui ta on bisu¨mmeetriline.
Teoreem 2.6. Kui keskmine µ : Q → R on bisu¨mmeetriline, siis leidub selline
pidev rangelt kasvav funktsioon f : I → R, mis rahuldab tingimust
µ(x, y) = f−1
(
f(x) + f(y)
2
)
(x, y ∈ I), (2.3)
st µ = Qf .
To˜estus. Esitame to˜estuse kahes osas. Esimeses osas vaatleme juhtu, kus I on
mingi lo˜ik ning teises osas juhtu, kus I on suvaline intervall.
I. Olgu I = [a, b] mingi lo˜ik ja olgu µ : Q→ R bisu¨mmeetriline keskmine. Meie
eesma¨rgiks on leida pidev rangelt kasvav funktsioon f : [a, b]→ R omadusega (2.3).
Selleks konstrueerime funktsiooni f po¨o¨rdfunktsiooni ϕ := f−1, kus ϕ : [0, 1] →
[a, b]. Funktsioon ϕ peab olema rangelt kasvav, pidev ja rahuldama tingimust
µ
(
ϕ(u), ϕ(v)
)
= ϕ
(
u+ v
2
)
, (2.4)
kus u = f(x) ja v = f(y) on lo˜igu [0, 1] suvalised punktid.
A. Ta¨histame
D :=
{ q
2k
∣∣∣ q ∈ {0, ..., 2k} , k ∈ N0}
ja defineerime funktsiooni ϕ esialgu hulgas D :
kui k = 0, siis
ϕ(0) := r
(0)
0 := a = µ(a, a),
ϕ(1) := r
(0)
1 := b = µ(b, b);
kui k = 1, siis
ϕ(0) = µ(a, a) = r
(0)
0 =: r
(1)
0 ,
ϕ
(
1
2
)
:= r
(1)
1 := µ(a, b),
ϕ(1) = µ(b, b) = r
(0)
1 =: r
(1)
2 ;
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kui k = 2, siis
ϕ(0) = µ(a, a) = r
(1)
0 =: r
(2)
0 ,
ϕ
(
1
4
)
:= r
(2)
1 := µ
(
r
(1)
0 , r
(1)
1
)
= µ
(
µ(a, a), µ(a, b)
)
,
ϕ
(
1
2
)
= µ(a, b) = r
(1)
1 =: r
(2)
2 ,
ϕ
(
3
4
)
:= r
(2)
3 := µ
(
r
(1)
1 , r
(1)
2
)
= µ
(
µ(a, b), µ(b, b)
)
,
ϕ (1) = µ(b, b) = r
(1)
2 =: r
(2)
4
jne. U¨ldiselt
ϕ
(
2q
2k+1
)
:= r
(k+1)
2q := µ
(
r(k)q , r
(k)
q
)
ja
ϕ
(
2q + 1
2k+1
)
:= r
(k+1)
2q+1
:= µ
(
r(k)q , r
(k)
q+1
)
.
Kui arvutada rekursiivselt, saame juhul k ∈ N0 funktsiooni ψk+1, milles muutuja-
tena esinevad vaid arvud a ja b. Osutub, et arvu r
(k)
p sellises esituses esineb arv b
funktsiooni ψk argumentide hulgas ta¨pselt p korda. Kontrollime seda matemaati-
lise induktsiooni abil. Va¨ide kehtib kui k = 1. Oletame, et ta kehtib naturaalarvu
k korral ja veendume, et siis ka juhul k + 1. To˜epoolest, kuna arvu r
(k)
q esituses
arv b esineb q korda, siis avaldises
r
(k+1)
2q = µ
(
r(k)q , r
(k)
q
)
esineb ta q + q = 2q korda ning avaldises
r
(k+1)
2q+1 = µ
(
r(k)q , r
(k)
q+1
)
aga q + (q + 1) = 2q + 1 korda.
B. Ma¨rgime funktsiooni ϕ : D → [a, b] kolme omadust.
(a) Kui q1 + q2 = q
′
1 + q
′
2, siis
r
(k+1)
q1+q2 = r
(k+1)
q′1+q
′
2
= r
(k+1)
2q+s ,
kus 2q + s = q1 + q2 ja s = 0 vo˜i s = 1. To˜epoolest, mo˜lema arvu r
(k+1)
q1+q2 ja r
(k+1)
q′1+q
′
2
esituses esineb arv b u¨hepalju kordi, seejuures funktsiooni ψk+1 su¨mmeetriaomadusi
arvestades
r
(k+1)
q1+q2 = r
(k+1)
q′1+q
′
2
.
19
(b) Funktsioon ϕ : D → [a, b] on rangelt kasvav. Olgu u = q1
2k
ja v = q2
2k
sellised
arvud hulgast D, et u < v. Siis q1 < q2, misto˜ttu
ϕ(u) = ϕ
( q1
2k
)
= r(k)q1 < r
(k)
q2
= ϕ
(
q2
2k
)
= ϕ(v).
(c) Hulgas D rahuldab funktsioon ϕ tingimust (2.4). Olgu u = q1
2k
ja v = q2
2k
suvalised punktid hulgas D, siis
u+ v
2
=
q1 + q2
2k+1
=
2q + s
2k+1
,
kus s = 0 vo˜i s = 1. Seega
µ
(
ϕ(u), ϕ(v)
)
= µ
(
ϕ
( q1
2k
)
, ϕ
( q2
2k
))
= µ
(
r(k)q1 , r
(k)
q2
)
= µ
(
r(k)q , r
(k)
q+s
)
= r
(k+1)
2q+s
= ϕ
(
2q + s
2k+1
)
= ϕ
(
u+ v
2
)
.
C. Ja¨tkame funktsiooni ϕ hulgast D kogu lo˜iku [0, 1]. Ko˜igepealt ma¨rgime, et
hulk D on lo˜igus [0, 1] tihe: kui 0 ≤ u < v ≤ 1, siis vo˜tame k ∈ N nii suure, et
1
2k
< v − u, sel juhul leidub niisugune q ∈ {0, ..., 2k}, et u < q
2k
< v.
Olgu u ∈ (0, 1) suvaline. Kuna D on tihe hulk, siis saame leida tema elementidest
moodustatud jadad
(
z
(1)
i
)
ja
(
z
(2)
j
)
nii, et
z
(1)
i ↑ u ja z(2)j ↓ u.
Siis jada
(
ϕ
(
z
(1)
i
))
on kasvav ja
(
ϕ
(
z
(2)
j
))
on kahanev, sest funktsioon ϕ on
hulgas D rangelt kasvav. Need jadad on to˜kestatud ning monotoonsusprintsiibi
kohaselt eksisteerivad lo˜plikud piirva¨a¨rtused
lim
i
ϕ
(
z
(1)
i
)
=: y1 ja lim
j
ϕ
(
z
(2)
j
)
=: y2,
seejuures y1 ≤ y2. Na¨itame, et y1 = y2. Selleks oletame vastuva¨iteliselt, et y1 < y2,
siis vastavalt keskmise µ vahepealsuse omadusele
y1 < m := µ(y1, y2) < y2.
Leiame sellise ε > 0, et
y1 + ε < m < y2 − ε.
20
Kuna µ on punktis (y1, y2) pidev kahe muutuja funktsioon, siis leidub selline δ > 0,
et kui y′1, y
′
2 ∈ I ja |y1 − y′1| < δ, |y2 − y′2| < δ, siis
|µ(y1, y2)− µ(y′1, y′2)| < ε
ehk
m− ε < µ(y′1, y′2) < m+ ε.
Vo˜ttes arvesse, et ϕ
(
z
(1)
i
)
−→ y1 ja ϕ
(
z
(2)
j
)
−→ y2, kui i, j → ∞, siis vo˜ime
arvu y′1 valida jada ϕ
(
z
(1)
i
)
liikmete hulgast ja y′2 jada ϕ
(
z
(2)
j
)
liikmete hulgast.
Niisiis, olgu
y′1 = ϕ
(
z
(1)
i0
)
ja y′2 = ϕ
(
z
(2)
j0
)
.
Seejuures vo˜ime i0 ja j0 valida nii, et arvude z
(1)
i0
ja z
(2)
j0
aritmeetiline keskmine
z :=
z
(1)
i0
+z
(2)
j0
2
rahuldab tingimust
z < u.
Nimelt, kui mingid z
(1)
i1
ja z
(2)
j1
rahuldavad tingimusi∣∣∣y1 − ϕ(z(1)i1 )∣∣∣ < δ ja ∣∣∣y2 − ϕ(z(2)j1 )∣∣∣ < δ,
siis valime j0 := j1 ja i0 ≥ i1 nii suure, et zi0+zj02 > u.
Kuna u < z ja z
(2)
j → u, siis leidub selline j2, et u < z(2)j2 < z. Seega
ϕ(z) > ϕ
(
z
(2)
j2
)
≥ lim
j→∞
ϕ
(
z
(2)
j
)
= y2.
Teisalt, kui z
(1)
i0
= q1
2k
ja z
(2)
j0
= q2
2k
, siis
z =
z
(1)
i0
+ z
(2)
j0
2
=
q1 + q2
2k+1
ja
ϕ(z) = ϕ
(
q1 + q2
2k+1
)
= r
(k+1)
q1+q2 = µ
(
ϕ
( q1
2k
)
, ϕ
( q2
2k
))
= µ (y′1, y
′
2) < m+ ε < y2.
Saime vastuolu, seega y1 = y2.
Defineerime
ϕ(u) := lim
i
ϕ(zi), kus zi ∈ D (i ∈ N) ja zi → u monotoonselt. (2.5)
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Eelneva arutelu kohaselt on arv ϕ(u) u¨heselt ma¨a¨ratud. Oleme defineerinud funkt-
siooni
ϕ : [0, 1]→ [a, b].
D. Na¨itame, et funktsioon ϕ on rangelt kasvav, pidev ja rahuldab tingimust (2.4).
(i) Olgu 0 ≤ u < v ≤ 1, valime z1 ja z2 hulgast D nii, et
u < z1 < z2 < v.
Olgu jadad
(
z
(1)
i
)
ja
(
z
(2)
j
)
sellised, et
z
(1)
i ↑ u ja z(2)j ↓ v,
kus z
(1)
i , z
(2)
j ∈ D (i, j ∈ N). Siis z(1)i < z1 < z2 < z(2)j (i, j ∈ N), misto˜ttu
ϕ
(
z
(1)
i
)
< ϕ(z1) < ϕ(z2) < ϕ
(
z
(2)
j
)
ning
ϕ(u) = lim
i
ϕ
(
z
(1)
i
)
≤ ϕ(z1) < ϕ(z2) ≤ lim
j
ϕ
(
z
(2)
j
)
= ϕ(v).
Seega on funktsioon ϕ rangelt kasvav lo˜igus [0, 1].
(ii) Uurime funktsiooni ϕ pidevust. Olgu u ∈ (0, 1) suvaline ja olgu ε > 0. Na¨itame,
et leidub δ > 0, et[
v ∈ [0, 1], |u− v| < δ] =⇒ |ϕ(u)− ϕ(v)| < ε.
Moodustame jadad
(
z
(1)
i
)
ja
(
z
(2)
i
)
nii, et z
(1)
i , z
(2)
i ∈ D ning z(1)i ↑ u ja z(2)i ↓ u.
Definitsiooni (2.5) kohaselt ϕ
(
z
(1)
i
)
↑ ϕ(u) ja ϕ
(
z
(2)
i
)
↓ ϕ(u), seega saab leida
i0 ∈ N nii, et kui i ≥ i0, siis∣∣∣ϕ(z(1)i )− ϕ(u)∣∣∣ < ε ja ∣∣∣ϕ(z(2)i )− ϕ(u)∣∣∣ < ε.
Vo˜tame δ := min
{
u− z(1)i0 , z(2)i0 −u
}
. Olgu v ∈ [0, 1] selline arv, et |u− v| < δ ehk
u− δ < v < u+ δ, st
z
(1)
i0
< v < z
(2)
i0
.
Seega saame, et
ϕ
(
z
(1)
i0
)
< ϕ(v) < ϕ
(
z
(2)
i0
)
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ehk
ϕ
(
z
(1)
i0
)
− ϕ(u) < ϕ(v)− ϕ(u) < ϕ
(
z
(2)
i0
)
− ϕ(u),
millest tulenevalt
|ϕ(v)− ϕ(u)| < max
{
ϕ
(
z
(2)
i0
)
− ϕ(u), ϕ(u)− ϕ
(
z
(1)
i0
)}
< ε.
Kui u = 0, siis valime z
(1)
i = 0 (i ∈ N) ning kui u = 1, siis z(2)i = 1 (i ∈ N). Seega
on ϕ : [0, 1]→ [a, b] pidev funktsioon.
(iii) Eesma¨rgiks on na¨idata, et µ
(
ϕ(u), ϕ(v)
)
= ϕ
(
u+v
2
)
suvaliste u, v ∈ [0, 1]
korral. Moodustame jadad
(
z
(1)
i
)
ja
(
z
(2)
i
)
hulga D elementidest nii, et z
(1)
i → u
ja z
(2)
i → v. Siis
z
(1)
i + z
(2)
i
2
−→ u+ v
2
,
seejuures, vastavalt eelpool to˜estatud omadusele (c), kehtib vo˜rdus
µ
(
ϕ
(
z
(1)
i
)
, ϕ
(
z
(2)
i
))
= ϕ
(
z
(1)
i + z
(2)
i
2
)
(i ∈ N).
Kuna mo˜lemad funktsioonid ϕ : [0, 1]→ [a, b] ja µ : Q→ I on pidevad, siis
µ
(
ϕ(u), ϕ(v)
)
= lim
i
µ
(
ϕ
(
z
(1)
i
)
, ϕ
(
z
(2)
i
))
= lim
i
ϕ
(
z
(1)
i + z
(2)
i
2
)
= ϕ
(
u+ v
2
)
.
Seega on va¨ide to˜estatud juhul, kui I = [a, b].
II. Olgu nu¨u¨d I ⊂ R suvaline intervall. Saame leida sellise lo˜ikude In := [an, bn]
jada (In), et I1 ⊂ I2 ⊂ ... ⊂ In ⊂ ... ja I =
⋃
n∈N
In. Na¨itame ko˜igepealt, et leiduvad
pidevad, rangelt kasvavad funktsioonid fn : In → R, et Qfn(x, y) = µ(x, y) ko˜ikide
x, y ∈ In korral ja
fn(x) = fk(x) (x ∈ Ik), kus k = 1, ..., n. (2.6)
Selleks leiame vastavalt to˜estuse osale I f1 : [a1, b1] → [0, 1] vastavate omadus-
tega, seega va¨ide kehtib juhul k = 1. Eeldame, et funktsioonid f1, f2, ..., fn on
defineeritud vastavate omadustega ja na¨itame, kuidas ma¨a¨ratakse fn+1. Leiame
funktsiooni f˜n+1 : In+1 → R vastavalt osale I. Teatavasti (vt teoreem 2.5) leiduvad
sellised α˜, β˜ ∈ R, et α˜ 6= 0 ja
Qf˜n+1 = Qα˜f˜n+1+β˜.
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Valime seejuures α˜ ja β˜ nii, et kui ta¨histada fn+1 := α˜f˜n+1 + β˜, siis
fn+1(an) = fn(an) ja fn+1(bn) = fn(bn).
Sellised α˜ ja β˜ leiduvad, nende leidmiseks tuleb lahendada lineaarne vo˜rrandi-
su¨steem {
α˜f˜n+1(an) + β˜ = fn(an)
α˜f˜n+1(bn) + β˜ = fn(bn).
Sellel su¨steemil on lahend, sest tema determinant on nullist erinev:∣∣∣∣ f˜n+1(an) 1f˜n+1(bn) 1
∣∣∣∣ 6= 0.
Na¨itame, et fn+1(x) = fn(x) iga x ∈ [an, bn] korral. Kuna
Qfn+1(x, y) = µ(x, y) = Qfn(x, y) (x, y ∈ In),
siis teoreemi 2.5 po˜hjal leiduvad α, β ∈ R, kus α 6= 0, et
fn+1(x) = αfn(x) + β (x ∈ In).
Seejuures
αfn(an) + β = fn(an)
ja
αfn(bn) + β = fn(bn),
misto˜ttu α
(
fn(an)− fn(bn)
)
= fn(an)− fn(bn), seega α = 1 ja β = 0.
Kokkuvo˜ttes
fn+1(x) = fn(x) (x ∈ In).
Defineerime funktsiooni f : I → R seosega
f(x) := fn(x), kui x ∈ In.
Funktsioonide fn omadus (2.6) garanteerib selle definitsiooni korrektsuse.
Paneme ta¨hele, et f on rangelt kasvav: kui x, y ∈ I ja x < y, siis leiame sellise
n ∈ N, et x, y ∈ In. Siit saame, et
f(x) = fn(x) < fn(y) = f(y).
Teiseks, f on pidev igas punktis x ∈ I, sest kui x ∈ In, siis fn on punktis x pidev.
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Lo˜puks, kui x, y ∈ I ja n on valitud nii, et x, y ∈ In, siis
f
(
µ(x, y)
)
= fn
(
µ(x, y)
)
=
fn(x) + fn(y)
2
=
f(x) + f(y)
2
.
Seega on va¨ide to˜estatud ka juhul, kus I on suvaline intervall.
Kokkuvo˜ttes saime, et keskmine µ : Q → R on kvaasi-aritmeetiline parajasti siis,
kui ta on bisu¨mmeetriline.
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3 Rangelt monotoonse funktsiooni Lagrange’i
keskmine
3.1 Lagrange’i keskmise definitsioon ja omadused
Lagrange’i keskmise defineerimisel on la¨htekohaks ja¨rgmine tuntud integraali kesk-
va¨a¨rtusteoreem.
Teoreem 3.1. Kui funktsioon f : [a, b]→ R on pidev, siis leidub arv c ∈ (a, b), et
f(c) =
1
b− a
b∫
a
f(t)dt.
Ma¨rgime, et kui lisaks pidevusele eeldada funktsiooni f ranget monotoonsust, siis
on arv c ∈ (a, b) teoreemis 3.1 u¨heselt ma¨a¨ratud.
Definitsioon 3.1. Olgu f : I → R pidev rangelt monotoonne funktsioon. Kahe
muutuja funktsiooni Lf : Q→ R, mis on defineeritud seosega
Lf (x, y) :=
f−1
(
1
y−x
y∫
x
f(t)dt
)
, kui x 6= y,
x, kui x = y,
nimetatakse funktsiooniga f ma¨a¨ratud (lu¨hemalt funktsiooni f) Lagrange’i kesk-
miseks.
Ta¨histades
F (z) :=
z∫
x
f(t)dt (z ∈ I),
saame ta¨nu seosele F ′(z) = f(z) esitada funktsiooni f Lagrange’i keskmise kujul
Lf (x, y) =
{
(F ′)−1
(
F (y)−F (x)
y−x
)
=: ξ, kui x 6= y,
x, kui x = y.
Seejuures saame seose Lf (x, y) = ξ kirjutada kujul
F (y)− F (x)
y − x = F
′(ξ) = F ′ (Lf (x, y)) ,
see on po˜hjus, miks funktsiooni Lf : Q → R nimetatakse Lagrange’i keskmiseks
[MHT].
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Lause 3.2. Iga pideva rangelt monotoonse funktsiooniga f : I → R ma¨a¨ratud
Lagrange’i keskmine Lf on keskmine, st Lf rahuldab hulgas Q tingimusi (M1)–
(M4).
To˜estus. (M1) Olgu (x, y) ∈ Q suvaline ja olgu ((xn, yn)) selline jada hulgast Q,
et xn → x ja yn → y. Eesma¨rgiks on na¨idata, et Lf (xn, yn) −→ Lf (x, y).
Esialgu vaatame juhtu, kus x 6= y. Vo˜ime eeldada, et xn 6= yn iga n ∈ N korral,
siis arvestades funktsioonide f−1 ja x 7−→
x∫
a
f(t)dt pidevust, saame, et
Lf (xn, yn) = f
−1
 1
yn − xn
yn∫
xn
f(t)dt

= f−1
 1
yn − xn
yn∫
a
f(t)dt− 1
yn − xn
xn∫
a
f(t)dt

−→ f−1
 1
y − x
y∫
a
f(t)dt− 1
y − x
x∫
a
f(t)dt
 = f−1
 1
y − x
y∫
x
f(t)dt

= Lf (x, y).
Teisalt, kui x = y, siis xn → x ja yn → x. Kui seejuures xn = yn iga n ∈ N korral,
siis
Lf (xn, yn) = xn −→ x = Lf (x, y).
Kui aga xn 6= yn, siis keskva¨a¨rtusteoreemi 3.1 kohaselt
Lf (xn, yn) = f
−1
 1
yn − xn
yn∫
xn
f(t)dt
 = f−1(f (cn)) = cn −→ x,
kus xn < cn < yn ja f(cn) =
1
yn−xn
∫ yn
xn
f(t)dt (n ∈ N).
Kokkuvo˜ttes, kui (xn, yn)→ (x, y), siis Lf (xn, yn) −→ (xn, yn).
Aksioomide (M2) ja (M3) kehtivus on ilmne.
(M4) Eeldame esialgu, et f on rangelt kasvav ja olgu x ∈ I suvaliselt fikseeritud.
Ta¨histame
θx(y) :=
1
y − x
y∫
x
f(t)dt
(
y ∈ I \ {x}),
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siis
θ′x(y) =
(y − x)f(y)−
y∫
x
f(t)dt
(y − x)2 =
(y − x)f(y)− (y − x)f(x)
(y − x)2 (3.1)
=
f(y)− f(x)
y − x .
Paneme ta¨hele, et θ′x(y) > 0 : kui y > x, siis f(y) > f(x) ja seega θ
′
x(y) > 0, juhul
y < x kehtib vo˜rratus f(y) < f(x) ning samuti θ′x(y) > 0. Seega on θx hulgas
I \ {x} rangelt kasvav funktsioon, ja¨relikul on ka
f−1 ◦ θx : I \ {x} → R
rangelt kasvav. Sama tulemuse saame ka juhul, kui f on rangelt kahanev.
Na¨itame, et kui Lf on teise muutuja ja¨rgi rangelt kasvav, siis on ta seda ka esimese
muutuja ja¨rgi. Olgu y, y′ ∈ I, kus y < y′. Vaatleme kolme juhtu.
Esiteks, olgu x 6= y ja x 6= y′, siis
Lf (x, y) = f
−1 ◦ θx(y) < f−1 ◦ θx(y′) = Lf (x, y′).
Teiseks, kui x = y < y′, siis keskva¨a¨rtusteoreemi 3.1 kohaselt leidub selline c ∈
(x, y′), et f(c) = 1
y′−x
y′∫
x
f(t)dt, seega
Lf (x, y) = x < c = f
−1(f(x)) = f−1
 1
y′ − x
y′∫
x
f(t)dt
 = Lf (x, y′).
Kolmandaks, olgu y < y′ = x ning c ∈ (y, x) selline punkt, et f(c) = 1
y−x
y∫
x
f(t)dt.
Siis
Lf (x, y) = f
−1
 1
y − x
y∫
x
f(t)dt
 = f−1(f(c)) = c < x′ = Lf (x, y′).
Na¨ide 3.1. Vaatleme lineaarset funktsiooni
f : R→ R, kus f(x) := αx+ β
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ja α 6= 0. Siis suvaliste x, y ∈ R, kus x 6= y, saame, et
Lf (x, y) = f
−1
 1
y − x
y∫
x
(αt+ β) dt

= f−1
(
α
1
2(y − x)(y
2 − x2) + β 1
y − x(y − x)
)
= f−1
(
α
x+ y
2
+ β
)
= f−1
(
f
(
x+ y
2
))
=
x+ y
2
,
Seega lineaarse funktsiooni f Lagrange’i keskmine on kujul
Lf (x, y) =
{
x+y
2
, kui x 6= y,
x, kui x = y.
Na¨ide 3.2. Olgu I =
[
0, pi
2
]
ja
f : I → R, kus f(x) := cos x.
Kui x, y ∈ I ja x 6= y, siis
Lf (x, y) = f
−1
 1
y − x
y∫
x
cos tdt
 = f−1(sin y − sinx
y − x
)
= arccos
sin y − sinx
y − x .
Seega on koosinusfunktsiooni Lagrange’i keskmine kujul
Lf (x, y) =
{
arccos sin y−sinx
y−x , kui x 6= y,
x, kui x = y.
Ma¨rkus 3.1. Osutub, et ko˜ik keskmised ei ole esitatavad Lagrange’i keskmistena.
Saab na¨idata, et harmooniline keskmine
(x, y) 7−→ 2xy
x+ y
ei ole u¨hegi funktsiooni f Lagrange’i keskmine (vt [BM]).
Teoreem 3.3. Olgu I ⊂ R mingi intervall. Keskmine µ : Q→ I on funktsiooniga
f : I → R ma¨a¨ratud Lagrange’i keskmine (st µ = Lf) parajasti siis, kui
f
(
µ (x, y)
)
=
f
(
µ
(
x, x+y
2
))
+ f
(
µ
(
x+y
2
, y
))
2
(
(x, y) ∈ Q). (3.2)
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To˜estus. Ko˜igepealt ma¨rgime, et vo˜rdus (3.2) kehtib suvalise funktsiooni f : I →
R ja suvalise keskmise µ : Q→ I korral, kui x = y.
Tarvilikkus. Olgu µ : Q → I keskmine ja olgu f : I → R selline pidev ja rangelt
monotoonne funktsioon, et Lf = µ, st
f
(
µ (x, y)
)
=
1
y − x
∫ y
x
f(t)dt,
kui (x, y ∈ I) ja x 6= y. Integraali aditiivsusomaduse to˜ttu
f
(
µ
(
x,
x+ y
2
))
+ f
(
µ
(
x+ y
2
, y
))
=
2
y − x
∫ x+y
2
x
f(t)dt+
2
y − x
∫ y
x+y
2
f(t)dt
=
2
y − x
∫ y
x
f(t)dt = 2f
(
µ (x, y)
)
,
seega kehtib vo˜rdus (3.2).
Piisavus. Eeldame, et funktsioonid µ ja f rahuldavad tingimust (3.2), olgu x ja y
kaks suvalist punkti hulgast I. U¨ldisust kitsendamata eeldame, et x < y, vo˜rduse
(3.2) to˜ttu
f
(
µ
(
x,
x+ y
2
))
=
f
(
µ
(
x,
x+x+y
2
2
))
+ f
(
µ
(
x+x+y
2
2
, x+y
2
))
2
=
f
(
µ
(
x, 3x+y
4
))
+ f
(
µ
(
3x+y
4
, x+y
2
))
2
ja
f
(
µ
(
x+ y
2
, y
))
=
f
(
µ
(
x+y
2
,
x+y
2
+y
2
))
+ f
(
µ
( x+y
2
+y
2
, y
))
2
=
f
(
µ
(
x+y
2
, x+3y
4
))
+ f
(
µ
(
x+3y
4
, y
))
2
,
seega
f
(
µ (x, y)
)
=
f
(
µ
(
x, 3x+y
4
))
+ f
(
µ
(
3x+y
4
, x+y
2
))
+ f
(
µ
(
x+y
2
, x+3y
4
))
+ f
(
µ
(
x+3y
4
, y
))
4
.
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Paneme ta¨hele, et
3x+ y
4
= x+
y − x
22
,
x+ y
2
= x+
2(y − x)
22
,
x+ 3y
2
= x+
3(y − x)
22
,
niisiis,
f
(
µ (x, y)
)
=
1
22
22∑
i=1
f
(
µ
(
x+
(i− 1) (y − x)
22
, x+
i (y − x)
22
))
.
Niimoodi korduvalt lo˜ike poolitades jo˜uame n–ndal sammul valemini
(y − x) f(µ (x, y)) = (y − x) 1
2n
2n∑
i=1
f
(
µ (xi−1, xi)
)
=
2n∑
i=1
f
(
µ (xi−1, xi)
)y − x
2n
, (3.3)
kus
xi := x+
i(y − x)
2n
.
Kuna funktsioon f on pidev, siis on ta lo˜igus [x, y] integreeruv. Paneme ta¨hele, et
avaldis (3.3) on funktsiooni f integraalsumma, mis vastab lo˜igu [x, y] alajaotusele
x = x0 < x1 < x2 < ... < x2n = y.
Seeto˜ttu
(y − x) f(µ (x, y)) = lim
n→∞
2n∑
i=1
f
(
µ (xi−1, xi)
)y − x
2n
=
∫ y
x
f(t)dt
ehk
f
(
µ(x, y)
)
=
1
y − x
∫ y
x
f(t)dt.
Seega on teoreem 3.3 to˜estatud.
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3.2 Lagrange’i ja kvaasi-aritmeetiliste keskmiste vahelised
seosed
Olgu µ : Q→ I mingi keskmine. Defineerime kujutuse Φ: Q→ R2 seosega
Φ(x, y) :=
(
µ
(
x,
x+ y
2
)
, µ
(
x+ y
2
, y
))
. (3.4)
Ta¨nu funktsiooni µ : Q→ I pidevusele on ka kujutus Φ pidev. Et selles veenduda,
fikseerime suvalise (x, y) ∈ Q ning sellise punktide (xn, yn) ∈ Q jada, mis koondub
punktiks (x, y), st xn → x ja yn → y, ning na¨itame, et Φ(xn, yn)→ Φ(x, y). Kuna
xn + yn
2
−→ x+ y
2
,
siis funktsiooni µ pidevuse to˜ttu
µ
(
xn,
xn + yn
2
)
−→ µ
(
x,
x+ y
2
)
ja
µ
(
xn + yn
2
, yn
)
−→ µ
(
x+ y
2
, y
)
.
Seega
Φ (xn, yn) =
(
µ
(
xn,
xn + yn
2
)
, µ
(
xn + yn
2
, yn
))
−→
(
µ
(
x,
x+ y
2
)
, µ
(
x+ y
2
, y
))
= Φ (x, y) .
Lause 3.4. Olgu µ : Q → I keskmine ja olgu kujutus Φ ma¨a¨ratud seosega (3.4).
Siis Φ: Q→ Φ(Q) on homo¨omorfism, st
1) Φ: Q→ R2 on u¨ksu¨hene,
2) Φ on pidev,
3) Φ−1 : Φ(Q)→ Q on pidev.
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To˜estus. Esmalt veendume, et kujutus Φ: Q→ R2 on u¨ksu¨hene. Olgu Φ(x1, y1) =
Φ(x2, y2), st
µ
(
x1,
x1 + y1
2
)
= µ
(
x2,
x2 + y2
2
)
(3.5)
ja
µ
(
x1 + y1
2
, y1
)
= µ
(
x2 + y2
2
, y2
)
. (3.6)
Meie eesma¨rgiks on na¨idata, et x1 = x2 ja y1 = y2. Oletame vastuva¨iteliselt, et
x1 < x2. Osutub, et sellisel juhul
x1 + y1
2
>
x2 + y2
2
.
To˜epoolest, kui kehtiks vo˜rratus
x1 + y1
2
≤ x2 + y2
2
,
siis keskmise µ monotoonsusomaduse to˜ttu
µ
(
x1,
x1 + y1
2
)
< µ
(
x2,
x1 + y1
2
)
≤ µ
(
x2,
x2 + y2
2
)
,
mis on aga vastuolus vo˜rdusega (3.5).
Vo˜rratustest
x1 < x2 ja
x1 + y1
2
>
x2 + y2
2
tuleneb vo˜rratus
y2 < y1,
sest vastupidisel juhul y2 ≥ y1 saaksime, et
x1 + y1
2
=
x1
2
+
y1
2
<
x2
2
+
y1
2
≤ x2
2
+
y2
2
=
x2 + y2
2
.
Vo˜rratustest
x1 + y1
2
>
x2 + y2
2
ja y2 < y1
tuleneb, et
µ
(
x1 + y1
2
, y1
)
> µ
(
x1 + y1
2
, y2
)
> µ
(
x2 + y2
2
, y2
)
,
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mis on vastuolus eeldusega (3.6). Seega kehtib vo˜rdus x1 = x2, vo˜rdus y1 = y2
to˜estatakse analoogselt. Niisiis on kujutus Φ: Q→ Φ(Q) u¨ksu¨hene ning tal leidub
po¨o¨rdkujutus Φ−1 : Φ(Q)→ Q.
Kujutuse Φ pidevuse to˜estasime lausele 3.4 eelnevas ma¨rkuses, na¨itame, et po¨o¨rd-
kujutus Φ−1 on pidev.
Vaatleme ko˜igepealt juhtu, kus I = [a, b]. Teatavasti on kujutus T : X → Y , kus X
ja Y on meetrilised ruumid, pidev parajasti siis, kui iga kinnise alamhulga C ⊂ Y
originaal T−1(C) :=
{
x ∈ X|T (x) ∈ C} on kinnine ruumis X. Seejuures on hulk C
kinnine parajasti siis, kui ta sisaldab ko˜iki oma koonduvate jadade piirva¨a¨rtuseid,
st kui kehtib implikatsioon[
zn ∈ C (n ∈ N) , zn → z ruumis Y
]
=⇒ z ∈ C.
Ma¨rgime, et kui Y0 ⊂ Y on kinnine alamhulk meetrilises ruumis Y, siis hulk C ⊂ Y0
on kinnine alamruumis Y0 parajasti siis, kui ta on kinnine ruumis Y. U¨ldjuhul, kui
me ei eelda alamruumi Y0 kinnisust, tuleneb kinnisusest ruumis Y kinnisus ruumis
Y0. Ma¨rgime veel, et meetrilises ruumis R2 kehtib Bolzano–Weierstrassi teoreem:
kui ((xn, yn)) on to˜kestatud jada, siis leidub tal koonduv osajada
(
(xnk , ynk)
)
.
Na¨itame, et po¨o¨rdkujutus Φ−1 : Φ(Q)→ Q, kus Q on pidev. Selleks vo˜tame suva-
lise alamhulga C ⊂ Q, mis on kinnine hulgas Q, ja na¨itame, et (Φ−1)−1(C) = Φ(C)
on kinnine ruumis R2, siis on ta kinnine ka hulgas Φ(Q).
Olgu
(
(un, vn)
)
selline jada, et (un, vn) ∈ Φ(C) (n ∈ N) ning (un, vn) → (u, v)
ruumis R2. Ta¨histame (xn, yn) := Φ−1(un, vn) (n ∈ N), siis
(
(xn, yn)
)
on to˜kestatud
jada (sest ta koosneb to˜kestatud hulga Q elementidest), misto˜ttu on tal koonduv
osajada
(
(xnk , ynk)
)
, ta¨histame (x, y) := lim
k
(xnk , ynk) ja ma¨rgime, et (x, y) ∈ C,
sest C on kinnine hulk. Ta¨nu kujutuse Φ pidevusele punktis (x, y) saame, et
(unk , vnk) = Φ(xnk , ynk) → Φ(x, y). Samal ajal (unk , vnk) → (u, v), niisiis (u, v) =
Φ(x, y) ∈ Φ(C). Ja¨relikult sisaldab Φ(C) ko˜ikide oma koonduvate jadade piir-
va¨a¨rtuseid, st Φ(C) on kinnine.
U¨ldjuhul, kui I ⊂ R on suvaline intervall, saame leida sellise lo˜ikude Ik = [ak, bk]
jada (Ik), et Ik ⊂ Ik+1 (k ∈ N) ja I =
⋃
k∈N
Ik. Ta¨histame Qk := Ik × Ik, siis
Qk ⊂ Qk+1 (k ∈ N). To˜estuse esimese osa kohaselt on Φ−1 : Φ(Qk) → Qk pidev.
Na¨itame, et Φ−1 on pidev suvaliselt fikseeritud punktis (u, v) ∈ Φ(Q). Ta¨histame
(x, y) := Φ−1(u, v) ∈ Q, leiame sellise n ∈ N, et (x, y) ∈ Qn, seega (u, v) ∈ Φ(Qn).
Kuna Φ−1 on pidev hulgas Φ(Qn), siis on Φ−1 pidev ka punktis (u, v).
Lause 3.5. Olgu µ : Q → R keskmine ja f : I → R pidev rangelt monotoonne
funktsioon. Selleks, et µ oleks funktsiooniga f ma¨a¨ratud Lagrange’i keskmine, on
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tarvilik ja piisav, et kahe muutuja funktsioon
M : Φ(Q)→ R,
kus M := µ ◦ Φ−1, oleks funktsiooniga f ma¨a¨ratud kvaasi-aritmeetilise keskmise
ahend hulgas Φ(Q). Teisiso˜nu, µ = Lf parajasti siis, kui
µ ◦ Φ−1 = Qf|Φ(Q).
To˜estus. Tarvilikkus. Eeldame, et Lf = µ, kus funktsioon f : I → R on pidev
ja rangelt montotoonne. Teoreemi 3.3 kohaselt
f
(
µ (x, y)
)
=
f
(
µ
(
x, x+y
2
))
+ f
(
µ
(
x+y
2
, y
))
2
(x, y ∈ I).
Kui (u, v) ∈ Φ(Q) ja (x, y) := Φ−1(u, v), siis seosest (3.4) tuleneb, et
u = µ
(
x,
x+ y
2
)
ja v = µ
(
x+ y
2
, y
)
.
Seega
f
(
M (u, v)
)
= f
(
µ
(
Φ−1 (u, v)
))
= f
(
µ (x, y)
)
=
f(u) + f(v)
2
,
niisiis M(u, v) = Qf (u, v) iga (u, v) ∈ Φ(Q) korral.
Piisavus. Eeldame, et M = Qf |Φ(Q). Olgu (u, v) ∈ Q suvaline, siis
f
(
µ ◦ Φ−1 (u, v)) = f(u) + f(v)
2
.
Kui (x, y) := Φ−1(u, v), siis
(u, v) = Φ (x, y) =
(
µ
(
x,
x+ y
2
)
, µ
(
x+ y
2
, y
))
ehk
u = µ
(
x,
x+ y
2
)
ja
v = µ
(
x+ y
2
, y
)
.
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Saame, et iga (x, y) ∈ Q korral
f
(
µ (x, y)
)
=
f
(
µ
(
x, x+y
2
))
+ f
(
µ
(
x+y
2
, y
))
2
.
See on aga teoreemi 3.3 kohaselt tarvilik ja piisav, et µ oleks funktsiooniga f
ma¨a¨ratud Lagrange’i keskmine.
Illustreerime lauset 3.5 mo˜ningate na¨idetega.
Na¨ide 3.3. Vaatleme geomeetrilist keskmist
µ :
(
(0,∞)× (0,∞))→ (0,∞), µ(x, y) := √xy.
Paneme ta¨hele, et suvalise (u, v) ∈ Φ(Q) korral
(u, v) = Φ(x, y) =
(
µ
(
x,
x+ y
2
)
, µ
(
x+ y
2
, y
))
=
(√
x2 + xy
2
,
√
xy + y2
2
)
,
siis
u2 + v2 =
x2 + 2xy + y2
2
=
(x+ y)2
2
= 2
(
x+ y
2
)2
ehk
x+ y
2
=
√
u2 + v2
2
.
Seega
u =
√
x
√
u2 + v2
2
ja v =
√
y
√
u2 + v2
2
ehk
x =
u2√
u2+v2
2
ja y =
v2√
u2+v2
2
.
Niisiis
Φ−1(u, v) =
(√
2
u2 + v2
u2,
√
2
u2 + v2
v2
)
ja
µ ◦ Φ−1(u, v) =
√
2
u2 + v2
uv
(
(u, v) ∈ Φ(Q)).
Funktsiooni
f : (0,∞)→ R, f(x) := 1
x2
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korral
f(u) + f(v)
2
=
1
u2
+ 1
v2
2
=
u2 + v2
2u2v2
.
Pidades silmas, et f−1(y) = 1√
y
(y > 0), saame
Qf(u, v) = f
−1
(
f(u) + f(v)
2
)
=
√
2
u2 + v2
uv.
Kokkuvo˜ttes
µ ◦ Φ−1(u, v) = Qf (u, v)
(
(u, v) ∈ Φ(Q)).
Lause 3.5 kohaselt on geomeetriline keskmine funktsiooniga f(x) = 1
x2
ma¨a¨ratud
Lagrange’i keskmine.
Na¨ide 3.4. Vaatleme logaritmilist keskmist
µ : (1,∞)× (1,∞)→ (1,∞), µ(x, y) := x− y
lnx− ln y .
Kui (u, v) = Φ(x, y) ∈ Φ(C), siis
u = µ
(
x,
x+ y
2
)
=
x− x+y
2
lnx− ln x+y
2
=
x− y
2(lnx− ln x+y
2
)
ja
v = µ
(
x+ y
2
, y
)
=
x+y
2
− y
ln x+y
2
− ln y =
x− y
2
(
ln x+y
2
− ln y) .
Seega
1
u
+
1
v
= 2
lnx− ln y
x− y =
2
µ(x, y)
ja
µ ◦ Φ−1(u, v) = µ(x, y) = 21
u
+ 1
v
=
2uv
u+ v
.
Kui f(x) := 1
x
, siis f−1(y) = 1
y
(
y ∈ (1,∞)). Seeto˜ttu
Qf (u, v) = f
−1
(
f(u) + f(v)
2
)
=
( 1
u
+ 1
v
2
)−1
=
(
u+ v
2uv
)−1
=
2uv
u+ v
.
Lause 3.5 kohaselt on logaritmiline keskmine funktsiooniga f(x) = 1
x
ma¨a¨ratud
Lagrange’i keskmine.
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Lause 3.6. Kui kahe muutuja funktsioon µ : Q → I on mingi pideva rangelt
monotoonse funktsiooniga f : I → R ma¨a¨ratud Lagrange’i keskmine (st µ = Lf),
siis igal sisepunktil x ∈ I leidub selline u¨mbrus Uδ(x), et
µ ◦ Φ−1(u, v) = Qf (u, v) suvaliste u, v ∈ Uδ(x) korral.
To˜estus. Olgu x ∈ I suvaline. Kuna I on lahtine intervall, siis leidub ε > 0
nii, et I0 := Uε(x) = (x − ε, x + ε) ⊂ I. Ta¨histame µε keskmise µ ahendi hulgas
Q0 := I0 × I0, st
µε(ξ, η) := µ(ξ, η), kui (ξ, η) ∈ Q0.
Selge, et µε : Q0 → I0 on keskmine. Olgu Φε keskmisega µε ma¨a¨ratud kujutus,
paneme ta¨hele, et Φε = Φ|Q0 : suvalise (ξ, η) ∈ Q0 korral
Φε(ξ, η) =
(
µε
(
ξ,
ξ + η
2
)
, µε
(
ξ + η
2
, η
))
=
((
ξ,
ξ + η
2
)
,
(
ξ + η
2
, η
))
= Φ(ξ, η).
Olgu (u, v) ∈ Φε(Q0) suvaline ja (ξ, η) := Φ−1ε (u, v), siis
Φ(ξ, η) = Φε(ξ, η) = (u, v),
st
(ξ, η) = Φ−1(u, v),
seega
M(u, v) = µ ◦ Φ−1(u, v) = µε ◦ Φ−1ε (u, v)
ehk
Mε := µε ◦ Φ−1ε = M |Φ(Q0).
Rakendame keskmise µε poolt ma¨a¨ratud kujutusele Φε lauset 3.4, selle koha-
selt on Φε homo¨omorfism. Teatavasti kujutab homo¨omorfism hulga sisepunktid
kujutishulga sisepunktideks. Kuna (x, x) on hulga Q0 = I0 × I0 sisepunkt ja
Φε(x, x) = (x, x), siis (x, x) on hulga Φε(Q0) sisepunkt. Seeto˜ttu leidub δ > 0,
et Uδ(x)× Uδ(x) ⊂ Φε(Q0).
Rakendame funktsioonile Mε lauset 3.5, selle kohaselt on ta mingi kvaasi-aritmeeti-
lise keskmise ahend hulgas Φ(Q0), ja¨relikult ka ahend hulgas Uδ(x)× Uδ(x).
Teoreem 3.7. Olgu I ⊂ R lahtine intervall ja olgu f : I → R ja g : I → R
pidevad ja rangelt monotoonsed funktsioonid. Vo˜rdus
Lf (x, y) = Lg (x, y)
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kehtib iga (x, y) ∈ Q korral parajasti siis, kui leiduvad sellised α, β ∈ R, et α 6= 0
ja
g (x) = αf (x) + β (x ∈ I) .
To˜estus. Piisavus. Eeldame, et g = αf + β ning α 6= 0. Selge, et Lf (x, y) =
Lg(x, y), kui x = y. Kui x, y ∈ I ja x 6= y, siis
Lg (x, y) = g
−1
(
1
y − x
∫ y
x
g (t) dt
)
= g−1
(
α
1
y − x
∫ y
x
f (t) dt+ β
)
= g−1 (αf (Lf (x, y)) + β) = g−1
(
g
(
Lf (x, y)
))
= Lf (x, y) .
Tarvilikkus. Olgu x ∈ I suvaline. Eeldame, et Lf (x, y) = Lg (x, y) =: µ (x, y) ,
kus x, y ∈ I. Rakendame mo˜lema funktsiooni korral lauset 3.6 ja leiame δ1 > 0 ja
δ2 > 0 nii, et
µ ◦ Φ−1 (u, v) = Qf (u, v)
(
u, v ∈ Uδ1 (x)
)
,
µ ◦ Φ−1 (u, v) = Qg (u, v)
(
u, v ∈ Uδ2 (x)
)
.
Siis
f−1
(
f (u) + f (v)
2
)
= µ ◦ Φ−1 (u, v) = g−1
(
g (u) + g (v)
2
) (
u, v ∈ Uδ (x)
)
,
kus δ := min{δ1, δ2}.
Hulgas Uδ (x)×Uδ (x) langevad funktsioonidega f ja g ma¨a¨ratud kvaasi-aritmeeti-
lised keskmised kokku. Teoreemi 2.5 kohaselt leiduvad α, β ∈ R, et α 6= 0 ja
g (u) = αf (u) + β
(
u ∈ Uδ (x)
)
.
Ta¨histame
γ := sup
{
ρ > 0|g (u) = αf (u) + β iga u ∈ (x− δ, x+ ρ) korral} (3.7)
ja na¨itame, et x + γ = b, kus b on intervalli I parempoolne otspunkt (kui I on
u¨lalt to˜kestatud) vo˜i ∞ (kui I ei ole u¨lalt to˜kestatud).
Oletame vastuva¨iteliselt, et x+ γ < b, sel juhul saame valida δ˜ > 0, et(
x+ γ − δ˜, x+ γ + δ˜) ⊂ (a, b) .
Korrates eelnevat arutelu punktis x+ γ, leiame α˜, β˜ ∈ R nii, et α˜ 6= 0 ja
g (u) = α˜f (u) + β˜
(
u ∈ (x+ γ − δ˜, x+ γ + δ˜)).
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Olgu ξ1, ξ2 ∈
(
x + γ − δ˜, x + γ) ning ξ1 6= ξ2, siis f (ξ1) 6= f (ξ2) , sest f on
rangelt monotoonne. Lineaarsel vo˜rrandisu¨steemilf (ξ1) (α− α˜) +
(
β − β˜
)
= 0
f (ξ2) (α− α˜) +
(
β − β˜
)
= 0
leidub vaid nulllahend, sest tema determinant on nullist erinev, st∣∣∣∣ f (ξ1) 1f (ξ2) 1
∣∣∣∣ 6= 0.
Sellest tuleneb, et α = α˜ ja β = β˜. Seega g (u) = αf (u)+β, kui u ∈
(
x− δ, x+ γ + δ˜
)
.
Saime vastuolu seosega (3.7), see ta¨hendab, et vo˜rdus g(u) = αf(u) +β kehtib iga
u ∈ I ∩ (x− δ,∞) korral.
Analoogselt veendutakse, et sama vo˜rdus kehtib iga u ∈ I ∩ (−∞, x + δ) korral.
Kokkuvo˜ttes
g(x) = αf(x) + β iga x ∈ I korral.
Sellega on teoreem 3.7 to˜estatud.
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Quasi-arithmetic means and Lagrangian means
Bachelor’s Thesis
Ka¨rt Pa¨ll
Summary
In this thesis, a continuous function is called a proper mean if it is symmetric, ref-
lexive and monotonic. We mainly observe quasi-arithmetic and Lagrangian means.
Lagrangian means are defined as means obtained from applying the classical mean
value formula to a continuous and strictly monotonic function. Quasi-arithmetic
means are transformations of the common arithmetic mean. We define the quasi-
arithmetic mean Qf associated with f : I → I as
Qf (x, y) := f
−1
(
f (x) + f (y)
2
) (
x, y ∈ I)
and Lagrangian mean Lf as
Lf (x, y) :=
f−1
(
1
y−x
y∫
x
f(t)dt
)
, if x 6= y,
x, if x = y.
Many well-known means like arithmetic and geometric mean are both Lagrangian
and quasi-arithmetic. The harmonic mean however is not Lagrangian but it is
quasi-arithmetic. It is shown that there is a close relationship between Lagrangian
and quasi-arithmetic means. This relationship can be made explicit through a
homeomorphism.
The purpose of this thesis is to give answers for two questions:
1. Which means µ can be represented according to some function f as quasi-
arithmetic and Lagrangian mean?
2. How to describe function classes with the same quasi-arithmetic and Lagran-
gian mean?
The answers are presented in the second and third chapter.
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In the first chapter, some of the well-known means are discussed. The definition
of a proper mean is given and illustrated with some examples.
The second chapter of the thesis, is dedicated to quasi-arithmetic means. It is
shown that Qf = Qg if and only if g = αf +β where α, β ∈ R and α 6= 0. A proof
of the famous Acze´l theorem is given.
In the last chapter of the thesis, Lagrangian means are observed. It is shown that
Lf = Lg if and only if g = αf + β where α, β ∈ R and α 6= 0.
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