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ABSTRACT
The softmax content-based attention mechanism has proven to be very benefi-
cial in many applications of recurrent neural networks. Nevertheless it suffers
from two major computational limitations. First, its computations for an attention
lookup scale linearly in the size of the attended sequence. Second, it does not
encode the sequence into a fixed-size representation but instead requires to mem-
orize all the hidden states. These two limitations restrict the use of the softmax
attention mechanism to relatively small-scale applications with short sequences
and few lookups per sequence. In this work we introduce a family of linear at-
tention mechanisms designed to overcome the two limitations listed above. We
show that removing the softmax non-linearity from the traditional attention for-
mulation yields constant-time attention lookups and fixed-size representations of
the attended sequences. These properties make these linear attention mechanisms
particularly suitable for large-scale applications with extreme query loads, real-
time requirements and memory constraints. Early experiments on a question an-
swering task show that these linear mechanisms yield significantly better accuracy
results than no attention, but obviously worse than their softmax alternative.
1 INTRODUCTION
Many large-scale applications, in particular among information retrieval tasks, require efficient al-
gorithms to compress documents and query them. For example, at test time, systems may have to
process millions of queries simultaneously and in real-time. The content-based attention mecha-
nism (Bahdanau et al., 2015) is a recently introduced architecture that allows the system to focus
on particular parts of the document depending on the query. It has proven to be very beneficial
in many applications of deep learning but its expensive computations often prevent it from being
used in large-scale applications. In this work we introduce a family of linear attention mechanisms
that overcome these limitations and still offer to some extent the benefits of the traditional attention
mechanism.
Notations: Let D represent a document sequence of n tokens and let us consider m queries on this
document. Let Q represent one of these queries, which is encoded into a column vector representa-
tion q (for example the last state of a recurrent neural network). The document D is processed with
a recurrent neural network, which, at each timestep t, computes a hidden state h(t) of size k. Let
H be the n × k matrix composed of all the hidden states of the document D stacked vertically, i.e.
whose row Ht. = h(t).
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2 CLASSIC SOFTMAX ATTENTION MECHANISM
2.1 DEFINITION AND COMPLEXITY
In this work, we consider the following form of softmax attention mechanism1, which computes a
representation R(D,Q) of the document D conditioned on the question Q:
R(D,Q) = HT softmax(Hq),
where Hq represents the inner products of q with all the hidden states of the document D. The
softmax then converts these inner products into probabilities that are used to compute a weighted
sum of the hidden states stacked in H .
This mechanism involves matrix multiplications which result in an overall O(nk2) complexity for a
single queryQ lookup. If, instead of considering a single query, we would like to processm queries,
the complexity would be O(mnk2). If n or m are very large, this complexity is prohibitive and
restricts the scale of the potential applications.
Furthermore, the classic softmax attention mechanism does not allow to store a fixed-size represen-
tation of the documentD. Instead, all of the hidden states of the network have to be stored, resulting
in a variable-size representation that requires O(nk) memory space. This can also prohibitive when
n is large.
2.2 APPLICATIONS OF THE SOFTMAX ATTENTION MECHANISMS AND LIMITATIONS
In this section, we describe a few use cases of the softmax attention mechanism and how its compu-
tational cost may limit the scale of its applications.
• In machine translation (Bahdanau et al., 2015), the document D would be the source sen-
tence that has to be translated and which is composed of n words. The translated sentence
is generated iteratively and at each new timestep, an attention lookup Q is performed. The
number of words of the translated sequence is m, which corresponds to the number of re-
quired attention lookups. Thus, for each new generated word, a new O(n) attention lookup
is performed. This may significantly slow down the translation of long sentences (large n
and large m) and prevent real-time translations.
• In question answering (Hermann et al., 2015), the documentD is usually a text document of
nwords. The queryQ is a question about the document and there might bem questions per
document. In practice, m is undefined. The cost of current softmax attention mechanisms
may prevent real-time question answering from many users.
• In information retrieval tasks (such as a search engine), the document D may represent a
long sequence (such as a webpage). A query Q could be a single question about a fact im-
plicitly contained in one of these documents D. The classic softmax attention mechanism
would require scanning all the words of every document D all over again for each new
searched query.
• In network architectures with external memory (Graves et al., 2014; Sukhbaatar et al.,
2015), D represents the memory to be queried. Current attention mechanism may limit the
size of the memory and the number of queries. It seems particularly important to develop
more efficient memory mechanisms. One such possibly would be a memory architecture
whose memory size does not scale linearly with the number of facts to be stored. Another
one would be a linear size memory but a sublinear query algorithm.
More generally, the softmax attention mechanism is prohibitive in large-scale applications which
have long sequences (n >> k), an extremely high amount m of queries (possibly to be processed in
1Note that this form is found in memory networks (Sukhbaatar et al., 2015) but other forms are common
(all with similar complexities and memory requirements), in particular the one introduced by Bahdanau et al.
(2015). We present this particular form because it is the most similar to the cheap mechanism that we introduce
in the next section.
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real-time) and strong memory constraints. There is thus a potential interest for developing cheaper
attention mechanisms that would satisfy the following properties:
• At test time, a computational complexity independent from the document size n, by op-
position to the O(n) complexity of current attention mechanisms. Such a cheap attention
would have very little overhead compared to a recurrent model with no attention (in terms
of the sequence size n).
• At test time, a fixed-size representation of the document, by opposition to theO(n)memory
representations of current attention mechanisms.
• At training time, if there are m queries per document, an algorithm which does not scale in
O(nm) but only in O(n).
The linear attention mechanism that we introduce in the next section satisfies these requirements,
allowing to potentially tackle problems at a much larger scale. As expected, our early experiments
show that these computational gains come at the price of slightly worse accuracy than the softmax
attention mechanism, yet definitively better than no attention.
3 CHEAP LINEAR ATTENTION MECHANISM
3.1 DEFINITION AND COMPLEXITY
In this section, we introduce the simplest version of the linear attention mechanism; more sophisti-
cated additions are described in the next section. The linear attention mechanism results from the
removal of the softmax, leading to the following linear attention mechanism:
R(D,Q) = HTHq = Cq,
where C = HTH is a square matrix of dimension k × k. C represents a non-centered covariance
matrix of the hidden states, it is computed in O(nk2) complexity. Most importantly, it depends only
on the document D (not on the query Q). This implies that if C is computed once, any attention
lookup will only cost O(k2), i.e. with a complexity independent from n, the length of the document
sequence. For m queries, the resulting attention complexity would be O(mk2), i.e. a n speedup
compared to the classic softmax attention mechanism (O(mnk2)). Furthermore, each document D
can be summarized into the matrix C, i.e a fixed-size representation of size k×k instead of the k×n
matrix of hidden states required by the softmax attention. Note that if k > n there is no memory
improvement, in which case it is more suitable to store H rather than the singular matrix C of rank
k. Notice that C can be seen as the non-centered covariance matrix of the hidden states.
3.2 COMPUTATION OF C
The matrix C is equal to C = HTH . Computing it that way still requires to store all the hidden
states h(t) and then perform a huge matrix multiplication. To avoid this O(n× k) memory footprint
at test time, we can notice that
C = HTH =
n∑
t=1
h(t)h
T
(t),
which suggests an iterative way to compute it:
C(t+1) = C(t) + h(t+1)h
T
(t+1),
and C = C(n). This iterative process avoids storing all the hidden states and the matrix C can
eventually be computed using only O(k2) memory space.
Although the complexity of computing C is still linear in the size of the sequence n, this compu-
tation has to be done only a single time per document, which contrasts with the classic attention
mechanism, for which we have to scan all over again the document for each new query Q.
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3.3 BACKPROPAGATION THROUGH C
Using the iterative procedure to compute C does not require to store all the intermediate C(t) during
backpropagation. The attention lookup process Cq can be written as
Cq =
n∑
t=1
h(t)h
T
(t)q =
n∑
t=1
c(t),
where c(t) = h(t)hT(t)q. Naive automatic differentiation tools may save all the states of the matrix C
in the forward pass, which is unnecessary given that the corresponding gradient of the loss L with
respect to h(t) can be written as:
∇h(t) = q
(
hT(t)∇c(t)
)
+∇c(t)
(
hT(t)q
)
,
which shows that it is unnecessary to store the intermediate states C(t).
3.4 SUMMARY OF THE COMPUTATIONAL ADVANTAGES
Table 1 summarizes the computational and memory benefits of using linear attention mechanisms
compared to the original softmax attention. The forward encoding pass is slightly more expensive
for the linear attention mechanism because it has to perform an outer product at each timestep to
update the matrix C.
Softmax attention Linear attention
a) Query complexity O(nk) O(k2)
b) Document compression n× k k × k
c) Encoding complexity O(nk2λ) O(nk2(λ+ 1))
Table 1: Comparison between the traditional softmax mechanism and the linear
mechanism of a) the computational cost of an attention lookup, b) the memory
requirements to store an encoded document and c) the computational cost of
encoding the document (λ is a constant depending on the type of recurrent unit).
4 GATED LINEAR ATTENTION MECHANISMS
We can generalize the cheap linear attention described previously by incorporating non-linear func-
tions to update C(t):
C(t+1) = α(t)C(t) + β(t)f(t)f
T
(t),
where α(t), β(t) and f(t) are (non-linear) functions of h(t+1) and C(t)f(t). Their intended functions
are described as follows:
• The quantity C(t)f(t) is useful because it measures to some extent how much of f(t) is
already contained inC(t). Suppose thatC(t) already contains f(t) and only other orthogonal
vectors to f(t), then C(t)f(t) = ‖f(t)‖f(t), which gives information on the presence or not
of f(t) in the matrix C(t).
• α(t) and β(t) control to what extent the network remembers about the previous C(t).
• f(t) lets the network precisely update certain regions of the matrix C(t). f(t) could be the
element-wise product of h(t+1) and a sigmoid whose input is h(t+1).
Backpropagation requires to know the intermediate values of C(t) at each timestep. Instead of
storing them in the forward pass, which would be prohibitive memory-wise, we can incrementally re-
compute eachC(t) starting from the final matrixC = C(n) and invert the successive transformations.
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If we memorize in the forward pass the values of α(t), β(t), f(t) and h(t), we can use them to compute
C(t) from C(t+1):
C(t) =
C(t+1) − α(t)f(t)fT(t)
β(t)
.
Theano implementations of this backward pass and code for the experiments are available on our
github repository2.
In the experiments below, we use a particular instance of the general model above, which we call
gated linear attention. It is defined by α(t) = β(t) = 1 and f(t) = sigmoid(Wh(t+1) + b) h(t+1),
where  is the element-wise product. In other words, the network has now the capacity to control
the information it adds to the matrix C. The full mechanism can be written as:
C(t+1) = C(t) +
(
sigmoid(Wh(t+1) + b) h(t+1)
) (
sigmoid(Wh(t+1) + b) h(t+1)
)T
.
5 EXPERIMENTS
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Figure 1: Comparison of the validation accuracies obtained with different attention mechanisms
on the CNN question-answering dataset. We observe a) that as expected the softmax attention
mechanism yields the best accuracy, b) that the linear mechanisms are significantly better than no
attention, c) that the gated linear attention is significantly better than the basic linear attention, d)
that models with attention are faster to converge, probably due the skip connections introduced by
the attention mechanism.
The cheap linear attention mechanism is designed for large-scale applications with a very large
number of queries per document in real-time. Research datasets are not really suitable to highlight
their computational efficiency in practice. Therefore, we focus on comparing their accuracy results.
We evaluated the basic and gated versions of the linear attention mechanism on a question answering
task. We used the CNN dataset released by Hermann et al. (2015), which is composed of Cloze
style questions on documents with n = 750 words on average. There are about m = 4 questions
per document. We did not aim to reach state of the art results but simply to compare the different
versions of attention. As such, we used a simple architecture, which only requires a few hours to
2https://github.com/adbrebs/efficient attention
5
train. We fixed the architecture for all our experiments and the models only differ by their attention
part. More precisely, the common architecture is composed of a single-layer GRU network to encode
the query and a separate single-layer GRU network to encode the document3. We used ADAM to
train our networks. For the two GRU networks, we chose a small hidden size k = 100 and word
embeddings of size 100.
At test time, an optimized implementation should yield a speedup of n∗k∗mm∗k2 =
n
k ≈ 7 for each
attention lookup4. However, at this stage, we are more interested in the accuracy results comparison
rather than the speed. The speedup would better be illustrated in applications with a (very) large
number of queries per document and relatively long documents, but such public datasets are still
rare.
6 DISCUSSION
Our early experiments on question-answering suggest that linear mechanisms and their gated exten-
sions significantly improve models with no attention. As expected, the accuracy results of softmax
attention are better but the gap can be reduced when adding non-linear gates to the basic linear
mechanism. We believe that more sophisticated extensions could further improve the results.
In terms of memory, the linear attention mechanisms can be seen as a trade-off between no-attention
models and classic softmax models. They compress the document sequence into k × k represen-
tations, which can store more information than the k-length vector of the last hidden state of a
classic recurrent network, but obviously less than the n × k stored hidden states of a softmax at-
tention mechanism. This is probably more suitable for tasks with relatively long sequences and an
extremely high number of lookups. Nevertheless, for extremely long sequences, we believe that
fixed-size representations may not capture enough information and further research should focus on
sublinear (maybe O(log(n)) or adaptative, depending on how much information is contained in the
sequence) representations.
This k× k representation can not only store more information than a k-length vector but it also acts
as skip connections from the past hidden states to the output. As a result, we observed that it can
capture longer term dependencies and the training optimization is easier because it is less prone to
the vanishing gradient problem.
A potential extension of this cheap mechanism is to interleave the updates of C(t) and h(t) to create
a new flavor of recurrent unit, which uses second order information about the past hidden states
(C(t) can be seen as a non-centered covariance matrix). The recurrent unit would take as input not
only the previous hidden state h(t−1) and the current input x(t) but also the product C(t)h(t) which
evaluates to some extent how much of h(t) is already stored in C(t).
7 CONCLUSION
We introduced a new family of attention mechanisms, called linear attention mechanisms, which,
with little computational overhead, yield better and easier to optimize models compared to standard
recurrent networks with no attention. Their constant O(k2) attention lookup complexity and their
O(k2) memory requirements make them very appealing alternatives to build large-scale information
retrieval systems, for which the computational costs of traditional softmax attention mechanisms are
prohibitive. More precisely, we believe that the linear attention mechanisms would be suitable on
large-scale tasks with some of these three properties:
• long sequences, long enough so that a recurrent network with no attention is unable to
capture long-enough dependencies.
3Note that for their baseline model without attention, Hermann et al. (2015) concatenated the question and
the document. Despite improving a lot the performance, this approach does not allow to compute a represen-
tation of the document independent of the query (it requires to know the question in advance). Therefore we
encoded the query and the document with two independent networks.
4These are the complexity gains for the attention lookups only, we do not consider the forward pass neces-
sary for both softmax and linear attentions.
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• many attention lookups, such that traditional softmax attention mechanisms would be too
slow. This is particularly important for real-time systems which have to process extremely
large loads of queries simultaneously (for example millions of queries per hour).
• a requirement to store documents into fixed-size representations.
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