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In many realistic systems, maximum entropy principle (MEP) analysis provides an effective char-
acterization of the probability distribution of network states. However, to implement the MEP
analysis, a sufficiently long-time data recording in general is often required, e.g., hours of spiking
recordings of neurons in neuronal networks. The issue of whether the MEP analysis can be suc-
cessfully applied to network systems with data from short recordings has yet to be fully addressed.
In this work, we investigate relationships underlying the probability distributions, moments, and
effective interactions in the MEP analysis and then show that, with short recordings of network
dynamics, the MEP analysis can be applied to reconstructing probability distributions of network
states under the condition of asynchronous activity of nodes in the network. Using spike trains
obtained from both Hodgkin-Huxley neuronal networks and electrophysiological experiments, we
verify our results and demonstrate that MEP analysis provides a tool to investigate the neuronal
population coding properties, even for short recordings.
PACS numbers: 89.70.Cf, 87.19.lo, 87.19.ls, 87.19.ll
INTRODUCTION
Binary-state models have been used to describe the
activity of nodes in many network systems, such as neu-
ronal networks in neuroscience [25, 27, 36]. Understand-
ing the distribution of network binary-state dynamics is
important in unveiling underlying network function, es-
pecially in neuroscience where both theoretical and ex-
perimental results indicate that populations of neurons
perform computations probabilistically through their fir-
ing patterns [11, 13]. For instance, statistical distribu-
tions of neuronal network firing patterns have been shown
to perform awake replays of remote experiences in rat
hippocampus [11]. Therefore, studying the characteris-
tics of neuronal firing pattern distributions will help to
understand how neuronal networks encode information
[17]. However, this is a difficult task, since the number
of all possible network states grows exponentially as the
network size increases, i.e., 2n for a network of n binary-
state nodes. This high dimensionality presents a chal-
lenge in directly measuring the distribution of network
states in electrophysiological experiments, especially for
the case of in vivo measurements on awake animals, thus,
the difficulty in understanding coding schemes in neu-
∗ zdz@sjtu.edu.cn
ronal networks.
The maximum entropy principle (MEP) analysis is a
statistical method used to infer the least biased prob-
ability distribution of network states by maximizing the
Shannon entropy with given constraints, i.e., moments up
to certain order [10]. The inferred probability distribu-
tion is called the MEP distribution. For example, under
constraints of low-order moments, the MEP distribution
gives rise to an accurate estimate of the statistical dis-
tribution of network states in many scientific fields, e.g.,
neuroscience [25, 27, 34, 36], biology [15, 22, 31], imaging
science [23], economics [7, 29], linguistics [30], anthropol-
ogy [8], and atmosphere-ocean science [12].
However, a practical and important issue remains un-
clear: how well the MEP analysis performs when the
recording time of dynamics of network nodes is short.
This is because a very long recording is often required to
carry out the MEP analysis, e.g., hours for a network of
10 neurons [25]. These long recordings are usually im-
practical to achieve due to cost or capability. For exam-
ple, physiological constraints such as fatigue of neurons
makes it very difficult to record the state of neuronal
networks over a long time, especially in vivo recordings
on awake animals. Meanwhile, data obtained by short
recordings poorly captures many activity states, leading
to incorrect descriptions for the probability distribution
of network states. The insufficient measurements due
to short recordings could lead to a misunderstanding of
2information coding structure embedded in network activ-
ity states [20]. Therefore, it is important to estimate an
accurate probability distribution of network states from
short recordings where many network activities are un-
derrepresented.
In this work, we demonstrate that the MEP analy-
sis can give rise to an accurate estimate of the proba-
bility distribution of network states from a short-time
data recording if the activity of nodes in the network is
asynchronous (asynchronous network). To achieve this,
we first show the existence of a one-to-one mapping (de-
noted as the full-rank matrix U
(n)
PM for a network of size
n) between the probability distribution of network states
(denoted by a vector of size 2n, P(n)) and the corre-
sponding all moments (denoted by a vector of size 2n,
M(n)). Since the full-order MEP distribution (the distri-
bution obtained in the MEP analysis with constraints of
all momentsM(n)) and the probability distribution P(n)
are the same (they have all the same moments M(n)),
we derive another one-to-one mapping (denoted as the
full-rank matrix L
(n)
JP for a network of size n) between all
effective interactions (Lagrange multipliers correspond-
ing to constraints of all moments in the expression of
the full-order MEP distribution) and the probability dis-
tribution P(n). These mappings show that all moments
and all effective interactions can equivalently represent
a probability distribution of network states for a general
network of any size.
Next, we use the above equivalent representations to
show that, in an asynchronous network, low-order MEP
analysis gives rise to an accurate estimate of the prob-
ability distribution of network states from a short-time
recording. In an asynchronous network, the probability
of many nodes being active in one sampling time win-
dow (referred to as highly-active states) is very small.
Through the mapping from effective interactions to the
probability distribution, L
(n)
JP , we observe that the prob-
ability of a highly-active state can be written as a sum-
mation of effective interactions corresponding to the con-
straints of moments of those active nodes. In an asyn-
chronous network, high-order effective interactions (La-
grange multipliers corresponding to the constraints of
high-order moments) are usually small [4, 25, 27, 34, 35],
as compared to the low-order effective interactions (La-
grange multipliers corresponding to the constraints of
low-order moments). Then, the probabilities of highly-
active states can be well estimated by the dominating
low-order effective interactions. The MEP analysis shows
that low-order effective interactions can be estimated by
low-order moments through a widely-used iterative scal-
ing algorithm (see Appendix A for details). Therefore,
the low-order moments may possibly be measured accu-
rately using short recording (as discussed below), and
may be used to perform the MEP analysis to obtain a
good estimate of the probability distribution of network
states.
To obtain an accurate estimation of the low-order mo-
ments, we use properties of the mapping between the
probability distribution of network states and the cor-
responding moments of the network, U
(n)
PM. This map-
ping shows that low-order moments can be written as a
summation of all probability states in which those nodes
corresponding to the constraints of moments are active,
e.g., the first-order moment of node i is a summation of
all network-state probabilities in which node i is active.
This summation includes both highly-active state prob-
abilities and low-active state probabilities in which few
nodes are active in one sampling time window. Since
the probability of observing a highly-active state is small
in an asynchronous network, the low-active state prob-
abilities dominate the summation. This results in good
estimation for the low-order moments because low-active
state probabilities can still be well-measured in a short
recording and the noise for the estimation of low-order
moments can be further reduced by the summation of
low-active state probabilities [24].
Although the procedure described in this work can be
applied to any asynchronous network with binary dynam-
ics, here we use spike trains obtained from both Hodgkin-
Huxley (HH) neuronal network dynamics simulations and
electrophysiological experiments to demonstrate that one
can perform the MEP analysis to accurately estimate the
probability distribution of network states from short-time
recordings. For the case of simulation data from HH neu-
ronal networks, we evolve the HH neuronal network for
a short run time of 120 s. With constraints of the first-
order and the second-order moments of the data from
this short recording, we obtain the distribution of net-
work states from the MEP analysis. To verify the accu-
racy of the MEP distribution, we evolve the HH neuronal
network for a long run time of 1.2 × 105 s and directly
measure the probability distribution of network states
for comparison. For the case of experimental data from
electrophysiological measurements, we use data recorded
from primary visual cortex (V1) in anesthetized macaque
monkeys (See Appendix E for details), in which we use
the data of 3824 s as a long recording data to obtain the
probability distribution of network states and perform
the second-order MEP analysis on the short-recording
data of 191.2 s (5% of the total recording). Our results
show that in both numerical simulation data and electro-
physiological experimental data, these two distributions,
i.e., the second-order MEP distribution and the distribu-
tion measured in the long recording data, indeed agree
very well with each other, whereas the probability distri-
bution measured from the short recording deviates sig-
nificantly from them and cannot capture many neuronal
activity states.
METHODS: THE MEP ANALYSIS
In this section, we will introduce the MEP analysis,
which has been applied to estimating the probability dis-
tribution of network states for many network systems
3[3, 4, 25, 27, 34]. The process of performing the MEP
analysis is as follows. Let σ ∈ {0, 1} denotes the state
of a node in a sampling time bin, where 1 refers to an
active state and 0 an inactive state. Then, the state of
a network of n nodes in a sampling time bin is denoted
as Ω = (σ1, σ2, · · · , σn) ∈ {0, 1}
n. In principle, to obtain
the probability distribution of Ω, one has to measure all
possible states of Ω, i.e., 2n states in total. For the case
of a network of n neurons, σ often represents whether
a single neuron fires in a sampling time bin in the net-
work, where 1 corresponds to a neuron that is firing and
0 corresponds to a neuron in the silent state. We choose
a typical bin size of 10ms for the MEP analysis [27, 34].
The state, Ω, in the neuronal network would represent
the firing pattern of all neurons in the network.
The first-order moment of the state of node i, σi, is
given by
〈σi〉 =
∑
Ω
P (Ω)σi(Ω), (1)
where P (Ω) is the probability of observing the firing pat-
tern Ω in the recording, and σi(Ω) denotes the state of
the ith node in the firing pattern Ω. The second-order
moment of the state of node i, σi, and node j, σj , is given
by
〈σiσj〉 =
∑
Ω
P (Ω)σi(Ω)σj(Ω), (2)
with higher-order moments obtained similarly. Note
that, in Eqs. (1, 2), P (Ω) can be the true probability
distribution of Ω, in which case, one computes the true
moments; or P (Ω) can be an observed distribution of a
finite-time recording, in which case, one then estimates
the moments.
The Shannon entropy of a probability distribution
Pany(Ω) is defined as
S = −
∑
Ω
Pany(Ω) logPany(Ω). (3)
By maximizing this entropy, S, subject to all moments
up to the mth-order (m ≤ n), one obtains the mth-order
MEP distribution for a network of n nodes [25, 27, 34].
Note that the kth-order moments consist of all the ex-
pectations of the product of any k nodes’ states (e.g., the
second-order moments by Eq. (2) above for any pair of
i and j with i 6= j) and thus when considering the con-
straint of the kth-order moments, there are Ckn (the num-
ber of combinations of k nodes from n possible choices)
number of constraints of kth-order moments being con-
sidered. Finally, the mth-order probability distribution
is obtained from the following equation,
Pm(Ω) =
1
Z
exp
(
m∑
k=1
n∑
i1<···<ik
Ji1···ikσi1 · · ·σik
)
, (4)
where, following the terminology of statistical physics,
Ji1···ik is called the kth-order effective interaction (2 ≤
k ≤ m), i.e., the Lagrange multiplier corresponding to
the constraint of the kth-order moment 〈σi1 · · ·σik 〉, and
the partition function, Z, is a normalization factor. Eq.
(4) is referred to as the mth-order MEP distribution. In
practice, one can utilize an iterative scaling algorithm
(see Appendix A for details) to numerically solve the
above MEP optimization problem to obtain the effective
interactions and thus the probability distribution in Eq.
(4). Here, for a network of size n, Pn(Ω) is referred to
as the full-order MEP distribution subject to moments
of all orders.
RESULTS
The results are organized as follows. We begin by
demonstrating that there is a wide range of dynamical
regimes where the neuronal network dynamics is asyn-
chronous. Then, we show that the probability distribu-
tion of network states measured from a short-time record-
ing (data recorded from the HH network dynamics with
short simulation time) cannot capture many network ac-
tivity states, and thus differs from the probability dis-
tribution of network states measured from a long-time
recording. Note that we have verified that the HH net-
work dynamics in a long simulation time of 1.2 × 105 s
reaches the steady state; therefore, the probability distri-
bution of network states measured from this long record-
ing can well represent the true probability distribution of
network states.
We next show that there exists a one-to-one mapping
between the probability distribution of network states
and the corresponding moments of the network. Then,
we combine this mapping with the full-order MEP dis-
tribution to show that there exists a one-to-one map-
ping between all effective interactions and the probabil-
ity distribution of network states. Using these mappings,
we further demonstrate that high-order effective interac-
tions are small in asynchronous networks; thus, to ac-
curately estimate the probability distribution of network
states, one may only require accurate estimation of the
low-order effective interactions. Finally, we make use of
low-order moments measured in short-time recordings to
estimate low-order effective interactions and show that
the obtained probability distribution from the low-order
MEP analysis agrees well with the probability distribu-
tion of network states. This is demonstrated by both
numerical simulations of asynchronous HH neuronal net-
work dynamics and also electrophysiological experiments.
Short-time recordings cannot represent all network
states
In this section, we first use numerical simulation data
from the HH neuronal network dynamics and show that
short-time recordings are often insufficient to accurately
estimate the probability distribution of network states.
4Later, we will also demonstrate this issue using experi-
mental data from electrophysiological measurements.
We simulate a network of 80 excitatory and 20 in-
hibitory HH neurons, with a 20% connection density
among neurons in the network. As physiological exper-
iments can often only measure a subset of neurons, we
randomly select 10% of the neurons in the network (10
neurons) and demonstrate differences in the directly mea-
sured probability distribution between the short and the
long recording. Note that there are typically three dy-
namical regimes for neuronal networks [39]: (i) a highly
fluctuating regime where the input rate, µ, is low (Fig.
1a); (ii) an intermediate regime where µ is moderately
high (Fig. 1b); (iii) a low fluctuating or mean-driven
regime where µ is very high (Fig. 1c). We evolve the HH
neuronal network dynamics and record the spike trains
of all neurons for a duration of 1.2× 105 s, which is suf-
ficiently long to obtain a stable probability distribution
of neuronal firing patterns. We then compare the proba-
bility distribution of network states directly measured in
the short recording of 120 s to that measured in the long
recording. As shown in Fig. 2, the measured probability
distribution of firing patterns in the short recording de-
viates substantially from that in the long recording, for
all three dynamical regimes.
The probability distribution of network states is im-
portant for a complete understanding of the underlying
function of networks [11, 13] despite the fact that a suffi-
cient long-time data recording is often impossible or im-
practical. Thus, it is essential to obtain an accurate es-
timate of the probability distribution of network states
from a short-time recording. To achieve this, we next
study relationships among the probability distribution,
the moments, and the effective interactions in the MEP
distribution and show that, for asynchronous networks,
the second-order MEP analysis gives rise to an accurate
estimate of the probability distribution of network states.
One-to-one mapping between the probability
distribution and the moments
To demonstrate the relationship between the true
probability distribution of network states, Ptrue(Ω), and
the corresponding moments, we introduce several nota-
tions for ease of discussion. First, denote the vector
P(n) = (p
(n)
1 , p
(n)
2 , · · · , p
(n)
2n )
T as the vector containing
the probability distribution of the network states for
a network of n nodes, and denote the vector M(n) =
(m
(n)
1 ,m
(n)
2 , · · · ,m
(n)
2n )
T as the vector containing all mo-
ments of the network. We arrange the entries in P(n) and
M(n) as follows. For an example network of size n = 2,
we assign values to the ith entry by expressing i−1 using
the base-2 number system with total n = 2 digits, i.e.,
i Ei = e2e1 p
(2)
i
m
(2)
i
1 00 P00 1
2 01 P10 〈σ1〉
3 10 P01 〈σ2〉
4 11 P11 〈σ1σ2〉
TABLE I: Table of entries for building the vectors P(n)
and M(n) for an example network of n = 2 nodes.
Ei = e2e1, where Ei represents the combined state of the
two nodes in the network, e1 and e2 (e.g., 00 corresponds
to both nodes being inactive), as shown in the second
column of Table I. Then, for each i, denote the proba-
bility of the network state (σ1 = e1, σ2 = e2) as p
(2)
i , as
shown in the third column of Table I. In neuroscience, the
vector P00 represents the probability of finding both two
neurons in the quiet state, P10 (P01) represents the prob-
ability of the first (second) neuron in the active state and
the second (first) neuron in the silent state, and P11 rep-
resents the probability of both neurons in the active state.
The entries in the vectorM(2) are arranged similarly, i.e.,
m
(2)
i is the expectation of (σ1)
e1(σ2)
e2 , as shown in the
fourth column of Table I.
For illustration, we show that, for a network of n = 2
nodes, there is a full-rank matrix, U
(2)
PM, that transforms
from the probability distribution to moments. From Eqs.
(1) and (2), the expectation of σ1, σ2, and σ1σ2 can be
obtained by summing the probabilities in which those
nodes are active, leading to the following system


1 1 1 1
0 1 0 1
0 0 1 1
0 0 0 1




P00
P10
P01
P11

 =


1
〈σ1〉
〈σ2〉
〈σ1σ2〉

 , (5)
i.e., U
(2)
PMP
(2) = M(2). Clearly, from Eq. (5), U
(2)
PM is
upper-triangular and of full rank.
The above analysis can be extended to a network of any
size n. For each integer i, 1 ≤ i ≤ 2n, we can similarly ex-
press i−1 by the base-2 number system with n digits, de-
noted by Ei = enen−1 · · · e2e1. Then, write the probabil-
ity of the network state (σ1 = e1, σ2 = e2, · · · , σn = en),
denoted as p
(n)
i , and the moment i.e., the expectation
of (σ1)
e1(σ2)
e2 · · · (σn−1)
en−1(σn)
en , denoted as m
(n)
i , as
follows
P(n) =


P00···0
P10···0
P01···0
P11···0
...
P01···1
P11···1


, M(n) =


1
〈σ1〉
〈σ2〉
〈σ1σ2〉
...〈∏n
j=2 σj
〉
〈
σ1
∏n
j=2 σj
〉


. (6)
We prove that there is a full-rank matrix, U
(n)
PM, that
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FIG. 1: Raster plots for the HH neuronal network in three different dynamical regimes. Raster plots of
10 randomly selected neurons for each case are shown. A short bar indicates that the neuron with certain index fires
at certain time. The coupling strength is selected at random from the uniform distribution of the interval [0, s],
where s = 0.071ms−1 (the corresponding physiological excitatory postsynaptic potential is ∼ 1mV). The Poisson
input parameters for in (a), (b), and (c) are (µ = 0.6ms−1, f = 0.05ms−1), (µ = 1.1ms−1, f = 0.04ms−1) and
(µ = 2.5ms−1, f = 0.03ms−1), respectively.
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FIG. 2: Measured probability distributions for short-time recordings compared with long-time
recordings. The frequency of each firing state measured from the short-time recording of network dynamics (120 s)
is plotted against the frequency measured from the long-time recording of network dynamics (1.2× 105 s). Data for
these three cases are from three dynamical regimes shown (the same 10 selected neurons in each case) in Fig. 1,
respectively.
transforms from P(n) to M(n) as
U
(n)
PMP
(n) =M(n), (7)
where U
(n)
PM is upper-triangular and of full rank (see Ap-
pendix C for details).
Therefore, all moments, which are shown in the en-
tries of M(n), can be used to describe the probability
distribution of network states for a network of n nodes
with binary dynamics. As the full-order MEP distri-
bution, Pn(Ω), is subject to all moments, Pn(Ω) and
Ptrue(Ω) share the same moments for a sufficiently long-
time recording, i.e., M(n) in Eq. (7). Since U
(n)
PM is of
full rank, Pn(Ω) is identical to Ptrue(Ω).
By directly substituting Ptrue(Ω) into the full-order
MEP analysis, we develop a relationship between effec-
tive interactions and the probability distribution, as dis-
cussed in the next section.
One-to-one mapping between effective interactions
and the probability distribution
To demonstrate the relationship between effec-
tive interactions and the true probability distribu-
tion of network states, we substitute all 2n states of
Ω = (σ1, σ2, · · · , σn) and the probability distribution,
Ptrue(Ω), into Eq. (4) with m = n, and then take the
logarithm of both sides. This results in a system of lin-
ear equations in terms of − logZ and all the effective
interactions,
− logZ +
n∑
k=1
n∑
i1<···<ik
Ji1···ikσi1 · · ·σik = logPtrue(Ω),
(8)
where − logZ can be regarded as the zeroth-order ef-
fective interaction, J0. By solving the system of linear
6equations in Eq. (8), we can obtain all the 2n effective
interactions, J ’s, in terms of the true probability distri-
bution of network states, Ptrue(Ω).
We again turn to the small network case of n = 2 nodes
to demonstrate how to obtain a one-to-one mapping from
the linear system described by Eq. (8). First, denote
the vector J(2) as the vector containing all the effective
interactions, with the index of each effective interaction,
i. We then express i − 1 by the base-2 number system
with total n = 2 digits, denoted by Ei = e2e1, and the
ith entry of J(2) is the coefficient of the term (σ1)
e1(σ2)
e2
in Eq. (8), yielding J(2) = (J0, J1, J2, J12)
T . Since the
ordering of the indices for J(2) is the same as that of
P(2), then the right hand side of Eq. (8) is simply the
logarithm of the vector P(2). Therefore, for a network of
n = 2 nodes, we have the following equation


1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1




J0
J1
J2
J12

 =


logP00
logP10
logP01
logP11

 . (9)
The above relation can be extended to a network of
any size n and the corresponding linear equations are as
follows
L
(n)
JP J
(n) = logP(n), (10)
where L
(n)
JP is a lower-triangular matrix with dimension
2n × 2n. For 1 ≤ i ≤ 2n, we can similarly express i − 1
by the base-2 number system with n digits, denoted by
Ei = enen−1 · · · e2e1. Then, the ith entry of J
(n) is the
coefficient of the term (σ1)
e1(σ2)
e2 · · · (σn−1)
en−1(σn)
en
in Eq. (8). To show the linear transform between the
effective interactions in the full-order MEP distribution
J(n) and the probability distribution of network states
P(n) is a one-to-one mapping, one needs to demonstrate
that L
(n)
JP is a matrix of full rank. Similarly, as the proof
of the one-to-one mapping between the probability dis-
tribution and the moments, we can show that L
(n)
JP is the
transpose of U
(n)
PM, i.e., L
(n)
JP =
(
U
(n)
PM
)T
by mathemat-
ical induction. Therefore, L
(n)
JP is lower-triangular and
full-rank, and one can use effective interactions to char-
acterize the probability distribution of network states for
a network of nodes with binary dynamics.
High-order effective interactions are small for
asynchronous networks
Using the mapping between the probability distribu-
tion and effective interactions, we show that there is a
recursive relationship among different orders of the effec-
tive interactions, where high-order effective interactions
are weak compared with low-order ones in asynchronous
networks. For illustration, we first discuss the case of a
network with size n = 2. Based on Eq. (9), we have
J0 = logP00, J1 = log
P10
P00
, J2 = log
P01
P00
,
and
J12 = log
P11
P01
− log
P10
P00
.
Next, we define a new term
J11 , log
P11
P01
,
which describes the case in which the state of the second
node in the network is changed from inactive (state 0) to
active (state 1) (i.e., in J1, P10 → P11 and P00 → P01).
Note that with this notation, we can now express the
higher-order effective interaction, J12, as
J12 = J
1
1 − J1.
For a network of any size n, based on Eq. (10), we obtain
an expression for the first-order effective interaction
J1 = log
P10···0
P00···0
(11)
and for the second-order effective interaction
J12 = log
P110···0
P010···0
− log
P10···0
P00···0
. (12)
Then, the second-order effective interaction, J12, can be
equivalently obtained by the following procedure: First,
in J1 = log(P10···0/P00···0), we switch the state of the
second node from 0 to 1 to obtain a new term J11 =
log(P110···0/P010···0). Then, note that if we subtract J1
from J11 , we arrive at J12 as described in Eq. (12). The
above notation can be extended to the case of high-order
effective interactions (see Appendix D for a proof):
J12···(k+1) = J
1
12···k − J12···k, (13)
where 1 ≤ k ≤ n − 1 and J112···k is obtained by switch-
ing the state of the (k + 1)st node in J12···k from 0 to 1.
Next, we intuitively explain that the recursive structure
(Eq. (13)) leads to the hierarchy of effective interactions,
i.e., high-order effective interactions are much smaller
than low-order ones for asynchronous networks. J12···k
describes the effective interaction of the sub-network of
neurons {1, 2, 3, ..., k} when the state of the (k+1)st neu-
ron and states of neurons with indices {k+2, k+3, ..., n}
are inactive. The term, J112···k, describes the case in which
the (k+1)st neuron becomes active and states of all other
neurons are not changed. For an asynchronous network,
the cortical interactions between neurons are relatively
weak, therefore, the effect on the change of network dy-
namics from the case when the (k + 1)st neuron is silent
to the case when the (k + 1)st neuron is active should
be small. In other words, the value difference between
7the effective interaction of the sub-network where the
(k+1)st neuron is inactive, J12···k, and the effective inter-
action when the (k+1)st neuron is active, J112···k, should
be small, and thus the higher-order effective interaction,
J12···(k+1), is much smaller than the low-order effective
interaction, J12···k. Note that more strict mathematical
proof of the hierarchy of effective interactions in an asyn-
chronous network can be seen in our previous work [36].
Therefore, the recursive relation in Eq. (13) leads to a
hierarchy of effective interactions, i.e., low-order effective
interactions dominate higher-order effective interactions
in the MEP analysis.
Next, we investigate the HH neuronal network dynam-
ics to confirm that the first two-order effective interac-
tions in the full-order MEP distribution dominate higher-
order effective interactions. We evolve HH networks in a
long-time simulation of 1.2×105 s and measure the prob-
ability distribution of network states. We have verified
that the HH network dynamics in such a long simulation
time reaches the steady state, therefore, the measured
probability distribution of network states can well repre-
sent the true probability distribution of network states.
We then calculate effective interactions in the full-order
MEP distribution by Eq. (10) from the measured prob-
ability distribution of network states. In Fig. 3, the
average strength of the kth-order effective interactions
is computed as the mean of the absolute value of the
kth-order effective interactions. It can clearly be seen
that for three different dynamical regimes, the average
strength of effective interactions of high-orders (≥ 3) are
at least one order of magnitude smaller (in the absolute
value) than that of the first-order and the second-order
effective interactions.
Low-order MEP analysis with short-time recordings
Using the mappings described in the previous sections,
we show that the low-order MEP analysis can provide
an accurate estimate of the probability distribution of
network states with a short-time recording.
First, note that in a short recording of an asynchronous
network, the probability of observing a highly-active
state (one in which many nodes are active simultane-
ously) is usually too small to be measured accurately.
Thus, the probability distribution of network states mea-
sured from the short-time recording cannot capture many
network activity states as observed in the long-time
recordings (e.g., shown in Fig. 2). Note that the mapping
between the probability distribution and effective inter-
actions, i.e., the lower-triangular matrix L
(n)
JP , suggests
that the probability of a highly-active state consists of the
summation of many effective interactions. For example,
in a small network of n = 2 nodes, the probability of the
highly-active state, P (σ1 = 1, σ2 = 1), can be obtained
from Eq. (9) by: logP11 = J0+J1+J2+J12. Therefore,
to obtain an accurate estimation of such highly-active
states, it is important to obtain an accurate estimation
of the summation of the effective interactions.
For asynchronous networks, since high-order effective
interactions are small (e.g., shown in Fig. 3), the sum-
mation in the probability of a highly-active state will be
dominated by low-order effective interactions. Note that
low-order effective interactions can be derived from low-
order moments through an iterative scaling algorithm
(see Appendix A for details) in the MEP analysis, and
thus an accurate estimation of low-order moments is es-
sential. The mapping between the probability distribu-
tion of network states and corresponding moments of the
network, i.e., the upper triangular matrixU
(n)
PM (Eq. (5)),
shows that low-order moments consist of the summation
of probabilities of many network activity states. For ex-
ample, in a network of n nodes, the first-order moment
of node 1 is the summation of network state probabil-
ities where node 1 is active (number of 2n−1 states in
total from low-active states to highly-active states), that
is 〈σ1〉 = P10···0 + P11···0 + · · · + P11···1. Note that low-
active states occurs frequently in an asynchronous net-
work; therefore, the summation in low-order moments
is dominated by probabilities of these low-active states
which can be accurately measured from a short-time
recording, leading to good estimation of low-order mo-
ments. In addition, we point out that the estimation
error in low-order moments can be further reduced due
to linear summations. Therefore, one can accurately es-
timate the low-order moments and perform the low-order
MEP analysis in a short-time data recording of network
dynamics. It is expected that the low-order MEP distri-
bution provides a good estimate of the probability distri-
bution of network states.
In summary, the low-order MEP distribution can be
obtained by the following procedure: First, calculate low-
order moments from the experimental short-time record-
ing using Eqs. (1) and (2) for the first-order and the
second-order moments, respectively. Second, the low-
order MEP analysis (with constraints of low-order mo-
ments) is carried out using the iterative scaling algorithm
(see Appendix A for details) to derive the low-order ef-
fective interactions with all higher-order effective inter-
actions set to zero. This determines J(n) in Eq. (10),
except for J0. Third, express the probability distribu-
tion, P(n), as a function of J0 using Eq. (10). Finally,
determine J0 by constraining the summation of all prob-
abilities to equal one. Once all the low-order effective
interactions are determined, Eq (4) is used to determine
the low-order MEP distribution, e.g., P1(Ω) and P2(Ω)
represents for the first-order and the second-order MEP
distribution, respectively.
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FIG. 3: Hierarchy of effective interactions in the MEP analysis in three dynamical regimes. Mean
absolute values of effective interactions from the first-order to the fourth-order for three different dynamical regimes
(shown in Fig. 1) are plotted, with the standard deviation indicated by the error bar. Data for these three cases are
collected from the three experiments (the same 10 selected neurons in each case) in Fig. 1, respectively, with a long
recording time of 1.2× 105 s.
Verification for the MEP analysis with short-time
recordings by HH neuronal network model
In this section, we use data from the HH neuronal net-
work model to verify that low-order MEP analysis can
accurately estimate the probability distribution of net-
work states from short-time recordings using the proce-
dure described in the previous section.
We first evolve the HH neuronal network model with
a short simulation time of 120 s and record the spike
trains of the network. Then we estimate the first-order
and the second-order moments from this short recording
and use these two-order moments to estimate both the
first-order and the second-order MEP distributions (Eq.
(4)). Finally, we compare the MEP distributions to the
probability distribution of network states measured from
the long recording of 1.2 × 105 s. As shown in Fig. 4,
for all three dynamical regimes, the probability distri-
bution of the first-order MEP analysis, P1 (green), de-
viates substantially from the measured probability dis-
tribution of network states in the long recording. The
probability distribution of the second-order MEP anal-
ysis, P2 (blue), however, is in excellent agreement with
the measured probability distribution of network states
in the long recording. These results indicate that the
low-order, i.e., second-order, MEP analysis provides an
efficient method to obtain the probability distribution of
network states with short recordings.
Verification for the MEP analysis with short-time
recordings by electrophysiological experiments
In general, it is difficult to obtain a stationary long-
time recording of spike trains from the brain of an awake
animal in vivo. To verify the validity of the MEP anal-
ysis on short recordings, we use the electrophysiologi-
cal experimental data recorded by multi-electrode array
from V1 in anesthetized macaque monkeys in multiple
trials. For each trial, an image stimulus was shown on
the screen for 100ms, followed by a 200ms uniform gray
screen [5, 14]. The number of different images is 956
in total and images are presented in pseudo-random or-
der with each presented 20 times. Experimental details
can be found in Appendix E. Here, we focus on the is-
sue of whether the second-order MEP analysis from a
short recording can accurately estimate the probability
distribution of neuronal firing patterns in a long record-
ing. Note that the presenting duration for each image is
only 2 s, which is too short for the recorded spike trains
to have a stable probability distribution. As an alterna-
tive, we put the spike trains recorded during the uniform
gray screen (200ms in each trial) altogether to obtain a
long recording of 3824 s. We have verified that the spike
trains in such a long recording has a stable probability
distribution. For a short recording, we randomly select
5% length of the long recording, i.e., 191.2 s, and also
verified that the probability distribution in such a short
recording is quite different from that in the long record-
ing. To perform the MEP analysis, we randomly selected
eight neurons’ spike train data from experimental mea-
surements.
As shown in Fig. 5a, these eight neurons are in an
asynchronous state. We then calculate effective interac-
tions in the full-order MEP distribution by Eq. (10) using
the measured probability distribution of network states
from the long recording of 3824 s. In Fig. 5b, the average
strength of the kth-order effective interactions is com-
puted as the mean of the absolute value of the kth-order
effective interactions. It can be seen clearly that the aver-
age strength of effective interactions of high-orders (≥ 3)
are almost one order of magnitude smaller (in the abso-
lute value) than that of the first-order and the second-
order effective interactions. Next, we consider a short
recording of 191.2 s and estimate the first-order and the
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FIG. 4: First-order and second-order MEP distribution in comparison with the probability
distribution of network states. The frequency of each firing state from the distribution of the MEP analysis, P2
(blue) and P1 (green), is plotted against the frequency measured from the long recording (1.2× 10
5 s). Data for three
different dynamical regimes (shown in Fig. 1) are collected from the three experiments (the same 10 selected neurons
in each case) in Fig. 1, respectively. Here, the MEP analysis is performed with a short recording (1.2× 102 s).
second-order moments from this short recording and use
these moments to estimate the second-order MEP distri-
butions (Eq. (4)). As shown in Fig.5c, the probability
distribution estimated by the second-order MEP analysis
is in excellent agreement with the measured probability
distribution of network states in the long recording. How-
ever, the probability distribution measured in the short
recording clearly deviates from the probability distribu-
tion measured in the long recording.
DISCUSSION
The second-order MEP analysis has been used to in-
fer the probability distribution of network states under
various conditions, such as under spontaneous activity of
neuronal networks [27, 34] or visual input [25]. Since the
second-order MEP distribution can be obtained by max-
imizing the Shannon entropy with measured constraints
of only the first-order and the second-order moments,
the curse of dimensionality is circumvented and an accu-
rate estimation of the probability distribution of network
states is provided. A series of works have been initi-
ated to address various aspects of this approach, includ-
ing explorations of fast algorithms [2, 19], the inference
of spatial-temporal correlations [16, 18, 28, 34, 37], and
the characterization of network functional connectivity
[1, 6, 9, 21, 35, 38].
In addition to spiking neuronal networks [25], the MEP
analysis has been applied to analyzing various types of bi-
nary data. These applications include, for example, func-
tional magnetic resonance imaging data [35], in which
each brain region is considered to be either active or
silent, and stock market data [3], in which the price of
each stock is considered to be either increasing or not.
However, for all these binary data, long-time recordings
are often impractical to be obtained.
In this work, we begin by showing that there exist in-
vertible linear transforms among the probability distri-
bution of network states, the moments, and the effective
interactions in the MEP analysis for a general network of
nodes with binary dynamics. Based on these transforms,
we show that the second-order MEP analysis gives rise
to an accurate estimate of the probability distribution of
network states with a short-time recording. Finally, using
data from both simulated HH neuronal network model
and the electrophysiological experiment, we demonstrate
the good performance of the second-order MEP analysis
with short recordings. Therefore, the applicability of the
second-order MEP analysis in practical situations could
be significantly improved.
Finally, we point out that there are also some lim-
itations on low-order MEP analysis. First, low-order
MEP analysis is often insufficient to accurately recon-
struct the probability distribution of network states in
synchronized networks since the high-order effective in-
teractions in such cases are often not small [36]. Second,
as both the order of moment constraints and the network
size, n, increase, the existing algorithms to estimate ef-
fective interactions for a large network become very slow
[19, 26]. Because the number all network states, i.e., 2n,
is too large when n is a large number, the existing algo-
rithms estimate moments of the MEP distribution using
Monte Carlo sampling or its variants from the MEP dis-
tribution, which are often very slow when the dimension
of the distribution is high [19, 26]. Therefore, how to effi-
ciently characterize the statistical properties of strongly-
correlated, e.g., nearly synchronized, network dynamics
and how to develop fast numerical algorithms for the ap-
plication of the MEP analysis in large-scale networks re-
main interesting and challenging issues for future studies.
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FIG. 5: Electrophysiological verification for the second-order MEP analysis with short-time
recordings. Spike trains of randomly selected eight neurons are recorded from V1 in anesthetized macaque
monkeys (see Appendix E). (a) A short bar indicates that the neuron with certain index fires at certain time. (b)
Mean absolute values of effective interactions from the first-order to the fourth-order are plotted, with the standard
deviation indicated by the error bar, computed by the long recording of 3824 s. (c) The frequency of each firing state
from the distribution measured in the short recording of 191.2 s (magenta) and the distribution of the second order
MEP analysis, P2 (blue), is plotted against the frequency measured from the long recording of 3824 s.
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Appendix A: The iterative scaling algorithm
We briefly describe the widely-used numerical algo-
rithm for the estimation of effective interactions from mo-
ments. More details about this algorithm can be found
in Ref. [34]. For illustration, we present the procedure
to obtain the second-order MEP distribution, P2(Ω).
The interactions are initialized by: Ji = 〈σi〉P (Ω) and
Jij = 〈σiσj〉P (Ω), where 〈·〉P (Ω) denotes the expectation
with respect to the measured probability distribution of
network states in data recording, P (Ω). The expected
values of the individual means 〈σi〉P2(Ω) and pairwise
correlations 〈σiσj〉P2(Ω) with respect to the second-order
MEP distribution P2(Ω) can be determined by
〈σi〉P2(Ω) ≡
2n∑
l=1
σi(Ωl)P2(Ωl),
〈σiσj〉P2(Ω) ≡
2n∑
l=1
σi(Ωl)σj(Ωl)P2(Ωl),
where σi(Ωl) is the state of the ith node in the network
state Ωl. To improve the agreement between 〈σi〉P2(Ω),
〈σiσj〉P2(Ω) and 〈σi〉P (Ω), 〈σiσj〉P (Ω), the values of Ji and
Jij are adjusted by an iterative procedure:
Jnewi = J
old
i + αsign
(
〈σi〉P (Ω)
)
log
〈σi〉P (Ω)
〈σi〉P2(Ω)
,
Jnewij = J
old
ij + αsign
(
〈σiσj〉P (Ω)
)
log
〈σiσj〉P (Ω)
〈σiσj〉P2(Ω)
,
where the constant α is used to maintain the stability of
the iteration. We use α = 0.75 as in Ref. [34].
Appendix B: The Hodgkin-Huxley neuron model
The HHmodel is described as follows. The dynamics of
the membrane potential of the ith neuron, Vi, is governed
by [32, 33]
C
dVi
dt
= INa + IK + IL + I
input
i ,
INa = −(Vi − VNa)GNahim
3
i ,
IK = −(Vi − VK)GKn
4
i ,
IL = −(Vi − VL)GL,
with
dXi
dt
= (1 −Xi)αX(Vi)−XiβX(Vi), (B1)
where the gating variable X = m, n, h and
αn(Vi) =
0.1− 0.01Vi
exp(1− 0.1Vi)− 1
, βn(Vi) =
5
40
exp(−Vi/80),
αm(Vi) =
2.5− 0.1Vi
exp(2.5− 0.1Vi)− 1
, βm(Vi) = 4 exp (−Vi/18),
αh(Vi) = 0.07 exp(−Vi/20), βh(Vi) =
1
exp(3 − 0.1Vi) + 1
.
11
The current I inputi describes inputs to the ith neuron
coming from the external drive of the network, as well
as interactions between neurons in the network, I inputi =
IEi +I
I
i with I
E
i = −(Vi−V
E
G )G
E
i and I
I
i = −(Vi−V
I
G)G
I
i,
where IEi and I
I
i are excitatory and inhibitory input cur-
rents, respectively, and V EG and V
I
G are their correspond-
ing reversal potentials. The dynamics of the conduc-
tance, GQi , for Q = E, I are described as follows,
dGQi
dt
= −
GQi
σQG
+HQi ,
dHQi
dt
= −
HQi
σQH
+
∑
k
FQi δ(t− T
F
i,k) +
∑
j 6=i
Cijg(V
pre
j ),
with g(V prej ) = 1/
(
1 + exp(−(V prej − 85)/2)
)
, where FQi
is the strength of the external Poisson input of rate µi
to neuron i with TFi,k being the time of the kth input
event. We use FEi = f , F
I
i = 0, µi = µ for all the
neurons in our simulation. The parameter Cij describes
the coupling strength from the jth presynaptic neuron
to the ith neuron, and V prej is the membrane potential
of the jth presynaptic neuron. The adjacency matrix,
W = (wij), describes the neuronal network connectivity
structure and Cij = wijC
QiQj , where Qi, Qj is chosen as
E or I, indicating the neuron type of the ith neuron and
the jth neuron (CQiQj is one of CEE, CEI, CIE, CII).
The value wij = 1 if there is a directed coupling from the
jth presynaptic neuron to the ith postsynaptic neuron
and wij = 0 otherwise.
In this study, the values of parameters in the above
conductance equations are chosen as: VNa = 115mV,
VK = −12mV, VL = 10.6mV (the resting potential
of a neuron is set to 0mV), GNa = 120mS · cm
−2,
GK = 36mS · cm
−2, GL = 0.3mS · cm
−2, the membrane
capacity C = 1µF · cm−2, V EG = 65mV, V
I
G = −15mV,
σEG = 0.5ms, σ
E
H = 3.0ms, σ
I
G = 0.5ms, and σ
I
H =
7.0ms. We keep the Poisson input parameters fixed dur-
ing each single simulation.
In our numerical simulation, an explicit fourth order
Runge-Kutta method is used [32, 33] with time step
∼ 0.03ms. The spike train data were obtained with a
sufficiently high sampling rate, e.g., 2 kHz.
Appendix C: Proof of one-to-one mapping between
the probability distribution and moments
We prove that there exists a full-rank matrixU
(n)
PM that
transforms from P(n) to M(n), i.e.,
U
(n)
PMP
(n) =M(n), (C1)
for a network of any size n. As an illustration with a
network of n = 2 nodes, the expectation of σ1, σ2, σ1σ2
can be obtained by

1 1 1 1
0 1 0 1
0 0 1 1
0 0 0 1




P00
P10
P01
P11

 =


1
〈σ1〉
〈σ2〉
〈σ1σ2〉

 , (C2)
i.e., U
(2)
PMP
(2) = M(2). Clearly, from Eq. (C2), U
(2)
PM
is of full rank. We now prove the above result for any
n by mathematical induction. Suppose U
(k)
PM is of full
rank. Then P(k+1) and M(k+1) can be decomposed into
two parts with equal length of 2k and U
(k+1)
PM can be
decomposed into four sub-matrices with the dimension
of each sub-matrix being 2k × 2k as follows:[
U
(k+1)
11 U
(k+1)
12
U
(k+1)
21 U
(k+1)
22
][
P
(k+1)
1
P
(k+1)
2
]
=
[
M
(k+1)
1
M
(k+1)
2
]
,
where
P
(k+1)
1 =


P000···000
P100···000
P010···000
P110···000
...
P111···110


, P
(k+1)
2 =


P000···001
P100···001
P010···001
P110···001
...
P111···111


.
The expression of M
(k+1)
1 is the same as the expression
ofM(k) in Eq. (6), i.e.,M
(k+1)
1 =M
(k), andM
(k+1)
2 can
be expressed as follows,
M
(k+1)
2 =


〈1 · σk+1〉
〈σ1σk+1〉
〈σ2σk+1〉
〈σ1σ2σk+1〉
...〈
σ2
∏k
j=3 σjσk+1
〉
〈
σ1σ2
∏k
j=3 σjσk+1
〉


.
In the representation of the base-2 number system of k+
1 digits, the first digit of the representation of i − 1,
indicating the state of node k + 1, is 0 for 1 ≤ i ≤ 2k
and 1 for 2k + 1 ≤ i ≤ 2k+1. For any i with 1 ≤ i ≤ 2k,
suppose p
(k)
i is the probability of state (σ1, σ2, · · · , σk),
i.e., Pσ1σ2··· ,σk , then, the ith entry of P
(k+1)
1 and P
(k+1)
2
are Pσ1σ2··· ,σk,0 and Pσ1σ2··· ,σk,1, respectively. Thus, the
states of nodes from the first to the 2kth are all the same
for P(k), P
(k+1)
1 and P
(k+1)
2 . Since M
(k+1)
1 is the same
as M(k), i.e., their expressions only consider nodes from
the first to the 2kth, the contribution from both P
(k+1)
1
and P
(k+1)
2 to M
(k+1)
1 is the same as the contribution
from P(k) to M(k), i.e., U
(k+1)
11 = U
(k)
PM and U
(k+1)
12 =
U
(k)
PM. Since the state of node k + 1 is 0 in all entries of
P
(k+1)
1 , there is no contribution of P
(k+1)
1 toM
(k+1)
2 , i.e.,
U
(k+1)
21 = 0.
12
Similarly, since the state of node k + 1 is 1 in all en-
tries of P
(k+1)
2 , the contribution from P
(k+1)
2 to M
(k+1)
2
only depends on the states of nodes from the first to the
2kth—there is a one-to-one correspondence of each en-
try between P
(k+1)
2 and P
(k), and between M
(k+1)
2 and
M(k) as aforementioned. Thus, U
(k+1)
22 = U
(k)
PM and we
can obtain a recursive relation, that is,
U
(k+1)
PM =
[
U
(k)
PM U
(k)
PM
0(k) U
(k)
PM
]
, (C3)
where 0(k) is the zero matrix with dimension 2k × 2k.
Thus, U
(k+1)
PM is also a matrix of full rank. By induction,
U
(n)
PM is of full rank for any n.
Appendix D: Proof of the recursive relation among
effective interactions
For a network of n nodes, we prove the following recur-
sive relation in the full-order MEP analysis using math-
ematical induction:
J12···(k+1) = J
1
12···k − J12···k, (D1)
where the term J112...k is obtained from the kth order
effective interaction J12...k by changing the state of the
(k + 1)st node in it.
From the mapping between effective interactions and
the probability distribution (Eq. (10)), it can be seen
that the effective interactions is simply a linear combina-
tion of logarithm of the probability distribution. To ex-
press this explicitly, we first introduce the notation H lm
as
H lm =
∑
Ω∈Λlm
logP (Ω), (D2)
where Λlm = {(σ1, σ2, · · · , σn)|
∑m
i=1 σi = l;σj = 0,m <
j ≤ n}, 0 ≤ l ≤ m ≤ n.
We then show that if the kth-order (1 ≤ k ≤ n) effec-
tive interaction, J12···k, can be expressed as
J12···k =
k∑
i=0
(−1)k−iHik, (D3)
Eq. (D1) is also valid as follows. For 1 ≤ i ≤ k, there are
i nodes out of k + 1 nodes active in the states described
by Hik+1 of Λ
i
k+1. For 0 < i < k + 1, we can split H
i
k+1
into two terms, one is Hik, where the (k + 1)st node is
inactive, the other term is W i−1k ≡ H
i
k+1 − H
i
k, where
the (k+1)st node is active. We also define W kk ≡ H
k+1
k+1 .
From Eq. (D3), we have
J12···(k+1) =
k+1∑
i=0
(−1)k+1−iHik+1.
By using Hik+1 =W
i−1
k +H
i
k and H
0
k+1 = H
0
k , we have
J12···(k+1) = H
k+1
k+1 +
k∑
i=1
(−1)k+1−i(W i−1k +H
i
k)− (−1)
kH0k+1
=W kk +
k∑
i=1
(−1)k+1−iW i−1k − (−1)
kH0k+1 −
k∑
i=1
(−1)k−iHik
=
k∑
i=0
(−1)k−iW ik −
k∑
i=0
(−1)k−iHik
= J112···k − J12···k,
where J112···k is the quantity which switches the state of
the (k + 1)st node in the kth-order effective interaction
J12...k from inactive to active. Therefore, the recursive
relation (Eq. (D1)) is proved if Eq. (D3) is valid for
1 ≤ k ≤ n.
We next prove the validity of Eq. (D3) by mathemati-
cal induction as follows. For k = 1, as shown in Eq. (11)
in the main text, we have
J1 = log
P10···0
P00···0
= H11 −H
0
1 .
Therefore, Eq. (D3) is valid when k = 1. Now, we as-
sume Eq. (D3) is valid for k ≤ K.
We next want to prove that Eq. (D3) holds for k =
K + 1. We begin by show that an arbitrary gth-order
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(g ≤ K) effective interaction Ji1···ig can be expressed as
follows:
Ji1···ig =
g∑
i=0
(−1)g−iHiAg , g ≤ K (D4)
where Ag = {i1, · · · , ig},
H lAg =
∑
Ω∈Λl
Ag
logP (Ω),
and ΛlAg = {(σi1 , σi2 , · · · , σin)|
∑
ij∈Ag
σij = l;σij =
0, g < j ≤ n}. To show the validity of Eq. (D4), we
can permute the neuronal indexes from {1, 2, · · · , n} to
{i1, i2, · · · , in} by the mapping j → ij for 1 ≤ j ≤ n.
Since Eq. (D3) is valid for g ≤ K by assumption, Eq.
(D4) is also valid.
Next, we study the relation between J12···(K+1) and
the effective interactions whose orders are smaller than
K +1. By substituting Ω = (1, 1, · · · , 1, 0, · · · , 0) (nodes
from 1 to K + 1 are active and nodes from K + 2 to n
are inactive) into the full-order MEP analysis, we obtain
J12···(K+1) +
K∑
g=1
K+1∑
i1<···<ig
Ji1···ig = H
K+1
K+1 −H
0
K+1. (D5)
For g ≤ K, from Eq (D4), by the induction assumption,
we have
K+1∑
i1<···<ig
Ji1···ig =
g∑
i=0
(−1)g−iCg−iK+1−iH
i
K+1, (D6)
where Cg−iK+1−i is the number of the selection of g−i terms
from all the possible K+1− i choices. Since Ji1···ig is the
gth-order effective interaction, as in Eq. (D4), the sign
of the logarithm probability of a state in which there are
i nodes active is (−1)g−i. To consider the coefficient of
HiK+1 in the right hand side of Eq. (D6), we can consider
that for each group of i nodes, how many groups of g
nodes in the left hand side of Eq. (D6) containing these
considered i nodes, where g ≥ i. If there are g nodes
containing the considered i nodes, then, there are only
g − i nodes unknown. These g − i nodes can be chosen
from the group of nodes which belongs to the total K+1
nodes but not the considered i nodes. Therefore, the
choice number of these g − i nodes is Cg−iK+1−i. Then, we
have
J12···(K+1) = H
K+1
K+1−H
0
K+1−
K∑
g=1
g∑
i=0
(−1)g−iCg−iK+1−iH
i
K+1.
(D7)
For K + 1 > l > 0, the coefficient of H lK+1 is
−
K∑
g=l
(−1)g−lCg−lK+1−l = (−1)
K+1−l. (D8)
The coefficient of H0K+1 is
− 1−
K∑
g=1
(−1)gCgK+1 = (−1)
K+1. (D9)
Through Eqs. (D7), (D9) and (D8), we obtain
J12···(K+1) =
K+1∑
i=0
(−1)K+1−iHiK+1. (D10)
That is, Eq. (D3) is valid for k = K + 1. By induction,
we obtain that Eq. (D3) holds for any integer k with
1 ≤ k ≤ n. Therefore, we prove the validity of Eq. (D1).
Appendix E: Electrophysiological experiments
The data were collected in the Laboratory of Adam
Kohn at the Albert Einstein College of Medicine and
downloaded from crcns.org (pvc-8) [14]. These data con-
sist of multi-electrode recordings from V1 in anesthetized
macaque monkeys, while natural images and gratings
were flashed on the screen. Recordings were performed
using the “Utah” electrode array and spike-sorting algo-
rithm was used to determine spike trains corresponding
to each single neuron. Natural images were presented at
two sizes, 3 − 6.7 degrees and windowed to 1 degree, to
quantify surround modulation. All stimuli (956 in total)
were displayed in pseudo-random order for 100ms each,
followed by a 200ms uniform gray screen. Each stimulus
was presented 20 times. Experimental procedures and
stimuli are fully described in Ref. [5].
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