A unified approach to computation of solid and liquid free energy to revisit the solid-fluid equilibrium of Lennard-Jones chains Liquid free energies are computed by integration along a path from a reference system of known free energy, using a strong localization potential. A particular choice of localization pathway is introduced, convenient for use in molecular dynamics codes, and which achieves accurate results without the need to include the identity-swap or relocation Monte Carlo moves used in previous studies. Moreover, an adaptive timestep is introduced to attain the reference system. Furthermore, a center-of-mass correction that is different from previous studies and phase-independent is incorporated. The resulting scheme allows computation of both solid and liquid free energies with only minor differences in simulation protocol. This is used to re-visit solid-liquid equilibrium in a system of short semi-flexible Lennard-Jones chain molecules. The computed melting curve is demonstrated to be consistent with direct co-existence simulations and computed hysteresis loops, provided that an entropic term arising from unsampled solid states is included. C 2015 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Helmholtz free energy F or chemical potential µ calculations are useful in determining the phase behavior of a material and, in particular, phase boundaries.
Various methods exist to calculate the free energy of a model system via computer simulation. For dense solids and liquids, the standard approach is thermodynamic integration (TI) along a path connecting the system of interest (the target system B) to a reference system A of known free energy.
1 The free energy path is realized by varying some parameter λ from λ A (reference system) to λ B (target system) and the free energy difference between the two is obtained by integration
The derivative in Eq.
(1) can be obtained as an ensemble average over a molecular dynamics (MD) or Monte Carlo (MC) simulation, as will be made clear later on. The integral can be evaluated numerically by sampling the integrand at discrete (fixed) values of λ 1,2 and applying quadrature. Alternatively, one can slowly vary lambda λ during a simulation 3, 4 (known as slow growth, single-configuration TI, 5 or adiabatic switching 1,6,7 ), and will be employed in the present work. For solids, λ is taken as a parameter in the Hamiltonian H(λ) such that H(λ A ) is the Einstein crystal and H(λ B ) recovers the Hamiltonian of the target system. 2, 8 In this case, the integrand in Eq. (1) simplifies to ∂F(λ)/∂λ = ⟨∂H(λ)/∂λ⟩,
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with ⟨· · · ⟩ denoting ensemble-averaging. For liquids, λ is traditionally taken as either density ρ or temperature T, and the reference system is reached when sufficiently dilute to be accurately approximated as an ideal gas. Care must be taken to avoid first order phase transitions, requiring a multi-step path to reach high densities. In recent years, alternative TI methods for computing absolute liquid free energies have been proposed which can be considered similar in spirit to the Einstein crystal method. 9, 10 The reference system A consists of particles trapped or confined within potential wells. The parameter λ signifies the strength of the localization potential such that it vanishes at λ B . As one approaches this limit, the atoms/molecules can diffuse freely throughout the liquid. The aforementioned methods only work when extra machinery is employed, such as a complicated update scheme 9 or extra Monte Carlo moves. 10, 11 In this article, we introduce a convenient choice of localization pathway, which does not need extra machinery, and can therefore be implemented with minimal changes to standard molecular dynamics programs. The entire TI process can then be realized in a fashion similar to that advocated by Aragones et al. 12 for solids, using standard molecular dynamics packages.
The remaining part is organized as follows. We discuss our choice of localization potential in Sec. II A, present the free energy expressions for an ideal gas in Sec. II B, liquid in Sec. II C, and solid in Sec. II D, and discuss other implementation considerations in Secs. II E and II F. In Sec. III A, we validate our approach against previous calculations on the LennardJones (LJ) liquid. In Sec. III B, we perform both solid and liquid free energy calculations to obtain the melting curve of a system of Lennard-Jones hexamer chains. This is shown to be consistent with melting temperatures obtained via direct coexistence, leading to identification of errors in previously published work.
II. METHODS

A. Localization potential
Before introducing our method, we discuss two previous localization methods for liquid free energy calculations and issues that arise in their implementation.
In the article by Tyka et al., 9 the localization potential V loc (r) for a particle consists of infinitely ranged harmonic springs which "tether" particles V harm-loc (r, k) = 1 2 kr 2 .
Here, k is the spring constant and r the distance between the particle and the tether. As λ → λ B , particles can diffuse large distances away from their tether sites and the free energy derivative in Eq.
(1) diverges. To address this, a reassignment update scheme is periodically applied during sampling, in which particles are reassigned to the nearest tether site. This update be sufficiently frequent and requires substantial modifications to standard codes. In the article by Schilling and Schmid, 10 the particles are localized by a spherically symmetric potential with a cutoff radius r c,loc ; typically a linear potential with a cutoff equal to twice the diameter of a particle. Beyond this potential well, the particles are unaffected by any localization potential. It was observed 10 that particles are often unable to reach their respective potential well within a reasonable simulation time, and hence the system fails to reach equilibrium. To address this, two MC moves were introduced. Particle swap moves allow a particle far from its potential well to swap identity with another particle that is within the basin of attraction of the original particle. Particle relocation moves update the position of a single particle accelerating exploration of configuration space. In a follow-up article, Berryman and Schilling 11 eliminate the relocation MC move, by introducing a "guide" Hamiltonian with extra parameters, thereby utilizing the method for more complex constituents: water molecules and ions. The function form of the spring has been changed too, by introducing a parabolic potential till 1 Å so that numerical instabilities are avoided when using MD simulations.
Both methods require extra machinery, which we try to avoid. We therefore propose an alternative localization potential, which is periodic in the same dimensions as the simulation supercell, see Fig. 1 . Periodic boundary conditions are often employed for simulating a bulk liquid, usually a cubic box with sides of length L α = L (the superscript α denotes the component of the associated vector along one of the d Cartesian coordinates). The periodic nature of the localization potential V loc is established by using the minimum image convention (MIC),
where r is the position of the particle, r 0 is its tethering point, and the integer vector n is chosen such that the distance between the particle and its tethering point is minimal (i.e., the MIC). We will omit the identifier "MIC" and use only "loc" if no distinction need to be made between the various localization potentials. The potential is easily generalized to systems with other boundary conditions, by using the MIC for the boundaries that are periodic. One may apply this periodicity to any monotonically increasing potential. For example, one may want to employ a tapering or switching function 13 to smooth out the discontinuity at the edge of the simulation box. However, we found this to be unnecessary and harmonic (spring) tethers sufficient.
The Hamiltonian incorporating this potential is written as
with
H 0 is the original Hamiltonian for the model of interest. For simplicity, the same spring constant (k = λ) is taken for each of the N particles, but this is not mandatory. This choice is similar to that of Tyka et al.; 9 however, for a cubic box, the particles are never further away than half the largest diagonal of the simulation box, √ dL/2, from the nearest image of the tethering point of our potential, which alleviates the need for a reassignment update scheme. This is apparent in Fig. 2 , where the spring energy is displayed for both a ideal harmonic spring and a MIC spring. While the energy of the former does not decay for very small spring constants k, the energy of the latter does.
In contrast to the scheme of Berryman and Schilling, 11 our particles are always weakly attracted to their tether site for any nonzero λ regardless of position, such that no guide Hamil-FIG. 1. Illustration of the periodic localization (MIC) potential, that we advocate to use. Left: particle spring potential V MIC-loc (x) along one axis with a tethering point at the middle of a cubic box with periodic boundary conditions and side length L, for several spring constants k (dashed-dotted, dashed and solid line). Right: particles in a box attached to MIC springs, again for several k. Arrows point towards increasing k and hence increasing localization.
FIG. 2.
Main: normalized localization (spring) energy ⟨H loc ⟩ vs spring constant k for N = 256 LJ particles at T = 2 and ρ = 0.8 in the liquid phase. The simulation data are smoothed to see the moving average clearer. The area under each curve is a measure of the free energy difference with respect to a harmonic oscillator at a fixed spring constant. Results are given for both increasing and decreasing spring constant k simulations. The difference between the two is a measure of hysteresis (equal to ∆F = 0.01N k B T for n sw = 5 × 10 7 , shown; and 0.4 N k B T for n sw = 10 6 , not shown). Inset: The integrated difference between the free energy arising from increasing and decreasing k simulations in units of k B T N vs k for n sw = 10 6 (dashed blue line) and n sw = 5 × 10 7 (solid green line). For clarity, the lines are centered around zero by subtracting the total value of the difference in the integral, Eq. (1). The slope is a measure for the amount of hysteresis.
tonian or MC swap/relocation moves are necessary, provided sufficiently slow switching (demonstrated in Sec. III).
B. Ideal gas free energy
Let us start with considering the instructional case of the absolute free energy of N identical particles that are solely under the influence of periodic MIC springs, which for a zero, spring constant reduces to an ideal gas. The Hamiltonian is given by
, with p j the momentum and m j = m the mass of particle j. The partition function for the canonical (NVT) ensemble equals
with β = 1/(k B T), k B Boltzmann's constant, and d N p = dp 1 · · · dp N (similar for r). Here, we apply the convention that Z contains a normalization factor h −dN (with h Planck's constant), and is hence dimensionless, and we incorporate the usual factor 1/N mol ! if one has N mol "identical" molecules. For multiple species, this factor is replaced by 1/  j N mol, j !. The free energy F MIC-loc for this system is
where we introduce the thermal de Broglie wavelength
The first term is due to the kinetic energy, the second due to infinite-ranged springs, the third a correction for the periodicity of the springs, and the fourth the normalization constant arising from the "indistinguishability" of particles, where we used N mol = N.
The term in Eq. (8) containing the error function vanishes for large spring constants, i.e., if
2 for all α. In this case, particles will be strongly confined at the bottom their respective harmonic wells, as with the Einstein crystal, and the periodic nature of the springs is irrelevant.
Also for the more general case of a parallelepiped periodic box, no extra term needs to be added to the expression for the free energy for the strongly confined reference state A. This can be derived by considering an upper bound for this difference. The free energy of a particle with a MIC spring localization is in between the free energy with a purely harmonic spring localization (as in the Einstein crystal) and a spherically cutoff spring at r = r c,loc for which the shortest distance between a point and its periodic image is 2r c,loc . The free energy difference for d = 3 between the latter two, the upper bound, equals
where κ = r c,loc  k/(2k B T). As an example, consider a Lennard-Jones system (to be described in Sec. III A). There, we take the upper limit of the spring constant to exceed 2 × 10 4 ϵ/σ 2 (Fig. 2) . This implies that the average fluctuation in the position of a particle due to the MIC spring is less than 1% of the particle diameter σ (for k B T = 2). Even if the box would be very small and we would take L = 1σ (approximately 1 particle for typical densities) and use this as an upper estimate, then κ ≈ 35 and the deviation β∆F/N would be less than 10 −307 . This has to be compared with the typical accuracy of free energy calculations, which is rarely more accurate than 10 −6 k B T N. For strong confinement in a parallelepiped box, the effect of a periodic spring on the free energy therefore is negligible, as long as there is no periodic image within a sphere around a central particle with radius of order σ. This allows us to use essentially the same machinery to compute both solid (typically in a parallelepiped box) and liquid (typically in a cubic box) free energies.
C. Liquid free energy
The absolute free energy of a liquid is determined by several terms,
• Free energy of the reference state. The reference state is taken as that in which only the MIC springs act on the particles, using spring constants λ = k max , i.e., the spring constant corresponding to the upper limit of integration λ A . The free energy of this state is given by Eq. (8) in the large k limit, where the term with the error function can safely be neglected (Sec. II B and Eq. (9)).
• Fixed center of mass correction. The MD simulations used to sample the derivative in Eq.
(1) are typically performed with a center of mass constraint (for reasons of numerical stability), whereas one normally requires the free energy of an unconstrained system. Our correction, Eq. (A9), does differ to what is common for solids and has the benefit of being independent of the phase. See Appendix A for a derivation and discussion. • Potential energy correction. This is the average potential energy due to the atomic/molecular interaction potential H pot when the system is localized in the large k = k max reference state and is easily determined by simulating the system for a short time at k max . This follows from the approximation
which suffices because k max is chosen exactly so that the fluctuations in H pot are small. Such a sufficiently large k max value can therefore be tested by verifying this relation.
• Integrated free energy difference. The difference between the free energy of the combined system at k = λ A and k = λ B is determined via thermodynamic integration (Eqs. (1) and (2)).
• Residual spring energy at low k. If the mean-square displacement of the particles with respect to the spring positions has saturated but there is some residual spring energy left for very weak k, then we do not need to integrate to even lower spring constants, but can simply subtract this contribution
from the free energy calculation.
Adding all terms together leads to an expression for the liquid free energy
which is valid provided the aforementioned assumptions on k max and k min are met.
D. Solid free energy
The free energy expression for a crystalline solid is usually slightly different. A crystal is invariant under exchange of atomic or molecular labels; however, a typical simulation of a defect-free crystal will sample only one such realization unless atoms can cooperatively diffuse to swap lattice sites. 16, 17 For most solids, barriers to this diffusion are too high to observe even a single hop during a tractable simulation. In this case, the solid free energy should be corrected by incorporating an extra permutation factor N mol ! to the partition function, Eq. (7). Complications arise if a small but incomplete sampling of diffusive hops occurs, as then the entropic correction factor is more complicated. Complete hopping may be restored by employing specific Monte-Carlo moves (see Sec. II F). We carefully test for hopping events in our simulations and have established that this is not the case for the solid phases.
For molecules, as opposed to atoms, this factor is augmented with any extra contribution arising from any symmetry in their chemical bonding (e.g., water molecules 18 ). In these cases, exchange of atom labels within a molecule can lead to identical configurations, which may or may not be sampled depending on the rotational freedom of molecules in the crystal lattice. A similar argument is applicable for solid bodies, such as sphero-cylinders or ellipsoids. One should also be careful for molecules with unsampled (asymmetric) conformations within the solid, such as different torsions, although then a simple analytical correction is usually not available. The free energy for a solid of which the simulations suffer from unsampled parts of phase space therefore equals
where F uns.states accounts for the unsampled (symmetric) states of the crystal that are being sampled in the liquid. For a LJ face-centered cubic (FCC) lattice where hopping of atoms does not occur, one should add the particle permutation correction, and the unsampled free energy will be equal to
For the particular case of a crystal of semi-flexible chains, where each chain consists of a number of beads connected by springs, the chain at any given lattice site can exist in a head-to-tail or tail-to-head configuration (see Fig. 3 ). We verified that our MD simulations in Sec. III B for the solid phase sample only one of these, by measuring the maximal displacement per bead during a simulation and ensuring that it is much smaller than the expected value for a flip (around 5 σ for the outer beads of the hexamer). This extra configurational freedom is available to every chain, independently. It therefore leads to an extra factor 2 N mol to the partition function, Eq. (7), for the solid. Hence, the addition to the solid free energy for the chain bead-spring system that accounts for the unsampled part of phase space equals 19 βF uns.states,chains = − ln(N mol !) − 2 ln(N mol ),
where it is assumed that hopping events and flips do not occur spontaneously in the solid phase.
We stress that such corrections only apply to the solid phase, assuming the liquid is sufficiently diffusive. Due to cancellation, the correction can be safely neglected when comparing two solids of equivalent symmetry, and is hence easily omitted accidentally when comparing solid and liquid free energies. In particular, this has an effect on solid-liquid phase boundary computation, where neglecting this term results in incorrect phase diagrams. 20, 21 Unfortunately, it is not always clear from the previous literature results whether such a term has been included.
E. Integration
To numerically integrate Eq. (1), we first choose tethering points for the springs, r j,0 . For the crystal, these are usually set to the minimum-energy positions. For simplicity in simulation protocol, we instead take the instantaneous positions of the particles after the system has been equilibrated as tethering points, for both the liquid and the solid.
The simulation time should be sufficiently long to obtain good statistics, and the rate of increase of λ slows enough to circumvent any non-adiabatic effects. To test for the latter, we integrate independently in the direction of both increasing and decreasing spring constant, varying ln(k) linearly with the number of integration steps n for both the solid and liquid calculations, 6 thereby only needing to determine one parameter-the rate of increase. 22, 51 The total number of integration steps during a switch n sw is a measure for the computational cost and this value will be reported further on.
Notice that our particular switching choice is not unique or optimal. The algorithm may be optimized to run faster by varying the spring constant quicker in some regions (e.g., for large spring constants). In fact, the most efficient switching function would result in a graph that makes the lines in the inset of Fig. 2 linear (on a semi-logarithmic scale) and could, in principle, be determined in an iterative fashion.
It is relatively easy to implement this free energy calculation scheme into an existing MD package. For the current work the open source molecular dynamics program LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator), 23 has been used. Only minimal changes have been made to the code 24 (mainly in fix_spring_self.cpp). We integrate using a variable timestep; see Appendix B for details.
F. MC swap moves
Although our approach does not require particle identity swap or relocation MC moves to achieve useful accuracy, we implemented two swap moves to quantify their effect on efficiency. In what follows a molecule may also refer to a single atom.
The first is a molecule swap move, which is periodically applied during a MD (or MC) run. This move swaps the tethering points of equivalent molecules, using the Metropolis acceptance criterion for the change in the localization energy H loc (new) − H loc (old) (Eqs. (4) and (6)). Acceptance rates are reasonable when an equivalent molecule is chosen randomly within a certain distance r c,MC ≈ √ k B T/k. Next to equilibrating particles that are far away from their tethering points, the intermolecular MC tether swap move can help in equilibrating the system at spring constants for which the typical fluctuation distance corresponds to typical distances between nearby molecules. In MD simulations, neighborhood information is readily available from the Verlet neighbor list. We can make use of this by randomly selecting an atom and a second one within a certain radius of the first. If they belong to two different but equivalent molecules, we attempt the tethering-points swapping move, where the tethers of one molecule are interchanged with another. To obey detailed balance for the acceptance criterion, we take into account the fact that some atoms may have less neighbors.
The second MC tether swap move that we implemented for testing purposes is of an intramolecular nature. It swaps the tethering points of equivalent particles within a molecule. For our chain system, these are particles that have an identical connection distance from either chain end. For example, for the hexamer (illustrated by chain 2 in Fig. 3 ), the 1st tether point is swapped with the 6th, the 2nd with the 5th, and the 3th with the 4th, therefore effectively sampling chain flips.
III. RESULTS
The approach described above for the free energy calculation is tested on (A) a system of LJ particles, in the liquid phase at two different densities, and on (B) a system of semi-flexible chains to compute a melting curve.
A. LJ particles
The pair potential V (r) for LJ particles separated by a distance r is V (r) = V LJ (r) − V LJ (r c,LJ ) for r < r c,LJ and zero otherwise. Here, V LJ (r) = 4ϵ((r/σ) −12 − (r/σ) −6 ) and we will use dimensionless units: ϵ = 1, σ = 1, m = 1, and k B = 1. For the pure monatomic LJ system, N mol = N and we set the cutoff distance equal to r c,LJ = 4σ. The usual tail correction for calculating the pressure and internal energy is applied, where it is assumed that the pair distribution function g(r) = 1 for r > r c,LJ for the liquid. 1 We use a base integration timestep of ∆t 0 = 0.0035 (see Eq. (B1)). Temperature is maintained using a Langevin thermostat, the details of which in the context of a variable timestep are given in Appendix B. The Helmholtz free energy values are calculated using Eq. (12) and are displayed in Table I for ρ = 0.1 and ρ = 0.8 at T = 2 with the convention Λ = 1.
In Fig. 4 , the associated effective root-mean-square displacement (RMSD) per particle defined as r eff =  2⟨H loc ⟩/(N k) during the integration is shown (it is not the real RMSD that will continue to increase indefinitely with time for diffusing particles). For k 10 −2 , r eff saturates to a constant, which implies that the entire simulation box has been explored.
In Fig. 2 , the associated spring energy as a function of k is displayed. It can be seen that both in the limit of large and small k, the analytical form, Eq. (8), is achieved (apart from a small correction due to fixing the center of mass (COM) leading to a decrease in the number of degrees of freedom), and hence the expression ⟨H loc (k min )⟩, Eq. (11), can be used for the tail contribution. It turns out to be less than 10 −3 for k min = 10 −4 and is therefore negligible. The inset of FIG. 4. Effective RMSD per particle defined as r eff =  2⟨H loc ⟩/(N k) for N = 256 LJ particles at T = 2 and ρ = 0.8 (liquid) and ρ = 1.26 (face-centered cubic solid). Results for which k is increasing and for which it is decreasing during a simulation are displayed. Also shown is the effective RMSD of a particle both in a MIC potential and in an infinite-ranged (ideal) harmonic potential with the same spring constant k and box size as the liquid. For the sake of clarity, markers are only shown for some data points. Fig. 2 shows the variation of the integral difference between forward and backward integration. For n sw = 10 6 , most of the hysteresis occurs around k = 2. For n sw = 5 × 10 7 , the curve does not show any sudden jump around a value of k, hysteresis effects are nearly absent, and only the limited statistics play a role in the accuracy.
For a sufficiently large number of switching integration steps n sw , we obtain a Helmholtz free energy per particle for ρ = 0.1 equal to F = −6.84(1). This is in agreement with the value F = −6.843 given in Johnson et al., 27 where an equation of state was fitted to simulation data with ∆t = 0.003 and the same cutoff; and it is in agreement for a virial expansion up to the fifth order Barker et al., 25 Barroso and Ferreira 26 giving F = −6.848. The comparison should ideally be done with the same number of particles, as finite size effects may be influencing the result. Nevertheless, previous studies found that finite size effects are to be within statistical error for N ≥ 500 for solid and liquid LJ particles under various conditions. 26, 28 In particular, finite size effects play a minor role away from the critical point of T c ≈ 1.2 -1.3 and ρ c ≈ 0.3 for the LJ system. 29 For the high-density LJ liquid, we obtain a free energy equal to F = −2.39(1) for 500 particles. As an additional test, we performed the same calculation with a discrete sampling at 80 points equally spaced on a logarithmic scale between k = 10 −4 and k = 10 5 , for 5 × 10 5 steps at each point and discarding the first 50% of the simulation run (entry "discrete integration" in Table I ). This gave F = −2.38, in agreement with the calculations using adiabatic switching. Nevertheless, both values are slightly lower than the result of fitting a modified Benedict-Webb-Rubin (MBWR) equation of state (EOS) with simulation data, 27 for which F = −2.347. The deviation is unlikely to result from a finite size effect, as the difference with the free energy for 256 particles is less than this discrepancy, see Table I . According to Johnson et al., 27 a minor deviation in free energy is to be expected at higher temperatures and densities due to the limited functional form of the MBWR EOS. There is indeed a difference of 0.008 in internal energy and 0.025 in pressure between their MBWR equation of state and their MD simulation for ρ = 0.8 and T = 2. In particular, the deviation in pressure would result in a difference between the Helmholtz free energy per particle and chemical potential of 0.03 between the EOS and simulation.
Notice that convergence with number of integration steps is slightly slower for these high-density results. This is possibly caused by the lower mobility at higher density, requiring longer times to explore phase space.
We observe that the error in the liquid free energy is initially approximately inversely proportional to the number of integration steps. For example, if the number of integration steps n sw is increased by a factor of 100, from 10 5 to 10 7 , the associated error decreases by approximately the same factor, see Table I , ρ = 0.8 and N = 500. This inverse proportionality relation can be used for estimating the integration steps required to achieve a desired accuracy. Nevertheless, eventually the error saturates-increasing the number of integration steps for the LJ system at ρ = 0.1 from 10 7 to 10 8 does not lead to a significant decrease of the error (Table I) , and other effects dominate. TABLE II. Free energy calculations illustrating the effect of a radial-cutoff spring potential, Eq. (16) (thereby introducing a flat region beyond r c,loc ) compared to using our introduced MIC potential, Eq. (4). The free energies for an increasing (k ↗) and decreasing spring constant (k ↘) are given explicitly. All data are for N = 500 LJ particles at T = 2 and ρ = 0.8 (liquid). The third column indicates if particles have left and subsequently been unable to relocate their localization centers during the simulation. 
Comparison with other localization potentials
The effect of not applying the minimum image convention (Eq. (4)), but instead applying a radial cutoff r c,loc to the tethering spring potential
is presented in Table II . A spherical-symmetric cutoff potential was used in Schilling and Schmid 10 and Berryman and Schilling, 11 where they typically set r c,loc = 2σ -twice the particle diameter. As mentioned before, they have used additional MC moves, which we do not include here. Therefore, this comparison only illustrates the effect of the choice of localization potential if the MC moves would not be present; it does not imply anything about the effectiveness of their method, as the MC moves are an integral part thereof.
For total switching steps n sw = 10 8 , both methods give similar results, but for n sw ≤ 10 6 , the error in the free energy is enormous with the radial cutoff at 2σ. For example, for n sw = 10 6 , a deviation in the absolute free energy of approximately 7000 k B T is found. This is a factor of 30 000 less accurate than the equivalent result for the periodic MIC spring potential.
The reason for this huge deviation in the free energy for n sw ≤ 10 6 at r c,loc = 2σ is that some particles are unable to find their local well (non-flat region in the potential) when the springs are made stiffer (k ↗); as also observed in Schilling and Schmid 10 and (in that study) corrected with the use of MC swap and relocation moves. Using MIC springs resolves this issue too, albeit in a different way, because then there is no flat region in the potential.
Hence, one would expect that by reducing the size of this flat region, the accuracy of the calculation would improve (again, this argument does not take into account additional MC moves 10 ). This is indeed visible in Table II . While for n sw = 10 5 , particles are still found to be trapped for r c,loc = L/2, for n sw ≥ 10 6 , there is only a relatively small difference between the accuracy of a cutoff at half the box length and our MIC springs, even in the absence of MC moves.
We retain a preference for the MIC springs due to faster equilibration. To illustrate this, we present results of a simple test system in Fig. 5 . Here, 50 000 point particles with m = 1 are at t = 0 randomly distributed in a cubic box of size L = 10. The particles solely interact with the localization potential and are under the influence of Langevin forces with a friction time of 0.1 and T = 1. The spring constant is set to k = 8 and ∆t = 0.001. Clearly, equilibrium is achieved quickest with the MIC springs. In Fig. 6 , the equilibration time is plotted as a function of volume, where we can see that for the MIC FIG. 5 . Relaxation of the spring localization energy for point particles solely under the influence of the localization potential with k = 8 for a cubic box of side L = 10 at T = 1. The point particles are initially distributed randomly within the box. The quickest way to achieve equilibrium (dashed line) is by using the MIC springs (Eq. (4)), then for springs with r c,loc = L/2, and finally for r c,loc = 2 (Eq. (16)). We have repeated a number of calculations including the MC swap moves described in Sec. II F. Two random particles separated by 3σ or less are selected for the swap. For the MIC springs, the MC move does improve convergence, one MC swap move attempt per integration step decreases the difference between backwards and forward integration by 15% for n sw = 10 6 (Table II) . For the radial-cutoff springs, however, the improvement is significant-the error decreases by more than a factor of 6 for n sw = 10 6 . Note again that we did not compare the efficiency or accuracy of our method to that of Schilling and Schmid 10 or Berryman and Schilling 11 explicitly. The performance of those schemes is undoubtedly better than the results in Table II would indicate due to the extra smart MC swap and relocation moves or guide Hamiltonian which we did not test. Our aim here is merely to demonstrate that useful accuracy can be obtained using MIC springs without that extra machinery.
B. Semiflexible chains
We now turn our attention to a more complex system consisting of semiflexible LJ chains. Each chain consists of LJ beads with an interaction cutoff of r c,LJ = 2.5σ connected via harmonic bonds. The semiflexibility of the chain is achieved by a bond angle potential with stiffness k θ = 10. See Polson and Frenkel 20 for more details. Results for both liquid and solid calculations are presented in Table III for the hexamer, a chain formed by connecting 6 beads (see Fig. 3 ). A periodic cubic box is used for the liquid and a periodic parallelepiped box, where the chains are stacked three times head-tail and aligned along the longest edge, for the solid (as by Polson and Frenkel 20 ). For both systems, the number of chains equals TABLE III. Chemical potential per molecule µ mol for a system consisting of 270 chains (hexamers) at T = 2.5 and ρ mon = 1.078 (p = 20) for the liquid and ρ mon = 1.338 (p = 50) for the solid, for various simulation switching time steps n sw compared with the literature results. For the liquid phase, MC(n) indicates that an additional MC tether swap move was attempted every n integration time steps. Liquid data in Ref. 20 were obtained by thermodynamic integration from a dilute reference state, at which the free energy had been determine numerically. Differences in the forward and backward integration compared to the average, the error, are indicated by the number within parentheses. 270. The spring limits are k max = 115 940, for the liquid k min = 0.0001 and for the solid k min = 0.1. Again, we studied the effect of applying the MC tether swap move on the accuracy of the liquid free energy. The LJ cutoff radius r c,LJ is now smaller and we select two molecules if any bead between them is closer than r c,MC = 1.5σ. The chain molecule has an internal symmetry, Fig. 3 , and therefore, we attempted intrachain tether flips in 10% of the MC moves. As shown in Table III , the hysteresis in the free energy decreases by a factor of two, if we attempt one move every 10 integration steps. The MC is therefore more beneficial than in the pure LJ system, but not essential.
For the liquid phase, we find agreement with results reported previously. 30 For the solid phase, we find a relatively large disagreement with Polson and Frenkel 20 for the free energy at a bead density of ρ = 1.3383 and T = 2.5. Agreement is only achieved if we do not incorporate the required chain reversal correction described in Sec. II D. This contribution is necessary because chain flips are not observed during our simulations. Using the current expressions for the free energy, Eqs. (13) and (15), which does include the reversal symmetry of the hexamer, gives β µ = 113.30(1).
An additional test for the correctness of our free energy calculations is to verify the resulting prediction of the liquidsolid coexistence curve by independent means. Therefore, we first determine a point on the melting curve in the PT plane by identifying where the chemical potential per chain µ mol of the solid and liquid is equal in our free energy calculations. Results for µ mol in both the liquid and solid phase are in Fig. 7 , for p = 1, and N mol = 270 chains. The markers show the chemical potentials for simulation runs where λ is both increased and decreased (latter are lower in µ).
Included in Fig. 7 is the result of neglecting the chain reversal correction-β µ mol for the solid increases by ln(2), thereby leading to an underestimate of the melting temperature by approximately 7%. For nucleation studies, this is an important difference. This temperature difference is approximately equal to the difference between room temperature and the freezing point of water at atmospheric pressure.
To verify the melting temperature calculation, we conducted two independent tests. The first test uses nonequilibrium melting and freezing simulations for 270 chains in which the absolute value of the heating and cooling rates are equal, Fig. 8 . For the heating experiment, we started with the same solid structure used in the free energy calculations. At some temperature, there is clearly an abrupt change in energy visible, and this is indicative of a phase transition. A similar jump in energy, but at a different temperature, is observed upon cooling. Averaging these melting and crystallization temperatures gives T av = 1.18, which is remarkably close to the melting temperature of T = 1.17 acquired by the free energy calculations. Note that these two temperatures should agree when the cooling and heating rates approach 0. The second test consists of a two-phase coexistence simulation [31] [32] [33] of N mol = 1728 chains for 10 6 steps starting with a solid slab of 576 chains, discarding the first 20% of the simulation run as equilibration and measuring the size of the crystalline phase versus time for various temperatures. Details of how molecules are assigned to the solid phase can be found in Ref. 34 . The resulting growth rates per unit area obtained from fitting these data with a linear curve are given in Fig. 9 . A theoretical model for the growth rate is the Wilson-Frenkel expression. We use the simplified form
where C 1 , C 2 , C 3 , and C 4 are fit coefficients. The equation is based on the expression used by Rozmanov and Kusalik 35 with the additional assumption that the diffusion coefficient D(T) is independent of temperature. We merely employ it to determine the melting temperature T m , defined as k(T m ) = 0. The result of the fit is T m = −C 4 / ln(C 3 ) = 1.17. Also, this test agrees with the free energy calculations, assuming finite size effects can be neglected, thereby illustrating a consistent melting temperature. Using the acquired coexistence point as a start, the rest of the melting line can be traced by employing the Gibbs-Duhem integration method. 1, 20, 37 We use the fourth order Runge Kutta (RK4) integration scheme, 38 of which every simulation (8 per point) consisted of 250 000 integration steps. The results are in Fig. 10 .
Here, only one solid phase is considered: FCC stacking. Repeating the Einstein-crystal and Gibbs-Duhem integration for a hexagonal close packed (HCP) stacking of chains results in a nearly equivalent melting line-the deviation is less than the size of the markers. Repeating the calculation with a step-size in β = 1/(k B T) that is twice as small also resulted in the same curve. As expected, they do differ from a previous study. 39 To see the effect of bonding the LJ particles, the phase boundary between a non-bonded LJ liquid and solid is also included in Fig. 10 . The pure LJ system is for an infinite cutoff, 40 but for a cutoff of r c,LJ = 2.5σ, the LJ liquid melts at slightly lower temperatures for the presented range of pressures. 41 It can be seen that the hexamer has a higher melting point over the range of pressures considered. This may be explained by realizing that the intrachain monomers are already close to a solid-like packing, thereby making it easier for the solid to form. The curves appear to cross visually at a large pressure (more evidence for this is given by Ahmed and Sadus; 41 they present results for a larger pressure range). This could be caused by a mismatch of the average non-bonded monomer-monomer distance and bond length at such high densities, making crystallization of chains more difficult in this regime.
IV. SUMMARY AND DISCUSSION
In this article, a new choice of localization pathway for calculating the absolute free energy of non-crystalline materials, such as liquids, has been introduced. The resulting method is similar to previous approaches, but achieves useful accuracy without the need to incorporate the machinery of a reassignment update scheme, 9 MC swap/relocation moves or guide Hamiltonians. 10, 11 This is established by using MIC springs, Eq. (4). As such the method is attractive for use in standard molecular dynamics codes with only minimal modification.
Furthermore, we introduced an adaptive integration time step, which renders the need of a small time step throughout the whole simulation unnecessary, and we introduced a centerof-mass constraint correction that is independent of the phase under consideration.
Computational implementation of the current method is independent of the type of molecule in the system. This is particularly important for systems with polyatomic molecules, where the traditional use of an ideal gas reference state often requires molecule-specific effort in determining the reference free energy. In contrast, our approach is universal and simple to implement with only minor modification to standard MD packages. Indeed, this issue motivated our interest in liquid free energy computation via localization.
We do acknowledge that using a hybrid approach may further increase the efficiency. In particular for molecules that can not easily pass each other, this may even be required, such as long polymer chains or banana-shaped molecules. For these systems, adding extra tailored potential term during the pathway 5 may alleviate this, such as decreasing the crossing barrier of two polymer chains by increasing the bond length, or making the center-of-masses of each molecule repel each other, so that the molecules become more spherical. Nevertheless, for the systems used here, extra potential terms are not needed. Another point is that of system size. The sizes considered in our manuscript were sufficiently large, so that finite size effects do not play a role (i.e., their effect is within the statistical error), in particular, for the Lennard Jones system. One has to bear in mind, however, that we did not study the dependence of computational cost on system size. A hybrid approach may also be necessary for situations that require large volumes.
The similarity between the standard Einstein crystal method (ECM) for solids and the current scheme for liquids (and solids for which it reduces to the ECM) incurs additional advantages. First, no additional adjustable parameters are introduced and largely the same simulation code can be applied for both liquid and solid phases. The only difference in calculation procedure arises from the need to incorporate appropriate entropic terms (e.g., permutational) in the solid, due to particle hopping and possibly other regions of phase space not being sampled. These entropic terms are only simple expressions if the hopping does not occur at all. If it would occur, then complete sampling may be restored by more advanced (Monte Carlo) methods.
The method has been applied to two test systems. For the Lennard-Jones liquid, agreement is found with previous results, for sufficiently slow changes in the spring constant. In a system of semi-flexible chains, 20 we computed an accurate melting curve, independently verified by direct methods.
ACKNOWLEDGMENTS
Financial support is acknowledged from EPSRC with Grant No. EP/H00341X/1. We are grateful to Dr. David Quigley for stimulating discussions and suggestions to the manuscript, to Professor Daan Frenkel for useful discussions, and to Dr. James M. Polson for providing his simulation data and for sharing his programs to allow for a detailed comparison between Ref. 20 and this work. Computing facilities were provided by the Centre for Scientific Computing at the University of Warwick.
APPENDIX A: CENTER OF MASS CONSTRAINT
During simulations, the COM of the total molecular system is usually constrained. For a crystal free energy calculation, this improves convergence of the integral in Eq. (1) for small values of k.
1, 42 Fixing the COM also circumvents the so-called flying ice-cube effect for some numerical integration schemes, where all energy flows into the motion of the center-of-mass.
The COM constraint leads to a decrease in the number of degrees of freedom and the reference state changes slightly. 42 The free energy F = −k B T log(Z) of an Einstein crystal or Einstein liquid with the center of mass fixed at r CM = 0 equals 42 (see also further on)
This expression is part of our reference state in Eq. (1) for the free energy integration. In practice, however, one is often interested in the free energy of the unconstrained system. This is necessary, when comparing the free energy with theoretical and Monte-Carlo studies where the COM has not been fixed. We will make the (uncommon) assumption that the center of mass behaves as the COM of an ideal gas, both for the liquid and for the solid. The reason will be clarified later on. To find the relevant expression, we start with repeating the derivation of Eq. (A1), as we will need it. We introduce a constraint C on the coordinates such that the center of mass is fixed at r CM , i.e., C =  j m j r j /M − r CM = 0, and therefore,Ċ =
/m j ; this reduces in our
The partition function, Eq. (7), under the influence of these constraints is given by [42] [43] [44] 
. We will use the factorization Z = PQ with the kinetic part
and the configurational part
Substituting the Fourier representation for the delta function,
where we assume, for simplicity, that m j = m. Upon integrating Eq. (A3) over all possible momenta of the COM, the kinetic part of the unconstrained partition function is restored, as it should be. The calculation for the configurational part of the partition function for a constrained Einstein solid or liquid proceeds in a similar way and the result is given by
Combining these equations will then lead to the expression for the free energy F = −k B T log(PQ) of an Einstein crystal or liquid with the center of mass fixed to zero, Eq. (A1).
To derive an expression for the partition function in the situation that the COM would behave as in an ideal gas, we first rewrite Eq. (A4) as
where Q is the configurational part of the partition function without fixing the COM. For the Einstein crystal, the normalized probability distribution function for the center of mass follows from Eq. (A4) and Eq. (A5),
For an ideal gas, the probability distribution for the center of mass in the limit of large particles can be derived using the following argument. The variance in the position x of a one-dimensional non-interacting particle when it is confined to −L/2 < x < L/2 is straightforward to calculate and equals ⟨x − ⟨x⟩⟩ 2 = L 2 /12. Bienaymé's formula states that the variance of the sum of independent processes is the sum of the variances of each process. Therefore, the variance of the average position of N particles, the COM,
Hence, by means of the central limit theorem, the probability distribution for the COM position approaches, for large N, the Gaussian distribution
with L d = V (for simplicity, we assume that each box side has length L). We have compared the COM distribution ρ ideal (r CM ), Eq. (A7) and, in particular, its variance with numerical results for an ideal gas of 100 particles 45 and found excellent agreement (see also Fig. 11 ).
Fixing the COM for an ideal gas at r CM = 0 therefore leads to an extra factor (6N/(πL 2 )) d/2 in the partition function and to an addition of k B T ln(V/N d/2 ) in the free energy (neglecting the constant k B T(d/2) ln(π/6) that is irrelevant for free energy differences). The free energy of the equivalent unconstrained system assuming the COM behaves as in an ideal gas is therefore equal to
FIG. 11. Center of mass probability distribution function ρ ideal (x CM /L) for a one-dimensional ideal gas of 100 particles confined to a box −L/2 < x < L/2. Dots: numerical results generated from 100 000 independent experiments; line: Eq. (A7).
The later equality suggests that our COM correction is as if one particle behaves as an ideal gas particle, while the other ones are under the influence of the spring potential. For a crystalline solid, the COM correction for the unconstrained system is usually taken to be different. In Polson et al., 42 it is assumed that the COM is able to fluctuate within a region approximately equal to the volume of the Wigner-Seitz cell V 1 ≈ V/N leading to a term in the free energy of −k B T log(V/N) instead of the term −k B T log(V/N d/2 ) that we derived.
The volume V 1 should be compared to the typical volume that the COM is able to fluctuate in for the case of an ideal gas. The latter follows from Eq. (A7), which implies that the extent of the COM position in each dimension is approximately L/ √ N. Hence, the volume that the COM is able to explore is approximately equal to V/ √ N d/2 . For d > 2, the assumption of Polson et al. 42 would render the fluctuations of the COM of a crystal larger than the fluctuations of the COM of an ideal gas. The particles in a crystal are usually more constrained in their motion than the particles in an ideal gas, and likewise for the motion of the COM; therefore, one would not expect such result. In fact, one would expect that the volume of a single molecule would already be restricted to the Wigner-Seitz cell (assuming hopping can be neglected). If one further assumes, for simplicity, that this is of orthorhombic shape, adding these volumes incoherently, as done with the ideal gas case, would then give rise to a contribution −k B T ln(V 1 /N d/2 ). This incoherent assumption within a Wigner-Seitz cell may not be appropriate for solids, and it has been shown recently that the real COM distribution for a crystal is more complicated. 45 Nevertheless, in computing the relative stability of two phases, it is important not to bias the free energy of one phase as compared to the other. For these two reasons, we do not include the term −k B T log(V/N) as is usual, 42 but take the same correction term for both the liquid and the solid phases, i.e., −k B T ln(V/N d/2 ) in Eq. (A8).
APPENDIX B: VARIABLE TIME STEP
For very stiff springs, the normal integration timestep of the model ∆t 0 may become too large to allow for an accurate integration of the equations of motion. As a result, one may observe a larger spring energy than expected from the equipartition theorem. We found the timestep used in the LAMMPS scripts provided in Aragones et al.,
12 ∆t = 0.001 25 (in reduced units) for their largest spring constant k ≈ 10 5 was slightly too large to be used with the standard Langevin thermostat in LAMMPS-the spring energy was a few percent higher than expected. An upper bound for the integration time step may be estimated by requiring resolution of the fast oscillations within the parabolic well, with time constant τ k = √ m/k for k = k max . For weak spring constants, however, such small time step is not necessary and computational resources would be wasted.
Instead of setting a limit to the highest allowable spring constant, 14 we solve this problem by using an adaptive timestep ∆t. We will simply take the integration time step to be the minimum of the intrinsic timestep ∆t 0 and a fraction of the fast oscillatory time scale ∆t = min(∆t 0 , 0.01τ k ).
(B1)
For this to be possible, we made a few additional changes to the LAMMPS code. 24 To maintain a constant temperature T during the simulation, we set the damping parameter of the Langevin thermostat equal to 300∆t. Hence, the damping parameter becomes adaptive too, as it is also influenced by the changing spring constant and associated relaxation time via Eq. (B1). Then, even for spring constants of k = 10 7 , the expected theoretical value for the spring energy when the center of mass is fixed, 3(N − 1)k B T, is measured, see Fig. 3 -the deviation is less than 0.2% with the standard LAMMPS integration scheme (fix nve with fix langevin 46 ). Again, a few changes in LAMMPS were made to support this functionality.
An adaptive time step could sacrifice the symplectic nature of a MD integrator, a property that leads to better conservation of the energy and hence less drift. In this case, one may want to switch to an integration algorithm that does stay symplectic even with an adaptive time step. 47 Also, the so-called shadow Hamiltonian, the normal Hamiltonian with an additional term that depends on the integration step ∆t(n), is not constant with an adaptive time step leading to variable discretisation error in computed ensemble averages, 48 including the kinetic temperature. One should, in principle, take this change into account when calculating free energy differences. 49 However, it is highly unusual to take such effects into account, even when using static timesteps, as their contribution is only minor for sufficiently small timesteps. Their contribution to the difference in free energy between two states is even smaller, 50 due to a cancellation of errors. This is supported by the results in Sec. III; there the phase coexistence temperature from the free energy calculation agrees with other methods.
