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Abstract
In this paper we provide provable regret guaran-
tees for an online meta-learning control algorithm
in an iterative control setting, where in each itera-
tion the system to be controlled is a linear deter-
ministic system that is different and unknown, the
cost for the controller in an iteration is a general
additive cost function and the control input is re-
quired to be constrained, which if violated incurs
an additional cost. We prove (i) that the algorithm
achieves a regret for the controller cost and con-
straint violation that are O(T 3/4) for an episode
of duration T with respect to the best policy that
satisfies the control input control constraints and
(ii) that the average of the regret for the controller
cost and constraint violation with respect to the
same policy vary as O((1 + log(N)/N)T 3/4)
with the number of iterations N , showing that
the worst regret for the learning within an iter-
ation continuously improves with experience of
more iterations.
1. Introduction
In this paper, we provide theoretical properties of meta-
learning in a suitable closed-loop control setting. Specifi-
cally, we consider a scenario in which there is a sequence
of episodes, each of a finite duration. In each episode, the
system to be controlled is unknown, different and drawn
from a fixed set. The controller has knowledge of the cost
function but doesn’t have any other prior information, has to
learn to control on-the-fly and can leverage the experience
from previous episodes to improve its learning during a new
episode. For this setting we propose and study an online
model-based meta-learning control algorithm. It has two
levels of learning: an outer learner that continually learns
a general model by adapting the model after every new
episode of experience and an inner learner that continually
learns a model of the system during an episode by adapting
the model proposed by the outer learner. The controller
computes the control input for a particular time during an
episode by optimizing the cost-to-go using the model es-
timate provided by the inner learner in place of the actual
model in the transition dynamics. The role of the outer
learner is to learn a general model so that the adaptations
within an episode improve across the episodes, and thus the
overall controller is a meta-learning controller.
We are particularly interested in providing online per-
formance guarantees. We adopt the framework of on-
line optimization to analyze the performance of our meta-
learning algorithm. Our work draws on foundational results
from Online Convex Optimization (OCO)(Shalev-Shwartz &
Kakade, 2009), (Shalev-Shwartz et al., 2011). In the OCO
framework, the learner encounters a sequence of convex
loss functions which are unknown beforehand and may vary
arbitrarily over time. The learner updates the estimate of
the optimal solution at each time-step based on the previous
losses and incurs a loss for its updated estimate as given by
the loss function for this time step. At the end of each step,
either the loss function may be revealed, a scenario referred
to as full information feedback, or only the experienced loss
is revealed, a scenario known as bandit feedback. The objec-
tive of the learner is to minimize the loss accumulated over
time. The performance of an algorithm in OCO is assessed
through the notion of regret, which by definition is differ-
ence between the accumulated loss under the algorithm and
that achieved by the optimal decision, which is fixed for a
standard online convex optimization setting.
Since there are two levels of learning in our meta learn-
ing algorithm, we assess its performance through two no-
tions of regret: (i) the regret for the performance within an
episode (ii) the average regret for the performance across
the episodes. Here we measure the performance of the algo-
rithm for an episode by (i) the controller cost for the episode
and (ii) the cumulative of the violation of the control input
constraints at each time step for the duration of an episode.
The idea for using the average regret as a measure is to
assess the ability of the meta-learner to improve the adap-
tations and hence the performance with more episodes of
experience.
1.1. Related Work
Meta-learning research has been pioneered by (Schmid-
huber, 1987), (Naik & Mammone, 1992), and (Thrun &
Pratt, 1998). Recently, there has been a renewed interest
in meta-learning, and allied ideas like few-shot learning,
motivated by the success of deep learning. (Andrychowicz
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et al., 2016), (Li & Malik, 2016), (Ravi & Larochelle, 2016)
explored meta-learning in the context of learning to opti-
mize. (Finn et al., 2017) explored the case where the meta-
learner uses ordinary gradient descent to update the learner
(Model-Agnostic Meta-Learner (MAML)) and showed that
this simplified approach can achieve comparable perfor-
mance. The MAML approach has been subsequently im-
proved and refined by many other works (Flennerhag et al.,
2019; Nichol & Schulman, 2018; Rajeswaran et al., 2019).
(Duan et al., 2016) and (Wang et al., 2016) both investigated
meta-learning in reinforcement-learning domains using tra-
ditional Recurrent Neural Networks (RNN) architectures,
Gated Recurrent Units (GRUs) and Long Short-Term mem-
ories (LSTMs). (Mishra et al., 2018) investigated a general
meta-learner architecture that combines temporal convo-
lutions and causal attention and showed that this model
achieves improved performance.
In the OCO framework, under the full information feedback
setting, it is established that the best possible regret scales
as O(T 1/2) (resp. O(log T )) for convex (resp. strongly
convex) loss functions, where T is the number of time steps
(Abernethy et al., 2009; Hazan et al., 2006; Zinkevich, 2003).
These results have also been extended to constrained online
convex optimization where it has been shown that the best
regret scales asO(Tmax{c,1−c}) for the cost andO(T 1−c/2)
for constraint violation, where c is a constant (Jenatton et al.,
2016; Yuan & Lamperski, 2018).
There are some papers in the machine learning literature that
provide online regret analysis for meta-learning algorithms.
These works analyse gradient based meta-learners because
of the natural connection between gradient based learning
and online convex optimization. (Finn et al., 2019) provide
O(log(T )) regret bound for a gradient based online meta-
learner under certain smoothness assumptions. (Balcan
et al., 2019) extend the OCO setting to a meta-learning
setting and provide regret analysis for a gradient based meta-
learning algorithm. They show that the best regret scales as
O((1 + log(N)/N)T 1/2), where T represents the number
of time steps within an OCO procedure and N represents
the number of such procedures.
Some significant advancements have been made in the re-
cent years in providing convergence guarantees for stan-
dard learning methods in control problems. (Fazel et al.,
2018) proved that the policy gradient based learning con-
verges asymptotically to the optimal policy for the Linear-
Quadratic Regulator (LQR) problem. (Zhang et al., 2019)
extended this result to the H2/H∞ control problem. Re-
cently, (Molybog & Lavaei, 2020) proved asymptotic con-
vergence of a gradient based meta-learner for the LQR prob-
lem. All of these works provide asymptotic convergence
guarantees.
Recently, there has also been considerable interest in es-
tablishing online learning guarantees in standard control
settings. (Dean et al., 2018) provide an algorithm for the
Linear-Quadratic control problem with unknown dynamics
that achieves a regret of O(T 3/4). Just recently, (Cohen
et al., 2019) improved on this result by providing an algo-
rithm that achieves a regret of O(T 1/2) for the same prob-
lem. (Agarwal et al., 2019a) consider the control problem
for a general convex cost and a linear dynamic system with
additive adversarial disturbance. They provide an online
learning algorithm that achieves an O(
√
T ) regret for the
cost with respect to the best linear control policy. Agarwal
et al. also showed in a subsequent work (Agarwal et al.,
2019b) that a poly logarithmic regret is achievable for the
same setting when the transition dynamics is known.
We emphasize that the regret analysis we provide is the first
of its kind for an online meta-learning control algorithm.
In contrast to the recent splendid work on online learning
in control settings, our work considers the online meta-
learning setting for a control problem with a general convex
cost function for an episode and control input constraints.
The key difference from similar works is that the regret
analysis we provide is with respect to the best policy that
satisfies the control input constraints at all the times.
1.2. Our Contribution
In this work we propose a model-based meta-learning con-
trol algorithm for a general control setting and provide guar-
antees for its online performance. The key novelty of the
algorithm we propose is how the control input is designed
to so that it is persistently exciting. We show that the pro-
posed algorithm achieves (i) a regret for the controller cost
that is ∼ O(T 3/4) for an individual episode of duration
T with respect to the best policy that satisfies the control
input constraints (ii) an average regret for the controller cost
that varies as ∼ O((1 + logN/N)T 3/4) with the number
of episodes N , (iii) a regret for constraint violation that is
∼ O(T 3/4) for an episode of duration T with respect to the
best policy that satisfies the control input constraints and
(iv) an average regret for constraint violation that varies as
∼ O((1 + logN/N)T 3/4) with the number of episodes N .
Hence we show that the worst regret for the learning within
an episode continuously improves with experience of more
episodes.
In section 2 we outline the learning setting. In section 3
we introduce and briefly discuss the online meta-learning
control algorithm. In section 4 we discuss the inner learner
and provide an upper bound for the cumulative error in the
model estimation for the inner learner during an episode. In
section 5 we discuss the outer learner and provide an upper
bound for the average of the cumulative error in model es-
timation across the episodes. And finally in section 6 we
characterize the regret for the controller’s cost and cumula-
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tive constraint violation within an episode and the respective
averages across the episodes.
2. Problem Setup
2.1. Episodes
The learning setting comprises a sequence of episodes of
duration T , from 1 to N , and the system to be controlled
in each episode is an unknown linear deterministic system.
We denote the matrices of the system in episode i by Ai ∈
Rn×n, and Bi ∈ Rn×m. We denote the state of the system
and the control input to the system at time t in episode i
by xit ∈ Rn and uit ∈ Rm. The initial condition is that
xi0 = xs ∀ i. Hence the dynamics of the evolution of the
state of the system is given by the equation
xit+1 = Aix
i
t +Biu
i
t (1)
We denote a general controller by H. The control cost at
time step t is a function of the state xt and the control input
ut generated by the controller and is denoted by ct(xt, ut).
Hence the overall cost for the controller H in episode i is
given by
Ci(H) =
T∑
t=0
ct(x
i
t, u
i
t). (2)
Additionally, it is required that the control input be con-
strained within a bounded convex polytope given by
Fuu ≤ bu ∀ i and t. (3)
Assumption 1 The cost function ct is strictly convex ∀ t
and is Lipschitz continuous, i.e., there exists a constant
k > 0 such that
|ct(x, u)− ct(x˜, u˜)| ≤ k (‖x− x˜‖2 + ‖u− u˜‖2) (4)
2.2. System Parameterization
The system matrices Ai and Bi are parameterized by
θi = vec([θiA, θ
i
B ]), θ
i
A = [θ
i
1,A, ...., θ
i
ma,A
], θiB =
[θi1,B , ...., θ
i
mb,B
] where the operation vec(.) denotes the
vectorial expansion of the columns of the input, ma and mb
are constants. In particular we assume that
Ai =
ma∑
j=1
(
θij,AMj,A
)
+Ac, Bi =
mb∑
j=1
(
θij,BMj,B
)
+Bc,
(5)
that the parameter θi ∈ Θ where Θ is compact and
known, and Ac and Bc are constant matrices of appropri-
ate dimensions. Let MA = [MT1,A, ....,M
T
ma,A
]T ,MB =
[MT1,B , ....,M
T
mb,B
]T . We assume the following.
Assumption 2 (θiA)T /∈ Null(MTA ), (θiB)T /∈ Null(MTB ),
for all θ ∈ Θ.
2.3. Regret
We define the regret for the controller’s cost in a particular
episode as the difference between the cost Ci(H) and the
overall cost for the best policy that satisfies the control input
constraints. Thus, the average regret forN episodes is given
by
1
N
N∑
i=1
[Ci(H)− C∗i ] , where
C∗i = min
T−1∑
j=1
[cj(., .)],
s.t. (Eq. 1) and (Eq. 3) are satisfied ∀ t, xi0 = xs. (6)
Here, the violation of the constraint incurs an additional cost
that is proportional to
Vi =
T−1∑
t=0
(∑
k
{Fuuit − bu}k,+
)
, (7)
where {.}l denotes the lth component of a vector. The
subscript {.}+ is a shorthand notation for max{., 0}. This
is also the regret for constraint violation with respect to the
best policy that satisfies the control input constraints. Thus
the average regret for constraint violation for N epsidoes is
given by
1
N
N∑
i=1
Vi. (8)
The objective is to design a suitable learning controller such
that the average regret for both the controller’s cost and
constraint violation are minimized.
3. Structure of the Meta-Learning Control
Algorithm
In this section we propose a model-based meta-learning con-
trol algorithm for the learning setting described above. The
overall meta-learning control architecture is shown in Fig.
1. The overall controller comprises an outer learner and
an inner learner. The outer learner learns a general model
parameter by continually adapting it following new episodes
of experience. The inner learner learns an estimate of the
parameter of the model of the system during an episode by
continually adapting the suggestion by the outer learner as
more observations of the state transitions are made. The
outer learner learns the general model parameter such that
the learning within an episode continuously improves with
exprerience of more episodes.
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Outer Learner,As
Meta-Update:
min
φˆ
Lis(φˆ)
φˆi
Meta-Loss,Li+1s
Inner Learner,Af
Loss,Lit
minθLit(θ)
+Re(θ, φˆi)
θˆit
θ∗i
System
xit Controller
uit−1
Figure 1. Online Model-based Meta-learning Control Architecture
We denote the outer learner by As and the inner learner by
Af . We denote the output of As in episode i by φˆi and the
output of Af , the estimate of the model parameter for time
t in episode i by θˆit. At time t the controller computes a con-
trol input uˆit by solving an optimization whose objective is
the cost-to-go for the remaining horizon of the episode using
the parameter estimate θˆit as a substitute for the parameter
θi of the system model in the transition dynamics.
Denote the state of the system at time t by xˆit. Let U
i
t =
{uit,t, uit,t+1, ..., uit,T−1}, where uit,t, uit,t+1, ..., uit,T−1 is a
sequence of control inputs from t to T − 1. So the control
input uˆit is computed by solving the following optimization:
min
Uit
t+T−1∑
k=t
ct(x
i
t,k, u
i
t,k) s.t. x
i
t,k+1 = Aˆ
i
tx
i
t,k + Bˆ
i
tu
i
t,k,
xit,t = xˆ
i
t, Fuu
i
t,k ≤ bu, ∀ k t ≤ k ≤ T − 1,
Aˆit =
ma∑
j=1
(
θˆit,j,AMj,A
)
+Ac,
Bˆit =
mb∑
j=1
(
θˆit,j,BMj,B
)
+Bc. (9)
and the control input uˆit is set by uˆ
i
t = u
i
t,t. The first line of
the optimization problem in Eq. (9) is the objective function
which is equal to the cost-to-go for the remaining horizon of
the episode. The second line is the state evolution constraint
and the control input constraint for all time steps. We note
that if the model estimate is exact the state sequence will be
the optimal trajectory because the control input computed
by solving Eq. (9) at time t will be equal to the policy
computed via. dynamic programming.
The final control input is slightly different from the control
input computed by solving Eq. (9). This is the second
key part of the control design. The final control input is
computed by applying a perturbation on the control input
computed by solving Eq. (9). This perturbation is applied to
ensure that the sequence of control inputs generated by the
controller is persistently exciting. We formally define the
persistence of excitation and discuss how the control input
computed by solving Eq. (9) is modified later.
4. Inner Learner Af
In this section we discuss the algorithm and the structure
of the inner learner and establish an upper bound for the
cumulative error in the model parameter estimated by the
inner learner during an episode. We adopt the framework of
OCO discussed in Section 1 to design and analyse the inner
learner.
Given a model parameter θ the prediction loss for time step
t is given by
liθ,t = ‖xˆit+1 −Axˆit −Buˆit‖2, A =
ma∑
j=1
(θj,AMj,A) +Ac,
B =
mb∑
j=1
(θj,BMj,B) +Bc. (10)
Because the state xˆit+1 is measurable at t + 1 this loss is
computable for a parameter θ. We set this as the loss func-
tion for the inner learner for time step t. The inner learner
updates its overall loss function at time t to Lt by adding
the loss function liθ,t−1 to the overall loss function of the
pervious time step, Lt−1. Thus
Lt =
t−1∑
j=0
liθ,j . (11)
The functionLt(θ) is well defined as an overall loss function
for the inner learner because (i) it is measurable and (ii) is
convex in the model parameters. The inner learner computes
an estimate θˆt of the system’s model parameters at time
t by minimizing the updated loss function Lt(θ) plus a
regularizer Re(θ, φˆ) = 12‖θ − φˆ‖22, where the parameter
φˆ is the output of the outer learner at the beginning of the
current episode. This optimization specifies how the inner
learner adapts the general model proposed by the outer
learner. We discuss later how φˆ is updated by the outer
learner. Thus the inner learner computes θˆt by solving the
following optimization problem:
θˆt = min
θ∈Θ
ηiLt(θ) +Re(θ, φˆ), where
Lt(θ) =
t−1∑
j=0
liθ,j , Re(θ, φˆ) =
1
2
‖θ − φˆ‖22, θˆ0 = φˆ. (12)
Let θˆ0:t−1 = {θˆ0, θˆ1, ..., θˆt−1}. We define the cumulative
loss for the inner learner till time t within an episode by
Lt(θˆ0:t−1) =
t−1∑
j=0
li
θˆj ,j
(13)
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Hence the regretRt for the loss incurred by the inner learner
is given by
RT = LT (θˆ0:T−1)− LT (θi) = LT (θˆ0:T−1). (14)
The final equality follows from the fact that Lt(θi) = 0.
This definition of cumulative loss and regret is the cumu-
lative loss and regret for a learning algorithm in the OCO
framework where Lt is the overall loss function for t. Hence
we can apply standard results from OCO for deriving an
upper bound for RT . In the following theorem we establish
the regret RT for the loss incurred by the inner learner.
Lemma 1 Consider the estimator given in Eq. (12). Sup-
pose θi is the system model for the ith episode, θ∗i =
minθ
∑T−1
t=0 l
i
θ,t, ‖uit‖2 ≤ δ1. Then there exist δ > 0 such
that
RT ≤ ‖θ
∗
i − φˆ‖22
2ηi
+
T−1∑
j=0
ηig
2
j , gj = δ
(‖xij‖2 + δ1) .
Please see the Appendix for the proof. The proof involves
showing that (i) liθj ,j is convex and Lipschitz, and (ii) using
a standard result from online convex optimization for the
regularized estimator of the type in Eq.12 (Theorem 2.11,
(Shalev-Shwartz et al., 2011)). Here we note that the regret
can grow exponentially if the state grows exponentially in
terms of its norm.
4.1. Cumulative Error in Parameter Estimation
The cumulative error in the estimation of the model parame-
ters for the duration of an episode is given by
Eθ,T =
T−1∑
j=0
‖θˆj − θ‖2 (15)
To extend the regret bound derived in Theorem 1 to an upper
bound for the cumulative error in the estimation of the model
parameters we require an additional condition on the state
and control input sequence Xˆ0:T−1 = {xˆi0, xˆi1, ..., xˆiT−1}
and Uˆ0:T−1 = {uˆi0, uˆi1, ..., uˆiT−1} of an episode This con-
dition is a slight variation of the standard persistence of
excitation. Let
Mθ =
[
MA 0
0 MB
]
(16)
Definition 1 We say that the sequence Xˆ0:T−1 and Uˆ0:T−1
satisfies persistence of excitation if there exists a p < T
such that
vTMθ
t+p−1∑
j=t
[
xˆij
uˆij
] [ (
xˆij
)T (
uˆij
)T ]
(Mθ)
T v ≥ cp,
(17)
∀ t, and ∀ v s.t. ‖v‖2 = 1, v /∈ Null(MTθ ), where cp > 0.
For provability, we modify the inner learner given in Eq.
(12) as follows. Here, unlike Eq. (12), the estimation is
updated only after every p time steps as given below.
θˆt = θ
′
k, ∀ t s.t. k = bt/pc, θˆ0 = φˆ, where
θ
′
k = min
θ∈Θ
ηi
k∑
j=1
(
lˆiθ,j
)
+Re(θ, φˆ), and
lˆiθ,j =
jp−1∑
s=(j−1)p
liθ,s. (18)
So the estimate θˆt by the inner learner remains constant and
is equal to θ
′
k for the duration t = kp to t = (k + 1)p− 1,
where θ
′
k is the minimizer of the loss function Lt for t = kp.
Given the results in Theorem 1 and provided the persistence
of excitation condition (Eq. (17)) is satisfied the following
result on the cumulative error Eθ,T can be established.
Theorem 1 Consider the estimator given in Eq. (18). Sup-
pose the persistence of excitation condition, Eq. (17), holds.
Then
Eθ,T ≤ p√
cp
RT ≤ p‖θ
∗
i − φˆ‖22
2ηi
√
cp
+
T−1∑
j=1
p2ηig
2
j√
cp
(19)
Please see the Appendix for the proof. The use of a strongly
convex regularizer R(., φˆ) in the optimization (Eq. (18))
of the learner’s strategy restricts the upper bound of the
cumulative error in parameter estimation to the form that is
a constant times
∑
g2j , where gjs are the Lipschitz constant
of the loss functions liθ,j w.r.t θ, plus an additional error,
the first term in the upper bound, that arises from the in-
clusion of this regularizerR(., φˆ) itself in the optimization
of the learner’s strategy. We refer the reader to (Theorem
2.11, (Shalev-Shwartz et al., 2011)) for a more detailed
discussion.
From Theorem 1 it follows that the best upper bound for
the cumulative error in estimation is O(
√
T ) and this is
achieved when ηi = T−1/2. And so for this value of ηi the
parameter estimation improves with time during an epsiode.
We formally establish later that this results in a sub-linear
growth of the regret for the controller’s cost and cumulative
constraint violation during an episode. We note that the
upper bound for the cumulative error in estimation presented
above is a function of the output of the outer learner φˆ.
Such a characterisation is useful because it allows us to
characterize the effect of the meta-learning on the average
regret for the overall learner and the controller’s cost across
the episodes.
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5. Outer Learner As
Here we discuss the outer learner and also formally estab-
lish how the meta-updates provided by the outer learner
continually improves the average of the cumulative error
in the estimation of the model parameters for an episode,
where the average is calculated across the episodes experi-
enced so far, with experience of more episodes. As for the
inner learner, we adopt the framework of OCO discussed in
Section 1 to design and analyse the outer learner’s intended
role.
We set the loss function for the outer learner for the ith
episode as ‖θ∗i − φˆ‖22, which is the norm of the difference
between the best parameter estimate at the end of episode
i and the parameter of the general model φˆ. We note that
this is the same loss function used in (Balcan et al., 2019)
for the outer learner. We denote the overall loss function for
the outer learner at the end of episode i which is the sum of
the loss functions for the individual episodes till episode i
by Li+1s . Thus
Li+1s =
i∑
j=1
‖θ∗i − φˆ‖22. (20)
The outer learner updates φˆi to φˆi+1 after episode i by
minimizing Li+1s . Thus
φˆi+1 = min
φˆ∈Θ
Li+1s (21)
From the regret bound derived in Theorem 1 it follows that
this form of the update direcly minimizes the sum of the
regret bound for the inner learner across the episodes in
hindsight. If Θ is convex the solution to Eq. (21) is given
by
φˆm+1 =
∑m
j=1 θ
∗
j
m
(22)
Such an update is called Follow the Average Leader (FAL).
The FAL strategy is desirable as a meta-update for meta-
learning because it is the equivalent of Follow the Leader
(FTL) for a regular online learner which for a general se-
quence of strongly convex loss functions achieves a loga-
rithmic regret.
Aside, the update by FAL strategy can also be written as
φˆi+1 ← ProjΘ
(
φˆi − βi(φˆi − θ∗i )
)
, βi = 1/i. (23)
We point that this version of the meta-update given in Eq.
(23) is equivalent to the approximate gradient based meta-
learner proposed in (Nichol & Schulman, 2018) called REP-
TILE.
In the theorem we present next we show at what rate the
meta-learning improves the average of the cumulative error
in the model parameter estimation for an episode with more
experience. We denote this average by Eθ,N :
Eθ,N =
1
N
N∑
i=1
Eθ,T . (24)
Theorem 2 Consider the estimator given in Eq. (18) and
the meta-update given by the update in Eq. (23). Suppose
the persistence of excitation condition, Eq. (17), holds for
each episode i, ηi = η, a constant, gt ≤ g, a constant, ∀ i, t,
Θ is convex, φˆ1 is reinitialized at θ∗1 , βi = 1/i. Then the
best scaling for Rθ,N is given by
Eθ,N ≤ O
(
(1 + logN/N)T 1/2
)
. (25)
This proof is similar to the proof for the average regret
for the controller’s cost we present later and so we do not
provide a proof for this result. Not surprisingly the bound
established here under the assumption that the state of the
system remains bounded in all the episodes is similar to
the bound established in (Balcan et al., 2019). The scaling
has the factor T 1/2 because even after the meta-updates
converge each episode can still incur a regret of T 1/2. Most
importantly, the scaling shows that the average cumulative
error Eθ,N reduces at the rate of logN/N as N increases
which is a result of the FAL strategy for the meta-update
(Eq. (23)). This suggests that the worst regret for learning
within an episode continuously improves with experience
of more episodes.
6. Controller Performance
In this section we establish a bound for the regret for the
overall cost incurred by the controller in an episode, the
overall constraint violation in an episode and the average
regret for each of them over a finite number of episodes
leveraging the results derived in Section 4 and applying
an analysis similar to that in Section 5. Through these
results we show that the overall controller with the meta-
learner is able to continuously improve its performance with
experience of more episodes.
The control input calculation at time t entails the following
two steps: (i) computing an intermediate control input by
solving the optimization in Eq. (9) and setting the solution
for the control input for time t as the intermediate control
input (ii) perturbing the intermediate control input calculated
as above so that the persistence of excitation condition is
satisfied. This perturbation is needed because without the
perturbation there is no guarantee that the control sequence
computed by solving a sequence of optimizations given by
Eq. (9) will generate a sequence Xˆi0:t−1, Uˆ
i
0:t that satisfies
the excitation condition in Eq. (17).
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Let the final control input computed by the controller be
given by u¯it. Denote the perturbation applied to uˆ
i
t by δuˆ
i
t.
Let Vt :=
[
(u¯it)
T , ..., (u¯it+n)
T
]T
. Then for the controller
we propose u¯it is given by
u¯it = uˆ
i
t + δuˆ
i
t, where ‖δuˆit‖2 ≤
√
cp, (26)
uˆit is the solution of Eq. (9) and δuˆ
i
t is given by
δuˆit = ±
√
cpe
⊥
t , where e
⊥
t = u
⊥
t /‖u⊥t ‖2,
and u⊥t is s.t. (V
⊥
t−n)
TVt−n−k = 0 ∀ k, 1 ≤ k ≤ q − 1,
where V ⊥t−n = [(u
⊥
t−n)
T , ..., (u⊥t )
T ]. (27)
We prove as part of the proof of the theorem we
present next that the sequence of control inputs U¯ i0:t =
{u¯i0, u¯i1, ..., u¯it−1} is persistently exciting. Please see the
proof for the detailed argument proving the idea. The key
idea here is to perturb uˆt just enough so that the persistence
of excitation is satisfied while the additional cost for the
perturbation does not make the regret for the controller cost
and the cumulative constraint violation to grow more than
sublinearly w.r.t the horizon T of an episode. We denote
the Lipschitz constant of uˆt, which is the solution of Eq.
(9), w.r.t the state xˆt and the model parameter θˆ used in the
optimization by α. We prove as part of the proof for the
next theorem that such a constant exist.
We denote the total cost for a general controller in episode i
by Lc,T and so
Lc,T (Xi0:T−1, U i0:T−1) =
T−1∑
t=0
ct(x
i
t, u
i
t),
where Xi0:T−1 = {xi0, xi1, ..., xiT−1},
U i0:T−1 = {ui0, ui1, ..., uiT−1}. (28)
We introduce the following definitions. Let
Lˆc,T := Lc,T (Xˆi0:T−1, U¯ i0:T−1),
Vˆc,T := Vi(Xˆi0:T−1, U¯ i0:T−1),
L∗c,T := Lc,T (Xi0:T−1, U i0:T−1),
V∗c,T := Vi(Xi0:T−1, U i0:T−1). (29)
If Xi0:T−1 and U
i
0:T−1 are the state and control input se-
quence of an episode when the system model θi is known
and uik is computed by solving Eq. (9) with θi itself as the
parameter estimate then it follows that the sequence Xi0:T−1
corresponds to the response to the best policy that satisfies
the control input constraints and U i0:T−1 is the sequence
computed by the best policy that satisfies the control input
constraints. Hence the regret Lˆc,T − L∗c,T for the cost and
the regret Vˆc,T − V∗c,T for the cumulative constraint vio-
lation are the regret w.r.t the best policy that satisfies the
control input constraints. In the theorem we present next we
provide the an upper bound for the regret for the controller
cost and cumulative contraint violation for an episode w.r.t
this policy when the controller sets u¯it as the control input
at time t.
Theorem 3 Consider the sequence of model adaptations,
θˆ0:t, given by Eq. (18). Suppose the pair (Ai, Bi) is reach-
able, q = (n + 1)m, the control input for each time step
is the solution of Eq. (9) and modified as in Eq. (26),
‖Ai‖2 +α‖Bi‖2 < 1, the control input and state sequences
are given by U¯ i0:t and Xˆ
i
0:t, and U
i
0:t, X
i
0:t are the control
and state sequence when the system model θi is known,
and when uik is the solution of Eq. (9) solved with θi it-
self as the parameter estimate. Then there exist constants
k1 > 0, k2 > 0, k3 > 0, k4 > 0 such that
Lˆc,T − L∗c,T ≤
k1p‖θ∗i − φˆ‖22
2ηi
√
cp
+
T−1∑
j=0
k1p
2ηig
2
j√
cp
+ k3T
√
cp
Vˆc,T − V∗c,T ≤
k2p‖θ∗i − φˆ‖22
2ηi
√
cp
+
T−1∑
j=0
k2p
2ηig
2
j√
cp
+ k4T
√
cp.
Please see the Appendix for the proof. The proof entails
(i) showing that the regret is bounded above by Eθ,T plus
a term that is O(√cpT ), where the term O(√cpT ) arises
because of the perturbation by δuˆt (ii) showing that the se-
quence of control inputs U¯0:T−1 is persistently exciting and
(iii) applying the bound for Eθ,T from Thoerem 1, which
requires the persistence of excitation to hold.
The condition ‖Ai‖2+α‖Bi‖2 < 1 is required for establish-
ing our result. This condition can be interpreted as requiring
that the closed loop system with the feedback control uˆt
remains bounded for any bounded perturbation to uˆt. The
first two terms arise from the fact that the cumulative devia-
tion of the intermediate control inputs computed during an
episode from the control sequence corresponding to the best
control policy that satisfies the control input constraints is
bounded by Eθ,T . This is because the magnitude of how
much uˆit differs from u
i
t for the same state is not more than
the Lipschitz constant α times the magnitude of the error
in the model parameter estimate θˆt. The third term arises
because of the perturbation δuˆt, which is bounded by
√
cp,
applied on uˆt.
The key thing to note in the above theorem are the constants
ηi and
√
cp of the algorithm whose scaling can be chosen
in a way that the order of the regret is optimized. We note
that the constants ηi and
√
cp appear in the numerator of
one term and the denominator of another term. Hence there
is a trade-off in determining their scaling. The following
corollary states the scaling for these parameters that achieves
the best regret for the control algorithm proposed in this
work.
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Corollary 1 Consider the setting in Thm. 3. The best regret
is achieved when ηi = O(T−1/2p−1),
√
cp = O(T
−1/4)
and for this parameter setting
Lˆc,T − L∗c,T ≤ O(T 3/4), Vˆc,T − V∗c,T ≤ O(T 3/4).
Please see the Appendix for the proof. We observe that the
best scaling that the proposed algorithm can achieve for the
regret for the controller cost is O(T 3/4) and for constraint
violation is O(T 3/4). The additional factor of T 1/4 in the
regret scaling for the controller’s cost and cumulative con-
straint violation compared to the regret for the inner learner
loss arises because of the perturbation that is applied to uˆt.
We emphasize that the control constraints are violated only
because of the perturbation.
The characterization of the regret for the controller’s cost
and cumulative constraint violation provided in Theorem
3 for an episode can be extended to characterize the effect
of the meta-updates provided by the outer learner on the
respective average regrets as we did for the overall learner.
Denote the average regret for the cost and the average regret
for cumulative constraint violation across the episodes by
Lc and V resply. Then
Lc = 1
N
N∑
i=1
Lic,T ,V =
1
N
N∑
i=1
Vi. (30)
In the next theorem we establish a bound for the average
regret of the meta-learning control algorithm when the meta-
learner update is given by Eq. (23).
Theorem 4 Consider the setting in Cor. 1 and suppose Θ
is convex, φˆ1 is reinitialized at θ∗1 , βi = 1/i, and the update
of φˆ is given by Eq. (23). Then the average regret for the
cost and cumulative constraint violation are given by
Lc ≤ O
((
1 +
logN
N
)
T 3/4
)
,
V ≤ O
((
1 +
logN
N
)
T 3/4
)
.
Please see the Appendix for the proof. Similar to the re-
sult for the average cumulative error for model parameter
estimation here too we note that the average regret for the
cost has a factor O(T 3/4). This is because even after the
meta-updates converge the regret within a particular episode
can grow as O(T 3/4). The result clearly establishes that
the meta-updates provided by the outer learner results in
a average regret for the controller’s cost and cumulative
constraint that vary as logN/N with N suggesting that the
worst regret for the performance in an episode continuously
improves with experience of more episodes.
7. Conclusion
In this work we proposed a model based meta-learning con-
trol algorithm for an iterative control setting, where in each
iteration the system to be controlled is different and un-
known and the control objective is a general convex cost
function with general control input constraints. We em-
phasize that this is the first work that provides provable
guarantees for the regret for the performance of an online
meta-learning control algorithm in a suitable control setting.
We proved that the proposed algorithm achieves O(T 3/4)
regret for the controller cost for an episode of duration T
with respect to the best policy that satisfies the control input
constraints and an average of this regret across the iterations
that varies as O((1 + log(N)/N)T 3/4) with N being the
number of iterations. We also proved that the proposed algo-
rithm achieves O(T 3/4) regret for an episode of duration T
with respect to the best policy that satisfies the control input
constraints and an average of this regret across N given
iterations that varies as O((1 + log(N)/N)T 3/4). Hence
we established that the meta-learning control algorithm con-
tinually improves its performance within an episode with
experience of more episodes.
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A. Proof of Lemma 1
For a sequence of loss functions lt : θ → R, we define
a strategy called follow the regularized leader (FTRL) as
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follows:
θˆt = arg min
θ
‖θ − φ‖22 + η
k=t−1∑
k=1
lk(θ). (31)
First, we present the following standard theorem from online
convex optimization.
Lemma 2 Consider a sequence of loss functions lt : Θ→
R, that are convex and gt Lipschitz w.r.t ‖.‖. Then the regret
for FTRL, RT , is given by
RT ≤ ‖θ
∗
T − φ‖22
η
+ η
T∑
j=1
g2j , (32)
where θ∗T = arg minθ
∑T
k=1 lk(θ)
Please see Theorem 2.11, (Shalev-Shwartz et al., 2011) for
the proof. The final result is a straightforward application of
Lemma 2. First we note that the function lt(θ) = ‖xit+1 −
Axit − Buit‖2, where A =
∑
j (θj,AMj,A) + Ac, B =∑
j (θj,BMj,B) + Bc is convex w.r.t θ = vec({θA, θB}).
Second
lt(θ1)− l(θ2) = ‖xit+1 −A1xit −B1uit‖2
− ‖xit+1 −A2xit −B2uit‖2 (33)
By appplying traingle inequality twice, then Cauchy-
Shwartz inequality and using the fact that ‖M‖F ≥ ‖M‖2
for a given matrix M , we get
lt(θ1)− lt(θ2) ≤ ‖(A2 −A1)xit + (B2 −B1)uit‖2
≤ ‖A2 −A1‖F ‖xit‖2 + ‖B2 −B1‖F ‖uit‖2
≤ ‖θ2 − θ1‖2δ(‖xit‖2 + ‖uit‖2), (34)
where δ = max{‖MA‖, ‖MB‖}. Given that ‖uit‖2 ≤ δ1.
This implies that the Lipschitz constant of lt is δ(‖xit‖2+δ1)
w.r.t ‖.‖2. 
B. Proof of Theorem 1
Let the model parameter be θ and A =
∑
j (θj,AMj,A) +
Ac, B =
∑
j (θj,BMj,B) +Bc. First, we show that
Rθ,T ≤ pRT√
cp
. (35)
Note that lˆij =
∑(j+1)p−1
s=jp l
i
θ
′
j ,s
. Expanding we get
lˆij =
(j+1)p−1∑
s=jp
‖xˆis+1 −A
′
j xˆ
i
s −B
′
j uˆ
i
s‖2. (36)
Let δAj := A − A′j , δBj := B − B
′
j . Note that xˆ
i
s+1 =
Axˆis +Buˆ
i
s. Hence
lˆij =
(j+1)p−1∑
s=jp
∥∥∥∥[δAj δBj ] [ xˆisuˆis
]∥∥∥∥
2
. (37)
We introduce some notation for ease of illustration. Let δθ
T
1
...
δθTn

j
Mθ = [δAj δBj ] , vs =
[
xˆis
uˆis
]
. (38)
That is
lˆij =
(j+1)p−1∑
s=jp
∥∥∥∥[δAj δBj ] [ x˜isu˜is
]∥∥∥∥
2
=
(j+1)p−1∑
s=jp
√
vTs
[
δATj
δBTj
]
[δAj δBj ] vs.
The last step followed from the fact that ‖v‖2 =
√
vT v for
v ∈ Rn. Let the trace operation be denoted by Tr{.}. Then
we get that
lˆij =
(j+1)p−1∑
s=jp
√
Tr
{
vTs
[
δATj
δBTj
]
[δAj δBj ] vs
}
=
(j+1)p−1∑
s=jp
√
Tr
{[
δATj
δBTj
]
[δAj δBj ] vsvTs
}
.
Making use of the inequality
∑
k
√
ak ≥
√∑
k ak, where
ak > 0, we get that
lˆij ≥
√√√√(j+1)p−1∑
s=jp
Tr
{[
δATj
δBTj
]
[δAj δBj ] vsvTs
}
.
Then using the trace identity Tr{M(M1 + M2)} =
Tr{MM1}+ Tr{MM2} we get that
lˆij ≥
√√√√√Tr

[
δATj
δBTj
]
[δAj δBj ]
(j+1)p−1∑
s=jp
(vsvTs )
.
Using the trace identity Tr{M1M2} = Tr{M2M1} we get
that
lˆij ≥
√√√√√Tr
[δAj δBj ]
(j+1)p−1∑
s=jp
(vsvTs )
[
δATj
δBTj
].
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Substituting the notation for [δAj δBj ] in the above expres-
sion we get that
lˆij ≥
√√√√√√√Tr

 δθ
T
1
...
δθTn

j
Mθ
(j+1)p−1∑
s=jp
(vsvTs ) (Mθ)
T
 δθ
T
1
...
δθTn

T
j
.
Let M = Mθ
∑(j+1)p−1
s=jp
(
vsv
T
s
)
(Mθ)
T . Then
lˆij ≥
√√√√√√Tr

 δθ
T
1
...
δθTn

j
M [δθ1 . . . δθn]j
.
Using the definition of trace and the fact that M ≥ cp > 0
we get that
lˆij ≥
√∑
k
cp‖δθk‖22 =
√
cp
√∑
k
‖δθk‖22
=
√
cp‖θˆj − θ‖2. (39)
The above equation implies that
jp+p−1∑
s=jp
‖θˆs − θ‖2 =
jp+p−1∑
s=jp
‖θ′j − θ‖2 ≤
plˆij√
cp
. (40)
Thus
T−1∑
s=0
‖θˆs − θ‖2 ≤ pRT√
cp
. (41)
From Theorem 1 and the sequence of model estimations
given by θˆj we get that∑
lˆij ≤
‖θ∗i − φˆ‖22
2ηi
+
∑
j
ηigˆ
2
j , (42)
where gˆj is the Lipschitz constant of lˆij . Since
lˆij =
jp+p−1∑
s=jp
li
θˆs,s
,
we get that
gˆj ≤ p
(j+1)p−1∑
s=jp
g2s . (43)
Hence
RT =
∑
s
li
θˆs,s
=
∑
j
lˆij ≤
‖θ∗i − φˆ‖22
2ηi
+
∑
j
ηigˆ
2
j ,
=
∑
j
lˆij ≤
(θ∗i − φˆ)22
2ηi
+
T−1∑
s=0
ηipg
2
j (44)
From here the final result follows. 
C. Proof of Theorem 3
First we present a lemma where we show that the solution
to the optimization in Eq. (9) is Lipschitz continuous with
respect to the model parameter θ used in the optimization.
Lemma 3 Consider the optimization problem in Eq. (9)
when t = 0. Suppose there exists a feasible solution ∀θ ∈
Θ, Xˆ0:T−1, Uˆ0:T−1 and X0:T−1, U0:T−1 are the solutions
computed for the models θˆ ∈ Θ and θ ∈ Θ respectively.
Then there exists a constant k0 > 0 such that
‖xj − xˆj‖2 ≤ k0‖θ− θˆ‖2, ‖uj − uˆj‖2 ≤ k0‖θ− θˆ‖2 ∀ j.
(45)
Proof: We first introduce a lemma.
Lemma 4 A function is locally Lipschitz for every x ∈ S
if and only if it is Lipschitz continuous on every compact
subset of S.
Consider the following convex optimization:
P1 : min f(x), s.t. gi(x, θ) ≤ 0 ∀ i ∈ {1, 2, ..., r},
hi(x, θ) = 0 ∀ i ∈ {1, 2, ..., s}, hi : affine in x. (46)
where f, gi, hi are convex in x, θ ∈ Θ and Θ ⊂ Rp, x ∈ Rq .
We denote the solution set for the parameter θ by Ψ(θ). The
Hausdorff distance between two sets R and S is given by
dH(R,S) = inf
{
ε
∣∣d(x, S) ≤ ε, d(y,R) ≤ ε, ∀x ∈ R, y ∈ S}
d(x, S) = inf {‖x− y‖, y ∈ S} (47)
We first present the following theorem.
Lemma 5 Consider the parametric convex problem P1.
Suppose that for some θ
′ ∈ Θ,
(i) there exists a solution x∗ and is bounded,
(ii) the Slater condition is satisfied w.r.t the constraints,
(iii) there is an open convex set W ⊃ x∗ and a neighbor-
hood D of θ
′
such that f is Lipschitz on W ,
(iv) for each x ∈W , gi and hi are Lipschitz around θ′ with
some modulus independent of x,
then the set Ψ is Lipschitzian in an open neighbourhood Wθ
of θ
′
i.e., dH(Ψ(θ1),Ψ(θ2)) ≤ k‖θ1− θ2‖, ∀ θ1, θ2 ∈Wθ,
for some k > 0.
Please see Theorem 1, (Klatte & Kummer, 1985) for the
proof.
Observation 1: For the optimization problem in Eq. (9),
when t = 0, a bounded solution exists for all θˆ ∈ Θ because
a feasible solution exists for each θˆ and the feasible solution
set for each θˆ is bounded because (i) the control inputs
should satisfy the inequality constraints and so are bounded
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and (ii) the norm of the system matrices are bounded for all
θ ∈ Θ, which is because Θ is a compact set.
Observation 2: the functions ct are strictly convex functions
and so if there is a feasible solution then the optimal
solution is unique.
Observation 3: the Slater condition is trivially satisfied
because constraints are all linear and a feasible solution
exist.
Observation 4: the functions f =
∑
ck is Lipschitz because
cks are Lipschitz for all t.
Observation 5: The function hi is the linear constraint
xi− Aˆxi−1−Bˆui−1, where Aˆ =
∑
j θˆj,AMj,A+Ac, B =∑
j θˆj,BMj,B + Bc. So there trivially exists an open set
around any bounded solution where hi is Lipschitz w.r.t θˆ
and where the Lipschitz constant is independent of x.
Observations 1, 3, 4, 5 implies that the conditions of Lemma
5 are satisfied for the optimization problem in Eq. (9). From
observation 1, 2 and Lemma 5 it follows that the solution to
the optimization problem in Eq.(9) is unique and is locally
Lipschitz for all θˆ ∈ Θ. Then from Lemma 4 it follows that
the solution to the problem is Lipschitz continuous on the
set Θ, i.e., there exists a constant k0 > 0 such
‖xik−xˆik‖ ≤ k0‖θ− θˆ‖, ‖uik−uˆik‖ ≤ k0‖θ− θˆ‖ ∀ θ, θˆ ∈ Θ

The following Lemma establishes a bound on the regret for
the cost and constraint violation in episode i in terms of the
cumulative sum of the norm of the error in the sequence of
estimations of the model parameters θˆi1:T−1.
Lemma 6 Consider the sequence of model adaptations,
θˆ0:t. Suppose the control input for each time step is the
solution of Eq. (9), ‖Ai‖2 + α‖Bi‖2 < 1, the control input
and state sequences are given by Uˆ i0:t and Xˆ
i
0:t, and U
i
0:t
and Xi0:t are the control input and state sequence when the
system model θi is known, and when uik is the solution of
Eq. (9) solved with θi as the model estimate. Then there
exist a constants k1 > 0 such that
Lˆc,T − L∗c,T ≤
T−1∑
j=0
k1
(
‖θˆj − θ‖2
)
. (48)
Proof: In the argument to follow we ignore the superscript
and subscript i in all the variables which have a superscript
or a subscript as i. First we observe that cj(., .) is Lipschitz
continuous w.r.t its arguments xt and ut. This implies that
there exists a constant k > 0 such that
Lc,T − L∗c,T =
T−1∑
j=0
cj(xˆj , uˆj)− cj(xj , uj)
≤ k
T−1∑
j=0
‖xˆj − xj‖2 + ‖uˆj − uj‖2. (49)
We note that uˆj is computed by solving Eq.(9) for t = j
whose parameters are xˆj and θˆj . Let
Rθ,j =
{
x
∣∣ ∃ U0:j−1 s.t. x = Ajxs + j−1∑
k=0
Aj−1−kBuk,
Fuuk ≤ bu ∀ 0 ≤ k ≤ j − 1} . (50)
Now Rθ,j is closed because the constraints Fuuk ≤ bu
for U0:j−1 define a polytope within which U0:j−1 should
lie and Rθ,j is an affine transformation of U0:j−1. The set
Rθ,j is bounded because j ∈ {0, ...., T − 1}, where T is
finite and the norm of the system matrices are bounded for
all θ ∈ Θ. The set Rθ,j is convex because the constraints
Fuuk ≤ bu are convex. Consider the union of Rθ,j over all
θ ∈ Θ and consider the closure of this union. Call this set
UR. This set is closed by definition and bounded because
‖xˆj‖2 ≤ ‖A‖j2‖xs‖2 +
j−1∑
k=0
‖A‖j−1−k2 ‖B‖2‖uk‖2
≤ max
θ
(‖A‖j2)‖xs‖2
+
j−1∑
k=0
max
θ
(‖A‖j−1−k2 ) max
θ
(‖B‖2) max
u∈{u|Fuu≤bu}
‖u‖2,
where max
θ
(‖A‖j2),max
θ
(‖B‖2) and max
u∈{u|Fuu≤bu}
‖u‖2,
(51)
are bounded because θ ∈ Θ and Θ is compact and the set
defined by {u|Fuu ≤ bu} is bounded. Hence the parameters
xˆj and θˆj of the optimization Eq. (9) for t = j belong to
compact sets UR and Θ respectively. For this parameter set
and the optimization Eq. (9) for t = j all the conditions of
Lemma 5 are satisfied and so ∃ α > 0 s.t.
‖uˆj − uj‖2 ≤ α
(
‖xˆj − xj‖2 + ‖θˆj − θ‖2
)
.
Next, we observe that
xˆj − xj = Axˆj−1 +Buˆj−1 −Axj−1 −Buj−1.
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This implies that
j∑
k=j−1
‖xˆk − xk‖2 + ‖uˆk − uk‖2 ≤ α‖θˆj − θ‖2
+ (1 + (1 + α)‖A‖2)‖xˆj−1 − xj−1‖2
+ (1 + (1 + α)‖B‖2)‖uˆj−1 − uj−1‖2
≤ α‖θˆj − θ‖2 + (1 + (1 + α)‖B‖2)α‖θˆj−1 − θ‖2
+ (1 + α)(1 + ‖A‖2 + α‖B‖2)‖xˆj−1 − xj−1‖2.
Similarly using the above observation and the observation
that
xˆj−1 − xj−1 = Axˆj−2 +Buˆj−2 −Axj−2 −Buj−2,
we get that
j∑
k=j−2
‖xˆk − xk‖2 + ‖uˆk − uk‖2 ≤ α‖θˆj − θ‖2
+ (1 + (1 + α)‖B‖2)α‖θˆj−1 − θ‖2
+ (1 + α)(1 + ‖A‖2 + α‖B‖2)‖xˆj−1 − xj−1‖2
≤ α‖θˆj − θ‖2 + (1 + (1 + α)‖B‖2)α‖θˆj−1 − θ‖2
+ (1 + (1 + α)‖B‖2(1 + ‖A‖2 + α‖B‖2))α‖θˆj−2 − θ‖2
+ (1 + α)(1 + (‖A‖2 + α‖B‖2 + (‖A‖2 + α‖B‖2)2)×
‖xˆj−2 − xj−2‖2. (52)
Let’s call β = ‖A‖2 + α‖B‖2 and γ = (1 + α)‖B‖2.
Next we use an inductive style argument to extend this to a
general sum. Let
T−1∑
k=j
‖xˆk − xk‖2 + ‖uˆk − uk‖2 = α‖θˆT−1 − θT−1‖2
+
T−2∑
k=j
(
1 + γ
(
1 +
T−2−k∑
l=1
βl
))
α‖θˆk − θ‖2
+
T−2∑
k=j
(1 + α)
(
1 +
T−1−k∑
l=1
βl
)
‖xˆk − xk‖2. (53)
Given this
T−1∑
k=j−1
‖xˆk − xk‖2 + ‖uˆk − uk‖2 = α‖θˆT−1 − θT−1‖2
+
T−2∑
k=j
(
1 + γ
(
1 +
T−2−k∑
l=1
βl
))
α‖θˆk − θ‖2
+
T−2∑
k=j
(1 + α)
(
1 +
T−1−k∑
l=1
βl
)
‖xˆk − xk‖2
+ ‖xˆj−1 − xj−1‖2 + ‖uˆj−1 − uj−1‖2. (54)
Then substituting xˆj = Axˆj−1 +Buˆj−1 and xj = Axj−1 +
Buj−1 we get
(1 + α)
(
1 +
T−1−j∑
l=1
βl
)
‖xˆj − xj‖2
+ ‖xˆj−1 − xj−1‖2 + ‖uˆj−1 − uj−1‖2
≤
(
1 + (1 + α)
(
1 +
T−1−j∑
l=1
βl
)
‖A‖2
)
‖xˆj−1 − xj−1‖2
+
(
1 + (1 + α)
(
1 +
T−1−j∑
l=1
βl
)
‖B‖2
)
‖uˆj−1 − uj−1‖2.
(55)
Using the fact that
‖uˆj−1 − uj−1‖2 ≤ α
(
‖xˆj−1 − xj−1‖2 + ‖θˆj−1 − θ‖2
)
,
(56)
we get that
(1 + α)
(
1 +
T−1−j∑
l=1
βl
)
‖xˆj − xj‖2
+ ‖xˆj−1 − xj−1‖2 + ‖uˆj−1 − uj−1‖2
≤ (1 + α)
(
1 +
T−1−j+1∑
l=1
βl
)
‖xˆj−1 − xj−1‖2
+
(
1 + γ
(
1 +
T−1−j∑
l=1
βl
))
α‖θˆj−1 − θj−1‖2. (57)
Substituting this in Eq. (54) we get that
T−1∑
k=j−1
‖xˆk − xk‖2 + ‖uˆk − uk‖2 = α‖θˆT−1 − θT−1‖2
+
T−2∑
k=j−1
(
1 + γ
(
1 +
T−2−k∑
l=1
βl
))
α‖θˆk − θ‖2
+
T−2∑
k=j−1
(1 + α)
(
1 +
T−1−k∑
l=1
βl
)
‖xˆj − xj‖2 (58)
Substituting j = T − 1 in Eq. (52), which implies Eq. (53)
holds for j = T − 3 and having shown that Eq. (58) holds
if Eq. (54) holds, by the argument of induction and using
the fact that the initial state xs is common for all trajectories
we conclude that the summation from N − 1 to 0 is upper
bounded as given by
T−1∑
k=0
‖xˆk − xk‖2 + ‖uˆk − uk‖2 ≤ α‖θˆT−1 − θT−1‖2
+
T−2∑
k=0
(
1 + γ
(
1 +
T−2−k∑
l=1
βl
))
α‖θˆk − θ‖2. (59)
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Since β = ‖A‖2 + α‖B‖2 < 1
T−2∑
l=0
βl =
1− βT−1
1− β = O(1). (60)
Hence there exists a const k1 such that,
Lˆc,T − L∗c,T ≤
T−1∑
j=0
k1
(
‖θˆj − θ‖2
)
. (61)

The following Lemma establishes the conditions under
which the persistence of excitation is satisfied. Let
Vt :=
[
(uit)
T , ..., (uit+n)
T
]T
(62)
where (uit, ..., u
i
t+n, ..., ) is a sequence of control inputs.
Lemma 7 Suppose the pair (Ai, Bi) is reachable. Then
there exists a sequence of control inputs such that the matrix
[Vt, Vt+1, Vt+2, ..., Vt+q−1] , (63)
is full rank when q = (n + 1)m, and in this case the per-
sistence of excitation condition holds for p = q + n =
n(m+ 1) +m.
Proof: We first present Lemma 3.1. from (Moore, 1983).
Denote a linear system by the matrices (A,B). Denote the
state and control input at time t by xt and ut.
Lemma 8 Suppose that the system given by (A,B)
is completely reachable. Then, for arbitrary
xk, uk, uk+1, ..., uk+n−1 and an arbitrary non-zero
n−vector α, there exists nonzero vectors β and ε of appro-
priate dimension, independent of xk, uk, uk+1, ..., uk+n−1
but dependent on α, such that
βT [uTk , u
T
k+1, ..., u
T
k+n−1]
T = αT [xk, xk+1, ..., xk+n]ε.
(64)
Please see Lemma 3.1., (Moore, 1983) for the proof. To
prove our result we apply an argument similar to that used
in the proof of Lemma 3.1., (Moore, 1983). Consider an
imaginary output yk of the linear time invariant system given
by the dynamics xk+1 = Axk +Buk. Let
yk = α
T [xTk u
T
k ]
T , (65)
where α is arbitrary. Let αT = [αTx α
T
u ]. The corresponding
McMillan form of the transfer function of this system for
the output as defined in Eq. (65) is of the form
W (z) =
N0 +N1z
−1 + ...+Nnz−n
d0 + d1z−1 + ...+ dnz−n
, d0 = 1, (66)
where the coefficients [d0, d1, ..., dn] correspond to the min-
imal polynomial. The terms N0, N1, ..., Nn have a specific
form given by (Refer (Green & Moore, 1986))
Nj =
j∑
l=0
dj−lPl, Pl = αTxA
l−1B,P0 = αTu . (67)
Let
β := [Nn, Nn−1, ..., N0]T , ε := [dn, ..., d1, d0]T (68)
Then from Eq. (66) it follows that
βT [uTk , u
T
k+1, ..., u
T
k+n]
T = αT×[[
xk
uk
]
,
[
xk+1
uk+1
]
, ...,
[
xk+n
uk+n
]]
ε. (69)
We can rewrite βT as
βT = αTGθ, Gθ =
[
Qθ 0
Hθ I
]
(70)
where Qθ = [qn, qn−1, ..., q1], qj =
∑j
l=1 dj−lA
l−1B,
Hθ = [dnI, dn−1I, ..., d1I], I = Im, the identity matrix
of size m. Because the system (A,B) is reachable Gθ is a
full row rank matrix. Hence for a non-zero α there exists a
non-zero element in β and ε is non-zero because d0 = 1.
First, we show that if the matrix [Vt, Vt+1, ..., Vt+q−1]
has full row rank then the persistence of excitation con-
dition holds for p = q + n. Assuming the matrix
[Vt, Vt+1, ..., Vt+q−1] has full row rank let
t+q−1∑
k=t
VkV
T
k ≥ cp > 0, (71)
where
M ≥ cp ⇐⇒ vTMv ≥ cp ∀ v s.t. ‖v‖2 = 1. (72)
It is easy to show that cp exists and is given by mink‖Vk‖22.
Refer the argument we present later in the main part of the
proof to verify this. By Eq. (69) it follows that
‖βTVk‖22 ≤
∥∥∥∥αT [[ xkuk
]
,
[
xk+1
uk+1
]
, ...,
[
xk+n
uk+n
]]∥∥∥∥2
2
‖ε‖22.
(73)
Summing from k = t to k = t+ q− 1 on both sides we get
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that
βT
(
t+q−1∑
k=t
VkV
T
k
)
β
≤ ‖ε‖22αT
t+q−1∑
k=t
[[
xk
uk
]
,
[
xk+1
uk+1
]
, ...,
[
xk+n
uk+n
]]
×
[[
xk
uk
]
,
[
xk+1
uk+1
]
, ...,
[
xk+n
uk+n
]]T
α
≤ q‖ε‖22αT
t+q+n−1∑
k=t
[
xk
uk
] [
xTk , u
T
k
]
α. (74)
Then from Eq. (71) it follows that
αT
t+q+n−1∑
k=t
[
xk
uk
] [
xTk , u
T
k
]
α ≥ cpβTβ/(q‖ε‖22) (75)
From the structure of ε it follows that ε is independent of
α and is only dependent on the coefficients of the minimal
polynomial of the system matrix A. Hence,
αT
t+q+n−1∑
k=t
[
xk
uk
] [
xTk , u
T
k
]
α ≥ cp(βTβ)/(qmax
θ∈Θ
‖ε‖22).
(76)
Because the elements of ε are the coefficients of the min-
imal polynomial of A, each element of ε is a polynomial
function of the eigenvalues of the system matrix A. De-
note the roots (or the eigenvalues) of A by r1, ..., rn. Let
r = max{r1, r2, r3, ..., rn}. It is clear that r is finite be-
cause θ ∈ Θ, where Θ is compact. Using Vieta’s formula
we get that
(−1)kdn−k =
∑
1≤i1≤i2≤..≤in−k≤n
n−k∏
j=1
rij , ∀ k < n. (77)
Hence |dk| ≤ (1 + r)n. Hence maxθ∈Θ‖ε‖22 ≤ n(1 +
r)2n + 1. Therefore
αT
t+q+n−1∑
k=t
[
xk
uk
] [
xTk , u
T
k
]
α
≥ cp(βTβ)/(q(n(1 + r)2n + 1)). (78)
Let ‖Gθ‖22 = cg . Since β is non-zero for all α > 0, cg > 0.
Hence,
t+q+n−1∑
k=t
[
xk
uk
] [
xTk , u
T
k
]
≥ cpcg/(q(n(1 + r)2n + 1)) = O(cp) > 0. (79)
Next, we show that we can construct a sequence of inputs
such that the condition Eq. (71) is satisfied for q = (n+1)m.
Let emi be the unit vector along the ith dimension of Rm.
Then uk is set as follows:
uk = e
m
j when max{j|k + 1 mod (n+ 1)j = 0}
uk = 0. (80)
With this construction the matrix
Mk = [Vk, Vk+1, ..., Vk+(n+1)m−1]
is also given by
Mk = Π
(
[eq1, e
q
2, ..., e
q
q]
)
,
for any k, where Π denotes a permutation of the columns
of the input matrix, and q = (n + 1)m. Hence, Mk by
construction is positive definite. Hence, for this construction,
when q = (n+ 1)m, from Eq. (79) it follows that
vTMθ
t+q+n−1∑
k=t
[
xk
uk
] [
xTk , u
T
k
]
MTθ v
≥ vTMθMTθ vO(cp) ≥ O(Mccp),where
Mc = min
v/∈Null(MTθ ),‖v‖2=1
vTMθM
T
θ v. (81)
By definition Mc is the smallest non-zero eigenvalue of
MθM
T
θ , which follows from the fact that the MθM
T
θ is a
symmetric matrix, and so O(Mccp) = O(cp). Therefore,
the persistence of excitation condition holds for p = q+n =
n(m + 1) + m when the sequence of control inputs is set
as in Eq. (80). 
Now for the proof of the main theorem. We first establish
that the matrix
Mt = [Vt, Vt+1, ..., Vt+(n+1)m−1]
where Vt =
[
(u¯it)
T , ..., (u¯it+n)
T
]T
, (82)
is full rank. We prove by induction. For the first part we
show that if Mt−1 is full rank then Mt is full rank provided
the input u¯it+n(m+1)+m−1 is generated according to Eq.
(26) and Eq. (27). We prove this on a case by case basis.
Let tc := t+ n(m+ 1) +m− 1.
Case e⊥tc 6= 0: since Mt−1 is full rank, to show that Mt
is full rank it is enough to show that when uˆitc is modified
according to Eq. (27) Mt is also full rank.
We denote the matrix after removing the first column of
Mt−1 by M−1t−1. Because Mt−1 is full rank, M
−1
t−1 is one
rank less than Mt−1. The unit vector along the dimension
of null space of (M−1t−1)
T by definition is V ⊥t+(n+1)m−1. To
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ensure that Mt is full rank it is sufficient to ensure that
(V ⊥t+(n+1)m−1)
TVt+(n+1)m−1 6= 0,
i.e.
k=tc∑
k=t+(n+1)m−1
(u⊥k )
T u¯k 6= 0
i.e.
k=tc−1∑
k=t+(n+1)m−1
(
(u⊥k )
T u¯k
)
+ (u⊥tc)
T u¯tc 6= 0. (83)
Let
k=tc−1∑
k=t+(n+1)m−1
(
(u⊥k )
T u¯k
)
= c1.
Then it is sufficient to ensure that
c1 + (u
⊥
tc)
T u¯tc 6= 0 i.e. (u⊥tc)T u¯tc 6= −c1. (84)
To ensure that Eq. (84) is satisfied it is sufficient to set
δuˆtc =
(
(u⊥tc)
T uˆtc + c1
)
| ((u⊥tc)T uˆtc + c1) |√cpe⊥tc . (85)
By definition of δuˆtc it follows that
‖Vt+(n+1)m−1‖2 ≥ √cp. (86)
Case e⊥tc = 0: in this condition we show that the matrix
Mt is full rank for any arbitrary δuˆt+n(m+1)+m−1. As in
the previous case, because Mt−1 is full rank, the null space
of (M−1t−1)
T is an one-dimensional space. The unit vector
along this dimension by definition is V ⊥t+(n+1)m−1. Let
V˜ ⊥ := [0T , V ⊥t+(n+1)m−1(1 : nm)
T ]T , (87)
where V ⊥t+(n+1)m−1(1 : nm) is the vector of the first
nm elements of V ⊥t+(n+1)m−1. Because e
⊥
tc = 0 and
V ⊥t+(n+1)m−1 is non-zero, V
⊥
t+(n+1)m−1(1 : nm) is non-
zero. Hence the vector V˜ ⊥ is non-zero. We first show by
contradiction that for the case when u¯tc = 0
(V ⊥t+(n+1)m−1)
TVt+(n+1)m−1 6= 0. (88)
If not then V ⊥t+(n+1)m−1 is orthogonal to all the columns
of [Vt, Vt+1, ..., Vt+(n+1)m−1] when u¯tc = 0. This implies
that the non-zero vector V˜ ⊥ is orthogonal to all the columns
of Mt−1 because, as per construction, the control input
vectors that construct the column vectors of Mt are the
same control input vectors that are one position below in
the corresponding columns of Mt−1. This is a contradiction.
Thus
(V ⊥t+(n+1)m−1)
TVt+(n+1)m−1 6= 0, (89)
when u¯tc = 0. Hence in this case it sufficies to set δuˆtc = 0.
From the fact that there exists a t+ (n+ 1)m− 1 ≤ s < tc
such that us 6= 0, the fact that us = uˆs + δuˆs and the
previous case which specifies how δuˆs is set it follows that
‖Vt+(n+1)m−1‖2 ≥ √cp,
in this case too.
Next we observe that we can construct a M0 following the
procedure as above such that M0 is full rank. Then by
induction and the above argument it follows that Mt is full
rank for all t. Next we show that the construction of Mt as
given above is such that
t+(n+1)m−1∑
k=t
VkV
T
k ≥ cp > 0. (90)
Let Vk = βkVˆk where ‖Vˆk‖ = 1 and βk = ‖Vk‖2. Denote
Vˆ Ti Vˆj by δi,j . Consider an arbitrary vector v ∈ Rn(m+1),
where ‖v‖2 = 1. Because Mt is full rank there exists
αk ∈ R not all zero such that v =
∑
k αkVˆk. Then
vT
t+(n+1)m−1∑
k=t
VkV
T
k
 v = t+(n+1)m−1∑
k=t
vTVkV
T
k v
=
t+(n+1)m−1∑
k=t
β2kv
T VˆkVˆ
T
k v =
t+(n+1)m−1∑
k=t
β2kv
T VˆkVˆ
T
k v.
(91)
By construction ‖Vk‖2 = βk ≥ √cp it follows that
vT
t+(n+1)m−1∑
k=t
VkV
T
k
 v
≥ cp
∑
k
(∑
i
αiVˆi
)T
VˆkVˆ
T
k
(∑
i
αiVˆi
)
= cp
∑
k
∑
i
∑
j
αiαjδi,kδj,k
= cp
∑
i
∑
j
αiαjδi,j + cp
∑
k 6=j
∑
i
∑
j
αiαjδi,kδj,k
= 2cp
∑
i
∑
j
αiαjδi,j + cp
∑
k 6=j,k 6=i
∑
i
∑
j
αiαjδi,kδj,k
= 2cp
∑
i
∑
j
αiαjδi,j + cp
∑
k
∑
i 6=k
∑
j 6=k
αiαjδi,kδj,k.
(92)
We note that
∑
i 6=k
∑
j 6=k
αiαjδi,kδj,k =
∑
i6=k
αiVi
T VkV Tk
∑
i 6=k
αiVi
 ≥ 0.
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Then using the observation that ‖v‖2 =
∑
i
∑
j αiαjδi,j =
1 it follows that
vT
t+(n+1)m−1∑
k=t
VkV
T
k
 v ≥ 2cp > cp.
And following the argument used in the proof of Lemma 7
it follows that
t+n(m+1)+m−1∑
k=t
[
xk
uk
] [
xTk , u
T
k
] ≥ O(cp) > 0,
and that the persistence of excitation condition holds. Now
we prove the main result of the Theorem. Similar to the
proof of Lemma 6 we get that
Lc,T − L∗c,T =
T−1∑
j=0
cj(xˆj , u¯j)− cj(xj , uj)
≤ k
T−1∑
j=0
‖xˆj − xj‖2 + ‖u¯j − uj‖2. (93)
Following an argument similar to that in the proof of Lemma
6 we get that
T−1∑
j=0
‖xˆj − xj‖2 + ‖u¯j − uj‖2
≤
T−1∑
j=0
(
k1‖θˆj − θ‖2 + k0‖δuˆj‖2
)
= k1Rθ,T +
T−1∑
j=0
k0‖δuˆj‖2. (94)
By construction of δuˆj we get that
T−1∑
j=0
‖δuˆj‖ ≤ √cpT. (95)
Because the persistence of excitation condition holds for
p = (n+ 1)m+ n and the fact that
t+n(m+1)+m−1∑
k=t
[
xk
uk
] [
xTk , u
T
k
] ≥ O(cp) > 0,
following steps similar to the proof of Theorem 1 we get
that
Eθ,T ≤ p
O(
√
cp)
RN ≤ p‖θ
∗
i − φˆ‖22
2ηiO(
√
cp)
+
T−1∑
j=0
p2ηig
2
j
O(
√
cp)
(96)
Putting it all together we conclude that there exist constants
k1 > 0 and k3 > 0 such that
L˜c,T −L∗c,T ≤
k1p‖θ∗i − φˆ‖22
2ηi
√
cp
+
T−1∑
j=0
k1p
2ηig
2
j√
cp
+k3T
√
cp.
(97)
The regret for cumulative constraint violation is given by
V˜c,T − V∗c,T =
T−1∑
j=0
∑
k
{Fuu¯j − bu}k,+ − {Fuuj − bu}k,+
≤
T−1∑
j=0
∑
k
{Fuu¯j − bu − (Fuuj − bu)}k,+
=
T−1∑
j=0
∑
k
{Fu(u¯j − uj)}k,+
≤ m
T−1∑
j=0
‖Fu‖‖u¯j − uj‖2. (98)
Following the argument similar to the regert for the cost we
get that there exist constants k2 > 0 and k4 > 0 such that
V˜c,T −V∗c,T ≤
k2p‖θ∗i − φˆ‖22
2ηi
√
cp
+
T−1∑
j=0
k2p
2ηig
2
j√
cp
+k4T
√
cp.
(99)

D. Proof of Corollary 1
Because Fuuˆt ≤ bu, that is because uˆt lies in a closed
bounded convex polytope and δuˆt is bounded it follows that
u¯t is bounded. Because Ai is Hurwitz (which follows from
‖Ai‖2 + α‖Bi‖2 < 1) it follows that the response xˆt does
not grow exponentially relative to the initial state. Hence
gj = δ(‖xˆj‖2 + δ1) ≤ const ∀ j. Then, from the regret
bounds derived in Theorem 3 it follows that the optimal
order for the parameters √cp and ηi are O(T−1/4) and
O(T−1/2) respectively. The final result follows from here

E. Proof of Theorem 4
For βi = 1/i, the updates given by
φˆ← ProjΘ
(
φˆ− βi(φˆ− θ∗i )
)
,
is equivalent to
φˆi+1 =
∑i
k=1 θ
∗
k
i
, (100)
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because θ∗k ∈ Θ ∀ k and their average also lies in Θ because
Θ is convex. We note that φˆi+1 given by Eq. (100) is also
the solution of
φˆi+1 = min
φˆ
i∑
k=1
‖θ∗k − φˆ‖22 (101)
This is exactly Follow The Leader (FTL) strategy in online
convex optimization. Following the result for FTL strategy
on a sequence of strongly convex functions (Shalev-Shwartz
& Kakade, 2009) we get that
N∑
k=1
(
‖θ∗k − φˆk‖22 − ‖θ∗k − φˆ∗‖22
)
≤ O(logN).
This implies that
N∑
k=1
(
‖θ∗k − φˆk‖22
)
≤ O(logN) +O(N).
From here the result for average regret follows. 
