ABSTRACT. The initial-boundary value problem associated with the motion of a Bingham fluid is considered.
Introduction.
The purpose of this paper is to establish the existence of strong solutions to a variational inequality which describes the motion of a Bingham fluid in a bounded three dimensional domain. A Bingham fluid is a rigid viscoplastic fluid which is governed by a special constitutive law such that it moves like a rigid body if a certain function of the stresses does not reach the yield limit and it behaves like a viscous fluid when the yield limit is reached. Since the motion is governed by two entirely different stress-strain relations depending on the state of stresses, the conservation of momentum is expressed in terms of a variational inequality so that one can avoid the difficulty of separating the fluid zone and the rigid zone.
The initial-boundary value problem we shall study is formulated as density is taken to be one. We employ the notation Duvaut and Lions [3] gave a detailed derivation of (0-1) and proved the existence of weak solutions of (0-1) to (0-4). They [2, 3] also obtained more regular solutions in a two dimensional domain. For a variant of Bingham fluid, Naumann and Wulst [9] established the existence of the same kind of regular solutions in a three dimensional domain through a different method. They [9] assumed that the initial data belong to a special class of stationary states and essentially used the assumption of "averaged nonlinear viscosity." Our model described by (0-1) does not satisfy this assumption and the result of [9] cannot be applied.
In this paper we prove the existence of local solutions of (0-1) to (0-4) which are similarly regular under the same assumptions on the data as in [9] . Since (0-1) reduces to the Navier-Stokes equations when g = 0, we are tempted to utilize the known techniques of analysis for the Navier-Stokes equations. The main task is to deal with the functional J(-) properly. When the space domain has a boundary, the Laplacian does not commute with the projection operator (onto the divergence free vector fields) and this is a major obstacle to taking advantage of the convexity of ■/(•) in obtaining the regularity in the space variable. For a domain without boundary, some known results for the Navier-Stokes equations have been shown to be valid for (0-1) (see Kim [7] and Renardy [10] ). The method in [7] obviously fails in the present problem for the reason mentioned above. A different idea is to express the regularity in the space variable in terms of the time derivative with the crucial help of the Lp-theory of the Stokes operator due to Cattabriga [1] and Giga [5, 6] . Then the basic energy inequality used by Duvaut and Lions [3] for a two dimensional domain can be still used for a three dimensional domain to derive useful estimates. For this procedure, we have to analyze a certain class of stationary states in detail and also have to regularize the orginal problem so that the manipulation to get estimates can be justified. Finally, we also obtain global solutions and time-periodic solutions under the assumption of small data. This can be done fairly easily once we establish the basic estimates for the local solution.
Notations
and preliminaries. Throughout this paper, t is the time variable, x = (xi, X2, X3) is the space variable and we employ the notation dt = 37, di = -^-, i = 1)2,3. When r = 2, we also write P = P2, A = A2. Giga [5] proved that -Ar generates a bounded analytic semigroup in Xr, 1 < r < oo. For 0 < 8 < 1 and 1 < r < oo, Af is well defined and its domain D(Af) is equipped with the graph norm. Giga [6] also showed that for 0 < O < 1, 1 < r < oo,
where Ar = A with the domain
Fujiwara [4] showed that for l/2r < 6 < 1, where C is a positive constant independent of X.
In fact, this will be used in the following special version. 
for some positive constant C independent of e and h.
We shall also need a theorem of Cattabriga [1] in the following form (see Temam [12] ). 
We shall employ the eigenfunctions of A;
where 0 < Ai < A2 < ■ • ■ , A" -+ oo as n -► oo, and
(1-13) (<Pn,<Pm) =6nm.
Using these eigenfunctions, we define for s G R, we can use Lemma 1.3 to derive
where C denotes positive constants independent of e. In the meantime, (2-7) also implies that for every w E Vi,
We can extract a subsequence still denoted by {vE} such that t)£-m weakly in Vi and [IVo'3(fi)]3 for some it € V, n [W^'^fi)]3, which also satisfies
for every w E Vi. By the uniqueness of solution of (2-12), u = v and, by (2-4) and (2-10),
where C denotes positive constants. Now we find that q E [l¥_1'6(fi)]3 since L2(fi) C IV"1'6(fi) and W01,3(n) C Lr(fi), for any 1 < r < oo. Furthermore. (2-13) yields
where C denotes positive constants. With the aid of (2-9), we can repeat the above argument to arrive at v E [lV01,6(fi)]3 and (2-2). REMARK 2.2. Even if v E S, v may not belong to g. An example in a two dimensional domain was given in [7] . Proposition 2.3. g is dense in Vx. We shall outline the strategy of proof. We first set up a regularized problem with parameter e > 0 associated with (0-1) to (0-4), and obtain solutions which are so regular that the manipulation to obtain energy estimates can be justified. We then obtain sufficient energy estimates independent of e > 0, for which the results of Cattabriga [1] and Giga [5] are crucially used. Finally we pass e -» 0 so that the limit provides a solution of (0-1) to (0-4).
3.1. Regularized problem. As above, we suppose that
uo(x)Eg, /eC([0,T];[L2(fi)]3) and dtf E L2(0,T;[W~^2(n)]3).
Using uq(x) and its corresponding function h(x), we can construct tine(x) and h£(x) for each e > 0 according to Proposition 2.4. The assertion for the regularized problem is PROPOSITION 3.3. For each e > 0, there is a scalar function p£(x,t) and a unique function ue(x,t) such that 3 dtu£ = pAu£ + peAAu£ + g^ dj{(e + Du{u£))~1/2Dij(u£)} Again by (3) (4) (5) (6) (7) (8) (9) and the fact that uoE(x) EVi, we have + ^2uEjdjUe -f in fi x (0, T).
Since uE satisfies (3) (4) (5) and ( THEOREM 4.2. In addition to the above assumptions possibly with smaller 6 > 0, we also assume that f is rj-periodic in time. Then, there is an n-periodic solution uv(xA) of (0-1), (0-2) and (0-3) such that (4) (5) (6) un(x, t + n) = un(x, t) for all t G (-00,00), (4-7) u,eL~(0,i7;Vin[Wtf'6(n)]8), (4) (5) (6) (7) (8) f3i^GL°°(0,i7;Vo)nL2(0,r/;V1).
Furthermore, the solution u(x, t) of Theorem 4.1 converges to uv(x, t) in the manner
where M and A are positive constants.
As a preparatory step, we present LEMMA 4. and E{0) < £, then E(t) < 2cJ for all t E [0,7/).
PROOF. Suppose that the assertion is false. Then, there is t* G (0,7") such that E(t) < 2Ç for all t E [0,t*) and E(t*) = 2^. Consequently, we find that
hich is a contradiction.
PROOF OF THEOREM 4.1. We first note that the solutions in Propostion and, by (2-27), (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) \\u0E\\<C6, where C denotes positive constants independent of e and 6. Hence, by assuming (4-1) and (4-2) with 6 which is sufficiently small, but independent of e, (4-17) can be put in the framework of Lemma 4.3 so that we arrive at the estimates: Next we choose any finite time interval and find a solution of (0-1) to (0-4) through the same procedure as in the previous section. Finally, we can extend the time interval to [0, oo) by using the uniqueness of solution.
where M and M(T) stand for positive constants independent of k. In fact, and (4-34) follow immediately from (4-4) and (4) (5) . To see (4-35), we need to improve (4-24) by means of (4-17) and (4-23): and (0-3) in fi x (0, oo), we can show by an argument similar to that in the previous section that uv is also a solution in fi x (0, oo), in fact in fi x (-oo, oo) by extending uv to the interval (-oo, 0) by the 77-periodic condition.
