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Abstract 
The TI-theorem was proved and dimensional analysis was used to derive basic formulae for various 
physical phenomena. Dimensional analysis was used to non-dimensionalize equations leading to the ap-
pearance of key dimensionless groups and the sometimes powerful extension due to Huntley was explored. 
The theory of modeling was explained and self-similar solutions were sought to problems. Types of sim-
ilarity were classified, and it was shown that dimensional analysis can decrease the number of variables 
in a problem when formulating a solution under the assumption of complete or incomplete similarity and 
when dimensional analysis is used in conjunction with a transformation group. To illustrate the ideas 
we used real-world examples from a range of disciplines. 
1 Introduction 
Long before Dimensional Analysis was given its name and a proper mathematical formulation physicists 
were aware of its content. Newton knew that in his Law of Gravitation F 0 n;_1m2 , expressions on the left 
and right of the equality both have the dimension of force. Fourier in 1822 used dimensional reasoning in 
his book "Theorie analytique de la chaleur" about a hundred years before Buckingham (1914) introduced 
and proved the IT-theorem on which dimensional analysis is based. In 1922 Bridgman wrote the first book 
on the subject titled "Dimensional Analysis". In his book Bridgman showed that dimensional analysis has 
applications in engineering, theoretical physics and in modeling experiments. In the 1940s when the first 
nuclear bombs were being tested by the United States, the energy released by the nuclear bomb was classified 
information. However, pictures of the explosions were publicly available. G.I Taylor estimated the energy 
released in such explosions by using these pictures and dimensional analysis alone (Barenblatt, 2003a). 
Dimensional analysis can be used to establish the form for formulae of physical phenomena, from the 
simple formulae of the period of a pendulum or the range of a projectile in classical mechanics to the more 
sophisticated formula of Planck's radiation law in quantum physics. In the past two decades dimensional 
analysis has gained renewed importance because of its applications in fluid mechanics. On the more theo-
retical side of things, dimensional analysis is used in the formulation of self-similar solutions and explains 
the theory of model scaling. Today dimensional analysis is used in such vast fields as metrology (Esnault-
Pelterie, 1950), astrophysics (R.Kurth, 1972), economics (Jong et al., 1976), biology (H.Brown and B.west, 
2000), medications (Clement-O'Brien and Lawler, 1998) and fractal geometry (Barenblatt, 2003b). 
To introduce some of the basic definitions and notations in dimensional analysis we begin by considering 
an example: Taylor's analysis of the basic intermediate stage of a nuclear explosion. He considered the 
ideal case in which a finite amount of energy is released in an infinitely concentrated form. This produces a 
spherical shock wave, with the pressure inside the shock wave thousands of times greater than the initial air 
pressure. In doing so Taylor was able to neglect the initial air pressure Po and take the initial radius of the 
shock wave r 0 as zero. This was a crucial step in his analysis of the explosion. In fact, when we are applying 
dimensional analysis to any phenomenon we have to decide on the variables or parameters that we think are 
important in describing that phenomenon. Too many superfluous variables can make our analysis difficult 
if not impossible. On the contrary, too few variables can lead to a false representation of the phenomenon. 
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The questions that arise are: how does the radius of the shockwave front r1 grow? And, what are the 
quantities that it depends on? Having neglected T0 , Po we make a list of the other quantities: 
1. E, the total energy concentrated in the sphere. 
2. p0 , the initial air density. 
3. t, the time elapsed after the explosion. 
For this problem we will work in the LJI.1T class. The name of this class is informative as it means that the 
dimensions of all other physical quantities involved in this problem are products of L which is the dimension 
of length, M the dimension of mass and T the dimension of time. The dimension of a physical quantity is 
the factor by which its numerical value changes when we pass from one system of units to another within the 
same class (Barenblatt, 1987a). For example; if a is the length ofsomething and it is measured to be 1 meter 
then a has a numerical value of 100 measured in centimeters. Here L = 100 which is the factor by which 
the numerical value of a changes. A class is a set of systems of units that differ only in magnitude of the 
fundamental units. Examples of systems of units are the Sf system in which meters are the unit for length, 
seconds for time, and kilograms for mass and the CGS system in which centimeters are the unit for length, 
seconds for time, and grams for mass. Both the CGS and Sf systems belong to the LMT class. Later 
it is shown that not all problems can be dealt with in the LlYIT class. If a problem involves temperature 
then we have to work in the LJI.1T8 class, where 8 describes the physical nature of temperature. For each 
problem we have to work in the appropriate class. Examples of other classes are the LFT class and the LTG 
class. One of the fundamental ideas in dimensional analysis is that any meaningful equation relating some 
physical quantities has to be dimensionally homogeneous. This means that for our example any expression 
containing E, Po, t has to have the dimension of length because T f has the dimension of length. The idea 
is formally referred to as Dimensional Homogeneity. We denote the dimension of a quantity x by [x]. Here 
the dimension function of radius TJ in the LlYIT class is [rJ] = L. The dimension function is a power law 
monomial which is proved as lemma 1. From this and the property of dimensional homogeneity we have 
lrf] = L [E]a[Po]b[W = (ML2T-2)a(ML-3)b(T)c = Ma+bL2a-3bT-2a+c 
where a, b and care unknown constants. This gives us a system of equations which can be solved for a, b, c: 
a+b=O 
2a- 3b = 1 
-2a + c = 0 
The solution is a= i, b = -i and c = ~· Therefore 
eEl _lt-" C(E t2)1 T f = 5 Po 5 5 = Po 5 • 
Using the pictures taken of the first atomic explosion in New Mexico in July 1945 Taylor measured the radius 
as a function of time and was able to estimate the energy released in the explosion using the relation derived 
above. The constant C was measured to have a value close to unity (Barenblatt, 2003a). Although the 
equation is dimensionally homogeneous, the left and right hand sides could be numerically different which 
is why we included the dimensionless constant C. 
2 hnportant results and Theorems 
Lemma 1. The dimension function is always a power-law monomial (Barenblatt, 1987b). 
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Proof. Consider a physical quantity a in a general class PQ ... R. The dimension of a is defined as [a]. H 
only depends on the quantities PQ ... R. [a] = ¢(P, Q, ... , R). We choose two new systems by decreasing 
the fundamental units by P1, Q1 ... , R1 and P2, Q2, .. , R2 then the numerical value of a will increase by 
¢(P1, Q1 ... , R1) and ¢(P2, Q2, .. , R2) respectively. Let a1 and a2 be the physical quantity in these new 
systems. Then 
a1 = a¢(P1, Q1 ... , R1) 
a2 = a¢(P2, Q2, .. , R2) 
a2 ¢(P2, Q2, .. , R2) 
==* - = ..:......:,--'--'--'--C... 
a1 ¢(P1,Q1 ... ,R1) 
Here the second system can be obtained from the first by changing the units by a factor of ~ ~, ... , ~i~ 
P2 Q2 R2 
Thus a2 = a1¢( p
1
, Q
1
, ... , R
1
) 
==* ¢(P2,Q2, .. ,R2) =¢(p2 Q2 R2) 
¢(P1, Q1 ... , R1) P1' Q1' ... , R1 
(1) 
Assume the dimension function is smooth and differentiable. We differentiate both sides with respect to P2 
and set P2 = P1 = P, Q2 = Q1 = Q, ... , R2 = R1 = R. 
1 8¢(P2,Q2, .. ,R2)_2_8¢(P2Q2 R2) 
¢(P1, Q1 ... , R1) 8P2 - P1 8P2 P1 Q1' ... , R1 
1 8¢(P,Q, .. ,R) 1 8¢( ) a 
¢(P,Q ... ,R) aP = ?aP 1' 1'"'' 1 = P 
where a is a constant. J ¢(P, ~, .. , R) 8¢(P, Q, .. , R) = J ~8P 
ln¢(P, Q, .. , R) =a ln P + C(Q, ... , R) 
==* ¢(P, Q, .. , R) = po: f(Q, ... , R) 
Substituting in equation (1) 
P2o:.f(Q2, ... , R2) 
p1o:f(Ql, ... ,R1) 
Vle follow the same technique, 
1 8j(Q2, ... ,R2) = ~ 8! (Q2 R2) 
j(Q1, ... , R1) 8Q2 Ql 8Q2 Ql' ... , R1 
Setting P2 = P1 = P, Q2 = Q1 = Q, ... ,R2 R1 = R. 
J 1 8.f(Q, ... , R) = J (3 BQ f(Q, ... ,R) 8Q Q 
We get f(Q, ... , R) = g(, ... , R)Qf3 
¢(P,Q, .. ,R) =Po:Qf3g(, ... ,R) 
Repeating the steps we find ¢(P, Q, ... , R) CPo:Qf3 ... HY as we .had 
¢(P2, Q2, .. , R2) = ¢( P2 Q2, ... , R2) 
¢(P1,Q1 ... ,R1) P1 Q1 R1 
==* ¢(1, 1, ... , 1) = 1 thus C = 1 and ¢(P, Q, ... , R) = Po:Qf3 .. ,RY 
0 
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Theorem 1. For a set of quantities a1, ... , ak with independent dimensions in a given class of system of 
units PQ.... It ·is possible to pass from one system to another within the same class so that only one of the 
q·u,antities changes its numerical value by a specified factor (Barenblatt, 1981c). 
Pmof. From lemma 1 the dimensions of the quantities a1, , .. , ak have the form 
[ak] = po:k Qf3k ... 
Without loss of generality assume a1 changes by a factor A, A i= 1 
Here the terms with prime denote the new quantities.But 
a'1 = at[ at] = a1 po:1 Qf31 · · · 
a
12 = a2[a2] = a2Po:2Q(32 · · · 
Taking logarithms we get 
a1ln P + fJ1ln Q · · · = ln A 
a2 ln P + fJ2 ln Q · · · 0 
ak ln P + fJk ln Q · · · = 0 
pcq Qf31 , , , = A 
po:2Qf32 ... = 1 
Note that in each equation at least one of am, f3m, · · · is non-zero or else the quantity am would be dimen-
sionless. 
Assume the system of equation is inconsistent. This means the left hand side of the first equation is a linear 
combination of the others. i.e 
atlnP+{JtlnQ·· · = c2(a2lnP+fJ2lnQ·· ·) + ·· · +ck(aklnP+fJklnQ···) 
po:1Qf31,,, = (Pc2o:2Qc2f32,,,),,, (PckO:kQckf3k,,,) 
[a1j = (Po:2QfJ2 ... )c2 ... (Po:kQf3k ... )ck 
= [a2]c2 • • • [ak]Ck 
V/c get a contradiction as the quantities a 1, a2, · · · , ak were defined to have independent dimensions. Thus 
the system of equations is consistent and the statement is proved 0 
Theorem 2 (Buckingham's Pi-theorem). Let a= f(al, a2 · · · ak, b1, · · · , bm) be some function that defines 
a ·relation between the physical quantities a,a1, ... ,ak,b1, ... ,bm, where the parameters a1, ... ,ak have 
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independent dimensions and dimensions of b1, · · · , bm are found from those of a1, · · · , ak, then there ea:ists 
A-( b! . . . b ) s t 
"+" a. 1Pl···ak1'1' 'a. 1 Pm···a.kr'rn ' 
f(al,a2"'ak,bl,"' ,bm) =a1P ... akr¢( b1 alP! ... akrl 
=a1P···akr¢(IT1,··· ,Tim) 
where the parameters II1, · · · , IIm are dimensionless (Barenblatt, 1 981d). 
Proof. By definition 
Rearrange 
to get 
Let II= 01 r.~·a;J represent the dimensionless form of quantity a. Thus 
II= f(al, a.2 · · · ak, b1, · · · , bm) 
alP ... akr 
1 j(a.1,· ··a.k,Il1a.1P1 •• ·akrt,. · · ,Ilma.lPm ···a.1/m) 
alP ... akr 
= F(a1, · · · ak, II1, · · · IIm) 
By theorem 1, we can pass onto another system so that a. 1 changes by an arbitrary factor but the quantities 
a.2, · · · , ak remain unchanged. The arguments and II, II1, · · · , IIm are dimensionless so they too remain 
unchanged. Therefore F is independent of the parameter a. 1 . By a similar argument F is also independent 
of a.2 · · · ak. Thus F = ¢(II1, · · · , Tim) 
Corollary 3. The n·umber of dimensionless products IIj is m 
Proof. Let n be the total number of parameters. n = k + m. 
D 
The number of dimensionless products is equal to the total number of parameters minus the number of 
parameters with independent dimensions = n - k = k + m - k = m D 
3 Examples 
In this section we consider some basic examples and introduce the useful idea of the dimension matrix. 
3.1 The period of a pendulum 
Using dimensional analysis we derive the formula for the period T of small oscillations of a pendulum, in the 
!vi LT class. 
\f\Te make a list of the quantities that T could depend on. 
• Length of string l, [1] = L. 
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Figure 1: Period of a pendulum for small oscillations 
• l'viass of particle m, [m] = M. 
• Acceleration due to gravity g, [g] = LT-2 . 
• Amplitude of oscillation x, [x] = L. 
Thus T = f(m, l, g, x). We note that there are only three quantities with independent dimensions. Thus 
n = 4, k = 3, m = 1. Thus T = J(m, l, g, x)=mPlqgr ¢(Ih). The left hand side has units ofT, as the equation 
has to be dimensionally homogeneous it follows that T = lvJP Lq ( LT-2 r. Thus 
p=O 
q+7·=0 
-27' = 1 
0 1 
1 e T- --
. - 2 
1 
=} q = 2' 
We have T = ¢(Ih)dg-! = ¢(II1)ji where II1 = T· It turns out that ¢(II1) is a constant, ¢(Ill)= 27r. 
In the above example l was taken to be the quantity with independent dimension and x to be the quantity 
with derived dimension, without any explanation. Since both l and x have dimensions of L one could argue 
as to why x was not taken as the quantity with independent dimension in which case the derived formula 
would be T = ¢(Ill)/¥· Mathematics and experimentation go hand in hand. If we had chosen x to be the 
independent quantity a simple experiment where we change the amplitude but not the length of the string 
would show otherwise. 
3. 2 Dimensional analysis of Poiseuille flow 
Poiseuille flow is the flow of a Newtonian viscous fluid through a pipe of radius a and length l. Here we find 
a formula for the !::,p the pressure drop between the ends of the pipe. The other physical quantities we have 
to consider are viscosity p,, density p, velocity U of the fluid. 
[l] =L} 
[a]= L 
[p,] = J..;£L -lT-1} 
Properties of pipe. [p] = ML-3 
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Properties of the fluid. 
\ !/;--: ~~- . ~1~11 ',_:, .......,.. . 
n 
/// / 
.. / .... 
/ - .? .-· 
Figure 2: Velocity profile of viscous flow in a pipe 
[D.P] = ML- 1T- 2 
[U] = LT- 1 
is pressure drop between the ends of pipe. 
U is average velocity. 
A glance at the dimensions of the quantities reveals there are only 3 quantities with independent dimensions. 
To find the number of quantities with independent dimensions more formally we introduce the dimension 
matrix. 
L 
:M 
T 
1 
0 
0 
a 
1 
0 
0 
-1 
1 
-1 
p 
-3 
1 
0 
~ the dimen,ion matdx ;, [~ ~ 
-1 0 0 
-1 
1 
-1 
-3 
1 
0 
Using elementary row operations we reduce the matrix to rref 
[
1 1 0 0 
0 0 1 0 
0 0 0 1 
~1] 
-1 
It is easy to see that the number of quantities with independent dimensions must equal the rank of the 
dimension matrix. Here rank = r = 3 ===? m n - k = n - r = 5 - 3 = 2 We have a choice as to 
which 3 quantities we pick. For example, any of the combinations l, p,, p, or a, p, U can be chosen and tho 
dimensions of the other quantities derived from these. Choosing the quantities that best simplify a problem 
is not always easy. It requires intuition and deep understanding of the phenomena involved. 
Here we take a., p, U as the quantities with independent dimensions. This choice of combination is 
not without reason. In fluid mechanics there are dimensionless groups which are commonly used. For 
example, Re = Elf!- called Reynolds number is important in all types of fluid flow problems. Similarly, 
P~2 (P = p1·essure) called Euler number is used in problems in which pressure or pressure difference is 
important. 
From IT-theorem II 
aPpqUr 
D.P 
lv.IL- 1T- 2 = LP(ML-3 )q(LT-1r 
===? q=1, p-3q+r=-1, i.ep+r=2 
and r = 2, gives p = 0 
II= D.P = D.P 
aopU2 pU2 
and we get D.P = f(a, p, U, l, p,) = pU2cjl(II1, II2) 
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where 
l 
II 1 = ----=-=--aPlpQlur~ 
L = LP1(J\IIL-3)'11(LT-lr~ 
l 
===> Pl = 1, q1 = r1 = 0 we have II = -
a 
II2 = J.L 
aP2pq2Ur2 
ML-1T-1 LP2(J\IIL-3)q2(LT-lr2 
q2 = 1, P2- 3q2 + T2 = -1, i.e P2 + T2 = 2 
and r2 = 1, gives P2 = 1 
J.L 1 
II2 = apU = Re. 
Thus 6.P=pU2II=pU2¢(II1,II2) =pU2¢(!_, J.LU) =¢1(!_,Re). 
a ap a 
Our initial choice of quantities with independent dimensions has played a role in establishing this particular 
form of the formula for 6.P. 
3.3 Deriving Planck's Radiation Law using dimensional analysis 
In Quantum Iviechanics the intensity I radiated at a particular wavelength A depends on temperature T of 
the black body. A black body is a perfect absorber or reflector of electromagnetic radiation. The source of 
radiations are oscillators that have energy kBT per degree of freedom (Greiner, 1994) where kB is boltzman 
constant. The medium of transfer of energy are photons that have energy l~c, where his planck's constant and 
c is the speed of light in vacuum. Working in the LlviT8 class, the dimensions of these physical quantities 
are 
[I]= ML- 2T- 2 [.>.] = L 
[h] = ML2T- 1 
[r] = 8 [kB] = ML2T-28- 1 
[c] = LT-1 . 
IT-theorem assures us that I is some function of the rest. I= f(A, r, kB, h, c) 
/\ T kB h 
c rl 
0 2 2 L 1 0 2 2 ~ gives the dimension matrix is ~ 0 1 1 :~vi 0 0 1 1 1 -2 -1 T 0 1 -2 -1 -1 
8 0 0 -1 0 0 0 0 -1 0 
~~] 
This has rank = r = 4. as r = k, we have n = 5, k = 4 and m = n- k = 1 so that II= ¢(II1). Takeing T 
as the quantity with dependent dimension, we have 
II= I ).PkBqhrcs 
1\IIL-- 2T- 2 = LP(l'v!L2T- 28-1)q(ML2T-1r(LT-1)8 
q=O, q+r=1 ===> r=1, 
]J + 2'1' + 8 = -2, 
-r- 8 = -2, i.e 8 = 2- r = 1 and p = -5. 
I he 
II= ,>.-5he' I= ,>.5II 
8 
II - T 1
- ).P1kjjhr1est 
8 = LP1(ML2T-28-1)ql(J\IIL2T-1rt(LT-1)st 
q1 + r1 = 0, P1 + 2ql + 2r1 + 81 = 0, 
- 2ql - r1 - 81 = 0 
q1 = -1, T1 = 1, 81 = 1 and P1 = -1. 
ATkB 
he 
Thus we have 
I= he IT= he ¢(ill)= he¢( >..k8 r) = he F( _!!!:.___ ). 
).,5 ).,5 ).,5 he ).,5 >..k8 r 
The exact expression for Planck's law is 
he 1 
I= 87r~ exp( ~) - ( 
>.kar 
Using dimensional analysis we have achieved an approximate form of Planck's law. Dimensional analysis 
cannot tell us any thing about the function ¢(II1). 
4 Nondimensionalizing equations 
Nondimensionalizing is a technique used to combine variables into dimensionless groups. In doing this, 
we also transfer to a scale which is intrinsic to the system. This enables us to compare the relative c;izc 
or importance of the new dimensionless parameters. We can exploit this to drop terms in the derived 
equation( expression) further simplifying the problem or reducing it to a form which can be relatively enc;ily 
solved. Here we nondimensionalize the Navier-Stokes (N-S) equations for incompressible Newtonian fluid 
flow. Very few exact solutions to the full N-S equations exist and in general solving N-S equations is either 
extremely hard or impossible. The N-S equations are derived from the conservation laws, namely conservation 
of momentum, energy and mass. The N-S equations are (Howison, 2005a): 
8u 
p( 8t + u · Y'u) = -V'p + f.LV' 2u, V'.u = 0. 
Here u is the fluid velocity and it describes the motion of the fluid as it is moving past the body. While 
p is the pressure, p is the density and f.l the dynamic viscosity of the fluid. Suppose we have flow past a 
body of size L where the fluid has a constant horizontal velocity U as it approaches the body. vVe scale all 
distances with L, time with fj and velocities with U. It should be noted that u is function of the position 
vector x = (:r, y, z) and timet. 
x= Lx', u= Uu' 
From the problem its not obvious as to how p should be scaled. Vve arbitrarily set p = P0 p1, and subc;tituto 
those in N-S equations: 
1 1 ( /) u I I I I V' · u = -V' · Uu = -V' · u = 0 ==;,. V' · u = 0 L L 
A ( U
2 
8u' 1 1 '( ')) 1 '( ') f.l nt2(U ') nd p L f5t/ + U u · L Y' U u = - L Y' PoP + L2 v U 
pU2 (8u' 1 nt ') Pont 1 f-lU nt2 1 £ at'+ u . v u = --y v P + 0 v u 
8u' + u'. Y''u' = _ Po V''p' + _I!_V''2u'. 
8t' pU2 pUL 
This suggests we let P0 = pU2 . The dimensionless equation takes the form 
8u' 1 
- + u' · V''u' = -\71p1 + -V''2u' 8t' Re 
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z/ = PP = Pu 2 , Re are dimensionless quantities that we have encountered before using IT-theorem. If Re is 0 p 
large the equation reduces to 
8u1 
- + u1 • 'V1u1 = -\71p1 ot1 
called Euler's equation (Howison, 2005b). Re is the ratio of inertial to viscous forces (Howison, 2005c) and 
when it is large then viscous effects can be ignored. Euler's equation governs the flow of inviscid fluids. If we 
also assume the flow is irrotational then this equation has exact solutions (Howison, 2005d). If Re is small 
we resort to a different scaling of P. We had 
pU2 ( OU1 I • nl I) - -Po nl I J-LU nl2 I L ot1 + u v u - L v p + £ 2 v u . 
.tvlultiply both sides with ~~~ and Let Po = H}!- to get 
pUL(OU1 1 nl 1) PoLn1 1 nl2 1 
-- -- + u . v u = --- v p + v u 
J-L ot1 J-LU 
OU1 2 
Re(- + u1 • \7 1u1) = -\71p1 + \71 u1. ot1 
Because Re is small the inertial terms on the left of the equation can be neglected (Howison, 2005e) to get 
- \71p1 + \7 12 u1 = 0. This is Stokes model for slow flow, it is simpler than the N-S equations and it has no 
time dependence. 
5 Huntley's Method 
Consider the dimensions of density p, [p] = ML- 3 and velocity u, [u] = LT-1 . Density is a scalar while 
velocity is a vector, yet we have made no distinction between L in .iV/ L - 3 and L in LT-1 . Similarly the 
dimension of torquer= r x F is [r] = J.I!L 2T- 2 . Here the dimension of length occurs twice. One L comes 
from the force and the other from the distance between the line of action of force and the pivot. The two 
are mutually perpendicular. Huntley proposes that, by making a distinction in such situations, dimensional 
analysis can reveal more than it would otherwise (Huntley, 1952). 
5.1 Huntley's Method applied to motion of a projectile 
A pmjectile is fired horizontally from a height h with a velocity u. What is its horizontal range R? The 
X 
u 
h 
Figure 3: The motion of a projectile fired horizontally from a height 
dimensions of quantities involved are 
[h] =L, [R]=L, [g] = LT-2 
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L 
M 
T 
h u 
1 1 
0 0 
0 -1 
! gives the dimension matrix is [~ ~ ~ ] 
-2 0 -1 -2 
This has rank= r = 2. Here n = 3 and as r = k, m = n- k = 3- 2 = 1 and II= ¢(Ill). Clearly 
Thus u R = h¢( ,;T0) 
Here we introduce more fundamental dimensions of length Lx, L11 and Lz. The dimensions of the quanti tier.; 
are now 
h u g 
givee the dimeneion mat.dx ia ~~ 1 0 Lx 0 1 0 0 0 Ly 0 0 0 0 1 Lz 1 0 1 0 0 M 0 0 0 
-1 -2 T 0 -1 -2 
This hRs rank = r = 3. So n = k = 3, m = 0. Thus II = <P is a constant. 
R 
II hPgqur 
L.-c = (Lz)P(LzT- 2 )q(LxT- 1r 
1 1 
p + q = 0, - 2q- T = 0, T = 1 ===? q = -2, p = 2 
II = 1 R 1 • Thus R = u {ii¢ h~g-~u v~ 
\Ve have made remarkable progress compared to the first formula for R. Dimensional analysis has now 
revealed the complete formula except a constant, <P being the constant in this case. \iVhere RS previonsly 
¢ was some unknown function of the dimensionless parameter JT,g. We know that R = ut and from the 
equations of motion in mechanics h = ~gt2 . Rearrange to get t = jif. Therefore R = u.j¥ and the 
constant ¢ = /2. 
5.2 Drawback of Huntley's Method 
The draw back of Huntley's method is that it is not universally applicable. For example, the Navier-Stokes 
equation for incompressible newtonian viscous flow is (Howison, 2005a): 
'V.u = 0 
If we just consider the x-component of this vector equation we have 
au au au au au ap 2 p(- +u · 'Vu) = p(- +u- +v- +w-) = -- + J-l\7 u, at at ax ay a z ax 
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where we have taken u = u('U(x,y,z,t),v(x,y,z,t),w(x,y,z,t)). 
The term O'U av OW 
-+-+-OX 8y 8z 
where u = u('u, v, w) is the horizontal velocity component. Huntley's method gives 
Thus 
[x] = Lx, [y] = Ly, [z] = Lz 
LxT- 1 LxT-1 LxT- 1 [V'. u] = -L- + ----v + ----v· 
X y Z 
We see that application of Huntley's method has rendered the well established N-8 equation meaningless as 
adding different dimensions makes no sense. 
6 Self-shnilarity, Self-similar solutions and dimensional analysis 
Self-similarity is the property of a phenomenon remaining geometrically similar to itself as time passes. For 
example, if we make a single ripple by dipping a finger in a large bowl containing water, the ripple starts 
from a point and moves outwards. The ripple grows bigger as it travels but it remains a circular wave at 
all times until it hits the boundary of the container. The phenomenon has the property of self-similarity 
and any solution that describes it must be self-similar. For a self-similar solution we do not need to trace 
back the origin in time of the phenomenon, and once a solution for a particular instant in time is found, 
solutions at other times can be obtained from this by simple similarity transformations. The general form of 
a self-similar solution of a phenomenon a= f(a 1 , a2 · · · ak. bl) which has only one governing parameter with 
dependent dimension is 
b1 
a= j(a1, a2 · · · ak. b1) = g(t)¢( h(t)) 
Here one of aj = t and h~~) is called the similarity variable. In the scales /(t) and It~~) the phenomenon 
is time invariant. Often physical phenomena are both time and space dependent which give rise to P DE 
models. Establishing self-similarity eliminates this time dependence in the appropriate scales and the P DE 
model reduces to an ODE model. Dimensional analysis can be used to reveal self-similarity and find the 
similarity variables.This is demonstrated in the problem of heat flow in an infinite long bar. Heat flow is 
governed by the heat equation. The one-dimensional heat equation is (Barenblatt, 1987e): 
8r(x,t) =D82r(x,t) 
at 8x2 (2) 
where, D = -1k is called thermal diffusivity and r(x, t) is the temperature. In D = -1k , k is thermal ( Cp ( Cp 
conductivity, [k] = lvf LT-38- 1 , its dimension can be derived from the Fourier heat law where it appears as 
the constant of proportionality (Halliday et al., 2004a), cp is specific heat(the energy required to raise the 
temperature of one kilogram of a substance by one degree) (Halliday et al., 2004b), [cp] = L 2T-2e- 1 and d 
is density, [d] = Jv!L - 3 . 
At an initial time t = 0, we add an amount of heat Qo at some point of the bar, which we arbitrarily call 
x = 0. Let the rod have a cross-sectional area A. The quantity of heat contained in the volume element A8x 
is dcpr A8x (Barenblatt, 1987f). We assume that, apart from the heat we added no heat is gained or lost to 
the environment. Therefore conservation of heat gives 
100 100 Q dcpA r(x, t)dx = Q0 or equally r(x, t)dx = d oA -oo -oo Cp (3) 
How does this heat diffuse away from x = 0 as a function of time t i.e what is r(x, t)? We identify the 
parameters. The temperature depends on x, t, D and from equation (3) Q = d~paA because the variables d, 
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cp, A, and Qo only appear in the problem in their group form Q and not separately. 
Here [x] = L, [t] = T, [D] = L2T--' 1 , [Q] = LB. We take t, D, Q as quantities with independent dimensions. 
vVe have n = 4, k = 3, m = 1. 
Here, 
X rr1 = ----
tP1DQ1QT'1 
L = rPl (L2r-1)q1 (Mr1 
Pl - ql = 0, 2ql + T] = 1, 
from IT-theorem. 
T 
And II= tP DqQr 
e = TP(L 2T- 1)q(Ler 
p- q = 0, 2q + T = 0, 
1 1 
r 1 = 0 ==? q1 = 2 and Pl = 2 1 1 r = 1 ==? q = -- and p = --2 2 
X rr1 = --1 
(Dt) 2 
We have Q X 
T(t, D, Q, x) = (tD)! ¢( (tD)!) 
\Ve see that ¢ is only a function of the combination ~, and not x, t separately. To determine ¢, we let 
(tD)2 
z = --"'--r-. Using the chain rule we calculate various derivatives: 
(tD)2 
Substituting in equation (2) 
EJT Q oz d¢(z) Q d¢(z) 
-=--~---=---
OX (tD)2 ox dz Dt dz 
o2T Q d2¢(z) 
ox2 (Dt)~ di2 
OT 1 Q Q oz d¢(z) 
ot = -2 n!d ¢(z) + (Dt)! ot ~ 
= -~-~-3[¢(z) + zd¢(z)]. 
2 D2t2 dz 
-~_.2__[¢(z) + zd¢(z)] = D_9_ d2¢(z) 
2 Dh~ dz (Dt)~ dz2 
d2¢(z) + :_ d¢(z) + ~¢(z) = O. 
dz2 2 dz 2 
Dimensional analysis has reduced the problem from the solution of a partial differential equation in two 
variables to the solution of an ordinary differential equation in one variable. Here a reasonable solut.ion 
should have ¢(z) ----) 0 as x----) ±oo and * ----) 0 as x----) ±oo. With these conditions the differential equation 
is easily solved to give ¢(z) = C exp(- ~ ). To find C we proceed by putting T(t, D, Q, x) = ~¢(z) in 
(tD)2 
equation (3), we have 
!00 Q 1 !00 --1 ¢(z)dz(Dt)2 = Q ¢(z)dz = Q -oo (tD)2 -oo 
==? £: ¢(z)dz = 1, which gives 
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j oo z2 I C exp( -- )dz = C(47r)2 = 1. 
- oo 4 
We get 1 C= --~· ( 411") 2 
Q x2 
T(x , t) = 1 exp( --D ). ( 47r Dt) 2 4 t Finally 
In figure 4 the temperature distributions at various instants of time are shown. The figure shows that the 
solutions are self similar in the appropriate scales. 
T.(kt) J.::;o 
ICI 
I 
• I 
I 
C2 I 
r I 
\I 
\ 
I 
'· \ t = --l.t l 
·. ·~ t = 8t , 
- t, 
\ ' \ . 
___ I \·<~ '·. t ~- 1 ·6t, 
~·~--.---------~----~--~-=----~ 
- 0 2 - <1 L 
Figure 4: The temperature distributions at various instants of time. 
6.1 Complete and incomplete similarity 
Dimensional analysis reduces the number of variables by grouping them into dimensionless parameters. For 
it may be possible to further reduce the number of parameters of¢. If any of the dimensionless parameter 
IIi has a value too large or small then we can omit it from ¢ based on the assumption that for intermediate 
values II.i has no effect on¢. More generally if II1+1 , · · · , IIm go to zero or infinity while II1, · · · , II1 remain 
constant and ¢ converges to a finite non-zero limit, then for large or small II1+1 , · · · , IIm we replace ¢ 
by a function ¢ 1 (II1 , · · · , II1) of fewer parameters. This is called complete similarity in the parameters 
III+I, · · · , IIm (Barenblatt, 2003c). Consider the problem of heat conduction, this time in a finite bar of 
length l . Since the bar is of finite length we have to take into account some other physical quantities that we 
didn 't consider previously. In addition to x, t, D and Q we must consider the length of the bar l, the length 
of the cross section where the heat was initially released h and the coordinate of the central point of initial 
heat release, which we had arbitrarily assigned X 0 = 0. And so we are just left with two new arguments l, h. 
Thus 
Q T(t,D,Q ,x, l,h) = --1 ¢(II1,Ilz , II3)· (Dt)2 
Here Ilt = ~ and because [x][= [l] = [h] = L we must have Ilz = ~'and II3 = ~. We should (tD) 2 (tD) 2 (tD)2 
note that t here are three time scales, in each of which heat flow is different. (1) The initial time when the 
!teat released is still confined to a region of about the size of h, (2) A time when the heat has reached the 
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ends of the bar and the bar is reaching a constant temperature, (3) the intermediate time between these 
two events. It is this intermediate time that we are interested in the heat flow in the bar. In this interval 
heat would have flowed a distance much larger compared to h, so IT3 = ~ « 1, but it hasn't renched (tD)2 
the ends of the bar, and so IT2 = ~ » 1. Assume that IT1 remains constant as IT2 --+ oo and IT3 --+ 0, (tD)2 
and ¢ approaches a finite non-zero limit. Then this problem reduces to the problem of heat conduction in 
an infinite bar, and we have T = ~¢(IT1 ). This is an example of complete similarity in the parameters (Dt)2 
IT2 and IT3. Going back to our discussion of self-similar solutions, they are always solutions to idealized 
problems. This however, does not mean that self-similar solutions have no real life applications, because 
as seen here, within the appropriate time interval, these self-similar solutions can serve to approximate the 
solution to real life problems. In the above example, we were lucky that ¢ did have a non-zero limit. In 
general there is no guarantee that a non-zero limit for ¢exists. So our conduct should be to assume complete 
similarity and then check our solution against available data. If there are discrepancies, then we may assume 
incomplete similarity to formulate a solution, and if there are discrepancies again, then we can conclude that 
there is no self~similar solution to the problem. 
If ITt+l• · · · , ITm go to zero or infinity and¢ doesn't converge to a limit, then under the assumption of 
incomplete similarity, we may still be able to obtain a self-similar solution. A formal mathematical definition 
of incomplete similarity is as follows. 
Let ITt+1, · · · , ITm go to zero or infinity and assume ¢ does not converge to a limit, then for 
a= ,f(a.1, · · · , a.~.c, bt, · · · , bm) = a.i · · · a.k¢(IT1, · · · , ITt, ITt+1, · · · , ITm), we replace¢ by ¢1, where 
,-/,- IT""I+l '' 'IT""m,-1, ( IT1 '~-' - t+1 m '1'1 ITfh IT'h , 
1+1 ''' m 
ITt 
, rr.Bz IT"I ) ' t+1 ''' m 
This is called incomplete similarity in the variables ITt+J, · · · ,ITm (Barenblatt, 2003c). Here dimensional 
analysis can not reveal the values of the constants at+ 1, · · · , Ot, because ITt+ 1, · · · , ITm are dimensionless and 
we can not manipulate the dimensions of the parameters to establish the unknown constants. Moreover, in 
this case the parameters ITt+1, · · · , ITm haven't disappeared from the scene, consequently the corresponding 
dimensional parameters bt+ 1 , · · · , bm remain essential in describing the phenomena. Consider the flow of an 
ideal fluid past a wedge of length l. The flow is described by the continuity equation (Barenblatt, 1987g): 
y 
u 
X 
Figure 5: Flow of an ideal incompressible fluid past a wedge 
8u(x, y) 8v(x, y) _ 0 8x + 8y - ' 
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Here ·u(x, y), v(x, y) are the horizontal and vertical components of velocity respectively. For ideal flow with 
no iuternal resistance it is known that there exists some potential function (Barenblatt, 1987 g) <I> ( :c, y) so 
that 
o<I> 
u(x, y) = ox' o<I> v(x,y) = --;::;--· 
vy 
Substituting this in the continuity equation we get laplace's equation 
o2<I> o2<I> 
ox2 + oy2 = 0 
In polar coordinates this becomes (see appendix A) 
o2<I> + ~ o<I> + _.!__ o2<I> = 0 
or2 r or r 2 oB2 
The solution to this problem is well-known in hydrodynamics. It is of the form 
<I>= Real part of U(, 
(4) 
where ( = F(z) is a function of the complex variable z = x + iy, which carries out a conformal mapping of 
the exterior of the upper half of the wedge onto the segment 0 ::::; x ::::; a of the x-axis (Barenblatt, 1987h). 
The Schwartz-Christoffel (S - C) transformation (see Appendix B) can be used to obtain this conformal 
iy 
Figure 6: The upper half of the wedge mapped to the line segment 0 ::::; x ::::; a 
mapping. From the S- C formula we have 
z = 1( (t- O)w1 (t- b)w2 (t- a)w3 dt 
where 0 = F(O), b = F(l + iltano:); the point b lies on the segment 0::::; x::::; a, a= F(l) and Wk = ';'- -1. 
The constant a~,; is the internal angle. From Figure 6 we have a1 = 1r - o:, a 2 = ~1T + o: and a3 = ~. 
Therefore 
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Similar to the problem of heat flow in a bar of finite length, where we were considered heat flow during 
intermediate times; here we are interested in the fluid flow near the tip of the wedge, where the distance 
T from the edge of the wedge 0 is much smaller then the length of the wedge l, so that 7' « l. Setting 
a.= lo, b = lp, and t = lr (where T « 1) we expand the terms in the integrand as an infinite series using the 
generalized binomial theorem to get the simplified integral below (See Appendix C). 
( 
· 1 T a . ( -rr-a 7f z = l(3eux T--;c dr = l(3e""( -
1 
)-.--(--), 
0 ' 1f-a 
where (3 is a constant. \Ve rearrange to get 
as z = Teili we have 
so that 
where 
and 'Y is a dimensionless constant. 
a >-=--1f-a , 
1fa 
x=---, 1f-a 
Now we look for a solution under the assumption of incomplete similarity. In polar coordinates we expect 
the potential function <P to depend on the velocity of the incident fluid U, the radius T of the point where we 
are considering the flow, the corresponding polar angle e, the opening angle of the wedge 2a and the length 
of the wedge l. 
<P = f(U,T,B,a,l). 
[U] = LT-1, [T] L, [B] =[a]= 1, [l] = L 
l 
<P = f(U, T, e, a, l) = Unp(B, a,-). 
T 
vVe are interested in distances from the sharp edge of the wedge such that T « l. Thus the parameter f iR 
large and under the assumption of incomplete similarity we have 
¢ = ( ~ )~<-¢1(8, a) 
T 
i.e <P = UT(~)~<-¢1(B,a) 
T 
where K, is a constant. \Ve calculate the partial derivatives and substitute in equation ( 4). 
Since the parameter a is a constant and ¢1 is a function of the variable e only we have 
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This is the differential equation for a harmonic oscillator. Its solution is of the form 
(Pt = Acos[(K -1)8]. 
The Bow along the faces of the wedge and along the line of symmetry must be zero. Therefore the boundary 
conditions are i:J/ = 0 for B a and B = 1r. 
Finally 
d(/J! = -A(K 1) sin [(K- 1)8] = 0 dB 
===} (K- l)'rr = m1r 
(K- 1)a = n1r where nand mare integers. 
1 (m-n)1r 1 7r(m-n+1)-a t lUS K = + = --'-----'-----
1r-a 1r-a 
setting m - n + 1 0 and K = __ a_= >-- 1. 
1r-a 
r r 
ci> = Ur(y )A A cos[-(>-+ 1)8] = Ur(y )A A cos[(>-+ 1)8], 
which has the same form as the solution obtained using the C - S transformation. If we had looked for a 
soluLion under the assumption of complete similarity we would have had 
ci> = Ur¢(8, a). 
Substituting this in equation (4) and solving for 1>, we get ci> = UrAcos(B). Here d~~a) of- 0 as 0 :=;a:=; ~ 
and so c]) does not satisfy the required boundary conditions. 
7 The theory of modeling and dimensional analysis 
In modeling, tests are carried out on models to understand behavior of full-size prototypes. For example, it 
would be impossible to carry out experiments on drag and lift properties of full-sized aircrafts, in a closed 
setup such as a laboratory. Instead wind tunnels are used to do tests on small scale models of aeroplanes. 
But how do we take the results done on such small scale models and apply them to the prototype. The 
answer lies in the concept of similarity and similar phenomena that we encountered in Section 6. Consider 
the relationship between some physical quantities a, a1, · · · , ak, b1, · · · , bm; 
To make distinction we denote the relationship for the model as 
M j( M M bM bM) a = a1 , ' ' ' , ak , 1 , ' ' ' , m , 
the superscript M referring to the model, and let 
ap=f(af, ... ,af,bf, ... ,b~) 
denote the relationship for the prototype. Here the function f is the same for both the model and prototype, 
as we require them to be similar. However, the magnitudes of the quantities a, a1, · · · , ak> bt, · · · , bm can 
differ. 'vVe can apply dimensional analysis and obtain 
ITM = "'(ITM · · · TIM) and TIP = "'(ITP · · · ITP) 
'P 1 ' ' m 'P 1 ' ' m · 
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In order to be able to translate results from the model to the prototype similarity requires that rrM = nP. 
In fact, similarity requires that all the dimensionless quantities of the model be equal to their corresponding 
quantities of the prototype, i.e IIf1 = IIf, · · · , II~ = II~. 
bf 
aPPm prm 1 · · · ak 
ilif M 
bM = bp (9:L)Pm,,, (9Js_)1'm 
m m aP aP 
1 k 
This is all that is required for the results oft.he model to be applicable to the prototype (Barenblatt, 2003cl). 
Here of course, we are taking for granted, the condition of geometrical similarity between the model and the 
prototype. It is remarkable as to how simple the idea of similarity is. G.I Barenblatt in his book Scaling 
emphasizes that this is the entire theory of similarity and that there is nothing more to it. 
Assume we have to test the effects of drag on a prototype racing car. To save resources, we decide to 
first build a model small-size car so that we can do the necessary tests on the model. Below we demonstrate 
how we can use our knowledge of dimensional analysis to scale the results so that they are applicable to 
the prototype. But first we derive a simple relation for the drag force. The governing parameters are the 
length(size) of carl, the viscosity of fluid p,, density of fluid p, and the relative speed of the car and the fluid 
U. These have dimensions 
[l] L, [p,] = l\I_IL- 1T-1, [p] = ML-3 , [U] = LT-1 
11· p 
u [1 0 0 ~~] L 1 -1 -3 ~ the dimension matrix is 0 1 0 M 0 1 1 0 1 -1 T 0 -1 0 -1 0 
This has rank 3. We let l, p, U be the 3 quantities with independent dimensions. 
Now II= lFdraU.g =CD( drag coefficient) from IT-theorem 
PpQ r 
MLT- 2 = LP(ML-3 )q(LT- 1r 
q = 1, p- 3q + T = 1, p + T = 4, T = 2, ==} p = 2 
II= Fdrag II= ¢(II1), where II1 = Re. pl2U2, 
\Ve must have, IIf1 = llf and II II'! = ITP, i.e 
lMpMUM lp PUP p rr t' ' ' dt l . M P M P tl f p,M p,P . .Les mg m a wm unne g1ves p = p , p, = p, , 1ere ore, 
UM Up( lp) pM pP 
= lM ==} drag = drag' 
As l111 < lp, UM is greater than UP by the ration -t;;. The general drag equation is Fdrag = !pU2 ACd (Hal-
liday et al., 2004c), where A is the reference area and Cd the drag coefficient. For a sports car, Cd is bet1voen 
0.27 to 0.38 (Palmer, 2005). Taking Cd = 0.3, A= 3m2 , Pair= 1.293kgm-3 . At 150km/h(40.67ms- 1) the 
drag force is 
1 2 Fdrag = 2 X 1.293 X (41.67) X 3 X 0.3 = 1010.3N. 
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The drag force of 136.2N is the same for both the model and prototype. Had we chosen to test the model 
under difl'erent conditions; for example, under difl'erent pressure settings, then the drag force would have 
been difl'erent from that on the prototype. 
8 Transformation groups 
A transformation groups as the name suggest is a set of transformations that also form a group, i.e 
• There exists the identity transformation. 
• For each transformation in the set there exists the inverse transformation that also belongs to the set. 
• For transformations A, B there exists C which belongs to the set and C is obtained from successive 
application of transformations A and B. 
Given a function a = f (al, a2 · · · ak, b1, · · · , bm) among some physical quantities, once we have established 
that it possesses the property of generalized homogeneity, i.e 
it may be possible to find a transformation group that further reduces the number of arguments of¢ by the 
number of parameters of the transformation group (Barenblatt, 2003e). This idea is illustrated below in the 
example of fluid flow past a fiat plate. 
I' I 
(' 
--· 
L_ 
0 
- · 
---· 
Figure 7: Viscous flow past a thin semi-infinite plate 
Before tackling the problem we briefly discuss fluid mechanics, which should help highlight the importance 
of dimensional analysis as a tool that can often establish important results, with little eft'ort. The Navier-
Stokes equations and the equation of continuity can in theory be used to explain the whole of fluid mechanics. 
However, they are extremely difficult to deal with. Even for the viscous flow past a thin fiat plate, despite 
its seeming simplicity, to this day no analytical solution has been found. In 1904 Ludwig Prandtl proposed 
the idea of boundary layer, which is regarded as having revolutionized the study of fluid mechanics. The 
boundary layer concept is that for viscous flow past the fiat plate the fluid flow can be divided into two 
regions. A boundary layer close to the surface where the flow is viscous and a region where the flow can 
essentially be considered nonviscous. For sufficiently high Reynolds number the boundary layer is very thin. 
Reynolds number which we have encountered before is a dimensionless number. It is the ratio of inertial 
to viscous forces in a fluid. The Reynolds number is a natural product of the application of dimensional 
analysis to fluid flow problems. When non-dimensionalizing the N- S equations Re crystallizes out in the 
20 
process making it inherently important in the study of fluid mechanics. With the introduction of boundary 
layer it became possible to reduce the N- S equations to relatively simpler boundary layer equations using 
asymptotic analysis. Vve now apply dimensional analysis to reveal an important property of the fluid flow 
problem past the flat plate. The boundary equations for this problem are (Barenblatt, 2003e): 
au av 
-+-=0 
ax ay 
(5) 
with boundary conditions at x > 0 , y > 0. u(O, y) = U, u(x, oo) U, u(x, 0) = v(x, 0) = 0. 
Here x andy are the cartesian coordinate variables, u(x, y) the horizontal velocity, v(x, y) the vertical velocity 
component, v is the kinematic viscosity, and U is the constant speed of the uniform external flow of the 
fluid. The governing parameters are v, x, U, y. Dimensional analysis suggests u and v are some functions of 
these parameters. 
u = fu(v, x, U, y) and v = fv(v, x, U, y). 
[u] = [v] = [UJ = LT-1 , [x] = [y] L, [v] = [t':J = L2T-1 
p 
Here 
Choose v and U to be the two quantities with independent dimensions, therefore k = 2 and 1n = 2. Standard 
dimensional analysis gives: 
Iln = fu 
vPxqUrys 
u IIv = fu 
vPxqUrys 
v 
u u 
as m = 2, IIu = IIu(III, IIz) IIv = IIv(III, IIz). 
As v = 13.., with out performing any calculations, from our previous examples we know that both II1, and II2 p 
must be Reynolds numbers. 
Ux Uy II1=~=-, IIz=ry=-. 
IJ IJ 
We rewrite the equations and boundary conditions in variables ~ and ry. 
U = U¢u 
so 
U = U¢u ==? 
and we have, 
a¢u a¢u a~ a¢u ary 
-=--+--
ay a~ ay ary ay 
a¢u U a¢u 
ay IJ ary 
au ua¢u 
ay ay 
A. a¢u A. a¢u _ a2 cPu a¢u a¢v _ O 
'f'U a~ + 'f'V ary - ary2 ' a~ + ary -
u(O, y) = u(x, oo) = U gives cPu(O, ry) =cPu(~, oo) = 1 
u(x, 0) = v(x, 0) = 0 gives ¢u(~, 0) = ¢v(~, 0) = 0. 
21 
(6) 
We can now show that the system is invariant under an additional transformation group. We let ¢u(C7J), 
¢u(~, rJ) be unique solution to our derived equations and consider the one-parameter transformation group 
Similarly 
Substituting in equation ( 6) 
,a-2c,;.J 8¢~ + b-c-d,J,i 8¢~ _ 2b-c 02¢~ a-c 8¢~ + b-d 8¢~ _ O 
a <vu 8~' a '~'v ory' - a 8ry'2 ' a ae a or!' - . 
To get the same equation and boundary conditions in the new variables we must have 
a- 2c b- c- d, a- 2c = 2b- c, a-c=b-d 
from which we have 
a- 2b- c = 0, a c- b+ d = 0. 
Subtracting gives 
b + d = 0. For simplicity choose b = 1 ===? d = -1. 
To get the same boundary conditions we must have c = 0 which gives a = 2. Finally, 
Here ¢;1 , ¢~ are also unique. This set of transformations forms a group. Setting a = 1 gives the identity trans-
formation. (3 = ~ gives the inverse transformation to a and "' = af3 can give the product of transformations 
o: and (3 applied successively. This group property is important because we want the inverse transformation 
to exist so that we can change any solutions to the original variables in the original coordinates. We therefore 
have 
\ 1Ve now let a = ~ and get 
¢u(~,'IJ) = ¢~((,ry') = ¢u(a2~,ary) 
¢v(~, 'IJ) = o:¢~((, '1]1) = a¢v(a2 ~, o:ry). 
'I] TJ y ¢u(~, 'IJ) = ¢u(1, ~) = fu( ~) = fu( vw) 
1 TJ 1 TJ fv y ¢v(~,TJ) = ~¢v(1, ~) = ~fu(~) = v [hfv( vw) 
In doing so we have found what Ludwig Prandtl showed; the flow past a flate plate doesn't depend on the 
two spacecoordinates x and y separately, but on their combination }w 
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8.1 An alternative approach 
It is possible to apply Huntley's method to this boundary-layer equation and obtain the same result with 
less effort. The dimensions of the quantities become 
[u] = [U] = LxT- 1 , [y] = Ly, [x] = Lx, 
The dimensions of the other quantities are obvious except v. The dimension for v is obtained as follows. 
As we move vertically from the surface of the flat plate, where the fluid velocity is taken to be zero, the 
fluid velocity increases. Thus a velocity gradient ~~ is setup. It is assumed that the shearing stress ~ is 
directly proportional to this velocity gradient (Streeter et al., 1997). By the definition of shearing stress, F 
is parallel to the flat plate, and A is the area of the flat plate. 
F du 
A ex dy' i.e 
F du 
-=J-L-A dy 
This constant of proportionality is called the dynamic viscosity. We can now find the dimension of fL from 
this equation. 
[y] = Ly 
Substituting the dimensions in the formula, we have 
M LxT-2 LxT- 1 
LL =[J-L]-L-
x z y 
[J-L] = L-;; 1 LyL;1 MT- 1 
Lx- 1 L, L - 1 MT- 1 
therefore [v] = [~] = Y z = L2T-1 
P L 1L-1L-1M Y X y Z 
Now we have three quantities with independent dimensions. We arbitrarily let v, U and x be these quantities, 
so k 3 and as n = 4, we have m = n - k = 1. Thus 
L = (L2T-1)Pl (L y-l)ql (L .)r1 y y X X 
1 
Pl = 2, P1 + q + 1 = 0, Q1 + T1 = 0 
1 1 
=} Q1 = -2, T1 = 2 
and 
1 
p= 2,p+q=1,q+r=O 
1 1 
q=2,r=-2 
v 
In this instance Huntley's method was applied to equation (5) and it has given us the correct solution. 'We 
have already shown that it is not applicable to the full N-S equations. 
Conclusion 
Our choice of length, mass, time and temperature as fundamental quantities and their dimensions as bRsic 
dimensions means that the dimensions for other physical quantities can be derived from these basic dimen-
sions. Therefore all other physical quantities can be expressed as some sort of combination of length, mass, 
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time and temperature; for example, velocity as change in length over time, energy as the product of mass 
and the velocity of light squared, and so on. Dimensional analysis is the use of this idea in establishing the 
forms for other physical quantities. This is similar to the ancient Greek's belief that every thing is made up 
of fire, wind, water and earth. 
·we have shown that dimensional analysis can give the form for formulae of physical quantities . It also 
gives a method for forming the dimensionless variables IT, IT1 , · · · , Tim however; it cannot tell us anything 
about the function ¢(IT1, · · · , Tim)· We used dimensional analysis to nondimensionalize the N-S equations 
and in the process we were able to establish two important equations used in fluid mechanics: the Euler 
equations for incompressible fluids and the Stokes equation for slow flow. In Section 6 we used complete 
similarity to derive the solution for heat flow in a bar of finite length, and incomplete similarity to establish 
the form for the solution of fluid flow past a wedge. These examples show that dimensional analysis can 
reveal self-similarity and gives the similarity variables. We have also shown that dimensional analysis gives 
the rules for scaling the results for a physically similar model up to a prototype. In this case we formulated 
the rules for scaling the velocity and drag force of a model racing car up to the prototype. The example of 
fluid flow past a flat plate shows that dimensional analysis can be instructive in revealing that a problem is 
invariant under a transformation group, which can then be used to formulate a solution. 
Whatever dimensional analysis reveals about a phenomenon is the result of our choice of fundamental 
units. On one hand Huntley's introduction of even more fundamental units Lx, Ly and Lz of length in some 
cases, such as the example of range of a projectile, takes us a step further but it can also be at odds with well 
established equations like the N-S equations. On the other hand Relativity introduces the concept of space-
time: that space and time are inseparable. We have yet to study the effects of a new dimension of space-time. 
No matter what fundamental units we use, our choice of quantities with independent dimensions from a list 
of qllantities is important. As seen in the examples, we chose the quantities with independent dimensions 
carefully to obtain a relation that has the form of the formula already known for that phenomenon. In 
practice we would have to work by trial and error to establish a formula that best fits available data. 
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Appendices 
A Derivation of Laplace's equation in polar coordinates 
\Ve have 
and 
Similarly 
and 
we have 
x = r cos( B), y = r sin( B) 
ail? ail? ax ail? By 
-=--+--
or ax Br By or 
ail? . ail? 
= cos e ax + sm e By 
ail? ail? ax ail? By 
Be = ax ae + By ae 
. ail? ail? 
= -r sm e- + 1· cos e-
ax By 
1 82<1? 1 8<1? 82<1? 82<1? 8 2 <1? 
r 2 ae2 = -r Br + sin2 e Bx2 + cos2 e By2 - 2 cos e sine Byax 
adding the partial derivatives together we have 
Reanange to get the desired result 
82<1? 1 82 <1? 82<1? 82 <1? 1 8<1? 
-+--=-+----8r2 r 2 8B2 8x2 8y2 r Br 
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B Schwarz-Christoffel (S-C) Transformation 
The S-C transformation maps top half of z-plane into a w-plane region defined by a series of straight line 
segments, straight lines and/or rays. Consider dw = A(z- r 1)'i>l(z- r 2)¢2 • • • (z- r3 )¢3 dz where A is a 
complex constant, 7'1 · · · , Tn are all real such that 7'1 ::; r 2 ::; · · · ::; Tn and r/Jl · · · rPn are also real. 
\Ve want to map boundary of upper half of z-plane (i.e real z-plane axis) into w-plane. Let z trace along 
the real axis from -oo to +oo. Then 
a.rg( dw) = a.rg(A) + a.rg( (z - rl)"' 1 ) + · · · + a.rg( (z - rn)<Pn) + a.rg( dz) 
a.rg(dw) = a.rg(A) + c/Jla.rg(z- r1) + · · · + ¢na.rg(z- Tn) + a.rg(dz) 
Now z- Tk is real so a.rg(z- Tk) equals zero when z ;::: Tk and 1r when z ::; Tk· And arg(dz) = 0 as z ir; 
increasing along the real axis. So a.rg( dw) is constant for all z values between a pair of consecutive r values 
z=-oo 
z=r2 
z=r1 
(say r 1 ::; z::; r 2 ) and is also constant for all z::; r 1 and z 2': Tn· But when z crosses Tk the arg(z- Tk) dropr; 
from 7r to 0. Therefore a.rg(dw) changes by -¢k7r· Hence w(z) looks like figure 8. 
In practice vve usually use internal angles 0:1 and o:2 where O:k - rPk7r = 180 deg = 7r. 
. O:k 
l.e- -1 = rPk 
7r 
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Upper half plane maps into here 
' z=r1 ' 
' 
' 
' 
' 
' \ -cp1n 
\ 
' \ 
' 
' 
' 
z=r2 
Figure 8: Scwwarz-Christoffel TI:ansformation 
C Simplifying the S-C integral 
as T « 1, 7"-;;a and T 2";a are insignificant compared toT-~, because 0 :Sa :S %· Vve have 
'-
. 1l u . ( n-o 7f 
z = l(Je'a T--;r dT = l(Je'a( -l )-.,- (--). 
0 7r-O: 
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