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ABSTRACT
We present near infrared high-precision photometry for eight transiting hot
Jupiters observed during their predicted secondary eclipses. Our observations were
carried out using the staring mode of the WIRCam instrument on the Canada-France-
Hawaii Telescope (CFHT). We present the observing strategies and data reduction
methods which delivered time series photometry with statistical photometric precision
as low as 0.11%. We performed a Bayesian analysis to model the eclipse parameters
and systematics simultaneously. The measured planet-to-star flux ratios allowed us to
constrain the thermal emission from the day side of these hot Jupiters, as we derived
the planet brightness temperatures. Our results combined with previously observed
eclipses reveal an excess in the brightness temperatures relative to the blackbody
prediction for the equilibrium temperatures of the planets for a wide range of heat
redistribution factors. We find a trend that this excess appears to be larger for planets
with lower equilibrium temperatures. This may imply some additional sources of radi-
ation, such as reflected light from the host star and/or thermal emission from residual
internal heat from the formation of the planet.
Key words: stars: planetary systems – infrared: planetary systems – instrumentation:
photometers – facility: CFHT – instrument: WIRCam
? E-mail: emartioli@lna.br
1 INTRODUCTION
A secondary eclipse of an exoplanet occurs when the planet
passes behind the host star as it moves along its orbit. The
© 2017 The Authors
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star blocks the light emerging from the planet’s atmosphere,
allowing direct measurements of the planet-to-star flux ratio.
Infrared observations of these eclipses provide constraints on
the thermal emission of the exoplanet, which allows a more
detailed characterization of its atmosphere. A number of
eclipses have been measured in the mid-infrared bands using
the Spitzer/IRAC instrument (e.g., Kammer et al. 2015) and
also in the near infrared bands from ground-based observa-
tions (e.g., Croll et al. 2010a, 2015; Zhou et al. 2014, 2015).
These observations allowed important studies in the char-
acterization and understanding of hot Jupiter atmospheres
(e.g., Harrington et al. 2007; Knutson et al. 2007; Charbon-
neau et al. 2008; Knutson et al. 2009; Stevenson et al. 2010;
Knutson et al. 2011).
Gathering a large sample of hot Jupiters with measured
secondary eclipses is important in order to perform a com-
parative analysis of these objects over a range of exoplanet
parameters and in different stellar environments. Zhou et
al. (2015) presented near infrared secondary eclipse observa-
tions for seven hot Jupiters, and in addition they presented
a compilation of all other detections of secondary eclipses
from both ground-based observations in the near infrared
and from the four Spitzer IRAC bandpasses. As this sample
grows, it becomes possible to place statistically significant
constraints on the atmospheric models of hot Jupiters, as
done in several consistent comparative studies of secondary
eclipses using optical Kepler time series (e.g., Esteves et
al. 2013; Heng & Demory 2013; Angerhausen et al. 2015;
Schwartz & Cowan 2015). In this paper, we present new
results that add to the previous literature on infrared sec-
ondary eclipse measurements.
The Wide-field InfraRed Camera (WIRCam, Puget et
al. 2004) at the Canada-France-Hawaii Telescope (CFHT) is
one of the primary ground-based instruments capable of de-
tecting thermal emission of exoplanets through the observa-
tion of secondary eclipses (e.g., Croll et al. 2010a,b). CFHT
uses an observing mode called “staring mode”, where the ob-
servations are performed without dithering, keeping the field
at a constant position in the detector. The position is kept
constant at the level of a few pixels (with drifts no larger
than 2 pixels), which is an important factor in achieving
high precision photometry necessary to detect small eclipse
signals.
Croll et al. (2015) presented detections of secondary
eclipses for three hot Jupiters and one brown dwarf us-
ing WIRCam on the CFHT obtained using the so called
“staring mode” (Croll et al. 2010a). In their paper, they
stressed the importance of obtaining robust and repeat-
able measurements of eclipses from ground-based observa-
tions. This is challenging given the nature of timed obser-
vations of eclipses, since the eclipses do not necessarily oc-
cur always during the most suitable observing conditions.
They also presented revised methods for the reduction of
CFHT/WIRCam staring mode data, where they obtained
photometric precisions (RMS of the residuals per exposure)
between 0.15% and 0.40%. However, Devost et al. (2010) es-
timated the signal-to-noise ratio obtained using the staring
mode in ideal conditions and compared their results with
measurements of the eclipse of the hot Jupiter TrES-2b in
K-band, where they concluded that despite the high pre-
cision attained in their CFHT/WIRCam experiment, their
measurements were not photon noise limited. We performed
observations with the aim of measuring near infrared eclipses
for a number of hot Jupiters also using WIRCam in staring
mode, where we adopted a similar technique as in Croll et al.
(2015). However, in our work we present a more detailed in-
vestigation of the different factors that affect the photomet-
ric precision. In section 2 we present the observations and the
experimental design adopted in our experiment, where we
discuss the aspects concerning the telescope defocus and ex-
posure time. We also present a study on the detector charac-
teristics, which are further considered in the reduction of our
data, such as in the identification and removal of bad pixels,
and the flat-field and non-linearity corrections. In section 3
we present a description of data reduction procedures used
in our pipeline, where we introduce some new ideas to miti-
gate, identify, and remove the systematics. Also in section 3
we present a Bayesian analysis of our light curves to ob-
tain the system’s parameters. Finally in section 4 we discuss
our results and some possible implications when combining
them with previously published measurements of eclipses of
hot Jupiters.
2 OBSERVATIONS AND EXPERIMENTAL
DESIGN
We were awarded 25 hours in 2014 A and 17 hours in
2014 B of telescope time at CFHT in queue mode (pro-
grams 14AB99, 14AB01, 14BB98 and 14BB02). With the
time awarded we were able to observe a sample of eight tran-
siting hot Jupiters in eclipse with a wide range of host star
and planetary parameters. Table 1 shows a summary of all
eclipse events observed as part of these programs. All events
were observed in photometric conditions. The observations
typically started about an hour before the predicted start
of eclipse and ended about an hour after the end of eclipse.
We prioritized observations in the K-band (at λ ∼ 2.2 µm),
where the near infrared contrast between the star and a typ-
ical hot Jupiter is optimized. We used either broad band or
narrow band filters (see Table 1), depending on the target
magnitude, to avoid saturation of the detector. Also included
in this table is WASP-12, which was previously observed by
Croll et al. (2015) and which we used as a test case in order
to compare our derived photometry with the previous state
of the art from CFHT (Croll et al. 2015).
2.1 Telescope defocus and exposure time
In order to test the best instrumental set up for our ob-
servations, we performed several preliminary observations
(pre-imaging) using different amounts of defocus and expo-
sure times for several filters. These observations allowed us
to evaluate the effect of defocus on the Point Spread Func-
tion (PSF) and to select the best instrument configuration.
Telescope defocus is commonly used in staring mode obser-
vations of WIRCam to improve the photometric precision
(e.g., Croll et al. 2010a,b, 2015). The amount of defocus used
in previous work typically ranged between 1.0 and 2.0 mm.
The defocusing is intended to avoid saturation and also to
reduce the effects of bad pixels and flat-fielding errors. In
defocused images the star PSF is broadened, spreading the
light over a larger area of the detector, reducing the con-
centration of light in a few central pixels, which also de-
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Table 1. Log of observations. RA and DEC data are from the 2MASS catalog (Skrutskie et al. 2006).
Object ID RA(2000) DEC(2000) Filter 1 UT Date Time span Exptime Defocus
hh:mm:ss.ss ±dd:mm:ss.ss (h) (s) (mm)
WASP-12 06:30:32.79 +29:40:20.25 Ks 2009-12-28 6.39 5.0 2.0
KELT-4A 10:28:15.01 +25:34:23.60 Ks 2014-03-19 4.98 4.0 1.8
WASP-14 14:33:06.35 +21:53:40.97 CH4Off 2014-05-18 5.0 5.0 2.0
TrES-4 17:53:13.04 +37:12:42.66 Ks 2014-07-13 2.71 5.0 1.5
Kepler-5 19:57:37.68 +44:02:06.17 Ks 2014-08-03 8.84 12.0 1.5
KELT-2A 06:10:39.35 +30:57:25.86 Kcont 2014-12-09 7.71 6.0 1.5
KELT-7 05:13:10.93 +33:19:05.41 Kcont 2014-12-10 5.93 8.0 1.5
WASP-31 11:17:45.37 -19:03:17.18 Ks 2015-01-31 5.15 6.0 1.5
HAT-P-33 07:32:44.21 +33:50:06.19 Ks 2015-02-01 4.32 6.0 1.5
Figure 1. WIRCam PSF for five different levels of telescope de-
focus. From left to right the panels show defocus of 0.0, 0.5, 1.0,
1.5, and 2.0 milimiters, respectively. The illumination fraction is
presented in colour code as indicated by the colour bar, which
ranges from 0.0004% (dark blue) to 0.2% (bright yellow).
creases the amount of light affected by a single defective
pixel. However, the more pixels used the more readout and
background noise is added to the measurement, resulting in
a lower Signal-to-Noise Ratio (SNR). The lower SNR can
be compensated by increasing the exposure time, which also
decreases the cadence of the observations.
Here we present results obtained from several images
taken on two different nights from the fields of KELT-2A
and KELT-7, and for several combinations switching be-
tween narrow band filters (KCont, CH4Off, and LowOH2)1,
telescope defocus (from 0.0 to 2.0 mm), and exposure times
(from 3.0 to 12.0 seconds). Figure 1 shows an example of the
WIRCam PSF measured from several stars in the field of
KELT-2A, where we defocused the telescope by an amount
varying between 0.0 and 2.0 mm in steps of 0.5 mm. No-
tice that as one moves out of focus the PSF becomes a
“doughnut-like” shape, which is a direct function of the pupil
image. Figure 2 shows radial profiles for the flux fraction di-
vided by the number of pixels within each annulus of 1 pixel
width. This shows the concentration of flux per pixel at dif-
ferent apertures.
To further investigate the effects of defocusing on pho-
tometry we simulated a star with integrated flux of ∼ 106
photons and a sky background flux of 28,000 photons/pixel.
These values represent a typical WIRCam/CFHT exposure
of a few seconds integration time, where the star flux is
chosen to produce a maximum of about 23,000 ADUs and
the background is about 7,000 ADUs. These values repre-
1 For more information on WIRCam filters see: http://www.
cfht.hawaii.edu/Instruments/Filters/wircam.html
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Figure 2. Radial profile measured on the WIRCam PSF for 5
different levels of defocus as indicated in the legend.
sent a compromise between exposure time and defocusing
to get a reasonable amount of flux and to avoid the highly
non-linear regime. Then we applied the measured PSF for
each amount of telescope defocus to simulate the star data.
We performed aperture photometry for a number of aper-
ture radii ranging from 1 to 30 pixels, where we calculated
the signal-to-noise ratio (SNR) and the fraction of flux (FF)
within the extraction aperture. Figure 3 shows a plot of SNR
versus aperture radius and Figure 4 shows FF versus aper-
ture radius. The curves in Figure 3 show that focused images
(defocus=0.0 mm) reach the highest SNR very quickly, but
the FF shown in Figure 4 is not quite as large (< 70%) for
the same aperture size (radius < 3pixels). A smaller photo-
metric aperture decreases the total signal (by not including
as much of the source flux), which may degrade the time-
series photometry, since for smaller apertures, small offsets
in the PSF will correspond to larger changes in the fraction
of the total flux measured. On the other hand, by increasing
the aperture size, the number of pixels and enclosed area of
the sky also increases, thereby increasing the photon noise
due to the background more rapidly than the signal from the
source, and thereby decreasing the overall SNR. Therefore
an optimal aperture for photometry may be used in order
to obtain the best possible photometric precision.
MNRAS 000, 1–14 (2017)
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Figure 4. Flux fraction within a given aperture versus aperture
radius for 5 different levels of defocus, ranging from 0.0 to 2.0 mm.
These results were obtained for the simulated data, as described
in the text.
2.2 Detector characteristics
WIRCam is composed of a mosaic of 4 x 2048x2048
HAWAII-2RG detector arrays (Puget et al. 2004) with sky
sampling of 0.301 arcsec/pixel, covering a total field-of-view
of 21’.5 x 21’.5. WIRCam has 32 amplifiers per chip, where
each amplifier is oriented along the horizontal (E-W) direc-
tion. The nominal value of pixel readout noise is 30 e− and
the electronic gain is 3.8 e−/ADU. Each amplifier presents
slightly different sensitivities and noise characteristics, which
cause spatial variations that may affect photometry. The re-
sponse of WIRCam pixels are not homogeneous and each
pixel does not respond linearly to photon flux. This inho-
mogeneity can be partially corrected by standard flat-field
correction, which is applied in all of our images. However,
the non-linear response of the WIRCam array is more of an
issue, which has been recently investigated and re-calibrated
by the WIRCam team at CFHT (internal communications
with Pascal Fouque´ and Wei-Hao Wang). We have been pro-
vided with these calibrations in two different flavors, where
we adopted the standard non-linearity correction used at
CFHT that applies a quadratic polynomial correction to
each pixel. The correction considers a given pixel with raw
measurement of D counts in ADU, then the non-linearity
correction (NC) is given by:
NC = a0 + a1D + a2D
2, (1)
where ai are the polynomial coefficients for the non-
linearity correction. The corrected pixel value D′ is given
by the raw value multiplied by NC, i.e., D′ = D × NC.
The calibration provided by CFHT is given in a Multi-
Extension FITS file containing 4 cube extensions (one for
each WIRCam chip) with three slices in each cube (one for
each coefficient). These calibrations also include bad pixel
flags assigned to pixels where there was a failure in the fit-
ting process to obtain the non-linearity correction function
from calibrations, as reported by the CFHT team.
3 DATA REDUCTION AND ANALYSIS
3.1 Overview
The reduction of our WIRCam data is performed by a
custom pipeline. Our pipeline consists of a command line
application written in Python that calls a series of li-
braries and modules written both in Python and C/C++.
The C/C++ modules and libraries were adapted from the
OPERA project (Martioli et al. 2012). Our Python codes
make use of the Astropy library (Astropy Collaboration
2013), especially for FITS file handling, for astrometric tools,
and for catalog query. In summary, our pipeline performs the
following steps:
(i) Pre-reduction calibrations: flat-fielding, identifica-
tion of targets in the 2MASS catalog (Skrutskie et al. 2006),
PSF measurements, image recentering, and aperture calibra-
tion;
(ii) Photometry: flux extraction;
(iii) Differential photometry: optimized selection of
comparison stars based on magnitude, colour, field position,
blending, and variability;
(iv) Analysis: light curve detrending and eclipse model
fitting.
3.2 Data Format
WIRCam generates a data cube in FITS format for every se-
quence observed. The maximum number of slices supported
for one sequence is 12. In all of our observations we used
sequences of 12 exposures, where each slice in the cube con-
tains 4 extensions, with one for each WIRCam chip. A typ-
ical observation of an eclipse event contains several dozen
cubes. The reduction is performed in each WIRCam chip in-
dependently. Each slice in the cube provides a photometric
measurement for each source in the field-of-view. We aimed
MNRAS 000, 1–14 (2017)
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to measure the integrated flux for each star in the field. Each
star in all WIRCam chips was considered as a potential ref-
erence star to perform differential photometry on our target
(subsection 3.4).
3.3 Flat-Field Calibration
The first step in the reduction is the flat-field correction,
where we divide each science frame by a normalized master
flat-field. The master flat-field is calculated by the median
of all individual normalized flat-field exposures. The flat-
field exposures were obtained from sky observations during
twilight, where we used the ones obtained in the nearest
possible date to the night when science observations were
done. The normalization of an individual flat-field exposure
is done by dividing all pixel values by the median flux.
3.4 Reference Cube Calibration
In this step we take a reference cube to perform a number
of calibrations. The reference cube selected is usually the
first cube in the sequence. The pipeline generates a master
reference image, by performing a median stack of all slices
in the reference cube. The master reference image is then
used to perform the following calibration steps:
(i) Query 2MASS catalog to generate a list of targets
within the field-of-view observed. The sources are selected
based on their K-magnitude. The maximum magnitude for
source selection is set to be between 2 and 4 magnitudes
above the target’s 2MASS K-magnitude, depending on how
crowded the field is. The main target is identified using a
match with SIMBAD (Wenger et al. 2000), therefore it must
be identified by a known ID name on SIMBAD;
(ii) Perform basic astrometric calibration using the se-
lected sources in the catalog. The astrometry performed in
this step will fix WCS header keywords and will create a
copy of the image extension with corrected astrometry. The
astrometric correction is only applied to the zeroth order,
precise to ∼ 0.1pixel, i.e., ∼ 0.03 arcseconds;
(iii) Calibrate x,y positions of catalog sources using the
master image. The positions are first measured by the cen-
troid of each star, and then an empirical Point Spread Func-
tion (PSF) is calculated from a median stack of the PSF
from all selected stars in the field. Then, the star positions
are recalculated through the maximum cross-correlation be-
tween the star flux and the measured PSF. We exclude tar-
gets that are either saturated or that were used for guid-
ing. There is also a binarity check, where we exclude the
faintest star in a pair which lies within a separation less
than 50pixels∼ 15 arcsec;
(iv) Perform basic photometry on the master reference
image. This step also calculates a PSF which is obtained
only from selected targets in the calibrated catalog. The new
PSF is saved and used for further photometric calibration in
the time series. The PSF is recalculated for every cube and
used to calibrate the center of the aperture used for source
and sky flux extraction;
(v) The last reduction step that is performed in the ref-
erence master image is the calibration of the aperture for
photometry. We perform aperture photometry, where the
flux is extracted within a circular aperture centered at the
Figure 5. This image illustrates the automatic selection of an
aperture radius for photometry. Solid line shows the radial profile
of the fractional increment of both the SNR and FF for target
WASP-12. Dashed line shows the threshold of
√
SNRinc ∗ FFinc <
2%, which results in the selection of an aperture radius of 16
pixels.
measured center of each star. A concentric annular aperture
is used for sky flux measurements. As discussed in subsec-
tion 2.1, both the signal-to-noise ratio (SNR) and the flux
fraction (FF) of the source are a function of the aperture
radius. We select an optimal aperture radius where both
the SNR and FF calculated for a given incremental annulus
become lower than a certain threshold. As an example, Fig-
ure 5 shows the radial profile of
√
SNRinc ∗ FFinc calculated
for WASP-12, where we have also plotted a threshold of 2%,
providing an aperture radius of 16 pixels.
Now in order to test if this method is robust we calcu-
late the photometric precision for the whole time-series for
the eight brightest reference stars in the field of WASP-12.
We perform aperture photometry using the same aperture
size for all stars over the entire time series. The photometry
was repeated for several aperture sizes with radius ranging
from 14 to 24 pixels. The photometric precision is defined
here as the mean standard deviation, where each individual
standard deviation is calculated as the standard deviation
around the mean of a short sequence of 12 images. The re-
sults shown in Figure 6 indicate that the best photometric
precision is attained for an aperture with radius around 16
pixels, which is consistent with the size obtained by using a
threshold of
√
SNRinc ∗ FFinc < 2% as presented in Figure 5.
3.5 Photometry
The PSF is measured in every cube of the time series, where
the PSF is used for re-centering the aperture position and
for extracting the flux of all frames within the respective
cube length. The photometric measurements are performed
on each source independently. The following algorithm is
used for each individual photometric measurement.
(i) Recenter star position to the maximum cross-
correlation between the star flux and the measured PSF.
MNRAS 000, 1–14 (2017)
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Figure 6. Photometric precision versus aperture radius for the
eight brightest reference stars in the field of WASP-12. The K-
magnitude of each star is given in the legend.
Then, the aperture center is reset to the updated star posi-
tion;
(ii) Sky flux measurements. The sky flux S is measured
on an annular aperture. The sky aperture inner radius is
offset by about 8 pixels from the main aperture and the
outer radius is calculated being two times the radius of the
main aperture. If the radial distance between the inner and
outer radii is smaller than 2 pixels then the annulus size is
increased to have a width of 2 pixels, so it will cover a larger
area in the sky. The sky flux is calculated as the median of
all individual measurements within the annulus, i.e.,
S = MEDIAN(si), (2)
where the sky flux si on each pixel i is calculated as follows:
si = di × NC × G, (3)
for di being the pixel value in ADU, NC being the non-
linearity correction calculated by Equation 1, and G the gain
in e-/ADU;
(iii) Source flux measurements. The source flux is calcu-
lated as the integrated flux within a circular aperture. The
aperture size is kept constant in the entire time series. Fig-
ure 7 shows an example of a WIRCam exposure of WASP-12
field, where we also show the apertures (blue circles) used
for photometry.
The source flux F is calculated as the sum of all sky-
subtracted fluxes of useful pixels within the aperture, which
is given by the following equation:
F =
∑
i Mi × (di × NC × G − S)∑
i Mi × φi
, (4)
where S is the sky flux given by Equation 2, the factor
Mi in Equation 4 is a Boolean mask function to avoid the
contribution from bad pixels (non-useful pixels), where Mi =
0 when the pixel is identified either as a bad pixel or as a
missing pixel and Mi = 1 if the pixel is considered good. The
Figure 7. WIRCam exposure of WASP-12, showing examples
of the apertures for photometry for the ten brightest stars in the
field. The inner circle in each aperture is the region used for object
flux measurements and the outer annulus is the region used for
sky flux measurements.
function φi is the expected source flux fraction for a given
pixel i, which is directly obtained from the measured PSF.
The variance σ2F in each flux measurement is assumed
to be the sum of Poisson photon noise, electronic readout
noise, and sky flux variance. Therefore the flux variance is
calculated as follows:
σ2F =
∑
i Mi ×
[
(di × NC × G − S) + N2 + σ2S
]∑
i Mi × φi
, (5)
where N is the readout noise, and σS is the median devi-
ation in the sky flux measurements.
3.6 Differential Photometry
The product from the previous step is a vector of flux mea-
surements and variances for each selected source in the cat-
alog. Each of these vectors is a raw light curve, which is
ingested by the pipeline to perform the differential photom-
etry analysis. The light curve analysis consists basically of
the following steps:
(i) Merge light curves. As mentioned earlier, each
WIRCam detector chip is treated separately in the reduc-
tion. However, only one chip contains the main target.
Therefore, at this point the pipeline will merge all light
curves into a single table containing all stars observed, so
MNRAS 000, 1–14 (2017)
A survey of hot Jupiters in secondary eclipse 7
one can perform differential analysis using comparison stars
observed on other chips as well.
(ii) Differential photometry. In this step the pipeline
calculates the ratio between the main target flux FT and the
flux of each comparison star Fj , i.e., Rj = FT /Fj , where
j = 1, ..., nc , and nc is the total number of comparison
stars. The variance of each relative measurement is given
by σ2R j = R
2
j (σ2T /F2T + σ2j /F2j ), where we assume the errors
from different stars are not correlated.
(iii) Detrending (first pass). The light curve of each
comparison star is first analyzed separately. A linear func-
tion Lj (t) is fit to the flux ratio data of each comparison
star, where we use the robust LADFIT (Least Absolute De-
viation; Bloomfield & Steiger 1983) method for the fit. Then
each light curve is normalized by the linear trend, i.e., the
detrended light curve R′ j is given by R′ j = Rj/Lj .
(iv) Selection of comparison stars. One main crite-
rion is used for selecting comparison stars. The pipeline cal-
culates the photometric precision for each comparison star
through the standard deviation of the detrended individual
light curves obtained in item (iii). Then it selects targets
for which the photometric precision is lower than a given
threshold. This threshold is typically chosen between 0.5%
and 1%. However if plenty of bright stars are available one
should set it to lower values to reach the best possible pho-
tometric precision, otherwise the flux from faint stars may
degrade the precision of the final light curve. Even though
the pipeline frequently provides a good set of comparison
stars, before getting the final light curve, we analyze each
light curve individually by eye, where we may exclude those
stars presenting variability or those highly correlated with
the airmass of observations.
(v) Simultaneous detrending and eclipse model.
Once a suitable and clean set of comparison stars is se-
lected, the pipeline performs a simultaneous fit to all differ-
ential light curves, where the model includes both a back-
ground trend and the eclipse model. With this approach the
background is modeled by a quadratic polynomial, Bj (t) =
aj t2 + bj t + cj , where the coefficients aj , bj , and cj are in-
dependent for each comparison star. The parameters in the
eclipse model are constrained to be equal for all comparison
stars. The fit procedure using Bayesian inference is presented
in more detail in subsection 3.7.
(vi) Final light curve. Once the background “trends”
are obtained using the method explained above, one can re-
duce the light curves by dividing each individual flux ratio
by the polynomial Bj (t). Then all light curves are combined
into a final light curve by calculating either the mean or the
median of all individual detrended flux ratios, i.e., RT =
MEAN
(
R′j, i = 1, .., nc
)
or RT = MEDIAN
(
R′j, i = 1, .., nc
)
.
The “MEAN” is preferred, but only when the light curves
do not present a large amount of outliers.
(vii) Binning. Finally, the pipeline bins the data by the
median of points within a given time bin. We typically use
a bin size with the length of 2 cubes, i.e., bin size of 24 data
points. The bin size is not relevant in our analysis, since
we always use the original data to perform the fit, but it is
useful to produce a better visualization of the uncertainties.
Table 2 presents the optimal aperture sizes calculated
for each target in our sample. It also presents the number of
reference stars, the WIRCam chips where these stars were
Table 2. Log of reduction.
Object ID Aperture # Ref. Chips σmax σres
[pixels] Stars [%] [%]
WASP-12 16 4 0,1 0.32 0.20
KELT-4A 17 1 0 0.28 0.28
WASP-14 17 4 2,3 0.44 0.24
TrES-4 15 3 0,2 0.70 0.53
Kepler-5 15 6 0 0.45 0.38
KELT-2A 16 4 0,1,2,3 0.38 0.22
KELT-7 14 2 0 0.17 0.11
WASP-31 14 2 0 0.34 0.24
HAT-P-33 14 3 0,2 0.36 0.19
located, the photometric precision cutoff (σmax) used to se-
lect reference stars, and the final RMS of residuals calculated
after both the trends and the eclipse model have been re-
moved.
3.7 Light curve model
We implemented a parameter estimation Bayesian analy-
sis to model both the background “trends” and the eclipse
simultaneously. The eclipse model is calculated using the
BATMAN package by Kreidberg (2015), which implements
the Mandel & Agol (2002) transit model for eclipses. Since
we are dealing with eclipses and not transits, we removed
the contribution from stellar limb-darkening. Assuming this
model is adequate to describe our observations, we imple-
mented a Bayesian posterior probability estimation analysis,
where we applied the Goodman & Weare (2010) affine invari-
ant Markov chain Monte Carlo (MCMC) ensemble sampler
using the emcee package by Foreman-Mackey et al. (2013).
We followed the steps described in the online tutorial 2 to
infer the posterior probability for the eclipse model param-
eters and the background polynomial coefficients simulta-
neously. The priors from which the eclipse parameters are
sampled were obtained from prior knowledge of the systems,
e.g. from transit predictions. We have used the parameters
and uncertainties presented in Table 3. In order to optimize
the fit process, each parameter have been assigned a different
prior probability distribution. For the orbital period (P), the
planet radius (rp), and semi-major axis (a), we adopted a
normal distribution. The orbital inclination (i), eccentricity
(e), and longitude of periastron (ω), are fixed as constants.
For the planet-to-star flux ratio (δ) we adopted an uniform
distribution between 0% < δ < 0.5%. The central time of
eclipse (tsec) is also sampled from an uniform distribution
between −0.020 d < tsec − tc < 0.020 d, where tc is the pre-
dicted central time of eclipse.
In Figure 8 we present the differential photometry light
curves for WASP-12 with respect to the four stars selected
as comparison. We have run our analysis on these data and
obtained the model represented by the green line in Fig-
ure 8. Notice the baseline of each individual light curve can
be reliably modeled by a quadratic polynomial function to
account for systematics. Figure 9 shows the one and two
2 http://dan.iel.fm/emcee
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Table 3. The eclipse parameters priors. For tsec and δ the prior probability distribution (PPD) is uniform, where we adopted U(tc −
0.020,tc + 0.020) and U(0,0.5), respectively. For P, rp , and a the PPD is normal, i.e., N(µ, σ), where µ is the central value and σ is the
error. For i, e, and ω the prior is a constant value.
Object ID tc (MJD) δ (%) P (d) rp/R∗ a/R∗ i (◦) e ω (◦) Reference
WASP-12 55194.434 U(0,0.5) 1.091422 ± 1 × 10−6 0.109 ± 0.008 3.1 ± 0.2 86.0 0.0 90 Chan et al. (2011)
KELT-4A 56735.382 U(0,0.5) 2.989593 ± 5 × 10−6 0.106 ± 0.007 5.8 ± 0.3 83.1 0.03 300 Eastman et al. (2016)
WASP-14 56795.457 U(0,0.5) 2.243766 ± 1 × 10−6 0.099 ± 0.008 5.9 ± 0.4 84.8 0.087 252.9 Blecic et al. (2013)
TrES-4 56851.437 U(0,0.5) 3.553927 ± 3 × 10−6 0.095 ± 0.004 6.1 ± 0.2 82.8 0.0 90 Chan et al. (2011)
Kepler-5 56873.344 U(0,0.5) 3.54846 ± 3 × 10−5 0.080 ± 0.004 6.1 ± 0.2 86.3 0.0 90 Borucki et al. (2010)
KELT-2A 57000.489 U(0,0.5) 4.11379 ± 1 × 10−5 0.071 ± 0.005 6.4 ± 0.3 90.0 0.185 160 Beatty et al. (2012)
KELT-7 57001.495 U(0,0.5) 2.734775 ± 4 × 10−6 0.089 ± 0.004 5.5 ± 0.2 83.8 0.0 90 Bieryla et al. (2015)
WASP-31 57053.514 U(0,0.5) 3.405909 ± 5 × 10−6 0.125 ± 0.006 8.1 ± 0.3 84.5 0.0 90 Anderson et al. (2011)
HAT-P-33 57054.389 U(0,0.5) 3.474474 ± 1 × 10−6 0.103 ± 0.023 6.1 ± 1.0 86.7 0.148 96 Hartman et al. (2011)
dimensional projections of the posterior probability distri-
butions obtained for all the background and eclipse param-
eters. These distributions were obtained by running 3000
iterations of the MCMC sampler, where we discarded the
first 1000 samples as burn-in.
Figure 10 shows the final reduced light curve and the
eclipse fit model for the control target WASP-12b. Croll et
al. (2015) obtained flux ratio of δ = 0.284+0.019−0.020%, which
is in good agreement with our measured flux ratio of δ =
0.294 ± 0.010%. In Figure 10 we also present the probabil-
ity distribution for the residuals and a normal distribution
model N(µ,σ) for comparison, where µ and σ are the mean
and standard deviation of residuals, respectively. For our
control target WASP-12b, the residuals seem to be normally
distributed, since the normal model calculated from µ and
σ is in good agreement with the probability distribution.
Similarly, Figure 12, Figure 13, Figure 14, Figure 15,
Figure 16, Figure 17, Figure 18, and Figure 19 show the light
curves, fit models, and the analysis of residuals for all objects
in our sample. Table 4 shows all the final fit parameters
and uncertainties derived from the posterior distribution.
Notice that the light curves for several objects in our sample
still present some residual red noise (e.g. WASP-14, TrES-
4, Kepler-5, KELT-7), which is not accounted for in our
analysis. Therefore the uncertainties in the eclipse depths
may be underestimated for some of our targets.
3.8 Dilution correction
Our analysis so far presents the flux ratios obtained from the
data as is. However, some of our targets are known to have
nearby companion stars blended with them, i.e., lying within
the ∼ 5 arcsec apertures used in our photometry. Therefore
the flux measurements for those blends need to be corrected.
We correct the measured depth (δ) by applying a dilution
factor  , as in Zhao et al. (2014). Thus the final undiluted
planet-to-star flux ratio is given by fp/ fA = δ, where
 =
(
1 +
fB
fA
)
, (6)
where fB/ fA is the flux ratio between the sum of fluxes
of all other components in the system (B,C, etc.) and the
planet host component A. Table 5 shows the differential
magnitudes in K-band (∆K) between component A and
other known components. It also shows the derived dilu-
tion factor (), and the dilution-corrected occultation depths
( fp/ fA) for the three systems in our sample with known
nearby stellar companions: WASP-12 (Bechter et al. 2014),
KELT-4 (Eastman et al. 2016), and KELT-2 (Beatty et
al. 2012). Note that for the system KELT-2 we have not
found available K-magnitudes for each individual star in
the system. Therefore, we calculated ∆K based on the V-
magnitudes and the system’s K-magnitude given in Beatty
et al. (2012), and we converted between V to K magnitudes
using the intrinsic colour of dwarfs (K-V) by Bessel & Brett
(1988).
4 DISCUSSION
Table 6 shows the exoplanet systems with known planet-
to-star flux ratios measured in the K-band. These include
the literature sample collated in Table A1 of Zhou et al.
(2015) and also the systems with detected secondary eclipses
reported in this paper. We adopted the system’s parameters
shown in Table 6 to calculate the equilibrium temperature
Teq of the exoplanet as given in Heng & Demory (2013), i.e.,
Teq = T∗
(
R∗ f
a
)1/2
(1 − A)1/4, (7)
where we assume an albedo of A = 0.1, which is consis-
tent with Rayleigh scattering caused by hydrogen molecules
alone (Sudarsky et al. 2000), and we also assume both an
uniform heat redistribution ( f = 1/2) and no heat redistribu-
tion ( f = 2/3), i.e., no heat is transported from the dayside
to the nightside of the planet. We also calculated the bright-
ness temperature Tb as defined in Seager & Deming (2010),
where we used the measured planet-to-star flux ratio in the
K-band (λ ∼ 2.2µm) and assumed that both the star and the
planet emit as blackbodies. Figure 11 presents a plot of the
ratio Teq/Tb versus Teq. Note that Tb is systematically larger
than Teq, which implies that the measured planet bright-
ness temperature cannot be explained only by its equilib-
rium temperature from the stellar radiation field, assuming
the blackbody model is correct. This suggests that reflection
may not be negligible for many of these planets. This is not
surprising, considering that many hot Jupiters are known to
have clouds or hazes (e.g., Sing et al. 2016). Recent work
by, e.g., Schwartz & Cowan (2015), has also demonstrated
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Figure 8. WASP-12 differential photometry light curves for all selected comparison stars. Each light curve is identified by the 2MASS
ID of the comparison star. The solid green lines show the global fit model, which includes the background trends and the eclipse model,
as explained in the text.
Table 4. Fit parameters and uncertainties. The central value of each parameter is the 50th percentile of the posterior distribution, and
the uncertainty is calculated by the average between the 50th minus 16th percentiles, and the 84th minus 50th percentiles.
Object ID tsec
b δ (%) P (d) rp/R∗ a/R∗
WASP-12 55194.4276 ± 0.0004 0.294 ± 0.010 1.091422 ± 1 × 10−6 0.1038 ± 0.0075 3.103 ± 0.021
KELT-4A 56735.3940 ± 0.0029 0.172 ± 0.029 2.989593 ± 5 × 10−6 0.1069 ± 0.0069 5.874 ± 0.131
WASP-14 56795.4632 ± 0.0014 0.172 ± 0.025 2.243766 ± 1 × 10−6 0.1005 ± 0.0093 7.820 ± 1.159
TrES-4 56851.4200 ± 0.0040 0.202 ± 0.090 3.553927 ± 3 × 10−6 0.0945 ± 0.0039 5.882 ± 0.140
Kepler-5 56873.3259 ± 0.0023 0.080 ± 0.025 3.548457 ± 3 × 10−6 0.0795 ± 0.0041 6.047 ± 0.039
KELT-2A 57000.4701 ± 0.0010 0.105 ± 0.015 4.113789 ± 9 × 10−6 0.0702 ± 0.0050 6.631 ± 0.197
KELT-7 57001.4984 ± 0.0048 0.040 ± 0.012 2.734775 ± 4 × 10−6 0.0890 ± 0.0040 5.382 ± 0.215
WASP-31 57053.5335 ± 0.0006 0.102 ± 0.017 3.405909 ± 5 × 10−6 0.1262 ± 0.0059 8.644 ± 0.197
HAT-P-33 57054.3900 ± 0.0016 0.153 ± 0.022 3.474474 ± 1 × 10−6 0.1085 ± 0.0198 6.741 ± 0.105
b Eclipse centre times are in BJD−2450000
that reflected light can have a significant impact, even in
the near-infrared. Therefore, our findings are consistent with
other recent studies of exoplanet atmospheres. Moreover,
this difference appears to be larger at lower temperatures,
where the thermal flux become smaller, and therefore is less
dominant over other sources. This corroborates the hypoth-
esis that reflected light may have a significant impact in the
measured near-infrared brightness, especially at lower equi-
librium temperatures.
MNRAS 000, 1–14 (2017)
10 E. Martioli et al.
Figure 9. Corner plot showing the one and two dimensional projections of the posterior probability distributions for the five eclipse
parameters (tsec, δ, P, rp, a). The fit is made simultaneously for all model parameters, i.e., including the three background coefficients
for each comparison star (total of 12), however we only plotted the eclipse parameters for the sake of clarity.
Table 5. Dilution correction.
System ID Components ∆K  fp/ fA (%) Ref.
WASP-12 A,B,C 2.51 ± 0.03 a 1.0991 ± 0.0027 0.323 ± 0.011 Bechter et al. (2014)
KELT-4 A,B,C 1.38 ± 0.14 a 1.28 ± 0.04 0.220 ± 0.040 Eastman et al. (2016)
KELT-2 A,B 2.25 ± 0.20 b 1.126 ± 0.023 0.118 ± 0.017 Beatty et al. (2012)
a ∆K = KB+C − KA
b ∆K = KB − KA
5 CONCLUSIONS
We have presented high precision photometric time series
in the near infrared for eight transiting exoplanets during
their predicted secondary eclipses. A thorough investigation
of the experimental design and reduction steps is presented.
We have performed photometric measurements using op-
timized aperture sizes, which are calculated automatically
based on the flux fraction and signal-to-noise ratio collected
within the aperture. We obtained reliable differential pho-
tometry with precision as low as 0.11%. We have also pre-
sented a robust approach for combining the differential light
curves without being biased by the presence of the eclipse.
This allowed us to remove systematics and to obtain a final
light curve with improved signal-to-noise. We demonstrated
our data reduction technique by analyzing the secondary
eclipse of WASP-12b, which has been previously analyzed
and published by Croll et al. (2015). For some of our tar-
gets, the uncertainties on the measured eclipse depths are
likely to be underestimated due to residual red noise which
has not been accounted for in our analysis. We have pre-
sented a Bayesian analysis of our data, where we applied
the Goodman & Weare (2010) affine invariant MCMC en-
semble sampler to measure the eclipse depths. Our mea-
surements have been analyzed along with other results from
previous measurements of eclipses in the K-band. The mea-
surements presented here increased the sample of exoplanets
with published eclipses in K-band by 35%, thereby produc-
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Table 6. Parameters of exoplanet systems with existing K-band detections. The parameters of each system were obtained
from the Open Exoplanet Catalogue (http://www.openexoplanetcatalogue.com) through the astroquery package using the library
open exoplanet catalogue. The planet-to-star flux ratios for the first eight objects were obtained from our measurements and the remain-
ing objects were obtained from Zhou et al. (2015).
ID flux ratio M∗ R∗ T∗ K [Fe/H] Mp Rp ap age
fp/ f∗ [%] [M] [R] [K] [mag] [dex] [MJ ] [RJ ] [AU] [Gyr]
WASP-12 0.323 ± 0.011 1.35 1.599 6118.0 10.188 0.3 1.404 1.736 0.02293 1.7
KELT-4A 0.220 ± 0.040 1.128 1.495 6140.0 8.689 -0.163 0.83 1.586 0.04228 4.38
KELT-7 0.040 ± 0.012 1.535 1.732 6789.0 7.543 0.139 1.28 1.533 0.04415 1.3
KELT-2A 0.118 ± 0.017 1.314 1.836 6148.0 7.346 -0.034 1.524 1.29 0.05504 -
HAT-P-33 0.153 ± 0.022 1.403 1.777 6401.0 10.004 0.05 0.763 1.827 0.0503 2.4
Kepler-5 0.080 ± 0.025 1.374 1.793 6297.0 11.769 0.04 2.114 1.431 0.05064 -
WASP-31 0.102 ± 0.017 1.16 1.24 6200.0 10.65 -0.19 0.478 1.537 0.04657 -
TrES-4 0.202 ± 0.090 1.388 1.798 6200.0 10.33 0.14 0.494 1.838 0.0516 2.9
WASP-14 0.172 ± 0.025 1.211 1.306 6462.0 8.621 0.0 7.34 1.281 0.0360 0.75
WASP-48 0.11 ± 0.03 1.19 1.75 5920.0 10.372 -0.12 0.98 1.67 0.03444 -
OGLE-TR-113 0.17 ± 0.05 0.779 0.774 4790.0 13.0 0.09 1.26 1.051 0.02288 0.7
WASP-43 0.19 ± 0.03 0.717 0.667 4520.0 9.267 -0.01 2.034 1.036 0.01526 0.4
WASP-46 0.25 ± 0.06 0.956 0.917 5620.0 11.401 -0.37 2.101 1.31 0.02448 1.4
CoRoT-1 0.28 ± 0.07 0.95 1.11 6298.0 12.149 -0.3 1.03 1.49 0.0254 -
CoRoT-2 0.16 ± 0.09 0.97 0.902 5575.0 10.31 0.0 3.31 1.465 0.0281 -
WASP-18 0.15 ± 0.02 1.24 1.23 6400.0 8.131 0.16 10.43 1.165 0.02047 0.63
WASP-19 0.37 ± 0.07 0.97 0.99 5500.0 10.481 0.02 1.168 1.386 0.01655 11.5
WASP-36 0.14 ± 0.04 1.02 0.943 5881.0 11.294 -0.31 2.279 1.269 0.02624 3.0
WASP-10 0.14 ± 0.02 0.71 0.783 4675.0 9.983 0.03 3.06 1.08 0.0371 0.8
WASP-76 0.14 ± 0.04 1.46 1.73 6250.0 8.243 0.23 0.92 1.83 0.033 -
TrES-3 0.24 ± 0.04 0.88 0.85 5720.0 10.608 0.001 1.91 1.305 0.0226 -
TrES-2 0.06 ± 0.01 0.98 1.0 5850.0 9.846 -0.15 1.253 1.169 0.03556 5.1
HAT-P-23 0.23 ± 0.05 1.13 1.203 5905.0 10.791 0.15 2.09 1.368 0.0232 4.0
KELT-1 0.16 ± 0.02 1.335 1.471 6516.0 9.437 0.052 27.38 1.116 0.02472 1.75
Qatar-1 0.14 ± 0.03 0.85 0.8 4910.0 10.409 0.2 1.33 1.164 0.02343 4.0
Kepler-13 0.12 ± 0.05 2.05 2.55 8500.0 9.425 -0.14 9.28 1.51 0.03423 -
HAT-P-32 0.18 ± 0.06 1.176 1.387 6001.0 9.99 -0.16 0.941 2.037 0.0344 3.8
WASP-33 0.27 ± 0.04 1.495 1.444 7400.0 7.468 0.1 4.59 1.438 0.02558 -
WASP-3 0.18 ± 0.02 1.24 1.31 6400.0 9.361 0.0 2.06 1.454 0.0313 -
WASP-4 0.19 ± 0.01 0.93 1.15 5500.0 10.746 -0.03 1.1215 1.363 0.02312 -
WASP-5 0.27 ± 0.06 1.0 1.084 5700.0 10.598 0.09 1.637 1.171 0.02729 3.0
HAT-P-1 0.11 ± 0.03 1.133 1.115 5975.0 8.858 0.13 0.524 1.217 0.05535 3.6
ing the most complete sample to date of exoplanets with
detected planet-to-star flux ratios in the same near infrared
band pass. We investigated the full sample of exoplanets
with measured eclipses in the K-band. We compared the de-
tected eclipse depths to the expected depths from a simple
model for a planet emitting as a blackbody in thermal equi-
librium with the stellar radiation field, where we considered
both a complete heat redistribution model and a no-heat
redistribution model. The brightness temperatures obtained
from the eclipse depths present an excess compared to the
equilibrium temperatures. The excess in the brightness tem-
peratures appear to be larger at lower equilibrium tempera-
tures, which suggests that another source of radiation (e.g.,
reflected light and/or internal heat) has a significant contri-
bution to the near-infrared flux measured from hot Jupiters.
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Figure 12. Same as Figure 10 for target KELT-4A.
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Figure 13. Same as Figure 10 for target WASP-14.
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Figure 14. Same as Figure 10 for target TrES-4. Figure 15. Same as Figure 10 for target Kepler-5.
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Figure 16. Same as Figure 10 for target KELT-2A. Figure 17. Same as Figure 10 for target KELT-7.
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Figure 18. Same as Figure 10 for target WASP-31. Figure 19. Same as Figure 10 for target HAT-P-33.
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