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Abstract
Algebras of commutative languages consist of all subsets of a free commutative monoid over
a given alphabet , and they are endowed with the operations of union, complex multiplication,
Kleene iteration (submonoid generation), and the empty set and the set whose unique element is
the unit of the free monoid, as constants. There is a well-known equational axiomatization for
these algebras. However, any such axiomatization is necessarily in5nite. Now, by removing the
operation of union (addition) from the described algebras, the corresponding equational theory
reduces to the collection of those equations which contain no symbols of addition. We supply a
nontrivial list of equational axioms for the so obtained equational theory, and prove that it has
no 5nite equational base, too. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
By a regular equation (or regular identity) we mean a pair of regular expressions
〈u; v〉 (usually written u= v) representing the same regular language over a given al-
phabet . However, if we allow the letters of the alphabet  to be mutually commuting
in words constructed from them, by repeating the de5nition of a regular language, we
obtain the notion of a commutative regular language. If the regular expressions u; v
(which are now subject to the commutative law) represent the same commutative lan-
guage, then u= v is called a commutative regular equation. Throughout the paper, we
are going to denote by |r| the commutative language represented by a regular expres-
sion r, so that the fact that u= v is a commutative regular equation means that |u| and
|v| coincide.
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In a more algebraic setting, since algebras formed by regular languages over an
alphabet turn out to be just the free algebras of the variety generated by language
structures Lang()= 〈P(∗);+; ·; ∗; ∅; {}〉 (where + is the union, · the concatenation,
∗ the Kleene star and  denotes the empty word), regular equations coincide with the
valid identities of this variety (called the variety of Kleene algebras, see [9]), so
that they hold true when letters are replaced by arbitrary languages, and not only
under the standard interpretation of regular expressions. The same situation occurs
with commutative regular equations: they form the equational theory of the variety
CL generated by algebras
CLang() = 〈P(†);+; ·; ∗; ∅; {}〉;
where † denotes the free commutative monoid over , and the operations have the
similar meaning as above. For basic notions of universal algebra, we refer to [2].
Redko [11] and Salomaa [12] supplied a nontrivial equational axiomatization of
commutative regular equations (that is, of CL), which is reviewed in the following
section. However, as pointed out by Conway [3], their proofs were based on a reduction
to a certain special case, which was indeed correct, but the reduction, as shown by
Pilling [10], is not at all trivial, so that Pilling’s proof completes the ones of Redko and
Salomaa. Some further results concerning commutative regular algebra can be found
in [1, 3, 4, 12].
On the other hand, answering to a problem of D.A. Bredikhin, the authors of this
paper, together with Zolt(an (Esik, managed to prove in [5] that the regular equations not
containing +, the symbol of addition, cannot be 5nitely axiomatized (moreover, they
cannot be proved from any 5nite set of regular equations which may contain +). Of
course, we were curious whether the same holds for the commutative case, and whether
it is possible to determine an explicit nontrivial axiomatization for commutative regular
equations without addition. In other words, we are concerned with the variety AFCL
generated by addition-free commutative language algebras:
AFCLang() = 〈P(†); ·; ∗; ∅; {}〉
and its equational theory. The question just presented remained as an open problem
in [5], as well as in [6] (Problem 8). In this paper we provide a solution to this
problem. The proof of the completeness of the given axiom system occupies Sections
3–5. In Section 6 we prove that the equational theory of AFCL is not 5nitely based.
Finally, in Section 7 we show that the question whether one can eliminate + from a
given commutative regular expression (i.e. whether it is equivalent to an addition-free
expression) is decidable.
2. A ashback: an axiom system for commutative regular equations
As mentioned above, Redko [11] and Salomaa [12] gave a complete axiomatization
of commutative regular identities, whence the argument of the proof was completed
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by Pilling [10]. Here we recall this important result. First of all, consider the axioms
of unitary semirings, that is, the following equations in the signature {+; ·; ∗; 0; 1}:
(x + y) + z = x + (y + z); (1)
x + y = y + x; (2)
x + 0 = x; (3)
(xy)z = x(yz); (4)
x0 = 0x = 0; (5)
x1 = 1x = x; (6)
x(y + z) = xy + xz; (7)
(x + y)z = xz + yz: (8)
Further, we have the following three identities, called the Conway equations [5]:
(x + y)∗ = (x∗y)∗x∗; (9)
(xy)∗ = 1 + x(yx)∗y; (10)
(x∗)∗ = x∗; (11)
and the powerstar identity of order p (where p is a prime), denoted by Cp:
x∗ = (1 + x + · · ·+ xp−1)(xp)∗: (12)
Note that the equations listed so far hold even for ordinary languages. They are in the
literature usually referred to as the classical axioms. However, the two equations below
hold for commutative languages, but not without the assumption of commutativity of
letters within words:
xy = yx; (13)
x∗y∗ = (xy)∗(x∗ + y∗): (14)
Now we have the following well-known result.
Theorem 2.1 (Redko [11], Salomaa [12], Pilling [10]). The classical axioms and the
identities (13) and (14) form a complete set of axioms for commutative regular
equations.
A full proof of the above completeness theorem can be found, for example, in
Conway [3]. But what about those equations not containing the + symbol? Clearly,
the formal deductions in the signature {·; ∗; 0; 1} cannot involve addition symbols. Since
our deductive potential is now rather restricted, these deductions will certainly behave
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somewhat diKerently than in the classical case. Nevertheless, as the following sections
will show, it is possible (very roughly speaking) to mimic the plan (if not the details)
of the proof of the above theorem, as given in Salomaa [12] and Conway [3], doing
it ‘under the star’, since the identity
(x + y)∗ = x∗y∗;
eKects to removing all the + symbols under the scope of a star. The result of our
considerations is presented below.
3. Axioms for commutative regular equations without addition
Consider the following equations in the signature {·; ∗; 0; 1}:
(xy)z = x(yz); (15)
xy = yx; (16)
0x = 0; (17)
1x = x; (18)
0∗ = 1; (19)
(x∗y)∗x∗ = x∗y∗; (20)
(xy∗)∗ = x∗(xyy∗)∗; (21)
(x∗)∗ = x∗; (22)
(xy∗z∗)∗ = (xy∗(yz)∗)∗(xz∗(yz)∗)∗; (23)
(xy∗(uv∗)∗)∗ = (xx∗y∗)∗(xux∗y∗u∗v∗)∗; (24)
(xy∗)∗ = (x(yp)∗)∗(xy(yp)∗)∗ : : : (xyp−1(yp)∗)∗; (25)
for all prime p. The latter equation is denoted by Cp , while Ax stands for the set
containing all of (15)–(25). It takes only a short reMection to see that all these equations
indeed hold for commutative languages, since they can be easily deduced from the
classical axioms, (13) and (14).
The main purpose of this paper is to prove the following two theorems.
Theorem 3.1. The identities Ax form a complete set of axioms for all addition-free
commutative regular equations. In other words; they represent an equational base for
the variety AFCL.
Theorem 3.2. For any given prime p; the identity Cp is independent from the rest
of (15)–(25). Thus; the given system of identities Ax cannot be reduced to a 8nite
equivalent subsystem; and so the variety AFCL is not 8nitely based.
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In the rest of this section we are going to deduce several important equational conse-
quences from Ax and give some substantial remarks about addition-free commutative
regular expressions and equations.
First of all, from (19) and (22) we have
1∗ = (0∗)∗ = 0∗ = 1
and so (21) gives
x∗ = (x1∗)∗ = x∗(x11∗)∗ = x∗x∗:
Now we can deduce the following chain of identities:
(x∗y∗)∗ = x∗(x∗yy∗)∗ (21)





It is a routine inductive argument to prove that for any n¿0 we can obtain
(x∗1 : : : x
∗
n )
∗ = x∗1 : : : x
∗
n (26)
from Ax (for n=0 the above identity becomes 1∗=1, by de5nition).
Beyond this, we have
x∗y∗(xy)∗ = x∗(xy)∗y∗(xy)∗ ((16) and x∗ = x∗x∗)
= (x∗(xy)∗)∗(y∗(xy)∗)∗ (proved above)
= (x∗y∗)∗ ((23) for x = 1)
= x∗y∗ (proved above):
This yields (by induction on the complexity of expressions) that for each regular
expression t(x; y) we can deduce
x∗y∗(t(x; y))∗ = x∗y∗;
and, more generally, for any expression t in n letters x1; : : : ; xn,
x∗1 : : : x
∗
n (t(x1; : : : ; xn))
∗ = x∗1 : : : x
∗
n :
Finally, it is easy to see that by a repeated use of (21), for each n¿1 we obtain:
(xy∗)∗ = x∗(xy)∗(xy2)∗ : : : (xyn−1)∗(xyny∗)∗: (27)
The following lemma allows us to remove occurrences of zeros within expressions
from all further considerations.
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Lemma 3.3. Let u be an addition-free regular expression containing an occurrence
of the symbol 0. Then u is Ax-equivalent either to 0; or to an expression u′ in which
no 0 occurs.
Proof. If there is an occurrence of 0 in u which is not under the scope of some star,
then u is easily provable to be equivalent to 0, using only (16) and (17). Otherwise,
each zero in u is contained in some starred subexpression of u. Consider one particular
occurrence of 0 in u, and let u1 be the shortest subexpression of u of the form u1 = r∗
which contains the zero in question. Then, in a similar fashion as above, r can be
proved to be Ax-equivalent to 0, whence Ax yields u1 = 0∗=1. By repeating this
process, all the zeros in u can be eliminated using the equations from Ax.
Note that if u; v are two commutative words of the form u=wu1, v=wv1 and if
these words are equal in the free commutative monoid, u= v, then u1 = v1. In other
words, we have cancellation. This simple observation has an important consequence
for commutative regular identities without addition. Namely, the most general form of
an addition-free commutative (zero-free) regular expression is wt∗1 : : : t
∗
n , where w is
a (commutative) word (which we call the tail of the considered expression) and ti,
16i6n, are some expressions. Hence, if we have a commutative regular equation




1 : : : v
∗
‘ ;
it is equivalent to the equality of words w1 =w2 and the equation




1 : : : v
∗
‘ :
Therefore, if some set  of identities (containing (15)–(19)) suNces to prove all
equations of the above type (i.e. those in which both sides have empty tail), then 
proves all addition-free commutative regular equations. So, from now on, all equations
under consideration will be with empty tails.
Now we de5ne a relation 4 on the set of all addition-free commutative regular
expressions by
u 4 v if and only if Ax  u∗v∗ = v∗:
It is immediately checked that 4 is a quasi-order relation. However, u4 v and v4 u
means that u∗= v∗ is deducible from Ax, which, in general, does not imply u= v. But
note that the fact that the expression u has an empty tail is, due to (26), equivalent to
saying that u= u∗ holds. Thus if we restrict ourselves only to empty-tailed expressions
u; v, we have the following equivalence:
Ax  u = v ⇔ (u 4 v ∧ v 4 u):
Hence, to prove our Theorem 3.1, it suNces to show that for every pair of empty-tailed
expressions u; v such that the commutative language represented by v includes the one
represented by u, we can deduce u4 v from Ax.
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4. Normal forms, full normal forms and independent forms
First of all, recall the notion of the star height of a regular expression. Intuitively, this
is the maximal number of ‘nested’ stars that occurs within the considered expression.
In the particular case of commutative regular expressions without addition, written as
t=wt∗1 : : : t
∗
n , the star height is for n¿0 de5ned recursively by:
sh(t) = 1 + max
16i6n
sh(ti);
while for n=0, the star height of a single word is 0.
A nice property of (ordinary) commutative regular expressions is that they can be
(via the axioms of CL) expressed as 5nite sums of terms of the form w0w∗1 : : : w
∗
n ,
where w0; w1; : : : ; wn are words. In other words, any commutative regular expression is
equivalent to an expression of star height not greater than 1 (see [3, Theorem XI.1]).
Unfortunately, this is no longer true for expressions omitting +. However, by ap-
plying ∗ to the equation that relates a given empty-tailed expression without + with
a sum of expressions of star height 61, and using the identity (x + y)∗= x∗y∗, we
immediately obtain that every addition-free commutative regular expression (even with
tail) is equivalent to such expression of star height 62. Expressions of the latter kind
will be said to be in normal form. Thus, each addition-free expression is equivalent
to an expression in normal form through the axioms of CL, but we shall now prove
that the equations in Ax suNce to accomplish the same task.
Lemma 4.1. Any addition-free commutative regular expression is Ax-equivalent to
an expression in normal form.
Proof. In general, an addition-free commutative regular expression of star height ¿3
is a product of an expression of star height 62 and starred expressions of the form




1;1 : : : t
∗
1;m1 )




where v0; v1; : : : ; vk ; w1; : : : ; wn are some words, while ti; j are some expressions. It is
obvious that it suNces to prove the lemma only for the expressions of the above form.
Assume that the considered expression is of star height h and record the total number
of its letters which are under the scope of exactly h stars (i.e. which are at ‘depth’




equation (24) with the following substitutions: x= v0, y= v∗1 : : : (w1t
∗
1;1 : : : t
∗
1; m1 )
∗ : : : ;
u=wn and v= t∗n;1 : : : t
∗
n;mn . Bearing in mind the identities (26), we obtain




1;1 : : : t
∗
1;m1 )










1;1 : : : t
∗
1;m1 )




×[v0wnv∗0v∗1 : : : v∗k (w1t∗1;1 : : : t∗1;m1 )∗: : :(wn−1t∗n−1;1: : :t∗n−1;mn−1 )∗w∗n t∗n;1: : :t∗n;mn ]∗:
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In this way, we have decomposed the original expression into a product of two expres-
sions of star height 6h, in each of which the number of letters eKected by exactly h
stars is less than in the expression on the left-hand side of the above equation. There-
fore, by a repeated application of (24), we obtain a product of expressions of star
height 6h− 1, which is itself an expression of star height 6h− 1. So, by induction,
we can descend to the star height 62, which is just the required normal form.
However, in the course of our considerations, it turned out that these normal forms
are not suNcient to play the role of normal forms in the classical case. Eventually, we
came up with normal forms r∗1 : : : r
∗
‘ having the property that the sum of the starred
factors r1; : : : ; r‘ and 1 already amounts to r. Therefore, we shall use the term full
normal form for normal forms as above satisfying
|r∗1 : : : r∗‘ | = |r1 + · · ·+ r‘ + 1|:
Note that the right-hand side of the equation (24) (which has the main role in obtaining
(full) normal forms) is just an example of such kind; namely, it is easy to see that the
following identity holds in CL:
(xx∗y∗)∗(xux∗y∗u∗v∗)∗ = xx∗y∗ + xux∗y∗u∗v∗ + 1:
Lemma 4.2. Any addition-free commutative regular expression is Ax-equivalent to
an expression in full normal form.
Proof. Let r be an arbitrary (zero-free, empty-tailed) regular expression. By the above
lemma, r can be Ax-equivalently expressed in some normal form




1;1 : : : v
∗
1;m1 )




where wi; uj; vp; q are some words. Since the right-hand side of the above equation (call
it r0) is a product of starred items, by (26) we can deduce r∗0 = r0, and hence, r= r
∗
0 .
If r∗0 is of star height 62, the lemma is proved, because we have |r|= |r0 + 1| (as |r|
contains the empty word). Otherwise, r∗0 is an expression of star height 63, and we
again apply the process from the proof of the above lemma. We want to show that it
ends with a full normal form.
Note that, starting with r= r∗0 , in each step of the process in question, we prove
r to be Ax-equivalent to some product of starred expressions r∗1 : : : r
∗
n . Obviously, it
suNces to prove that in each of that steps we have
|r| = |r∗1 : : : r∗n | = |r1 + · · ·+ rn + 1|:
As we already noted, we have this situation initially, since |r|= |r + 1|= |r0 + 1|.
Note that in each step of the decomposition process described in the proof of
Lemma 4.1, we made use of the identity (24). Thus, if after several steps we have
r = r∗1 : : : r
∗
n
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such that
|r| = |r1 + · · ·+ rn + 1|;





as a substitution instance of (24). But then (because of the identity preceeding this
lemma):
|r∗1 | = |r′1 + r′′1 + 1|:
On the other hand, we obviously have
|r1 + · · ·+ rn + 1| ⊆ |r∗1 + r2 + · · ·+ rn + 1| ⊆ |r|
and so
|r| = |r∗1 + r2 + · · ·+ rn + 1| = |r′1 + r′′1 + r2 + · · ·+ rn + 1|:
Hence, if we reduce r to a normal form in the described way, such a normal form
must be full, and the lemma is proved.
A sequence of words w1; : : : ; wn is said to be independent [3] if from




1 : : : w
n
n
it follows that i = i for all 16i6n. A normal form is independent if in each of its
factors of the form




v1; : : : ; vm are independent words (while a single starred word u∗ is independent by
de5nition). The starred items of the above form whose product is a normal form will
be called canonical factors of that normal form.
In order to prove that every normal form can be transformed into an independent
form via the equations from Ax, we have to derive some more consequences of the
considered axiom system. First of all, note that from the axiom scheme Cp (where the
p are primes), one can deduce for each natural number n the following identity Cn :
(xy∗)∗ = (x(yn)∗)∗(xy(yn)∗)∗ : : : (xyn−1(yn)∗)∗
by employing identities Cp for all prime divisors p of n. Moreover, it is not diNcult
to see that the above equations, together with (23), imply








(xy∗1 : : : y
j
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for any sequence of natural numbers 〈1; : : : ; k〉. We illustrate this for k =2:






















: (C ; C

 )
Lemma 4.3. Any normal form can be Ax-equivalently transformed into an indepen-
dent normal form.
Proof. Clearly, it suNces to show how one transforms a canonical factor of the form
(uv∗1 : : : v
∗
m)
∗ which is not independent into an independent form. Note that due to the
cancellation in free commutative monoids, any dependence relation for words v1; : : : ; vm
can be after a suitable renumbering reduced to




q : : : vmm (29)
for some 26q6m and non-negative integers 1; : : : ; m. Now we have
(uv∗1 : : : v
∗
m)













(uv∗1 : : : v
j




1 : : : v
q−1
q−1 )













(uv∗1 : : : v
j
i : : : v
‘




1 : : : v
q−1
q−1 )
∗(vqq : : : vmm )
∗)∗:
But note that the two rightmost starred words are equal, by (29), so that by using
a substitution instance of x∗x∗= x∗ we can simply delete one of them in the above




a product of canonical factors each of which contains one occurrence of ∗ less than
the original canonical factor. Therefore, if we continue to apply the described process
to all newly obtained factors, we eventually must arrive to a situation in which all
dependencies are removed.
It remains now to analyze the eKect of the transformation described by the above
lemma to full normal forms. Note that aside from the identity x∗x∗= x∗ which is used
to remove multiple adjacent occurrences of stars of identical words, the only kind of
identity we used was (28). This identity has the property that the expression which
is in the scope of the highest star on the left-hand side (that is, xy∗1 : : : y
∗
k ) equals to
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the sum of expressions whose stars are the canonical factors on the right-hand side. In
other words, we have that




xy∗1 : : : y
j









Thus, if we express a given empty-tailed expression r in its full normal form
r = r∗1 : : : r
∗
n (30)
and then decompose each of canonical factors r∗i into their independent forms
r∗i = s
∗
i;1 : : : s
∗
i;‘i ;
then, assuming the decomposition is done according to the algorithm presented in the
proof of Lemma 4.3, we have
|ri| = |si;1 + · · ·+ si;‘i |:







But since we started with a full normal form (30), we have that






holds, so (31) gives a normal form for r which is at the same time full and independent.
Hence, we have just proved
Proposition 4.4. Any addition-free commutative regular expression is Ax-equivalent
to an expression in full independent normal form.
5. The decomposition process and the proof of the completeness theorem
Consider an expression of the form
E = w0w∗1 : : : w
∗
n ;
where wi; 06i6n are words over a given alphabet  such that n6||, and w1; : : : ; wn
are independent words. The main result that allowed Pilling [10] and Conway [3] to
prove the completeness of the axioms of commutative regular equations was a kind
of ‘orthogonal decomposition theorem’ stating that if r is a commutative regular ex-
pression, then there exist expressions r1; r2 such that r= r1 + r2 is provable from the
classical axioms, (13) and (14), as well as r16E, while the languages represented by
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r2 and E are disjoint. In this section, our aim is to prove the following ‘addition-free
version’ of this result.
Proposition 5.1. For any empty-tailed addition-free commutative regular expression
r there exist expressions r1; r2 such that r= r∗1 r2 and r14E can be proved from
Ax; while r2 is a product of canonical factors (uv∗1 : : : v
∗
m)
∗ such that the languages
represented by uv∗1 : : : v
∗
m and E are disjoint.
It is an obvious remark that due to the commutative law, every (commutative) word
w over the alphabet = {a1; : : : ; aN} can be in a unique way represented as a vector
(of length N ) of non-negative integers 〈1; : : : ; N 〉, where w= a11 : : : aNN . In this way,
commutative words are elements of the direct power !N , while commutative languages
are its subsets. Of course, !N can be endowed with the structure of a semimodule over
the unitary semiring 〈!;+; ·; 0; 1〉. On the other hand, the described vectors of integers
can be thought of as special elements of the vector space
QN = Q⊕ · · · ⊕Q︸ ︷︷ ︸
N
of dimension N over the 5eld Q of rationals, as it was done in Conway [3], pp. 93–94.
From here on, we are going to follow the path from [3], in each place suitably adapting
the argument for the addition-free situation.
In the way just described, the words w1; : : : ; wn form a system of linearly indepen-
dent rational vectors (with integral coeNcients) and so it can be extended to a basis
w1; : : : ; wn; wn+1; : : : ; wN of QN (thus it is explained why the inequality n6N must take
place). Using the multiplicative notation (instead of the usual additive one), each ele-
ment t of QN (and, in particular, each commutative word over ) can be in a unique
way represented as




n+1 : : : w
N
N ;
where for all 16i6N; i ∈Q. The element t is i-positive, i-zero, or i-negative regard-
ing on whether i¿0; i =0, or i¡0, respectively.
In the rest of this section, words and canonical factors will be understood in the
extended sense, as above.
A canonical factor (uv∗1 : : : v
∗
m)
∗ is i-mixed if there are both i-positive and i-negative
words among v1; : : : ; vm. Otherwise, it is i-unmixed. It is unmixed if it is i-unmixed for
all 16i6N .
Lemma 5.2. Any canonical factor (uv∗1 : : : v
∗
m)
∗ can be Ax-equivalently expressed as
a product of unmixed canonical factors.
Proof. Without any loss of generality, assume that the given expression is 1-mixed,
and that v1 is 1-positive, while v2 is 1-negative. Then for suitable natural numbers
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; , the word v1v





































Hence, we expressed the original canonical factor as a product of factors each of which
contains the same number of stars, while the number of words at depth 2 which are
1-zero is increased in all the factors. Clearly, after a 5nite number of such steps,
we must obtain a decomposition into 1-unmixed factors. Further, we apply the same
unmixing algorithm for 2; 3; : : : ; N to the factors in the previous decomposition. Eventu-
ally, we obtain a product of unmixed factors, since the described transformation in the
course of obtaining i-unmixed factors does not spoil the property of being j-unmixed,
j = i (for we use positive  and ). Therefore, the lemma is proved.
The second key ingredient needed for proving Proposition 5.1 is
Lemma 5.3. Every unmixed canonical factor (uv∗1 : : : v
∗
m)
∗ containing either an i-
negative word vk for 16i6N; or a j-positive word vk for n + 16j6N; can be on
the basis of Ax expressed as a product of factors q∗‘ (where sh(q‘)61) such that
either q∗‘ has fewer stars than the original expression; or q‘ represents a commutative
language disjoint to the one represented by E.
Proof. Assume that the word v1 is 1-negative, the other cases being similar. Express
the words w0; u; v1 in the basis w1; : : : ; wN of the vector space QN :
w0 = w
1
1 : : : w
N
N ;





1 : : : w
"N
N :
Note that the exponent which corresponds the basis vector w1 in the (unique) basis
representation of the word uv‘11 : : : v
‘m
m (which is a typical word of the language repre-
sented by uv∗1 : : : v
∗
m) is at most 1 + "1‘1 (since, by assumption of the lemma, there
are no 1-positive words among v2; : : : ; vm), while the same exponent for any word be-
longing to the language represented by E is at least 1. Since "1¡0, for suNciently
large ‘1 the word uv
‘1
1 : : : does not belong to the language represented by E. Therefore,




2 : : : v
∗
m is disjoint to the one de5ned by E. Now
from (27) we have
(uv∗1v
∗
2 : : : v
∗
m)
∗ = (uv‘11 v
∗











which 5nishes the proof of the lemma.
Lemma 5.4. If z1; : : : ; zm are words built up of letters y1; : : : ; yk ; and n1; : : : ; nk are
non-negative integers; then








1 : : : y
∗
k
is deducible from Ax.
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Proof. Use repeatedly the equation x∗y∗(xy)∗= x∗y∗ to obtain
(xy∗1 : : : y
∗
k )








The claim of the lemma follows by applying (27) suNciently many times, which results




1 : : : z
∗
m)




Proof of Proposition 5.1. Given the expression r (assume it is already in normal form),
decompose it according to Lemma 5.2 into a product of unmixed canonical factors,
and then repeatedly apply Lemma 5.3. As a result of this process, we obtain a product
of canonical factors of the form (uv∗1 : : : v
∗
m)
∗ each of which has one of the following
two properties:
• uv∗1 : : : v∗m represents a commutative language disjoint to the one induced by E; the
product of all such factors will be included in r2,
• all the words v1; : : : ; vm are i-positive or i-zero for 16i6n and i-zero for n+16i6N .
But if a word v satis5es the latter property, then there exists a natural number k such
that
vk = wk11 : : : w
kn
n
holds for some non-negative integers k1; : : : ; kn. Now, using Ck , replace each canonical
factor (uv∗ : : :)∗ in which such a word occurs by
k−1∏
i=0
(uvi(vk)∗ : : :)∗:
In this way, we obtain that in all factors (uv∗1 : : : v
∗
m)
∗ in the considered product not
involved in r2, the words v1; : : : are products of the basis words w1; : : : ; wn with integral
coeNcients (that is, exponents), and the languages represented by uv∗1 : : : v
∗
m and E have
words in common. For example, let uva1 v
b
2 : : : be an element of the language represented
by E. Then replace (using (27)) the expression (uv∗1 : : : v
∗
m)














after which (27) is applied to v∗2 and exponent b, etc. In such a way, we have replaced
(uv∗1 : : : v
∗
m)
∗ by a product of canonical factors containing fewer stars and the factor
(w′)∗=(uva1 v
b




2 : : :)
∗. But the latter factor has the form
((w0w
q1
1 : : : w
qn
n )(t1(w1; : : : ; wn))
∗ : : : (tm(w1; : : : ; wn))∗)∗;
for some non-negative integers q1; : : : ; qn and commutative semigroup terms t1; : : : ; tm.
Now by Lemma 5.4, w′4E can be derived from Ax, and the proposition is proved
by induction on the number of stars in canonical factors which are not involved in r2.
It is clear that our Theorem 3.1 will be proved once we show
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Proposition 5.5. Let r; s be empty-tailed addition-free commutative regular expres-
sions. If |r| ⊆ |s|; then Ax  r4 s.
Proof. First of all, express s in full independent normal form,
s = s∗1 : : : s
∗
k ;
where s1; : : : ; sk are some expressions of star height 61. By Proposition 5.1, there exist
expressions r1; r′ such that Ax proves r= r∗1 r
′ and r16s1, and the language represented
by s1 is disjoint to each of the languages represented by expressions of star height 61
the product of whose stars is r′. Repeat the same decomposition with each factor of r′
with respect to the independent canonical factor s2, and so on. At the very end, we have




where for all 16i6k, Ax implies ri4 si and so we obtain
r∗1 : : : r
∗
k s








1 : : : s
∗
k = s = s
∗;
that is,
r∗1 : : : r
∗
k 4 s: (32)
On the other hand, r(k) is a product of stars of expressions of star height 61,
r(k) = t∗1 : : : t
∗
‘ ;
each of which represents a language disjoint to all of those represented by s1; : : : ; sk (be-
cause in the course of forming r′; r′′; : : : ; r(k), as described in Lemma 5.2, Lemma 5.3
and Proposition 5.1, each canonical factor (t′)∗ is replaced by a product of canonical
factors (t′′)∗ such that |t′′| ⊆ |t′|). In other words, the commutative languages repre-
sented by t1 + · · · + t‘ and s1 + · · · + sk are disjoint. But since s is expressed in the
full form, we have
|s| = |s1 + · · ·+ sk + 1|
and thus
|t1 + · · ·+ t‘| ⊆ {}:
But then the following holds:
|r(k)| = |(t1 + · · ·+ t‘)∗| ⊆ {};
so that actually |r(k)|= {}. Obviously, the equation r(k) = 1 is then easily proved from
(19) and the semiring equations, which as a consequence gives
r = r∗1 : : : r
∗
k :
Bearing in mind (32), this means that we proved r4 s, as required.
The proof of Theorem 3.1 is now complete.
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6. A non-,nite axiomatizability result
In this section we prove Theorem 3.2. In [5], a special kind of algebraic system
called generalized Conway models was used to prove that addition-free regular equa-
tions are not 5nitely axiomatizable. Roughly speaking, they are obtained by ‘gluing’
a 5nite group and a 5nite semigroup and making an algebraic structure from their
subsets. To de5ne the star operation, one needs a mapping T which assigns to each
subgroup of the given group a subsemigroup of the ‘semigroup part’ of the model. In
[5], models constructed from a cyclic group of order pq (where p = q are suNciently
large primes) and a certain three-element semigroup. We are going to show that the
generalized Conway model built up of the cyclic group of order p (for p large enough)
and the two-element meet-semilattice will suNce to prove that AFCL is not 5nitely
based.
Actually, we are going to prove a stronger variant of Theorem 3.2.
Theorem 6.1. The equation Cp cannot be deduced from (1)–(11); (13); (14) and Cq
for q =p.
First of all, let us recall the de5nition of the generalized Conway model. Let G
be a 5nite group and S a 5nite semigroup such that G ∩ S = ∅. De5ne a semigroup
GS on the set G ∪ S such that the multiplication works in G and S in the same
way as in the original structures, while for all g∈G, s∈ S, we have gs= sg= s.
Therefore, GS is in fact a special kind of an ideal extension of S by the zero-group
G0. Now assume that we have given a mapping T which assigns to each subgroup
of G either a subsemigroup of S, or ∅. Then we de5ne the generalized Conway
model
MT (G; S) = 〈P(GS);∪; ·; ∗; ∅; {1}〉;
where ∪ is the operation of union, · is the multiplication of complexes (subsets), 1 is
the unit of G, while ∗ will be de5ned in two steps. First, if A⊆G and [A] denotes the
subgroup of G generated by A (note that [∅] = {1}), then
A∗ = [A] ∪ T[A]:
Now if 〈·〉 denotes the generation of a subsemigroup in GS (with 〈∅〉= ∅), then for
arbitrary A⊆G ∪ S we de5ne
A∗ = 〈(A ∩ G)∗ ∪ (A ∩ S)〉:
We 5nd convenient to introduce the following notation:
)(A) = A ∩ G;
(A) = A ∩ S:
S. Crvenkovic, I. Dolinka / Theoretical Computer Science 289 (2002) 531–551 547
Now the de5nition of the star is just
A∗ = 〈()(A))∗ ∪ (A)〉:
)(A) and (A) are called the group part and the semigroup part of A, respectively.
The properties of the ‘)-calculus’ are expressed by the following
Lemma 6.2. Let MT (G; S) be a generalized Conway model and A; B⊆G ∪ S. Then
the following equalities hold:
)(A ∪ B) =)(A) ∪ )(B);
)(AB) =)(A))(B);
)(A∗) = [)(A)];
(A ∪ B) =(A) ∪ (B);
(AB) =(A)B ∪ A(B);
(A∗) = 〈(A) ∪ (()(A))∗)〉:
Note that the penultimate of the above equalities can be written in diKerent forms,
depending on whether the group parts of A and, respectively, B are empty or not. For
example, if )(A) and )(B) are both nonempty, then
(AB) = (A)(B) ∪ (A) ∪ (B):
On the other hand, if )(A)=)(B)= ∅, then (AB)=(A)(B).
The model MT (G; S) is called ∗-monotone if for all subgroups H;K ⊆G, H ⊆K
implies TH ⊆TK . It is conjugation stable if for all subgroups H ⊆G and all g∈G,
TH =Tg−1Hg holds. We have the following proposition which relates these properties of
generalized Conway models and equations they satisfy.
Proposition 6.3 (Crvenkovi(c et al. [5]). Every generalized Conway model satis8es the
de8ning equations of unitary semirings. Moreover; if M=MT (G; S) is such a model;
satisfying 0∗=1; that is; T{1}= ∅; then
(1) M satis8es (x∗y)∗x∗=(x + y)∗ if and only if it is ∗-monotone;
(2) M satis8es (xy)∗=1 + x(yx)∗y if and only if it is conjugation stable.
Let Mp=MT (Zp; SL2), where Zp is the cyclic group of prime order p consisting
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and the mapping T is given by T{1}= ∅ and TZp = {⊥}. It will be useful to write out




{1} A = ∅ or A = {1};
{1;⊥} A = {⊥} or A = {1;⊥};
{1;} A = {} or A = {1;};
{1;⊥;} A = {⊥;} or A = {1;⊥;};
Zp ∪ {⊥} A ⊆ Zp ∪ {⊥}; but A* {1;⊥};
Zp ∪ {⊥;} otherwise:
From this formula and the above proposition, it is straightforward to verify that the
following holds.
Lemma 6.4. For each prime p; the model Mp satis8es (1)–(11) and (13).
Now we prove
Lemma 6.5. The model Mp satis8es Cq for all prime numbers q =p.
Proof. Let A⊆Zp ∪ SL2 be arbitrary. If A contains a group element other than 1, say
ar , then
)(A∗) = [)(A)] ⊇ [{ar}] = Zp;
so that )(A∗)=Zp. On the other hand,
)((Aq)∗) = [)(Aq)] = [()(A))q] ⊇ [{arq}] = Zp;
implying
)(({1} ∪ A ∪ · · · ∪ Aq−1)(Aq)∗) ⊇ )({1} · (Aq)∗) = )((Aq)∗) ⊇ Zp;
thus the group part of the right-hand side of Cq evaluates to Zp, too. Otherwise if
)(A)⊆{1} then it is easy to compute that the group parts of both sides of interpreted
equation Cq are equal to {1}.
Therefore, it remains to check whether the semigroup parts match. Note that every
subset of SL2 is either ∅, or its subsemigroup. Thus, we have
(A∗) = 〈(A) ∪ (()(A))∗)〉 = 〈(A) ∪ T[)(A)]〉 = (A) ∪ T[)(A)]:
On the other hand, for the same reason it follows
({1} ∪ A ∪ · · · ∪ Aq−1) = (A):
We already argued in the previous paragraph that any subset X ⊆Zp generates the
same group as X q does. So,
((Aq)∗) = 〈(Aq) ∪ (()(Aq))∗)〉 = (A) ∪ T[()(A))q] = (A) ∪ T[)(A)]:
S. Crvenkovic, I. Dolinka / Theoretical Computer Science 289 (2002) 531–551 549
Hence,
(({1} ∪ A ∪ · · · ∪ Aq−1)(Aq)∗)
= (A) ∪ ((A) ∪ T[)(A)]) ∪ (A)((A) ∪ T[)(A)]):
By a straightforward checking of all possible cases (bearing in mind that T[)(A)] can
be either ∅, or {⊥}), the right-hand side always turns out to be equal to (A)∪T[)(A)],
and the lemma is proved.
Further, we have
Lemma 6.6. For each prime p; Mp satis8es (14).
Proof. In any commutative group G and for each X; Y ⊆G we have [X ] · [Y ] = [XY ] ·
[X ] = [XY ] · [Y ] = [X ∪Y ], which implies that the group parts of A∗B∗ and (AB)∗
(A∗ ∪B∗) are equal for arbitrary A; B⊆Zp. As much as semigroup parts are concerned,
it follows
(A∗B∗) = (A∗) ∪ (B∗) ∪ (A∗)(B∗) = 〈(A∗) ∪ (B∗)〉 = (A∗) ∪ (B∗):
In a similar way (using the fact from the proof of the previous lemma that each subset
of SL2 is closed with respect to multiplication), we conclude
((AB)∗(A∗ ∪ B∗)) =((AB)∗A∗) ∪ ((AB)∗B∗)
=((AB)∗) ∪ (A∗) ∪ (B∗) ∪ ((AB)∗)(A∗)
∪((AB)∗)(B∗)
= 〈((AB)∗) ∪ (A∗)〉 ∪ 〈((AB)∗) ∪ (B∗)〉
=((AB)∗) ∪ (A∗) ∪ (B∗):
Using a direct argument, one can prove that ((AB)∗)⊆(A∗)∪(B∗) holds in Mp,
which just shows the lemma.
Proof of Theorem 6.1. If Cp was deducible from the given identities, then every alge-
braic system which satis5es these identities (and Mp is such, by Lemmas 6.4, 6.5 and
6.6) would satisfy Cp . However, consider the interpretation x → {}, y → {a}. The
left-hand side of Cp evaluates to
({} · ({a})∗)∗ = ({} · (Zp ∪ {⊥}))∗ = {⊥;}∗ = {1;⊥;};
while the value of (xyi(yp)∗)∗; 06i6p− 1, becomes
({} · {ai} · {1})∗ = {}∗ = {1;}
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(since yp evaluates to {a}p= {ap}= {1} and {1}∗= {1}), and hence, the value of
the right-hand side of Cp is
{1;}p = {1;} = {1;⊥;}:
A contradiction.
Note that all Eqs. (15)–(24) of our axiom system Ax are logical consequences of
(1)–(11), (13) and (14). Moreover, the latter identities and Cq imply Cq . Summing
up, Mp satis5es all equations from Ax but Cp . Now if AFCL has a 5nite equational
axiomatization, then, by compactness of equational logic, some 5nite subsystem of Ax
axiomatizes AFCL. Hence, we may assume that (15)–(24) and Cp1 ; : : : ; C

pk is a
basis of addition-free commutative regular equations, for some primes p1¡ · · ·¡pk .
By choosing a prime p¿pk , we obtain that the union-free reduct of Mp satis5es all
equations from the considered basis, and so it belongs to AFCL. But it fails to satisfy
Cp , which is a valid addition-free commutative regular equation. A contradiction.
Therefore, Theorem 3.2 is proved.
7. A decision problem
It is known that the equational theory of CL (that is, the set of all commutative
regular equations) is decidable, see [11] (this fact also follows from the decidability
of the Presburger arithmetic). Moreover, some information on the complexity of this
equational theory is also available, cf. Huynh [8]. Of course, the analogous result for
ordinary regular equations is well-known for a long time, because of the connection
between regular expressions and 5nite automata, established by Kleene’s Theorem.
On the other hand, we found interesting to consider the following question: is it
decidable whether + can be eliminated from the given commutative regular expression,
in other words, whether it is equivalent to an addition-free expression? Our aim is to
show that the answer to this question is positive.
Theorem 7.1. There exists an algorithm which; given a commutative regular expres-
sion r; decides whether r is equivalent to some addition-free expression.
Proof. Express r as a sum of addition-free expressions; for example, write it up as a
sum of expressions of star height 61, which, as shown in Theorem XI.1 of [3], can
be done in an algorithmic way. So, we have
r = w1v∗1;1v
∗
1;2 · · ·+ w2v∗2;1v∗2;2 · · ·+ · · ·+ wnv∗n;1v∗n;2 : : : ;
where wi; vj; k are some commutative words. Now let w be the greatest common divisor




1;2 · · ·+ u2v∗2;1v∗2;2 · · ·+ · · ·+ unv∗n;1v∗n;2 · · ·):
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Denote the expression within the brackets in the above equation by r1. If r is equivalent
to an addition-free expression, then the tail of this expression must be equal to w and
r1 is then equivalent to an empty-tailed addition-free expression as well. But there is
an obvious test whether r1 has the required property: one only needs to check whether
r1 = r∗1 holds, which can be algorithmically decided. Conversely, if r1 = r
∗
1 is true, then
we have




1;2 · · ·)∗(u2v∗2;1v∗2;2 · · ·)∗ · · · (unv∗n;1v∗n;2 · · ·)∗;
the right-hand side being an addition-free expression. The theorem is proved.
The positive answer in the analogous problem for ordinary regular expressions
follows by the famous result of Hashiguchi [7].
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