The Bayesian identification of non-linear, non-Gaussian, non-stationary or nonparametric models is notoriously known as computer-intensive and not solvable in a closed form. The paper outlines three major approaches to approximate Bayesian estimation, based on locally weighted smoothing of data, iterative and non-iterative Monte Carlo simulation and direct approximation of an information "distance" between the empirical and model distributions of data. The information-based view of estimation is used throughout to give more insight into the methods and show their mutual relationship.
SUMMARY
The Bayesian identification of non-linear, non-Gaussian, non-stationary or nonparametric models is notoriously known as computer-intensive and not solvable in a closed form. The paper outlines three major approaches to approximate Bayesian estimation, based on locally weighted smoothing of data, iterative and non-iterative Monte Carlo simulation and direct approximation of an information "distance" between the empirical and model distributions of data. The information-based view of estimation is used throughout to give more insight into the methods and show their mutual relationship. Viewed from today's perspective, little needs to be changed on this work. Peterka's attention to 'details that matter' and his gift of boiling technicalities down to their natural meaning has made the chapter a sort of classics. A couple of generations of research students as well as practising engineers have been using it as an entrance gate to the Bayesian world.
The fact that the chapter looks so complete and comprehensive has one more reason-a careful choice of the topics treated. All essential what can be solved analytically in a closed form in the Bayesian framework is there. What is not treated-and what has become a challenge to Peterka's students and disciples-is identification of models resisting to any analytic solution, namely non-stationary, non-linear, nonGaussian, or non-parametric models.
The lack of an established way of dealing with such models gave birth to a multitude of different approaches, methods and algorithms. The present paper indicates that most of these results are based upon a few general principles of statistical inference.
We believe that recognition of these principles brings more insight into the wealth of existing solutions as well as better understanding where the future development is likely to go.
The results presented in the paper are stated without proofs, which can be found in the references. Our choice of topics is necessarily subjective and incomplete, especially with respect to the dramatic development in Bayesian statistics in the last two decades. A number of powerful algorithms have been invented (and reinvented) during this period, stimulated significantly by the requirements of practice to manage very complex models and extremely large datasets.
GENERAL REGRESSION MODEL
The traditional view of Bayesian estimation concentrates on the posterior density representing a total description of the parameter uncertainty. Alternatively, Bayesian estimation can be regarded as a process of computing an information "distance" be-tween the empirical and model distributions of data. 2 The present section makes a summary of both the approaches.
Model Class
Consider a system on which two sequences of continuous random variables are measured, 
R
. More precisely, if the dependence is described through a conditional prob-
. In addition, we assume that the conditional density of k Y 
In the sequel we assume that the density ) | ( z y s comes from a given family
parametrized by a vector parameter θ taking values in a subset T of
. To simplify introduction of information measures in Section 2.3, we restrict ourselves to
Bayesian Estimation
Generally speaking, the dependence of the input k U on the past data
the parameter θ can be expressed through a conditional density
In most cases of practical interest, we may adopt the simplifying assumption, introduced by Peterka 1 as 'natural conditions of control', that the only information about θ used for computation of the new input is the information contained in the past data.
More precisely, we assume that at
Provided the unknown parameter θ is interpreted as a random variable Θ , it is possible then to describe its uncertainty through the posterior density conditional on the where ∝ stands for equality up to a normalizing factor.
Bayesian Estimation via Inaccuracy
The Bayesian estimation can be regarded alternatively as measuring an information "distance" between the empirical density of data and densities within the model class S . The information-based view yields a good starting point for all subsequent approximations. 
Bayesian Prediction
In many cases, the ultimate goal of Bayesian inference is model-based prediction rather than pure parameter estimation. The predictive density of Y given z Z = conditional on the previous observations ) , ( , ), , ( 
from (4), we obtain the following compact expression
where the
ρ is an empirical density updated by the data pair ) , ( z y
Linear Normal Regression
For a linear normal ARX model with the sampling density
the conditional inaccuracy can be calculated analytically
is taken with respect to the density ) (θ 
General Regression
For non-linear, non-Gaussian, non-stationary, or non-parametric models
can rarely be computed analytically. In the following sections, we show three approaches to approximate Bayesian inference.
1. Local regression captures only the local behaviour of data. The empirical distribution of data is replaced with a locally weighted distribution that can be fitted with a simpler and easier-to-estimate model distribution. 3. Information geometry approximates directly the information "distance" between the empirical and model distributions of data. Additional constraints can be imposed on the approximation, in terms of information inequality.
LOCAL-IN-TIME REGRESSION
The local regression concept is actually used very often in practice-to address the situation when the parameter θ varies in time. Identification of a non-stationary system can be addressed in two basic ways. Either a global model describing the system behaviour at all time instants is built, or a local model capturing the system behaviour around the time instant of interest is fitted to the data. The latter approach is much easier to implement and usually sufficient for the purpose of response prediction.
Exponential Discounting
Intuitively, in order to focus on the recent data, we must assign the older data smaller weights. The simplest choice is to make the weight on the data point ) , ( 
Note again that due to the regularization the prior information is not lost as a result of discounting.
The exponential discounting was introduced first in the forecasting literature. 3, 4 Later it has become a standard tool in adaptive control and signal processing. It allows multiple interpretations-it can be regarded as filtering of data, 5 flattening of posterior density 1 or as a result of minimization of Kullback-Leibler divergence 6,7 .
Kernel-Based Discounting
The idea of discounting the data according to their relative importance can be extended so as to use a general weighting profile. Consider a kernel function ) (x K that equals to 1 at 0 = x and decreases to 0 as | | x increases. Examples of such functions
Provided * k is the time instant of interest, we assign to the data point ) , (
. The scalar 0 > h is a smoothing factor that determines how quickly the weight on the data point approaches zero as
With the above choice of the weighting profile, the statistic ) , ( Compared with exponential discounting, the kernel-based discounting cannot be implemented recursively. On the other hand, it is far more flexible, and for the past time instants, it uses data from a two-sided neighborhood of the point of interest.
LOCAL-IN-SPACE REGRESSION
To compute a reliable prediction ) | ( * z y s for a particular value * z of the regressor vector, it is often sufficient to fit only the data points within a neighbourhood of * z .
The above idea of discounting data according to their "age" can be extended straightforwardly to discounting data according to "similarity" of the regressor k z to the regressor of interest * z .
Locally Weighted Smoothing
Assuming the kernel function ) (x K introduced in Section 3.2, we assign to the data
The symmetric, positive definite matrix H is introduced to reshape further the neighbourhood of the * z -point, emphasizing the relative importance of the individual entries of regressor z .
With the above choice of the weighting profile, the statistic ) , ( The above idea has been presented in various contexts-as locally-weighted smoothing, 8, 9 memory-based learning, 10, 11 or just-in-time estimation. 12, 13 The theory of nonparametric regression yields a general framework for this approach.
14 ,15
Local Representation of Data
The local (in time or space) regression replaces the true empirical distribution of data with a locally-weighted distribution that stresses the data points close to the time or regressor of interest and that suppresses the points far away. Purposeful modification of the empirical distribution looks like a feature that goes totally beyond the Bayesian paradigm. But even in the Bayesian setting, we make decisions about which variables to consider in the model or what is the range of values to be modelled. The local weighting of the data can be regarded as a smooth way of determining the optimum model structure.
As there are many ways of locally weighting the data, the smoothing needs to be optimized. Cross-validation, bias-variance trade-off and minimization of Mallow's p C statistic are the most frequently used techniques in practice. 15 
Implementation Issues
The major advantage of locally-weighted regression is that a simpler model can be used to describe the local behaviour of data. Often models linear in parameters but nonlinear in data (e.g., polynomial fit) are used. As we have seen in Section 2.5, a closed-form solution exists for such models.
A part of the price is that the locally-weighted regression cannot be implemented recursively. Moreover, when dealing with data stored in a large database, a proper technology must be used to ensure that the required data are retrieved as quickly as possible. This entails the use of a proper database management system, storing of all regressor entries in the database, use of SQL queries to retrieve "similar" data and proper indexing of all regressor variables. The retrieved data are processed then in one shot. A detailed discussion of the database part of the algorithm goes beyond the scope of this paper.
Applications
Atkeson and co-workers 16 provided a survey on application of the methodology in robot modeling and control. Gorinevsky More specifically, the algorithm proceeds as follows. The above algorithm is known in the literature as sampling-importance resampling scheme 34 or weighted bootstrap 35 .
Draw a sample
The algorithm is ideally suited for recursive Bayesian estimation , ,
The kernel smoothing can be regarded as adding a jitter to the samples drawn. 37 
ITERATIVE MONTE CARLO SIMULATION
In iterative Monte Carlo simulation, the samples are drawn sequentially, with the distribution of the sampled draws depending on the last value drawn. Hence, the draws form a Markov chain. Several variants of Markov chain simulation are used in practice.
Metropolis Algorithm
The algorithm proceeds as follows. For the computation of the relative importance ratio w , the posterior density ) (θ N p needs to be known with precision up to the normalizing constant.
The efficiency of the Metropolis algorithm is determined by the ratio of the accepted samples to the total number of generated samples. This depends on how well the underlying Markov chain explores the regions of high N p -probability. Both too small
and too large variances of the driving noise may result in inefficient sampling.
The Metropolis algorithm was proposed in the early 1950s. 38 It took three decades for the algorithm to be reinvented in simulated annealing. 
Metropolis-Hastings Algorithm
In the Metropolis-Hastings algorithm, the jumping densities ) | ( θ θ π is to the target density ) (x p N , the closer the number of accepted samples is to the total number of generated samples.
Gibbs Sampler
The Gibbs sampler uses the concept of alternating conditional sampling. Suppose that the parameter vector is composed of three entries, ) , , ( 
For
(a) Draw a sample
The algorithm extends straightforwardly to more dimensions. When appropriate, the parameter vector can be subdivided into subvectors rather than scalar entries.
The complete conditionals are lower-dimensional and thus much easier to sample from. The Gibbs sampler is a natural solution to estimation of hierarchic or structured models. Consider, e.g., the problem of estimating the time of a signal change. The Gibbs algorithm suggests alternating sampling of (1) the initial level given the terminal level and change time, (2) the terminal level given the initial level and change time, (3) the change time given the initial and terminal levels.
The Gibbs sampler appeared in the image processing literature in 1984. 42 In the early 1990s it entered Bayesian statistics. 43 Today it has become a de facto standard in Bayesian computations. The algorithm is known as a griddy Gibbs sampler. 44 An idea similar to the Gibbs sampler is used in the hit-and-run algorithm 45 where sampling is made in randomly chosen directions rather than dimension-by-dimension.
Langevin Sampler
The algorithm is based on simulation of the Langevin stochastic differential equation
is the target density, t w is a standard Brownian motion and ∇ stands for gradient with respect to θ . The solution to the equation is known to be asymptoti-
The Langevin equation needs to be discretized before it can be implemented on digital
The choice of the discretization period t ∆ crucially affects the sampler performance; a too long period results in a significant deviation of the sample distribution from the target one, a too short period calls for unnecessarily many samples.
After substituting for the posterior density from (4), the gradient of log-posterior takes the appealing form
so that the Langevin algorithm can be rewritten as
Implementation Issues
Any application of the Monte Carlo simulation algorithms requires solving a number of practical issues such as:
• Which algorithm fits best the problem in question?
• How long simulation is long enough?
• What should the initial "burn-in" period be?
• Is it better to run one long simulation or a bunch of shorter ones?
• How to choose the starting point?
• Can a different parameterization be of help?
No simple answers exist to these questions; the Monte Carlo simulation provides a set of tools that need to be used thoughtfully and with care. There is no "free-lunch" answer to the general nonlinear estimation problem. Yet, no other technology can compete today with the Monte Carlo simulation in the complexity of problems successfully resolved.
Applications
Starting with the work of Buntine 
INFORMATION GEOMETRY
In many practical situations, the amount of information we store from data is not sufficient to determine the density ) , 
Pythagorean Relationship
The decomposition is constructed as follows. 
Implementation Issues
In general, the minimum Kullback-Leibler distance ) || ( Here the difficult part is the multivariate numerical integration, which is related to computation of the normalizing constant of the density ) | ( z y s θ . Once again, in more dimensions the only working solution is Monte Carlo simulation. 61 
CONCLUDING REMARKS
The three major approaches to approximate Bayesian estimation address different kinds of problems. Local-in-space regression is a convenient tool of managing extremely large data sets because relatively simple models are usually sufficient to fit the local data behaviour. Non-iterative sampling is ideally suited to recursive estimation of fairly complex models even though some tricks like adding a jitter to the samples seem still inevitable for practical estimation. Iterative sampling is a method of choice for complex hierarchic or structured models provided the number of samples is relatively small or a sufficient statistic of limited dimension exists for the model considered. Direct approximation using information measures is a systematic and consistent but computer-intensive way of estimating complex models from compressed data.
The fact that the approaches complement in a sense each other makes it possible to combine them if necessary. For instance, the application of iterative sampling to compressed data requires first to approximate the posterior density where the informationbased approach can be of immediate help. On the other hand, the information approximation of inaccuracy or posterior density can be evaluated realistically for a limited number of parameter points only, ideally being a sample from the posterior density found via Monte Carlo simulation. Similarly, local regression for complex models may require the use of iterative sampling for approximate estimation.
Whatever the approach, the major challenge for theory, in our view, is to find a systematic way of quantifying the increase of parameter and prediction uncertainty due to the approximation. We can admit uncertainty in computation as long as we keep it under control. The view of parameter estimation via information measures may bring additional insight in this respect.
