A well-posedness theory of measure valued solutions to balance laws is presented. Nonlinear semigroups are constructed by means of the operator splitting algorithm. This approach allows to separate the differential terms from the integral ones, leading to a significant simplification of the proofs. Continuous dependence with respect to parameters is also shown. The whole framework allows a unified approach to a variety of structured population models, providing to each of them the basic well posedness and stability results.
Introduction
Structured population models have been widely studied in the mathematical biology literature for many years, see [5, 11, 13, 16, 17, 18, 20, 21, 22] . Most of these models can be written as evolutionary PDEs for the density of individuals [13, 21] with a specific structural variable x, for instance the age for the age-structured equation [22] or a phenotypic trait for the selection-mutation equations [5] . The typical functional space in which early achievements were obtained is the space of integrable functions or densities. For instance, global existence and continuity with respect to model ingredients with integrable initial data were established in [21, 22] .
For many biological applications it is often necessary to consider initial data or coefficients which are not integrable functions, but measures. In fact, setting a model in the space of measures was suggested in [22, Section III.5] and, since then, several ways of dealing with this problem were proposed. The weak * semigroup approach was developed in [11] , where global existence of solutions in the set of finite Radon measures was proved, together with their weak * continuous dependence from time and initial datum. A slightly different treatment of the problem, based on the theory of nonlinear semigroups in metric spaces, was presented in [16, 17] . An alternative construction of measure-valued solutions to these models can be obtained following ideas coming from kinetic theory [14, 7] by means of a Picard-type result for evolutions in the set of measures, see [6] . Here, we follow and extend the approach in [16, 17] by constructing the solutions using the operator splitting, or fractional step, method [9, 10] in metric spaces. This allows for a significant shortening of the proofs compared to [16, 17] , while in the same time gaining more generality.
The main aim of this paper is the study of the following Cauchy problem where µ(t) is the measure determining the distribution of the population with respect to the structural variable x. The framework presented below applies to a variety of relevant biological models, allowing a unified analytical approach to several entirely different biological situations considered in the current literature. In § 3.1 we show that (1.1) includes the McKendrick age structured population model [18] as well as the nonlinear age structured model [21, 22] . Then, § 3.2 deals with the linear and nonlinear size structured models for cell division presented in [13] and in [20, Chapter 4] , as well as with the size structured model for evolution of phytoplankton aggregates, see [3] . Also a simple cell cycle structured population model fits in the present setting, as shown in § 3.3. The body size structured model [11] is considered in § 3.4. Finally, the selection-mutation models in [1, 5, 8] are tackled in § 3.5.
This paper is organized as follows. Section 2 presents the analytical results, separately considering the linear autonomous case in § 2.1, the linear non autonomous case in § 2.2 and the general case in § 2.3. Section 3 shows that the present framework applies to a several models considered in the current literature, as already remarked. All proofs are deferred to Section 4.
Main Results
Throughout, x ∈ R + = [0, +∞[. We emphasize that R + is used only for the ambient space, so it always refers to structural variables and not to time. Nevertheless, to avoid misunderstandings, we sometimes denote the ambient space by R + x to underline that we refer to a structural variable. The choice of R + as the structural variable ambient space does not play any specific role but it is adopted to include some typical nonlinear age-structured models.
As usual, given a metric space X, we denote by C ([0, T ]; X) the space of continuous functions. When X is a normed space, BC([0, T ]; X) is the space of bounded continuous functions with the supremum norm and W k,p ([0, T ]; X) denotes the usual Sobolev space. The set of positive Radon measures on R + with bounded total variation is denoted by M + (R + ), which is a complete metric space when equipped with the distance d(µ 1 , µ 2 ) = sup and a subspace of W 1,∞ (R + ; R) * , the dual of W 1,∞ (R + ; R) endowed with the usual norm
Let us observe that the condition ϕ ∈ C 1 (R + ; R) in (2.1) can be substituted by ϕ ∈ W 1,∞ (R + ; R) through a standard mollifying sequence argument applied to the test function ϕ, since its derivative is not involved in the value of the integral. Therefore, this metric is exactly the one induced by the dual norm of W 1,∞ (R + ; R).
However, we use (2.1) since it simplifies some of the technical proofs below. The metric d is usually called the Bounded Lipschitz distance, see [23] or the flat metric distance, see [19] . The assumptions on the different ingredients of the model are:
2) The space Lip R + x ; M + (R + ) consists of all Lipschitz functions from R + x with values in the metric space (M + (R + ), d). The space BC R + x ; M + (R + ) denotes the set of functions that are bounded with respect to the norm · (W 1,∞ ) * and continuous with respect to d. A norm in the space (BC ∩ Lip) R + x ; M + (R + ) is defined as
Note that M + (R + ), d is separable, hence strong measurability and weak measurability are equivalent, see [17] for more details. We also refer to [15, 
is not a well defined functional on W 1,∞ (R + ; R).
We also need to assume some time regularity for our model functions, i.e.,
is the space of X valued functions which are bounded with respect to the · X norm, Hölder continuous with exponent α with respect to time and Lipschitz continuous in d with respect to the measure variable. This space is equipped with the · BC α,1 norm defined by
where H(f (·, µ)) := sup
A relevant choice of functions b, c and η is the following:
and η(t, µ) =η t,
. As a particular example, consider the following nonlinear functions b, c and η:
We begin our analytical study with the basic definition of solutions to (1.1).
is a weak solution to (1.1) on the time interval [0, T ] if µ is narrowly continuous with respect to time and for all ϕ ∈ (C 1 ∩ W 1,∞ ) [0, T ] × R; R , the following equality holds:
Here, by narrowly continuous functions we refer to the narrow convergence introduced in [2, § 5.1]. The integral R + ϕ(t, x) d η(t, µ)(y) (x) denotes the integral of ϕ(t, x) with respect to the measure η(t, µ)(y) in the variable x. Similarly, R + ϕ(T, x) dµ T (x) is the integral of ϕ(T, x) with respect to the measure µ(T ) in the variable x.
The Linear Autonomous Case
The linear autonomous case of (1.1) reads
where the unknown µ = µ(t) is in M + (R + ) for all times t ∈ [0, T ]. In the present case, the assumption (2.2) reduces to i) If η(y) has density g(y) for all y ∈ R + with respect to the Lebesgue measure, with
for all ϕ ∈ C (R + ; R), with g(y) ∈ L 1 (R + ; R + ) for all y ∈ R + and g(x, y) := g(y)(x) ∈ R + for all x, y ∈ R + , then η satisfies (2.9).
ii) If µ o has density u o with respect to the Lebesgue measure, with
iii) Let (2.8) hold together with i) and ii) above. If µ has density u with respect to the Lebesgue measure, with u ∈ Lip [0, T ]; L 1 (R + ; R + ) and u(t) ∈ C 1 (R + ; R + ), then u is weak a solution to The proof is immediate and, hence, omitted. To prove the well posedness of (2.7), we use the operator splitting algorithm, see [9] and [10, § 3.3] . To this aim, we consider separately the problems
Remark that both problems are particular cases of (1.1), so that Definition 2.2 applies to both. Consider first the ODE part.
Lemma 2.4. Let c ∈ W 1,∞ (R + ; R) and η ∈ (BC ∩ Lip) R + x ; M + (R + ) . Then, the Cauchy problem for
, in the sense that:
ii) For all t ∈ [0, T ] and for all µ 1 , µ 2 ∈ M + (R + ), the following estimate holds:
iii) For all t ∈ [0, T ] and for all µ o ∈ M + (R + ) define µ(t) =Ŝ t µ o . Then, the solution to the Cauchy problem satisfies µ ∈ Lip([0, T ], M + (R + )) and the following estimate holds:
, and denote byŜ 1 ,Ŝ 2 the corresponding semigroups. Then, for all t ∈ [0, T ] and µ ∈ M + (R + )
, the orbit t →Ŝ t µ of the semigroup is a weak solution to (2.10) in the sense of Definition 2.2.
The proof is deferred to Paragraph 4.1, where we exploit the dual formulation of (2.10). The analogous result about the convective part is below.
Then, the Cauchy problem
Then, the solution of the Cauchy problem satifies µ ∈ Lip([0, T ]; M + (R + )) and the following estimate holds:
v) For all µ ∈ M + (R + ), the orbit t →Š t µ of the semigroup is a weak solution to (2.11) in the sense of Definition 2.2. 
The above commutativity estimate allows us to apply the usual operator splitting technique, obtaining the following final result in the linear autonomous case.
Theorem 2.7. Let (2.8) and (2.9) hold. The operator splitting procedure applied to the semigroupsŠ andŜ yields a local Lipschitz semigroup S that enjoys the following properties:
iv) For i = 1, 2, let b i , c i , η i satisfy assumptions (2.8) and (2.9). Denote by S i the corresponding semigroup. Then, for all µ ∈ M + (R + ) and for all t ∈ [0, T ],
, the orbit t → S t µ of the semigroup is a weak solution to linear autonomous problem (2.7) in the sense of Definition 2.2.
vi) The following tangency condition holds: lim t→0+ 1 t d(S t µ,Š tŜt µ) = 0. Above, ii) corresponds to the Lipschitz dependence from the initial datum, iii) to the time regularity of the solution, iv) shows the stability with respect to the defining equations and vi) allows for a characterization in terms of evolution equations in metric spaces, see [10] .
The Linear Non Autonomous Case
We now assume that, for a fixed α ∈ ]0, 1],
and consider the following linear non autonomous version of (1.1):
The space BC α [0, T ]; X consists of Hölder continuous, X valued functions with norm
To simplify the statements of the next theorems, for any finite set of elements x k in the normed space X, k ∈ {1, . . . , n}, define
Theorem 2.8. Let (2.13) and (2.14) hold. Then, the linear nonautonomous problem (2.15) generates a global process P :
iv) For i = 1, 2, let b i , c i , η i satisfy assumptions (2.13) and (2.14). Call P i the corresponding process. Then, for all t o , t, µ satisfying 0
, the trajectory t → P (t, 0)µ of the process is a weak solution to linear nonautonomous problem (2.7) in the sense of Definition 2.2.
The Non Linear Case
This section is devoted to the general problem (1.1) and presents the main result of this paper. 
Biological Models
This section is devoted to show that (1.1) comprehends various relevant models in mathematical biology of current interest. We consider the models in below in their simplest version, often referring to their formulations in terms of L 1 densities. However, they are currently studied in the framework of Radon measures, as highlighted in the given references.
The Age Structured Cell Population Model with Crowding
Consider the age structured population of cells evolving due to processes of mortality and equal mitosis. Here, mitosis is understood as the birth of two new cells and the death of a mother cell. Linear models are based on the assumption, that birth and death rates are linear functions of the population density, what excludes such phenomena as crowding effects or environment limitations. Hence, it is more reasonable to consider nonlinear models, as an example we recall [22, Ex. 5.1], where the death rate depends on the population density:
Here, t is time; x is age; p(t, x) is the density of cells having age x at time t; β(x), µ(x) and τ are respectively the division rate, the natural mortality rate and the coefficient describing the influence of crowding effects on the evolution. Setting in (1.1)
we obtain (3.1). This model is at the basis of several studies. For instance, one may introduce a birth rate that depends on the population density
Otherwise, one may simplify (3.1) obtaining the well-known and widely studied McKendrick age structured model [18] . Refer to [21] and the references therein for further possibilities.
Nonlinear Size Structured Model for Asymmetric Cell Division
For unicellular organisms, structuring population by age does not apply well, mainly because age is not the most relevant parameter that determines mitosis. Therefore, it is often more reasonable to consider size structured models, see [13, Section I.4.3, Ex. 4.3.6], for which
where t is time, x is size, n(t, x) is a density of cells having size x at time t, b(x), u(x) are respectively division rate and mortality rate. V describes the dynamics of evolution of the individual at the state x. If division occurs, a mother cell of size y divides into two daughter cells of sizes x and y − x, what is described by the kernel d. In general, the structural variable considered here does not need to be a size. It can be maturity (see Section 3.3), which is described by the cell diameter or by the level of a chemical substance significant for the cell division process. Another biological process which fits into (3.2) is the evolution of phytoplankton aggregates (without a coagulation term), see [3] . Setting in (1.1) 
The Cell Cycle Structured Population Model
This model is a special case of the one mentioned in Section 3.2. It describes the structure of cells characterised by the position x in the cell cycle, where 0 < x o ≤ x ≤ 1. A new born cell has a maturity x o and mitosis occurs only at a maturity x = 1. For simplicity, no mortality of cells is assumed, see [22, Ex. 2.3] . The model thus reads
This model is a particular case of (1.1), obtained setting b(µ)(x) = x, c(µ) = 0, µ(t)(A) = A p(t, x) dx and η(y)(A) = 2δ(x = 0) if 0 ∈ A, for y = 1 0, for y = 1 .
Body Size Structured Model with Possible Cannibalistic Interactions
Let us now present a model slightly more general than the one in Section 3.2. This generalization is necessary for modeling those biological phenomenas, where the growth rate depends on the population density. As an example, we consider the following model, studied in [11, 16, 17] , which describes the evolution of a body size structured population:
where t is time, x is the individual body size, x o is the size of each new born individual, x m is the maximum body size, n(t, x) is the density of population having size x at time t (or rather concentration, if we allow n(t, ·) to be a Radon measure), g describes the dynamics of individual's growth, h is a death rate and β is related to the influx of new individuals. It is worth mentioning that the dependence of the coefficients on n allows to model e. g. the evolution of a cannibalistic populations, see [12] .
Again, this is a particular case of (1.1), obtained setting
and η(y)(A) = δ(x = 0) ⊗ β .
Selection-Mutation Models
Selection mutation models have been proposed in [1, 5, 8] to model species evolution. More precisely, one is interested in the evolution of a density of individuals u(t, x) at time t with respect to a evolutionary variable x ∈ R + . For instance, one could think x as the maturation age of a species. These models typically include a selection part due to the environment that can be modelled by logistic growth and a mutation term in which offsprings are born with a slightly different trait than their parents. For instance, a typical model reads
where P (t) = R + u(t, x) dx is the total population, m is the death rate, b is fertility rate, and ε gives the probability of mutation of the offspring. Finally, the mutant population is modeled by an integral operator where γ(x, y) is the density of probability that the trait of the mutant offspring of an individual with trait y is x. Also this model is a particular case of (1.1), obtained by setting
Proofs

The O.D.E. (2.10)
A convenient way to deal with the problem (2.10) relies on its dual formulation
with ψ ∈ (C 1 ∩W 1,∞ )(R + ; R) and c, η as in (2.8), (2.9). A function ϕ T,ψ ∈ C 1 ([0, T ]×R + ; R) is a solution to the dual problem to (2.10), if it satisfies (4.1) in the classical strong sense. The relation between (2.10) and (4.1) is explained by the following Lemma. 
solving the dual problem (4.1) and such that
Preliminary to the proof of lemmas 2.4 and 4.1 is the study of (4.1).
Lemma 4.2. For any T > 0 and ψ
Moreover, for τ ∈ [0, T ] and x ∈ R + the following estimates hold
If moreover ϕ 1 , respectively ϕ 2 , solves (4.1) with terminal data ψ and parameters c 1 , η 1 , respectively c 2 , η 2 , then
The proof of Lemma 4.2 is an immediate consequence of standard ODE estimates. The next proof slightly generalizes that of [16, Lemma 3.6] , to which we refer for further details.
Proof of Lemma 4.1. The proof consists of several steps.
1. Regularization. Let ρ ∈ C ∞ c (R; R + ) be such that R ρ(x) dx = 1. For ε > 0 define the mollifiers ρ ε = ρ(x/ε)/ε. We consider equation (2.10) with initial datum u ε o and coefficient η ε , where
with η ε ∈ (BC ∩ Lip)(R + ; BC(R + ; R + )). Here, the usual Lebesgue measure on R is denoted by L 1 . Above, the convolution on R + is given by (ν * ρ ε )(x) = R + ρ ε (x − ξ) dν (ξ). Below, we denote η ε (y)(x) = η ε (y, x). Note that
−→ 0 and sup
where d is as in (2.1). Indeed, fix ψ ∈ (C 1 ∩ W 1,∞ )(R + ; R) with ψ W 1,∞ ≤ 1. Then,
Equality (4.3)
Holds in the Regular Case. Note that
is a Cauchy problem for an ODE in L 1 (R + ; R) with a globally Lipschitz right hand side. Therefore, the existence and uniqueness of a classical solution u ε is immediate, see [5] . Integrating (4.9) we obtain that for any t ∈ [0, T ] and for any ϕ ∈ (
Choosing as ϕ a solution of the dual problem (4.1) with T = t, we obtain 11) which is the smooth version of (4.3).
3. Convergence of the Regularizations. Let u εm , respectively u εn , solve problem (4.9) with ε replaced by ε m , respectively ε n . Moreover, let v be the solution to
By estimate (4.7) for dual problem and push-forward formula (4.11),
while by estimates (4.4)-(4.5) for a dual problem and push-forward formula (4.11)
n,m→∞ −→ 0 uniformly with respect to time. By the completeness of M + (R + ), the sequence u εn (t, ·) · L 1 converge uniformly with respect to time to a unique limit µ t .
The Limit is Narrowly Lipschitz in Time.
Using (4.6) and (4.8), we obtain the following uniform Lipschitz estimate for all 0
Hence, µ t is also narrowly Lipschitz in time.
5. The Limit Solves (2.10). We proved, that u ε (t, ·) converges narrowly and uniformly with respect to time to the unique limit µ t . Notice, that ∂ τ ϕ(τ, ·) and c(x)ϕ(τ, ·) are bounded continuous functions, while R + ϕ(τ, y)η ε (·, y) dy converges uniformly to R + ϕ(τ, y)η(·, y) dy. Thus, passage to the limit in the integral (4.10) completes the proof of i).
, then we prove that (4.2) holds for t ∈ [t 1 , t 2 ]. Define ϕ ε (t, x) = κ ε (t) ϕ(t, x), where
and lim
Use ϕ ε as a test function in the definition of weak solution. Using the Lipschitz continuity of t → µ(t) and the Lebesque Dominated Convergence Theorem we conclude
7. iii) Holds. Equality (4.3) follows setting t 1 = 0, t 2 = t and ϕ(s, x) = ϕ T,ψ (s+(T −t 2 ), x). 8. iv) Holds. We proved that there exists a unique solution to (2.10) which also fulfills (4.3). This equation characterizes µ uniquely, hence each µ given by (4.3) is a solution to (2.10).
v) Holds. It immediately follows from the analogous property of the dual equation stated in Lemma 4.2 and push-forward formula (4.3).
Proof of Lemma 2.4. Claims i) and v) follow from iii) in Lemma 4.1, since the dual problem to (2.10) is autonomous. Claim iii) is a consequence of i) in Lemma 4.1.
To prove ii), choose ψ ∈ C 1 (R + ; R) with ψ W 1,∞ ≤ 1 and µ 1 , µ 2 ∈ M + (R + ). By the push-forward formula in iii) of Lemma 4.1 and by the estimates (4.4)-(4.5) for the dual problem, we have
Hence, ii) holds.
Finally, to prove iv), let c 1 , c 2 satisfy (2.8), η 1 , η 2 satisfy (2.9) and callŜ 1 ,Ŝ 2 the corresponding semigroups. Then, using (4.7) and Lemma 4.1
completing the proof.
The Transport Equation (2.11)
Proof of Lemma 2.5. Claims i) and v) are classical results, see for instance [2, Section 8.1] .
Integrating along characteristics, we can explicitly writě
Hence (Š t µ)(A) = µ X(0; t, A) for any measurable subset A of R + . By the standard theory of ODEs, we have X t o ; t, X(t; t o , x) = x. Using the definition (2.1) of the distance, we prove ii) as follows:
where we used [20, § 6.1.2]. Concerning iii), i.e. the Lipschitz continuity with respect to time,
Finally, to prove iv), let b 1 , b 2 satisfy (2.8) and callŠ 1 ,Š 2 the corresponding semigroups. Then, with obvious notation,
To prove Proposition 2.6, we need results on the dual formulation of (2.11), namely
with ψ ∈ (C 1 ∩ W 1,∞ )(R + ; R) and b as in (2.8). We say that a map ϕ T,ψ ∈ C 1 ([0, T ] × R + ) solves (2.11) if (4.13) is satisfied in the classical strong sense. For completeness, we state the following results, whose proofs are found where referred. 
14)
is the solution of the dual problem (4.13) for any T > 0. Moreover, if µ o is nonnegative, then so is µ. 
The Operator Splitting Algorithm
Proof of Proposition 2.6. Let ψ ∈ (C 1 ∩ W 1,∞ )(R + ; R) with ψ W 1,∞ ≤ 1 and µ ∈ M + (R + ). Then,
Set ϕ 1 =φ T,ψ and ϕ 2 =φ T,ψ(X(T −t;T,·)) and consider the term in the modulus. Use the estimates for the dual problem in Lemma 4.2 and (4.12) to obtain
Using estimate (4.4) for the dual problem, we conclude that
Directly from estimate (4.5) follows, that
Taking the supremum over all functions ψ we conclude the proof. Passing to iv), we use [4, Theorem 2.9], to estimate the distance between S 1 t µ and S 2 t µ:
Let ν = S 1 τ µ. Using Lemma 2.4 and Lemma 2.5 compute
therefore, by the lim inf formula (4.16),
An estimate of Lip(S 1 t ) is provided by ii), while the latter term above is bounded using iii) and definition (2.1) of the metric:
which proves point iv) in Theorem 2.7.
To complete the proof, we show that t → S t µ solves the linear autonomous problem (2.7) in the sense of Definition 2.2. Fix n ∈ N and define ε = T /n. First, as in [9, Section 5.3], consider the following continuous operator splitting:
where i = 0, . . . , n − 1. This formula is, in our case, equivalent to that given by [10, 
where
) . Due to the regularity of ϕ, we have the following uniform convergences:
To show the convergence of (4.21) and (4.24), it is sufficient to note that µ ε (t) is uniformly Lipschitz continuous, i.e. d µ ε (t), µ ε (t − ε) ≤ Kε, where K is a Lipschitz constant independent from t, for instance the same as in Theorem 2.7, see [9, Proposition 3.2] . Moreover, according to [10, Corollary 4.4 and Proposition 4.6], µ ε (t) converges uniformly with respect to time in d to S t µ. Hence, passing to the limit in (4.17) gives
We need now to show that the above equality holds for all test functions ϕ ∈ (
loc as n → +∞ and sup n ϕ n W 1,∞ < C. An application of a standard limiting procedure completes the proof of v).
Proof of Theorem 2.8. First, we prove that there exists a process P given by i). Fix n ∈ N, define t i n = iT /2 n for i = 0, 1, . . . , 2 n and approximate b, c and η as follows:
Call S k,n the semigroup constructed in Theorem 2.7 on the interval t k n , t k+1 n . Assume t o ≤ t, t o ∈ t io n , t io+1 n , t ∈ t i n , t i+1 n and define the map F n t,to :
We now prove that as n → +∞, F n converges to a process P , see also [10, Definition 2.4], whose trajectories solve (2.7) in the sense of Definition 2.2. Assume first that t o = i o T /2 n and t = iT /2 n with i > i o . Then, F n t,to µ = i−1 j=io S j,n T /2 n µ and
where the last inequality holds due to the fact, that
Gronwall's inequality (see [17, Lemma 4.2] ) allows us to obtain the estimate
There exist a constant
Due to the assumptions about Hölder regularity of functions b, c, η we conclude that there exist constants
) BC t converges to 0. Thus, we conclude that for each µ ∈ M + (R + ) the sequence F n t,to µ is a Cauchy sequence, which converge uniformly with respect to time to a measure ν ∈ M + (R + ). By definition we set P (t, t o )µ = ν. Claim i) follows then from the construction of F n t,to , since we are dealing with linear problems. Now assume that t o ∈ t io−1 n , t io n and t ∈ t i n , t i+1 n , meaning that t o and t are not grid points. Then,
What holds due to the fact, that F n t,to µ is Lipschitz continuous and the length of time intervals t io−1 n , t io n , t i n , t i+1 n is equal to T /2 n . To prove iii), one can easily check, that for t = iT /2 n i−1
Therefore,
Hence, iterating the procedure we obtain
Passing to ii ) and iv), let b,b, c,c, η andη satisfy assumptions (2.13) and (2.14). Call S i,n andS i,n corresponding semigroups constructed in Theorem 2.7 on the interval t i n , t i+1 n .
Define maps F n t,to µ andF n t,to ν as in (4.25) . Assume first that t o = i o T /2 n and t = iT /2 n with i > i o . Then,
Therefore, using Gronwall's inequality (see [ 
Using the arguments as in proof of i), we conlude that there exists a constant C * , such that
For t o and t, which are not grid points, we prove this inequality using again the same arguments as in proof of i). Therefore, passage to the limit with n ends the proof.
Passing to v), let ϕ ∈ (C 1 ∩ W 1,∞ )([0, T ] × R + ; R) and n ∈ N. From Theorem 2.7 we know that for each i = 0, 1, · · · , 2 n−1 , orbits of the semigroup S i,n are weak solutions of the linear non-autonomous problem (2.15) on [t i−1 n , t i n [. Therefore, 
