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ABSTRACT
Software is everywhere in our daily lives, and it is important that software behaves in
ways it is expected to. Testing is a widely accepted method for improving software quality.
Testing detects the presence of bugs through comparing the actual outcome to the expected
outcome of a computation.
Testing for correctness is a well-studied problem. Testing for correctness compares the
actual outcome of a computation against its expected output. Typically, the expected output
of a computation is unambiguous, since computations in computer software typically have
clear semantics defined by the programming language.
However, testing for performance is less studied. The expected outcome of a test may
require context-knowledge not apparent in the test program itself. For example, by simply
inspecting the code of a web server, one cannot determine what is the expected throughput.
This makes performance testing for performance a challenging task.
Testing compilers adds another layer of complexity. For compilers, a correctness bug dur-
ing compiler optimization may introduce a bug in the resulting binary, even though the bug
was not present in the source code. Similarly, a performance bug during optimization may
cause inconsistencies in the runtimes of equivalent programs, where equivalent programs are
defined as programs with identical outcomes but whose sources may differ through semantic-
preserving transformations. Performance bugs prevent compilers from producing efficient
code when they have the ability to do so.
Many testing techniques have been proposed. Random testing is a powerful testing tech-
nique often associated with test generation. It allows a large testing space to be explored
efficiently through sampling and is suitable for large and complex software with a large
testing space, such as compilers.
Random test generation for compilers have been shown to be effective in detecting cor-
rectness bugs. However, to the best of our knowledge, there is no previous study on random
test generation for performance bugs in compilers. We believe one of the main reasons is
the context-dependent nature when quantifying performance headroom.
We propose a random test generation infrastructure for evaluating the performance of
compilers. We quantify the performance headroom of tests by borrowing existing ideas from
previous studies. Namely, when a set of equivalent programs is compiled by a compiler, all
programs should aim to perform as well as the best-performing program. Additionally, when
a program is compiled by a set of compilers, all compilers should aim to generate code that
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performs as well as the code generated by the best-performing compiler. We define metrics
to evaluate compilers based on these ideas.
We used our system to evaluate four modern compilers – Intel’s ICC, GNU’s GCC, the
Portland Group Inc.’s PGI compiler, and Clang – on how well they handle loop unrolling,
loop interchange, and loop unroll-and-jam. Results suggest that ICC typically performs
better than the other three compilers. On the other hand, our system also identified extreme
outliers for ICC where, for example, one program becomes x180000 slower after unrolling a
loop.
Due to the nature of random testing, we also study the methodologies required to achieve
reproducible results by using statistical methods. We apply these methodologies to our com-
piler evaluation and provide evidence that our experiments are reproducible across different
randomly generated collections of code segments.
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Software has become ubiquitous. We use software systems in our daily lives. There are
software systems for many domains including, but are not limited to, commerce, transporta-
tion, healthcare, finance, engineering, and science.
For software systems to be useful, we expect it to do the right thing. Since the properties
of interest differ across application domains, it is important to be clear what doing the right
thing means in each context. For example, airplane operating systems should not crash
and should have low response time since not meeting these goals could cost lives. Security
systems should not allow unauthorized access. A simulation in physics may not need highly
accurate results, but it may be important to run the simulation reasonably fast, given the
immense number of operations typically involved.
While programmers may put tremendous amounts of effort into writing software that
meets the required properties, their effort may be diminished if the compiler that is used to
build the software introduces incorrect behavior. Therefore, it is also important to ensure
that compilers generate correct executables from correct source programs.
Compilers have made significant improvements over the decades. There has been numerous
studies on improving the correctness of compilers. Compilers are correct when they do not
introduce correctness bugs in the software during compilation. Safety-critical applications
and security systems focus on preventing correctness bugs and benefit from research in the
area of compiler correctness.
There has been tremendous effort in increasing the correctness of compilers. One area of
current research is formal methods. Verified compilers, such as CompCert [1], are formally
(and mechanically) proven to maintain a consistent behavior between source and target
code. Another active area of research is testing. Testing is a less expensive alternative,
complementing formal methods. Random test generation tools, such as CSmith [2], are
shown to be effective in finding compiler bugs.
In the area of high performance computing, we are interested not only in correctness
but also performance. For a fixed algorithm or problem, such as matrix multiplication,
programmers have the choice of using highly-tuned libraries, such as the Intel Math Kernel
Library [3] or code generation tools, such as the Tensor Contraction Engine [4] to gain high
performance from the underlying hardware on which the code is run.
However, for any other arbitrary program, programmers have to rely on compilers to
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do their best to provide high-performance code. Optimizing compilers carry out various
transformations to increase the performance of programs [5]. The compiler needs to choose
among the space of these transformations to produce the most efficient target code. Programs
that are transformed by compiler transformations are semantically equivalent (or simply
equivalent) programs since they produce the same result for each input data set.
Equivalent programs should have equivalent performance. The reason is that the com-
piler should be able to both apply and undo any transformation to these equivalent programs
and automatically transform one into another. However, a recent study shows that modern
compilers are unstable, generating binaries that differ widely in performance across equiv-
alent programs [6]. When the performance of these programs differs widely, the developer
must analyze the code and possibly massage it to obtain the best performing source pro-
gram. Compiler instability means that the programmer does not know when the code is
suboptimal and thus is one cause of performance bugs.
There are few previous studies related to performance bugs in compilers. These works
have produced influential benchmarks. The Test Suite for Vectorizing Compilers (TSVC) [7]
is a set of Fortran loops aimed at evaluating compiler effectiveness in vectorizing loops.
The test suite was originally designed to evaluate vectorization capabilities of compilers for
vector supercomputers. Later, the test suite was converted to C and was used to study
compilers targeting microprocessor vector extensions [8]. The C version of TSVC contains
151 synthetic loops. It is designed to test the ability of compilers to apply important anal-
yses and transformations, including but not limited to loop interchange, loop peeling, loop
distribution, loop reversal, loop re-rolling, dependence analysis, induction variables elimina-
tion, scalar expansion, and identification of recurrences and reduction patterns. One of the
main strengths of TSVC is its ability to evaluate the ability of compilers to apply different
vectorization-enabling transformations. When a TSVC test performs poorly, compiler de-
velopers have a direction on what components need improvement. On the other hand, we
consider the number of test cases in TSVC small to make a good evaluation of a large and
complex system like a compiler. It is possible to write a compiler that does well only on the
tests in TSVC and poorly on anything else.
The LORE loop repository [9] is a much larger collection of tests. The repository includes
approximately 2500 loops extracted from many benchmarks, including TSVC. Not only does
the loop repository include the original loops, the repository also includes their mutations,
equivalent programs resulting from semantic-preserving code transformations. Mutations
in the repository are created through loop interchange, tiling, unrolling, unroll-and-jam,
and distribution. The loop transformations are applied when they are legal to do so and
do not change the result of the output. When considering the mutations, the repository
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contains almost 100,000 tests. An important question that arises is then how one should
use these loops to evaluate compilers. While these programs are a collection of loops that
represent real-world loops, each of the benchmarks represent loops from different domains.
Merging all the benchmarks into a single collection or repository may not represent the
domain of programs that a compiler evaluator is interested in, defeating the purpose of
using real-world loops. Additionally, any follow up work using these loops would still need
to determine whether the number of loops used for testing are sufficient or excessive to make
any conclusions about the performance of the compiled programs or not.
The main strength of TSVC is the carefully designed tests to evaluate different transfor-
mation capabilities of compilers. The main strength of LORE is the large number of tests
and the idea of creating mutations from original programs. In this thesis, we propose a
strategy that combines the strength of the two studies by automatically generating a large
number of tests that focus on testing compiler transformations. We further generalize the
idea of generating tests into creating an infrastructure for evaluating the performance of
compilers.
When generating tests, the space of all possible programs is too large to systematically
enumerate and run. Sampling the space through random testing is an approach that is
appropriate for this situation. It has been shown that random testing is effective in detecting
correctness bugs in compilers [2]. We believe that it is also effective in detecting performance
bugs in compilers.
We propose using a test generation infrastructure to evaluate the performance of compilers
based on random testing. Testing large and complex systems like compilers require a large
number of tests. Through test generation, we can create a large number of tests. Addition-
ally, using semantic-preserving source level transformations to generate equivalent programs
for testing, our classes of tests are naturally centered around compiler transformations. This
gives users more insight of the types of transformations that may be problematic.
1.2 THESIS OBJECTIVE
This dissertation focuses on the study of the use of random test generation to evaluate
the effectiveness of compilers in generating high performance code. We have developed an
infrastructure for randomly generating tests. We show in our studies how the system can be
used to evaluate compilers. We define metrics to quantify the effectiveness of compilers when
compiling for performance. We discuss the uneven quality we observe across four modern
compilers through our experiments. We also discuss the high reproducibility of our results.
We quantify how well the generated tests represent real-world programs. Finally, we discuss
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potential uses of the system for testing compiler correctness.
1.3 CHALLENGES IN TESTING FOR PERFORMANCE
The presence of a bug can be determined through testing by comparing the expected
result to the actual result of a test. When the actual and expected results do not match,
there is a bug. Therefore the main requirement for testing is to precisely define the actual
and expected results of a program.
Correctness bugs have a clear definition. A program carries out a computation consisting
of a series of operations. The computation produces an output. The expected output can
be precisely determined, since the operations are typically defined mathematically by the
programming language semantics. Problems may arise when dealing with floating point
numbers and their round-off errors, but this problem is well-studied and it is possible to
bound the round-off errors when checking for correctness [10].
Performance bugs on the other hand do not have a clear definition. One reason is that
performance can be measured in many ways, such as overall runtimes, using the content
of hardware counters, or measuring resource usage. Another reason, which is more elusive,
is the difficulties in quantifying performance headroom. Possibilities include comparison
of measured FLOPS with theoretical FLOPS, or comparison to the roofline in the roofline
model. However, unlike expected correctness results, none of these measurements can be
determined just by looking at the code.
Our work focuses on compiler bugs. Compilers may introduce bugs into programs during
compilation. This means that even for a program whose source code has been proven to
be correct, it is still possible for a buggy compiler to cause the resulting binary to be
buggy. Compiler correctness bugs happen when the target program has a bug because
of the compiler.
Similarly, equivalent programs should have approximately equivalent runtimes when com-
piled. However, compiler performance bugs can introduce inconsistencies in these runtimes
and cause the compiler to produce less efficient code than what the compiler actually has
the ability to produce.
In our work we use the runtime of a program as the measurement of performance. Alter-
natively, we could have used energy consumed or memory usage, but runtime is the typical
focus in high-performance computing. The performance headroom of a program can be
approximately quantified in two different ways.
First, the performance headroom can be approximated by studying equivalent programs
compiled by the same compiler. This idea is based on insights observed by Gong et al [6].
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The main idea is that for a given program, if it can be automatically transformed at the
source-level by a compiler, the compiler should be able to reverse that transformation as well.
An ideal compiler would then be able to convert back and forth and pick the best among
the different versions of the same program. This property is called compiler stability. Given
a set of equivalent programs, when a compiler compiles them, we know that the compiler is
capable of achieving programs that are as fast as the fastest program in that set. We use
that as the reference point and an approximation of the performance headroom of a program
resulting from a transformation or a collection of transformations. We define metrics based
on this idea. These stability metrics include the runtime stability (Section 4.2.3), vector
speedup stability (Section 4.2.4), and cost model stability (Section 4.2.5).
And second, the performance headroom can also be approximated by measuring the out-
come of having multiple compilers compile the same program. The fastest binary among the
set of binaries produced by all compilers for the same program can be used as the reference
runtime. The best runtime in this case may not be achievable across compilers, since different
compilers may have completely different code generation schemes. However, we believe that
a compiler developer would benefit from knowing how their compiler performs compared to
others. Not only does it benefit the compiler developer, but it also benefits the compiler user
who may be choosing the best compiler for the job among different compilers. We define
metrics based on relative performance between peer compiler implementations. These peer
comparison metrics include the top rank proportion (Section 4.2.7), bottom rank proportion
(Section 4.2.8), better rank proportion (Section 4.2.9), and peer speedup (Section 4.2.10).
Another less severe, but noteworthy challenge in performance testing is that the test results
can be affected easily by the environment in which the tests are conducted. We argue that
it is easier to parallelize correctness tests than performance tests. This matters when testing
time is in the magnitude of hours, as in running thousands of tests to evaluate compilers. In
correctness testing, independent tests can be run in parallel. In performance testing, even
though tests are independent, running tests in parallel within a shared memory system may
affect the runtimes unless we ensure the testing environment for each test is isolated and
identical. For each of our studies, we run tests sequentially. We limit the number of tests
to balance between testing time and results that are reproducible, a problem we discuss in
more detail in Section 4.3.
1.4 CHALLENGES IN RANDOM TESTING
One of the main strengths of random testing is that it allows us to statistically quantify
results [11]. However, it also increases the burden on us to satisfy the data and sampling
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requirements of any statistical methods we use. For systematic testing, there is no sampling,
and this problem does not exist. Existing research shows that many studies do not rigorously
use statistical methods to deal with randomness [12, 13].
It is important to satisfy any data requirements for the statistical methods being used.
Otherwise, results may be invalid. For example, many statistical methods assume that the
population from which samples are extracted has a normal distribution. In our studies, we
show how we check this assumption (Section 4.3.4).
Random testing samples tests from a larger test population. Not only is it important to
ensure any data requirements are met for statistical methods, it is equally important to be
able to precisely describe the population and sampling methods. This is especially important
for reproducibility of experiments, since the reproducer would need to sample data from the
same population in the same way to attain the same results we report. In our studies, we
carefully describe the random seed we use, the population we sample from, and how we
sample data (Section 3.4).
1.5 CONTRIBUTIONS
Our main contributions are as follows.
• An infrastructure for generating programs and evaluating compilers that is easily ex-
tendable.
• Methodologies for identifying performance bugs in compilers through random testing
and how to ensure reproducible results in the context of random testing.
• An evaluation of four modern compilers on how well they handle loop unroll, loop
interchange, and loop unroll-and-jam, using our infrastructure.
• An evaluation on the reproducibility of our experiments.
• An evaluation on the representativeness of synthetic programs compared to real-world
programs.
1.6 THESIS ORGANIZATION
The rest of this writing is organized as follows. Chapter 2 discusses related work. Chapter 3
describes our infrastructure for evaluating compilers. Chapter 4 details our methodology
and evaluation results. Chapter 5 discusses the representativeness of synthetic programs.
6
Chapter 6 discusses how our infrastructure may be used for correctness testing. Finally,
Chapter 7 concludes.
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CHAPTER 2: RELATED WORK
In this chapter, we discuss studies related to our work. First, we discuss work directly
related to compiler evaluation. Next, we discuss approaches to improving the quality of
compilers, which include formal method approaches and testing approaches. Next, since
randomness plays an important role in our approach, we discuss related studies on random
testing and fuzzers. Finally, we discuss related work on program generation.
2.1 COMPILER EVALUATION
There is a great body of research on evaluating compilers. The original TSVC bench-
mark [7] in FORTRAN was a precursor to following works for evaluating vectorizing com-
pilers. Later, the TSVC loops were converted into C, and several C-specific tests were also
added so that they could specifically test vectorization capabilities of C compilers [14]. More
recently, a similar study was conducted, but with more in depth analysis, including the effect
of manual transformations on vectorizability [8]. While these studies provide useful insight
to compiler developers, the limited number of tests may decrease the validity and generality
of their results. Moreover, their tests focus on vectorization capabilities, while other opti-
mizations done by the compiler may also have a large impact on performance. We believe
that, in order to evaluate large and complex systems like compilers, a larger number of tests
are needed, and we should evaluate compilers on different types of transformations.
Others have also studied the effect of source-level transformation on the compiled pro-
grams’ performance. In 1971, Knuth performed a study of FORTRAN programs and how
manually translating the these programs would improve performance [15]. Their work scored
the performance of programs by hand by giving weights to different types of instructions.
The nature of the study was an in-depth analysis of how optimizations may affect program
performance. Our goal, on the other hand, is to provide an overview of compiler performance
for a given population of programs for a set of comparable compilers. While we include some
in-depth analysis on interesting cases, the large scope of the study prevents us from doing
manual analysis of the quality of the code generated.
The LORE loop repository [9], along with an experiment to study compiler stability [6],
provides a great groundwork for evaluating compilers when faced with equivalent versions
of the source code. Their work includes various benchmarks gathered from multiple do-
mains. Our work extends upon these experiments by approaching the problem through an
extendable test infrastructure that uses a random test generation approach.
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Another previous study that aligns with out goal is the study of the performance of the
Ada compiler by Bassman [16]. The strength of their study lies in the approach of using
different types of test cases. For example, test cases based on representative applications are
used to evaluate the overall performance of compilers, while specific test cases are designed to
test the optimization passes. Furthermore, they also design tests to evaluate code generation
quality by assessing the performance of the binaries against hand-written assembly code. Our
work builds upon the idea of having tests that both show overall performance of compilers
while the tests are categorized by source-level transformation passes. A limitation of our
work, however, is that we do not further differentiate performance inconsistencies whether
they are due to compiler transformations or code generation. Doing so in the same manner
as Bassman’s study would require optimal assembly code for all the tests we generate.
Several tools, such as Bugfind [17] and vpoiso [18], have been developed to help pin-
point buggy compiler optimization phases. These studies compare the results of a program
when unoptimized against different optimization passes. The first optimization in a series
of optimizations that cause the result to differ is the problematic optimizing phase. This
process is done automatically to help compiler writers save time in debugging correctness
errors in compilers. The testing techniques, comparing unoptimized code to the optimized
version, is similar to our approach and other previous studies. These studies are useful,
especially when large series of transformations is applied to a program. In our work, we study
transformations in isolation, and our focus is on performance. We have not encountered the
problems of pin-pointing problematic optimizations at this time.
Finally, tools such as the Notice framework [19] help compiler users find sequence of trans-
formations that results in the best performance through an auto-tuning approach. Not only
do they consider execution time as a measurement of performance, they also focus on the re-
lationship between execution time and resource consumption when finding solutions. On the
other hand, our work is only focused on reporting the overall performance of compilers and
finding bugs. Their work informs us of possible future directions, in particular, considering
more fine-grained optimization levels, considering resource usage, and providing solutions to
end-users.
2.2 FORMAL METHOD APPROACHES
Researchers have proposed various approaches to make compilers less buggy through for-
mal methods.
Aproaches such as a formally verified compiler [1] and translation validation [20], provide
mechanical proofs certifying that the compiler does not introduce new bugs and the output
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program from one pass does not change from the previous, respectively.
We are interested in performance bugs, and reasoning formally about “performance cor-
rectness” is not as straightforward. There is ongoing research on formally reasoning about
resource usage in C programs [21]. However, the analysis only considers worst-case bounds
and the analysis is at the C level. To analyze the performance of binaries, reasoning at the
assembly level is required. Formal semantics at the assembly level exist, including MIPS [22]
and X86 [23]. However, to the best of our knowledge, no work exists in reasoning about
performance formally at the assembly level. One also needs to take into account the com-
plexity of memory systems in modern hardware. With the current state of art, we believe
that testing is a better alternative in evaluating performance of compilers.
2.3 TESTING APPROACHES
Random testing (or fuzzing) is a black-box testing approach known for a long time [24].
More recent works include white-box fuzzers that make use of source code knowledge to
generate inputs [25, 26, 27]. While these works have been useful in the security domain,
more recent works show that fuzzers can be used effectively in testing compilers [2, 28, 29].
We are not aware of studies based on random testing for performance in compilers. It has
been effective in testing for correctness, and we show through our work that it is effective in
testing for performance as well.
An important problem related to testing is test-case reduction. It is easier for developers
to debug code when presented with smaller tests that exhibit bugs. Regehr et al. have
proposed a test-case reduction system for C compiler bugs [30]. The system starts from an
existing test-case that causes a bug. It then uses a technique called delta-debugging [31]
that iteratively transforms the test to a smaller one that still causes the bug. Since our
studies include samples drawn from a population of relatively small programs, we have not
encountered this problem. Additionally, our main results include an overall evaluation of
the performance of compilers. Test-case reduction would be useful when helping compiler
writers debug specific outliers, such as tests generated from unrolling a loop multiple times.
When working with a large number of tests, a problem that may arise is the large amount
of redundant test cases that trigger the same bug. Chen et al. called this the fuzzer taming
problem and provided a solution to it [32]. Their solution associates each test with informa-
tion, such as functions that are triggered in the compiler or the error message emitted by
the compiler, then use a distance function to find a diverse set of tests that are not too close
to each other. Again, our work mainly focuses on giving compiler writers an overview of
the compiler’s performance. When redundant bugs are triggered by different codes, it con-
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tributes to the unstability of the compiler, and we do not want to discard this information.
On the other hand, for compiler writers who are interested in the outliers we produce, our
current approach is to simply report the N (defaulting to 10) lowest performing tests, which
can contain duplicates. Adopting the approach from their work, would benefit us for this
use case.
An alternative approach when dealing with small programs is systematic enumeration of
all programs up to a certain size. One can do so by viewing programs more abstractively
as skeletal programs with holes that will be filled by variable names later on, as described
in Zhang’s study [33]. A program is enumerated when we fill the holes with variables. This
scheme includes redundancy in the enumerated programs, for example, when two variables
are swapped for all occurences in the skeleton. Their approach reduces the problem to a
set partitioning problem to remove these redundancies, reducing the total space of programs
tremendously. The way we generate programs in our work, as described in Section 3.4 is
similar to program skeletons. However, we sidestep the problem of exhaustive enumeration
through random testing. Testing for performance bugs require more than program enu-
meration, namely also generating different problem sizes for the same program as well as
semantic-equivalent set of programs. Even for small programs, the space becomes impracti-
cal to exhaustively enumerate. The combination of random testing and statistical methods
allow us to make valid general claims about the compilers in our evaluation, while at the
same time being able to generate corner-cases that detect possible performance issues.
Another approach to enumerating programs is through a technique called imperative gen-
eration [34]. Rather than using the grammar of the input to guide the generation, an ap-
proach used by CSmith [2], ASTGen [34] uses a framework based on imperative programming
through an iterator interface and lazy evaluation instead. In their studies, they show how
a simple iterator interface with methods such as next(), hasNext(), current(), reset(),
and isReset() can be used to create simple generators and then combine them into more
complex ones. In their work, they test refactoring engines that take programs as inputs,
but their techniques are also applicable to testing compilers. We could benefit from their
approach when generating more complex patterns than the ones used in our experiments
(Section 3.5).
Mutation testing [35, 36, 37] has been long known. It is generally used to evaluate a test
suite. The main idea is to create mutants of test cases that behave slightly differently than
the original. For a good test suite, mutants are expected to trigger different results than
the original program. The ideas are translatable to our work. Our work intends to generate
mutants with equivalent behavior and our goal is to evaluate compilers.
Metamorphic testing [38, 39] is a similar approach based on mutations of a test. In
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metamorphic testing, one can use a metamorphic relation between inputs and outputs of
a pair of programs to check for correctness. This can be generalized to a broader context.
In the context of performance, for example, the metamorphic relation is that two equivalent
programs are expected to have the same execution time.
Differential testing [40] is a technique that compares the output of different implemen-
tations of the same problem to determine the correctness of the result. In the context of
correctness testing, it is a useful approach when comparing results from different compilers.
In the case of performance bugs, we found that compilers vary in the code they generate
a lot, and so do the execution times of the programs they compile. In our work, we use
differential testing to help compiler writers know how far ahead or behind their compilers
are in performance in relation to their peer implementations.
Several works build on top of the idea of generating equivalent mutations to validate
compilers through different mutation strategies. Orion [41] generates equivalent programs
by deleting statements from dead regions. Athena [42] both deletes and inserts code in dead
regions. Hermes [43] inserts code into live regions while ensuring that variable values are
preserved afterwards. Our work generates equivalent mutations through semantic-preserving
transformations typically performed by compilers.
Studies based on equivalent mutations extend to broader domains such as testing graphics
shader compilers. GLFuzz [44] generates equivalent mutations through similar techniques as
those used by previous studies, including dead and live code injection, identical arithmetic
and boolean expressions, control flow wrapping, and the composition of these transforma-
tions. In addition, their work also focuses on test case reduction, through techniques similar
to delta-debugging [31], so that the problem is easier to debug by compiler developers.
2.4 HANDLING RANDOMNESS
The main strength of random testing the ability it gives us to statistically quantify the test
results [11]. However, to use statistical methods to quantify results, one must ensure that
the data and sampling methods meet the requirements of the statistical method being used.
For example, when calculating the confidence intervals for means using the T distribution,
a method typically taught in undergraduate level statistics classes, one must make sure
that data is sampled from a normal distribution [45]. A researcher also needs to precisely
describe the context, such as the random seed, in which the experiment is carried out.
Finally, a research should repeat experiments to ensure valid results.
A recent study by Klees et al. [13] suggests that the methodologies used to evaluate
fuzzers, even ones published at top-conferences, are problematic. First, many of them do
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not repeat the experiments to ensure valid results. Second, many of them do not provide
enough details on the configuration parameters, such as the random seed to reproduce the
experiment. Finally, many of them are not compared against a baseline fuzzer.
Our work repeats experiments and detail all configuration parameters, including, but not
limited to, the random seeds and the description of the population of programs being gen-
erated. We place high emphasis on the reproducibility of our results, using methodologies
described in Section 4.3. However, our work does not have any comparison against a base-
line fuzzer. To the best of our knowledge, we are not aware of a fuzzer that focuses on
performance, thus we have not evaluated our system against one.
2.5 PROGRAM GENERATION
Our work is based on generating equivalent programs through transformations applied by
compilers. The main approaches to program generation are the grammar-based approach
and the mutation-based approach.
In the grammar-based approach, programs are generated from a model of the C program-
ming language or its subset. For example, Quest [46] generates C programs that test the
correctness of calling conventions. Randprog [47] generates C programs that manipulate
volatile variables. Orange [48] focuses on testing arithmetic expressions in C. CSmith [2]
is more general-purpose and generates a wide variety of programs while avoiding undefined
behavior in C using a combination of static analysis and runtime checks. YARPGen [49]
is similar to CSmith, but is able to avoid undefined behavior only through static analysis.
Additionally, YARPGen allows the user to specify generation policies, which skew the prob-
ability distributions of how programs are generated. Our work restricts generated programs
to a small subset of C, while focusing on programs with nested loops and array operations.
We avoid out-of-bound errors by checking array sizes and loop bounds with Z3, as discussed
in Section 3.7.
In the mutation-based approach, programs are generated by mutating existing programs.
Orion [41] deletes code from the dead code regions. Athena [42] not only deletes, but also
inserts code into the dead code regions. Finally, Hermes [43] inserts the code into live code
regions, but undos the effect of the inserted code later. These studies mutate C programs
by parsing them first, using tools such as LibTooling [50]. Our approach generates mutation
through semantic-preserving compiler transformations. Since we also generate code, we
modify the intermediate representation directly before generating C code.
13
CHAPTER 3: PERFORMANCE TEST GENERATION
In this chapter, we describe our test generation approach and how we implement it as a
test generation system. We discuss the design goals, design choices, and the subcomponents
of the system.
3.1 APPROACH
In Section 1.3, we described how one may automatically determine the performance head-
room of a program. Namely, when two programs are equivalent, they are expected to have
the same runtimes. If one program is slower than the other, we know that it has performance
headroom. We can use the fastest runtime among the equivalent programs as the reference
runtime when calculating performance headroom.
A program is equivalent to another program when their source code are the same or when
one can be transformed into the other through semantic-preserving compiler transformations.
A good compiler should be able to undo transformations that cause the program to slow
down.
With this notion of equivalence, we can then design a system that tests the performance
of compilers using different metrics. For example, equivalent programs are not only ex-
pected to have the same runtime, but also the same vector speedup. Metrics can also be
developed to compare the effectiveness of different compilers on equivalent programs. Across
different compilers, it may be unrealistic to expect them to compile equivalent programs so
that they have the same runtime, since such complex systems would have wildly different
implementations. However, we believe that metrics for comparing compilers are still useful
to give compiler developers an idea of how far their implementation is behind or ahead other
compilers.
Since our approach focuses on equivalent programs, our first requirement is to provide
ways for the system to generate these programs. The system makes use of compiler trans-
formations to generate programs equivalent to an initial program.
For a given set of transformations, a given program may have a limited number of equiv-
alent programs. For example, a singly nested loop with four iterations can be unrolled at
most four times. To test compilers, we need a large number of programs. Besides a large
number of programs, we also need a diverse set of programs. The system provides ways to
generate programs, and to apply transformations to generate equivalent versions.
Given programs with the same source code structure, compilers may behave differently for
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different input sizes. For example, compilers may handle matrix multiplication differently
for large and small matrices. The system provides ways to generate code with different data
sizes.
Generating tests is only part of the process of evaluating compilers. We also include an
iterative script to go over multiple programs (called instances below), transform each one
into multiple equivalent programs (called mutations below), build (i.e. compile and link),
and execute the C code and finally report the results. The reporting system uses the metrics
and statistical methods to report the results.
In summary, we believe performance evaluation of compilers requires an infrastructure
that provides users with the functionality to generate equivalent programs for problems of
different sizes and is able to provide users with valid, insightful, and reproducible reports.
The remaining sections discuss how we designed and implemented the system to meet these
goals.
3.2 DESIGN GOALS
Our main design goals include providing users with useful results, making the system
easily deployable on different platforms, making the system easy to extend, and making the
results reliable.
First, we base our design choices on our intended users. In particular, our target users are
compiler developers that would like to know the strengths and weaknesses of their compilers
both at a high level and for specific cases. When their compiler performs badly, we believe
that concrete examples will help them debug the problem. Our system reports both summary
results and identifies outliers.
Next, we try to make many parts of our system platform-independent. We have broken
down the system into subcomponents that can be extended easily. For example, we define
an internal representation, so that it is possible to target languages other than C by writing
a code generation system for each target language.
Next, to increase modularity and extensibility, the system’s test generation, code gener-
ation, build, and reporting components are decoupled and written purely in Python. An
interpreted language like Python is easier to port across platforms than a compiled language.
Additionally, using Python and including only packages are easily installed through its stan-
dard package manager, Pip Installs Packages (PIP), makes the test generation system easy
to deploy.
Finally, since our approach is based on randomness, an inherent challenge that must be
faced is ensuring the reproducibility of results in the presence of randomness. Our reporting
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system provides basic functionality that allows users to check some requirements for statis-
tical tests. We discuss how we tame randomness and generate reproducible results in some
detail in chapter 4.
3.3 SYSTEM OVERVIEW
The overall system consists of several parts as depicted in Figure 3.1. Users interact with
the system through an application programming interface (API), configuration files, and
command line options. Different parts of the system provide different ways to interact. For
example, the test generation subsystem needs high expressiveness and we provide an API
for users. The list of compilers and its flags are contained in a Python-based configuration
file that can be modified by the user using text editors, if necessary. The build system has
a fixed set of options and provides a command line interface.
The pattern generation system is responsible for generating different program structures.
The parameters of this system constitutes the pattern profile, which determines the structure
of programs being generated. Program structures generated through this process are called
patterns. Patterns can express a small subset of C functionalities, namely operating on
scalars and arrays, arithmetic operations, bitwise operations, logical operations, assignments,
and for loops. In particular, the current version of the system does not support functions,
pointers, conditional statements, or while loops. Patterns may include constant variables.
These are meant to be replaced with literal values in the next stage of the test generation
process.
Next, the instance generation system is responsible for generating different problem sizes
for a program structure. It does so by replacing constant variables with random literal values
specified by the user. These constant variables are typically loop bounds that determine the
problem size. Additionally, it determines the array sizes to allocate to handle the compu-
tations. Patterns whose constant variables are all replaced and array sizes determined are
called instances.
Next, the mutation generation system is responsible for generating equivalent programs
(called mutations) for any given instance. A set of equivalent mutations for a given instance
is called a mutation group.
Once tests (in the form of mutation groups) are generated, the next step is to generate C
code for the mutations. The code generation system generates C code. The code structure
later is detailed in section 4.1.4.
The build subsystem is responsible for compiling and linking the different mutations for







































Figure 3.1: The test generation system and its subcomponents
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the list of compilers to be used for the experiments, along with their compilation flags for
each compilation mode. Compilation modes are discussed more in Chapter 4. The build
system also runs the programs, checks for correctness, and saves measurement results.
Finally, the reporting subsystem generates compiler evaluation reports. This is specific to
how we evaluate our work and is described in detail in Chapter 4.
3.4 RANDOM TEST GENERATION
Whenever we are dealing with random samples, it is important to define the population
from which we are sampling. We use profiles to describe populations. Profiles can be formal
or informal, as long as it is clear to the reader what population they are describing.
The main sources of randomness in our work include the pattern, instance, and mutation
generators that work together to generate random tests. We have three different profiles to
describe each of them. A pattern profile describes the population of patterns. An instance
profile describes the population of instances. A mutation profile describes the population of
mutations. We provide more details for each of the profiles when we describe each subsystem.
We use the uniform distribution whenever randomness is needed. This means for a given
set, the probability of any element being chosen from that set is the same. We use the
default random seed in Python by not explicitly setting the seed at all.
3.5 PATTERN GENERATION
The space of all possible patterns, even if we limit the size of the pattern, is immense.
While our intermediate representation can express more complex patterns, we chose to start
our studies with simpler patterns that have simple structures. In particular, we enforce the
following pattern structure.
• A program is always a sequence of loops.
• All loops have the same depth, are perfectly nested, and have the same number of
statements inside.
• All statements inside the perfectly-nested loops are assignments.
• All right hand side of the assignments have the same number of operators.
• All indices are affine functions of a single loop variable with the form coeff * loop var
+ const or coeff * loop var - const.
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The pattern generator takes as input a pattern profile and randomly generates patterns
according to the profile. The pattern profile allows users to specify several aspects of the
pattern structure through sets of possible values or numbers. When the pattern generator
reaches a point where randomness is needed, it picks a choice from these sets of possible
values as an answer. Properties of the pattern profile are shown in Table 3.1.
Parameter name Meaning
Array The set of possible array names that may appear
in the pattern, along with the number of dimensions.
Coeff The set of possible constant variable names that may
appear as the coefficient of the affine array indices.
These constant variables are intended to be replaced
by positive integers.
ZeroCoeff The set of possible constant variable names that may
appear as the coefficient of the affine array indices.
These constant variables are intended to be replaced
by non-negative integers.
Const The set of possible constant variable names that may
appear as the constant term of the affine array indices.
These constant variables are intended to be replaced
by non-negative integers.
Data The set of possible constant variable names that may
appear as operands of the right hand side computations.
LoopVar The set of possible loop variable names.
# Loops Number of loops in the program. Nested loops count as
one loop.
# Stmts Number of statements in each loop in the program.
# Ops Number of operations appearing on the right hand side
of each assignment.
LoopDepth The depth of each loop in the program. All loops have
the same depth.
Ops The set of possible operations that may appear on the
right hand side of each assignments.
Table 3.1: Parameters of a pattern profile
The pattern generation process starts by determining how many loops need to be gen-
erated. This is read from the # Loops property. For each loop, the loop variables to be
used are chosen randomly from LoopVar. The number of statements inside the loop is
determined by # Stmts.
For each statement, on the left hand side the system picks an array whose element is to
be assigned to. An array may have zero dimensions, in which case, it is considered a scalar
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variable. On the right hand side, an expression is generated with # Ops number of operators.
Operators are picked at random from Ops. The operands are either array elements or some
constant variable picked from Data.
If an array access needs to be generated, the system randomly picks an array and generates
affine indices for each of the dimensions of the array. The affine indices either have the form
a*i + b or nz*i - b. Where i ∈ LoopVar, a ∈ Coeff ] ZeroCoeff, and nz ∈ Coeff.
In our studies, we restrict our indices to non-negative values to simplify the implementa-
tion, even though negative indices are not illegal in C. We also assume that negative indices
are not typically used in programs.
When we encounter negative indices, we discard that test and try to generate a new one.
During our experiments, we noticed a lot of time wasted because of negative indices. To
improve test generation speed, we split coefficients into Coeff and ZeroCoeff. When a
variable name from ZeroCoeff is chosen to be the index coefficient, the affine index will
never be in the form nz*i - b. Without separating Coeff and ZeroCoeff, negative indices
such as 0 ∗ i− b would happen more frequently, and tests would need to be discarded more
often.
Note that it is up to the instance profile (described in section 3.7) to ensure that range of
Coeff does not include zero. It is also up to the instance profile to ensure that Const does
not range over negative values.
Table 3.2 shows an example of a pattern profile, and Figure 3.2 shows an example pattern
that can be generated from it.
Property Value










Table 3.2: Pattern profile
The declare keyword declares variables and their dimensions. The for keyword is used to
define perfectly nested for loops, along with the name and ordering of loop variables. Array






for [i1, i2] {
A[a1 * i2 - b1] =
E[z1 * i1 + b1][a1 * i2 - b1][z2 * i1 + b1] *
( C[z2 * i2 + b2][z2 * i1 + b1] +
A[a2 * i2 + b1]
);
E[z2 * i2 + b1][a1 * i1 + b1][a1 * i2 + b1] =
D[a2 * i2 - b1][z2 * i1 + b1] -
( f1 +
A[z1 * i1 + b1]
);
}





for [(i1, >=132, <=394), (i2, >=143, <=364)] {
A[1 * i2 - 14] =
E[1 * i1 + 14][1 * i2 - 14][0 * i1 + 14] *
( C[0 * i2 + 5][0 * i1 + 14] +
A[1 * i2 + 14]
);
E[0 * i2 + 14][1 * i1 + 14][1 * i2 + 14] =
D[1 * i2 - 14][0 * i1 + 14] -
( 0.9955111516629354 +
A[1 * i1 + 14]
);
}
Figure 3.3: Generated instance using the pattern from Figure 3.2
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is a small subset of C. The full syntax is shown later in Figure 3.4.
Note that not array appear in the pattern, and that different arrays have different dimen-
sions as described by the pattern profile. For all affine indices, if z1 or z2 is the coefficient,
the constant term will only be added, while if a1 or a2 is the coefficient, the constant term
can either be added or subtracted. Data constants, such as f1 also appear in the patterns
and only on the right hand side of the assignments.
3.6 FIXED PATTERNS
While patterns can be generated, the system is designed to take fixed patterns from the
user as well. This is useful when the user needs more control of the pattern population, such
as studies about real world patterns that may be hard to capture through pattern profiles.
For this, the system provides a concrete syntax so users can directly write patterns, with
the same syntax as the example code in Figure 3.2, into files and use the system’s API to
parse the patterns. The pattern language core syntax is shown in Figure 3.4.
A pattern file declares variables and their dimensions if they are arrays. Users can op-
tionally specify the sizes in each dimension of the arrays. Statements follow declarations.
Statements are either for loops or assignments. In for loops, loop bounds and steps are
optional. For convenience, users may specify loop nests through a single for-loop. Expres-
sions include scalar access, array access, literals. Expressions also include a subset of C
operations, namely conditional, logical, bitwise, and arithmetic expressions with the same
operation precedences defined by C. The language does not include pointers, while loops, or
conditional statements.
3.7 INSTANCE GENERATION
Patterns specify the program structure in an abstract way. They may not specify loop
bounds, coefficients, constant terms, and literals that may be used in computations. The
array sizes are also undetermined. These unknown quantities can be made concrete so
that patterns can be instantiated for different problem sizes. The instance generator is
responsible for randomizing different parameters that determine the problem size.
The randomization of coefficients, constant terms, and literals are straightforward. The
system uniformly picks a number of the possible range of values and replaces the names
in the abstract syntax tree with the actual values. The instance generator has an added
responsibility of determining the array sizes that are needed to carry out the computation.
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// Pattern program
program ::= decl+ stmt+
// Declaration
decl ::= "declare" var dim* ";"
var ::= IDENTIFIER
dim ::= "[" INT? "]"
// Statements
stmt ::= loop | assignment
// For loop
loop ::= "for" "[" header "]" "{" body "}"
header ::= var | "(" shape ")"
shape ::= var begin? end? step?
begin ::= "," ">=" expr
end ::= "," "<=" expr
step ::= "," "+=" expr
body ::= stmt+
// Assignment
assign ::= access "=" expr ";"
access ::= var index*
index ::= "[" expr "]"
expr ::= access
| ... // literals and operators omitted for brevity
Figure 3.4: Syntax of program patterns
Our implementation uses the Z3 SMT solver [51] as the backend for finding array sizes.
Users have the choice to specify the array size or let the system determine it. Given affine
functions of loop variables along with the loop bounds, it is possible to encode array sizes
as the maximum value of an affine function, which Z3 can solve. For example, if there is an
array access A[2*i-5] in the program, and we know that loop variable i ranges over [0, 10],
then the array size must be able to hold at least 2 ∗ 10− 5 = 15 elements.
The system also uses the solver to determine whether invalid indices can occur or not.
Indices are invalid when they are negative or out of bounds. For the same example, we add
the constraint 2 ∗ i− 5 < 0 and check for satisfiability. In this case, it is possible to have a
negative index, such as when i is 0, and therefore we discard this instance. Suppose the user
defined the array size to be 10, then this is an invalid instance, since the maximum index
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can be up to 15, which is out of bounds.
Finally, the system uses the solver to check the presence of loops with no iterations.
In particular, we check that for every loop variable i that ilow ≤ i ≤ ihigh holds while
also satisfying the previous constraints, such as non-negative indices. If the loop bound
constraints are unsatisfiable, it means that it is not possible for a loop variable to have a
value between ilow and ihigh, which in turn means that valid iterations do not exist.
The main reason for using Z3 is mostly a matter of convenience. Its use made the imple-
mentation of the system quicker. Another advantage that Z3 (and several SMT solvers such
as MCSat [52]) has over linear integer programming libraries, such as the Integer Set Library
(ISL) [53], is that Z3 supports non-linear constraints. Although the theory of non-linear in-
teger arithmetic is undecidable [54], Z3 is still able solve specific instances. However, in our
studies, we did not generate any non-linear integer constraints as all our indices are affine
functions on a loop variable, and we realize this is not a strong argument for using Z3.
Like patterns, instances also have profiles. They randomize values to substitute for the
constant variables that appear in the patterns. Table 3.3 shows the parameters of an instance
profile.
During substitution, the system blindly substitutes values for constant variables. After
substitution, the system checks whether an instance is valid or not. An instance is invalid
when an array can have invalid indices or a loop can have no iterations. If an instance is
invalid, the system discards the instance and tries substituting different random values. In
our studies, when the system retries up to a certain number of times, with the default being
10,000, the system discards the whole pattern and regenerates a new pattern.
Table 3.4 shows an example of a pattern profile, and Figure 3.3 shows an example instance
that can be generated when using it with the pattern from Figure 3.2.
Note that the arrays have sizes associated with them, all coefficients, constant terms, and
data constants have been replaced with literal values, and the loop bounds are determined.
The array sizes are automatically computed so that they are large enough to hold all the
indices used in the computation.
3.8 MUTATION GENERATION
Measuring compiler stability relies on having equivalent programs to run and measure. A
mutation group includes equivalent mutations that are generated from the same instance. We
can generate these mutations through automatic source-level transformations that compilers
typically perform.
We use the term source-level transformation loosely. In particular, although our final
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Parameter name Meaning
Coeff The range of values [x, y] that can replace constant variables
that belong to the set Coeff in the pattern profile.
We expect x and y to be positive integers, where x < y.
ZeroCoeff The range of values [x, y] that can replace constant variables
that belong to the set Coeff in the pattern profile.
We expect x and y to be non-negative integers, where x < y.
Const The range of values [x, y] that can replace constant variables
that belong to the set Const in the pattern profile.
We expect x and y to be non-negative integers, where x < y.
Data The range of values [x, y] that can replace constant variables
that belong to the set Data in the pattern profile.
We expects x and y to be either integers or single-precision
floating points, where x < y
LoopVar≥ The range of values [x, y] for the lower bound of a loop.
In the loop header for (int i = c; i <= N; i += ...),
this value replaces c.
We expect x and y to be non-negative integers.
LoopVar≥ The range of values [x, y] for the upper bound of a loop.
In the loop header for (int i = c; i <= N; i += ...),
this value replaces N.
We expect x and y to be positive integers.
The lower bound of ranges for LoopVar≥ is expected
to be larger than the upper bound of ranges for LoopVar≥
LoopVar+= The range of values [x, y] for step size for the loops.
We expect x and y to be positive integers.
When unspecified, defaults to [1, 1].
ArraySize (Optional) The names and sizes of the arrays.
We expect the sizes to be a list of positive integers.
When unspecified, the system determines the array sizes for the user.
Table 3.3: Parameters of an instance profile







Table 3.4: Instance profile
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code is in C, we do not perform source-level transformation at the C-level. Rather, we
perform transformations on an internal representation, which is the abstract syntax tree
(AST) of the pattern language. We then generate C code from this internal representation,
as described in Section 3.9.
Each source-level transformation mutates the AST in different ways. For example, the
loop unroll and loop unroll-and-jam transformations unroll the statements in the body of
the original loop, increases the step size in the loop header, and adds new statements to
carry out computations in the remainder of the unrolled loops. On the other hand loop
interchange simply swaps the ordering of the loops by reordering the loop variables in the
loop header.
Source-level transformations may depend on knowledge of the data dependences in the
program. For example, the validity of loop interchange depends on making sure data de-
pendence does not change, such as reversing a read-after-write to a certain array element.
Our work includes a dependence analysis system, based on determining the satisfiability of
equations and inequations. Again, we use Z3 to implement dependence analysis through
checking for satisfiability of accesses to the same array element. For example, we can check
whether an array accesses A[i] and A[i-1] can ever refer to the same element or not by repre-
senting the first access as i1 and the second as i2−1, then check if i1 == i2−1 is satisfiable,
given other constraints such as loop bounds and the ordering of the iterations. The current
implementation assumes that indices are always a function of the loop variables. This means
one of its limitation is the inability to detect and eliminate induction variables.
During the implementation of a dependence analysis system with an SMT solver (Z3)
and an interpreted language (Python), we have learned that with modern hardware, it is
not time-prohibitive for our studies which include only small codelets. For each study we
spend less than 60 minutes to generate 1600 mutations, which entails performing dependence
analysis hundreds of times. Most of the time was spent on discarding invalid instances and
retrying. In the algorithm, we do not distinguish different subcases, such as handling zero
or single or multiple subscripts differently as described by Allen and Kennedy [55]. We
were able to afford to make our code succinct and lightweight by always treating every case
as multiple subscripts, which is the most general case. We push the complexity for the
algorithm to Z3 to handle. Our dependence analysis algorithm includes less than 500 lines
of Python code, including comments.
Different source-level transformation have different random choices in different transfor-
mation spaces. For example, for loop unroll, the size of the transformation space depends on
the loop bound, and the unroll factor can be specified using a single integer. On the other
hand, the transformation space for loop interchange depends on the depth of the loop nest,
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and while it is possible to linearize the ordering of loops into a single integer, expressing the
mutation profile as the ordering of loops is more intuitive for the reader. It is difficult to
reconcile the different transformation spaces for different transformations into a single set
of properties that describe the mutation profile. Here, we chose to describe the mutation
profile informally. In the code, this appears as calls to different methods for different types
of classes.
When one studies a sequence of transformations, the transformation space becomes even
more complicated. Suppose we have a doubly-nested loop, and we would like to tile it first,
then permute it next. If we tile only one of the loops, the doubly-nested loop will become a
triply-nested loop and there will be 6 possible permutations. However, if we tile both loops,
we will have a loop nest of depth 4, and we will have 24 possible permutations. The space for
each decision is not uniform. Not only does this make it more difficult to describe a unifying
mutation profile for all sequences of transformations, but it raises another question about
the randomization process. Suppose we chose to tile only one loop, there are 2 ways to tile it,
and once we tile one loop there are 6 ways to permute it, totaling 12 mutations. On the other
hand, if we choose to tile two loops, we will have 24 loop permutations afterwards, totaling
24 mutations. Disregarding the tile sizes, which would complicate the situation further, we
have a transformation space including 12 + 24 = 36 permutations. We would then need to
decide whether we would like to choose from this space uniformly or make uniform choices
once during tiling and once again during permutation. These decisions result in different
probabilities of each mutation. At the end, it would depend on what mutation population
the user wants to describe.
3.9 C CODE GENERATION
Since the functionality of the pattern language is a small subset of the C language, it was
simple to generate C code for the patterns. Given mutations from the mutation generator,
the C code generation system generates C code and writes it to the file system. It also
generates a list of files for the build system to use as its input. Details on how we divided
the tests into translation units in C are included in section 4.1.4.
3.10 BUILDING AND RUNNING EXECUTABLES
The goal for the test generation system is mainly to provide an infrastructure for com-
piler developers and researchers to evaluate compilers. Our evaluation, detailed further in
Chapter 4, is based on compiling the same source code with different compilation flags and
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compilers. The build system reads the list of files from the C code generation system and
manages building different executables for each of the compiler configurations.
Once executables are built, the build system first runs them to check for correctness. Any
pattern with incorrect mutations, no matter which compiler and flags it was built with, is
excluded from the report by maintaining a pattern blacklist.
Next, the build system attempts to approximate how many nanoseconds it takes per one
iteration of the kernel. It does this first running the executable for one iteration. This single
iteration may have delays from the cache miss. Next, it uses this number to approximate
the number of iteration it needs to run for one millisecond. It bounds this number to be
between 1 and 100. It then runs the executable with the bounded number to find the average
nanosecond per iteration.
Next, the build system runs each of the executables with the number of iterations so that
the test will either take more than 100 milliseconds or run between 1 and 100 iterations. The
runtimes of each iteration is saved in a file. More details on how we measure the runtime in
included in section 4.1.7.
For the implementation of the build system, we used the doit workflow management
library, which is included in the standard Python package manager. It integrated well with
the whole system which is written in Python.
3.11 REPORTING RESULTS
Finally, once we have all the executable files, the reporting system reads the runtimes
that are saved from the build system and produces an evaluation report. Reporting valid
and reproducible results in a random system is one of our main goals and requires a lengthy
discussion. We defer the discussion on reporting results to Chapter 4.
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CHAPTER 4: EVALUATION
In this chapter, we evaluate the usefulness of our test generation approach. We conduct
multiple different studies using the test generator described in chapter 3. As can be seen
throughout this chapter, the system greatly facilitates the implementation of experiments
for finding performance bugs of modern compilers.
To study the effectiveness of our test generator in finding performance bugs, we considered
four modern compilers on how well they handle different automatic source-level transforma-
tions. We generate multiple tests, have each compiler translate the tests, measure the run
times, and use our metrics to describe how well each of the compilers do their job in absolute
terms and relative to each other.
The source-level transformations studied in our work include loop unroll, loop interchange,
and loop unroll-and-jam. More transformations can be added to the system in a straightfor-
ward and modular manner. However, while studying the effects of other transformations is
an interesting topic, the focus of this thesis is the methodology of finding performance bugs
and conducting reproducible experiments in a random system.
This chapter is organized as follows. Section 4.1 discusses how our experiments are set up
in detail. This step is crucial due to the nature of our work. We are taming randomness, and
therefore, we need to describe exactly what is controlled and what is random. Section 4.2
discusses the metrics we use in our studies. There are several metrics and each serve differ-
ent purposes. It is important that the reader understand what each is trying to achieve and
interpret the results correctly. Section 4.3 discusses how we use statistical methods to quan-
tify randomness and achieve reproducible results. Finally, sections 4.4, 4.6, 4.7, 4.8, and 4.9
discusses our experiments and how we used the test generator to evaluate compilers. This
demonstrates the usefulness of our system, and hopefully motivates readers who is curious




All experiments are run on dedicated hardware, as opposed to a shared cluster or virtual
environment, with the Intel Xeon W-2195 2.30GHz processor. This processor supports the
AVX512 instructions. We turned off hyper-threading [56] and turbo boost [57] to avoid
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unreliable performance measurements.
During our experiments, we made sure no other CPU-intensive programs were running
and that only the user running the experiments was logged into the system. Experiments
were run serially, one at a time. We did not control any of the the running system services.
It is possible that CPU spikes may occur because of system services. We believe they do
not affect performance measurements of the experiments as a whole, since our sample size is
large. The few programs affected by the system noise may have higher runtime variation and
will likely appear as outliers for the metrics we use (Section 4.2). The system reports outliers
in the evaluation results. Users can manually inspect programs with suspicious runtimes and
may decide to re-run them.
4.1.2 Compiler Versions
The compilers we include in our experiment are C compilers with vectorizing capabilities.
We study the behavior of four vectorizing C compilers. The compilers and the versions are
shown in table 4.1
Compiler Version Release date
Clang 10.0.0 March, 2020
ICC 19.0.4 April, 2019
GCC 7.5.0 November, 2019
PGI 19.10 November, 2019
Table 4.1: Compiler versions
4.1.3 Compiler Modes and Flags
We evaluate compilers on their stability metrics, which aim to measure runtime, vectorization
capabilities, and accuracy of the cost model. These metrics make use of three compilation
modes: fast, no-vec, and no-predict.
The main compilation mode used by every metric is called fast mode. Fast mode enables
the highest level of optimization provided by the compiler. Typically, this uses the “fast”
flag. Some compilers need additional flags to specify the vector width preference.
These aggressive optimization flags may enable other sub-flags related to optimizing float-
ing point operations that do not fully conform to the ANSI standard. For example, ICC’s
documentation warns that the floating point optimizations may “affect the accuracy or
reproducibility of floating-point computations”. GCC is more descriptive and lists the op-
timizations performed, including allowing associativity of floating points, ignoring the sign
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Compiler Fast mode
Clang clang -Ofast -march=native -mprefer-vector-width=512
ICC icc -Ofast -xCORE-AVX512 -qopt-zmm-usage=high
GCC gcc -Ofast -march=native
PGI pgcc -fast
Table 4.2: Fast mode commands for each compiler
of zeros, and using reciprocals instead of divisions. Clang includes the same flags as GCC.
PGI does not detail their handling of floating points.
The no-vec compilation mode tells the compiler to perform everything that fast mode
does, except that vectorization is turned off.
The no-predict compilation mode tells the compiler to perform everything that fast mode
does, except that the cost model is turned off. When the cost model is turned on, compilers
will vectorize code when it is deemed profitable by the cost model. When the cost model is
turned off, compilers will always vectorize code when possible without consulting the cost
model.
The flags for no-vec and no-predict mode are listed in table 4.3. When used, these flags
are appended to the existing flags of fast mode.
Compiler No-vec mode No-predict mode




Table 4.3: Additional flags for no-vec and no-predict mode
Each compiler handles the cost model differently. The flags for no-predict mode have
more variation and requires further explanation. For Clang, to disable the cost model, we
force the vector width. Otherwise, the compiler may choose other vector widths, including
not vectorizing the code at all. For ICC, the vectorization threshold tells the compiler
to vectorize when the probability of speedup determined by the cost model is above the
threshold. Threshold 0 means even if the cost model determines that the code will not
benefit from vectorization, vectorize the code regardless. GCC defines the unlimited cost
model to always assume that vectorizing is profitable. Finally, PGI determines whether to
vectorize loops based on the number of statements in the loop. Setting this to nosizelimit,




In this section, we describe the structure of the generated programs. In order to find
performance bugs in a large and complex system like compilers, we expect to be generating
a large number of tests in hope to detect cases where compilers perform poorly. We believe
it is better for each test (i.e., mutation) to be a separate executable file rather than having
a single file contain all generated tests. It makes it easier for users to study specific tests
further.
Each mutation contains three units of compilation, each contained in separate files: the
main function, instance-specific boilerplate code, and the kernel. We made sure link time
optimization was not enabled for any of the compilers to make sure it does not unintentionally
interfere with the compilation flags for each mode.
The main function source file handles command line arguments so users can specify
whether the test should print the result of the computation or the performance values. While
our main focus is measuring performance, it is our due diligence to check for correctness as
well. Each generated test also includes functionality to print the result of the computation
so that the mutation may be checked for correctness. We detail how correctness is checked
and how performance is measured in sections 4.1.6 and 4.1.7, respectively. The same main
source file is used for all tests since its functionality is not dependent on the array size or
the computation being carried out.
The instance-specific function handles initialization of the arrays, printing the output so
it can be used to check results, and printing the runtime so it can be used to measurement
performance. The instance-specific source file is shared across mutations, since any mutation
of the same instance uses the same arrays and these arrays have the same sizes. Arrays are
allocated on the heap to avoid stack size limitations. Because we use the heap, we may
miss opportunities to catch compiler bugs with large stack sizes, but using the heap allows
the system to include performance tests with very large arrays. For data initialization, the
system always initializes the random seed to 0 and initialize elements in the array with
single-precision floating point values between 0 and 1. Arrays are passed to the function
containing the kernel by reference. Scalars are passed by value.
The kernel source file contains the function that carries out the computation. The compu-
tation is surrounded by timers in order to measure the runtime. The kernel function returns
the time it takes to finish the computation in nanoseconds. All arrays passed to the kernel
are passed with the keyword restrict.
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Separating each kernel function into a single file has several benefits. First, it simplifies
debugging. Since the assembly code for the function is well-contained in one file. Second,
with link time optimization turned off, the kernel is always compiled and called. Even if the
results are not used later on, the compiler will not deadcode eliminate the computation. As
a result, we will still be able to measure the kernel’s performance even if the output is not
printed. Another alternative to achieving the same results is with dummy functions that
forces the compiler to assume that the output of a kernel is used.
The downside to this approach is that all kernels are contained in a separate function.
To study how a kernel’s performance may interact with its surrounding code, we would
have to use a different strategy. We have not considered this problem in detail, but since
our approach is random testing, we would have to control the random noise, including
performance variation resulting from surrounding code, as much as possible. This would
make the extension that includes the context a challenging problem.
4.1.5 Linking and Running the Code
While independent tests can be run in parallel for correctness testing, running multiple
tests at the same time may affect runtime measurements for performance testing. However,
it is still possible to parallelize compilation and correctness checking. We build all tests and
check their correctness in parallel, but measure the runtimes sequentially.
When generating tests for compilers, one may expect to generate a large number of tests
since compilers are large and complex systems. In our study, we attempt generate the right
amount of tests to balance between revealing interesting behaviors of compilers, returning
reproducible statistical results, and not taking too long.
Each experiment discussed in this thesis show interesting performance behaviors, are re-
producible, and took no longer than 60 hours to build, check correctness, and measure
runtimes.
4.1.6 Checking for Correctness
The test generator focuses on generating programs with intensive single-precision floating
point calculations, since high-performance computing typically focuses on them. This poses
several challenges when checking for correctness.
First, round off errors can happen since we allow associativity of floating point numbers
when transforming reductions. This may lead to different results because of round-off er-
rors. We must account for them and cannot simply compare results using equality. Handling
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round-off errors in floating-points have been well-studied [10, 58]. Automatic solutions, such
as automatic round-off error estimation through static analysis [59] or abstract interpreta-
tion [60], have also been proposed. We did not adopt these techniques in our work due to
limited time.
Second, tests are generated at random. It is possible, and perhaps more likely, to generate
programs that result in values including inf, -inf, and nan. We have to account for these
values.
Finally, we find it desirable to store the results of each test onto disk. This helps us detect
and avoid re-computation of results for experiments with large number of tests that may be
interrupted any time. Since the arrays used in the tests may be large. Storing the values of
the output arrays for each test onto disk may be space-prohibitive.
We mitigate these problems through several design choices. We combine approaches from
the TSVC benchmark [8] and differential testing [40]. We summarize the output of a test
by adding all elements in the array together. We call this the checksum of the program. For
any given mutation, we can always find another mutation that returns the same checksum.
Specifically, other mutations in the same mutation group of a given instance, the same
mutation compiled in by the same compiler in other modes, and the same mutation compiled
by other compilers should all return the same result. As described in 4.1.4, the random seed
to initialize data is always 0. The checksum for different programs should return the same
result.
To work around analyzing precise round-off errors through numerical methods, we simply
consider a 1% deviation around the median checksum as correct.
To mitigate the problem with inf, -inf, and nan values, our studies only initialize array
elements with numbers between 0 and 1. Additionally, we try to avoid large floating point
literals and iteration counts when we define the instance profiles. This reduces the chance
that results of a computation will reach inf or -inf. When computing the checksum, if we
encounter non-normal numbers, we treat them as 0.1.
These workarounds are not perfect. For example, swapping elements in an array result in
different arrays, but the checksum method will consider them the same. Treating non-normal
numbers as 0.1 uniformly means that inf, -int, and nan are considered the same, when they
are actually not. Two inf values may not be the same either since they may have arrived
from different calculations.
When a test is incorrect, there are several possibilities. It may be a bug in our code
generation process, it may be a bug in the source-level transformer, or it could actually be
a bug in the compiler we are evaluating.
For each new feature in the system or new source-to-source restructuring modules, checking
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for correctness has helped us find bugs in the system, which have all been fixed before running
the experiments reported. We even found a confirmed bug in the Z3 SMT solver that we
use as the backend for our dependence analysis, and that has been fixed as well. We have
high confidence in the correctness of the system used in all the studies in this work.
Incorrect programs are reported to the user and omitted from reporting performance
results.
4.1.7 Measuring Runtime
One source of random noise when measuring runtime is from the target system. For
example, a service running in the background may suddenly use more CPU than normal
and happen to use the same CPU as our tests. Additionally, the reliability and precision of
the system clock affects how consistent we can measure runtime.
We use clock gettime with CLOCK MONOTONIC to measure the runtime of the kernels. A
call to clock gettime on the system we used takes about 20 nanoseconds when we average
a million calls in a row. For code that runs very fast, we found that clock gettime can
consistently time code that runs as fast as 50 nanoseconds per iteration.
Instructions such as RDTSC may be considered for extremely high precision hardware
clocks. Since clock gettime worked reliably on our system, we did not pursue RDTSC.
Another point to note is that if we would like our kernels to be portable to systems that are
not POSIX-compliant, we would have to wrap the timing function in another function that
is system dependent.
When measuring runtime, we repeatedly run the kernel and take the arithmetic average.
We either run the kernel for 100 iterations or run until it reaches 100 milliseconds, whichever
uses less time. This averages out the noise and the affect of filling up both the data and
instruction cache during the first iterations. For program running longer than that, we
assume that the affect of the cache during the first iteration is negligible compared to the
overall runtime.
In our studies, we try to generate tests so they take no less than 1 millisecond to reduce
the effect of system noise further.
4.2 METRICS
In this section, we formally define the metrics quality of compiling for performance in our
study. Since our study is based on the notion that stability reflects performance, most of our
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metrics are based on stability. On the other hand, stability is only one facet of performance.
Therefore, our metrics also include comparative speedups across compilers.
The organization of this section is as follows. First we define general notations that are
used to define the metrics formally. Next, we describe each metric, their rationale, and their
definition. Finally, we discuss some alternative metrics that we did not use and the reason
why we did not use them.
4.2.1 Notations and Helper Functions
While we only have a single measurement which is the runtime of the kernel, in order to
define our metrics, we need to specify which compiler, compilation mode, pattern, instance,
and mutation the runtime is for. We define the following notations to help define the metrics
later on.
All collections defined through curly brackets are multisets, meaning that they allow mul-
tiple instances of the same element. This is important since multiple instances of the same
value make a difference when calculating the average of a collection.
When defining metrics, we use naming conventions to determine the variable type. The
variable name c identifies a compiler. The variable name p identifies a pattern. The variable
name i identifies an instance. The variable name m identifies a mutation. The variable
name r identifies a runtime. If there are multiple variables of the same type, they will
be subscripted with numbers. Names of multisets or functions that return multisets are
capitalized and bold, while names of scalars or functions that return scalars are uncapitalized
and italicized. For example, F(x) is a function that returns a set, and g(x) is a function that
returns a scalar.
In a given experiment, Compilers is the set of compilers under study, P is the set of all
pattern names. The set I(p) denotes all instances generated from pattern p. The set M(i)
denotes all mutations generated from instance i.
The function rfast(c, p, i,m) denotes the runtime of pattern p, instance i, mutation m,
when compiled by compiler c in the fast compilation mode. Similarly, we define rnovec and
rnopredict that accepts the same list of parameters for the no-vec and no-predict compilation
modes, respectively.
The functions min returns the mininum value of a set, and max returns the maximum
value.
The arithmetic mean (mean) and geometric mean (geomean) of a set X = {x1, ..., xN}













Stability metrics include the runtime stability, vector speedup stability, and cost model
stability. These metrics gauge the variation in runtime across mutations and different com-
pilation modes. They give users a sense of how consistent in performance a compiler is when
translating a set of equivalent source codes.
4.2.3 Runtime Stability
A perfect compiler can compile all mutations in the same mutation group to executables
with matching runtimes. In addition, that runtime should be the best that the compiler can
do. We use this notation to quantify performance headroom. For example, if two mutations
from the same mutation group have runtimes of 100 nanoseconds and 200 nanoseconds, we
know that there is performance headroom for the mutation that runs slower.
A perfect compiler can detect all equivalent programs generated by source-level transfor-
mations. Such a compiler is unlikely to exist, since the space to undo those transformations
is large, and exhaustively searching all equivalent programs is impractical. However, in re-
ality, our expectation would be that a compiler would perform relatively well. The runtime
stability quantifies how well a compiler does.
All mutations of the same instance are equivalent programs. If we know that a compiler
can compile a mutation to run very fast, we should expect that it can compile other mutations
to run very fast as well. We can use the best-performing mutation as the reference runtime.
The reference runtime is always less than or equal other runtimes in the same mutation
group, and we can use it to scale the runtimes so their values lie between 0 and 1. With
these ideas, we formally define the scaled runtime and runtime stability as follows.
Rinstance(c, p, i) = {rfast(c, p, i,m) | m ∈M(i)} (4.3)
rmininstance(c, p, i) = min(Rinstance(c, p, i)) (4.4)
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rstabilityinstance(c, p, i) = geomean({rscaled(c, p, i,m) | m ∈M(i)}) (4.6)
rstabilitypattern (c, p) = geomean({r
stability
instance(c, p, i) | i ∈ I(p)}) (4.7)
rstability(c) = geomean({rstabilitypattern (c, p) | p ∈ P}) (4.8)
For a given compiler c, the meaning of each equation is as follows. Equation 4.3 gathers
runtimes for a mutation group. Equation 4.4 gets the minimum value from Rinstance to use
as the reference runtime for that mutation group. Equation 4.5 scales the runtime of each
mutation so that its value will fall between 0 and 1, with numbers closer to 1 signifying being
closer to best runtime in its mutation group. Equation 4.6 computes the runtime stability for
an instance by averaging the scaled runtimes of mutations that belongs to the same instance.
Equation 4.7 computes the runtime stability for a pattern by averaging the runtime stability
of instances that belong to the same pattern. Finally, Equation 4.8 computes the runtime
stability of a compiler by averaging the runtime stability of all the patterns.
In summary, the runtime stability indicates on average what is the slowdown of each
mutation when compared to the best mutation in the same mutation group.
4.2.4 Vectorization Speedup Stability
Similar to our expectations for runtime, for a perfect compiler, when given different mu-
tations in the same group, the speedup gained from vectorization would be the same. Here,
we define the vectorization speedup function v as the no-vec mode runtime divided by the
fast mode runtime.




The vectorization speedup stability gives users the idea how far on average the speedup
is close to the largest speedup in the same mutation group. Formally, the vectorization
speedup stability is defined as follows.
VSinstance(c, p, i) = {vs(c, p, i,m) | m ∈M(i)} (4.10)
vsmaxinstance(c, p, i) = max(VSinstance(c, p, i)) (4.11)




vsstabilityinstance(c, p, i) = geomean({vsscaled(c, p, i,m) | m ∈M(i)}) (4.13)
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vsstabilitypattern (c, p) = geomean({vs
stability
instance(c, p, i) | i ∈ I(p)}) (4.14)
vsstability(c) = geomean({vsstabilitypattern (c, p) | p ∈ P}) (4.15)
The description for each equation is similar to that of the runtime stability. Note, however,
that since we use the max speedup as a reference point, it is the denominator in equation 4.12,
in order to make the scaled vector speedup fall between 0 and 1..
As opposed to runtime stability, the highest speedup alone does not indicate that it is the
fastest execution time. Higher vector speedup stability does not always mean the compiler
is doing a good job with vectorization. It only means the compiler is stable with regards to
vector speedup. Consider the example in table 4.4, where m1 and m2 are two mutations of
the same instance.
Mutation m1 Mutation m2
rnovec rfast vs rnovec rfast vs
Compiler c1 24 6 4 24 8 3
Compiler c2 40 10 4 30 10 3
Compiler c3 80 20 4 20 10 2
Compiler c4 10 20 0.5 10 20 0.5
Table 4.4: Higher speedup is not always the desired speedup
For compiler c1, a higher speedup in m1 results from a faster runtime in vector mode.
This is the only scenario where the most beneficial speedup is the maximum speedup in
the mutation group. It leads to the fastest runtime. On the other hand, for compiler c2,
a higher speedup in m1 results from a slower runtime in no-vec mode. For compiler c3,
although there is a higher speedup for m1, it is not a favorable mutation, since the end
result we would like to achieve for a stable compiler is to have the runtime at least equal to
m2 in fast mode. Finally, compiler c4 shows stability in the vector speedup. Both mutations
have the same speedup. However, turning on vectorization actually slows down the program
for both mutations.
Despite the caveats, it is expected that stability in vectorization capabilities will be a
useful metric. When compilers are stable in novec mode, as in the case for compiler c1,
vector speedup stability will correctly indicate the desired vector speedup. While for other
cases this metric may not always reflect how far the compiler is from the most beneficial
vectorization performance, high variation in vectorization speedup will still result in low
vector stability, which will inform the user about potential performance bugs.
Each metrics is useful for a certain aspect. To get a general idea of the overall compiler’s
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performance, compiler developers should look at all the metrics presented.
4.2.5 Cost Model Stability
Vectorization does not always lead to speedup. Modern compilers use cost models during
compilation to estimate the performance gains if vectorization is applied. If the cost model
determines that vectorization is not profitable, it does not vectorize the code. A perfect
compiler with a perfect cost model will always do the right thing, which means that enabling
the cost model will never slow down the program. The cost model stability tells users the
average speedup gained from turning on the cost model.
The definition of cost model speedup mostly mirrors that of vector speedup. The only
difference is that it compares rfast to rnopredict, as opposed to rnovec.




CMinstance(c, p, i) = {cm(c, p, i,m) | m ∈M(i)} (4.17)
cmmaxinstance(c, p, i) = max(CMinstance(c, p, i)) (4.18)




cmstabilityinstance(c, p, i) = geomean({cmscaled(c, p, i,m) | m ∈M(i)}) (4.20)
cmstabilitypattern (c, p) = geomean({cm
stability
instance(c, p, i) | i ∈ I(p)}) (4.21)
cmstability(c) = geomean({cmstabilitypattern (c, p) | p ∈ P}) (4.22)
The cost model stability has the same caveats when interpreting results as the vector speedup
stability.
4.2.6 Peer Comparison Metrics
The previously defined metrics focus on stability. Given a single compiler, it indicates how
much variability is there with different mutations in the same mutation group and potentially
how far it is from the best performance. While a compiler may be highly stable, it does not
mean that it produces fast code. We believe it is also helpful for users to see comparative
performance between different compilers.
The peer comparison metrics include top rank proportion, bottom rank proportion, better
rank proportion, and peer speedup.
When comparing runtimes, we account for noise. It is unlikely that comparable runtimes
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will be exactly equal at the nanosecond level. We consider two runtimes to approximate each
other when they are within 5% runtime of each other. For one runtime to be considered
faster than another, we should not include the cases where they approximate each other.
We define the ≈ operator and the << operators as follows.
r1 ≈ r2 = max(r1, r2) ≤ 1.05×min(r1, r2) (4.23)
r1 6≈ r2 = ¬(r1 ≈ r2) (4.24)
r1  r2 = r1 < r2 ∧ r1 6≈ r2 (4.25)
We also define a helper function that converts booleans to either 0 or 1 to simplify the
definitions of some of the metrics.
count(b) =
1 if b = true0 otherwise (4.26)
With the function count, we can calculate the proportion of 1s in a multiset whose values
are 0 or 1 by calculating the arithmetic mean of that multiset.
4.2.7 Top Rank Proportion
Top rank proportion tells the user on average, how often a compiler performs better than
the rest of the compilers in the experiment. The top rank proportion is formally defined as
follows.
Rcompilers(p, i,m) = {rfast(c, p, i,m) | c ∈ Compilers} (4.27)
rmincompilers(p, i,m) = min(Rcompilers(p, i,m)) (4.28)
isTop(c, p, i,m) = rfast(c, p, i,m) ≈ rmincompilers(p, i,m) (4.29)
topproportioninstance (c, p, i) = mean({count(isTop(c, p, i,m)) | m ∈M(i)}) (4.30)
topproportionpattern (c, p) = mean({top
proportion
instance (c, p, i) | i ∈ I(p)}) (4.31)
topproportion(c) = mean({topproportionpattern (c, p) | p ∈ P}) (4.32)
First, equation 4.27 groups the runtimes for the same mutation but different compilers
together. Next, equation 4.28 finds the best (minimum) runtime across compilers for each
mutation. Equation 4.29 defines a function to determine whether a compiler is a top compiler
for a given mutation. Here we allow noise and approximate runtimes. Any compiler whose
mutation runtime approximates the top runtime is still considered a top compiler for that
41
mutation. With this definition, it is possible to have multiple top compilers for a mutation.
Equation 4.30 calculates the proportion of mutations for a given instance where a compiler
performs the best. Equation 4.31 averages this proportion at the pattern level. Finally,
equation 4.32 averages this proportion across all patterns.
4.2.8 Bottom Rank Proportion
Compiler developers may want to know when their compilers perform poorly. Therefore
we believe that the bottom rank proportion would be as useful as the top rank proportion.
The definition of the bottom rank proportion is almost the same as the top rank. Note
again that when a runtime approximates the worst runtime, it is also considered the worst
runtime.
rmaxcompilers(p, i,m) = max(Rcompilers(p, i,m)) (4.33)
isBottom(c, p, i,m) = rfast(c, p, i,m) ≈ rmaxcompilers(p, i,m) (4.34)
bottomproportioninstance (c, p, i) = mean({count(isBottom(c, p, i,m)) | m ∈M(I))}) (4.35)
bottomproportionpattern (c, p) = main({bottom
proportion
instance (c, p, i) | i ∈ I(p)}) (4.36)
bottomproportion(c) = mean({bottomproportionpattern (c, p) | p ∈ P}) (4.37)
4.2.9 Better Rank Proportion
Users may want a closer look at the compiler comparison. We define the peer rank
proportion to capture this. The better rank proportion measures how frequently one compiler
performs better than another.
isBetter(c1, c2, p, i,m) = rfast(c1, p, i,m) rfast(c2, p, i,m) (4.38)
betterproportioninstance (c1, c2, p, i) = mean({count(isBetter(c1, c2, p, i,m)) | m ∈M(i)}) (4.39)
betterproportionpattern (c1, c2, p) = mean({better
proportion
instance (c1, c2, p, i) | i ∈ I(p)}) (4.40)
betterproportion(c1, c2) = mean({betterproportionpattern (c1, c2, p) | p ∈ P}) (4.41)
4.2.10 Peer Speedup
The top rank, bottom rank, and better rank proportions are all proportions of how often
a compiler is better or worse than others. A user may also want to know how much better
it is than its peers. The peer speedup tells the user, for cases where one compiler is better
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than another, how much better is it. This value will always be larger than 1 since it only
takes into account the cases where a compiler performs better than its peers.




PSinstance(c1, c2, p, i) = {ps(c1, c2, p, i,m) | m ∈M(i) ∧ isBetter(c1, c2, p, i,m)} (4.43)
psinstance(c1, c2, p, i) = geomean(PSinstance(c1, c2, p, i)) (4.44)
pspattern(c1, c2, p) = geomean({psinstance(c1, c2, p, i) | i ∈ I(p)}) (4.45)
ps(c1, c2) = geomean({pspattern(c1, c2, p) | p ∈ P}) (4.46)
4.2.11 Alternative Measurements Though Hardware Counters
All of the metrics we have discussed are based on using the runtime of programs. An
alternative method for measuring performance is through hardware counters. Hardware
counters can be useful and give users more detailed information about performance such as
floating-point operations per second (FLOPS), vector instruction rates, or a roofline plot [61].
The main drawback for this in our context is that, in order to reliably measure hardware
counters, each program would have to run for a long enough time. In our preliminary
experiments with measuring vector instruction rates, some programs require up to 20 seconds
for the Intel VTune Amplifier (version 2019 Update 4 build 597835) to consistently and
reliably return the vector instruction rates.
With today’s technology, the amount of time needed to measure vector instruction rates
would be too long for our purposes. Our goal is to generate a large number of tests to find
compiler bugs. Since performance tests can not be run in parallel, the total time for an
experiment would take too long. For example, with our machine configuration, for 1000
programs for one compiler with 3 compilation modes would take approximately at least 16
hours to capture all the vector instruction rates. On the other hand, when we only measure
runtimes, each program typically runs in less than one second, and the same experiment
setup would take less than an hour to complete. We were able to iterate much more quickly
by relying only on runtimes.
While we may miss opportunities to get a more detailed perspective on performance by
using hardware counters, runtimes are straightforward and easy to understand. We opted
for a simpler approach during the exploratory stage, and it became a reasonable choice for
our metrics.
It is possible that it would take shorter to reliably measure other hardware counters
than the ones related to vector instruction rate. We are also aware of tools such as the
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Modular Assembly Quality Analyzer and Optimizer (MAQAO [62]) that can approximate
some hardware counts statically. However, we did not explore this direction further. The
runtime served the thesis’s purpose. A reliable and fast way to measure hardware counters
would complement, not replace, runtimes.
4.3 STATISTICAL QUANTIFICATION OF RESULTS
Since our approach is based on randomness, we must be careful in claiming any results.
In particular, any source of random noise should be quantified. Many of our results can be
quantified through statistical methods. In this section, we discuss relevant methods that are
used in our study.
4.3.1 Inferential and Descriptive Statistics
We make use of both the broad categories in statistics, namely inferential and descriptive
statistics. Each of our experiments result in sample data. We can make claims about the
samples in two different ways.
When we describe properties of a specific sample, we are using descriptive statistics. It
gives users information about that particular sample and nothing more. An example of how
we use descriptive statistics is when reporting outliers of our random sample. It describes
data points, such as the min, max, or average, that are specific to the sample.
On the other hand, if we make broader claims about the general population that a sample
is drawn from, we are using inferential statistics. An example of inferential statistics is
reporting results using confidence intervals. Rather than report the average speedup for a
given sample, using inferential statistics we can claim that we are 95% confident that the
average speedup of the population, not just the sample, lies within some given interval. In
order to make such claims, certain requirements about the data and sampling method must
be met. We discuss such requirements later in this section.
4.3.2 Using the Arithmetic Mean or Geometric Mean Properly
We have used the arithmetic mean and geometric mean in our metrics. Here we discuss
their differences and the proper situations to use each. Any new metric added to the system
should take into account these distinctions.
The arithmetic mean should be used where additive operations are the natural way of
accumulation. For example, the arithmetic mean should be used when the multisets {1, 3}
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and {2, 2} are considered to have the same average, which is 2. This is meaningful for raw
numbers such as the runtimes of each iteration of the program. Another place where it is
meaningful in our experiments is for counting, such as when calculating proportions in the
top rank, bottom rank, and better rank metrics.
The geometric mean should be used where multiplicative operations is the natural way of
accumulation. For example, the geometric mean should be used when the multisets {1, 4}
and {2, 2} are considered to have the same average, which is 2. This is meaningful especially
for speedups, when half the speedup and twice the speedup averages to no speedup. It is
meaningful when used for calculating average speedups as in the runtime stability, vector
speedup stability, cost model stability, and peer speedup stability. One caveat when using
the geometric mean is that the values cannot contain zeros. Fortunately, speedups are never
zero, since that would mean that one program runs infinitely faster than the other.
While the arithmetic mean is straightforward and intuitive, the geometric mean is less
intuitive and has caused controversy in the literature that readers should be aware of. One
main benefit of using the geometric mean is that it preserves the ordering of evaluated
compilers after normalization [63]. Speedup is a form of normalization since it “normalizes”
the runtime against a reference runtime. The arithmetic mean may differ depending on which
compiler we use as a reference, while the geometric mean is consistent. On the other hand,
the geometric mean throws away information regarding the total runtime [64], meaning that
tests that run very long and tests that run very short have the same weight.
Both claims are valid. Mashey [65] argues that one must further determine the type of
analysis being performed to make the correct decision on the type of mean to use. Using the
geometric mean discards information about the total runtime, an important property when
analyzing workloads. Workloads not only represent the types of programs under test, but also
their frequency. On the other hand, when the main analysis is on the relative performance of
programs, where workload is not a concern, the geometric mean is still a suitable method [66].
Our work focuses on the latter, which justifies the use of the geometric mean. The reader,
however, must be aware of these nuances and make the correct modifications to the system
if the underlying premises change.
4.3.3 Confidence Intervals
When making inferences about the population through a sample, one method used to
report results are confidence intervals. The confidence interval tells the reader a range
of possible values, and quantifies the sampling process with a probability number. For
example, if we report from a random sample of 100 patterns that the speedup of compiler c1
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over compiler c2 lies in [1.5, 1.75] with confidence level 95%, it means that when we repeat
the process of sampling and computing the speedup range, the range will include the true
population speedup 95% of the time. Note that the confidence level quantifies the process,
and not the interval [67]. It may also be helpful for the reader to read this result as, “we are
95% confident that our sampling process includes the true speedup range, and we calculated
the range to be [1.5, 1.75]”.
Being able to quantify results as a range with probability is useful, especially when re-
producibility of the results is important. In particular, when we report a confidence interval
and somebody repeats the experiment with a new random sample, their confidence interval
will very likely overlap with ours, since both our and their intervals have a 95% change of
covering the true value. For our experiments, we report some results on reproducibility in
sections 4.9.
Confidence intervals work because of a result in statistics called the central limit theorem.
The theorem states that when we sample from a population, where each sample is inde-
pendent and identically distributed (i.i.d.), if the sample size is large enough, the sampling
distribution of the arithmetic mean will approximate a normal distribution.
This result can be applied to our context. Suppose an experiment consists of randomly
generating a large number of tests and computing their arithmetic mean. When we generate
the tests the same way and each test is independent from one another, then our sample is
i.i.d. When we repeat this process, computing the arithmetic mean of new random samples
over and over, it results in a distribution called the sampling distribution of the mean. The
central limit theorem states that the sampling distribution of the mean will approximate a
normal distribution.
When we know that a distribution is normal, it is possible to determine the range of values
for a given probability. For example, when we know that the distribution of mean compiler
speedups is normal, we know which range of speedups take up 95% probability by looking
up a probability density function table for normal distributions.
Fortunately, our metrics all rely on either the arithmetic mean or geometric mean. For
the arithmetic mean, it is straightforward to calculate the confidence interval. For a sample
X = {x1, ..., xN}, which is a set of N values, the 95% confidence interval ci95 is calculated











The function std calculates the sample standard deviation. The value of t is a table look
up to determine how to scale the standard deviation properly in an approximately normal
distribution, so that it determines the intervals. In our experiment, we are interested in the
95% confidence interval for a sample with size N . For our purposes, we are interested in a
symmetric distance surrounding the mean. In statistics, this is called a two-tailed test, and
the significant level for 95% confidence is (1− 95)/2 = 0.025. Another concept is the degree
of freedom. For estimating the mean, this number is always N − 1. Therefore, to compute
the 95% confidence interval, we would look up t(0.025,N−1) in our formula.
The confidence interval for the geometric mean needs additional handling, since the main
result of the central limit theorem applies only to the arithmetic mean. We can work with
geometric means by transforming data to a log scale, calculating the confidence interval,
then transform the intervals back at the end [68]. Notice the following equation.
Log(X) = {log(x) | x ∈ X} (4.49)
geomean(X) = exp(mean(log(X))) (4.50)
Subsequently, we can compute the confidence intervals for the geometric mean cigeo95 as
follows.
ci95(log(X)) = [a, b] (4.51)
cigeo95 (X) = [exp(a), exp(b)] (4.52)
4.3.4 Checking Data Requirements
For the central limit theorem to apply, we must ensure that the sampling distribution for
our metrics approximate a normal distribution, and that each data point in a sample is i.i.d.
For each metrics, we need to ensure these conditions hold.
One of our preliminary experiments (not included in this thesis) consisted of 10 patterns,
with 10 instances per pattern, and 10 mutations per instance. Since this setup included
10 × 10 × 10 = 1000 tests, we assumed it was large enough to report valid confidence
intervals. However, when we repeated the experiment, we found that the results deviated
from the original experiment. This is a result from failing to check the data requirements
before reporting confidence intervals.
It is important to ensure that the requirements of the central limit theorem is met in
order for a reported confidence interval to be valid. In particular, we are able to use the
T distribution table look up since we assume the sampling distribution of the mean to be
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normal. It is also shown by the theorem that for a sufficiently large sample size, the sampling
distribution of the mean approximates the normal distribution. Our job is then to determine
what is a large enough sample size.
Practically, to determine whether a sample size is large enough, we would experiment with
various sample sizes to obtain different sampling distribution. We can then perform statisti-
cal tests to check which sampling distribution starts to approximate the normal distribution.
When a large enough sample size induces a sampling distribution approximating the normal
distribution, it means that any sample size with at least that size meets the requirement.
The other requirement is that our data is i.i.d. We must show that each data point in
the sample is independent and is identically distributed. We describe how we meet these
requirements below.
First, each data point we use in our sample must be independent. Since mutations are
generated from instances, and instances are generated from patterns, there is a hierarchy in
our data. In particular, mutations in the same mutation group are related, and instances
that belong to the same pattern are also related. Only patterns are independent in our
model, and any data point in the sample should be at the pattern level. For this reason,
we treat patterns as a whole and sample data at the pattern level. Whatever instance and
mutation that belongs with a sampled pattern must be included as a whole. This is the
main reason that for each metric, we gather results at the pattern level before aggregating
all the patterns.
The second requirement for i.i.d. is that each data point must come from identical distri-
butions or in other words, the same population. This is important for reproducible results.
Researchers who wish to replicate our experiments should sample each data point from the
same population that we sample from. Not only does this mean they should use the same
pattern, instance, and mutation profiles, but they also need to ensure that they sample
data the same way as us. Suppose our experiment includes 200 patterns, with 2 instances
per pattern and 4 mutations per instance. Essentially, each data point in our population
are “patterns with 2 instances per pattern and 4 mutations per instance”. While any re-
search who wishes to reproduce our results may sample different number of patterns, the
instance per pattern and mutation per instance should match ours to meet this requirement
of computing confidence intervals.
Let us consider the top rank proportion metric as an example. To meet the i.i.d. require-
ment, each data point is measured at the pattern level, which is topproportionpattern . We aggregate
this data with the arithmetic mean to get the top rank proportion topproportion. In order
for us to report any results with the confidence interval, we need to check whether the
sampling distribution of topproportion approximates a normal distribution or not. We use a
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quantile-quantile (QQ) plot [69] to check this property. A QQ plot is a scatter plot that
plots the quantiles of two distributions against each other. In our case, we would like to see
how the sampling distribution of topproportion pairs up with the normal distribution. If the
data points approximate a straight diagonal line and gather around the middle, with some
outliers spread equally at both ends, then topproportion approximates a normal distribution.
Various variables affect the distribution normality of our metrics. This can be illustrated
through different QQ plots we have explored while determining the sample size for our
experiments. A typically sample size recommended by statisticians is 30 for the sampling
distribution to approximate normalilty. This can be seen in figure 4.1a, which shows the
sampling distribution for topproportion stability for ICC with sample size 30 and with loop
unroll as the method for generating mutations.
(a) Against topproportion for ICC where loop
unroll is used to generate mutations
(b) Against topproportion for PGI where loop
unroll is used to generate mutations
(c) Against rstability for ICC where loop un-
roll is used to generate mutations
(d) Against rstability for ICC where loop in-
terchange is used to generate mutations
Figure 4.1: QQ plots with a normal distribution X-axis for sample size 30
However, for PGI (figure 4.1b), the distribution is not normal, even for the same metric,
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same sample size, and same mutation generation process.
Even for ICC, with the same sample size and same mutation generation process, we can
have a sampling distribution that is not normal when we consider a different metric, as
shown in figure 4.1c.
Finally, the mutation generation process also affects the sampling distribution. Figure 4.1c
and figure 4.1d both show the QQ plot for the sampling distribution of the runtime stability
for ICC with sample size 30. The only difference is that figure 4.1d uses loop interchange
to generate mutations, resulting in a sampling distribution slightly more normal than using
loop unroll.
For this thesis, we determined that the sample must include at least 100 patterns for all
the compilers, all the transformations, and all the metrics to have a sampling distribution of
the metrics approximate a normal distribution. Our experiments included 200 patterns to
handle unexpected results that may cause the sampling distribution to deviate from normal.
It is important to check for normality when a compiler, a transformation, or a new metric
is added. Otherwise, reporting the confidence intervals may not include valid results.
4.3.5 Alternative Methods for Checking Normality
The QQ plot is a good visual indicator to check for the normality of a distribution. There
are other statistical checks that can be done quantitatively to measure how close a distri-
bution is to a normal distribution. These include, but are not limited to, the Kolmogorov-
Smirnov (KS) and Shapiro-Wilk tests [70]. We did not study these tests any further when
checking for normality. The QQ plots were analyzed by hand. In order to automate the
process of checking the normality requirements of any metric, any compiler, and any sample
size, we would likely need to incorporate these.
4.3.6 Reporting Confidence Intervals Without the Normality Assumption
The distribution we observe could be non-normal. This can be because of the data, the
metric, or both. It also could be that we do not have enough number of data points in
our sample. In this case, a method called bootstrapping [71] can be used. Originally, we
experimented with this method. After we were able to satisfy the data requirements for
normality, we did not pursue bootstrapping further.
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4.4 COMPILER EVALUATION: LOOP UNROLL
In this section we describe the first of three experiments studying compiler performance
with our test generation system. The generated sample in this study include 200 patterns,
with 2 instances per pattern, and 4 mutations per instance, totaling 1600 tests. The pattern
and instance profiles for this study are shown in the table 4.5a and 4.5b, respectively.
Property Value
Array {A(1), B(1), C(1), D(1), E(1)}
Coeff {a1, a2, a3}
Const {b1, b2, b3}
Data {f1, f2, f3}














Table 4.5: Profiles for loop unroll experiment
In this study, we use loop unroll to generate mutations. Loop unroll is a compiler trans-
formation that transforms the loop body so that it contains more than one iteration of the
original loop body, so that while the transformed loop body is larger, the loop has fewer
iterations. One of the benefits of loop unrolling is to reduce the number of times a loop test
needs to be performed. The unrolling factor is chosen randomly between 1 and 16, with 1
meaning not unrolling the loop at all. Loop unroll is always legal, as long as the number of
iterations is larger than the unroll factor. Therefore there are 16 possible mutations for each
instance. We make sure there are no duplicates in each mutation group.
Among all the patterns, 10 included tests that were excluded from our results. One of
the excluded patterns included a reduction. ICC and GCC both had cases where results
differed 2% from the median checksum, when our threshold is 1%. Another failed pattern
was due to an ICC internal error during compilation. This only happened to the mutation
that unrolled the loop 4 times. The other mutations of the same instance unrolled 5, 10,
and 15 times and there was no internal error during compilation. The rest of the excluded
patterns were caused because the checksum calculation overflowed, resulting in either inf or
-inf. The 190 remaining patterns were correct.
Stability results are shown in figure 4.2. The error bars represent 95% convidence intervals
for the metrics.
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Figure 4.2: Stability results for loop unroll study
In general, PGI was more stable than the other three compilers. ICC was the least stable,
and has a larger variation of runtimes and vector speedups as seen by the wider confidence
interval. Overall, GCC has higher stability than Clang.
Figures 4.4, 4.5, and 4.6, show the distribution of the scaled runtimes, vector speedups,
and cost model speedups. The green dots represent 90% of the data points, while the red
dots represent the 10% outliers.
For all of the compilers, the majority of data points have acceptable scaled runtimes,
vector speedups, and cost model speedups.
While the majority of tests have reasonable scaled runtimes, vector speedups, and cost
model speedups, the outliers are extreme. For example, the lowest scaled runtime for ICC
is x0.000005. For that instance, unrolling the loop with factor 2 was approximately 180,000
times faster than unrolling it with factor 5, while it was 600 times faster than unrolling it
with factor 3. The outlier code is shown in figure 4.3.
// output dependence only
for (int i1 ...) {
A[0 * i1 - 0] = ...;
B[0 * i1 + 13] = ...;
D[0 * i1 - 0] = ...;
}
Figure 4.3: ICC’s runtime stability outlier for unroll study
The code does not need to iterate through the whole iteration space of loop i1, since for
this instance, the coefficient of the loop index is zero, making all the array indices constant.
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The assembly output of the compiler indicates that, different unrolling factors prevented
ICC from removing deadcode caused by the repetitive assignment to the same locations and
resulted in code iterating through the loops.
Figures 4.7, 4.8, and 4.9 show the top and bottom rank, better rank, and peer speedup
metrics, respectively.
While ICC was one of the less stable compilers with regards to handling loop unroll,
it produced the fastest code most frequently and slowest code least frequently, as shown
in figure 4.7. PGI, on the other hand, while being the most stable, produces the slowest
code most of the time, as shown in the same figure. We hypothesize that when a compiler
produces fast code, small variations affect the stability more than when compared to slow
code. While GCC and Clang produce the fastest code with comparable frequency, Clang
produces slow code more often.
Next, figure 4.8 compares compilers in pairs. It is clear that ICC performs better than
the other compilers. When comparing GCC and Clang directly, Clang produces faster code
more often. Finally, PGI rarely produces faster code than other compilers.
Figure 4.9 shows the peer speedup for all compilers. Recall that peer speedup only takes
into account the case when a compiler is faster than another, thus always having values higher
than 1. The labels on the x-axis specify which pair of compilers are being measured. For
example, the label GCC/ICC shows the average speedup when ICC is faster. (To compute
this speedup, the runtime of GCC is divided by the runtime of ICC.)
Notice that some confidence interval bars are missing. Recall in Section 4.3.4 that for
our study, we need at least 100 data points in order to report a valid confidence interval.
Since the peer speedup metric only includes cases that one compiler is faster than another,
a compiler that performs worse most of the time would not have enough data points to form
a confidence interval.
Overall, one compiler on average does not have a speedup more than x2 when compared
to another compiler. ICC not only has the most top rank, but when it performs better than
other compilers, it also has a decent speedup, no less than x1.25 relative to the other three
compilers. The pair GCC and Clang are, again, comparable, with overlapping confidence
intervals. However, when Clang is faster, there is more variation in speedup as seen by the
wider confidence interval. PGI does not have enough data points for us to make claims
about the population of all tests. It can be only said that for this sample, when it performs
well, we see speedups up to more than x1.50.
Finally, figures 4.10, 4.11, 4.12, and 4.13 show the slowdown distribution of of compiler
pairs. We show the slowdown distribution, as opposed to the speedup distribution, since
slowdowns always have values between 0 and 1. This is consistent with other plots and
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Figure 4.4: Scaled runtime distribution of loop unroll study
Figure 4.5: Scaled vector speedup distribution of loop unroll study
Figure 4.6: Scaled cost model speedup distribution for loop unroll study
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Figure 4.7: Top and bottom rank proportions for loop unroll study
Figure 4.8: Better rank proportion for loop unroll study
Figure 4.9: Peer speedup for loop unroll study
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Figure 4.10: Clang’s slowdown distribution for unroll study
Figure 4.11: GCC’s slowdown distribution for unroll study
avoids scaling issues when the outliers are extreme. For example, for some tests, ICC’s
compiled program ran up to x740000 faster than PGI’s. When scaling this graph, it would
be difficult to see the distribution of data points if other distributions in the same plot have
a different scale. We do not throw away any information by showing only the slowdown,
since the slowdown is just a reciprocal of the speedup.
We must point out that for these figures, the red dots represent the bottom 10% of all the
slowdown and speedups, not just the slowdowns. This means that it is possible for a plot to
include only red dots if the compiler does well in the majority of the data points, and the
slowdowns only include outliers. An example of this is when GCC is compared to PGI in
figure 4.11. The plot includes only outliers, since the 90% majority of the data points are
speedups.
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Figure 4.12: ICC’s slowdown distribution for unroll study
Figure 4.13: PGI’s slowdown distribution for unroll study
Similarly to the stability metrics, outliers can be extreme, even for the best-performing
compiler as was observed above regarding ICC. For example, for one whole mutation group,
Clang had a speedup over ICC as high as x140000. When we looked at these extreme cases
further, we found that they are similar to the outlier for runtime stability (figure 4.3). In
particular, they contain computations that make repetitive changes to a fixed array element
and contain no reductions. The ability of different compilers to detect this behavior varies.
Other outliers exist that do not fall into this behavior, such as an outlier where GCC produces
code that is x3 faster than Clang. We did not study all of the outliers, which include the
bottom 10%, totaling 160 mutations for each metric.
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4.5 ON THE SPACE OF POSSIBLE PATTERNS
This section discusses the calculations for approximating the space to give the reader a
sense of the size of the space of possible patterns that can be generated from a pattern
profile.
Consider the pattern profile in Table 4.5a. There are 3 assignments. The left hand side
of the assignment must be an array. There are 5 choices, totaling 53 = 125 ways to fill the
left hand sides.
On the right hand side there are 4 operations. Since all operators are binary, there are 5
operands. An operand can be either an array or data, so there are 5 + 3 = 8 choices. For 3
assignments and 5 operands each, there are 8(5∗3) ≈ 3.5e13 ways to fill in the operands on
the right hand side.
For each array dimension, we have an affine function of the loop variable. Since for the
pattern profile from Table 4.5a, we generate singly loop nests, only one loop variable will be
present. For each affine index, there are 3 possible coefficients and 3 possible constant terms,
totaling 3 ∗ 3 = 9 possible affine indices. For the left hand side of 3 statements, there are 3
indices to generate, totaling 93 = 729 possible ways to generate all the left hand sides. There
are 3 loop variables to choose from, but note that we would only pick one loop variable for
this pattern profile and no matter which loop variable we pick, the resulting pattern would
be equivalent.
On the right hand side of the 3 statements, there are expected to be 5/8 ∗ (5 ∗ 3) ≈ 9
operands that are array accesses (as opposed to literals), totaling 99 ≈ 3.8e8 indices to
generate.
For the right hand side of each assignment, we form an expression from operator nodes.
There are 4 operations, resulting in 5 possible binary trees [72]. Since there are 3 operators
to choose from, for each binary tree, there are 34 = 81 ways to fill the operator nodes. For
each statement, there are 81 ∗ 5 = 405 ways to form an expression. For 3 statements, there
are 4053 ≈ 6.6e7 possible ways to create binary trees consisting 4 operations.
When putting everything together, we can approximate the upper bound of the space.
The total space is 125 ∗ 3.5e13 ∗ 729 ∗ 3.8e8 ∗ 6.6e7 ≈ 8e34. This is the approximate upper
bound of the space, since many of the patterns are considered equivalent. For example, if
the only coefficient appearing in the pattern is a1, then swapping all occurrences of a1 with
a2 is still considered the same pattern and the total space would reduce in size if we take
this into account.
This calculation is to give the reader a sense of the immense size of the space, making
it virtually impossible to exhaustively explore the whole space even for small patterns with
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restrictions on its structure. Randomly generating patterns from this space and using sta-
tistical methods, as described further in Section 4.3, is a more effective method for inferring
overall performance of compilers.
4.6 INTERPRETING THE RESULTS
Before we move on to our next study, we believe it is important to emphasize the meaning
of any results we report. Whatever we report, it is specific for the given population and is
statistically qualified as 95% confident.
For instance, when we say that the 95% confidence interval of topproportion(icc) is [65,
75], we are claiming that for tests that are drawn from the population of all tests generated
through the pattern profile, instance profile, and mutation profile, we are 95% confident that
ICC performs better than PGI, Clang, and GCC about 65-75% of the time (as indicated by
the confidence interval bar in figure 4.7). Furthermore, we are only claiming these results
for the hardware we use, the compiler versions, and the compiler flags that we described.
This may sound restrictive, but this is an improvement over reporting results on a fixed
set of tests. The pattern, instance, and mutation profiles describes a population of tests that
cover much more ground while the statistical methods helps keep our results valid across
experiments.
Another important point is that we are reporting the confidence interval for each metric
and compiler separately. For example, we claim a 95% confidence interval for rstability(icc)
and also a 95% confidence interval for cmstability(clang), we are not claiming that we are 95%
confident that both of these values will fall under the two intervals concurrently. The chance
of both falling under the reported intervals concurrently is 95 × 95 = 90.25% and shrinks
exponentially with each metric and compiler added. In our reports, we are claiming we are
95% confident for these intervals when considering each metric and compiler independently.
4.7 COMPILER EVALUATION: LOOP INTERCHANGE
Our second study was loop interchange. Loop interchange permutes the ordering of a loop
nest. An example benefit of loop interchange is increased data locality, especially when after
the interchange, the innermost loop iterates over the innermost dimension of an array used
in the computation. Loop interchange is not always valid. For it to be valid, it must not
reverse any of the data dependences.
We generated 200 patterns, with 2 instances per pattern and 4 mutations per instance,
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totaling 1600 tests. Our pattern and instance profiles are shown in Tables 4.6a and 4.6b,
respectively.
Property Value
Array {A(3), B(3), C(3), D(3), E(3)}
Coeff {a1, a2, a3}
ZeroCoeff {z}
Const {b1, b2, b3}
Data {f1, f2, f3}















Table 4.6: Profiles for loop interchange experiment
When compared to the loop unroll study, this study increases the loop depth and array
dimensions to 3, but decreases the number of statements inside the loop to 2 and number of
operations on the right hand side to 1. This improves the chances of generating a pattern
whose loop can be interchanged. The loop bounds have also decreased since the loop depth
is now 3. Otherwise tests may run for too long. Since the loop depth is 3, there are 3! = 6
possible ways to interchange the loop. There is a high chance that an interesting case will
appear when we generate 4 mutations per instance.
When generating each mutation, the transformer ramdomly picks one loop nest permuta-
tion from all possible permutations of the loop. If a permutation is invalid, meaning that it
is illegal to interchange loops to reach that permutation, the transformer tries again until a
valid permutation is found. There will always be at least one valid permutation which is the
original permutation. Duplicate mutations are allowed. They can either inflate or deflate
the stability results if the majority of mutations are fast or slow, respectively, but we believe
that the inflation and deflation would have equal chances of happening and would cancel out
for a large number of patterns. Additionally, keeping the structure of the patterns constant
for all data points, by enforcing all patterns to have the same number of instances and all
instances to have the same number of mutations, increases the reliability of our statistical
measurements. However, if a mutation group consists of only duplicates, we discard that
mutation group since its stability will be 1 and will only inflate the stability metrics.
No compiler had incorrectness bugs for this study.
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Figure 4.14: Stability results for loop interchange study
The stability results are shown in figure 4.14. For this study, ICC outperformed other
compilers in runtime stability. All compilers had high vector speedup and cost model sta-
bility..
Figures 4.15, 4.16, and 4.17 show the distribution of runtimes, vector speedups, and cost
model speedups, respectively.
While ICC performed the best, extreme outliers still existed. A superficial inspection at
the assembly of the slowest and fastest mutations show that the slower mutation used vector
instructions heavily and seemed to be unrolling some loops, while the faster mutation used
simple scalar instructions with no loop unrolling. The performance gain of interchanging
with the correct permutation outperformed vectorization in this case. In many cases, the
compiler made drastically different decisions for different loop ordering.
Figures 4.18 and 4.19 show the top/bottom and better rank proportions, respectively.
Overall ICC performs better than other compilers. Compilers GCC and Clang have compa-
rable performance, indicated by a large gap between GCC and Clang in figure 4.19. PGI is
the least performant in this study.
When looking closer at the speedups in figure 4.20, when ICC performs well, it performs
extremely well, resulting in speedups at least 4x and up to 6x. None of the other compilers
had enough data points for speedups against ICC. Clang not only had a higher proportion of
tests that were faster than GCC, its average speedup is also better. Finally, both GCC and
Clang had higher proportions of faster tests than PGI and their speedups were significant,
up to x2 and x3 for GCC and Clang, respectively.
The distributions of peer speedups are shown in figures 4.21, 4.22, 4.23, and 4.24.
While PGI overall performed the worst, there are still extreme outliers that perform better
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Figure 4.15: Scaled runtime distribution of loop interchange study
Figure 4.16: Scaled vector speedup distribution of loop interchange study
Figure 4.17: Scaled cost model distribution of loop interchange study
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Figure 4.18: Top and bottom rank proportions for loop interchange study
Figure 4.19: Better rank proportions for loop unroll study
Figure 4.20: Peer speedup for loop interchange study
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Figure 4.21: Clang’s slowdown distribution for interchange study
Figure 4.22: GCC’s slowdown distribution for interchange study
Figure 4.23: ICC’s slowdown distribution for interchange study
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Figure 4.24: PGI’s slowdown distribution for interchange study
than ICC. An example is shown in figure 4.25.
// only output dependences to the same statements
for (int i2 = 134; i2 <= 292; i2+=1) {
for (int i3 = 164; i3 <= 234; i3+=1) {
for (int i1 = 190; i1 <= 225; i1+=1) {
A[1 * i3 + 1][1 * i3 + 7][2 * i2 - 1] = ...




Figure 4.25: Example ourlier where PGI performs much better than ICC
The loop variable i1 is never used in the array subscripts. A quick inspection on the
assembly code shows that PGI has two jump instructions, while ICC has three. This shows
that, ICC was not able to optimize away loop i1, while PGI did.
4.8 COMPILER EVALUATION: LOOP UNROLL AND JAM
Our third study was loop unroll and jam. Unroll and jam can be viewed as unrolling the
outer loop nests, while only spelling out the innermost loop body. We generated 200 patterns,
with 2 instance per patterns and 4 mutations per instance. Our pattern and instance profiles
are the same as the profiles for the loop interchange study (Tables 4.6a and 4.6b).
The transformation picks one of the (two) outer loops randomly and unrolls it between 1
and 16 times. There are 32 possible mutations per instance. As in the the loop interchange
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Figure 4.26: Stability results for loop unroll-and-jam study
study, duplicates are allowed as long as not all 4 mutations of the same mutation group
are duplicates. However, they are less likely to happen in this study because of the larger
number of choices.
One pattern was excluded from the study since ICC encountered a SEGFAULT while
compiling one test for all the compilation modes. The other mutations in the same mutation
group compiled without any problem. The problematic mutation unrolled-and-jammed the
outermost loop 13 times. The other mutations included unrolling-and-jamming the outer-
most loop 7 and 16 times and the middle loop 12 times.
For this study, PGI was the most stable, GCC and Clang were comparable, and ICC was
the least stable, as seen in Figure 4.26.
Figures 4.27, 4.28, and 4.29 all show the presence of extreme outliers, especially for ICC. An
extreme outlier for ICC includes a case where the version with an unrolled middle loop (with
factor 13) was x150 faster than the version with no unrolling. We looked at the assembly
code, and found that the mutation with unrolled-and-jammed mutation had better reuse of
registers.
The top/bottom, and better rank proportions are shown in Figures 4.30 and 4.31. ICC
had the best performance, Clang performed slightly better than Clang, and PGI performed
the worst.
The average speedup and distributions are shown in Figures 4.32, 4.33, 4.34, 4.35, and 4.36.
ICC still performs better than all other compilers, but not as well compared to its perfor-
mance in the loop interchange study. Clang performed quite well against other compilers
except ICC.
66
Figure 4.27: Scaled runtime distribution of loop unroll-and-jam study
Figure 4.28: Scaled vector speedup distribution of loop unroll-and-jam study
Figure 4.29: Scaled cost model distribution of loop unroll-and-jam study
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Figure 4.30: Top and bottom rank proportions for loop unroll-and-jam study
Figure 4.31: Better rank proportions for loop unroll-and-jam study
Figure 4.32: Peer speedup for loop unroll-and-jam study
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Figure 4.33: Clang’s slowdown distribution for loop unroll-and-jam study
Figure 4.34: GCC’s slowdown distribution for loop unroll-and-jam study
Figure 4.35: ICC’s slowdown distribution for loop unroll-and-jam study
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Figure 4.36: PGI’s slowdown distribution for unroll-and-jam study
4.9 REPRODUCIBILITY OF EXPERIMENTS
We have emphasized the importance of reproducibility and we went on great lengths to
detail the methodology used in order to achieve reliable statistical results.
In this section we show that our experiments are reproducible. We re-ran the unroll, inter-
change, and unroll-and-jam experiments four more times, totally five runs per experiment,
each with newly generated patterns, instances, and mutations.
The random sampling was controlled as we discussed in section 4.3. In particular, the new
random tests are generated from the same pattern, instance, and mutation profiles we used
in the original experiments. The number of patterns, instances per patterns, and mutations
per instances were also controlled to be the same in order to replicate the original data
sampling.
For all the studies, all the metrics, and all the compilers, the confidence intervals had
narrow ranges, in many cases much less than 0.1, with high overlap. This means it is highly
likely that somebody who reproduces our experiments will also get similar narrow intervals
and they will likely also overlap, since 95% of them would cover the true attribute of the
population.
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CHAPTER 5: THE REPRESENTATIVENESS OF SYNTHETIC
PROGRAMS
Through random sampling, we are able to estimate properties, such as the mean, of a
population through a sample. All of our metrics are mean-based since they are all the mean
of some measurement. Therefore, we can use statistical methods to infer the metrics of
the a population of programs from a random sample of that population. However, there
is no guarantee that the programs defined by the pattern, instance, and mutation profiles
represent real-world applications. The evaluation results would be more useful to compiler
developers if evaluating compilers on synthetic programs yield similar results as evaluating
them on real-world programs.
In this section, we discuss the comparison between synthetic and real-world programs. In
particular, we use statistical methods to measure the similarities between the two popula-
tions. Note that results may differ depending on the compiler, the metric, and the population
of generated programs. For example, we found that, for GCC, programs generated through
loop unrolling have the same runtime stability as real-world programs. On the other hand,
for Clang, it is not the case for the same experiment. The reader should be aware that any
results discussed in this section are only specific to the compiler, metric, and population we
describe. We do not claim anything beyond the described context for each experiment.
The experiments conducted in this chapter are less rigorous that those in Chapter 4.
However, we believe that they provide a good starting point and equip interested readers
with the methodologies for studying the similarities (or differences) between two populations
of programs.
5.1 EXPERIMENT SETUP
We need a set of programs representing real-world programs. For this purpose we sample
programs from LORE [9]. As described in Chapter 2, LORE is a collection of various bench-
marks gathered from multiple domains. The programs from this loop repository represent
real-world programs.
With the follow up study on compiler stability [6], the repository also includes mutations
of the original loops. Mutations are generated through loop interchange, tiling, unrolling,
unroll-and-jam, distribution, and their combinations.
Our experiment focuses on evaluating how well compilers handle loop unroll. Loop unroll
is almost always legal, as long as the unroll factor is less than the iteration count. Because of
this, no matter what loop we sample from LORE, there will almost always be mutations that
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are generated through unrolling. Since the loops in LORE are in C, our test generator which
relies on an internal representation could not directly mutate the loops. For this reason, we
rely on LORE having these mutations available.
We had to modify the C programs in LORE slightly for our experiments, namely to
use clock gettime and CLOCK MONOTONIC to measure runtimes so that it matches the way
we measure runtimes in our experiments (Section 4.1.7). LORE’s runtime measurement
method is based on RDTSC. Since the C programs in LORE follow a simple template and
have predictable code structures, we were able to use simple string replacement with the
linux command line tool sed to carry out this modification.
Another difference between the programs in LORE and ours is in the way data is initialized.
In our approach, we initialize data by randomly assigning values between 0 and 1 to all array
elements (Section 4.1.4). On the other hand, LORE directly loads the initial content of the
variables onto a specific address on the heap. Doing so requires disabling address space
layout randomization [73] and setting compiler flags to disable the generation of position-
independent code. We set these extra system and compiler options when measuring the
runtimes of LORE programs, but not for the synthesized programs.
We use three compilers, namely ICC, GCC, and Clang, in this experiment. PGI had issues
compiling the LORE programs, and we did not investigate these issues further. The versions
and flags are the same as described in Section 4.1. When compiling loops from LORE, an
additional flag was needed to disable position-independent code. The additional compiler





Table 5.1: Disabling position-independent code for each compiler
Loops sampled from LORE may use C features that are not supported by our pattern
language. In particular, they include data structure field accesses, pointer arithmetic, if-else
statements, and are not limited by single-precision floating point types.
We extracted a sample of 200 loops from LORE. The unroll factors used for the mutations
are limited by what is available in LORE. All loops have at most 4 mutations that are
generated from unrolling. Those mutations include the original version of the loop before
unrolling and three additional unrolled mutations with factors 2, 4, and 8. We also observed
some loops with less than four mutations. The correctness testing for the loops in LORE
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follow a similar process as ours. For each program, the checksums of all output variables
are calculated. We then check whether equivalent programs have equal checksums or not.
After filtering out loops that do not have 4 mutations and loops with incorrect checksums,
we had 181 loops remaining.
We tried to match the collection of code selected from LORE, but from the population
of generated programs. We generate 200 patterns, 1 instance per pattern, and 4 mutations
per instance. The pattern and instance profiles we use are the same as described in Sec-
tion 4.4. As for the mutation profile, we always include the original loop and generate three
additional unrolled versions of the loop with unroll factors randomized uniformly from the
interval [2, 16]. This is slightly different from the other experiment in Section 4.4, where we
completely randomize the 4 unroll factors. Out of 200 patterns, ICC had an internal error
while compiling 1 mutation, so we removed the pattern. Some mutations had overflows while
calculating the checksum, and we excluded them just like in Section 4.4. After removing
these problematic patterns, we had 187 patterns remaining.
5.2 COMPARING TWO POPULATIONS
We use two approaches, namely statistical methods and visual comparison, when com-
paring the populations of synthetic programs and real-world programs. Statistical methods
are quantitative and can be automated if needed. On the other hand, visual comparison
may give the reader a broader picture and more insight into the data. We discuss both
approaches below.
5.2.1 Statistical Methods
When comparing two populations, we have several choices. For our experiments, we
compared their means, their medians, the cumulative distribution function (CDF), and the
probability density function (PDF). We employ statistical methods to test whether the mean,
the median, and the CDF of the two populations are the same or not.
The statistical tests were chosen based on simplicity of implementation as long as our data
meets the assumptions of those tests. All of the statistical tests being used are available in
Python libraries. There may be other more appropriate tests available. We did not explore
any of them. However, we believe that this chapter serves as a good starting point for readers
who are curious about the methodologies that may be used to compare two populations and
hope to answer similar questions as ours.
To compare the mean of two populations, we use Welch’s t-test [74]. The requirement for
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this test is that the two populations have normal distributions. We check these assumptions
using the QQ plot as described in Section 4.3. We implement the test using Python’s Scipy
library function scipy.stats.ttest ind. Welch’s t-test hypothesizes that the mean of the
two populations are the same. The test calculates a p-value, which signifies the probability
of the two populations being different by random chance. A high p-value indicates that any
difference in the mean of the two populations is highly likely from random noise and not
the data itself. Therefore a high p-value indicates that the means can be assumed to be the
same. Typically, a p-value higher than 0.05 indicates statistical significance.
To avoid the effect that outliers may have on the mean, we also compare the median of
two populations. To compare the median of the two populations, we use Mood’s median
test [75]. The hypothesis of this test is that the median of two populations are identical.
This test has no requirements on the distribution of data. This test is available through
Python’s Scipy library function scipy.stats.median test. We hope for a high p-value
which signifies that there is no evidence in the data indicating that the medians of the two
populations are different.
Finally, we also compare the two populations as a whole by comparing their CDFs. We
use the two-sample Kolmogorov-Smirnov (KS) test [75]. The hypothesis of this test is that
the two samples are drawn from the same population. This test has no requirements on
the distribution of data. This test is available through Python’s Scipy library function
scipy.stats.ks 2samp. Again, we hope for a high p-value signifying that there is no evi-
dence indicating the two samples are drawn from different populations.
5.2.2 Visual Comparison
While statistical methods help quantify the similarities or differences between two pop-
ulations, they result in a single number. This may not be useful for practical purposes,
especially when the statistical results indicate that the mean, median, or CDF of the two
populations are different. Although they may be statistically different, they may still show
enough similarity to allow us to conclude that the two experiments do not produce divergent
results. For example, even if we find that the runtime stability of generated programs are
different from real-world programs, they may only be slightly different, and it would still
be practical to use generated programs for the task of providing a high-level evaluation of
compilers. To understand the results better, we also visually plot the CDFs and PDFs of
the samples in order to see the overall similarities between the two populations.
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5.3 RUNTIME STABILITY
We compare the population of generated programs against the population of LORE loops
by comparing the mean, the median, and the distribution of their pattern-level runtime
stability rstabilitypattern (defined in Section 4.2.3 Equation 4.7).
The p-values of Welch’s test, Mood’s test, and the KS test are shown in Table 5.2.
Compiler Welch’s test (mean) Mood’s test (median) KS test (CDF)
Clang 0.0005 0.0003 < 0.0001
ICC 0.68 0.40 0.22
GCC 0.12 0.14 0.08
Table 5.2: The p-values for various statistical tests
For Clang, there is enough evidence in the sample data to suggest that the mean, median,
and distribution of the two populations are statistically different. For ICC and GCC, all
p-values are above 0.05, which indicates that there is no evidence in the sample data that
suggests that the mean, median, or distribution of both populations are different. In other
words, for the purpose of measuring the overall runtime stability of ICC and GCC for
handling loop unroll, we may potentially use generated loops and get statistically identical
results as using real-world loops. We must note that this similarity only applies to the
population described above in Section 5.1. Another caveat is that we have not repeated this
experiment multiple times to be more confident about these claims.
Visual representations of the distributions are shown in Figures 5.1, 5.2, 5.3, 5.4, 5.5,
and 5.6. We observe that the CDFs of both populations have similarities, and the PDFs
have large overlapping. For Clang, even though the statistical tests suggest that the two
populations are different, when looking at the figures, we believe that there is good similarity.
5.4 PEER SPEEDUP
Similarly, we can use the same methodology to compare the population of generated
programs and real-world programs on a different metric. For this experiment, we compare
the mean, the median, and the distribution of their pattern-level peer speedup psallpattern,
defined as follows.
psallinstance(c1, c2, p, i) = geomean({ps(c1, c2, p, i,m) | m ∈M(i)}) (5.1)
psallpattern(c1, c2, p, i) = geomean({psallinstance(c1, c2, p, i) | i ∈ I(p)}) (5.2)
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Figure 5.1: CDF of Clang runtime stability
Figure 5.2: PDF of Clang runtime stability
Figure 5.3: CDF of ICC runtime stability
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Figure 5.4: PDF of ICC runtime stability
Figure 5.5: CDF of GCC runtime stability
Figure 5.6: PDF of GCC runtime stability
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Where ps is the mutation-level peer speedup defined in Section 4.2.10 Equation 4.42.
Note that this is a slightly different definition of the pattern-level peer speedup pspattern
defined in Section 4.2.10 Equation 4.45. In the previous definition, we only included speedups
above 1.05x in order to understand the magnitude of speedups when one compiler performs
better than another. Here we include all speedups in order to see the overall distribution.
The results of the statistical tests are shown in Table 5.3.
Speedup Welch’s test (mean) Mood’s test (median) KS test (CDF)
ICC over GCC 0.0009 < 0.0001 < 0.0001
ICC over Clang 0.28 < 0.0001 0.0003
GCC over Clang 0.007 0.09 0.0005
Table 5.3: The p-values for various statistical tests
For this experiment, almost all of the attributes being compared were different for all
compiler pairs. From the sample data, only the mean of the speedups of ICC over Clang
and the median of the speedups of GCC over Clang were considered not different. However,
upon visual inspection of the CDF and PDF plots (Figures 5.7, 5.8, 5.9, 5.10, 5.11, and 5.12),
we believe that generated loops and synthetic loops are still similar enough for practical
purposes.
The methodologies in this section could be used to compare other populations. This is
another area with many open research questions. Although our experiments only scratched
the surface of answering deeper questions on the comparison between real and synthetic
programs, we believe that the methodologies presented open up many possibilities for further
studies.
Figure 5.7: CDF of GCC speedup over Clang
78
Figure 5.8: PDF of GCC speedup over Clang
Figure 5.9: CDF of ICC speedup over Clang
Figure 5.10: PDF of ICC speedup over Clang
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Figure 5.11: CDF of ICC speedup over GCC
Figure 5.12: PDF of ICC speedup over GCC
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CHAPTER 6: TESTING FOR CORRECTNESS
While conducting the experiments in Chapters 4 and 5, we observed a small number of tests
that caused compilers to crash. Although the focus of our work is testing for performance,
we could potentially use our system to generate tests for correctness. This chapter discusses
possible directions to use our system for correctness testing.
In Chapter 2, we discussed related work on correctness testing of compilers in detail. The
main differences in each of the approaches are how they generate programs, how they mutate
programs, and how they test the compilers. We summarize each approach, including ours,
in Table 6.1.
Approach Mutation generation Type of testing
CSmith [2] Grammar-based N/A Differential
Orion [41] Mutation-based Delete statements in deadcode regions Metamorphic
Athena [42] Mutation-based Delete & insert statements in deadcode Metamorphic
regions
Hermes [43] Mutation-based Insert statements and undo them later Metamorphic
in livecode regions
Our work Grammar & Use semantic-preserving transformations Differential &
mutation-based metamorphic
Table 6.1: Different approaches of testing compilers for correctness
In the grammar-based approach, tests are generated based on the grammar (or its sub-
set) of the programming language being used. In the mutation-based approach, tests are
generated by mutating existing code. The main distinction in our approach is using semantic-
preserving compiler transformations to generate mutations.
In our experiments, we used simple patterns such as singly loop nests with three state-
ments. Our transformations were also simple ones, such as unrolling randomly between 1
and 16 times. Even with simple programs, we ran into two unexpected correctness errors.
We believe that with more complicated programs and additional transformations, we will be
able to uncover more correctness bugs.
We can make programs more complicated by using more features of the language. Our
intermediate representation already supports various operations that were not used in our
experiments. We can also add support for other types other than single-precision floating
points. Compilers may generate machine code much differently when faced with double-
precision floating points, integers, or a mixture of types.
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Additionally, we believe that more mutations and their combinations will also lead to
programs that trigger more correctness bugs. So far, we have not studied source-level trans-
formations that are not related to loop shapes such as induction variable introduction, scalar
expansion, or node splitting. Once we have more transformations, it is also possible to study
the effect of transformation chains typically performed in compilers.
While we have not performed any of the aforementioned experiments, the system is already
able to support many of them as-is. A more comprehensive experiment needs to be designed
and carried out. Detecting correctness bugs may also require a larger number of tests than
performance bugs to increase the probability or reaching unexpected corner cases. However,
one advantage of testing for correctness over testing for performance is that the correctness
tests are not affected by system noise and may be run in parallel on shared memory hardware.
Even though previous studies have reported numerous bugs which have now been fixed,
we believe their mutation strategies, such as adding code in dead regions or inserting code
that is undone later in live regions, stress different parts of the compiler than our approach.
We believe that our work would complement previous studies by exploring bugs related, but
not limited, to loop optimization phases and operations on arrays.
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CHAPTER 7: CONCLUSIONS
This dissertation sets out to show that random test generation is an effective approach in
evaluating compilers when compiling for performance. We presented an infrastructure for
carrying out experiments that support this thesis.
There has been a lot of studies on evaluating the correctness of compilers either through
formal semantics or testing. However, approaches on evaluating the performance of compilers
have not been as well-explored.
One of the main reasons is the vague definition the performance headroom of a program.
We define performance to be the ability of compilers to undo source-level transformations
that may slow down the execution times of resulting programs. Compilers should compile
equivalent programs so that their binaries have the same execution time. If their execution
times are different, we know that the compiler can at least produce code that runs as fast as
the best-performing program in that set of equivalent programs. Additionally, when different
compilers compile the same program and have different execution times, we know that it is
possible for that program to run as fast as that compiled by the best-performing compiler
on the target machine.
We defined several metrics to quantify performance. These metrics include stability met-
rics and peer comparison metrics. The stability metrics require sets of equivalent programs
to be evaluated using a fixed compiler. The peer comparison metrics require a fixed program
to be measured across different compilers.
We generate tests using a 3-stage process. First, we generate patterns which are program
skeletons with constant variables. This stage allows us to explore the space of a diverse set
of programs. Next, we generate instances from patterns by replacing constant variables with
literals. This stage allows us to explore the space of different sizes of the same problem.
Finally, we generate mutations which are instances that are transformed through semantic-
preserving program transformations typically carried out by compilers. This stage allows us
to generate equivalent sets of programs.
We carried out studies that evaluate compilers on how well they handle different types
of source-level transformations including loop unroll, loop interchange, and loop unroll-
and-jam. PGI and GCC were the most stable when handling loop unroll. ICC was the
most stable when handling loop interchange. PGI was the most stable when handling loop
unroll-and-jam. ICC performed well in peer comparison for all experiments, seeing average
speedups up to x6 over other compilers. For all experiments, all compilers had extreme
outliers. For example, even ICC, which performed the best overall, had an ourlier with a
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x180000 slowdown after unrolling a loop.
Reproducibility of experiments is of great importance. We described our experiment
setup in detail, including, but not limited to, how we initialize random seeds, the compiler
versions and flags, how we measure performance, and the population we are sampling from.
In addition, we described how to satisfy the data and sampling requirements of, how to use,
and how to interpret statistical methods that we use, namely the confidence interval. We
repeated our experiments and found all of them to be reproducible.
While randomly generated tests are effective in detecting performance issues in compilers,
they might not be useful if the generated tests do not represent real-world programs. We
conducted another experiment that aims to quantify how representative are the generated
loops. We compared generated loops against loops sampled from the LORE loop repository,
which includes benchmarks drawn from real-world programs. We evaluated ICC, GCC, and
Clang on how well they handle loop unroll. The metrics we used were runtime stability and
peer speedup. We found that for runtime stability, generated loops give similar evaluation
results to real-world loops for ICC and GCC, but not Clang. For peer speedup, we found
that generated loops did not yield similar evaluation results for any of the compiler pairs.
However, when visually inspecting the distribution of these metrics, we believe that the
observed differences are acceptable for practical purposes. A more rigorous experiment is
required to understand the similarities and differences further. Regardless, we believe the
proposed methodology is useful to other researchers.
Finally, we discussed how the test generation infrastructure can also be used to test com-
pilers for correctness. In our experiments, we observe a few miscompilations. We believe
that more transformations and the combination of multiple transformations will be able to
test compilers more thoroughly and possibly trigger more correctness bugs. Using compiler
transformations would be a novel approach to generating mutations compared to previous
studies in the literature on testing compiler correctness.
In summary, random test generation is indeed effective in studying and evaluating com-
pilers on the performance of their compiled programs, and we can achieve reproducibility of
results by ensuring that the requirements of any statistical methods we use are met.
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