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Abstract. The study of S-box properties relations is an interesting
problem. In this work we develop and apply a local search method to
create trajectories over S-box space. These trajectories shows the exis-
tence of an strong linear correlation between confusion coefficient vari-
ance, Transparency Order, Modified Transparency Order and Revised
Transparency Order, under the Hamming Weight model. When the val-
ues of Confusion Coefficient Variance increases then the values of Trans-
parency Order, the values of Modified Transparency Order beta zero,
and the values of Revised Transparency Order beta zero, decreases, re-
flecting the same theoretical resistance against to Side-Channel Attacks
by power consumption. As far as we know, it is the first time that Local
Search trajectories are used to discover relations between cryptography
properties.
Keywords: Local Search · Confusion Coefficient Variance · Transparency
Order · Modified Transparency Order · Revised Transparency Order
1 Introduction
Computer devices share information concerned to humans while they are inter-
connected: hosting or requesting data. This interchange of data is protected by
symmetric cryptography [1] and in particular by block ciphers, who has the func-
tion of ensure security and integrity of the data by encryption and decryption
process using a key [18,17].
In block ciphers design one of the main aspect is the substitution box def-
inition (S-box): vectorial boolean functions that provide good confusion in the
encryption (decryption) process [2]. This can be seen as two big problems:
– How the S-box is defined.
– How the S-box ensure good resistance against an attack.
Concerning to the first problem, there are there main approaches:
1. Algebraic construction.
? We want to acknowledge Stjepan Picek (picek.stjepan@gmail.com) for his suport.
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2. Heuristic search or generation -including random generation-.
3. Mixed methods: combination of 1. and 2.
Algebraic construction was the first approach used to define S-boxes because
the most known attacks in the literature: linear and differential attacks [2], uses
an algebraic point of view. The S-box of the Advanced Encryption Standard
cipher (AES), is an example of an S-box obtained by algebraic construction [13].
This S-box has a high Non-Linearity (NL) [3], one of the properties requires
against linear attack [2].
The second approach, heuristic search or generation, were included into both:
design and cryptanalysis process, to make them more automatic. Initially the
search methods were applied over the boolean functions 3 space [5,6], with the
same objective of increase the Non-Linearity value. But recently meta-heuristics
has been used to obtain strong S-boxes, in particular, the evolutionary compu-
tation methods [14,19].
The mix approach is the less study approach of the three. One example can be
seen at [7], where the mix method create some 4-bit cryptographic components
by random generation and then apply an algebraic construction to obtain 8-bit
S-boxes with high Non-Linearity.
Concerning to the second big problem, this work focuses on the theoretical
resistance of an S-box against Side-Channels Attacks by Power Consumption
(SCA), the strongest attack presented in the actual literature. Some S-box prop-
erties measures this theoretical resistance and a fundamental line of research is
to discover the relations between those properties.
This line of research is interesting and important because the properties
intent to reflect the same resistance in different ways. The deductions of the
properties starts from the SCA scheme with more or less generalization, some-
times under a particular leakage model of power consumption, sometimes using
an specific statistical distinguisher.
One of the main properties to measure the theoretical resistance against to
SCA was defined by Prouff in [16], it is known as the Transparency Order (TO)
and it appeared using the Hamming Distance model of power consumption and
the difference of means as the statistical distinguisher. Chakraborty et al. in
[4] shows that the assumptions taking to deduce the Transparency Order were
not ideal and the property only reflects the theoretical resistance under the
Hamming Weight model of power consumption. In the same paper, the authors
proposes some modifications and defines a new property: Modified Transparency
Order (MTO), following a similar deduction to measure the resistance against to
SCA under the Hamming Distance model. Lower MTO values represents better
resistance.
Later in [12], Huizhong et al. revisit the definitions of both: TO and MTO,
providing a Revised Transparency Order definition (RTO) with a little concep-
tual difference with MTO. The difference remain in a mathematical aspect of
statistical assumptions.
3 A boolean function [18] can be considered as a particular kind of S-box with an
input of n bits and an output of 1 bit
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In a second line, Fei et al. in [10] presents the Confusion Coefficient (CC)
framework as a metric to measure the resistance against to Side-Channel At-
tacks, not only for this type of power consumption. This framework starts from
a generalization and depends on two guessing key and a leakage function, mea-
suring the probability that the leakages are different. Later, Picek et al. in [15]
presents the Confusion Coefficient under the Hamming Weight model against
SCA, known as Confusion Coefficient Variance (CCV). Higher CCV values rep-
resents better resistance.
The notion of Transparency Order (Modified Transparency Order, Revised
Transparency Order) and the notion of Confusion Coefficient Variance seems
to share similarities. According to the different lines of properties deductions,
it is difficult to realize a comparison analysis between the two approaches.
Chakraborty et al. in [4] refers that this will be a promising subject for research.
Lerman et al. in [11] makes a comparison between the Confusion Coefficient
Variance and the Modified Transparency Order. The authors take into account
both the Modified Transparency Order maximum value that measure the re-
sistance under the Hamming Distance model and the Modified Transparency
Order beta zero value (MTO-beta-zero) that measure the resistance under the
Hamming Weight model. Only few S-boxes was used to realize the comparison
and they concluded that the properties wasn’t related at all.
In this work we show three new comparisons, the first one between CCV
and TO, the second one between CCV and MTO-beta-zero, and the third one
between CCV and RTO-beta-zero. These comparisons goes in the form of a
properties correlations.
For reveal the correlations we use the trajectories created by a Local Search
method when it is applying over the S-box space. Local Search method is a
meta-heuristic used to solve optimization problems. As we mention before, some
meta-heuristics methods has been used to obtain S-boxes with high Confusion
Coefficient Variance values or low Modified Transparency Order values, but those
optimization process discard any S-boxes created in the intermediate steps, which
could be used to realize data analysis at short or large scale.
In our results, as far as we know, is the first time that Local Search trajecto-
ries are used for an study of cryptography properties. Our goal is not to obtain
S-boxes with good properties values but to offer a novel methodology for the
cryptography research field.
1.1 Preliminaries
Symmetric cryptography The general scheme of a symmetric cryptography
works as follow: Given a key K, a plain-text X, an encrypt function E and a
decryption function D; the cipher-text X ′ can be created as X ′ = E(X,K) and
the plain-text will be recovered as X = D(X ′,K).
S-boxes forms part of the encryption process E and/or the decryption process
D.
Definition 1. An NxM S-box is a vector boolean function F : {0, 1}n → {0, 1}m.
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Side-Channel Analysis by Power Consumption In the encryption (de-
cryption) process on a computer device given N known plain-texts (cipher-texts)
X(i), a power consumption is capture as a set of traces over time Tk˙(X(i)). Those
traces, and a hypothetical model of power consumption, are used to obtain every
sub-key k˙ of the secret key K. Both the traces and the leakages model exploit
the evaluation of the S-box.
Differential Power Attack The main SCA attack is the DPA, which per-
forms statistical analysis (calculate the difference of means) to retrieve the se-
cret sub-keys from the power consumption of cryptography devices. A single-bit
differential trace can be calculated by:
∆k,k˙(N, j) =
∑N
i=1 V (X(i), k, j)Tk˙(X(i))∑N
i=1 V (X(i), k, j)
−
∑N
i=1(1− V (X(i), k, j))Tk˙(X(i))∑N
i=1(1− V (X(i), k, j))
(1)
Where in (1), k is a guessed sub-key and V is a leakage binary function that
depends on the known plain-text and the selected j-bit.
Power Leakages Models The power leakages models more used in side-
channels attacks by power consumption are: the Hamming Distance model and
the Hamming Weight model [18]. The Hamming Distance model is interpreted
as the result of the function HW (β ⊕ F (in⊕ k)), where β is a logic pre-charge
of the cipher device, in represents the input text and k the sub-key used in the
encryption process. The Hamming Weight function HW (z), z ∈ {0, 1}m, com-
pute the number of ones in the boolean vector z of m components. In case of
β = {0}m, the model resulting of the function HW (F (in⊕ k)), it’s renamed as
the Hamming Weight model.
Confusion Coefficient Variance In [10] is presented the Confusion Coefficient
metric. This metric is computed for sub-keys ki and kj as:
κ(ki, kj) = E[(W (ki)−W (kj))2] (2)
Where in (2), W represents the leakage function of the encryption process
given an arbitrary input and the sub-key k.
Later, in [15] is proposed the Confusion Coefficient Variance (CCV) using
the Confusion Coefficient (2) and the Hamming Weight model to simulate the
leakages W (ki) and W (kj). It’s formula, for all sub-keys ki, kj , ki 6= kj and all
input text in, is:
CCV (F ) = V ar(E[(HW (F (in⊕ ki))−HW (F (in⊕ kj)))2]) (3)
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Transparency Order The Transparency Order (TO) is presented in [16]. This
property try to catch the intrinsic S-box resistance against DPA attacks under
the Hamming Distance model of power consumption.
Although the deficiencies finding in its formula deduction, TO still can be
used to measure the theoretical resistance of an S-box against to DPA under the
Hamming Weight model in a fast way [9] applying the following formula:
TO(F ) = m− 1
22n − 2n
∑
α∈{0,1}n−{0}n
|n ∗ 2n
∑
x∈{0,1}n
HW (F (x)⊕ F (x⊕ α))|
(4)
The TO property assume a DPA multi-bit attack in the form of |∑j ∆k,k˙(N, j)|
(see 1).
Modified Transparency Order In [4], the TO is modified because some de-
ficiencies in its definition. The new property created is know as the Modified
Transparency Order (MTO) and it’s taking into account the cross-correlation
spectrum of the components functions of the S-box F = (F1, ..., Fm), denoted
by CFi,Fj (α) =
∑
x∈{0,1}n (−1)Fi(x)⊕Fj(x⊕α). The property is computed as:
MTO(F ) = maxβ∈{0,1}m(m− 1
22n − 2n
∑
α∈{0,1}n−{0}n
m∑
j=1
|
m∑
i=1
(−1)βi⊕βjCFi,Fj (α)|)
(5)
The Modified Transparency Order represents the theoretical resistance against
to a Side-Channel Attack by Power Consumption under the Hamming Distance
model. In particular, when MTO(F ) use only β = {0}m and discard all others
β values, it’s denoted by (MTO-beta-zero) and the Hamming Distance model is
reduced to the Hamming Weight model.
The MTO property assume a DPA multi-bit attack in the form of
∑
j |∆k,k˙(N, j)|
(see 1).
1.2 Revised Transparency Order
In the same fashion of MTO, the Revised Transparency Order represents the
theoretical resistance against to Side-Channel Attack by Power Consumption
under the Hamming Distance model and try to solve the TO deficiencies. But
like TO, it assume the DPA multi-bit in the form of |∑j ∆k,k˙(N, j)|(see 1). The
property is computed as follow:
RTO(F ) = maxβ∈{0,1}m(m− 1
22n − 2n
∑
α∈{0,1}n−{0}n
|
m∑
j=1
m∑
i=1
(−1)βi⊕βjCFi,Fj (α)|)
(6)
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When RTO(F ) use only β = {0}m and discard all others β values, it’s
denoted by (RTO-beta-zero) and the Hamming Distance model is reduced to
the Hamming Weight model.
Local Search Local Search is a meta-heuristic method. In the general scheme [8]
the method starts from a random initial solution s∗, it finds neighborhood solu-
tions N(s∗) and it moves from neighborhood to neighborhood while the objective
function decreases (or increases in case of maximization). See Alg. 1.
Algorithm 1 General scheme of Local Search
Ensure: s∗ // Local optimum
1: s∗ ← random()
2: search ← true
3: while search do
4: search ← false
5: for si ∈ N(s∗) do
6: if f(si) < f(s
∗) then
7: s∗ ← si
8: search ← true
9: end if
10: end for
11: end while
12: return s∗
The neighborhood construction depends of each problem. In this work we
use the Hamming Weight leakages of S-boxes.
2 Experiments and Results
In this section we present a new Local Search method using Hamming Weight
model. With this method we create trajectories over S-box space. The trajec-
tories are used to detect the high degree of correlation between CCV and TO,
CCV and MTO-beta-zero, and, CCV and RTO-beta-zero.
2.1 Local Search using Hamming Weight Function
We use the objective function f = CCV (F ) in a goal for increase the CCV value
of the resulting S-boxes. We use either the next proposition (see Prop. 1) that
identify S-boxes with the same CCV value.
Proposition 1. Let FA and FB S-boxes defined in the same domain {0, 1}n and
image {0, 1}m. If HW (FA(x)) = HW (FB(x)),∀x ∈ {0, 1}n then CCV (FA) =
CCV (FB).
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Proof. The Hamming Weight of the S-boxes outputs will be equal for each entry
x = in ⊕ k ∈ {0, 1}n, this imply that the expected value and the variance will
be equal in the CCV formula (3) too.
The new Local Search method has the following steps (see Alg 2). In step
6 the method ensure the swapping of outputs with different Hamming Weight.
Prop. 1 demonstrates that this condition on movement reduces the analysis of
neighborhoods with the same CCV values. In the step 11 the climbing condition
is checking. The method only stop when a local maximum is found.
Algorithm 2 Local Search method using Hamming Weight function (LS-HWF)
Ensure: F ∗
1: F ∗ ← random()
2: search ← true
3: while search do
4: search ← false
5: for ∀i, j ∈ {0, 1}n, j > i do
6: if HW (F ∗(i)) 6= HW (F ∗(j)) then
7: F ← F ∗
8: temp ← F ∗(i)
9: F (i)← F ∗(j)
10: F (j)← temp
11: if CCV (F ) > CCV (F ∗) then
12: F ∗ ← F
13: search ← true
14: end if
15: end if
16: end for
17: end while
18: return F ∗
2.2 Trajectories and correlations
To study the correlations between CCV and TO, CCV and MTO-beta-zero, and,
CCV and RTO-beta-zero, we design the next experiment:
1. Apply 30 runs of Alg. 2.
2. For each run, in every k climbing (steps 11-14 of Alg. 2), create a sample
of 30 random S-boxes with the same CCV of F ∗ follow Prop. 1. We remark
that those S-boxes are not the result of the Local Search method and only
are used for define the trajectories.
3. For each sample compute the mean of CCV and the mean of TO (MTO-
beta-zero or RTO-beta-zero in other cases) of the 30 random S-boxes; and
associate the pair pk(mean(CCV ),mean(TO)) with its correspondence k
climbing.
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4. Finally, for each run, define its trajectory as the sequence p1, p2, ..., pq of
the pairs associated to the total number of climbings q. Compute the linear
correlation coefficient for the 30 trajectories and plot the trajectories on one
same image.
We execute the above experiment for the S-box spaces: 4x4, 5x5 and 8x8.
We select those spaces in relation to the comparison making in [11], however we
analyze more S-boxes. The number of S-boxes analyzed are limited by the Local
Search in correspondence with the inherent stopping criteria of the method:
reach a local optimum.
CCV and TO correlations results Table 1 shows, for every space, the mean
and the standard deviation of the linear correlation coefficient of the 30 trajec-
tories. As it can see, all means are negative and its absolute value are very high,
and the standard deviation is very near to zero; all correlations values are neared
to they respective mean. It reflects that, over all those S-box spaces, when the
average of CCV values increases then the average of TO decreases almost lin-
eally. Also we can check that, in order to increases the size of the space, the
absolute value of the correlation mean increases too and the standard deviation
decreases.
Table 1. Descriptive statistics on linear coefficient correlation values of the 30 Local
Search trajectories obtained by LS-HWF for TO
S-box space Mean Standard deviation
4x4 -0.850364 0.121281
5x5 -0.978528 0.011737
8x8 -0.993467 0.002572
Table 4 Fig. a, b, c. shows, for every space, the 30 trajectories. It is clear that
the relationship between the average values of these two variables (CCV and TO)
can be adjusted approximately through a straight line. Instead 30 trajectories
was created for every space, we can see that the trajectories are more close to
the imaginary line that adjust them in correspondence of the higher size. We
think that this behavior is related to the amount of the collected data; for 8x8
size, the trajectory is more large than the others because exists a higher range
for CCV values and a higher climbing number.
CCV and MTO-beta-zero correlations results We apply the same analysis
for MTO-beta-zero. The results (see Table 2) shows the same behavior with the
little difference that the trajectories are more linear and the range of the MTO-
beta-zero values are more sparse (see Table 4 Fig. d, e, f.), which helps to visualize
the linear correlation in a better way.
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Table 2. Descriptive statistics on linear coefficient correlation values of the 30 Local
Search trajectories obtained by LS-HWF for MTO-beta-zero
S-box space Mean Standard deviation
4x4 -0.978343 0.042503
5x5 -0.997932 0.000837
8x8 -0.988836 0.00449
CCV and RTO-beta-zero correlations results For RTO-beta-zero analy-
sis we create a sample of 1 S-box (which correspond to F ∗) in every climbing.
However, the statistical results (see Table 3) shows the increasing linear corre-
lation while the space grow. In contrast with MTO-beta-zero trajectories, only
in 8x8 space the RTO-beta-zero trajectories has the expected behavior of strong
correlation (see Table 4 Fig. g, h, i.).
Table 3. Descriptive statistics on linear coefficient correlation values of the 30 Local
Search trajectories obtained by LS-HWF for RTO-beta-zero
S-box space Mean Standard deviation
4x4 -0.730996 0.321642
5x5 -0.937255 0.061624
8x8 -0.982868 0.005616
General analysis The four metrics: CCV, TO, MTO-beta-zero, RTO-beta-
zero, doesn’t contradict each other when reflects the theoretical SCA resistance
under the Hamming Weight leakage model. The higher CCV values is an indica-
tor of lower TO values, lower MTO-beta-zero values and lower RTO-beta-zero
values.
TO trajectories and MTO-beta-zero trajectories has very similar behavior
for every correspondence space. But RTO-beta-zero trajectories only shows a
more strong linear correlation for the 8x8 S-box space.
We consider that the CCV is a good theoretical metric for S-box design to
reflect the resistance against to SCA under the Hamming Weight model. Still,
we can’t say anything about which one of the four metrics is the fastest to do it,
or how good is the MTO (RTO) to reflect the resistance against to SCA under
the Hamming Distance model.
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Table 4. Figures (a) CCV vs TO, 4x4 S-box space. (b) CCV vs TO, 5x5 S-box
space. (c) CCV vs TO, 8x8 S-box space. (d) CCV vs MTO-beta-zero, 4x4 S-box space.
(e) CCV vs MTO-beta-zero, 5x5 S-box space. (f) CCV vs MTO-beta-zero, 8x8 S-box
space. (g) CCV vs RTO-beta-zero, 4x4 S-box space. (h) CCV vs RTO-beta-zero, 5x5
S-box space. (i) CCV vs RTO-beta-zero, 8x8 S-box space.
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Conclusions
The Local Search trajectories over S-box space is a good methodology for study
the correlations of S-box properties. An application of this methodology is the
resulting almost linear correlation between Confusion Coefficient Variance and
the Transparency Order, the Modified Transparency Order, and the Revised
Transparency Order, under the Hamming Weight leakage model.
Some future perspectives of this work will be to discover the relationship be-
tween the Confusion Coefficient Variance property and the Non-Linearity prop-
erty. Also to follow a new definition of CCV but under the Hamming Distance
model, for make a comparison with the Modified Transparency Order.
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