ABSTRACT. The principle of optimality of dynamic programming is used to prove three major inequalities due to Shannon, Renyi and Holder. The inequalities are then used to obtain some useful results in information theory. In particular measures are obtained to measure the mutual divergence among two or more probability distributions.
1. INTRODUCTION An important problem in business, economic and social sciences is concerned with measuring differences in specific characteristics of business, economic or social groups. For example, we may like to compare the balance sheets of m business firms, or economic development of ,n nations or the difference in opinions of m directors of a company or the population compositions of ,n cities and so on.
Let qo" represent the share of the jth item from the ith group. Thusmay represent proportionate contributions of the jth item in the balance sheet of the ith company or it may represent the population of persons in the jth income group of the ith nation or the proportionate allotment to the jth item of the budget proposed by the ith director or the proportionate population of the jth social group in the ith city and so on. Let (qx,q2,'",q,); 
HOLDER'S GENERALIZED INEQUALITY FOR OTHER VALUES OF PARAMETERS
Holder's generalized inequality (6.I0) holds whenever ql, q2"", qn satisfy (6.Ii). However, if (6.11) are not satisfied, the inequality sign in (6.10) may be reversed or no inequality may hold.
Thus for the special case m 3 if 0 < r < 1, the inequality sign in (6.5) is reversed.
If one of p or q is negative, then in Holder's inequality also the sign is reversed so that if 0 < r < 1, one of p and q is negative and p-1 / q-1 + r-i 1, then '= . where P (P1,p:,'",pn), Q (qx,q,-..,qn) are two probability distributions. Also D,,(P'Q) 0 il pi qi for each i. In the limiting case when a I, this gives (8.2) where 0 < c, < 1, 0 < c, < 1,... ,0 < ,, < 1, ** + c +... c, 1. By putting ome of a,, c,..., ,, equal to zero, it can be ued t measure all divergence among subsets of P,, P,, P,,,.
for three distributions, Theil [9] Holder's, Renyi's and Shannon's inequality enable us to get a number of measure of directd divergence between two given distributions and with the help of these measures of directed divergence. We can obtain a number of measures of entropy and inaccuracy.
