In this paper, we present adaptive architectures for networked multiagent systems operating over directed networks to achieve resilient coordination in the presence of disturbances. Specifically, we consider a class of unforeseen adverse conditions consisting of persistent exogenous disturbances and present a state emulator-based distributed adaptive control architecture to retrieve the nominal networked multiagent system behavior. The stability properties of the proposed architecture are analyzed using results from Lyapunov stability and matrix mathematics. Illustrative numerical examples are provided to demonstrate the theoretical findings.
a specific assumption on the network connectivity, other than the standard assumption on the connectedness of networked agents, which takes inspiration from parity space methods for fault detection [10] . The framework of [5] requires that at most a fraction of any normal agent's neighbors to be adversaries, or misbehaving agents, for achieving resilient multiagent system behavior. The authors of [6] excites the multiagent system in order to detect and isolate the misbehaving agents from the network topology. Like [3] and [4] , a computationally expensive and not scalable algorithm is proposed in [7] and [8] based on an input observers technique [11] , where the effect of misbehaving agents on the overall multiagent system performance is also quantified, and an extension of this work is given in [9] also focusing on the detection and isolation of misbehaving agents. An internal model principle has been shown to allow for coordination of heterogeneous nonlinear systems in the presence of external disturbances [12, 13] . An integral action-based control methodology has also been proposed to mitigate the effects of external disturbances [14] .
In this paper, we present adaptive architectures for networked multiagent systems operating over directed networks to achieve resilient coordination in the presence of disturbances. Specifically, we consider a class of unforeseen adverse conditions consisting of persistent exogenous disturbances and present a state emulator-based distributed adaptive control architecture to retrieve the nominal networked multiagent system behavior. The stability properties of the proposed architecture are analyzed using results from Lyapunov stability and matrix mathematics. Leveraging no-
Graphs and Their Algebraic Representation
In this section we recall some of the basic notions from graph theory and networked multiagent systems [16, 17] . Specifically, graphs are broadly used in networked multiagent systems to encode interactions between a group of agents. A directed graph D is defined by a set V D = {1, . . . , n} of nodes and a set E D ⊂ V D × V D of edges. If the ordered pair (i, j) ∈ E D , then nodes i are j are neighbors and the neighboring relation is indicated with i ∼ j. An edge's orientation determines the direction of information flow between two agents. In this paper, i ∼ j indicates that agent i can sense (or receive information from) agent j. The set of neighbors of node i is denoted by
The in-degree of a node is given by the number of its neighbors. Letting d i be the in-degree of node i, then the degree matrix of a graph D,
The Laplacian matrix of a graph, L(D) ∈ R n×n , plays a central role in many graph theoretic treatments of networked multiagent systems and is given by
If the directed graph contains a directed spanning tree then the spectrum of the associated Laplacian is given by
with 1 n as the eigenvector corresponding to the zero eigenvalue
and,
Note that q and p are normalized left and right eigenvectors associated with the zero eigenvalue of L(D), respectively. Without loss of generality for the remainder of the paper, we will assume that p = 1 n for ease of exposition. In a weighted graph D = (V D , E D , w) a function w : E D → R + associates a positive value (weight) to each edge. The weighted graph Laplacian associated with the weighted directed graph
and ∆(D) diag(d) where
is the weighted in-degree of node i. If the graph contains a directed spanning tree then the spectrum of the associated Laplacian is given by (3) and there exist p and q satisfying (4) and (5).
Consensus Problem
Networked multiagent systems can be modeled by a directed graph D, where nodes and edges, represent agents and interagent information exchange links, respectively. In particular, let x i (t) ∈ R N denote the state of agent i at time t ≥ 0, whose dynamics are described bẏ
with u i (t) ∈ R N being the control input of agent i. If agent i is allowed to access the relative state information with respect to its neighbors and the graph contains a directed spanning tree, a solution to the consensus problem can be given by
The networked multiagent system given by (8) and (9) can now be described by a weighted Laplacian aṡ
where
T denotes the aggregated state vector. For ease of exposition, in this paper we only consider the case where N = 1. However, all results presented in this paper can be trivially extended to the general case. Considering (10) , it can be shown that
where q is the normalized left eigenvector associated with the zero eigenvalue of L(D) as described in the previous section [16] . Therefore, the networked multiagent system is said to reach a consensus since
We also consider the case where the state of the agent evolves according toẍ
In this case, if agent i is allowed to access the relative state information and the relative state information derivative with respect to its neighbors and the graph contains a directed spanning tree, a solution to the consensus problem can be given by
For any γ > 0, it can be shown that
andẋ
and, therefore, the networked multiagent system is said to reach a consensus since
In this paper, we consider agents having dynamics of the form given by (8) or (12) in order to focus on the main results of this paper. For agents having complex dynamics, one can design low-level feedback controllers (or assume their existence) for suppressing existing dynamics and enforcing (8) or (12) (see, for example, Example 6.3 of [18] ). In addition, we consider the consensus problem without loss of much generality when presenting the main contributions of this paper. The proposed architecture can be adopted to achieve other global system behaviors such as, for example, formation and flocking.
Emulator-Based Adaptive Architecture
This section introduces the proposed adaptive control approach to enable resilient coordination of networked multiagent systems in the presence of disturbances. First introduced in [15] for undirected graphs, the emulator-based architecture is analyzed here for cases with directed graphs. In Section 4 the proposed architecture is extended to the case where agents evolve according to double-integrator dynamics.
The Directed Graphs Case
We first consider a networked multiagent system whose agents are under the influence of exogenous disturbances. The agent dynamics given by (8) are augmented in order to incorporate the effect of these disturbances aṡ
where v i ∈ R is an unknown disturbance influencing agent i. In order to mitigate the affect of these exogenous disturbances, the nominal consensus protocol given by (9) is modified as
wherev i is an estimate of the disturbance influencing agent i, and is updated aṡ
where Γ i > 0 is the update rate, andx i (t) is a state emulator given by [19, 20] 
The undisturbed response of agent i is captured byx i (t). However, notice that disturbances from neighboring agents still affect the emulator system indirectly. Using (16) and (19), the dynamics of the emulator state error are given bẏ
In addition, the exogenous disturbance estimate error dynamics are given bẏ
where Γ i > 0 is the agent's learning rate. Note that (19) can be equivalently given aṡ
Therefore, the networked multiagent system can be described in a compact form aṡ
. . ,ṽ n (t)] T ∈ R n , denote the aggregated emulator state, emulator error, and disturbance estimate error, respectively, and
where p = 1 and q T are the first column of P and the first row of P −1 , respectively [16] . If L(D) contains a directed spanning tree then its Jordan normal form is given as
Through a change of basis equation (23) can be equivalently given aṡ
where ξ (t) P −1x (t). Furthermore, we can partition the newly defined state vector as
is the system's invariant quantity when no disturbances are present (e.g. the geometric center for the undirected graph case). Using the partitioned state vector the dynamical system given by (23) can be equivalently represented bẏ
where A 1 ∈ R n−1×n−1 andP −1 are the matrices obtained by removing the first row and column from P -1 A(D) and the first row from P −1 , respectively.
Remark 3.1. The transformation and partitioning of the state vector effectively decouples the system's convergent and nonconvergent modes. While,ξ (t), will be shown to converge to 0 the system's invariant quantity,ĉ D (t), will, in general, not converge to zero. Nevertheless, in order to ensure the system as a whole is stableĉ D (t) must be shown to remain bounded.
Theorem 3.1. Consider the network multiagent system given by (30), (24), and (25). If the graph of the system contains a directed spanning tree, then the solution (ξ (t),x(t),ṽ(t)) is exponentially stable for all (ξ 0 , 0,ṽ 0 ) ∈ R n−1 × R n × R n .
Proof. The system is equivalently described bẏ
and θ (t) = [ξ (t),x(t),ṽ(t)] T ∈ R 3n−1 . The spectrum of M is described as
Note that spec(−J) < 0 since the graph is assumed to contain a directed spanning tree. Note that the characteristic polynomial of
By using the Routh-Hurwitz stability criterion we can conclude that the zeros of Z(λ ) are in the left half of the complex plane since d i > 0 and Γ i > 0 for all i ∈ V(D) [21] . Therefore, the solution (ξ (t),x(t),ṽ(t)) is exponentially stable for all
Theorem 3.1 shows that the modified consensus protocol given by (17) results in consensus despite the presence of disturbances. Furthermore, the exogenous disturbance estimate errors exponentially decay. Therefore, agents are able to identify exogenous disturbances and negate their influence.
As shown in (32),x(t) andṽ(t) evolve independent ofx(t). Note that, as shown in (29) and (30),x(t) acts as a vanishing disturbance to the emulator consensus equation. The invariant quantity,ĉ D (t), is perturbed byx(t) through a matrix determined by the associated graph's structure. Therefore, if x(t) 2 (or q T A(D)x(t) 2 ) is sufficiently small, then agents not only achieve consensus but also the agreement point stays close to the original invariant quantity,ĉ D (0). That is, the point that would have been reached in the undisturbed case. Therefore, the effect of the disturbances on the overall system performance can be related to x(t) 2 . In addition, Γ has a direct effect on the bound of x(t) 2 . To see this, consider the energy function
Taking the time derivative yieldṡ
Therefore, E(x(t),ṽ(t)) ≤ E(x(0),ṽ(0)) = 1 2ṽ
T (0)Γ −1ṽ (0) and
As Γ is increased, the magnitude of the vanishing perturbation term x 2 becomes smaller. Meaning, during transient-time the state emulator system (23) and the emulator's invariant quantity,ĉ D (t), are affected less by disturbances. Finally, note thatĉ D (t) = t 0 q T A(D)x(t) dt + q Tx (0) remains bounded sincex(t) exponentially converges to 0.
Double-Integrator Dynamics
In this section we present an emulator-based adaptive architecture for a multiagent system whose agents evolve according to double-integrator dynamics. As with the case already discussed above, the agent dynamics given by (12) are modified in order to incorporate the effect of these disturbances as
where v i ∈ R is an unknown disturbance influencing agent i. The nominal consensus protocol given by (13) is augmented as
for i ∈ V(D), wherev i is an estimate of the disturbance of agent i, and is updated aṡ
where Γ i , α i > 0, andx i (t), the emulator state, evolves according toẍ
Using (37) and (40), the dynamics of the emulator state error are represented as
The exogenous disturbance estimate error dynamics are given bẏ
Note that (40) can be equivalently given aŝ
The networked multiagent system can be described in a compact form asż
. . ,ṽ n (t)] T ∈ R n , denote the aggregated emulator state, emulator error, and disturbance estimate error, respectively,
, andB = 0 I n .
Next, we consider the Jordan decomposition of the matrixL(D), given byL
T are the first and second column of P, respectively, andq
are the first and second row of P −1 , respectively [17] . If L(D) contains a directed spanning tree then the Jordan normal form of L(D) is given as
since the algebraic multiplicity of the zero eigenvalue ofL(D) is 2 while its geometric multiplicity is 1 [17] . Through a change of basis equation (44) can be equivalently given aṡ
where ξ (t) P −1ẑ (t). We can partition the newly defined state vector as
T is the system's invariant quantities when no disturbances are present. Utilizing the partitioned state vector the dynamical system given by (48) can be equivalently represented byċ
where A 1 ∈ R n−2×n−2 andP −1 are the matrices obtained by removing the first and second row and column from P -1Ā (D) and the first and second row from P −1 , respectively.
Theorem 4.1. Consider the network multiagent system given by (50), (45), and (46). Assume that the graph of the system contains a directed spanning tree. If
Proof. Note that the system is equivalently described bẏ
where 
. By using the Routh-Hurwitz stability criterion we can conclude that the zeros of Z(λ ) are in the left half of the complex plane [21] . Thus, the solution (ξ (t),z(t),ṽ(t)) is exponentially stable for all (ξ 0 , 0,ṽ 0 ) ∈ R n−2 × R n × R n .
Illustrative Numerical Examples
This section illustrates the main theoretical findings of this paper in two numerical examples. It is shown that multiagent systems achieve consensus in the presence of exogenous disturbances when the proposed emulator-based adaptive architecture is used.
Example 1: Single-Integrator Dynamics
For the first case, the networked multiagent system consist of 6 agents whose neighboring relations are given by the adjacency matrix Figure 1 shows the system response when the standard consensus protocol (9) is used. Figure 2 shows the system response when the proposed architecture given by the input (17) and the adaptive weight update law (18) is used (Γ i = 1). It is well known that the standard consensus protocol will not yield consensus in the presence of such disturbances [22] , whereas the proposed framework achieves consensus as expected from Theorem 3.1.
Example 2: Double-Integrator Dynamics
Double-integrator agent dynamics are now considered. In addition, v 6 = [5, 0.7] for this example. Figure 3 shows the system response when the proposed consensus protocol (38) is used. The multiagent system is able to achieve consensus despite the persistent disturbances present in the system. Furthermore, notice thatṽ converges to zero.
We now allow agents to share their disturbance estimate with neighboring agents. Disturbance estimates from a neighboring agent will be referred to as trust parameters. We also allow agents to ignore neighboring relative state information (x i andẋ i ) from agent i if its trust parameter exceeds a threshold. That is, agents will not use relative state information from a highly perturbed agent. In this example we set the threshold asv = 2. Figure 4 shows the system response when the proposed consensus protocol (38) is used and when trust parameters were are to isolate highly perturbed agents. Note that agent 6 is isolated from the multiagent system. When compared to Example 2 (with the same initial conditions), the remaining agents were able to achieve consensus closer to the system's original invariant quantities. Therefore, the affect of the large disturbance v 6 was mitigated. This method can be used to ensure that catastrophic failure of a single agent does not result in catastrophic failure of the entire system.
Conclusion
Control algorithms for networked multiagent systems are computed distributively; and therefore, adverse conditions such as attacks to the communication network and/or failure of agent-wise components can easily result in system instability and prohibit the accomplishment of system-level objectives. Motivated from this standpoint, a state emulator-based adaptive control architecture was presented for networked multiagent systems with external disturbances and analyzed for directed graphs. The proposed architecture uses a state emulator approach to allow agents to utilize adaptive techniques to identify and mitigate the effects of external disturbances. Numerical examples illustrated the effectiveness of the presented theory. The disturbed system response when trust parameters were used to isolate highly misbehaving agents. Arrows indicate the direction of communication links and colored solid lines display the system's state histories in a single coordinate frame direction (i.e. x i1 ,ẋ i1 , andṽ i1 ). Dotted black lines represent the system's invariant quantities if no disturbances were present, q Tx 0 + q Tẋ 0 t and q Tẋ 0 . The top left plot displays when agent 6 was isolated. Solid gray disks indicate this event in the system's state histories.
