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We consider semimartingales with jumps that have finite Lévy measures. The purpose
of this article is to estimate integral-type functionals of the Lévy measures from discrete
observations. We propose two types of estimators: kernel-type and empirical-type
estimators, both of which are obtained by direct discretization from asymptotically
efficient estimators of the target based on continuous observations. We show the
asymptotic efficiency in the asymptotic minimax sense of our estimators as the sample
size tends to infinity and the sampling interval tends to zero.
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1. Introduction
On a stochastic basis (Ω,F , P; (Ft)t≥0), we consider a d-dimensional semimartingale X which follows the following
stochastic differential equation with jumps: X0 = x0 and
dXt = dYt +
∫
Rd
η(Xt−, z) µ(dt, dz), (1.1)
where x0 is a random variable, Y is a continuous semimartingale, η is anRd-valuedmeasurable function defined onRd×Rd,
and Xt− := limu→t−0 Xu.µ is an integer-valued randommeasure on R+× (Rd \ {0}) such that E [µ(dt, dz)] = ν(dz)dt with
ν({0}) = 0 and ∫Rd η(x, z) ν(dz) <∞ for each x ∈ Rd. Moreover we assume that λ := ν(Rd) <∞.
Themeasure ν is called the Lévymeasure of the point process pt = µ((0, t]×(Rd \{0})); see e.g. Kallenberg [13], Chapter
15. As λ <∞, the point process pt can be identified with the jump counting measure of a compound Poisson process with
the intensity λ and the jump distribution λ−1ν(dz). Therefore the last term in (1.1) corresponds to the jump component. For
details on stochastic differential equations, see e.g. Jacod and Shiryaev [12], Kallenberg [13], Protter [22] and the references
therein.
Models given in (1.1) have recently become very important in many applications such as finance, insurance, physics,
biological sciences, among other applications. For example, if we suppose that dYt = a(ω, t)dt+ b(ω, t) dwt forω ∈ Ω and
a Brownian motion w then X is a jump-diffusion, which is recently popular in financial models, and also in the population
theory. If Y has a piecewise deterministic path with Markov property then X is a piecewise deterministic Markov process
(PDMP), which was introduced by Davis [7], and is important in insurance mathematics. Moreover if Y ≡ 0 then X is a
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marked point process, which also has many applications. Therefore the statistical inference for such jump-type models is
important in practice.
Let k be an integer andΞ be a compact subspace ofRk. For each fixed ξ ∈ Ξ , letMξ : Rd → R be a measurable function
which is integrable with respect to the Lévy measure ν. In applications, it is often important to estimate functionals of ν of
the form
ϑ(ξ) =
∫
Rd
Mξ (z) ν(dz). (1.2)
For example, as Mξ ≡ 1, ϑ(ξ) = λ; as Mξ (z) = λ−1zξ , ϑ(ξ) is the ξ th moment of the jump distribution; the case where
Mξ (z) = eξz is important to estimate ruin probabilities in insurance mathematics, among others. Our aim of this paper is to
estimate the functional of the form (1.2).
The statistical inference for X from discrete observations; a sampling problem, is very important since the real data is
always obtained at discrete time points. In this paper we suppose that the process X is observed at time points tni (i =
0, 1, . . . , n) and put hn := max1≤i≤n |tni −tni−1| and Tn := tnn . For asymptotic inference, we suppose the following asymptotics
throughout this paper: as n→∞,
hn → 0, Tn ∼ nhn →∞.
Our goal is to construct an asymptotically normal estimator of the functional ϑ(ξ) from discrete observations under the
above asymptotics.
In the sampling problem for jump-type processes, there are two different issues: one is to decide whether jumps are
present or not, and the other is to estimate some functionals of X under the condition that X has a jump component. On the
former issues, Barndorff-Nielsen and Shephard [4,5] discussed a test to decide whether the data generating process has a
jump component or not. They proposed using test statistics based on themultipower variationwhich was motivated by the
estimation of the integrated volatility; the continuous part of the quadratic variation. Aït-Sahalia and Jacod [1] also studied
the same issue under the assumption that the data generating process belongs to the very large class of Ito semimartingales.
Moreover Podolskij and Vetter [21] studied the case where the microstructure noise exists in Ito semimartingales. On the
latter issues, several techniques to estimate the characteristics of X were proposed under some special structures on X . For
example,Woerner [29] studied the estimation of characteristics in Lévy processes (Y ≡ 0 and η(x, z) ≡ 0) in the parametric
framework. There are also some studies for the nonparametric inference for Lévy processes; Figueroa-López and Houdré [9],
van Es et al. [28] and Neumann and Reiss [17], among others. Bandi and Nguyen [3] proposed Nadaraya–Watson type
estimators of coefficients of Markovian recurrent jump-diffusions. Moreover Mancini [15], Shimizu and Yoshida [26], and
Shimizu [24] proposed the Threshold estimation techniquewhich can flexibly respond to many kinds of estimation problems
for jump processes with Poissonian jumps. They judged that a jump had occurred if the absolute size of the increment of
neighboring data was larger than a threshold, and approximated the jump size by the corresponding increment. The idea
was also applied to the case where infinitely many jumps occur, in Shimizu [25] and Mancini [16].
The threshold estimation technique is suited for our aim in which only characteristics of the jump part are of interest. In
this paper we investigate a suitable threshold to detect jumps for the model given in (1.1), and estimate (1.2) by using the
increments larger than the threshold.
Our plan for this paper is as follows. We give further notation and assumptions in Section 2. Section 3 is devoted to
the study of the continuously observed case. Although our major interest is the discretely observed case, the discussion in
Section 3 gives an important insight to construct estimators under the hypothesis of discrete observations. In Section 4 we
introduce a technique to detect a jump in each observational interval (tni−1, t
n
i ] (i = 1, . . . , n), which enables us to discretize
the estimator constructed under the hypothesis of the continuous observation. The results in Section 4 include the one
in Mancini [15], or in Shimizu and Yoshida [26]. Our main results are stated in Section 5, and all the technical proofs are
presented in Section 6.
2. General notation and assumptions
Let us introduce the general notation and assumptions throughout this paper.
1. For a multi-index α = (α1, . . . , αd) with αj ∈ N ∪ {0} (j = 1, . . . , d), we denote by ‖α‖ = α1 + · · · + αd, and
uα = uα11 · · · uαdd for a vector u = (u1, . . . , ud).
2. For a vector u = (u1, . . . , ud), we denote by ∂u = (∂/∂u1 , . . . , ∂/∂ud) and ∂ku =
(
∂αu
)
α:‖α‖=k for k ∈ N, which is a
tensor-type differential operator.
3. For a tensor A, we denote by |A|2 the sum of squares of the elements of A.
4. For A, B ∈ R, the symbol A . Bmeans that there exists a constant c > 0 such that A ≤ cB.
5. For a measure pi , we denote by pi(M) the integral of the measurable function M with respect to the measure pi : e.g.
pi(M) := ∫Rd M(z) pi(dz) ifM is defined on Rd.
6. For a stochastic process X , we denote by1Xt := Xt − Xt− for each t ≥ 0.
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7. The deterministic sequence {tni }i=0,1,...,n stands for the ith observational time points. We set hn := max1≤i≤n |tni − tni−1|,
Tn := tnn , and1iXn := Xtni − Xtni−1 .
8. The symbol E stands for expectation by the probability measure P . We denote by Pni−1{ · } := P{ · |Ftni−1} and Eni−1[ · ] :=
E[ · |Ftni−1 ].
We assume the following conditions (BA) and (LD) in each of the statements below.
Assumption (BA)
For each x, the mapping z 7→ y = η(x, z) is known and invertible; z = η−1(x, y).
One might think that the setting in which the coefficient η(x, z) is known is too restrictive. However, in insurance
risk theory, the model with η(x, z) ≡ z is usual. Moreover we sometimes set a particular η(x, z) without assuming any
parametric family of jump distributions in other applications. Therefore our setting actually covers some real examples.
Of course, the case where η is unknown is of major interest in this topic, and there are a few works on some parametric
formulations for η and f . However, on nonparametric or semiparametric settings, further studies are needed in the future.
Assumption (LD)
(LD1) The measure ν is absolutely continuous with respect to the Lebesgue measure with a density f ; the Lévy density:
ν(dz) = f (z)dz.
(LD2) There exists a constantm ∈ N ∪ {0} such that f ∈ Cm(Rd).
This assumption is not essential for the estimation of ϑ(ξ) but useful to construct the kernel-type estimator for ϑ(ξ)
which is mainly described in this paper. When we consider another estimator, it is not needed; see Section 5.2.
3. Continuously observed case
Let Mξ ; Rd → R be a measurable function with a parameter ξ ∈ Ξ which is a compact subset of Rk. Our aim is to
estimate the following functional:
ϑ(ξ) :=
∫
Rd
Mξ (z)f (z) dz. (3.1)
We estimate this ϑ(ξ), sometimes for fixed ξ ∈ Ξ and sometimes uniformly in ξ ∈ Ξ .
In this section we consider the case where the complete path of X in (1.1) is obtained. That is, we can observe all the
values XT = {Xt}0≤t≤T . Therefore we can also observe all the jumps {1Xt}0≤t≤T with their exact time.
Considering the martingale properties for stochastic integrals with respect to the compensated measure µ(dt, dz) −
ν(dz)dt , we could easily see that the empirical-type estimator
ϑ˜T (ξ) = 1T
∫ T
0
∫
Rd
Mξ (z) µ(dt, dz) (3.2)
would be an consistent estimator of ϑ(ξ). Indeed, this estimator is asymptotically efficient in a sense; see Remark 3.5.
However we further propose another estimator that is useful when we consider the case of discrete observations; see
Section 5.
3.1. Kernel smoothing method
Before considering the estimation of ϑ(ξ), we will estimate the Lévy density f . For this purpose, we make use of the
kernel-type estimator of f which was proposed by Shimizu [24] as follows: for a sequence δT ↓ 0 as T →∞,
fT (z) := 1T
∫ T
0
∫
Rd
KδT (z − ζ ) µ(dt, dζ ), (3.3)
where KδT (z − ζ ) := δ−dT K
(
δ−1T (z − ζ )
)
, and K is an R-valued bounded function defined on Rd satisfying that∫
Rd
K(u) du = 1,
∫
Rd
uαK(u) du = 0 (3.4)
for any multi-index α = (α1, . . . , αd) with 1 ≤ ‖α‖ ≤ m − 1 for some integer m, a higher-order kernel; see Remark 3.1.
Furthermore we suppose that∫
Rd
|∂uK(u)| du <∞. (3.5)
Then another natural estimator of ϑ(ξ) in (3.1) is the following:
ϑT (ξ) =
∫
Rd
Mξ (z)fT (z)dz. (3.6)
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We investigate asymptotic properties of ϑT (ξ) in the next section.
Before the discussion, we introduce an useful expression of fT . Under Assumption (BA), we can identify the underlying
jumps as 1Zt := η−1(Xt−,1Xt). Then we can regard that the random measure µ is generated by a compound Poisson
process Z whose jumps are1Zt :
µ(dt, dz) =
∑
s≥0
1{|1Zs|>0}1{(s,1Zs)}(dt, dz).
The measure µ is called a random measure associated to the process Z . On such a point of view, estimator (3.3) can be
expressed as follows:
fT (z) = 1T
NT∑
i=1
KδT
(
z −1Zτi
)
, (3.7)
where τi is the time of the ith jump and NT := pT (Rd \ {0}); a number of jumps in [0, T ]. Notice that NT is a Poisson process
with the intensity λ, and1Zτi has the probability density λ
−1f (z). We often use such an expression below.
3.2. Asymptotic properties
Let us introduce one more notation: for the true Lévy density f ∈ Cm(Rd) and the kernel K , we denote by pip a measure
of the form
pip(dz) =
(∫
Rd
sup
δ∈(−1,1)
|∂pz f (z + δu)||up||K(u)| du
)
dz
for a multi-index pwith ‖p‖ ≤ m.
The following theorem gives the L2-error of the estimator ϑT (ξ).
Theorem 3.1. The following inequality is valid for the estimator ϑT (ξ) given in (3.6).
‖ϑT (ξ)− ϑ(ξ)‖L2 .
δmT
m!pim(|Mξ |)+
1√
T
pi
1/2
0 (M
2
ξ ). (3.8)
In particular, if pim(|Mξ |) + pi0(M2ξ ) < ∞ for each ξ ∈ Ξ then the estimator ϑT (ξ) is L2-consistent to ϑ(ξ) for each ξ as
T →∞.
Remark 3.1. The function K satisfying (3.4) is called mth-order kernels. Taking m higher assists with lowering the
approximation bias that appears in (6.4). One could balance the bias and variance rates by taking δT = T−1/2m. This indicates
that it is better to take a shorter bandwidth if the kernel is of higher order. In the one-dimensional case, it is well known that
there exists a kernel that satisfies (3.4) for any integer m; super-kernels. See e.g. Devroye [8], Chapter 17 on a super-kernel
approach, and see Scott [23], Chapter 6, or Bosq [6], Chapter 4 on a discussion by higher-order kernels.
Remark 3.2. Taking δT ↓ 0 for fixed T inϑT (ξ), we obtain the empirical-type estimator ϑ˜T (ξ) given in (3.2); see Parzen [20],
Theorem 1A. Therefore it is easily seen from (6.4) in the proof of Theorem 3.1 that ϑ˜T (ξ) is also an unbiased estimator, and
that
‖ϑ˜T (ξ)− ϑ(ξ)‖L2 .
1√
T
ν1/2(M2ξ ).
The asymptotic normality is obtained as follows.
Theorem 3.2. Assume that pim(|Mξ |)+ pi0(|Mξ |2+δ) <∞ for a constant δ ∈ (0, 1), and that
√
TδmT → 0 as T →∞. Then√
T (ϑT (ξ)− ϑ(ξ))→dN (0, σ 2ξ )
as T →∞, where σ 2ξ =
∫
Rd M
2
ξ (z)f (z)dz.
There are some remarks.
Remark 3.3. The results in Akritas and Johnson [2] include the LAN property for the likelihood ratio of compound Poisson
processes, whose rate of convergence was
√
T . This implies that
√
T is the best attainable rate of convergence of our
estimators; see Ibragimov and Has’minskii [11].
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Remark 3.4. The asymptotic normality of ϑ˜T (ξ) also holds if ν(|Mξ |2+δ) < ∞ for some δ > 0. This is easy to see by the
same argument as in the proof of Theorem 3.2with αξ (ζ , T ) = T−1/2Mξ (ζ ). Hence ϑ˜T (ξ) is also asymptotically normal with
the asymptotic variance σ 2ξ .
Remark 3.5. We note that the discussion by Nishiyama [19] can show the asymptotic efficiency of ϑ˜T (ξ) in the sense of the
asymptotic minimax theorem; see also Remarks 3.2 and 3.4. Therefore ϑT (ξ) is also asymptotically efficient in the minimax
sense.
The following theorem shows the uniform convergence in ξ ∈ Ξ . This means that ϑT (·) is also an estimator of the
function ϑ(·) on compact setsΞ .
Theorem 3.3. Assume that pim(|Mξ |) + pi0(M2ξ ) < ∞, and that the function ξ 7→ Mξ is differentiable with
pi0
(
supξ∈Ξ |∂ jξMξ |
)
<∞ (j = 0, 1). Then
sup
ξ∈Ξ
|ϑT (ξ)− ϑ(ξ)|→p 0
as T →∞.
Remark 3.6. We can easily show the same result as in Theorem 3.3 for ϑ˜T (ξ); see the proof in Section 6.1. Note that, in that
case, the assumptions are reduced to ν(M2ξ ) <∞, and that ν
(
supξ∈Ξ |∂ jξMξ |
)
<∞ (j = 0, 1).
4. Jump discrimination from discrete observations
Nowwe consider the case where observations are discrete. In this case we could not observe the exact jump time τi and
the underlying jump 1Zτi . To overcome the problem, Mancini [15], Shimizu and Yoshida [26] used a jump-discriminant
filter of the form
H ni (rn) := {ω ∈ Ω ; |1iXn| > rn} (4.1)
to discriminate between jumps and large Brownian shocks in an interval (tni−1, t
n
i ] in the cases of jump-diffusions. They
judged that no jump had occurred if |1iXn| ≤ rn and that a single jump had occurred if |1iXn| > rn by choosing the
threshold rn suitably.
Although we consider more general jump-type processes than theirs, we can make use of the same type of filter under
some regularities on Y .
We make the following conditions on Y and η.
A1 The process {Yt}t≥0 is a semimartingale of the form Yt = Mt + Ct withM0 = C0 = 0, where C is a continuous adapted
process, andM is a continuous local martingale.
A2 For any t > s > 0, |Ct − Cs| .
∫ t
s (1+ |Xu|) du a.s.
A3 There exists a function ζ (z) satisfying
∫
Rd ζ
p(z)f (z)dz <∞ for any p ≥ 1 such that
|η(x, z)| . ζ (z)(1+ |x|). (4.2)
A4 There exists a constant c0 > 0 such that infx∈Rd |η(x, z)| ≥ c0|z|.
For example, ifY is aMarkovian diffusion processwhile no jumpoccurs such as dYt = a(Xt)dt+b(Xt) dwt thenConditions
A1 and A2 are fulfilled. Mancini [15] proposed the jump-discriminant threshold such as rn = C
√
hn log h−1n for a constant
C > 0 when the coefficients a and b are bounded. In a more general setting where a and b are Lipschitz functions, Shimizu
and Yoshida [26] proposed rn = Chρn for constants C > 0 and ρ ∈ [0, 1/2).
Their thresholds satisfy conditions that rn → 0 and√hnr−1n → 0 as n→∞, which are natural and necessary conditions
in the case where the continuous part of X is driven by a Brownian motion. If rn does not converge to zero then one cannot
detect small jumps even when n → ∞. Moreover if rn converges to zero faster than the order of √hn then the filter
H ni (rn)would possibly misjudge the Brownian noise as a small jump since the variation of the Brownian motion is of order√
hn log h−1n , or the expected variation of the diffusion Y is of order
√
hn. Actually the threshold by Mancini [15] is based on
the fact that
lim sup
h→0
sup
0<s<t
|t−s|<h
|wt − ws|√
h log h−1
<∞ a.s.
and the one by Shimizu and Yoshida [26] is based on the fact that∥∥∥∥∥∥ sup0<s<t|t−s|<h
∫ t
s
b(Xu) dwu
∥∥∥∥∥∥
L2
= O(√h)
under the following moment condition:
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A5 For any q > 0, supt≥0 E|Xt |q <∞.
This assumption is sometimes too strong for our purpose.We can often relax A5 in eachmodel. Neverthelesswe also assume
this condition to make the discussion below simple.
We would like to extend such an idea to our general case. For that purpose, we suppose the following either A6 or A7.
Condition A6 includes the case of Mancini [15] and Condition A7 includes the case of Shimizu and Yoshida [26].
In what follows, we denote by 〈M〉 a predictable quadratic variation of M; see e.g. Kallenberg [13], Chapter 26 for the
definition.
A6 There exists a constant κ > 0 such that 〈M〉t − 〈M〉s ≤ κ(t − s) a.s. for any t ≥ s ≥ 0, and limt→∞〈M〉t = ∞.
A7 For any t, s > 0 and p > 0, E [|〈M〉t − 〈M〉s|p|Fs] . |t − s|p(1+ |Ys|)p.
Let us investigate properties of the filterH ni (rn) given in (4.1). In what follows, we use the following notation.
τ ni (s) := inf {t > s ; |1Xt | > 0} ∧ tni (4.3)
for any s ∈ [tni−1, tni ).
Propositions 4.1 and 4.2 are keys for the discrimination of jumps.
Proposition 4.1. Suppose Conditions A1, A2 and A3. Then the following inequalities are valid for any p > 1 and any s ∈
[tni−1, tni ):
P
{
sup
t∈(s,τni (s))
|Xt − Xs| > rn
∣∣∣∣∣Fs
}
.
{√
hn
rn
exp
(
− r
2
n
8d2κhn
)
+
(
hn
rn
)p}
(1+ |Xs|)p.
Proposition 4.2. Suppose ConditionsA1–A3 andA7. Then the following inequalities are valid for any p > 1 and any s ∈ [tni−1, tni )
and a constant L > 0:
P
{
sup
t∈(s,τni (s))
|Xt − Xs| > rn
∣∣∣∣∣Fs
}
.
(√
hn
rn
)p
(1+ |Xs|)L.
The following two propositions are the direct results from Proposition 4.1 or Proposition 4.2. The proofs are similar to
the one of Lemma 2.2 in Shimizu and Yoshida [26], so we omit the details of the proofs.
Proposition 4.3. Let {H ni (rn)}1≤i≤n be a sequence of measurable sets in Ftni given in (4.1). Suppose A1–A4 and A6. Then the
following inequalities hold for a constant L > 0:
Pni−1
{
H ni (rn) ∩ {Jni = 0}
}
. R(rn, hn)(1+ |Xtni−1 |)L, (4.4)
Pni−1
{
H ni (rn) ∩ {Jni = 1}
}
. hn(1+ |Xtni−1 |)L, (4.5)
Pni−1
{
H ni (rn) ∩ {Jni ≥ 2}
}
. h2n(1+ |Xtni−1 |)L, (4.6)
Pni−1
{
(H ni (rn))
c ∩ {Jni = 0}
}
. (1+ |Xtni−1 |)L, (4.7)
Pni−1
{
(H ni (rn))
c ∩ {Jni = 1}
}
. hnrn(1+ |Xtni−1 |)L, (4.8)
Pni−1
{
(H ni (rn))
c ∩ {Jni ≥ 2}
}
. h2n(1+ |Xtni−1 |)L, (4.9)
where Jni is the number of jumps that occurred in the interval (t
n
i−1, t
n
i ], and the function R(rn, hn) can be taken as follows: for any
p ≥ 1,
R(rn, hn) =
√
hn
rn
exp
(
− r
2
n
8d2κhn
)
+
(
hn
rn
)p
. (4.10)
Proposition 4.4. Suppose Conditions A1–A4 and A7. Then the same results as in Proposition 4.3 hold by replacing (4.10) with
the following: for any p ≥ 1,
R(rn, hn) =
(√
hn
rn
)p
. (4.11)
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Proposition 4.3 implies that Mancini’s [15] threshold rn = C
√
hn log h−1n leads to R(rn, hn) = o(hpn) for p ≥ 2. Moreover
Proposition 4.4 implies that Shimizu and Yoshida’s [26] threshold rn = Chρn for ρ ∈ [0, 1/2) also leads to R(rn, hn) = o(hpn)
for any p > 0. Therefore H ni (rn)’s with their thresholds asymptotically detect the events {Jni = 1}’s as hn → 0 since
probability (4.5) is asymptotically larger than (4.4) and (4.6). Similarly (H ni (rn))
c ’s detect the events {Jni = 0}’s as hn → 0
since probability (4.7) is asymptotically larger than (4.8) and (4.9).
We do not determine the order of rn yet. We shall give the necessary rate of convergence of rn in the next section when
we describe results of consistency and asymptotic normality.
5. Functional estimation from sampled data
In this section we construct some estimators for ϑ(ξ) from samples {Xtni }i=0,1,...,n, and discuss the asymptotic properties
under hn → 0 and Tn →∞ as n→∞. Our basic strategy in this section is to discretize the continuous version’s estimators.
In Section 3we considered two types of estimators: one is the empirical-type estimator ϑ˜T (ξ) given in (3.2), and the other
is the kernel-type estimatorϑT (ξ) given in (3.6). In the continuously observed case, the estimatorϑT (ξ)with a kernel seems
to be redundant since the simple estimator ϑ˜T (ξ) is already asymptotically efficient. However in the discretely observed
case, the discrete version of ϑT (ξ) is useful when the function Mξ (z) is not smooth in z since the kernel plays the role of a
smoother; see Remark 6.4.
Let ϕn(x) be a function satisfying the following conditions (i) and (ii):
1. (i) |ϕn(x)| ≤ γn a.e. for a real-valued sequence γn such that γn ↑ ∞ as n→∞;
2. (ii) ϕn(x)→ x a.e. as n→∞.
For example, ϕn(x) = xφn(x), where φn(x) is a smooth function and φn(x) = 1 around the origin, φn(x) = 0 if |x| > γn, and
|φn(x)| ≤ 1 a.e., is one of them.
Define a statistic ϑn(ξ) as a discretization of ϑT (ξ) given in (3.6) as follows.
ϑn(ξ) := 1Tn
n∑
i=1
∫
Rd
(ϕn ◦Mξ )(z)Kδn
(
z −1iZn
)
I(H ni (rn))dz, (5.1)
where 1iZn := η−1(Xtni−1 ,1iXn), I(B) is the indicator function of a set B ∈ F . Moreover define a statistic ϑ˜n(ξ) as a
discretization of ϑ˜T (ξ) given in (3.2) as follows.
ϑ˜n(ξ) := 1Tn
n∑
i=1
(ϕn ◦Mξ )
(
1iZn
)
I(H ni (rn)). (5.2)
The truncation functions ϕn in (5.1) and (5.2) are not necessarily the same. They are suitably determined depending on each
situation below.
We denote by Γn(ϕ) the truncation error of ϑ(ξ) by ϕn, that is,
Γn(ϕ) :=
∫
Rd
(
ϕn ◦Mξ −Mξ
)
(z)f (z)dz. (5.3)
This tends to zero as n→∞ if ϑ(ξ) <∞ for each ξ ∈ Ξ .
5.1. Asymptotic properties
In this section, we will mainly describe the asymptotic properties of ϑn(ξ) since the asymptotic properties of ϑ˜n(ξ) are
obtained as corollaries of the results for ϑn(ξ). We will comment on them in Section 5.2.
Before we investigate the asymptotic properties of ϑn(ξ), we consider again the routine decomposition of the L2-error
between ϑn(ξ) and the true ϑ(ξ):
‖ϑn(ξ)− ϑ(ξ)‖2L2 = b2n[Mξ ] + Vn[Mξ ],
where bn[Mξ ] and Vn[Mξ ] are the bias and the variance of ϑn(ξ), respectively.
We make a further condition for η.
A8 The function η−1(x, y) is partially differentiable with respect to x and y. Moreover |∂yη−1(x, y)| . (1 + |x|)L uniformly
in y ∈ Rd, and |∂xη−1(x, y)| . (1+ |x|)L(1+ |y|)L for a constant L > 0.
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Theorem 5.1. Suppose the same conditions as in Proposition 4.3 or Proposition 4.4. Suppose further Condition A5, A8, and that
R(rn, hn) . h2n. Then it follows for arbitrary constants p and q satisfying p
−1 + q−1 = 1, p , q > 1, any ε ∈ (0, 1) and each
ξ ∈ Ξ that
|bn[Mξ ]| . δ
m
n
m!pim(|Mξ |)+ hnpi0(|Mξ |)+ α
ε
n(γn)+ βn(p, q)+ Γn(ϕ), (5.4)
where αεn(γn) = Cεγnh1/2−εn δ−1n , Cε is a positive constant depending on ε, and βn(p, q) = r1/qn h1/q−1n pi1/p0 (|Mξ |p).
Corollary 5.1. Suppose the same assumptions as in Theorem 5.1 and that rn = o
(
hq−1n
)
for a constant 1 < q < 3/2. Moreover
suppose that Mξ satisfies pim(|Mξ |) + pi0(|Mξ |p) < ∞ for a constant p > 1 with 1/p + 1/q = 1, and that δn = o(1),
γn = o
(
δnh
ε−1/2
n
)
for ε > 0 small enough. Then |bn[Mξ ]| → 0 as n → ∞ for each ξ ∈ Ξ . Moreover if Mξ is bounded or
Lp-integrable on Rd then the condition for δn is reduced to h
1/2−ε
n δ
−1 → 0 and the localization by ϕn can be vanished; see also
Remark 6.3.
Next we proceed to the variance estimate of ϑn(ξ).
Theorem 5.2. Suppose the same conditions as in Proposition 4.3 or Proposition 4.4. Suppose further that R(rn, hn) . h2n, and
that Conditions A5 and A8 hold. Then it follows for arbitrary constants p and q satisfying p−1 + q−1 = 1, p, q > 1 and each
ξ ∈ Ξ that
Vn[Mξ ] . 1Tn
{
pi0(M2ξ )+
δmn
m!pim(|Mξ |)+ hnpi0(|Mξ |)
}
(5.5)
+αεn(γn)
(
1+ γn + γnh1/2n δn + αεn(γn)
)
(5.6)
+βn(p, q) (γn + βn(p, q)) , (5.7)
where αεn(γn) = Cεγnh1/2−εn δ−1n and βn(p, q) = r1/qn h1/q−1n pi1/p0 (|Mξ |p).
Now, let us present our main results; Theorems 5.3–5.5. From Theorems 5.1 and 5.2, we easily find the following result.
Theorem 5.3. Suppose the same assumptions as in Theorem 5.2. Moreover suppose that Mξ satisfies pim(M2ξ )+pi0(|Mξ |p) <∞
for a constant p > 1, and that
δn = o(1), αεn(γn)+ βn(p, q) = o
(
γ−1n
)
(5.8)
for the constant q > 1 satisfying 1/p+ 1/q = 1. Then |bn[Mξ ]| + Vn[Mξ ] → 0 as n→∞. Therefore ϑn(ξ) is an L2-consistent
estimator of ϑ(ξ):
lim
n→∞ ‖ϑn(ξ)− ϑ(ξ)‖L2 = 0
for each ξ ∈ Ξ .
Remark 5.1. Suppose the same assumptions as in Theorem 5.2, and thatMξ is bounded or Lp-integrable onRd. Then we can
replace αεn(γn) in (5.6) and in (5.8) with α
ε
n(1); see their proofs and Remark 6.1 and Lemma 6.5.
Theorem 5.4. Suppose the same assumptions as in Theorem5.1, and that, as n→∞,√Tn
{
δmn + γnhn + αεn(γn)+ βn(p, q)
}→
0, γ 2n hn → 0, αεn(γ 2n )→ 0, and
√
TnΓn(ϕ)→ 0. Then ϑn(ξ) is asymptotically normal:√
Tn(ϑn(ξ)− ϑ(ξ))→dN (0, σ 2ξ ),
where σ 2ξ =
∫
Rd M
2
ξ (z)f (z)dz. Moreover, if Mξ is bounded or L
p(dz)-integrable then the γn and Γn(ϕ) in the above conditions
can be replaced by 1 and 0, respectively.
In order to show the uniform convergence in ξ ∈ Ξ ; supξ∈Ξ |ϑn(ξ)−ϑ(ξ)|→p 0 as n→∞, we take a similar argument
as in the proof of Theorem3.3, that is, we regardϑn(ξ) as a randomelement valued on (C(Ξ), ‖·‖∞)-space. For that purpose,
we assume the condition that pi0
(
supξ∈Ξ |∂ jξMξ |
)
<∞ (j = 0, 1). We only need to check a simple tightness criterion such
that
sup
n∈N
E
[
sup
ξ∈Ξ
∣∣∂ξϑn(ξ)∣∣] <∞. (5.9)
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For that purpose, we suppose thatMξ is differentiable in ξ and choose a specific truncation function such that
(ϕ˜n ◦Mξ )(z) = Mξφn
(
Mξ
)
I
({
z ∈ Rd ; sup
ξ∈Ξ
|∂ξMξ | ≤ γn
})
, (5.10)
where φn(x) is a smooth function with bounded derivative such that φn(x) = 1 around the origin, φn(x) = 0 if |x| > γn, and
|φn(x)| ≤ 1 a.e. We write
∂ξ (ϕ˜n ◦Mξ ) = ˙˜ϕ(Mξ ) = ∂ξ
[
Mξφn
(
Mξ
)]
I
({
z ∈ Rd ; sup
ξ∈Ξ
|∂ξMξ | ≤ γn
})
.
Then the uniform convergence is also obtained as follows.
Theorem 5.5. Suppose the same assumption as in Theorem 5.3, and that the function ξ 7→ Mξ is differentiable with
pi0
(
supξ∈Ξ |∂ jξMξ |
)
< ∞ (j = 0, 1). Let ϕ˜n be the localization as in (5.10). Then the sequence {ϑn(ξ)}n∈N with ϕ˜n is tight,
and
sup
ξ∈Ξ
|ϑn(ξ)− ϑ(ξ)|→p 0
as n→∞.
Remark 5.2. If |∂ jξMξ | (j = 0, 1) is bounded or Lp-integrable onRd thenwe can vanish the localization by ϕ˜n in Theorem 5.5,
and we can replace αεn(γn)with α
ε
n(1) in their conditions.
5.2. Estimators without kernels
IfMξ (z) is differentiable in z ∈ Rd, then ϑ˜n(ξ) given in (5.2) is convenient.
Let ϕ′n be a truncation such that
(ϕ′n ◦Mξ )(z) = Mξφn
(
Mξ
)
I
({
z ∈ Rd ; sup
ξ∈Ξ
|∂zMξ (z)| ≤ γn
})
,
where φn(x) is a smooth function with bounded derivative such that φn(x) = 1 around the origin, φn(x) = 0 if |x| > γn, and
|φn(x)| ≤ 1 a.e., and consider the estimator ϑ˜n(ξ) in (5.2) with ϕ′n:
ϑ˜n(ξ) := 1Tn
n∑
i=1
(ϕ′n ◦Mξ )
(
1iZn
)
I(H ni (rn)).
For this ϑ˜n(ξ), the same results as in Theorems 5.1 and 5.2 and Corollary 5.1 also hold true with the replacement that
δn ≡ 0, δ−1n ≡ 1, pim ≡ 0 and pi0 ≡ ν. This means that Assumption (LD) is not needed in this case, that is, we can estimate
(1.2) itself. Moreover if we replace the truncation ϕ′n as
(ϕ′n ◦Mξ )(z) = Mξφn
(
Mξ
)
I
({
z ∈ Rd ; sup
ξ∈Ξ
|∂zMξ | ∨ sup
ξ∈Ξ
|∂ξMξ | ≤ γn
})
(5.11)
then the statements of Theorems 5.3–5.5 with the replacement that δ−1n ≡ 1, δn ≡ 0, pim ≡ 0 and pi0 ≡ ν also hold true for
ϑ˜n(ξ). Each of their proofs is done similarly to each proof of the corresponding statements for ϑn(ξ) in Section 6.3, except
for some minor changes.
Remark 5.3. The estimators ϑn(ξ) and ϑ˜n(ξ)with the truncation given in (5.11) are asymptotically efficient in theminimax
sense since their asymptotic variances are consistent to the one of ϑT (ξ), whichwas asymptotically efficient in theminimax
sense.
6. Proofs
6.1. Proofs of the results in Section 3
Proof of Theorem 3.1. We notice the following decomposition:
‖ϑT (ξ)− ϑ(ξ)‖L2 =
[
E |ϑT (ξ)− ϑ(ξ)|2
]1/2
= [b2T [Mξ ] + VT (ξ)]1/2
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where bT [Mξ ] := EϑT (ξ)− ϑ(ξ) and VT (ξ) := E |ϑT (ξ)− EϑT (ξ)|2. Therefore we have
‖ϑT (ξ)− ϑ(ξ)‖L2 ≤ |bT [Mξ ]| +
√
VT (ξ).
To estimate the term VT (ξ), we first notice that
E
∫
Rd
Mξ (z)fT (z)dz = 1T
∫
Rd
E
[∫ T
0
∫
Rd
KδT (z − ζ ) µ(dt, dζ )
]
Mξ (z)dz
=
∫∫
Rd×Rd
KδT (z − ζ )Mξ (z)f (ζ )dzdζ . (6.1)
Since µ˜(dt, sζ ) = µ(dt, dζ )− f (ζ )dζdt is the martingale measure, we have
VT (ξ) = E
∣∣∣∣ 1T
∫ T
0
∫
Rd
{∫
Rd
Mξ (z)KδT (z − ζ ) dz
}
dµ˜(dt, dζ )
∣∣∣∣2
=
∫ T
0
∫
Rd
(
1
T
∫
Rd
Mξ (z)KδT (z − ζ )dz
)2
f (ζ ) dtdζ
= 1
T
∫
Rd
(∫
Rd
Mξ (ζ + δTv)K(v)dv
)2
f (ζ )dζ
.
1
T
∫∫
Rd×Rd
M2ξ (ζ + δTv)|K(v)|f (ζ ) dvdζ .
We applied Jensen’s inequality to the last inequality. Hence we have the following upper bound:
VT (ξ) ≤ 1T
∫∫
Rd×Rd
M2ξ (u)|K(v)|f (u− δTv) dudv .
1
T
pi0(M2ξ ). (6.2)
Next, let us estimate the absolute bias |bT [Mξ ]|. Note equality (6.1). Applying Taylor’s formula and the kernel conditions
(3.4), we have, for j = (j1, . . . , jd),
|bT [Mξ ]| =
∣∣∣∣∫∫
Rd×Rd
KδT (z − ζ )Mξ (z)f (ζ )dzdζ −
∫
Rd
Mξ (z)f (z)dz
∣∣∣∣
=
∣∣∣∣∫
Rd
Mξ (z)
{∫
Rd
K(u)[f (z − δTu)− f (z)] du
}
dz
∣∣∣∣ (6.3)
= δmT
∣∣∣∣∣
∫∫
Rd×Rd
∫ 1
0
Mξ (z)
{∑
‖j‖=m
(1− t)m−1
(m− 1)! ∂
j
z f (z − tδTu)ujK(u)
}
dtdudz
∣∣∣∣∣
.
δmT
m!pim(|Mξ |). (6.4)
This ends the proof. 
Proof of Theorem 3.2. Notice that
√
T (ϑT (ξ)− ϑ(ξ)) =
∫ T
0
∫
Rd
α(ζ , T ) µ˜(dt, dζ )+√TbT [Mξ ], (6.5)
where αξ (ζ , T ) = T−1/2
∫
Rd Mξ (z)KδT (z− ζ )dz, and |
√
TbT [Mξ ]| .
√
TδmT is asymptotically negligible as T →∞. Since the
stochastic integral in (6.5) is a martingale, we can use the martingale central limit theorem for marked point processes; see
Nishiyama [18], Theorem 2.1. Let us check the following conditions (i)–(iii):
(i) σ 2(T ) = ∫Rd α˜2ξ (ζ , T )f (ζ )dζ <∞ for any T > 0, where α˜ξ (ζ , T ) = √Tαξ (ζ , T ).
(ii) limT→∞ σ 2(T ) = σ 2ξ for each ξ ∈ Ξ .
(iii) limT→∞
∫
{ζ ; |αξ (ζ ,T )|>ε} α˜
2
ξ (ζ , T )f (ζ )dζ = 0 for any ε > 0 and each ξ ∈ Ξ .
Notice that the measure |K(u)| du is finite. Then it follows by Jensen’s inequality that
σ 2(T ) .
∫∫
Rd×Rd
M2ξ (ζ + δTu)|K(u)|f (ζ ) dudζ . pi0(M2ξ ) < ∞,
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which leads to condition (i). Next we shall show condition (ii). It follows for large enough T > 0 that
α˜2(ζ , T ) . sup
δ∈(−1,1)
∫
Rd
M2(ζ + δu)|K(u)| du,
which is ν-integrable since∫
Rd
(
sup
δ∈(−1,1)
∫
Rd
M2(ζ + δu)|K(u)| du
)
f (ζ )dζ =
∫
Rd
M2(v)
(∫
Rd
sup
δ∈(−1,1)
|f (v − δTu)K(u)| du
)
dv
. pi0(M2ξ ) < ∞.
Therefore the Lebesgue convergence theorem and Bochner’s lemma yield
lim
T→∞ σ
2(T ) =
∫
Rd
lim
T→∞ α˜
2(ζ , T )f (ζ )dζ =
∫
Rd
M2ξ (z)f (z)dz.
Finally we shall show condition (iii). It follows from Jensen’s inequality that∫
{ζ ; |αξ (ζ ,T )|>ε}
α˜2ξ (ζ , T )f (ζ )dζ ≤
1
εδT δ/2
∫
Rd
∣∣a˜ξ (ζ , T )∣∣2+δ f (ζ )dζ
≤ 1
εδT δ/2
pi0(|Mξ |2+δ) → 0 (T →∞).
This completes the proof. 
Proof of Theorem 3.3. Notice that, for each T > 0, ϑT (ξ) is continuous in ξ under pi0
(
supξ∈Ξ |Mξ |
)
< ∞. Therefore we
regard ϑT (ξ) as a random element valued on (C(Ξ), ‖ · ‖∞)-space, where ‖ · ‖∞ is the supremum norm on Ξ . Here we
apply the weak convergence result Theorem 16.5 in Kallenberg [13]. Since we already showed that the finite-dimensional
distributions of ϑT (·) converge weakly to the one of ϑ(·) by Theorem 3.1, we only need to show the tightness of {ϑT (·)}T≥0.
In this case, it suffices to show the following condition:
sup
T>0
E
[
sup
ξ∈Ξ
∣∣∂ξϑT (ξ)∣∣] <∞. (6.6)
Let us use the other expression of ϑT (ξ) given in (3.7). Then
E
[
sup
ξ∈Ξ
∣∣∂ξϑT (ξ)∣∣] = E [sup
ξ∈Ξ
∣∣∣∣∣ 1T
Nt∑
i=1
∂ξMξ (z)KδT (z −1Zτi)
∣∣∣∣∣
]
≤ E
[
1
T
Nt∑
i=1
sup
ξ∈Ξ
∣∣∂ξMξ (z)KδT (z −1Zτi)∣∣
]
. pi0
(
sup
ξ∈Ξ
∣∣∂ξMξ (z)∣∣) <∞.
Since the last term is independent of T , this implies (6.6) and ends the proof. 
6.2. Proofs of the results in Section 4
We prepare lemmas.
Lemma 6.1. Suppose Conditions A1 and A2. Then it follows for any t ≥ s > 0 with |t − s| ≤ hn and p > 0
sup
s≤u≤t
|Yu − Ys|p . hpn(1+ |Xs|)p + sup
s≤u≤s+hn
|Mu −Ms|p
for almost all ω ∈ {ω ∈ Ω : ∫ ts ∫Rd µ(ω; du, dz) = 0}.
Proof. Fix an ω ∈ {ω ∈ Ω : ∫ ts ∫Rd µ(ω; du, dz) = 0}. Then we note that |Xt(ω)− Xs(ω)| = |Yt(ω)− Ys(ω)|. Therefore, by
Condition A2, it follows for any u ∈ [s, t] that
|Yu − Ys| .
∫ t
s
(1+ |Xv|)dv + |Mu −Ms|
≤ hn(1+ |Xs|)+ sup
s≤u≤s+hn
|Mu −Ms| +
∫ t
s
|Yv − Ys|dv.
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Applying Gronwall’s inequality, we obtain that
|Yu − Ys| . hn(1+ |Xs|)+ sup
s≤u≤s+hn
|Mu −Ms|. (6.7)
This leads to the desired inequality. 
Lemma 6.2. Suppose Conditions A1–A3, A5 and either A6 or A7. Then it follows for q ≥ 2, t ∈ [tni−1, tni ] that
Eni−1|Xt − Xtni−1 |q . |t − tni−1|(1+ |Xtni−1 |)q. (6.8)
If φ(x) is of polynomial growth in x then
Eni−1|φ(Xt)| . (1+ |Xtni−1 |)L. (6.9)
for a constant L > 0.
Proof. Let Nt be a number of jumps in the interval [tni−1, t] and σi be the ith jump’s time, where σ0 = tni−1. Then it follows
that
|Xt − Xtni−1 |p .
Nt∑
i=1
|Yσi − Yσi−1 |p + |Yt − YσNt |p +
∣∣∣∣∣
∫ t
tni−1
η(Xs−, z) µ(ds, dz)
∣∣∣∣∣
p
. (Nt + 1) sup
u∈[tni−1,t]
|Yu − Ytni−1 |p +
∣∣∣∣∣
∫ t
tni−1
η(Xs−, z) µ(ds, dz)
∣∣∣∣∣
p
.
Applying the same argument as in the proof of Proposition 3.1 in Shimizu and Yoshida [26] to the last term, and from
Lemma 6.1, we obtain that
Eni−1
[
|Xt − Xtni−1 |p
]
. hn(1+ |Xtni−1 |)p + Eni−1
[
(Nt + 1) sup
tni−1≤u≤tni
|Mu −Mtni−1 |p
]
+
∫ t
tni−1
Eni−1
[
|Xu − Xtni−1 |p
]
du
. hn(1+ |Xtni−1 |)p +
{
Eni−1
[
sup
tni−1≤u≤tni
|Mu −Mtni−1 |2p
]}1/2
+
∫ t
tni−1
Eni−1
[
|Xu − Xtni−1 |p
]
du
. hn(1+ |Xtni−1 |)p +
{
Eni−1
[
|〈M〉tni − 〈M〉tni−1 |p
]}1/2 + ∫ t
tni−1
Eni−1
[
|Xu − Xtni−1 |p
]
du
. hn(1+ |Xtni−1 |)p +
∫ t
tni−1
Eni−1
[
|Xu − Xtni−1 |p
]
du.
Here we used the Burkholder–Davis–Gundy inequality with A6 or A7, and the fact that Ytni−1 = Xtni−1 . Hence Gronwall’s
lemma leads to inequality (6.8). Moreover we again apply the same argument as in the proof of Proposition 3.1 in Shimizu
and Yoshida [26] in order to obtain inequality (6.9). This completes the proof. 
Proof of Proposition 4.1. It follows from Condition A1 that
P
{
sup
t∈(s,τni (s))
|Xt − Xs| > rn
∣∣∣∣∣Fs
}
≤ P
{
sup
t∈(s,τni (s))
|Ct − Cs| > rn2
∣∣∣∣∣Fs
}
+ P
{
sup
t∈(s,τni (s))
|Mt −Ms| > rn2
∣∣∣∣∣Fs
}
.
Using Chebysev’s inequality, Jensen’s inequality and (6.9) in Lemma 6.2, we easily see that the first term is dominated by
L
(
hnr−1n
)p
(1+ |Ys|)L for a constant L > 0 and any p > 1. On the second term,
P
{
sup
t∈(s,τni (s))
|Mt −Ms| > rn2
∣∣∣∣∣Fs
}
≤
d∑
j=1
P
{
sup
t∈(s,τni (s))
|M(j)t −M(j)s | >
rn
2d
∣∣∣∣∣Fs
}
.
Let M˜t = Mt+s − Ms (t ≥ 0) for each s ≥ 0, and let F˜t = Ft+s. Then M˜ is a F˜t-continuous local martingale. Therefore
it follows from the time-change theorem for martingales that B(j)u = M˜(j)T (u) is an F˜T (u)-standard Brownian motion for time-
change T (u) = inf{t ≥ 0 ; 〈M˜(j)〉t > u}, and M˜(j)t = B〈M˜(j)〉t . Now we denote by S(j)n and T (j)b as follows:
S(j)n := inf
{
t ≥ 0 ; |B(j)t | ≥ rn2d
}
,
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T (j)b := inf
{
t ≥ 0 ; B(j)t = b
}
.
Then we have
P
{
sup
t∈(s,τni (s))
|M(j)t −M(j)s | >
rn
2d
∣∣∣∣∣Fs
}
= P
{
sup
t∈(s,τni (s))
|M˜(j)t−s| > rn2d
∣∣∣∣∣ F˜0
}
≤ P
{
sup
t∈(0,hn)
|B〈M˜(j)〉t | >
rn
2d
∣∣∣∣ F˜0}
≤ P
{
S(j)n ≤ 〈M˜(j)〉hn |F˜0
}
.
Since 〈M˜(j)〉hn ≤ κhn from A6, we have
P
{
sup
t∈(s,τni (s))
|M(j)t −M(j)s | >
rn
2d
∣∣∣∣∣Fs
}
≤ P {S(j)n ≤ κhn|F˜0}
≤ 2P
{
T (j)rn
2d
≤ κhn
∣∣∣ F˜0}
= 4P
{
B(j)κhn ≥
rn
2d
∣∣∣ F˜0}
.
4√
2pi
∫ ∞
rn
2d
√
κhn
e−z
2/2dz
.
√
hn
rn
exp
(
− r
2
n
8d2κhn
)
.
For the derivation of the last equality, see Karatzas and Shreve [14], Section 2.6, and we used the inequality∫ ∞
x
e−z
2/2dz ≤ 1
x
e−x
2/2 (x > 0)
in the last inequality. This completes the proof. 
Proof of Proposition 4.2. Notice that dXt = dYt on the interval (s, τ ni (s)). From Chebysev’s inequality and Lemma 6.1, it
follows for any p ≥ 1 that
P
{
sup
t∈(s,τni (s))
|Xt − Xs| > rn
∣∣∣∣∣Fs
}
≤ r−pn E
[
sup
t∈(s,τni (s))
|Yt − Ys|p
∣∣∣∣∣Fs
]
.
(
hn
rn
)p
(1+ |Xs|)p + r−pn E
[
sup
s≤u≤s+hn
|Mu −Ms|p
∣∣∣∣Fs] .
From the Burkholder–Davis–Gundy inequality and Condition A7, we have for any p ≥ 1 that
P
{
sup
t∈(s,τni (s))
|Xt − Xs| > rn
∣∣∣∣∣Fs
}
. r−pn h
p
n(1+ |Xs|)p + r−pn E
[∣∣〈M〉s+hn − 〈M〉s∣∣p/2∣∣∣Fs]
. r−pn h
p/2
n (1+ |Xs|)p.
This completes the proof. 
6.3. Proofs of the results in Section 5
We prepare some lemmas.
Set τ ni := τ ni (tni−1); see (4.3) on this notation, and define
E
[
Kδn(z −1iZn)I(H ni (rn))
]− hnf (z) =: Dn,i(z)+Bn,i(z), (6.10)
where
Dn,i(z) = E
[
Kδn(z −1iZn)I(H ni (rn))− Kδn(z −1Zτni )I(Jni = 1)
]
, (6.11)
Bn,i(z) = E
[
Kδn(z −1Zτni )I(Jni = 1)− hnf (z)
]
. (6.12)
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Lemma 6.3. It follows for large n ∈ N with δn < 1 that∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Bn,i(z)dz
∣∣∣∣ . hn δmnm!pim(|Mξ |)+ h2npi0(|Mξ |).
Proof. Let λ := ∫Rd f (z)dz, which is finite. Since the distribution of1Zτni conditional on {Jni = 1} has the density λ−1f (z),
Bn,i(z) = P{Jni = 1}
∫
Rd
Kδn(z − u)λ−1f (u) du− hnf (z)
. hn
∫
Rd
Kδn(z − u) [f (u)− f (z)] du+ h2n
∫
Rd
Kδn(z − u)f (u) du
= hn
∫
Rd
K(y)[f (z − δny)− f (z)]dy+ h2n
∫
Rd
K(y)f (z − δny)dy
= hnδmn
∑
‖j‖=m
∫
Rd
∫ 1
0
(1− t)m−1
(m− 1)! ∂
j
z f (z − tδny)yjK(y)dtdy+ h2n
∫
Rd
K(y)f (z − δny)dy.
Hence for large n satisfying δn < 1, we have
Bn,i(z) . hn
δmn
m!
∑
‖j‖=m
sup
δ∈(−1,1)
∫
Rd
|∂ jz f (z − δy)‖yj‖K(y)|dy+ h2n
∫
Rd
K(y)f (z − δny)dy.
This implies the consequence from the fact that |ϕn ◦Mξ | ≤ Mξ a.e. and the definition of the measure pim and pi0. 
In what follows, we use the following notation:
Dni,0 =
{
H ni (rn) ∩ {Jni = 0}
}
,
Dni,1 =
{
H ni (rn) ∩ {Jni = 1}
}
,
Dni,2 =
{
H ni (rn) ∩ {Jni ≥ 2}
}
,
and we decomposeDn,i as follows.
Dn,i(z) = E
[
K (1)n,i (z)+ K (2)n,i (z)+ K (3)n,i (z)
]
,
where
K (1)n,i (z) = Kδn(z −1iZn)I(H ni (rn))− Kδn(z −1iZn)I(Dni,1),
K (2)n,i (z) = Kδn(z −1iZn)I(Dni,1)− Kδn(z −1Zτni )I(Dni,1),
K (3)n,i (z) = Kδn(z −1Zτni )I(Dni,1)− Kδn(z −1Zτni )I({Jni = 1}).
Let us estimate each integral Eni−1
[∫
(ϕn ◦Mξ )(z)K (j)n,i(z)dz
]
in the next lemma.
Lemma 6.4. Suppose the same conditions as in Proposition 4.3 or Proposition 4.4. Moreover suppose Condition A8, and that
R(rn, hn) . h2n. Then the following inequalities are valid: for any ε ∈ (0, 1) and any p, q > 1 such that 1/p+ 1/q = 1,∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (1)n,i (z)
]
dz
∣∣∣∣ . γnh2n(1+ |Xtni−1 |)L, (6.13)∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (2)n,i (z)
]
dz
∣∣∣∣ . Cεδ−1n γnh3/2−εn (1+ |Xtni−1 |)L, (6.14)∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (3)n,i (z)
]
dz
∣∣∣∣ . (rnhn)1/qpi1/p0 (|Mξ |p)(1+ |Xtni−1 |)L, (6.15)
where Cε is a constant depending on ε and L is a positive constant.
Proof. First, inequality (6.13) is deduced from (4.4) and (4.6) in Proposition 4.3:∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (1)n,i (z)
]
dz
∣∣∣∣ = ∣∣∣∣∫
Rd
(ϕn ◦Mξ )(1iZn + δnu)Enj−1
[
I(Dni,0)+ I(Dni,2)
]
K(u) du
∣∣∣∣
. γn
(
Pni−1{Dni,0} + Pni−1{Dni,2}
)
. γnh2n(1+ |Xtni−1 |)L. (6.16)
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Second, let us show inequality (6.14). Notice that
1iZn −1Zτni =
[
η−1(Xtni−1 ,1iX
n)− η−1(Xtni−1 ,1Xτni )
]
+
[
η−1(Xtni−1 ,1Xτni )− η−1(Xτni −,1Xτni )
]
= ∂η−1i−1(Y ′)
(
1iXn −1Xτni
)
− ∂η−1
τni
(X ′)
(
Xτni − − Xtni−1
)
,
where Y ′ is a random variable which is between 1iXn and 1Xτni , X
′ is a random variable which is between Xtni−1 and Xτni −,
∂η−1i−1(y) = ∂η−1(Xtni−1 , y)/∂y, and ∂η−1τni (x) = ∂η
−1(x,1Xτni )/∂x. Then we see from the mean value theorem that∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (2)n,i (z)
]
dz
∣∣∣∣
≤
∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
δ−(d+1)n ∂K(z; Z˜)∗∂η−1i−1(Y ′)|1iXn −1Xτni |I(Dni,1)
]
dz
∣∣∣∣
+
∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
δ−(d+1)n ∂K(z; Z˜)∗∂η−1n (X ′)|Xτni − − Xtni−1 |I(Dni,1)
]
dz
∣∣∣∣ , (6.17)
where ∂K(z; x) = ∂uK(u)|u=δ−1n (z−x), and∗ stands for the transpose. Z˜ is a randomvariablewhich is betweenη−1(Xtni−1 ,1iXn)
and η−1(Xtni−1 ,1Xτni ). Therefore it follows from Conditions (3.5) and A8 that, for a constant L > 0,∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (2)n,i (z)
]
dz
∣∣∣∣ . δ−1n γnEni−1 [|1iXn −1Xτni |I(Dni,1)] (1+ |Xtni−1 |)L
+ δ−1n γnEni−1
[
(1+ |X ′|)L(1+ |1Xτni |)L|Xτni − − Xtni−1 |I(Dni,1)
]
.
Using Hölder’s inequality and Lemma 6.2 (6.9), we have for any ε ∈ (0, 1) that∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (2)n,i (z)
]
dz
∣∣∣∣ . δ−1n γnEni−1 [|1iXn −1Xτni |I(Dni,1)] (1+ |Xtni−1 |)L
+ Cεδ−1n γn
{
Eni−1
[
|Xτni − − Xtni−1 |1/(1−ε)I(Dni,1)
]}1−ε
(1+ |Xtni−1 |)L
. Cεδ−1n γnh
3/2−ε
n (1+ |Xtni−1 |)L. (6.18)
The last inequality is deduced from the fact that
Eni−1
[
|Xτni − − Xtni−1 |pI(Dni,1)
]
. hp/2+1n (1+ |Xtni−1 |)L
Eni−1
[
|1iXn −1Xτni |pI(Dni,1)
]
. hp/2+1n (1+ |Xtni−1 |)L
for any p ≥ 1; see Remark 3.1 in Shimizu and Yoshida [26].
Finally, let us show inequality (6.15). Using Hölder’s inequality for a constant p, q > 1 such that 1/p + 1/q = 1 and
Jensen’s inequality, we see that∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (3)n,i (z)
]
dz
∣∣∣∣ = ∣∣∣∣Eni−1 [∫
Rd
(ϕn ◦Mξ )(z)Kδn(z −1Zτni )dzI
(
(H ni (rn))
c ∩ {Jni = 1}
)]∣∣∣∣
.
(
Eni−1
∣∣∣∣∫
Rd
(ϕn ◦Mξ )p(1Zτni + δnu)K(u) du
∣∣∣∣p)1/p (Pni−1 {(H ni (rn))c ∩ {Jni = 1}})1/q
. (rnhn)1/q
(∫∫
Rd×Rd
∣∣(ϕn ◦Mξ )p(ζ + δnu)∣∣ K(u)f (ζ ) dudζ)1/p (1+ |Xtni−1 |)L
. (rnhn)1/qpi
1/p
0 (|Mξ |p)(1+ |Xtni−1 |)L.
We used Proposition 4.3, (4.8) in the second inequality. 
Remark 6.1. IfMξ is bounded or Lp-integrable on Rd then the estimates for (6.16) and (6.18) in the proof of Lemma 6.4 can
be rewritten as follows: for any p > 1, Hölder’s inequality yields that∣∣∣∣∫
Rd
Mξ (z)Eni−1
[
K (1)n,i (z)
]
dz
∣∣∣∣ . (∫
Rd
∣∣Eni−1 [I(Dni,0)+ I(Dni,2)] Kδn(z −1iZn)∣∣p dz)1/p
1088 Y. Shimizu / Journal of Multivariate Analysis 100 (2009) 1073–1092
. h2n(1+ |Xtni−1 |)L
(∫
Rd
δ1−pn K
p(u) du
)1/p
. h2n(1+ |Xtni−1 |)L (p ↓ 1),
and that, for any ε ∈ (0, 1),∣∣∣∣∫
Rd
Mξ (z)Eni−1
[
K (2)n,i (z)
]
dz
∣∣∣∣ . (∫
Rd
∣∣∣Eni−1 [K (2)n,i (z)]∣∣∣p dz)1/p
. Cεδ−1n h
3/2−ε
n (1+ |Xtni−1 |)L,
in which the sequence γn vanishes. This implies that we can vanish the localization by ϕn in Lemma 6.4 ifMξ (z) is bounded
or Lp(dz)-integrable.
Remark 6.2. Let {gn}n∈N be a sequence of functions satisfying that |gn| ≤ γn, |∂gn| ≤ γ˜n, and that gn is Lp(ν)-integrable for
a p > 1. Suppose that there exists a ν-integrable function g such that gn → g a.e. as n→∞. Then by the similar argument
as in the proof of Lemma 6.4, we easily find that
Eni−1
[
gn(1iZn)I(H ni (rn))− g(1Zτni )I({Jni = 1})
]
= hnΓ˜n +1n(γn, γ˜n), (6.19)
where Γ˜n = ν(gn − g), and for any ε ∈ (0, 1) and q > 1 with 1/p+ 1/q = 1,
|1n(γn, γ˜n)| .
{
γnh2n + Cεδ−1n γ˜nh3/2−εn + (rnhn)1/qν1/p(|gn|p)
}
(1+ |Xtni−1 |)L.
We use this fact in the proof of Theorem 5.4 later.
Using Lemma 6.4, we can easily obtain the following estimate.
Lemma 6.5. Suppose the same assumptions as in Lemma 6.4 and Condition A5. Then∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Dn,i(z)dz
∣∣∣∣ . Cεγnh3/2−εn δ−1n + r1/qn h1/qn pi1/p0 (|Mξ |p)
for any ε ∈ (0, 1). In particular, if Mξ (z) is bounded or Lp(dz)-integrable then we can vanish the localization by ϕn, and replace
γn ≡ 1 in the right-hand side.
Proof of Theorem 5.1. The consequent immediately follows from Lemmas 6.3 and 6.5 since
|bn[Mξ ]| ≤
∣∣∣∣∣ 1Tn
n∑
i=1
∫
Rd
(ϕn ◦Mξ )(z)Dn,i(z)dz
∣∣∣∣∣+
∣∣∣∣∣ 1Tn
n∑
i=1
∫
Rd
(ϕn ◦Mξ )(z)Bn,i(z)dz
∣∣∣∣∣+ Γn(ϕ).
This ends the proof. 
Proof of Corollary 5.1. On the asymptotic unbiasedness: |bn[Mξ ]| → 0, is obtained directly from Theorem 5.1. For the last
half of the assertion, see Remark 6.1 and Lemma 6.4. 
Remark 6.3. We can easily show the same types of results as in Lemma 6.4 for ϑ˜n(ξ). Indeed, retracing the estimate for
(6.14) in the proof of Lemma 6.4, we obtain that∣∣∣Eni−1 [(ϕn ◦Mξ )(1iZn)− (ϕn ◦Mξ )(1Zτni )]∣∣∣ . Cεγnh3/2−εn (1+ |Xtni−1 |)L. (6.20)
Therefore it is easily seen by the same argument as in Remark 3.2 that∣∣b′n[Mξ ]∣∣ . hnν(|Mξ |)+ Cεγnh1/2−εn + r1/qn h1/q−1n ν1/p(|Mξ |p)+ Γn(ϕ′),
where b′n[Mξ ] = E[ϑ˜n(ξ)] − ϑ(ξ). Therefore the statement of Corollary 5.1 for b′n[Mξ ] also holds true with the replacement
that δn = 0, δ−1n = 1, pim ≡ 0 and pi0 ≡ ν.
Although the condition that Mξ (z) is differentiable in z ∈ Rd is not necessary but sufficient for (6.20), such a condition
would not be so far from applications.
Remark 6.4. Inequality (6.20) is an evaluation of an approximation error for replacing the true jump1Zτni by1iZ
n, where
the z-differentiability of Mξ (z)must be used; see estimate (6.17) in the proof of Lemma 6.4. When Mξ (z) is not smooth in
z, the kernel-type estimator ϑn(ξ) is useful since we can impose the operation on the kernel function.
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Proof of Theorem 5.2. Recall that the definition of Vn[Mξ ] is the variance of the estimator ϑn(ξ). Let
ϑˆn(ξ ; ζ , A) =: 1Tn
∫
Rd
(ϕn ◦Mξ )(z)Kδn(z − ζ )I(A)dz (6.21)
for A ∈ F , in particular, let ϑˆn,i = ϑˆn(ξ ;1iZn,H ni (rn)). Then we have
Vn[Mξ ] = Var
(
n∑
i=1
ϑˆn,i
)
(6.22)
=
n∑
i=1
Var
(
ϑˆn,i
)
+
∑
1≤i6=j≤n
Cov
(
ϑˆn,i, ϑˆn,j
)
. (6.23)
For the variance term, it follows from Jensen’s inequality that
Var
(
ϑˆn,i
)
≤ E
∣∣∣ϑˆn,i∣∣∣2
≤ 1
T 2n
∫
Rd
(ϕn ◦Mξ )2(z)E
[
Kδn(z −1iZn)I(H ni (rn))
]
dz.
Using decomposition (6.10) and Lemmas 6.3 and 6.5, we obtain that
Var
(
ϑˆn,i
)
≤ 1
T 2n
∫
Rd
(ϕn ◦Mξ )2(z)
{
hnf (z)+Dn,i(z)+Bn,i(z)
}
dz
.
1
T 2n
{
hnpi0(M2ξ )+ hn
δmn
m!pim(|Mξ |)+ h
2
npi0(|Mξ |)+ Cεγnh3/2−εn δ−1n + r1/qn h1/qn pi1/p0 (|Mξ |p)
}
= 1
nTn
{
pi0(M2ξ )+
δmn
m!pim(|Mξ |)+ hnpi0(|Mξ |)+ Cεγnh
1/2−ε
n δ
−1
n + r1/qn h1/q−1n pi1/p0 (|Mξ |p)
}
. (6.24)
Next, for the covariance term, let us set
Cov
(
ϑˆn,i, ϑˆn,j
)
= E
[
ϑˆn,iϑˆn,j
]
− E
[
ϑˆn,i
]
E
[
ϑˆn,j
]
= 1(n)i,j +Λ(n)i,j
for i < j, where
1
(n)
i,j = E
[
ϑˆn,iϑˆn,j
]
− E
[
ϑˆn(ξ ;1Zτni , {Jni = 1})ϑˆn(ξ ;1Zτnj , {Jni = 1})
]
,
Λ
(n)
i,j = E
[
ϑˆn(ξ ;1Zτni , {Jni = 1})ϑˆn(ξ ;1Zτnj , {Jnj = 1})
]
− E
[
ϑˆn,i
]
E
[
ϑˆn,j
]
,
and τ ni = τ ni (tni−1); see (4.3).
If i < j then1Zτni is Ftnj−1-measurable and {Jni = 1} ∈ Ftnj−1 . Moreover1Zτni , Jni and Ftni−1 are independent of each other
for any i = 1, 2, . . . , n. Therefore
E
[
ϑˆn(ξ ;1Zτni , {Jni = 1})ϑˆn(ξ ;1Zτnj , {Jnj = 1})
]
= E
[
ϑˆn(ξ ;1Zτni , {Jni = 1})Enj−1
[
ϑˆn(ξ ;1Zτnj , {Jnj = 1})
]]
= E
[
ϑˆn(ξ ;1Zτni , {Jni = 1})
]
E
[
ϑˆn(ξ ;1Zτnj , {Jnj = 1})
]
.
On the other hand, it follows by (6.11) that
E
[
ϑˆn,i
]
= E
[
ϑˆn(ξ ;1Zτni , {Jni = 1})
]
+ 1
Tn
∫
Rd
(ϕn ◦Mξ )(z)Dn,i(z)dz
≤ hn
Tn
∫
Rd×Rd
(ϕn ◦Mξ )(ζ + δnu)K(u)f (ζ ) dudζ + 1Tn
∫
Rd
(ϕn ◦Mξ )(z)Dn,i(z)dz.
Therefore we can obtain that∣∣∣Λ(n)i,j ∣∣∣ . hnT 2n
∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Dn,i(z)dz
∣∣∣∣+ hnT 2n
∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Dn,j(z)dz
∣∣∣∣
+ 1
T 2n
∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Dn,i(z)dz
∣∣∣∣ ∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Dn,j(z)dz
∣∣∣∣
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. hnT−2n
{
Cεγnh3/2−εn δ
−1
n + r1/qn h1/qn pi1/p0 (|Mξ |p)
}
+ T−2n
{
Cεγ 2n h
3−2ε
n δ
−2
n + r2/qn h2/qn pi2/p0 (|Mξ |p)
}
. n−2
{
αεn(γn)+ βn(p, q)+
(
αεn(γn)
)2 + β2n (p, q)} . (6.25)
Finally, let us estimate the term1(n)i,j (i < j), which is decomposed as follows.
1
(n)
i,j = E
[
ϑˆn,iEnj−1
[
1
Tn
∫
Rd
(ϕn ◦Mξ )(z)K (1)n,j (z)dz
]]
(6.26)
+ E
[
Enj−1
[
ϑˆn(ξ ;1jZn,Dnj,1)
] 1
Tn
∫
Rd
(ϕn ◦Mξ )(z)K (1)n,i (z)dz
]
(6.27)
+ E
[
ϑˆn(ξ ;1iZn,Dni,1)Enj−1
[
1
Tn
∫
Rd
(ϕn ◦Mξ )(z)K (2)n,j (z)dz
]]
(6.28)
+ E
[
Enj−1
[
ϑˆn(ξ ;1Zτnj ,Dnj,1)
] 1
Tn
∫
Rd
(ϕn ◦Mξ )(z)K (2)n,i (z)dz
]
(6.29)
+ E
[
ϑˆn(ξ ;1Zτnj ,Dni,1)Enj−1
[
1
Tn
∫
Rd
(ϕn ◦Mξ )(z)K (3)n,j (z)dz
]]
(6.30)
+ E
[
Enj−1
[
ϑˆn(ξ ;1Zτnj , {Jnj = 1})
] 1
Tn
∫
Rd
(ϕn ◦Mξ )(z)K (3)n,i (z)dz
]
. (6.31)
Let Q1,Q2, . . . ,Q6 be the terms (6.26)–(6.31), respectively. Then using Lemma 6.4 repeatedly, we have the following
estimates: For Q1, it follows from (6.13) that
|Q1| . γnh
2
n
Tn
E
[
|ϑˆn,i|(1+ |Xtnj−1 |)L
]
.
γ 2n h
2
n
Tn
E
[
Pnj−1(H
n
i (rn))(1+ |Xtnj−1 |)L
]
. Cε
γ 2n h
3−ε
n
T 2n
for arbitrary ε ∈ (0, 1).Weused Proposition 4.3 andHölder’s inequality to derive the last inequality. SinceQ2 can be similarly
estimated, we have that
|Q1| + |Q2| . Cεγ 2n h1−εn n−2. (6.32)
ForQ3, it follows from (6.14) and the similar argument to the estimate ofQ1 that |Q3| . Cεγ 2n δ−1n h5/2−εn T−2n , andQ4 is similarly
estimated. Hence we have that
|Q3| + |Q4| . Cεγ 2n δ−1n h1/2−εn n−2. (6.33)
For Q5, it follows from (6.15) and the similar argument as above, and for p, q > 1 satisfying p−1 + q−1 = 1 that
|Q5| ≤ γnhn(rnhn)1/qpi1/p0 (|Mξ |p)T−2n , and Q6 is similarly estimated. Hence we have that
|Q5| + |Q6| . γnr1/qn h1/q−1n pi1/p0 (|Mξ |p)n−2. (6.34)
Therefore it follows from (6.32) to (6.34) that
1
(n)
i,j . n
−2
(
Cεγ 2n h
1−ε
n + Cεγ 2n δ−1n h3/2−εn + γnr1/qn h1/q−1n pi1/p0 (|Mξ |p)
)
. (6.35)
Consequently, we obtain from (6.23)–(6.25) and (6.35) that
Vn[Mξ ] . 1Tn
{
pi0(M2ξ )+
δmn
m!pim(|Mξ |)+ hnpi0(|Mξ |)+ α
ε
n(γn)+ βn(p, q)
}
+αεn(γn)
(
1+ γn + γnh1/2n δn + αεn(γn)
)+ βn(p, q) (γn + βn(p, q)) .
This completes the proof. 
Proof of Theorem 5.3. This is the direct result from Theorems 5.1 and 5.2. 
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Proof of Theorem 5.4. Notice that
√
Tn(ϑn(ξ)− ϑ(ξ)) =∑ni=1 Yn,i, where
Yn,i = 1√
Tn
∫
Rd
{
(ϕn ◦Mξ )(z)Kδn(z −1iZn)I(H ni (rn))− hnMξ (z)f (z)
}
dz. (6.36)
We can apply the central limit theorem for a centered triangular array {Yn,i}1≤i≤n,n∈N, and it suffices to check the following
conditions (6.37)–(6.39); see Hall and Hyde [10] or Shiryaev [27].
n∑
i=1
∣∣Eni−1 [Yn,i]∣∣ →p 0, (6.37)
n∑
i=1
Eni−1
[
Y 2n,i
] →p σ 2ξ , (6.38)
n∑
i=1
Eni−1
[
Y 4n,i
] →p 0. (6.39)
First, in order to show Condition (6.37), we notice the following inequality:∣∣Eni−1 [Yn,i]∣∣ . 1√Tn
n∑
i=1
∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Eni−1
[
K (1)n,i (z)+ K (2)n,i (z)+ K (3)n,i (z)
]
dz
∣∣∣∣
+ 1√
Tn
n∑
i=1
∣∣∣∣∫
Rd
(ϕn ◦Mξ )(z)Bn,i(z)dz
∣∣∣∣+ ∣∣∣√TnΓn(ϕ)∣∣∣ ,
since Eni−1
[
Kδn(z −1Zτni )I(Jni = 1)
]
= E
[
Kδn(z −1Zτni )I(Jni = 1)
]
.
From Lemmas 6.3 and 6.4 and the assumption that
√
TnΓn(ϕ)→ 0, we see that
n∑
i=1
∣∣Eni−1 [Yn,i]∣∣ = Op(√Tn(γnhn + αεn(γn)+ βn(p, q)))+ Op(√Tn(δmn + hn))+ o(1),
whose right-hand side tends to zero by our assumptions.
Second, for (6.39), it is easy to see that
n∑
i=1
Eni−1
[
Y 4n,i
] = Op (γnhnTn + h
2
n
n
)
→p 0.
It remains to show (6.38).
n∑
i=1
Eni−1
[
Y 2n,i
] = 1
Tn
n∑
i=1
Eni−1
[(∫
Rd
(ϕn ◦Mξ )(z)Kδn(z −1iZn)dz
)2
I(H ni (rn))
]
+ n · Op
(
γnh2n√
Tn
+ h2n
)
.
The second term in the right-hand side becomes Op
(√
Tnγnhn + nh2n
)
, which tends to zero in probability. On the first term,
putting gn(ζ ) =
(∫
Rd(ϕn ◦Mξ )(z)Kδn(z − ζ )dz
)2, we can apply to gn relation (6.19) in Remark 6.2 with the replacement of
γn and γ˜n by γ 2n . So
Eni−1
[
gn(1iZn)I(H ni (rn))
] = hne−λhn ∫
Rd
g(z)f (z)dz + hnΓ˜n +1n(γ 2n , γ 2n ).
Therefore we have that
n∑
i=1
Eni−1
[
Y 2n,i
] = ∫
Rd
g(ζ )f (ζ )dζ + Γ˜n + h−1n 1n(γ 2n , γ 2n )+ op(1).
Here noticing that∫
Rd
g(ζ )f (ζ )dζ =
∫
Rd
(
lim
n→0
∫
Rd
(ϕn ◦Mξ ) 1
δn
K
(
z − ζ
δn
)
dz
)2
f (ζ )dζ
=
∫
Rd
M2ξ (ζ )f (ζ )dζ = σ 2ξ
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for any ξ by Bochner’s lemma, and that
h−1n 1n(γ
2
n , γ
2
n ) = Op
(
γ 2n hn + α(γ 2n )+ βn(p, q)
)→p 0,
we obtain the desired result. 
Proof of Theorem 5.5. Notice that
E
[
sup
ξ∈Ξ
|∂ξϑn(ξ)|
]
.
1
Tn
n∑
i=1
∫
Rd
sup
ξ∈Ξ
| ˙˜ϕn(Mξ )|E
[
Kδn(z −1iZn)I(H ni (rn))
]
dz
.
γn
Tn
n∑
i=1
∫
Rd
Dn,i(z)dz + pi0
(
sup
ξ∈Ξ
|∂ξMξ |
)
since the derivative ˙˜ϕn is bounded by γn. Thanks to Lemma 6.5, we have
E
[
sup
ξ∈Ξ
|∂ξϑn(ξ)|
]
. γn
{
αεn(1)+ βn(p, q)
}+ pi0 (sup
ξ∈Ξ
|∂ξMξ |
)
.
This implies (5.9) under αεn(γn)+ γnβn(p, q)→ 0 and pi0
(
supξ∈Ξ |∂ξMξ |
)
<∞. 
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