Graph partitioning methods and their application on the solution of selected engineering problems by Saferna, Jan
V ˇSB – Technicka´ univerzita Ostrava
Fakulta elektrotechniky a informatiky
Katedra aplikovane´ matematiky
Metody rozdeˇlenı´ grafu a jejich
aplikace na rˇesˇenı´ vybrany´ch
inzˇeny´rsky´ch u´loh
Graph partitioning methods and
their application on the solution of
selected engineering problems
2010 Jan Saferna
Souhlası´m se zverˇejneˇnı´m te´to diplomove´ pra´ce dle pozˇadavku˚ cˇl. 26, odst. 9 Studijnı´ho
a zkusˇebnı´ho rˇa´du pro studium v magistersky´ch programech VSˇB-TU Ostrava.
V Ostraveˇ 23. cˇervence 2010 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Prohlasˇuji, zˇe jsem tuto diplomovou pra´ci vypracoval samostatneˇ. Uvedl jsem vsˇechny
litera´rnı´ prameny a publikace, ze ktery´ch jsem cˇerpal.
V Ostraveˇ 23. cˇervence 2010 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Na tomto mı´steˇ bych chteˇl podeˇkovat Doc. Ing. Toma´sˇi Kozubkovi Ph.D. a Ing. Pavle
Kabelı´kove´ za cenne´ rady, podneˇty a prˇipomı´nky prˇi tvorbeˇ diplomove´ pra´ce. Da´le M.Sc.
Shehzadovi Afzalovi za na´pomoc beˇhem mojı´ sta´zˇe na Montanuniversita¨t v Leobenu.
V neposlednı´ rˇadeˇ sve´ rodineˇ za podporu beˇhem my´ch studijnı´ch let.
Abstrakt
Tato diplomova´ pra´ce se zaby´va´ metodami rozkladu grafu na podgrafy, jezˇ jsou sou-
visle´. Jsou zde popsa´ny metody rozkladu zalozˇene´ na grafovy´ch algoritmech, ktere´ jsou
jednoduche´, a metody zalozˇene´ na hlubsˇı´ch znalostech teorie grafu˚ a linea´rnı´ algebry, jezˇ
jsou rychle´ a efektivnı´. Tyto rozklady grafu nacha´zı´ uplatneˇnı´ v nejru˚zneˇjsˇı´ch technicky´ch
u´loha´ch.
Klı´cˇova´ slova: rozklad grafu, pseudo-periferia´lnı´ vrchol, prohleda´va´nı´ do sˇı´rˇky, prohleda´va´nı´
do hloubky, Lanczosova metoda
Abstract
In the present work we study graph partitioning methods. We describe easy methods
based on graph algorithms as well methods based on deep knowledge of graph theory
and linear algebra. These methods are fast and effective.
Keywords: graph partitioning, pseudo-peripheral node, breadth-first search, depth-first
search, Lanczos method
Seznam pouzˇity´ch zkratek a symbolu˚
AND – logicka´ spojka
”
a soucˇasneˇ“
BFS – prohleda´va´nı´ do sˇı´rˇky
DFS – prohleda´va´nı´ do hloubky
FETI – finite element tearing and interconnect
MLSE – vı´ceu´rovnˇova´ expanze nastavenı´ vrcholu˚
RGB – rekurzivnı´ grafova´ bisekce
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51 ´Uvod
Rozdeˇlenı´ grafu v poslednı´ dobeˇ nacha´zı´ aplikaci v efektivnı´m rˇesˇenı´ nejru˚zneˇjsˇı´ch u´loh.
Nejvy´znamneˇjsˇı´ aplikacı´ rozdeˇlenı´ grafu je vyuzˇitı´ prˇi paralelnı´ a distribuovane´ realizaci
ru˚zny´ch algoritmu˚. Princip rˇesˇenı´ spocˇı´va´ v rozdeˇlenı´ velke´ u´lohy na neˇkolik mensˇı´ch,
ktere´ se navza´jem minima´lneˇ ovlivnˇujı´. V pra´ci je popsa´na dekompozice grafu zalozˇena´
na grafovy´ch algoritmech, jezˇ cˇinı´ rozklad jednoduchy´, rychly´ a efektivnı´. Dekompozice
je zalozˇena na velmi dobry´ch znalostech linea´rnı´ algebry a teorie grafu˚; je tedy na´rocˇna´
na znalosti, na druhou stranu je extre´mneˇ rychla´, efektivnı´ a pouzˇitelna´ pro velke´ u´lohy.
Take´ je zde popsa´na vı´ceu´rovnˇova´ grafova´ bisekce, ktera´ pomocı´ prˇevodu grafu na graf
s vy´razneˇ nizˇsˇı´m pocˇtem vrcholu˚ rˇesˇı´ velke´ u´lohy extre´mneˇ rychle a velmi efektivneˇ. Ap-
likace dekompozice grafu nacha´zı´ uplatneˇnı´ v ru˚zny´ch numericky´chmetoda´ch, naprˇı´klad
v metodeˇ konecˇny´ch prvku˚, FETI nebo total FETI. Algoritmy jsem implementoval v mat-
labu viz prˇı´loha.
Tato pra´ce je rozdeˇlena do na´sledujı´cı´ch kapitol. Druha´ kapitola je veˇnova´na definicı´m
a za´kladnı´m veˇta´m, na ktery´ch stojı´ tato teorie rozkladu grafu na oblasti. Ve trˇetı´ kapitole
jsou popsa´ny algoritmy rozdeˇlujı´cı´ graf na oblasti. Cˇtvrta´ kapitola se zaby´va´ nalezenı´m
centra grafu. V pa´te´ kapitole jsou popsa´ny u´pravy vznikly´ch oblastı´, ktere´ zlepsˇı´ rozdeˇlenı´
grafu. Sˇesta´ kapitola popisuje vı´ceu´rovnˇovou grafovou bisekci, ktera´ dany´ graf prˇevede
na mensˇı´ odpovı´dajı´cı´ graf, na ktere´m je provedeno rozdeˇlenı´ na oblasti. V sedme´ kapi-
tole aplikujeme zı´skane´ poznatky na inzˇeny´rske´ u´lohy. V osme´ kapitole jsou popsa´ny
metody zalozˇene´ na shlukova´nı´ vrcholu˚.
62 Za´kladnı´ pojmy a algoritmy z teorie grafu˚
2.1 Sı´t’ a oblast sı´teˇ
Tato pra´ce se zaby´va´ rozdeˇlenı´m sı´teˇ na oblasti. Pojmy sı´t’, oblast a rozdeˇlenı´ sı´teˇ na
oblasti jsou prˇedstaveny v na´sledujı´cı´ch definicı´ch. Z du˚vodu prakticky´ch potrˇeb je sı´t’
definova´na v prostorech R2 a R3. V prostoru R3 je zapotrˇebı´ rozlisˇit diskretizaci na dvo-
jrozmeˇrne´ a trojrozmeˇrne´ objekty. Pro zjednodusˇenı´ nazveme sı´t’ definovanou v pros-
toru R2 diskretizacˇnı´ sı´tı´ obsahu, sı´t’ definovanou v prostoru R3 s dvojrozmeˇrny´mi ob-
jekty diskretizacˇnı´ sı´tı´ povrchu a sı´t’ definovanou v prostoru R3 s trojrozmeˇrny´mi objekty
diskretizacˇnı´ sı´tı´ objemu. Grafem se rozumı´ usporˇa´dana´ dvojice G = (V,E), kde V je
nepra´zdna´ konecˇna´mnozˇina vrcholu˚ aE je konecˇna´mnozˇina dvouprvkovy´ch podmnozˇin
s ru˚zny´mi prvky mnozˇiny V . Prvky mnozˇiny E se nazy´vajı´ hrany. Podgraf H grafu G je
graf splnˇujı´cı´ V (H) ⊆ V (G) a E(H) ⊆ E(G). Indukovany´ podgraf H grafu G je podgraf
splnˇujı´cı´ E(H) = E(G) ∩
(
V (H)
2
)
. Plana´rnı´ graf je graf, ktery´ je mozˇne´ nakreslit v euk-
lidovske´ rovineˇ tak, aby dveˇ libovolne´ hrany nemeˇly jine´ spolecˇne´ body, nezˇ koncove´.
Rovinny´ graf je graf, jenzˇ je nakreslen v euklidovske´ rovineˇ tak, zˇe zˇa´dne´ dveˇ hrany se
nekrˇı´zˇı´ a za´rovenˇ kazˇda´ hrana obsahuje pra´veˇ dva vrcholy. Prostorovy´ graf je graf, jehozˇ
nakreslenı´ v prostoru R3 neobsahuje protnutı´ dvou hran ani protnutı´ hrany s vrcholem,
ktery´ nenı´ jejı´m koncovy´m vrcholem. Je-li n prˇirozene´ a zobrazenı´ γ : 〈0; 1〉 → Rn proste´
a spojite´, pak krˇivka γ je podmnozˇina prostoru Rn ve tvaru k = γ(〈0; 1〉) = {γ(t) : t ∈
〈0; 1〉}. Body γ(0) a γ(1) se nazy´vajı´ koncove´ body krˇivky γ. Jordanova krˇivka je krˇivka,
jejı´zˇ koncove´ vrcholy sply´vajı´.
Veˇta 2.1 Kazˇda´ Jordanova krˇivka γ: 〈0, 1〉 → R2 rozdeˇluje rovinu na pra´veˇ dveˇ souvisle´ cˇa´sti,
vnitrˇek a vneˇjsˇek te´to krˇivky. Jordanova krˇivka γ je spolecˇnou hranicı´ teˇchto oblastı´.
Na´sledujı´cı´ definice prˇevzata´ z [16] zava´dı´ steˇny grafu.
Definice 2.1 Necht’ A ⊆ Rn je neˇjaka´ podmnozˇina roviny. Nazveme ji souvislou, pokud pro
∀x, y ∈ A platı´, zˇe existuje krˇivka o s koncovy´mi body x a y takovy´mi, zˇe o ⊆ A. Krˇivky prˇı´slusˇne´
hrana´m neˇjake´ho rovinne´ho grafu pak podle relace souvislosti rozdeˇlujı´ rovinu na trˇı´dy ekviva-
lence, ktere´ se nazy´vajı´ steˇny grafu.
Steˇna, ktera´ je v rovinne´m nakreslenı´ grafu neomezena´, se nazy´va´ vneˇjsˇı´ steˇnou, ostatnı´
jsou steˇny vnitrˇnı´. Hrana, ktera´ oddeˇluje vneˇjsˇı´ steˇnu od vnitrˇnı´ steˇny, se nazy´va´ vneˇjsˇı´
hrana. Hrana oddeˇlujı´cı´ dveˇ vnitrˇnı´ steˇny se nazy´va´ hranou vnitrˇnı´. V prostoru R3 je
situace slozˇiteˇjsˇı´.
Definice 2.2 Nakreslenı´m grafuG = (V,E) se rozumı´ zobrazenı´ G→ Rn, ktere´ vrcholu˚m grafu
prˇirˇadı´ ru˚zne´ body prostoru a hrana´m E prˇirˇadı´ u´secˇku s koncovy´mi body, na ktere´ jsou zobrazeny
koncove´ vrcholy prˇı´slusˇne´ hrany. Jestlizˇe je oborem hodnot zobrazenı´ neˇjaka´ podmnozˇina R2, je
zobrazenı´ rovinne´. V prˇı´padeˇ, zˇe je obor hodnot podmnozˇinou R3, se zobrazenı´ nazy´va´ prostorove´.
Za´kladnı´m kamenem prˇechodu od grafu k sı´ti je hranice steˇny. Pro jednoduchost je
hranice steˇny omezena na maxima´lnı´ de´lku 4.
7Definice 2.3 Hranicı´ steˇny v grafu G se rozumı´ podgraf C3 nebo indukovany´ podgraf C4.
Potrˇebujeme, aby nakreslenı´ vsˇech vrcholu˚ hranice steˇny urcˇovalo pra´veˇ jednu rovinu.
Nynı´ zavedeme pojem steˇny grafu.
Definice 2.4 Necht’ je da´n prostorovy´ graf G. Steˇnou se rozumı´ konvexnı´ obal jake´koli hranice
steˇny v G.
Nynı´ zavedeme du˚lezˇity´ pojem elementu.
Definice 2.5 Elementem obsahu se rozumı´ jaka´koli omezena´ steˇna prˇı´slusˇne´ho grafu pro diskretizacˇnı´
sı´teˇ obsahu a povrchu.
Definice 2.6 Necht’ je da´n graf G s nakreslenı´m v prostoru R3, jenzˇ reprezentuje diskretizaci
objemu. Odebra´nı´m vsˇech steˇn, hran a vrcholu˚ grafu G z prostoru R3 se tento prostor rozpadne
na neˇkolik souvisly´ch mnozˇin. Kazˇda´ tato omezena´ mnozˇina se nazy´va´ elementem objemu.
Nynı´ se podı´vejme na definici pojmu sı´t’.
Definice 2.7 Necht’ G = (V,E) je graf. Sı´tı´ se nazy´va´ dvojice M = (V,K), kde V je mnozˇina
vrcholu˚ a jejich pozice v prostoru a K je mnozˇina jednoduchy´ch celku˚ slozˇeny´ z vrcholu˚, hran a
prˇı´padneˇ i steˇn, ktere´ urcˇujı´ element sı´teˇ grafu G.
Nynı´ zavedeme rozdeˇlenı´ grafu na oblasti.
Definice 2.8 Rozdeˇlenı´m grafu G na oblasti se rozumı´ nalezenı´ podgrafu˚ G1, . . . , Gn sı´teˇ G,
ktere´ splnˇujı´ na´sledujı´cı´ vztahy:
•
n⋃
i=1
V (Gi) = V (G),
• V (Gi) ∩ V (Gj) = ∅, pro i 6= j.
Libovolny´ podgraf Gi z tohoto rozdeˇlenı´ se nazy´va´ oblast grafu G.
2.2 Nejkratsˇı´ cesta
Za´kladnı´m pojmem vsˇech grafovy´ch algoritmu˚ je cesta, cozˇ je jaka´koli posloupnost vr-
cholu˚ P = (p0, p1, . . . , pn), jezˇ splnˇuje na´sledujı´cı´ podmı´nky:
• ∀i ∈ {0, 1, . . . , n},∀j ∈ {0, 1, . . . , n}, i 6= j : pi 6= pj ,
• ∀i ∈ {0, 1, . . . , n− 1} : (pi, pi+1) ∈ E(G).
Z potrˇebymeˇrˇitelnosti cesty a na´sledne´ porovnatelnosti jednotlivy´ch cest se zava´dı´ de´lka
cesty, cozˇ je cˇı´slo ohodnocujı´cı´ danou cestu.
Definice 2.9 Necht’ G je graf a w:E(G) → R+ je libovolna´ funkce. Pod pojmem de´lky cesty
P = (p0, p1, . . . , pn) rozumı´me hodnotu |P | =
n−1∑
i=0
w(pipi+1).
8Pro hranoveˇ ohodnoceny´ graf nazy´va´me w(e) va´hou hrany. Jestlizˇe nenı´ graf va´hoveˇ
ohodnoceny´, klademe w ≡ 1.
Na´sledujı´cı´ dveˇ definice zava´deˇjı´ dva uzˇitecˇne´ pojmy, ktere´ se velmi cˇasto vyuzˇı´vajı´.
Jedna´ se o minima´lnı´ cestu a vzda´lenost mezi vrcholy.
Definice 2.10 Cesta, ktera´ z vrcholu u do vrcholu v ze vsˇech cest mezi teˇmito vrcholy naby´va´
nejmensˇı´ de´lky, je minima´lnı´ cesta.
Definice 2.11 Vzda´lenost vrcholu u od jine´ho vrcholu v je de´lka nejkratsˇı´ cesty z vrcholu u do
vrcholu v a znacˇı´ se dist(u, v). Jestlizˇe z vrcholu u do vrcholu v neexistuje zˇa´dna´ cesta, klademe
dist(u, v) = ∞.
Jednı´m z nejrozsˇı´rˇeneˇjsˇı´ch algoritmu˚ pro nalezenı´ nejkratsˇı´ cesty je Dijkstru˚v algoritmus
a je popsa´n v [11]. Slozˇitost tohoto algoritmu je O(|E|+ |V |log|V |).
2.3 Excentricita, polomeˇr a pru˚meˇr grafu
Prˇi rˇesˇenı´ ru˚zny´ch proble´mu˚ cˇasto potrˇebujeme zna´t kvalitativnı´ u´daje o vzda´lenostech
dvou vrcholu˚ v grafu. S odhadem teˇchto hodnot na´m poma´hajı´ grafove´ parametry, jezˇ
zavedeme v na´sledujı´cı´ch definicı´ch.
Definice 2.12 Excentricita vrcholu v je znacˇena ecc(v), kde ecc(v) = max
u∈V (G)
{dist(u, v)}.
Definice 2.13 Pru˚meˇr grafu G je znacˇen diam(G) a definova´n prˇepisem
diam(G) = max
v∈V (G)
max
u∈V (G)
{dist(u, v)}.
Definice 2.14 Polomeˇr grafu G je znacˇen rad(G) a definova´n prˇepisem
rad(G) = min
v∈V (G)
max
u∈V (G)
{dist(u, v)}.
2.4 Prohleda´vacı´ algoritmy
Prohleda´vacı´ algoritmy patrˇı´ mezi za´kladnı´ grafove´ algoritmy. Tyto algoritmy postupneˇ
prohledajı´ vsˇechny z vy´chozı´ho vrcholu dostupne´ vrcholy grafu. Vy´hodou teˇchto algo-
ritmu˚ je jednoduchost a sˇiroka´ aplikovatelnost. V mnoha konkre´tnı´ch aplikacı´ch vsˇak
existujı´ rychlejsˇı´ algoritmy na rˇesˇenı´ dane´ u´lohy.
2.4.1 Prohleda´va´nı´ do hloubky
Prohleda´va´nı´ do hloubky patrˇı´ mezi za´kladnı´ prohleda´vacı´ algoritmy. Tento algoritmus
charakterizuje vy´beˇr vrcholu, ktery´ bude na´sledneˇ zpracova´n. Algoritmus uprˇednostnˇuje
pozdeˇji objevene´ vrcholy. Vrcholy, ktere´ byly dosud objevene´1, ale jesˇteˇ nezpracovane´,
1Vrcholy, jejichzˇ alesponˇ jeden sousednı´ vrchol uzˇ byl zpracova´n.
9jsou ulozˇeny v za´sobnı´ku. Vy´hodou tohoto algoritmu jsou nı´zke´ pameˇt’ove´ na´roky, nevy´-
hodou velke´ cˇasove´ na´roky. Prˇi hleda´nı´ jednoho z vhodny´ch vrcholu˚ je cˇasova´ na´rocˇnost
velmi ovlivneˇna porˇadı´m v jake´m jsou na´sledujı´cı´ vrcholy vybrane´ho vrcholu usporˇa´da´-
ny.
Algoritmus prohleda´va´nı´ do hloubky zapsany´ v pseudoko´du:
1. Vsˇem vrcholu˚m x nastav stav VISIT(x) = FALSE.
2. Pocˇa´tecˇnı´mu vrcholu s nastav stav VISIT(s) = TRUE.
3. Vlozˇ pocˇa´tecˇnı´ vrchol s na za´sobnı´k.
4. Vezmi uzel z vrcholu za´sobnı´ku a oznacˇ jej u.
5. Kazˇdy´ uzel v, do ktere´ho vede hrana z vrcholu u a
jeho stav VISIT(v) je roven FALSE, vlozˇ na za´sobnı´k a
zmeˇnˇ jeho stav VISIT(v) = TRUE.
6. Pokud za´sobnı´k nenı´ pra´zdny´, opakuj od bodu 4.
Asymptoticka´ slozˇitost tohoto algoritmu je O(|V |+ |E|).
2.4.2 Prohleda´va´nı´ do sˇı´rˇky
Druhy´m za´kladnı´m prohleda´vacı´m algoritmem je prohleda´va´nı´ do sˇı´rˇky. Take´ tento al-
goritmus charakterizuje vy´beˇr vrcholu, ktery´ bude na´sledneˇ zpracova´n. Na rozdı´l od
prohleda´va´nı´ do hloubky tento algoritmus uprˇednostnˇuje drˇı´ve objevene´ vrcholy. Vr-
choly, ktere´ byly dosud objevene´2, ale jesˇteˇ nezpracovane´, jsou ulozˇeny ve fronteˇ. Vy´hodou
tohoto algoritmu jsou nı´zke´ cˇasove´ na´roky, nevy´hodou velke´ pameˇt’ove´ na´roky. Cˇasova´
na´rocˇnost nenı´ ovlivneˇna porˇadı´m, v jake´m jsou na´sledujı´cı´ vrcholy vybrane´ho vrcholu
usporˇa´da´ny.
Algoritmus prohleda´va´nı´ do sˇı´rˇky zapsany´ v pseudoko´du:
1. Vsˇem vrcholu˚m x nastav stav VISIT(x) = FALSE.
2. Pocˇa´tecˇnı´mu vrcholu s nastav stav VISIT(s) = TRUE.
3. Vlozˇ pocˇa´tecˇnı´ vrchol s do fronty.
4. Vezmi prvnı´ vrchol z fronty a oznacˇ jej u.
5. Kazˇdy´ vrchol v, do ktere´ho vede hrana z uzlu u a jeho
stav VISIT(v) je roven FALSE, prˇidej na konec fronty
a zmeˇnˇ jeho stav VISIT(v) = TRUE.
6. Pokud fronta nenı´ pra´zdna´, opakuj od bodu 4.
Asymptoticka´ slozˇitost algoritmu je O(|V |+ |E|).
2Vrcholy, jejichzˇ alesponˇ jeden sousednı´ vrchol uzˇ byl zpracova´n.
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2.4.3 Paralelnı´ prohleda´vanı´ do sˇı´rˇky
Prohleda´va´nı´ do sˇı´rˇky ma´ i svoji paralelnı´ verzi, ktera´ se uplatnı´ hlavneˇ prˇi deˇlenı´ grafu.
Tento algoritmus na rozdı´l od za´kladnı´ verze prohleda´va´nı´ do sˇı´rˇky vyzˇaduje dva vy´chozı´
vrcholy. Pracuje se dveˇma frontami, kazˇdy´ vrchol ma´ dva stavy na sobeˇ neza´visle´. Algo-
ritmus navı´c potrˇebuje zna´t vzda´lenost kazˇde´ho vrcholu od obou vy´chozı´ch vrcholu˚.
Algoritmus paralelnı´ho prohleda´va´nı´ do sˇı´rˇky zapsany´ v pseudoko´du:
1. Vstupem je graf G a pocˇa´tecˇnı´ vrcholy x1 a x2.
2. Vsˇem vrcholu˚m v z V (G) nastav stavy 1 a 2 vrcholu v na
NEOBJEVEN.
3. Pocˇa´tecˇnı´mu vrcholu x1 nastav stav 1 na OBJEVEN, nastav
vzda´lenost 1 na 0 a vlozˇ ho do fronty cˇı´slo 1.
4. Pocˇa´tecˇnı´mu vrcholu x2 nastav stav 2 na OBJEVEN, nastav
vzda´lenost 2 na 0 a vlozˇ ho do fronty cˇı´slo 2.
5. Vyber frontu, jejı´zˇ prvnı´ vrchol naby´va´ nejnizˇsˇı´
prˇı´slusˇne´ vzda´lenosti a oznacˇ ji b. Jestlizˇe byla
vybra´na fronta jedna, tak nastav index i na 1,
v prˇı´padeˇ vy´beˇru fronty 2 nastav index i na 2.
6. Vezmi vrchol z fronty b a oznacˇ jej u. Zmeˇn stav i
vrcholu u na PRIRAZEN.
7. Pro kazˇdy´ vrchol v, do ktere´ho vede hrana z vrcholu u
a jeho stav i je NEOBJEVEN, nastav jeho vzda´lenost i
o 1 veˇtsˇı´ nezˇ je vzda´lenost i vrcholu b, nastav jeho
stav i na OBJEVEN a vlozˇ ho do fronty b.
8. Pokud obeˇ fronty nejsou pra´zdne´, opakuj od bodu 5.
Asymptoticka´ slozˇitost algoritmu je O(|V |+ 2 ∗ |E|).
Veˇta 2.2 Necht’ je G souvisly´ graf, u, v ∈ V (G), u 6= v. Necht’ Gu a Gv jsou oblasti vznikle´
paralelnı´m prohleda´va´nı´ grafu G do sˇı´rˇky. Pak oblasti Gu a Gv jsou souvisle´.
Du˚kaz. Necht’ ∃x ∈ Gu : distGu(u, x) = ∞. Ze souvislosti G plyne, zˇe distG(u, x) < ∞.
Proto vsˇechny cesty z vrcholu u do vrcholu v obsahujı´ alesponˇ jeden vrchol nepatrˇı´cı´ Gu.
Algoritmus paralelnı´ BFS pracuje na´sledovneˇ. V inicializaci vlozˇı´ do fronty Fu vrchol u
a do fronty Fv vlozˇı´ vrchol v.
Dokud obeˇ fronty nejsou pra´zdne´, vyber frontu, jejı´zˇ prvnı´ vrchol ma´ mensˇı´ vzda´le-
nost, z nı´ vyber vrchol a vlozˇ do fronty vsˇechny sousednı´ vrcholy posledneˇ vybrane´ho
vrcholu, ktere´ jesˇteˇ ve fronteˇ nebyly. Vsˇem pra´veˇ vlozˇeny´m vrcholu˚m do fronty nastav
vzda´lenost o 1 veˇtsˇı´ nezˇ je vzda´lenost posledneˇ vybrane´ho vrcholu.
Vrchol k je prˇirˇazen oblasti Gu pouze tehdy, je-li vybra´n z fronty Fu.
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Jestlizˇe byl vrchol b na´sledneˇ prˇirˇazen oblasti Gu, byl krok prˇed prˇirˇazenı´m vybra´n
z fronty Fu, proto musel by´t do fronty Fu vlozˇen, tedy ∃a ∈ V (Gu) : ab ∈ E(G)
AND distGu(u, a) <∞. A proto distGu(u, b) <∞.
2.5 Pseudo-periferia´lnı´ vrchol
Prˇi rˇesˇenı´ u´loh je vy´hodne´ zvolit vy´chozı´ vrchol, ktery´ se nacha´zı´ na okraji grafu. Vrcholy,
ktere´ lezˇı´ skutecˇneˇ na periferii grafu se nazy´vajı´ periferia´lnı´.
Definice 2.15 Vrchol v ∈ V (G) se nazy´va´ periferia´lnı´, jestlizˇe ecc(v) = diam(G).
Nevy´hodou periferia´lnı´ho vrcholu prˇi realizaci rˇesˇenı´ proble´mu je vysoka´ cˇasova´ na´rocˇ-
nost algoritmu, ktery´ ho nalezne. Proto je vy´hodneˇjsˇı´ nehledat vrchol, ktery´ je nejvı´ce na
okraji grafu, ale spokojit se s vrcholem, jenzˇ je dostatecˇneˇ na okraji a je rychle nalezitelny´,
cozˇ splnˇuje pseudo-periferia´lnı´ vrchol.
Definice 2.16 Vrchol v ∈ V (G) se nazy´va´ pseudo-periferia´lnı´, jestlizˇe ∃u ∈ V (G) : dist(v, u) =
ecc(u) = ecc(v).
Definice 2.17 Necht’ je da´n graf G a pseudo-periferia´lnı´ vrchol u ∈ V (G). Vrchol v ∈ V (G) je
alternativnı´ pseudo-periferia´lnı´ vrchol k vrcholu u3, jestlizˇe dist(v, u) = ecc(u) = ecc(v).
Algoritmus nalezenı´ pseudo-periferia´lnı´ho vrcholu zapsany´ v pseudoko´du:
1. Vyber inicializacˇnı´ vrchol x a nastav d := 0.
2. Nalezni nejvzda´leneˇjsˇı´ vrchol z vrcholu x a oznacˇ ho y.
3. d := dist(x, y)
4. x := y
5. Nalezni nejvzda´leneˇjsˇı´ vrchol z vrcholu x a oznacˇ ho y.
6. Pokud dist(x, y) > d, opakuj od bodu 3.
7. Vrchol x je pseudoperiferia´lnı´ vrchol a vrchol y je
alternativnı´m pseudoperiferia´lnı´m vrcholem.
Asymptoticka´ slozˇitost algoritmu je O(|E| + |V |log|V |). Jiny´mi slovy, slozˇitost al-
goritmu je vzhledem k nı´zke´mu pocˇtu iteracı´ rovna slozˇitosti nalezenı´ nejkratsˇı´ cesty z
vrcholu do ostatnı´ch vrcholu˚.
3da´le alternativnı´ pseudo-periferia´lnı´ vrchol
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2.6 Podmı´neˇnost oblasti
Jedno z krite´riı´ pro hodnocenı´ oblasti se nazy´va´ podmı´neˇnost oblasti. Jedna´ se o krite´rium
zalozˇene´ na hranicˇnı´ch vrcholech.
Definice 2.18 Vrchol x ∈ V (G) se nazy´va´ hranicˇnı´m vrcholem oblasti Gi sı´teˇ G, jestlizˇe je
koncovy´m vrcholem vneˇjsˇı´ hrany, nebo je sousednı´m vrcholem vrcholu z jine´ oblasti. Mnozˇina
vsˇech hranicˇnı´ch vrcholu˚ oblasti Gi se znacˇı´ ∂V (Gi).
Definice 2.19 Necht’ G je sı´t’ a Gi jejı´ oblast. Pak cˇı´slo podmı´neˇnosti je definova´no vztahem
cond(Gi) = min
u∈V (G)
max
v∈∂V (G)
dist(u, v)
min
v∈∂V (G)
dist(u, v)
.
Vy´hodou te´to podmı´neˇnosti je jednoducha´ na´zornost, nevy´hodou cˇasova´ slozˇitost. Pozdeˇji
si uka´zˇeme jedno alternativnı´ krite´rium, ktere´ je rychlejsˇı´.
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3 Rekurzivnı´ grafova´ bisekce
3.1 Prˇedstavenı´, podmı´nky a cı´l RGB
RGB je zalozˇena na vy´beˇru oblasti a jejı´m na´sledne´m rozdeˇlenı´ na dveˇ mensˇı´ oblasti, cozˇ
je prova´deˇno neˇkolikra´t za sebou. To deˇla´ tuto metodu deˇlenı´ grafu na oblasti rychlou,
jednoduchou a efektivnı´. Podmı´nky na RGB jsou na´sledujı´cı´:
• Vsˇechny oblasti vznikle´ z RGB jsou souvisle´.
• Oblasti jsou prˇiblizˇneˇ stejneˇ velke´, tj. jejich velikosti se od prˇedepsane´ velikosti lisˇı´
nejvı´ce o prˇedem nastavenou toleranci.
• RGB se nezaby´va´ podmı´neˇnostı´ vznikly´ch oblastı´.
Podmı´nka souvislosti je silneˇjsˇı´ nezˇ podmı´nka prˇiblizˇneˇ velky´ch oblastı´. V prˇı´padeˇ,
zˇe nenı´ mozˇne´ za´rovenˇ splnit obeˇ podmı´nky, ustoupı´ se z podmı´nky prˇiblizˇneˇ stejneˇ
velky´ch komponent.
3.2 Prˇedpocˇı´ta´nı´ velikosti oblastı´
Z du˚vodu lepsˇı´ vyva´zˇenosti rozdeˇlene´ho grafu je zapotrˇebı´, aby jednotlive´ oblasti byly
prˇiblizˇneˇ stejneˇ velke´. Proto je nezbytne´ prˇed zaha´jenı´m deˇlenı´ grafu pomocı´ RGB
prˇedpocˇı´tat prˇiblizˇnou velikost vsˇech komponent, ktere´ vzniknou beˇhem deˇlenı´ grafu
rekurzivnı´ grafovou bisekcı´.
1. Vstupem je cˇı´slo n, ktere´ uda´va´ pocˇet oblastı´ vznikly´ch
deˇlenı´m grafu na oblasti.
2. Inicializace: vytvorˇ nulovy´ vektor u de´lky n - 1, ktery´
reprezentuje deˇlicı´ pomeˇr vybrane´ oblasti grafu v dane´m
kroku, a vektor x = (n, 0, . . . , 0) de´lky n.
3. For k = 1 to n− 1 do
4. Vyber nejveˇtsˇı´ cˇı´slo ve vektoru x oznacˇ ho i.
5. Nahrad’ i ve vektoru x cˇı´slem ⌊ i2⌋ a oznacˇ ho j.
6. Na pozici k + 1 ve vektoru x vlozˇ cˇı´slo i− j.
7. Na pozici k vektoru u vlozˇ cˇı´slo j
i
.
8. End for.
9. Vektor u je vy´stupem.
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Prˇı´klad 3.1
Meˇjme souvisly´ graf G urcˇeny´ k rozdeˇlenı´ na 5 oblastı´. V inicializaci se vytvorˇı´ vektor
u = (0; 0; 0; 0) a vektor x = (5; 0; 0; 0; 0). Vektor u je vektor, ve ktere´m jsou ulozˇeny
jednotlive´ deˇlicı´ pomeˇry, slozˇky vektoru x vyjadrˇujı´ pocˇet za´stupny´ch vrcholu˚. Za´stupny´
vrchol je imagina´rnı´ vrchol reprezentujı´cı´ vsˇechny vrcholy patrˇı´cı´ jedne´ oblasti.
V prvnı´m kroku iterace z vektoru x vybereme nejvysˇsˇı´ hodnotu, tedy 5, a nastavı´me
i = 5. Da´le vypocˇteme cˇı´slo j = ⌊ i2⌋ = ⌊
5
2⌋ = 2 a upravı´me hodnoty ve vektoru x na
(2; 3; 0; 0; 0). Na konci prvnı´ho kroku iterace vypocˇı´ta´me prvnı´ hodnotu vektoru u, ta je
u(1) = j
i
= 25 = 0, 4, a prˇejdeme k druhe´mu kroku iterace.
Z vektoru x opeˇt vybereme nejveˇtsˇı´ hodnotu, tou je cˇı´slo 3 na druhe´ pozici. Hodnotu
promeˇnne´ i tedy zmeˇnı´me na 3 a cˇı´slo j zmeˇnı´me na ⌊ i2⌋ = ⌊
3
2⌋ = 1. Vektor x je nynı´
(2; 1; 2; 0; 0). V za´veˇru druhe´ho kroku iterace vypocˇı´ta´me druhou hodnotu vektoru u,
u(2) = j
i
= 13 = 0, 33.
Dalsˇı´ kroky uzˇ nebudeme podrobneˇ rozepisovat. V trˇetı´m kroku iterace opeˇt nejprve
z vektoru x vybereme nejveˇtsˇı´ hodnotu, ta je na pozici 1 a naby´va´ hodnoty 2. Tedy po
trˇetı´m kroku vektor x naby´va´ hodnot (1; 1; 2; 1; 0) a vektor u je (0, 4; 0, 33; 0, 5; 0).
Prˇejdeˇme k poslednı´mu kroku iterace. Nejveˇtsˇı´ hodnota ve vektoru x je 2 a nacha´zı´ se
na trˇetı´ pozici. Po skoncˇenı´ te´to iterace je vektor x roven (1; 1; 1; 1; 1) a vektor u naby´va´
hodnot (0, 4; 0, 33; 0, 5; 0, 5).
Vypocˇı´tany´ deˇlicı´ pomeˇr grafu G je (0, 4; 0, 33; 0, 5; 0, 5).
3.3 Algoritmus
Algoritmus rekurzivnı´ grafove´ bisekce zapsany´ v pseudoko´du:
1. Vstupem je graf G a cˇı´slo n, ktere´ uda´va´ pocˇet komponent
vznikly´ch deˇlenı´m grafu na oblasti.
2. Inicializace: vytvorˇ mnozˇinu oblastı´ M = {G} a nastav
hodnotu k na 1.
3. While k < n do
4. Vyber podgraf H ∈M : ∀F ∈M : |V (F )| ≤ |V (H)|.
5. Nalezni v H pseudo-periferia´lnı´ vrchol p a
alternativnı´ pseudo-periferia´lnı´ vrchol q.
6. Necht’ je l pocˇet vrcholu˚, jezˇ majı´ by´t prˇirˇazeny
mensˇı´ z komponent.
7. Pomocı´ paralelnı´ho BFS se startovnı´mi vrcholy p a q
vytvorˇ podgrafy H1 a H2. Tvorˇenı´ komponent paralelnı´m
BFS ukoncˇi, kdyzˇ |V (Hi)| = l; i ∈ {1, 2}.
8. Vyber komponentu s mensˇı´m pocˇtem vrcholu˚ a oznacˇ ji
Hi. Druhou komponentu oznacˇ Hj.
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Obra´zek 1: Vlevo sı´t’ rozdeˇlena´ na dveˇ oblasti, vpravo na trˇi oblasti.
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Obra´zek 2: Vlevo sı´t’ rozdeˇlena´ na cˇtyrˇi oblasti, vpravo na peˇt oblastı´.
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9. Pokracˇuj da´le obycˇejny´m BFS na komponenteˇ M s pro-
hledanou cˇa´stı´ Hi.
10. Vsˇechny doposud neprˇirˇazene´ vrcholy neˇktere´
z komponent prˇirˇad’ komponenteˇ Hj.
11. Jestlizˇe |V (Hj)| > (1 + tolerance) ∗ l, dovyvazˇ komponenty.
12. M := M \H
13. M := M ∪ {H1,H2}
14. k = k + 1
15. End while
Asymptoticka´ slozˇitost algoritmu je O(n ∗ (|E|+ |V |log|V |+ |V |+ 2 ∗ |E|)).
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Rozklad cˇtvercove´ diskretizace cˇtverce pomocı´ RGB je zna´zorneˇn na obra´zcı´ch 1 a 2.
Veˇta 3.1 Necht’ G je souvisly´ graf, u, v ∈ V (G), u 6= v. Necht’ Gu a Gv jsou oblasti G vznikle´
rozdeˇlenı´m G rekurzivnı´ grafovou bisekcı´. Pak tyto blasti Gu a Gv jsou souvisle´.
Du˚kaz. Necht’ ∃x ∈ Gu : distGu(u, x) = ∞. Ze souvislosti G plyne, zˇe distG(u, x) < ∞.
Proto vsˇechny cesty z vrcholu u do vrcholu v obsahujı´ alesponˇ jeden vrchol nepatrˇı´cı´
Gu. Za´kladem rekurzivnı´ grafove´ bisekce je paralelnı´ prohleda´va´nı´ do sˇı´rˇky. Algoritmus
paralelnı´ BFS pracuje na´sledovneˇ. V inicializaci vlozˇı´ do fronty Fu vrchol u a do fronty
Fv vlozˇı´ vrchol v.
Dokud obeˇ fronty nejsou pra´zdne´, vyber frontu, jejı´zˇ prvnı´ vrchol ma´ mensˇı´ vzda´le-
nost, z nı´ vyber vrchol a vlozˇ do fronty vsˇechny sousednı´ vrcholy posledneˇ vybrane´ho
vrcholu, ktere´ jesˇteˇ ve fronteˇ nebyly. Vsˇem pra´veˇ vlozˇeny´m vrcholu˚m do fronty nastav
vzda´lenost o 1 veˇtsˇı´ nezˇ je vzda´lenost posledneˇ vybrane´ho vrcholu.
Nynı´ dokazˇme korektnost jednotlivy´ch cˇa´stı´:
• Vrchol k je prˇirˇazen oblasti Gu pouze tehdy, je-li vybra´n z fronty Fu.
Jestlizˇe byl vrchol b prˇirˇazen oblasti Gu, byl v kroku prˇed tı´mto prˇirˇazenı´m vybra´n
z fronty Fu. Musel by´t tedy do fronty Fu vlozˇen, proto ∃a ∈ V (Gu) : ab ∈ E(G)
AND distGu(u, a) <∞. A proto distGu(u, b) <∞.
• Stejneˇ jako 3.3, omezenı´m paralelnı´ho prohleda´va´nı´ pouze jednı´m smeˇrem se sou-
vislost rozdeˇleny´ch oblastı´ neporusˇı´.
• Tento krok je opeˇt omezenı´m paralelnı´ho prohleda´va´nı´ do sˇı´rˇky pouze jednı´m smeˇ-
rem, souvislost rozdeˇleny´ch oblastı´ se neporusˇı´. Nynı´ se doprˇirˇadı´ vsˇechny dopo-
sud neprˇirˇazene´ vrcholy, jinak by nastal spor s veˇtou 2.2.
• Algoritmus dovyvazˇova´nı´ vybere vrchol x a zkouma´, zda-li homu˚zˇe prˇirˇadit vedlejsˇı´
komponenteˇ, tedy zkouma´, zda-li se prˇerˇazenı´m vrcholu x do jine´ oblasti neporusˇı´
souvislost obou oblastı´.
3.4 Spektra´lnı´ bisekce
Alternativnı´ bisekcı´ je spektra´lnı´ bisekce, ve ktere´ se vyuzˇı´vajı´ znalosti linea´rnı´ algebry.
Spektra´lnı´ bisekce nalezne k zadane´mu grafu G Fiedleru˚v vektor.
Definice 3.1 Laplaceova matice L(G) grafu G je cˇtvercova´ symetricka´ matice definova´na na´sle-
dovneˇ:
L(G)ij =


deg(vi) pro i = j
−1 pro i 6= j a evivj ∈ E(G)
0 pro i 6= j a evivj 6∈ E(G)
Laplaceova matice je pozitivneˇ semidefinitnı´ [15].
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Definice 3.2 Necht’ A je pozitivneˇ semidefinitnı´ matice a λ1,. . .,λk vsˇechna nenulova´ vlastnı´
cˇı´sla matice A takova´, zˇe λ1 ≥ λ2 ≥ . . . ≥ λk > λk+1 = 0. Cˇı´slo λ1 se nazy´va´ nejveˇtsˇı´ vlastnı´
cˇı´slo, λ2 se nazy´va´ druhe´ nejveˇtsˇı´ vlastnı´ cˇı´slo, λk−1 se nazy´va´ druhe´ nejmensˇı´ vlastnı´ cˇı´slo a λk
se nazy´va´ nejmensˇı´ vlastnı´ cˇı´slo.
Definice 3.3 Necht’ je da´n grafG. Vlastnı´ vektor v Laplaceovy maticeL(G) grafuG odpovı´dajı´cı´
druhe´mu nejnizˇsˇı´mu vlastnı´mu cˇı´slu se nazy´va´ Fiedleru˚v vektor.
Algoritmus rozdeˇlenı´ grafu pomocı´ Fiedlerova vektoru:
1. Vypocˇti Fiedleru˚v vektor v matice L(G).
2. For each vrchol n
3. If vn < 0
4. Vrchol n prˇidej do G1.
5. Else
6. Vrchol n prˇidej do G2.
7. End if
8. End for
Na´sledujı´cı´ veˇty vypovı´dajı´ o du˚lezˇity´ch vlastnostech spektra´lnı´ bisekce.
Veˇta 3.2 Necht’ je da´n graf G. Pocˇet souvisly´ch komponent grafu G je roven pocˇtu nulovy´ch
vlastnı´ch cˇı´sel L(G).
Veˇta 3.3 Necht’ graf G je souvisly´, pak podgraf G1 je take´ souvisly´. Jestlizˇe ∀i ∈ {1, . . . , n} :
v(i) 6= 0, je podgraf G2 take´ souvisly´.
Ve spektra´lnı´ teorii se rovneˇzˇ zava´dı´ cˇı´slo podmı´neˇnosti. Je jednoduche´ a efektivnı´.
Veˇta 3.4 Cˇı´slo podmı´neˇnosti grafu G je definova´no jako cond(G) = λ1
λk
.
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4 Nalezenı´ centra grafu
4.1 Definice
Rˇesˇenı´ mnoha proble´mu˚ vyzˇaduje zvolenı´ za´stupne´ho vrcholu, ktery´ je blı´zko k ostatnı´m
vrcholu˚m. Nejle´pe vyhovujı´cı´ vrcholy se nazy´vajı´ centra.
Definice 4.1 Vrchol v ∈ V (G) se nazy´va´ centrem grafu G,
jestlizˇe ∀u ∈ V (G) : ecc(u) ≥ ecc(v).
Nı´zˇe popsany´ algoritmus vybere vrcholy, ktere´ mohou by´t centry.Na´sledneˇ z nich vybere
skutecˇna´ centra grafu.
Definice 4.2 Vrchol v ∈ V (G) se nazy´va´ kandida´tem na centrum grafuG s pseudo-periferia´lnı´mi
vrcholy p a q, jestlizˇe dist(p, v) + dist(q, v) = dist(p, q).
4.2 Algoritmus zalozˇeny´ na grafovy´ch algoritmech
1. Vstupem je graf G.
2. Nalezni pseudo-periferia´lnı´ vrchol p.
3. Nalezni alternativnı´ pseudo-periferia´lnı´ vrchol q.
4. Nalezni vsˇechny kandida´ty na centrum a mnozˇinu vsˇech
kandida´tu˚ na centrum oznacˇ K.
5. C = { v ∈ K : ecc(v) = max{dist(p, v), dist(q, v)}}
6. Mnozˇina C je mnozˇina vrcholu˚, ktere´ jsou centry grafu G.
Asymptoticka´ slozˇitost algoritmu je O(|E|+ |V |log|V |).
4.3 Spektra´lnı´ metody nalezenı´ centra grafu
Na´sledujı´cı´ text je prˇevzat z [1]. Alternativnı´m zpu˚sobemnalezenı´ centra grafu jsou spekt-
ra´lnı´ metody, ktere´ stojı´ na dobrˇe zna´my´ch teoriı´ch z teorie grafu˚ a linea´rnı´ algebry. Graf
je zde reprezentova´n maticı´ sousednosti.
Definice 4.3 Matice sousednosti A(G) grafu G je cˇtvercova´ symetricka´ matice definova´na na´-
sledovneˇ:
A(G)ij =
{
1 pokud i 6= j a evivj ∈ E(G)
0 pokud i = j nebo evivj 6∈ E(G)
Veˇta 4.1 Necht’ D je matice sousednosti dane´ sı´teˇ a necht’ B = Dk. Pak kazˇde´ bij uda´va´ pocˇet
ru˚zny´ch sledu˚ v sı´ti z vrcholu vi do vrcholu vj de´lky k.
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Obra´zek 3: Vlevo sı´t’ rozlozˇena na oblasti, vpravo centra jednotlivy´ch oblastı´
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Je zrˇejme´, zˇe je-li tato veˇta pravdiva´, lze du˚kaz prove´st indukcı´ podle k.
Du˚kaz. Pro k = 1 je B = D, tedy matice B je maticı´ sousednosti. Jestlizˇe je hrana ij
soucˇa´stı´ grafu, potom dij = dji = 1 a zde je pouze 1 cesta de´lky 1.
Prˇedpokla´dejme, zˇe pro neˇjake´ k ≥ 1 uda´va´ bij z B = D
k pocˇet (i, j)-cest de´lky k.
Oznacˇme Dk+1 = C , tedy C = B ∗D. Prvky matice C jsou tvaru:
cij =
n∑
l=1
bil ∗ dlj ,
kde bil uda´va´ pocˇet cest z vrcholu vi do vrcholu vl de´lky k a dlj uda´va´ pocˇet cest z vrcholu
vl do vrcholu vj de´lky 1 neboli, zda-li vede z vrcholu vl do vrcholu vj hrana. Jestlizˇe graf
neobsahuje hranu z vrcholu vl do vrcholu vj , pak je dlj = 0 a bil ∗ dlj = 0, tudı´zˇ zde nenı´
(i, j)-cesta de´lky k+1 s prˇedposlednı´mvrcholem l. Jestlizˇe graf obsahuje hranu lj, je dlj =
1, pak prˇida´me vsˇechny (i, l)-cesty de´lky k. Jinak rˇecˇeno, spojenı´m (i, l)-cesty de´lky k a
hrany lj vznikne (i, j)-cesta de´lky k + 1. Protozˇe vsˇechny (i, j)-cesty majı´ jednoznacˇnou
posloupnost postupneˇ navsˇtı´veny´ch vrcholu˚, cij uda´va´ pocˇet ru˚zny´ch cest z vrcholu vi
do vrcholu vj de´lky k + 1.
Veˇta 4.2 Necht’ D je matice sousednosti dane´ sı´teˇ a e = [ei], ei = 1, i = 1, . . . , n. Cˇı´slo w(i, k)
pocˇtu cest de´lky k se startovnı´m vrcholem i je vyja´drˇeno na´sledovneˇ:
w(i, k) = [Dke]i.
Od sı´teˇ, ktera´ je prˇiblizˇneˇ regula´rnı´ ocˇeka´va´me, zˇe vı´ce cest vznikne z vrcholu, ktery´
je blı´zko strˇedu nezˇ z vrcholu blı´zko okraje sı´teˇ. Jednodusˇe rˇecˇeno vrchol i, ktery´ splnˇuje
w(i, k) ≥ w(j, k),∀j = 1, . . . , n,
bude pro dostatecˇneˇ velka´ k v okolı´ strˇedu sı´teˇ.
Vektor
p = lim
k→∞
‖Dke‖−1Dke
je jednoznacˇny´ neza´porny´ vlastnı´ vektor odpovı´dajı´cı´ nejveˇtsˇı´mu vlastnı´mu cˇı´slu matice
D, a je zna´m jako Perronu˚v vektor matice D.
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4.4 Lanczosova metoda
Lanczosova metoda pomocı´ rˇady transformacı´ prˇevede vstupnı´ matici A na matici B,
jejı´zˇ vlastnı´ cˇı´sla se vypocˇı´tajı´ rychleji.
Inicializace te´to metody spocˇı´va´ v nastavenı´ vektoru˚ x0 = y0 = o. Vektory x1, y1 se
zvolı´ na´hodneˇ tak, aby platilo x1
T ∗ y1 6= 0.
Pomocı´ na´sledujı´cı´ch rekurentnı´ch vzorcu˚ dosta´va´me posloupnost vektoru˚ xk a yk.
xk+1 = Axk − bkxk − ck−1xk−1
yk+1 = A
Tyk − bkyk − ck−1yk−1,
kde cˇı´sla bk a ck−1 jsou da´na vztahy
bk =
yTk Axk
yTk xk
, pro k = 1, . . . , n− 1
ck−1 =
yTk xk
yTk−1xk−1
, pro k = 2, . . . , n− 1 , c0 = 0.
Z du˚vodu korektnosti vy´pocˇtu je trˇeba zajistit ∀k ∈ {1, . . . , n} : yTk xk 6= 0.
V prˇı´padeˇ, zˇe ∃j ∈ {1, . . . , n} : yTj xj = 0 vy´pocˇet algoritmu probı´ha´ na´sledovneˇ:
1. yj 6= 0 a za´rovenˇ xj 6= 0. Je trˇeba zacˇı´t znovu s jinou volbou vektoru˚ x1 a y1.
2. yj 6= 0 a za´rovenˇ xj = 0. Vem za xj libovolny´ vektor, jenzˇ je ortogona´lnı´ ke vsˇem
vektoru˚m y1, . . . ,yj−1. V druhe´ rovnici polozˇ cj−1 = 0.
3. yj = 0 a za´rovenˇ xj 6= 0. Vem za yj libovolny´ vektor, jenzˇ je ortogona´lnı´ ke vsˇem
vektoru˚m x1, . . . , xj−1. V prvnı´ rovnici polozˇ cj−1 = 0.
4. yj = 0 a za´rovenˇ xj = 0. V obou rovnicı´ch polozˇ cj−1 = 0.
Zavedeme-li S = [x1, . . . ,xn], je tato matice regula´rnı´ a platı´
S−1AS = B,
kde
B =


b1 c1 0 · · · 0
1 b2 c2
. . .
...
0
. . .
. . .
. . . 0
...
. . . 1 bn−1 cn−1
0 · · · 0 1 bn


.
Vy´sˇe uvedene´ vztahy prˇeva´dı´ zadanou matici na podobnou trˇi-diagona´lnı´ matici.
Vlastnı´ cˇı´sla matice lze spocˇı´tat neˇkterou ze zna´my´ch metod vy´pocˇtu vlastnı´ch cˇı´sel, ktere´
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jsou uvedeny naprˇı´klad v [13]. Vztah mezi vlastnı´m vektorem ematice A a vlastnı´m vek-
torem f matice B odpovı´dajı´cı´ te´muzˇ vlastnı´mu cˇı´slu je da´n vztahem
e = Sf .
Lanczosova metoda je citliva´ na zaokrouhlovacı´ chyby, proto v na´sledujı´cı´ podkapi-
tole je popsana´ jejı´ modifikace, ktera´ je numericky vı´ce stabilnı´.
4.5 Modifikovana´ Lanczosova metoda
Inicializace je stejna´ jako v prˇedchozı´m prˇı´padeˇ, opeˇt nastavı´me x0 = y0 = o a vektory x1,
y1 zvolı´me na´hodneˇ tak, aby platilo x1
T ∗ y1 6= 0.
Pomocı´ na´sledujı´cı´ch rekurentnı´ch vzorcu˚ dosta´va´me posloupnost vektoru˚ xk a yk.
xk+1 = Axk −
k∑
i=1
ckixi
yk+1 = A
Tyk −
k∑
i=1
dkiyi,
kde cˇı´sla cki a dki jsou da´na vztahy
cki =
yTi Axk
yTj xj
,
dki =
yTi A
Txk
yTi xk
,
pro i = 1, . . . , k.
Z du˚vodu korektnosti vy´pocˇtu je trˇeba zajistit ∀k ∈ {1, . . . , n} : yTk xk 6= 0.
V prˇı´padeˇ, zˇe ∃j ∈ {1, . . . , n} : yTj xj = 0, probı´ha´ vy´pocˇet algoritmu u´plneˇ stejneˇ jako
u Lanczosovy metody.
Zavedeme-li S = [x1, . . . ,xn], je tato matice regula´rnı´ a platı´
S−1AS = B,
kde
B =


c11 c21 · · · · · · cn1
1 c22
. . .
...
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . cnn−1
0 · · · 0 1 cnn


.
Vy´sˇe uvedene´ vztahy prˇeva´dı´ zadanou matici na podobnou matici v Hessenbergoveˇ
tvaru. Vlastnı´ cˇı´sla te´tomatice lze spocˇı´tat neˇkterou ze zna´my´ch metod vy´pocˇtu vlastnı´ch
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cˇı´sel, ktere´ jsou vhodne´ pro vy´pocˇet vlastnı´ch cˇı´sel matic v Hessenbergoveˇ tvaru. Vztah
mezi vlastnı´m vektorem e matice A a vlastnı´m vektorem f matice B odpovı´dajı´cı´ te´muzˇ
vlastnı´mu cˇı´slu je da´n vztahem
e = Sf .
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5 Vı´cevrcholova´ nastavovacı´ expanze
5.1 Prˇedstavenı´, podmı´nky a cı´l MLSE
Vı´cevrcholova´ nastavovacı´ expanze je u´prava oblastı´ vznikly´ch rozdeˇlenı´m grafu na oblasti,
ktera´ snı´zˇı´ podmı´neˇnost jednotlivy´ch oblastı´. Metoda prˇı´mo nerozdeˇluje graf na oblasti,
jen prˇerozdeˇlı´ vrcholy jednotlivy´m oblastem. Algoritmus vycha´zı´ ze zadany´ch strˇedu˚
jednotlivy´ch oblastı´, ze ktery´ch vycha´zı´ prˇi prˇirˇazovanı´ ostatnı´ch vrcholu˚. Vy´sledek lze
zlepsˇit odstraneˇnı´m ru˚zny´ch defektu˚. Jeden z defektu˚ a jeho odstraneˇnı´ si nynı´ prˇedsta-
vı´me.
5.2 Vyhlazovacı´ algoritmy
Je-li to mozˇne´, prˇirˇadı´ vyhlazovacı´ algoritmy vrcholy defektu jine´ oblasti, ve ktere´ tyto
vrcholy defekt netvorˇı´. Vy´hodou odstraneˇnı´ defektu˚ je lepsˇı´ podmı´neˇnost jednotlivy´ch
oblastı´.
Definice 5.1 Necht’ je da´n souvisly´ graf G a souvisla´ oblast Gu, ktera´ je obsazˇena v grafu G.
Podgraf PGu oblasti Gu se nazy´va´ defektem, jestlizˇe
• V (PGu) ∈ V (Gu),
• ∀u, v ∈ V (PGu) : distGu(u, v) <∞,
• ∃!u ∈ V (PGu) : degGu(u) = 1,
• ∀v ∈ V (PGu) : degGu(v) ≤ 2.
Definice 5.2 Necht’ je da´n souvisly´ graf G a souvisla´ oblast Gu, ktera´ je obsazˇena v grafu G.
Necht’ oblast Gu obsahuje defekt PGu . Vrchol u ∈ V (PGu) se nazy´va´ koncovy´m vrcholem defektu
PGu , jestlizˇe degGu(u) = 1.
Rozdeˇlenı´ defektu na vneˇjsˇı´ a vnitrˇnı´ dobrˇe poslouzˇı´ prˇi jeho odstranˇova´nı´.
Definice 5.3 Necht’ je da´n souvisly´ graf G a souvisla´ oblast Gu, ktera´ je obsazˇena v grafu G.
Necht’ oblast Gu obsahuje defekt PGu . Vrchol v ∈ V (PGu) se nazy´va´ vnitrˇnı´m vrcholem defektu,
jestlizˇe nenı´ koncovy´m vrcholem defektu.
Definice 5.4 Necht’ je da´n souvisly´ graf G a souvisla´ oblast Gu, ktera´ je obsazˇena v grafu G.
Defekt PGu se nazy´va´ vnitrˇnı´m defektem, jestlizˇe ∀u ∈ V (PGu) : degGu(u) < degG(u).
Definice 5.5 Necht’ je da´n souvisly´ graf G a souvisla´ oblast Gu, ktera´ je obsazˇena v grafu G.
Defekt PGu se nazy´va´ vneˇjsˇı´m defektem, jestlizˇe ∀u ∈ V (PGu) : degGu(u) = degG(u).
Z du˚vodu veˇtsˇı´ efektivity hleda´nı´ a na´sledne´ho odstraneˇnı´ defektu˚ je vy´hodne´ vyuzˇı´t
heuristiku. Zde je prˇedstavena heuristika zalozˇena´ na nalezenı´ optima´lnı´ kostry a na´sled-
ne´m prˇerˇazenı´ vsˇech vhodneˇ prˇerˇaditelny´ch vrcholu˚. Kostra je souvisly´ acyklicky´ pod-
graf na vsˇech vrcholech grafu G. Tato metoda vyhlazenı´ se zameˇrˇuje pouze na vhodne´
vrcholy k vyhlazenı´, nikoliv na vsˇechny.
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Obra´zek 4: Sı´t’ rozdeˇlena´ na oblasti, ktere´ majı´ defekt.
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Obra´zek 5: Sı´t’ rozdeˇlena´ na oblasti s odstraneˇny´mi defekty.
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Definice 5.6 Necht’ je da´n souvisly´ grafG, kostra T grafuG se nazy´va´ optima´lnı´, jestlizˇe splnˇuje
na´sledujı´cı´ podmı´nky:
• |{u ∈ V (G) : degT (u) = 1}| je minima´lnı´.
• Pocˇet vrcholu˚, ktere´ jsou soucˇa´stı´ neˇktere´ho z defektu, je minima´lnı´.
5.2.1 Vyhlazenı´ prohleda´va´nı´m do hloubky
Algoritmus stojı´ na postupne´m procha´zenı´ vrcholu˚ oblastı´ a u kazˇde´ho zkouma´, zda-li
ho ma´ prˇerˇadit do jine´ oblasti nebo nikoliv. Vrchol se prˇerˇadı´ do jine´ oblasti pra´veˇ tehdy,
kdyzˇ je koncovy´m vrcholem defektu v soucˇasne´ oblasti a za´rovenˇ by v nove´ oblasti nebyl
soucˇa´stı´ defektu.
1. Vstupem je graf G a oblasti G1, . . . , Gn.
2. For each oblast G1, . . . , Gn
3. Pomocı´ DFS s na´hodny´m pocˇa´tecˇnı´m vrcholem postupneˇ
zkontroluj podgraf Gi.
25
4. Kontrola jednoho vrcholu v probı´ha´ na´sledovneˇ:
5. Zkontroluj vrchol v, zdali ma´ by´t prˇerˇazen do jine´
oblasti, a prˇı´padneˇ ho prˇerˇad’.
6. If existuje neˇjaky´ potomek vrcholu u, ktery´ jesˇteˇ
nebyl navsˇtı´ven, navsˇtiv ho a pokracˇuj bodem cˇı´slo 5
pro vrchol u. Po ukoncˇenı´ pra´ce s vrcholem u, znovu
zkontroluj vrchol v.
7. End if
8. End for
5.2.2 Vyhlazenı´ optima´lnı´ kostrou
Algoritmus nalezne optima´lnı´ kostru a pote´ zkouma´ jejı´ defekty. Jestlizˇe jsou defekty
take´ v pu˚vodnı´m grafu, zkouma´, zda-li je ma´ prˇerˇadit do jine´ oblasti nebo ne. Vrchol
se prˇerˇadı´ do jine´ oblasti pra´veˇ tehdy, kdyzˇ je koncovy´m vrcholem defektu v soucˇasne´
oblasti a za´rovenˇ by v nove´ oblasti nebyl soucˇa´stı´ defektu.
Algoritmus nalezenı´ optima´lnı´ kostry:
1. Vstupem je souvisly´ graf G.
2. Vyber na´hodny´ vrchol x ∈ V (G).
3. Vytvorˇ S = V (G) \ {x}.
4. Vytvorˇ T ;V (T ) = {x}.
5. While S 6= ∅
6. Vyber jeden z vrcholu˚ v se stavem nezkouma´n, pro
ktery´ degTi(v) = 1 a oznacˇ ho u.
7. Jestlizˇe je vrchol u v podgrafu Gi koncovy´m vrcholem
vnitrˇnı´ho defektu, zjisti, zda by v jine´ oblasti
nebyl soucˇa´stı´ defektu.
8. End while
Nynı´, kdyzˇ vı´me jak nale´zt optima´lnı´ kostru, mu˚zˇeme prˇejı´t k vyhlazenı´ optima´lnı´
kostrou.
1. Vstupem je graf G a oblasti G1, . . . , Gn.
2. For each oblast G1, . . . , Gn
3. Nalezni optima´lnı´ kostru Ti oblasti Gi.
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Obra´zek 6: Sı´t’ rozdeˇlena´ na oblasti s defekty a nalezeny´mi kostrami.
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Obra´zek 7: Sı´t’ rozdeˇlena´ na oblasti s odstraneˇny´mi defekty.
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4. Vsˇem vrcholu˚m oblasti Gi nastav stav na nezkouma´n.
5. While existuje vrchol v se stavem nezkouma´n, pro
ktery´ degTi(v) = 1:
6. Vyber jeden z vrcholu˚ v se stavem nezkouma´n, pro
ktery´ degTi(v) = 1 a oznacˇ ho u.
7. Jestlizˇe je u v podgrafu Gi koncovy´m vrcholem
vnitrˇnı´ho defektu, zjisti, zda by v jine´ oblasti
nebyl soucˇa´stı´ defektu.
8. End while
9. End for
10. Vy´stupem jsou nove´ oblasti oblasti grafu G1, . . . , Gn.
27
Obra´zek 8: Sı´t’ vyhlazena MLSE
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5.3 Algoritmus vı´cevrcholove´ nastavovacı´ expanze
Ted’ kdyzˇ zna´me metodu na odstraneˇnı´ jednotlivy´ch defektu˚, vrat’me se zpa´tky
k vı´cevrcholove´ nastavovacı´ expanzi.
1. Vstupem je graf G a strˇedy zadany´ch oblastı´ c1, . . . , cn.
2. Vy´chozı´mi vrcholy jsou jednotlive´ strˇedy zadany´ch oblastı´.
3. Paralelnı´m BFS prˇirˇad’ doposud neprˇirˇazene´ vrcholy neˇktere´
z oblastı´.
4. Odstranˇ vsˇechny odstranitelne´ defekty jednotlivy´ch oblastı´.
5. Vy´stupem jsou oblasti grafu G1, . . . , Gn.
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6 Metody rozdeˇlenı´ grafu zalozˇene´ na shlukova´nı´ vrcholu˚
6.1 Prˇedstavenı´
Na´sledujı´cı´ kapitola se veˇnuje algoritmu˚m zalozˇeny´m na shlukova´nı´ vrcholu˚, ktere´ pro
rozdeˇlenı´ sı´teˇ vyuzˇı´va´ naprˇı´klad programMetis. Metis je software pro rozdeˇlenı´ velky´ch
sı´tı´ a vy´pocˇet redukujı´cı´ho prˇeusporˇa´da´nı´ rˇı´dke´ matice. Algoritmus je zalozˇen na vı´ce-
u´rovnˇove´ grafove´ bisekci.
Tradicˇnı´ algoritmy deˇlı´ sı´t’ prˇı´mo na pu˚vodnı´ sı´ti, cozˇ je velmi cˇasto pomale´ a neefek-
tivnı´. Vı´ceu´rovnˇove´ algoritmy rozkla´dajı´ sı´t’ jinak. Tyto algoritmy redukujı´ velikost sı´teˇ,
na´sledneˇ rozdeˇlı´ malou sı´t’ a toto rozdeˇlenı´ prˇevedou zpa´tky na pu˚vodnı´ sı´t’.
Tento program umı´ beˇhem neˇkolika vterˇin rozdeˇlit sı´t’ s vı´ce nezˇ milio´nem vrcholu˚ na
256 oblastı´4.
6.2 Vı´ceu´rovnˇova´ grafova´ bisekce
Mysˇlenka vı´ceu´rovnˇove´ grafove´ bisekce je jednoducha´. Nejdrˇı´ve prˇevedeme vstupnı´ sı´t’
na mensˇı´ sı´t’, tu rozdeˇlı´me a pak toto rozdeˇlenı´ transformujeme zpeˇt na pu˚vodnı´ sı´t’. Fa´ze
vı´ceu´rovnˇove´ grafove´ bisekce jsou na´sledujı´cı´:
• Shlukovacı´ fa´ze: Vstupnı´ sı´t’ G0 je postupneˇ prˇevedena na posloupnost mensˇı´ch
sı´tı´ G1,. . .,Gn takovy´ch, zˇe platı´ |V (G0)| ≥ |V (G1)| ≥ . . . ≥ |V (Gn)|.
• Rozdeˇlovacı´ fa´ze: V sı´ti Gn se nalezne rozdeˇlenı´ Rn, jehozˇ kazˇda´ oblast obsahuje
prˇiblizˇneˇ stejny´ pocˇet vrcholu˚ pu˚vodnı´ sı´teˇ G0.
• Zpeˇtna´ fa´ze: Rozdeˇlenı´ Rn sı´teˇ Gn se prˇevede zpa´tky na rozdeˇlenı´ R0 sı´teˇ G0 po-
mocı´ cˇa´stecˇny´ch projekcı´ Rn−1,Rn−2,. . .,R1.
6.3 Shlukovacı´ fa´ze
Shlukovacı´ fa´ze vyrobı´ k vstupnı´ sı´tiG projekceQ1,. . .,Qn−1 a odpovı´dajı´cı´ sı´teˇG1,. . .,Gn
mensˇı´ velikosti. Je vhodne´, aby kazˇdy´ vrchol sı´teˇ Gi reprezentoval prˇiblizˇneˇ stejny´ pocˇet
vrcholu˚ sı´teˇ G0, a proto se zde dobrˇe uplatnı´ pa´rova´nı´. Pa´rova´nı´m se neporusˇı´ souvislost
indukovany´ch podgrafu˚ reprezentovany´ch jednı´m vrcholem sı´teˇ Gi.
Definice 6.1 Mnozˇina hranM se nazy´va´ pa´rova´nı´, jestlizˇe ∀u, v ∈M : u ∩ v = ∅.
Z du˚vodu efektivnosti shlukova´nı´ jsou vy´hodna´ nejveˇtsˇı´ a maxima´lnı´ pa´rova´nı´.
Definice 6.2 Pa´rova´nı´M je nejveˇtsˇı´, jestlizˇe pro kazˇde´ pa´rova´nı´ N grafu G platı´ |M | ≥ |N |.
Definice 6.3 Pa´rova´nı´ M se nazy´va´ maxima´lnı´, jestlizˇe pro kazˇde´ pa´rova´nı´ N grafu G takove´,
zˇeM ⊆ N , platı´M = N .
4zdroj [14]
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Obra´zek 9: Sche´ma vı´ceu´rovnˇove´ grafove´ bisekce.
Projekce Qi reprezentuje spa´rova´nı´ vrcholu˚ sı´teˇ Gi−1, pomocı´ ktere´ho vznikne sı´t’ Gi.
Rozmeˇr nove´ sı´teˇ silneˇ za´visı´ na pocˇtu hran v pa´rova´nı´. Veˇtsˇı´ pocˇet hran v pa´rova´nı´
vede k mensˇı´ sı´ti. Proto je vy´hodne´ zvolit maxima´lnı´ pa´rova´nı´.
Prvnı´ zpu˚sob vy´beˇru pa´rova´nı´ je na´hodne´ pa´rova´nı´. Na´hodneˇ se vybere neˇjake´maxima´lnı´
pa´rova´nı´, vrcholy se sloucˇı´ a aktualizujı´ se hrany vcˇetneˇ jejich vah. Vy´hodou je jednodu-
chost a rychlost, nevy´hodou urcˇita´ na´hodnost vy´sledku.
Dalsˇı´ zpu˚sob vy´beˇru pa´rova´nı´ se nazy´va´ nejveˇtsˇı´ hranove´ pa´rova´nı´. Vybere se zmaxi-
ma´lnı´ch pa´rova´nı´ nejveˇtsˇı´, vrcholy se sloucˇı´ a aktualizujı´ se hrany vcˇetneˇ jejich vah.
Vy´hodou je efektivnost a minimalizace vah hran noveˇ vytvorˇene´ho grafu.
Shlukova´nı´ pomocı´ nejveˇtsˇı´ho hranove´ho pa´rova´nı´ nacha´zı´ uplatneˇnı´ hlavneˇ prˇi par-
alelnı´ a distribuovane´ implementaci dekompozice, kde kvalitu rˇesˇenı´ ovlivnˇuje velikost
rˇezu neboli pocˇet hran mezi sousednı´mi oblastmi. Velikost rˇezu vzhledem ke kvaliteˇ
rˇesˇenı´ nenı´ vy´znamneˇ du˚lezˇita´ pro sekvencˇnı´ implementaci dekompozice. Algoritmus
nejveˇtsˇı´ho hranove´ho pa´rova´nı´ je uveden v [10]. Nynı´ si prˇedstavı´me jednoduchy´ algo-
ritmus pro nalezenı´ maxima´lnı´ho pa´rova´nı´ prˇevzaty´ z [3].
Pro na´sledujı´cı´ pouzˇitı´ zaved’me operaci symetricky´ rozdı´l.
Definice 6.4 Symetricky´ rozdı´l je mnozˇina hran {e : e ∈M nebo e ∈ P ; e 6∈M ∩ P}.
Du˚lezˇity´m pojmem je volny´ vrchol. Maxima´lnı´ pa´rova´nı´ obsahuje ze vsˇech pa´rova´nı´ ne-
jnizˇsˇı´ pocˇet volny´ch vrcholu˚.
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Definice 6.5 Necht’ je da´n graf G = (V,E) a jeho pa´rova´nı´ M . Vrchol v ∈ V (G) se nazy´va´
volny´, jestlizˇe nenı´ koncovy´m vrcholem libovolne´ hrany patrˇı´cı´ pa´rova´nı´ M .
V cˇa´sti teorie grafu˚ veˇnovane´ pa´rova´nı´ se cˇasto vyskytujı´ pojmy alternujı´cı´ a rozsˇirˇujı´cı´
cesta. Obeˇ tyto cesty se uplatnˇujı´ prˇi zjisˇt’ova´nı´, zda-li lze pa´rova´nı´ zveˇtsˇit, tj. nale´zt nove´
pa´rova´nı´ v grafu G s veˇtsˇı´m pocˇtem hran.
Definice 6.6 Necht’ je da´n graf G = (V,E) a jeho pa´rova´nı´ M . Cesta P se nazy´va´ alternujı´cı´,
jestlizˇe jejı´ hrany strˇı´daveˇ patrˇı´ a nepatrˇı´ pa´rovanı´ M .
Definice 6.7 Necht’ je da´n graf G = (V,E) a jeho pa´rova´nı´ M . Cesta P se nazy´va´ rozsˇı´rˇujı´cı´,
jestlizˇe je alternujı´cı´ cestou mezi dveˇma volny´mi vrcholy.
Na´sledujı´cı´ algoritmus nalezenı´ rozsˇirˇujı´cı´ cesty je prˇevzat z [17]. Vstupem je graf G
a jeho pa´rova´nı´M , vy´stupem je rozsˇirˇujı´cı´ cesta, ktera´ je v prˇı´padeˇ nenalezenı´ pra´zdna´.
1. Vstupem je graf G a jeho pa´rova´nı´ M.
2. F := ∅.
3. Odznacˇ vsˇechny vrcholy a hrany grafu G.
4. Oznacˇ vsˇechny hrany pa´rova´nı´ M.
5. For each volny´ vrchol v
6. Vytvorˇ strom T, V (T ) = {v} a vlozˇ ho do mnozˇiny F
7. End for
8. While kdyzˇ je v F neoznacˇeny´ vrchol v se sudou vzda´lenostı´
od korˇene stromu:
9. While ∃w ∈ V (G), zˇe hrana vw je neoznacˇena´:
10. If v 6∈ F,
11. x ∈ V (G) : xw ∈M,
12. F := F ∪ {vw,wx}.
13. Oznacˇ hranu wx.
14. Else
15. If vzda´lenost vrcholu w od korˇene je suda´.
16. If korˇeny vrcholu˚ v a w jsou ru˚zne´.
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17. Oznacˇ P cestu z korˇene stromu s vrcholem v prˇes
vrcholy v a w do korˇene stromu s vrcholem w.
18. Vrat’ cestu P.
19. Else
20. Oznacˇ B kveˇt vytvorˇeny´ z hrany vw a cesty vw
z T.
21. Zu´zˇenı´m G a M prˇes B vznikne graf G′ a pa´rova´nı´
M ′.
22. Nalezni grafu G′ a pa´rova´nı´m M ′ rozsˇirˇujı´cı´ cestu
P ′ .
23. Prˇeved’ nalezenou rozsˇirˇujı´cı´ cestu P ′ grafu G′
na rozsˇirˇujı´cı´ cestu P grafu G.
24. Vrat’ cestu P.
25. End if
26. End if
27. End if
28. Oznacˇ hranu vw.
29. End while
30. Oznacˇ vrchol v.
31. End while
32. Vrat’ pra´zdnou cestu.
Veˇta 6.1 Pa´rova´nı´M nenı´ maxima´lnı´ pra´veˇ tehdy, kdyzˇ existuje rozsˇirˇujı´cı´ cesta vzhledem kM .
Du˚kaz. (⇒) Jestlizˇe je P rozsˇirˇujı´cı´ cesta vzhledem k pa´rova´nı´M , pak symetricky´ rozdı´l
M
⊕
P je pa´rova´nı´ a |M
⊕
P | = |M |+ 1.
(⇐) Necht’ je M jine´ nezˇ maxima´lnı´ pa´rova´nı´ a N je maxima´lnı´ pa´rova´nı´. Uvazˇujme
symetrickou diferenci pa´rova´nı´M
⊕
N . Protozˇe neexistujı´ dveˇ hrany v pa´rova´nı´ se spo-
lecˇny´m vrcholem, kazˇdy´ vrcholma´ nejvy´sˇe jeden sousednı´ vrchol v pa´rova´nı´M a nejvy´sˇe
jeden sousednı´ vrchol v pa´rova´nı´ N . Kazˇda´ souvisla´ komponenta z M
⊕
N je jednı´m
z na´sledujı´cı´ch typu˚:
1. Cesta s prvnı´ a poslednı´ hranou patrˇı´cı´ pa´rova´nı´M .
2. Cesta s prvnı´ a poslednı´ hranou patrˇı´cı´ pa´rova´nı´ N .
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3. Cesta s prvnı´ hranou patrˇı´cı´ pa´rova´nı´M a poslednı´ hranou patrˇı´cı´ pa´rova´nı´ N .
4. Strˇı´dava´ kruzˇnice, jejı´zˇ hrany strˇı´daveˇ patrˇı´ pa´rova´nı´M a N .
Jelikozˇ N je maxima´lnı´ pa´rova´nı´ a M ne, vı´me, zˇe |N | > |M |. Proto alesponˇ jedna kom-
ponenta obsahuje vı´ce hran z pa´rova´nı´ N nezˇ M . Take´ strˇı´dave´ kruzˇnice musı´ by´t sude´
de´lky, protozˇe kazˇdy´ vrchol te´to kruzˇnice je incidentnı´ s nejvy´sˇe jednou hranou pa´rova´nı´
N a jednou hranou z pa´rova´nı´ M . Proto existuje komponenta typu 2 – rozsˇirˇujı´cı´ cesta.
Du˚sledkem te´to veˇty je na´sledujı´cı´ algoritmus.
1. Vstupem je graf G.
2. Nastav pa´rova´nı´ M grafu G na pa´rova´nı´ neobsahujı´cı´ hrany.
3. While v grafu G pro pa´rova´nı´ M existuje rozsˇirˇujı´cı´ cesta.
4. Necht’ P je rozsˇirˇujı´cı´ cesta.
5. M := M
⊕
P
6. End while
Tento algoritmus je zna´m jako Edmondsu˚v algoritmus a jeho slozˇitost je O(mn2), kde
n je pocˇet vrcholu˚ grafu am pocˇet hran grafu.
6.4 Zpeˇtna´ fa´ze
Protozˇe rozdeˇlovacı´ fa´ze je popsa´na v prˇedchozı´ch kapitola´ch, prˇejdeˇme rovnou k zpeˇtne´
fa´zi. Cı´lem zpeˇtne´ fa´ze je prˇeve´st rozdeˇlenı´ Rn sı´teˇ Gn na rozdeˇlenı´ R0 pu˚vodnı´ sı´teˇ G0.
Rozdeˇlenı´ R0 sı´teˇ G lze snadno zkonstruovat pomocı´ projekce Q0 a rozdeˇlenı´ R1 sı´teˇ G1,
ktere´ zna´me.
Algoritmus zpeˇtne´ fa´ze zapsany´ v pseudoko´du:
1. Vstupem jsou sı´teˇ G0,. . .,Gn, projekce Q1,. . .,Qn a rozdeˇlenı´
sı´teˇ Pn.
2. For i := n− 1, . . . , 1
3. For ∀u ∈ V (Gi)
4. Nalezni vrchol v ∈ V (Gi+1) : v = Qi+1(u).
5. Ri(u) := Ri+1(v).
6. End for
7. End for
Jine´ algoritmy zpeˇtne´ fa´ze jsou popsa´ny v [7].
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7 Aplikace na rˇesˇenı´ inzˇeny´rsky´ch u´loh
7.1 Vyhodnocenı´
Meˇrˇenı´ probeˇhlo na cˇtvercove´ sı´ti 10×10, ktera´ byla rozdeˇlena na 5, 6 a 8 oblastı´ metodou
rekurzivnı´ grafove´ bisekce5, rekurzivnı´ grafove´ bisekce s vyhlazova´nı´m6 a spektra´lnı´
bisekce7. V tabulce 7.1 krite´rium 1 znamena´ podmı´neˇnost podle krite´ria zalozˇene´ho na
hranici oblasti, zatı´mco krite´rium 2 znacˇı´ spektra´lnı´ krite´rium.
Pa´r pozna´mek k hodnota´m z tabulky 7.1: pro obeˇ krite´ria platı´, zˇe mensˇı´ hodnota je
lepsˇı´. Zajı´mave´ je srovna´nı´ mezi vyhlazeny´mi oblastmi a nevyhlazeny´mi, kde se za´veˇry
krite´riı´ ru˚znı´. Prvnı´ krite´rium le´pe vyznı´va´ pro vyhlazene´ oblasti, zatı´mco druhe´ pro
nevyhlazene´.
Srovna´nı´ jednotlivy´ch metod vyznı´va´ nejle´pe pro vyhlazene´ metody, nevyhlazene´ a
spektra´lnı´ jsou na tom prˇiblizˇneˇ stejneˇ. Zajı´mave´ jsou vy´sledky podle pocˇtu oblastı´. Z
vy´sledku krite´ria 2 vyply´va´, zˇe mensˇı´ pocˇet oblastı´ je lepsˇı´. Media´n nenı´ vypovı´dajı´cı´ k
hodnocenı´ dekompozice sı´teˇ, protozˇe vyhodnocenı´ podle prvnı´ho krite´ria se te´meˇrˇ nelisˇı´,
zatı´mco ve vyhodnocenı´ podle druhe´ho krite´ria jsou rozdı´ly hodnot male´.
7.2 Vy´sledky prakticky´ch u´loh
5V 7.1 oznacˇeno nevyhlazene´.
6V 7.1 oznacˇeno vyhlazene´.
7V 7.1 oznacˇeno spektra´lnı´.
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Tabulka 1: Vyhodnocenı´ rozkladu cˇtvercove´ sı´teˇ
Krite´rium 1 Krite´rium 2
rozdeˇlenı´ oblasti maximum pru˚meˇr media´n maximum pru˚meˇr media´n
nevyhlazene´
5 6.0000 4.2000 4.0000 1.7407 1.6796 1.6951
6 6.0000 4.3333 4.0000 2.1380 1.9005 1.8918
8 4.0000 3.1250 3.0000 5.2814 2.4779 2.0507
vyhlazene´
5 4.0000 3.8000 4.0000 2.0099 1.7263 1.6928
6 5.0000 3.6667 3.0000 2.5009 1.9563 1.8291
8 5.0000 3.1250 3.0000 8.4852 2.9478 2.0740
spektra´lnı´
5 6.0000 4.6000 4.0000 1.9993 1.6926 1.5734
6 5 4 4 4.2603 2.4091 2.1166
8 5.0000 3.5000 3.0000 7.8864 3.3003 1.9693
Obra´zek 10: C rozdeˇlene´ na 4 a 5 oblastı´
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Obra´zek 11: C rozdeˇlene´ na 6 a 10 oblastı´
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Obra´zek 12: Hveˇzda rozdeˇlena´ na 6 a 10 oblastı´
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Obra´zek 13: Vy´ztuzˇ
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Obra´zek 14: Vy´ztuzˇ rozdeˇlena´ na 10 oblastı´
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Obra´zek 15: Vy´ztuzˇ rozdeˇlena´ spekra´lnı´ bisekci na 10 oblastı´
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8 Za´veˇr
V te´to pra´ci jsem prˇedstavil ru˚zne´ zpu˚soby rozdeˇlenı´ souvisle´ho grafu na oblasti, prˇe-
devsˇı´m metody zalozˇene´ na grafovy´ch algoritmech a metody stojı´cı´ na spektra´lnı´ teorii.
Zvoleny´ postup rozdeˇlenı´ grafu spocˇı´val v rozdeˇlenı´ grafu pomocı´ grafove´ bisekce
a vyhleda´nı´ center nalezeny´ch oblastı´. Z du˚vodu zlepsˇenı´ podmı´neˇnosti oblastı´ jsme
na´sledneˇ pomocı´ vı´cevrcholove´ nastavovacı´ expanze prˇerˇadili neˇktere´ vrcholy z jednotlivy´ch
oblastı´ do jiny´ch. Dalsˇı´ optimalizacı´ rozkladu bylo odstraneˇnı´ defektu jednotlivy´ch oblastı´.
Kromeˇ vy´kladu teorie jsem implementoval rˇesˇenı´ dekompozice grafu˚ vMatlabu, ktere´
jsem nasadil na rˇesˇenı´ vybrany´ch inzˇeny´rsky´ch u´loh – viz prˇı´loha.
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A Prˇilozˇene´ matlabovske´ soubory
adj2lapl.m
adj2negh.m
center.m
dist.m
dist1.m
hlavni.m
hlavnis.m
hvykresli.m
hvykreslimst.m
hresize.m
lapl2adj.m
lapl2negh.m
mlse.m
nacti vyztuz.m
negh2adj.m
negh2lapl.m
paleta.m
ppnote.m
rgb1.m
sit1PET.m
sit2PET.m
sit4PET.m
sit5PET.m
sit6PET.m
sit7PET.m
sit8PET.m
sit9PET.m
sizes.m
spektb.m
spekt.m
vyhlazeni1.m
vyhlazeni2.m
vykresli.m
