A new family of Fq-linear codes over F b q can be obtained replacing the elements in the large field F q b by elements in Fq [C], where C is the companion matrix of a primitive polynomial of degree b and coefficients in Fq. In this work, we propose a decoding algorithm for this family of Fq-linear codes over the erasure channel, based on solving linear systems over the field Fq.
Section 4, we introduce the algorithm to decode this family of codes over the erasure channel. Finally, in Section 5, we give a short conclusion.
Previous Concepts
Let F q be the Galois field of q elements and b a positive integer. If C is a block code of length n over the field F q b , the codewords of C can be considered as codewords of length nb over F q . Then, a code C is said to be an F q -linear code of length n over F b q if it is a linear code of length nb over F q (see [6] ). The dual code C ⊥ is the null space of C in F b q . The parameter k = log q b |C|, where |C| is the number of codewords, is called the normalized dimension of the code over F b q . Recall that the linear space F b q can be viewed as the field F q b ; however, linearity is not assumed over the field F q b . For example, let α ∈ F 2 2 be a primitive element such that α 2 + α + 1 = 0, then F 2 2 = {00, 01, 10, 11} ≈ {0, 1, α, α 2 } = F 2 2 and consider the F 2 -linear code C of length 2 given by C = {00|00, 01|10, 10|01, 11|11} = {00, 1α, α1, αα}.
Since α(αα) = 11 / ∈ C, the code C is not a linear subspace of F 2 2 . The code C can be specified by either its generator matrix G of size kb × nb or its parity-check matrix H of size (n − k)b × nb, both over F q . From practical considerations, F q -linear codes are required to be systematic, that is, its generator (or parity-check) matrix has to be systematic. Recall that the matrix G (respectively, H) is said to be systematic if it contains the identity matrix of size kb × kb (respectively, (
To define the minimum distance of an F q -linear code we consider it as a code over the alphabet F b q . Then, the minimum distance d is measured with respect to the symbols in F b q (see [6] ) and thus, the parameters of the code over
is attained (see [6, 20] ).
In the following example, we show an F q -linear code which is MDS, but the corresponding block code is not MDS. If we consider the code C over F 2 2 , we have an F 2 -linear code with length 6 and normalized dimension 2 over F 2 2 . To compute the distance between two codewords, we have to consider the number of different symbols. For example, d(10|00|01|10|01|10, 01|00|11|01|11|01) = 5, since these two words only match on the second symbol.
It is not difficult to check that the minimum distance of the F 2 -linear code C over F 2 2 is also 5. Therefore, C is an MDS F 2 -linear code over F Note that in this example, the minimum distance is the same in both cases, but they can be different in other cases as we can see in the following example. If we consider the code as a block code over F 2 , then the parameters are [6, 2, 2] . So, the F 2 -linear code and the corresponding block code have not the same minimum distance.
In [8] we can find the following result about the minimum distance of the code over F We recall the following result which helps us to check whether an F q -linear code is MDS without computing the minimum distance. Next definition reminds the concept of superregular matrix. Different constructions of MDS block codes based on superregular matrices have been proposed in the past (see, for example, [24, 23] ).
Definition 1:
A matrix A is said to be a superregular matrix over F q if every square submatrix of A is nonsingular over F q .
For example, the matrix
is superregular over F 3 , since every entry is different from 0 and A is non-singular. As a generalization of this concept, we introduce the concept of block superregular matrix.
Definition 2:
A matrix A of size bm × bl is said to be b-block superregular matrix over F q , if every square submatrix of A consisting of full blocks submatrices of size b × b is non-singular over F q .
Let us see an illustrative example.
Example 3:
The matrix
is a 2-block superregular matrix over F 2 , since every square submatrix of size 2 × 2 is non-singular and A is also non-singular.
Due to Definition 2 and Theorem 2, we can introduce the following theorem. According to Example 3, A is a 2-block superregular matrix over F 2 . Therefore, by Theorem 3, the F 2 -linear code C is MDS.
Construction
In this section, we recall the construction introduced in [9] . Remember that the companion matrix C of a monic polynomial p(
is the square matrix defined as
for example, [19] ). The isomorphism ψ :
, can be defined as ψ(α) = C, where α ∈ F q b is a primitive element. It can be extended to a ring isomorphism Ψ :
in the following way:
). This isomorphism allows us to introduce the following result.
q . Remember that if we have an MDS block code, the dual code is MDS as well (see for example [20] ). This result can be extended for F q -linear codes. Therefore, the dual code C
is the parity-check matrix of an F 2 -linear code C over F 3 2 , whose parameters are [4, 2, 3] . Thus, the code is MDS. If we consider the set of codewords of C as a linear code over F 2 , the code is not MDS, since only trivial codes are MDS over F 2 [14] . In this case, the parameters of the code are [12, 6, 3] .
The dual code C ⊥ is also an MDS F 2 -linear code over F 3 2 , whose parameters are [4, 2, 3] as well and whose parity-check matrix is given by
It is worth pointing out that some authors have used the term superregular to define a related but different type of matrices (see for instance [15, 26] ). This type of matrices is not suitable to construct MDS F q -linear codes using Theorem 4, as we will see in the following example. Let α ∈ F 2 3 be a primitive element such that α 3 + α 2 + 1 = 0. The matrix A = 1 0 1 α is a superregular matrix over F 2 3 in the sense of [15, 26] . Nevertheless, using the isomorphism given by expression (1), The problem now is how to find superregular matrices over a finite field F q b (see, for example [17, 24, 23] ).
Decoding
Consider an MDS F q -linear code with length n and normalized dimension k over F b q and generator matrix G in systematic form. Assume we have k information symbols u = u 1 u 2 · · · u k . The corresponding codeword is obtained in the following way
Note that v i = u i for i ∈ {1, 2, . . . , k}, are the information symbols and v j for j ∈ {k + 1, k + 2, . . . , n} are the redundancy symbols.
From now on, we denote by n = {1, 2, . . . , n}, C A,B = (C ab ), with a ∈ A and b ∈ B, and v A = (v a ) with a ∈ A, where A, B ⊆ n .
After transmitting the codeword v through the erasure channel, some of the symbols in v get lost. Let us define the following sets
got lost during the transmission .
In summary, I and J are the sets of indices of the correct symbols in the information and redundancy part, respectively, and I c is the set of indices of the lost symbols in the information part, after transmission. Assume |I| = t and |J | = t with t ≤ k and t ≤ n − k. Obviously, the number of erasures in the information part and the redundancy part are k − t and n − k − t , respectively and, then, |I c | = k − t. We do not consider the redundant symbols that are lost during transmission, since they are not necessary to recover the information symbols.
The received symbols v i , i ∈ k are the information symbols. However, we only know t of these symbols, v i1 v i2 · · · v it , and we have to recover the other k − t symbols. On the other hand, we know t symbols in the redundancy part, v j1 v j2 · · · v j t . Using the known symbols, we can obtain a linear system with (k − t)b unknowns and t b equations,
We can find one unique solution as long as k − t ≤ t , that is, the number of unknowns is less or equal than the number of equations. When k−t < t , we have more equations than unknowns, so the system could be incompatible. However, we know u is a solution of the system, so it must be compatible.
We can see the system in (2) as the system
where the unknowns are v I c . Let us see an illustrative example. and let α ∈ F 2 3 be a root of p(x). Consider the Reed-Solomon code (see [21] ) of length 7 and dimension 3 with generator polynomial
A systematic generator matrix of this code is given by
Due to the ring isomorphism considered in expression (1), we can construct an MDS F 2 -linear code over F 3 2 with parameters [7, 3, 5] and generator matrix We have erasures in the 2nd, 4th and 6th symbols and therefore we have I = {1, 3}, J = {5 − 3, 7 − 3} and I c = {2}.
The matrix C 3 >,J is given by
Therefore, the system (2) is given by
The unknown symbol is v 2 and so
and therefore, the matrices C I c ,J and C I,J are given by Recall that u 2 = v 2 .
Note that the size of the matrix C I c ,J in system (3) is (k − t) × t . When k − t < t , the number of columns in the matrix C I c ,J is greater than the number of rows. The matrix C is a b-block superregular matrix over F q , so every square submatrix composed of blocks of size b × b is non-singular. Then, if we take the matrix composed by the first (k − t)b columns of C I c ,J , we obtain a non-singular square matrix,C, of size (k − t)b × (k − t)b. The remaining columns are a linear combination of these (k − t)b columns. This is the same as removing redundant equations from system (3).
On the other hand, we construct the vectorṽ taking the first k − t symbols of the word v J + v I C I,J and the solution of system (3) is the same as the solution of the system v I cC =ṽ.
According to the previous results, we can introduce the following decoding algorithm.
Algorithm 1:
1. Let I, with |I| = k − t, be the set of the indices of the information symbols that have not been erased during transmission and J , with |J | = n − k − t , the set of the indices of the redundancy symbols, starting by 1, that have not been erased during transmission. On the other hand, consider the set I c , with |I c | = t, as the set of the indices of the information symbols that have been erased.
2. If t + t > k, it is not possible to recover the lost symbols. Go to step 7. Otherwise, go to next step. 
for v I c and go to step 7. Otherwise, go to next step.
6. In this case t + t < k. Solve the system v I cC =ṽ, for v I c , whereC is the matrix composed by the first (k − t)b columns of C I c ,J , andṽ is the vector formed by the first k − t symbols of v J − v I · C I,J . Go to step 7.
End.
The vector v I c , with length k − t, is the vector of lost information symbols. Once we compute v I c , we can obtain the complete vector v and thus, the information vector u.
Conclusions
Transmitting n symbols of length b with elements in F q through an erasure channel is the same as transmitting a codeword of length n of an F q -linear code over F b q . Since proposed codes are MDS, they can recover up to n − k erasures, with k the normalized dimension of the code, over the erasure channel. In this work, we propose an algorithm to recover the erased information symbols by solving a linear system with (k − t)b unknowns, where t in the number of known information symbols.
