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Abstract
Baksalary and Pukelsheim [Linear Algebra Appl. 151 (1991) 135] considered the problem
of how an order between two Hermitian nonnegative definite matrices A and B is related
to the corresponding order between the squares A2 and B2, in the sense of the star partial
ordering, the minus partial ordering, and the Löwner partial ordering. In the present paper,
possibilities of generalizing and strengthening their results are studied from two points of
view: by widening the class of matrices considered and by replacing the squares by arbitrary
powers.
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1. Introduction and preliminaries
Let Cm,n be the set of m× n complex matrices. The symbols K∗, R(K), and
r(K) will denote the conjugate transpose, range, and rank, respectively, of K ∈ Cm,n.
Further, K+ ∈ Cn,m will stand for the Moore–Penrose inverse of K, i.e., the unique
matrix satisfying the equations
KK+K = K, K+KK+ = K+,
(1.1)
KK+ = (KK+)∗, K+K = (K+K)∗,
and In will be the identity matrix of order n. Moreover, CEPn , CHn , and Cn will denote
the subsets of Cn,n consisting of EP, Hermitian, and Hermitian nonnegative definite
matrices, respectively, i.e., CEPn = {K ∈ Cn,n : R(K) = R(K∗)}, CHn = {K ∈ Cn,n :
K = K∗}, and Cn = {K ∈ Cn,n : K = LL∗ for some L ∈ Cn,p}.
This paper is mainly concerned with two matrix partial orderings. One of them is
the star ordering introduced by Drazin [4], which is defined by
A
∗
 B ⇔ A∗A = A∗B and AA∗ = BA∗, (1.2)
and can alternatively be specified as
A
∗
 B ⇔ A+A = A+B and AA+ = BA+. (1.3)
The second partial ordering of interest is the minus (rank subtractivity) ordering
devised by Hartwig [7] and independently by Nambooripad [12]. It can be charac-
terized as
A
−
 B ⇔ r(B− A) = r(B)− r(A) (1.4)
or as
A
−
 B ⇔ AB+B = A, BB+A = A, and AB+A = A. (1.5)
The two lemmas below contain slightly modified versions of the characterizations
of the orders A
∗
 B and A
−
 B developed by Hartwig and Styan [8]; see their Theo-
rems 1 and 2, Corollary 1(b), and comments on p. 154. Our modifications consist in
replacing unitary matrices by semiunitary ones, which is possible by removing from
the former the columns corresponding to zero singular values in any case where B is
singular.
Lemma 1.1. Let A,B ∈ Cm,n and let a = r(A) < r(B) = b. Then A
∗
 B if and only
if there exist U ∈ Cm,b, V ∈ Cn,b satisfying U∗U = Ib = V∗V, for which
A = U
(
D1 0
0 0
)
V∗ and B = U
(
D1 0
0 D2
)
V∗, (1.6)
where D1 and D2 are positive definite diagonal matrices of degree a and b − a,
respectively. For A,B ∈ CHn the matrix U in (1.6) may be replaced by V, but then D1
J.K. Baksalary et al. / Linear Algebra and its Applications 379 (2004) 277–287 279
and D2 represent any nonsingular real diagonal matrices (not necessarily positive
definite).
Lemma 1.2. Let A,B ∈ Cm,n and let a = r(A) < r(B) = b. Then A
−
 B if and only
if there exist U ∈ Cm,b, V ∈ Cn,b satisfying U∗U = Ib = V∗V, for which
A = U
(
D1 0
0 0
)
V∗ and B = U
(
D1 + RD2S RD2
D2S D2
)
V∗, (1.7)
where D1 and D2 are positive definite diagonal matrices of degree a and b − a,
while R ∈ Ca,b−a and S ∈ Cb−a,a are arbitrary. For A,B ∈ CHn the matrices U and
S in (1.7) may be replaced by V and R∗, respectively, but then D1 and D2 represent
any nonsingular real diagonal matrices (not necessarily positive definite).
It is clear that if r(A) = r(B), then A ∗ B ⇔ A = B and A − B ⇔ A = B. Com-
bining this observation with Lemmas 1.1 and 1.2 shows that, for any A,B ∈ Cm,n,
A
∗
 B ⇒ A − B. (1.8)
If A,B ∈ Cn , then, according to statement (1.4) in [2], in addition to (1.8) it is also
true that
A
−
 B ⇒ A L B, (1.9)
where L denotes the partial ordering dating back to Löwner [9], which for A,B ∈
Cn,n is defined by
A L B ⇔ B− A ∈ Cn .
In the set of all Hermitian matrices, the implication (1.9) is not valid even when
the minus order on the left-hand side is replaced by the stronger order A
∗
 B. An
additional necessary condition is revealed in the lemma below, which strengthens a
part of Corollary 3 given by Groß [5].
Lemma 1.3. Let A,B ∈ CHn be star-ordered as A
∗
 B. Then A L B if and only
if ν(A) = ν(B), where ν(.) denotes the number of negative eigenvalues of a given
matrix.
Proof. When r(A) = r(B), the result is trivial. In the case of r(A) < r(B) Lemma
1.1 ensures that if A
∗
 B, then
B− A = V
(
0 0
0 D2
)
V∗.
Hence it is seen that the order A L B is equivalent to the nonnegative definiteness of
D2, i.e., to ν(D2) = 0. Consequently, the result follows by noting that ν(A) = ν(D1)
and ν(B) = ν(D1)+ ν(D2). 
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Baksalary and Pukelsheim [3] provided a complete solution to the problem of
how an order between two Hermitian nonnegative definite matrices A and B is re-
lated to the corresponding order between the squares A2 and B2 in the sense of the
star, minus, and Löwner partial orderings. In this paper, possibilities of generalizing
their results are studied from two points of view: by widening the class of matrices
considered and by replacing the squares by arbitrary powers.
2. Star partial ordering
Theorem 3 of Baksalary and Pukelsheim [3] asserts that, for any A,B ∈ Cn ,
A
∗
 B ⇔ A2 ∗ B2 ⇒ AB = BA. (2.1)
This result is revisited here with the emphasis laid on the question which (if which-
ever) from among four implications comprised in (2.1) continues to be valid for
matrices not necessarily being Hermitian nonnegative definite.
Theorem 2.1. Let A ∈ CEPn and B ∈ Cn,n. Then
A
∗
 B ⇒ A2 ∗ B2 and AB = BA. (2.2)
Proof. Since A ∈ CEPn if and only if AA+ = A+A, it can easily be verified that
A2A+ = A = A+A2 and (A2)+ = (A+)2.
Consequently, in view of (1.3),
AB = A2A+B = A2A+A = A2 = AA+A2 = BA+A2 = BA.
Moreover,
(A2)+B2 = (A+)2AB = (A2)+A2 and B2(A2)+ = BA(A+)2 = A2(A2)+,
which means that A2
∗
 B2. 
Implication (2.2) is not reversible, as can be seen from the trivial example provid-
ed by the matrices
A = (1) and B = (−1). (2.3)
Moreover, it should be noted that this implication is not valid for an arbitrary A ∈
Cn,n. The matrices
A =
(
1 1
0 0
)
and B =
(
1 1
1 −1
)
constitute an example, in which the order A
∗
 B does not entail either of the condi-
tions A2
∗
 B2, AB = BA. On the other hand, if
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A =
(
1 0
0 0
)
and B =
(
0 1
1 0
)
, (2.4)
then A2
∗
 B2, but A∗A /= A∗B and AB /= BA, thus showing that even for Hermitian
matrices the star order between A2 and B2 does not entail the star order between A
and B and the commutativity of these matrices, which are the other two implications
contained in (2.1) (valid for Hermitian nonnegative definite matrices).
It has already been pointed out, referring to example (2.3), that the two conditions
on the right-hand side of (2.2) are insufficient for A ∗ B. When there is no restriction
on A, a similar conclusion is obtained in the case of combining the two orders A
∗
 B
and A2
∗
 B2. The matrices
A =
(
0 1
0 0
)
and B =
(
0 1
1 0
)
and their squares are star-ordered, but AB /= BA. However, the combination of the
order A
∗
 B with the commutativity condition appears sufficient for A2
∗
 B2 for all
quadratic matrices.
Theorem 2.2. Let A,B ∈ Cn,n. Then
A
∗
 B and AB = BA ⇒ A2 ∗ B2. (2.5)
Proof. On account of (1.2), it follows that if A ∗ B and AB = BA, then
(A2)∗B2 = A∗(A∗B)B = (A∗)2AB = A∗(A∗B)A = (A2)∗A2
and
B2(A2)∗ = B(BA∗)A∗ = BA(A∗)2 = A(BA∗)A∗ = A2(A2)∗,
thus establishing (2.5). 
3. Minus partial ordering
Baksalary and Pukelsheim [3, Theorem 2] showed that, for A,B ∈ Cn , the fol-
lowing three implications hold:
A
−
 B and A2
−
 B2 ⇒ AB = BA, (3.1)
A
−
 B and AB = BA ⇒ A2 − B2, (3.2)
A2
−
 B2 and AB = BA ⇒ A − B, (3.3)
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and Groß [6, Theorem 5] strengthened (3.1) by establishing that, again under the
assumption A,B ∈ Cn ,
A
−
 B and A2
−
 B2 ⇔ A ∗ B. (3.4)
The purpose of this section is to reconsider relationships (3.2)–(3.4) for matrices
which are not necessarily Hermitian nonnegative definite.
It appears that (3.2) can be extended very substantially. Actually, it is valid for all
quadratic matrices.
Theorem 3.1. For any A,B ∈ Cn,n, if A
−
 B and AB = BA, then A2 − B2.
Proof. First notice that
A
−
 B and AB = BA ⇒ AB = A2 = BA. (3.5)
In fact, on account of (1.5), it follows that
AB = AB+AB = AB+BA = A2 = ABB+A = BAB+A = BA.
The conditions on the right-hand sides of (1.5) and (3.5) lead to the equalities
B2(B2)+A2 = B2(B2)+BA = B2(B2)+B2B+A = B2B+A = BA = A2,
A2(B2)+B2 = AB(B2)+B2 = AB+B2(B2)+B2 = AB+B2 = AB = A2,
A2(B2)+A2 = AB+B2(B2)+B2B+A = AB+B2B+A = A2,
which according to (1.5) show that A2 − B2. 
Contrary to the extension of the validity of (3.2) revealed in Theorem 3.1, the
implication (3.3) cannot be extended even to the set of Hermitian matrices. A simple
counterexample is provided by matrices (2.3). On the other hand, however, it is pos-
sible to establish an interesting extension and generalization of the equivalence (3.4).
The extension consists in relaxing the assumption A,B ∈ Cn to A ∈ CEPn , B ∈ CHn ,
while the generalization in replacing the minus order A2
−
 B2 by the Löwner or-
der A2 L B2, which is a weaker requirement for, in general, if A,B ∈ CHn , then
A2
−
 B2 implies A2 L B2, but not the other way around. The improved version of
(3.4) is preceded by a lemma which is needed in its proof, but is also of independent
interest.
Lemma 3.1. Let A ∈ CEPn . If the Moore–Penrose inverse B+ of some B ∈ CHn is a
generalized inverse of A, i.e., AB+A = A, then A ∈ CHn .
Proof. It has already been mentioned that A ∈ CEPn if and only if AA+ = A+A.
Then, on the one hand
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AA+B+A∗ = (AB+AA+)∗ = (AA+)∗ = AA+ = A+A, (3.6)
while on the other, since any A ∈ CEPn satisfies A∗ = AA+A∗, it follows that
AA+B+A∗ = A+AB+AA+A∗ = A+AA+A∗ = A+A∗. (3.7)
Comparing (3.6) with (3.7) yields the equality A+A = A+A∗, which premultiplied
by A leads to A = A∗. 
Theorem 3.2. Let A ∈ CEPn and B ∈ CHn . Then
A
−
 B and A2 L B2 ⇔ A
∗
 B. (3.8)
Proof. In view of (1.8) and the third equality on the right-hand side of (1.5), Lemma
3.1 ensures that, without any loss of generality, A may be assumed to be Hermitian.
From (1.4) it is clear that r(A)  r(B) and that the equality holds only in the trivial
case when A = B. In the sequel it is therefore assumed that a = r(A) < r(B) = b,
as in Lemmas 1.1 and 1.2.
If A
∗
 B, then the fact that A,B ∈ CHn enables representing these matrices in
the forms described in the second part of Lemma 1.1. Hence the “⇐ part” of (3.8)
follows straightforwardly.
For the proof of the converse implication observe that, on account of the first two
equalities in (1.5),
A2 L B2 ⇔ B+A2B+ L B+B2B+ ⇔ B+A(B+A)∗ L B+B. (3.9)
It can be verified, referring to conditions (1.1), that the Moore–Penrose inverse of a
Hermitian matrix B of the form specified in the second part of Lemma 1.2 admits the
representation
B+ = V
(
D−11 −D−11 R
−R∗D−11 D−12 + R∗D−11 R
)
V∗,
and hence
B+A(B+A)∗ = V
(
Ia 0
−R∗ 0
)(
Ia −R
0 0
)
V∗
= V
(
Ia −R
−R∗ R∗R
)
V∗. (3.10)
Since the matrix B+B (= BB+) represents the orthogonal projector onto R(B) =
R(V), it may be expressed as VV∗. Consequently, in view of (3.10),
B+B− B+A(B+A)∗ = V
(
0 R
R∗ Ib−a − R∗R
)
V∗. (3.11)
On account of (3.9), equality (3.11) shows that supplementing the minus order A −
B by the Löwner order A2 L B2 forces R to be 0; cf. Theorem 1 in [1]. Then the
284 J.K. Baksalary et al. / Linear Algebra and its Applications 379 (2004) 277–287
matrix B characterized in Lemma 1.2 takes the form described in Lemma 1.1, thus
leading to the conclusion that A
∗
 B. 
In view of (1.5) and Lemma 3.1, if A ∈ CEPn and B ∈ CHn are minus-ordered as
A
−
 B , then both A2 and B2 are Hermitian nonnegative definite matrices. Conse-
quently, on account of (1.9), A2 − B2 ⇒ A2LB2, and thus Theorem 3.2 leads to
the following.
Corollary 3.1. The equivalence A
−
 B and A2
−
 B2 ⇔ A ∗ B holds for any A ∈
CEPn and B ∈ CHn .
Notice that Corollary 3.1 extends Theorem 5 of Groß [6] by admitting A to be any
EP matrix and B to be any Hermitian matrix instead of requiring that both A and B
are Hermitian nonnegative definite. On the other hand, however, it should be pointed
out that Theorem 3.2 and Corollary 3.1 are not valid when A ∈ Cn,n is admitted to
be completely free. The example, in which
A =
(
0 1
0 0
)
and B =
(
1 1
1 0
)
,
shows that, although B ∈ CHn , the conditions on the left-hand side of (3.8) do not
imply A
∗
 B even when the order A2 L B2 is strengthened to A2
−
 B2 as in (3.4).
These two results become invalid also when the assumption B ∈ CHn is relaxed to
B ∈ CEPn . An example is provided by the matrices
A =
(
1 0
0 0
)
and B =
(
1 1
0 −1
)
.
4. Arbitrary powers
Baksalary and Pukelsheim [3, p. 140] remarked that for A,B ∈ Cn the statement
(2.1) can be generalized to the form
A
∗
 B ⇔ Am ∗ Bm ⇒ AB = BA, (4.1)
where m is any positive integer. From considerations in Section 2 it is known that if
Cn is extended to CHn , then the implications Am
∗
 Bm ⇒ A ∗ B and Am ∗ Bm ⇒
AB = BA discontinue to be valid for an arbitrary m; cf. example (2.4). It appears,
however, that all four implications comprised in (4.1) hold within the class CHn when
m is odd.
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Theorem 4.1. Let A,B ∈ CHn . Then, for any nonnegative integer k,
A
∗
 B ⇔ A2k+1 ∗ B2k+1 ⇒ AB = BA.
Proof. This result is actually a particular case of Theorem 2.7 of Mitra [11], accord-
ing to which the equivalence
A
∗
 B ⇔ (AA∗)kA∗ ∗ (BB∗)kB∗
holds for any matrices A,B ∈ Cm,n and any nonnegative integer k. A direct proof
proposed here is based on Lemma 1.1, which ensures that if A2k+1
∗
 B2k+1 and (to
avoid triviality) a = r(A) < r(B) = b, then
A2k+1 = V˜
(
D˜1 0
0 0
)
V˜∗ and B2k+1 = V˜
(
D˜1 0
0 D˜2
)
V˜∗ (4.2)
for some V˜ ∈ Cn,b satisfying V˜∗V˜ = Ib and nonsingular real diagonal matrices D˜1
and D˜2 of orders a and b − a, respectively, where a = r(A) = r(A2k+1) and b =
r(B) = r(B2k+1). Since 2k + 1 is odd, (4.2) is equivalent to
A = V˜
(
D˜1/(2k+1)1 0
0 0
)
V˜∗ and B = V˜
(
D˜1/(2k+1)1 0
0 D˜1/(2k+1)2
)
V˜∗.
(4.3)
Referring again to Lemma 1.1, it is seen from (4.3) that A ∗ B. In view of the fact
that the implications A
∗
 B ⇒ A2k+1 ∗ B2k+1 and A ∗ B ⇒ AB = BA are obvi-
ous, the proof is complete. 
Baksalary and Pukelsheim [3, p. 140] asked the question of proving or disprov-
ing that, under the assumption A,B ∈ Cn , the conjunction of A
−
 B and Am
−
 Bm
implies the commutativity property AB = BA. The answer, which appears to be pos-
itive, constitutes a further generalization of Theorem 5 in [6].
Theorem 4.2. Let A,B ∈ Cn . Then, for any integer m  2,
A
−
 B and Am L Bm ⇔ A
∗
 B. (4.4)
Proof. The “if part” follows straightforwardly from Theorem 3.2 by noting that if
A and B are Hermitian nonnegative definite matrices, then for any m  2 a conse-
quence of the order Am L Bm is the order A2 L B2; cf. [9] and [10, p. 464]. The
converse implication is seen from (1.8) and the representations of A and B presented
in the second part of Lemma 1.1. 
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When A and B are not necessarily nonnegative definite, the assertion (4.4) is no
longer valid for arbitrary m  2. For example, if
A =
(−3 0
0 0
)
and B =
(−2 1
1 1
)
, (4.5)
then r(B− A) = 1 = r(B)− r(A), which in view of (1.4) means that A − B, and
B3 − A3 =
(
16 4
4 1
)
, (4.6)
showing that A3 L B3. On the other hand, however,
AB =
(
6 −3
0 0
)
/=
(
6 0
−3 0
)
= BA,
and thus A cannot be a star-predecessor of B. In addition, the two eigenvalues of B
are 12 (−1−
√
13) and 12 (−1+
√
13), and hence ν(B) = 1. Since obviously ν(A) =
1, the matrices in (4.5) provide an example that the condition ν(A) = ν(B), which
plays an essential role in some results of Groß [5], is rather irrelevant in the present
considerations. Finally, it is seen from (4.6) that the matrices A and B given in (4.5)
satisfy r(B3 − A3) = 1 = r(B3)− r(A3), which on account of (1.4) means that A3 −
B3. It follows, therefore, that for arbitrary Hermitian matrices A and B the version of
(4.4), in which the condition Am L Bm is replaced by Am
−
 Bm, is also invalid.
An extension of the validity of (4.4) to all Hermitian matrices appears possible
under the additional assumption that m is even.
Theorem 4.3. Let A,B ∈ CHn and let k be any positive integer. Then
A
−
 B and A2k L B2k ⇔ A
∗
 B.
Proof. It is clear that the condition A2k  LB2k may be reexpressed as (A2)k L (B2)k .
Since A2,B2 ∈ Cn and k is a positive integer, it follows that A2 L B2; cf. again [9]
and [10, p. 464]. On account of Theorem 3.2, this observation establishes the “⇒part”.
Since the converse implication is immediately seen from (1.8) and the representations
of A and B given in the second part of Lemma 1.1, the proof is complete. 
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