We prove a conjecture in fluid dynamics concerning optimal bounds for heat transportation in the infinite-Prandtl number limit. Due to a maximum principle property for the temperature exploited by Constantin-Doering and Otto-Seis, this amounts to proving a-priori bounds for horizontally-periodic solutions of a fourth-order equation in a strip of large width. Such bounds are obtained here using mostly integral representations and cancellation properties, jointly with some Fourier analysis.
Introduction
Thermal convection processes are important to understand, since they appear in many applications such as engineering, meteorology, geophysics, astrophysics and oceanography. Rayleigh-Bérnard model is a fundamental one in Convection Theory, where one considers a fluid layer between rigid plates which are heated from below and cooled from above.
We will use the convention from [24] , presenting non-dimensionalized equations: in this case the relevant parameter becomes the height H of the container. When H is small, the heat transfer happens entirely by conduction. However, as H increases, such a steady state becomes unstable and bifurcation of solutions occurs, see e.g. Chapter 6 in [2] . One then starts observing convection rolls, where the heated fluid, becoming lighter, moves upward and then returns near the bottom after cooling down driven by gravity, see some description in [5] . When H becomes larger, the formation of thin conducting layers near the boundary is observed, while in the bulk of the container heat transfer mostly happens via convection after a cascade of bifurcations, generating chaotic dynamics and fully developed turbulence ( [20] ).
We will consider in this paper the Boussinesq approximation in the infinite Prandtl-number limit, namely when the viscosity of the fluid is much bigger than the thermal diffusion. For the derivation of the governing equations of the model we still refer to [5] . Denoting the velocity by u = u e 1 + v e 2 + w e 3 , the temperature by T and the pressure by p, the infinite Prandtl-number limit of the Boussinesq equations in a container of R 3 is given by (1) ∂ t T + u · ∇T − ∆T = 0;
(2) ∇ · u = 0;
(3) − ∆u + ∇p = T e 3 .
We supplement these equations with periodicity in (x 1 , x 2 ) ∈ I × I, I = [0, 1], and Dirichlet boundary conditions, namely (4) T = 1 for x 3 = 0; 0 for x 3 = H, u = 0 for x 3 = 0, H.
Using the incompressibility condition (2) , one can eliminate the pressure term and obtain for the e 3component of the velocity w the equations (5) ∆ 2 w = −∆ h T ;
(6) w = ∂ x3 w = 0 for x 3 = 0, H, see [24] , where ∆ h denotes the horizontal Laplacian in the variables x 1 , x 2 . In the sequel we will always assume H 1.
The following quantity measures the average vertical heat flux in terms of the steady state conduction heat flux, see formula (7) in [24] .
Thus the angle brackets denote the horizontal space and time averages. Recall that here we are using the container height H as the scaling parameter, following the notation in [24] . Our main result in this paper is the following theorem. In most of the physics literature the dimensionless parameter appears as a coefficient in (3):
where Ra is the Rayleigh number. Formula (2.6) in [12] defines the Nusselt number using this scaling, which we refer to as N u phys . The theorem above corresponds in the physics language to the following result.
Corollary 1.3 In the limit Ra → +∞ the following bound holds for the Nusselt number.
We now give a brief history of this problem. Malkus ([22] ) and Howard ([17] ) gave compelling boundarylayer arguments predicting the scaling N u phys (Ra) 1 3 (we are back to the notation in Definition 1.1). The derivation of upper bounds in convective heat transport begins with seminal papers by Howard ([16] , [18] ) and further work by Busse ([3] , [4] ). Some sub-optimal bounds, in terms of higher powers of Ra, were proven in [16] , [11] . A powerful and beautiful new idea was introduced to the subject by Constantin and Doering, [7] , and called the background field method. To a background temperature one associates a quadratic form that needs to be non-negative definite: one then tries to minimize a suitable integral on such backgrounds (see also [9] , [11] , [10] ). This method allowed the authors to obtain an optimal bound up to a logarithmic factor in Ra, and was carried forward in another paper with a delicate analysis of singular integrals by Doering, Otto and Reznikoff, [12] . More recently, in [24] another improvement of the estimate from the background field method was derived, showing at the same time some of the limitations of such a method, see also [6] . In the same paper, a sharper estimate was derived using a maximum principle for the temperature, which always lies in the range [0, 1] (see also [8] ). More precisely, in [24] it is shown that (7) N u ≤ C(Ra) Our methods do not give any information about the above numerical constant 0.139.
We also refer to [6] and [27] for related results on upper bounds in the finite-Prandtl number regime.
In the following we will consider the quantity
which by (4) satisfies the uniform bound
We note that (5) can be rewritten as
we can assume that the function in the right-hand side of (9) satisfies (10)ˆI ×I θ dx 1 dx 2 = 0.
This does not affect the function w, and will be crucial for us.
Taking the horizontal-space and time average to (1), using the boundary conditions and the constancy of vertical heat flux one finds that
where w is as in (9) . In [24] (Section C, proof of Theorem 2) it was noticed that since T ≥ 0 and since sup x3 θ ≤ sup x θ 2 , by the boundary conditions (4) and (6) one has
In the same paper, the quantity w 2 was controlled for δ small via an estimate on sup x3∈(0,1) (∂ 2 x3 w) 2 , leading to (7) mostly via Fourier analysis.
We get instead uniform L ∞ bounds on w for x 3 ∈ [0, 1] without passing to L ∞ estimates on secondorder derivatives of w. We are guided in this by thinking of proving BMO estimates on second derivatives in the spirit of the celebrated theorem of Spanne and Stein ([25] , [26] ), for solutions to second-order equations with bounded right-hand sides (naively inverting a Laplacian on both sides of (9)). Rather than proving such BMO estimates on second derivatives, we use arguments somewhat related to those in [25] , [26] , which relies on the Green's representation formula and cube decompositions, together with subtle cancellations.
First, since we are dealing with a bi-Laplace equation on a large strip (with both Dirichlet and Neumann boundary conditions), it is useful to understand the solution of the above boundary-value problem in a half-space. In such a case, the expression of the Green's kernel for (9) is explicitly known, and we prove suitable decay properties of the kernel and of some if its derivatives due to cancellations. Using the horizontal periodicity of θ and property (10), we then show via other cancellation properties that the solutionw of
is uniformly controlled in L ∞ in a neighborhood of the boundary of the strip {0 ≤ x 3 ≤ H}.
We then subtract tow a correction of the formŵ, which is bi-harmonic in the strip and fixes the boundary conditions on {x 3 = H}, which were not satisfied byw on {x 3 = H}: this step is done mostly via Fourier analysis. The same argument works when replacing in (12) The plan of the paper is the following. In Section 2 we study the Green's function for the bi-Laplacian in the half-space, proving some asymptotic behaviour via scaling arguments and invariance properties. In Section 3 we derive estimates on solutions to (9) in the half-space, imposing Dirichlet and Neumann boundary conditions on {x 3 = 0}. In the final section, boundary conditions are then fixed on {x 3 = H} and uniform bounds on solutions are given.
Notation. Throughout the paper, the symbol C will denote a large, but fixed, positive constant which is allowed to vary from one formula to another, and even within the same formula.
Green's function for the half-space
We are interested in deriving some asymptotic estimates on the Green's function for the bi-Laplacian with zero Dirichlet and Neumann boundary conditions in R 3
Recall that from Lemma 8 in [14] , G has the exact form
where ξ * stands for the reflection of ξ across the boundary, {η 3 = 0}. From an explicit computation one obtains the following formula for G
which after further manipulation becomes
Computing the horizontal Laplacian ∆ η h = ∂ 2
, one then finds
We notice the following three covariance properties for all ξ, η ∈ R 3 + and for all v ∈ R 2
It is therefore sufficient to understand the asymptotics for |η| → +∞ of (15) K 0 (η) = K(ξ 0 , η); ξ 0 = (0, 0, 1).
We notice that the function K 0 is even with respect to the reflection around the η 3 -axis, namely that
We also need to express the derivative of K with respect to ξ 3 in terms of its derivatives with respect to η, as stated in the next result.
The following identity holds true
Proof. By the above symmetries we have
Differentiating in t and evaluating at t = 0, we get the conclusion.
We will now state some asymptotics of K 0 .
and moreover
The above limits are uniform as R → +∞ in the choice of unit vector (a, b, c). Furthermore as R → +∞
also uniformly in the choice of unit vector (a, b, c) ∈ R 3 .
Proof. The result follows from a straightforward calculation, using formulas (13) , (15) and performing direct Taylor's expansions.
For later purposes it is useful to derive some asymptotics on the function K and some of its derivatives when either ξ or η tend to infinity, leaving the other point fixed. Using the above two results, we obtain next the following one. Proposition 2.3 There exists C > 0 such that for x 3 , y 3 > 0, x = y, the kernel K satisfies
Moreover, for any unit vector (a, b, c) we have the following estimates
On the other hand, fixing y we have that
Concerning the derivatives of K, there holds
and both derivatives are odd functions in a and b. Moreover
We also have
and
Finally, we have the estimates Proof. Let us start by checking (19) : from (14) we obtain K(x, y) = K(x e e 3 , y − (x 1 , x 2 , 0)) = 1
If y is as in (19), we then have
Using the first statement in Lemma 2.2, we obtain (19) . Equation (20) follows from the symmetry of K in its two arguments and (19) . Formulas (21) 
which is the desired claim. Again from K(ξ, η) = K(η, ξ) we deduce (∂ ξ3 K)(y + R(a, b, c), y) = (∂ η3 K)(y, y + R(a, b, c)).
The latter quantity can be also computed in terms of the gradient of K 0 . In fact, there holds From the last formula in Lemma 2.2, we obtain (25) . Formulas (26) , (27) and (28) follow in a similar manner from (14), Lemma 2.2 and the above scaling arguments.
Estimates on approximate solutions
We now consider two cut-off functions χ {0≤x3≤H/2} , χ {H/2≤x3≤H} and write (29)
We would like to estimate first the function 
Proof. We will assume that H is an even integer: the general case of (large) H can be dealt with using obvious modifications. Given x with x 3 ∈ (0, 1], we let Q x denote the cube of size 2 centered at the point (x 1 , x 2 , 1), with one face lying on the (x, y)-plane. We next writẽ
K(x, y)θ 1 (y)dy +ˆR For the first integral we use estimate (18) and the fact that |θ| ≤ 2 (see (8) ) to get On the other hand, from (19) 
The same estimate on R 3 + \ Q x would give us a factor of order log H, that we wish to avoid.
x Q x Q i Figure 1 : The cubes Qx and (Qi)i
Recalling that we are assuming H/2 integer, we can partition the set {0 ≤ y 3 ≤ H/2} \ Q x into unit cubes (Q i ) i , see Figure 1 . Since θ 1 has zero average on each cube by (10) , calling y i the center of Q i and letting
we have that
Using the fact that |θ| ≤ 2 and the mean value theorem we deduce that ˆQ
where in the last inequality we employed (26) . We then deduce that (32)
The latter formulas then yield
which is the first inequality in (31). Similarly, for its x 3 -derivative we obtain
From the second inequality in (18) we find
From (24) we instead get
Similarly to the proof of (32), but using (27) instead of (26), we obtain
The latter formulas let us achieve finally
which is the second inequality in (31), as desired. We next consider the above functionw 1 for x 3 close to H. 
Proof. To prove the result we need some further cancellation properties: we rewrite (30) integrating horizontally by parts, namelyw
We assume as before that H/2 is integer, and we consider the sequence of unit cubes (Q i ) i as in the proof of Proposition 3.1, filling now the whole strip {0 ≤ y 3 ≤ H/2}. We consider for anyQ i (with center y i ) the number α i for which
Notice that since θ 1 is 1-periodic in x 1 and x 2 , α i only depends on the vertical coordinate of y i . Consider therefore the saw-shaped function
Since α i depends only on the vertical component of y i , it turns out that ω(y) = ω(y 3 ).
Let us setθ = θ 1 + ω :
notice that since α i is bounded,θ is also uniformly bounded by (8) . We have that
We next arrange the cubes (Q i ) in pairs, taking couples of centers with the same y 3 -coordinates but with opposite projections onto the (x 1 , x 2 )-plane w.r.t. that of x. Call such a coupleQ i,1 ,Q i,2 . In each couple of cubes we use a Taylor's expansion for K(x, y) in y, writing that (from (28))
Sinceθ still averages to zero on each cube, dividing the gradient into the horizontal (tangent to the boundary) and vertical components we have thatQ i,1∪Qi,2
About horizontal components, due to the choice ofQ i,1 ,Q i,2 and due to the oddness property stated after (22) , we have cancellation of the main-order terms and thereforêQ i,1∪Qi,2
On the other hand, concerning vertical components, we have thatQ
due to the choice of α i in (34).
Therefore we proved that ˆQ i,1∪Qi,2
K(x, y)θ(y)dy ≤ CH 2 d(x, y i,1 ) −5 + d(x, y i,2 ) −5 , and hence (35) yields
which is the first inequality in (33).
Concerning the x 3 -derivative ofw 1 , we reason as for the proof of Proposition 3.1 and writê
Again by the fact that´Q i θ 1 (y)dy = 0 we find
Using the bound |θ| ≤ 2 and the mean value theorem we deduce that ˆQ
where in the last inequality we exploited (27) . We then get Sincew 1 is bi-harmonic there, by formula (2) in [19] one has
which implies a uniform bound on ∆w 1 (x) for x 3 ∈ [H − 1, H]. By classical elliptic regularity theory, see e.g. Chapter 9 in [13] , the horizontal derivatives ofw 1 are also uniformly bounded for
This holds true also for horizontal derivatives of higher order in this range of x 3 .
Corrections to fit boundary data and conclusion
We want next to adjust the above functionw 1 in order to achieve the correct boundary data on {x 3 = H}.
In order to do it, we would therefore need to considerw 1 −ŵ 1 , whereŵ 1 is a 1-periodic function in x 1 , x 2 that satisfies (38)
Recall also that, by Proposition 3.3
We can solve (38) via Fourier decomposition: for k ∈ Z 2 and x ∈ R 2 we writê
The function a k satisfies the ODE
where b k , c k are the Fourier components ofw 1 and ∂ x3w1 respectively on {x 3 = H}, namely defined bỹ
From an explicit computation it follows that for k = 0
Due to Remark 3.1, the Fourier components ofw 1 and ∂ x3w1 for x 3 = H decay fast in k: more precisely, for any integer there exists C > 0, independent of H large, such that (42)
This will imply uniform convergence of the series forŵ 1 on x 3 ∈ [0, 1]∪[H −1, H], giving its boundedness. We indeed prove the following result. 
Proof. We first estimate the zero-mode a 0 in (40). For x 3 ∈ [0, 1], a 0 is clearly bounded since A 0 and B 0 are. For
which we write as
Hence we see that a 0 (x 3 ) is also uniformly bounded for 
which by (43) implies
This bound is not sufficient since it depends on H, so we would need some finer cancellation properties. For x 3 ∈ [H − 1, H] we use the next expression for a k (x 3 ) which follows from direct computations
Since the denominators are bounded below by C −1 e 2|k|H , the term in the last line is bounded by |k| 2 b k , which decays fast to zero in k due to (42). For the first two lines in (45), if we replace all the hyperbolic cosines in the numerator with hyperbolic sines, we obtain the following quantity, after some simplification 
Summing in all Fourier modes and using again (42), we obtain the uniform boundedness ofŵ 1 also for x 3 ∈ [H − 1, H] and hence the conclusion.
We can collect the above results to obtain the following proposition. Ifw 1 is as in (30), then clearly w 1 =w 1 −ŵ 1 , which is bounded for x 3 ∈ [0, 1] by Proposition 3.1 and Proposition 4.1.
In fact, w 1 is also uniformly bounded for x 3 ∈ [H − 1, H] by Proposition 3.3 and Proposition 4.1. Exchanging x 3 with H − x 3 , the same uniform bound holds for w 2 in {0 ≤ x 3 ≤ 1}. Since w = w 1 + w 2 , we then get the conclusion.
We can now prove our main result.
Proof of Theorem 1.2. It simply follows combining formula (11) with δ = 1 2 and Proposition 4.2.
