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Abstract
We show that a particle confined in a one-dimensional square well in the presence of an external
periodic linear modulation undergoes coherent oscillations between the discrete levels analogous to an
atom exposed to an electromagnetic field. We define the selection rules for state transitions based
on the matrix elements of the perturbation potential. These selection rules contribute to the time
evolution of the qubit which can partake efficiently in quantum informatics. Quantum logic gates are
realized in the square-well potential by controlling the period of modulation.
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1. Introduction
A quantum computer performs computation and information processing based on quantum mechanics.
The study of quantum computers, a vital branch of quantum information [1–3], first attracted the atten-
tion of researchers in the seventies and eighties, when the precision of experiments, especially in atomic
physics and quantum optics, made the control of quantum systems achievable. Any two-level quantum
system, in principle, can define a qubit; however, the availability of quantum-logic-gate operations, long
decoherence times, and the presence of an efficient way to measure the output make a physical system
suitable for building quantum computers. Among the first implementations, there were the nuclear spins
of molecules using the nuclear-magnetic-resonance (NMR) techniques which enabled the implementations
of Shor’s algorithm with seven qubits [4] and simulation of quantum maps with three qubits [5]. Some
other physical systems proposed as quantum computers include Bose–Einstein condensates (BEC) of
cold atoms in optical lattices [6], ion traps [7] in atomic physics, Josephson junctions [8–12] and quantum
dots [13,14] in solid state physics, and multilevel systems, for instance, Rydberg’s atoms [15].
With the availability of semiconductor technologies that grow layers epitaxially [16] with atomic-scale
accuracy, material bandgaps can be designed [17] to confine the electrons in much the same way as
described by a one-dimensional square well [18]. The confinement of electrons in such a quantum well
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is regarded as an artificial atom. There is good analogy in performing quantum computation through
natural atoms and artificial atoms since both have discrete energy levels and both exhibit coherent
quantum oscillations between the levels. In most natural atoms or molecules, the bound states have
well-defined parities, and the electric-dipole selection rules forbid transitions between states with the
same parity. In contrast to naturally occurring atoms, artificial atoms can be designed to attain specific
characteristics. For example, if the symmetry of the potential is broken, the bound states of the artificial
atom lose their well-defined parities. As a result, all the electric-dipole matrix elements could be nonzero
and every transition could be possible [19–21].
In the present article, we discuss a one-dimensional square well in the presence of external periodic
modulation as an appropriate physical system to implement quantum computers. We show that the
modulation causes transitions between the eigenstates of the initial stationary quantum system and
calculate the matrix elements corresponding to linear and quadratic modulations applied to the base
of the square well. This leads us to define the selection rules for the state transitions. Based on these
selection rules, we construct a two-level quantum system forming the desired qubit. The qubit in the
periodically modulated square well is capable of performing computation and information processing.
This paper is organized as follows. In Sec. 2, we give a brief review of the one-dimensional square
well. In Sec. 3, we discuss the effect of external modulation on the stationary states of unmodulated
systems. The matrix elements and selection rules for the state transitions are discussed in Sec. 4. Based
on these results, in Sec. 5 we discuss quantum informatics in a driven square well.
2. One-Dimensional Box: A Pico Review
The dynamics of a particle of mass m confined in a one-dimensional infinite square well of length 2a




+ Vˆ (x), (1)
where Vˆ (x) is the potential with reflection symmetry such that Vˆ (x) = 0 for |x| < a and ∞ otherwise.




= 0, where Iˆ denotes
the parity operator such that Iˆ Vˆ (x) = Vˆ (−x). This means that eigenstates of Hˆ0, denoted by |n〉, can
simultaneously be eigenstates of the parity operator Iˆ , i.e., Iˆ|n〉 = λi|n〉, where the eigenvalue λi = ±1.
Here, λi = +1 denotes eigenstates with even parity and λi = −1 indicates eigenstates with odd parity.

















, when n = 1, 3, 5, . . .
(2)
From Eq. (2), it is clear that for odd quantum number n the eigenstates |n〉 have even parity, whereas
for even quantum number n, the eigenstates |n〉 have odd parity. A superposition of the stationary
eigenstates |n〉, that is, |ψ0〉 =
∑
n
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eigenenergy corresponding to Hˆ0, such that Hˆ0|n〉 = En|n〉. For simplicity in our analysis, we assume that
the quantum-well walls are infinitely high; nevertheless, we may replace infinite walls by some sufficiently
high finite potential V0 in order to realize the quantum system physically.
3. Driven One-Dimensional Box
The dynamics of a quantum particle in a one-dimensional square well in the presence of a weak
external periodic modulating force is governed by the Hamiltonian
Hˆ = Hˆ0 + λxˆα cosωt, (4)
where α defines the spatial-dependence law of the external time-periodic modulation of amplitude λ and
frequency ω. For α = 1, we have a square well with periodically-changing linear potential at the base of
the square well, and α = 2 corresponds to the periodically-changing quadratic potential at the base of
the square well. Moreover, Hˆ0 describes the dynamics of the undriven system, as defined in Eq. (1). The






























revealed from the time-dependent Schro¨dinger equation corresponding to Hˆ0, along with the orthogonality
condition 〈m | n〉 = δmn. Here, ωmn = (Em − En) /~ is the transition frequency for the transition from
En to Em and Vmn = 〈m | xˆα | n〉 is the matrix element which controls the transition probability from
the state | n〉 to the state | m〉; below we refer to | n〉 as a reference state and | m〉 as a target state.
For a small time-dependent modulation considered as a perturbation to the initial system described
by the Hamiltonian Hˆ0, the time-dependent probability amplitude of the wave packet an(t) can be
approximated, in view of the time-dependent perturbation theory [18]. In the presence of a weak time-
periodic modulation, the secular perturbation theory [23] leads to the solution for an(t). We study classical
nonlinear resonances in quantum systems [24–28], where the Nth primary resonance occurs when the time
required for one cycle of unmodulated motion is nearly equal to N cycles of external modulation [23,29].
Since the energy is no longer a constant of motion, we calculate quasienergy eigenstates and quasienergy
eigenvalues for the time-periodic system [30]. Following this analysis, we find quasienergy states as
Floquet states and quasi-energies as characteristic values of the Matheiu differential equation [31].
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Fig. 1. Transition matrix elements of linear potential applied at the base of the square well. The diagonal matrix
elements are zero and only the nearest neighboring off-diagonal elements contribute significantly to the transitions.
4. Transition Selection Rules
The external modulation induces the transitions between the stationary states of the square well.
The transition between the state | n〉 and the state | m〉 can only be possible if the corresponding matrix
element, defined as




∗ xˆαϕm (x) dx, (8)
is nonzero. In view of the discussion in Sec. 2, the eigenstates of Hˆ0 have definite parity due to the
reflection symmetry of the box potential Vˆ (x). The matrix elements depend on the overall parity of the
reference state | n〉, the target state | m〉, and the operator associated with the perturbation that causes
the transitions. The matrix elements given by Eq. (8) have nonzero values only if the collective parity
of states | n〉, | m〉, and operator xˆα is even. Hence, there exist selection rules that forbid transitions
between certain states, depending on the parity of the reference state | n〉, the target state | m〉, and the
perturbation-potential index α.
For a linear time-dependent potential, i.e., α = 1, Eqs. (2) and (8) lead to the conclusion that coupling
between the same parity states (i.e., quantum number n and m both even or both odd) does not exist.
Hence, the matrix elements are nonzero only for the opposite-parity states (n even and m odd or n odd
and m even), as one can see in Fig. 1. Using Eq. (2) and integrating Eq. (8), one obtains the matrix
elements as follows:
〈n | xˆ | m〉 =










, when m 6= n.
(9)
It is worth noting that the diagonal matrix elements are zero for a linearly-modulated square well due
to the parity of the states. In view of Eq. (9), the selection rule for the linear potential states that a
transition from the state | n〉 to the state | m〉 takes place when | n〉 and | m〉 have opposite parity and
it is forbidden when | n〉 and | m〉 have the same parity. It is further clear from Eq. (9) that for large
values of the quantum number n, the nearest neighboring off-diagonal matrix elements are such that
〈n | xˆ | n+ 1〉 ≈ (−1) 〈n | xˆ | n− 1〉.
In contrast to the linear modulation, the parity of the quadratic perturbation is even, and one can
conclude from Eqs. (2) and (8) that the matrix elements are zero for the states with opposite parity and
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Fig. 2. Transition matrix elements of quadratic potential applied at the base of the square well. The diagonal
matrix elements are nonzero in contrast to the case of linear potential. The off-diagonal matrix elements decrease
rapidly with increase in the distance from the diagonal.
coupling exists only between the states with the same parity, as plotted in Fig. 2. For the states with
the same parity, the matrix elements take the following values:
















, when m 6= n.
(10)
Hence, for quadratic modulation the selection rule states that a transition from the state | n〉 to the
state | m〉 takes place when | n〉 and | m〉 have the same parity, and it is forbidden when | n〉 and | m〉
have opposite parity. It is interesting that the diagonal elements take nonzero values and the nearest
neighboring off-diagonal elements are approximately the same, i.e.,
〈n | xˆ2 | n+ 2〉 ≈ 〈n | xˆ2 | n− 2〉,
in contrast to the case of linear modulation.
5. Quantum Informatics in a Driven One-Dimensional Box
Particles confined in quantum wells possess discrete energy levels and may exhibit Rabi-like oscillations
in the presence of external periodic modulations analogous to atomic or molecular systems [19]. Therefore,
quantum wells can be considered as artificial atoms. In our discussion, we assumed a square well infinitely
deep with tightly binding energy spectrum [32], where the level spacing increases linearly with increase in
the principle quantum number n. For linear modulation at frequency ω, the resonance oscillations with
transition frequency ω0 = (E2 − E1) /~ occur predominantly only between the states |1〉 and |2〉. The
other levels of the system remain off-resonant and hence decoupled for this particular frequency due to
increasing level spacing of the energy spectrum. Consequently, we get effectively a two-level quantum







which is obtained from Eq. (3) by terminating the summation at n = 2. Here, ϕ = (E2 + E1) /2~ and a1
and a2 are probability amplitudes such that |a1|2 + |a2|2 = 1.
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of this two-level system represents a qubit. When an
external time-periodic field is applied, the probability amplitudes change with time, and one can perform
single qubit operations by selecting particular interaction times.
In order to perform single-qubit-logic operations, one needs to know the time evolution of the prob-
ability amplitudes of the two-level system. As Eq. (7) shows, the time evolution of the probability
amplitudes, in the present scenario, depends on the matrix elements of the applied external potential.
The matrix elements for linear external modulation are expressed by Eq. (9). For our two-level system,
the diagonal matrix elements are zero, i.e., Vii = Vjj = 0, and off-diagonal elements are Vji ≈ Vij = V ,
where Vij = 〈i | x | j〉 with i, j = 1, 2. In response to the external periodic modulation, the probability









a1 (t) e−iδt, (13)
where δ = ω − ω0 is the detuning of the two frequencies and Ω = λV /~. Furthermore, the amplitude
of the transition matrix elements V ≈ −4a/pi2. For δ = 0, the solutions of these coupled differential











We initially prepare our quantum system in the state |1〉, i.e, |a1 (t = 0)|2 = 1 and |a2 (t = 0)|2 = 0,
then expose it to a linear external periodic modulation at frequency ω resonant with the transition
frequency ω0, i.e, ω = ω0. This external modulation coherently redistributes the probability amplitudes
of our two-level system. The interaction time τ corresponding to the Hadamard gate is determined with
the help of Eq. (14). Thus, for τ = pi/Ω, expression (14) transforms to
|ψ(τ)〉 = e−iθτ




which is the Hadamard gate, with θ = E1/~. Similarly, using Eq. (14), we can perform the NOT
operation i.e., |a1 (τ˜)|2 = 0 and |a2 (τ˜)|2 = 1, where τ˜ is the interaction time for the NOT operation,
which comes out to be τ˜ = pi/2Ω. In this way, we obtain quantum control of single-qubit operations by
choosing an appropriate interaction time of the external modulation.
In the case of quadratic modulation, transitions are possible only between states with the same
parity, as discussed in Sec. 4. Our two-level system comprises the states | 1〉 and | 3〉 with the transition
frequency ω0 = (E3 − E1) /~. It is explicitly clear from Eq. (10) that, for the two-level system composed
of the states | 1〉 and | 3〉, the diagonal elements are nonzero. The optical selection rules [21] and the
coherent population transfer between selected quantum states [22] of the analogous systems, in which all
the matrix elements are nonzero, have recently been analyzed.
6. Discussions
We have presented artificial atoms, subject to linear and quadratic time-periodic modulations, to
implement a quantum computer. The energy spectrum of the artificial atom is such that the transition
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frequency increases in magnitude with increase in the principle quantum number n, in contrast to the
natural atoms where it decreases with increase in the quantum number n. The transitions can be tuned
to the desired frequencies by changing the mirror symmetry of the potential defining the artificial atom.
Furthermore, the qubits defined by these artificial atoms are scalable, which is the key requirement of large
quantum circuits for performing more complex calculations. In quantum computation, logic operations
are accomplished in a time much less than it takes for the interactions of the qubit with the environment.
This is because interactions with the environment destroy the coherence of the state and convert it into
a mixed state. The coupling of artificial atoms with the environment is relatively larger than the natural
atomic systems; however, the tunability of transition frequencies and the scalability of qubits make the
system more advantageous for performing quantum informatics.
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