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Abstract
Anthropogenicgreenhouse gases have become widely accepted as the primary cause
of global warming. With increasing emissions rates, warming is set to continue and
baring any drastic change in mitigation policies, the rate of warming is also likely
to continue to increase. According to the IPCC, the increase in radiative forcing
associated with a doubling of pre-industrial CO2 concentrations is estimated to be
3.7 Wm 2
One method suggested to ameliorate the warming is to increase the eﬀects of short
wave cloud forcing (SWCF) via geo-engineering and thus restoring the earth’s ra-
diative equilibrium. The short wave cloud forcing has a cooling eﬀect by reflecting
solar radiation back into space. Twomey [1977] suggested that by increasing the
cloud condensation nuclei in thin to moderately thick clouds the optical depth,
and thus the albedo of the cloud would increase.
In this study an earth system model is used to explore the eﬀects of deliberately
increasing the cloud droplet number concentrations in low level marine clouds.
The eﬀects of such increase on the short wave cloud forcing are examined as well
as on the eﬀective radius of cloud droplets. Three diﬀerent geo-engineering cases
are presented and compared to a control simulation.
The results show that adding CDNC in marine clouds have the desired impact
on SWCF. Eﬀects are increasing with with rising CDNC. For a perturbation of
375 the changes in SWCF are large enough to counteract the increase in radiative
forcing by greenhouse gases. The lower CDNC perturbation of 50 cm 3 also pro-
duce a moderate cooling eﬀect, without completely counteracting the predicted
greenhouse gas radiative forcing.
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Chapter 1
Introduction
Anthropogenic release of greenhouse gases has become widely accepted as the pri-
mary cause of global warming. With increasing rate of emissions, warming is set
to continue and baring a drastic change in mitigation policies the rate of warming
is also likely to increase. In the fourth assessment report of the IPCC (2007) the
equilibrium climate sensitivity, i.e. the warming resulting from the doubling of
the concentration of greenhouse gases (measured in equivalent CO2 concentration)
from pre-industrial values, is estimated to be in the range of 2 to 4.5  C with 3 C
being the most likely value [Meehl et al., 2007]. The release of greenhouse gases
into the atmosphere causes an imbalance in the radiative budget of the planet.
Such imbalance, natural or anthropogenic is referred to as radiative forcing. The
change in radiative forcing associated with the doubling of equivalent CO2 concen-
trations was estimated by the IPCC in 2001 to be 3.7 Wm 2 [Ramaswamy et al.,
2001]. As the international agreements to reduce greenhouse gas emissions have
not yielded significant emission reductions, alternative methods to reduce the rate
of global warming have been seriously considered. In this study one such method
based on the idea of deliberately altering low level marine clouds to restore radia-
tive equilibrium is explored, using a earth system model.
Clouds are important in the radiative balance of the earth. The reflection of solar
radiation due to clouds produces a negative eﬀect on the radiation budget and is
referred to as short wave cloud forcing.The interception of long wave radiation by
clouds, or long wave cloud forcing has a warming eﬀect. Net eﬀects of clouds on
the radiative equilibrium are negative and corresponding to global annual average
of -13 W/m2 [Ramanathan et al., 1989] and [Latham et al., 2008]. Radiative and
cloud forcing are further discussed in chapter 2.
Twomey (1977) found that by increasing the concentration of cloud condensation
nuclei (CCN) in thin to moderately thick clouds the optical depth of the cloud
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would increase. Optical depth (⌧) and albedo (↵c) of clouds are related variables,
and with increased optical depth the albedo increases. Although Twomey’s theory
was based on the influence of pollution on the albedo of clouds the same principle
is used in this study as well as other studies regarding the same topic. In this
particular study the actual composition of the CCN is not a factor. For definitions
of optical depth and cloud albedo refer to chapter 2.
The optical thickness for any depth of cloud is a function of cloud droplet num-
ber concentration (CDNC). With increased CDNC the optical thickness increases.
An example of Twomey eﬀects can be seen on satellite imagery, such as figure
1.1 where ship tracks are visible as thicker clouds than the surroundings after the
exhaust from the ships have produced new (CCN) in the low marine clouds. The
visible tracks in the image are not new clouds, but rather an enhancement of the
clouds present when the ship sailed through the area.
In this study the main focus is to increase the natural CDNC count (N) in marine
clouds by a fixed number( N). The increase is added on to the natural CDNC
count already in the model, and is only done over oceanic areas. The model used
was the NorESM, the Norwegian Earth System Model and the experiments run
were
1. A control run, without any modifications to cloud droplet number concen-
tration (CDNC)
2. A run where CDNC is increased by 50 per cm3
3. A run where CDNC is increased by 375 per cm3
4. A run where CDNC is fixed to a value of 375 per cm3
Chapter 2 contains the theoretical background of the earth’s radiative balance,
cloud physics and the physics of low clouds. In chapter 3 discussion of the model
and the specifications of the model runs are discussed. A discussion on analysis
of the produced data and results is in chapter 4 and chapter 5 includes summary
and conclusions.
Figure 1.1: A satellite image from NASA satellite Terra showing visible ship tracks in
low marine clouds over the North Pacific Ocean on March 4th 2009. The visibly thicker
clouds are the result of cloud seeding via ship exhaust in the low marine clouds.
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1.0.1 Geoengineering
Deliberate seeding of clouds to enhance albedo is a discipline that belongs to a
more general discipline of geo-engineering. By definition from the Special report
of the of the Royal Society on geoengineering [2009] the definition is:
The large scale intervention in the Earth’s climate system, in order to
moderate global warming.
Strong debate is currently going on regarding whether geo-engineering or climate
engineering is justifiable, and to what extent [Schmidt et al., 2008]. Several diﬀer-
ent methods and technologies have been suggested to counteract global warming.
These methods are mainly of two categories, Solar Radiation Management (SRM),
and Carbon Dioxide Removal (CDR).
Carbon dioxide removal methods
Methods focused at the root of the problem, to remove greenhouse gases from the
atmosphere are referred to as CDR. By decreasing the concentrations of greenhouse
gases in the atmosphere there is a subsequent decrease in long wave greenhouse
forcing. Methods that involve CO2 removal or sequestration are e.g. air capture of
CO2 from ambient air, enhanced carbon storage or sinks, both in the oceans and
land and the use of biomass for sequestration. Land use management to enhance
or protect carbon sinks are also a method of CDR [?].
Solar Radiation Management methods
The second category includes projects where the main objective is to reduce the
amount of incoming solar radiation that reaches the surface and producing a cool-
ing eﬀect for the planet’s climate. SRM methods are mostly methods to treat the
symptoms of global warming, but could possibly be useful in emergency such as
to avoid reaching a climate "tipping point". [The Royal Society, 2009]. A variety
of methods to increase the earth’s albedo have been been introduced. The object
of this study, enhancement of albedo of low level clouds is one such method. An-
other method is seeding of the stratosphere, i.e. the injection of large amounts
of SO2 into the stratosphere [Crutzen, 2006]. Sulphate aerosols would accumu-
late and thus reflect solar radiation at the top of the atmosphere. The eﬀects of
injections such as this scheme proposes are analogous to the atmospheric eﬀects
of large scale volcanic eruptions. The eruption in Mt. Pinatubo in 1991 and it’s
eﬀect on climate was closely monitored and may serve as a test case. The eﬀects
of increased sulphate in the stratosphere can however increase stratospheric ozone
depletion and eﬀect the hydrological cycle and the dynamic eﬀects are not very
clear [Schmidt et al., 2008]. Ideas of launching objects such as mirrors in space,
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either at a fixed point between the Earth and Sun or in an orbit around the earth
have also been discussed. Incoming solar radiation would be reflected away before
reaching the atmosphere [Angel, 2006, National Academy of Science, 1992, Pearson
et al., 2006].
Figure 1.2: A schematic overview of the climate geo-engineering proposals that have
been considered by [T.M. Lenton and N. E. Vaughan, 2009]. Black arrowhead indicate
shortwave radiation, white arrowheads indicate enhancement of natural flows of carbon,
grey downward aero indicates engineered flow of carbon, grey upward arrow indicates
engineered flow of water, dotted vertical arrows illustrate sources of cloud condensation
nuclei, and dashed boxes indicate carbon stores. From [T.M. Lenton and N. E. Vaughan,
2009]
Increasing low level marine cloud albedo
Latham (1990) presented the idea that by increasing CDNC in natural low marine
clouds the eﬀective radius (see equation 2.14) of the cloud droplets would decrease.
By increasing the CDNC and decreasing each droplet the combined surface area of
the droplets in the cloud would increase and so would the cloud albedo. These ef-
fects, i.e. where the increase in CDNC increases optical depth and thus the albedo
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(first indirect eﬀect)[Twomey, 1977, Jones et al., 2005] as well as the second indi-
rect eﬀect where the smaller cloud droplets form precipitation less eﬃciently, and
thus give the stratus clouds extended lifetime, increase the local time-mean albedo
of the clouds [Albrecht, 1989] and [Jones et al., 2005].
Several studies (e.g. [Slingo, 1990, Kristjansson et al., 2006]) show that to counter-
act global warming the changes in cloud microphysics such as optical depth, cloud
liquid water path (see equation 2.13) and CDNC do not need to be very large to
produce a large cooling eﬀect. Kristjánsson et al.,(2005) found that direct and
indirect eﬀects of aerosol forcing have negative eﬀects on the radiative balance, i.e.
cooling eﬀect. The direct forcing is a term for the increased reflection of incoming
solar radiation by aerosols in clear skies, but the indirect forcing comes from the
1st and 2nd indirect eﬀect.
Kristjánsson et al.,(2005) also found the role of climate feedback, "when the result
of an initial process triggers changes in a second process that in turn influences
the initial one" [Ramaswamy et al., 2001], to be very important. With the main
area of increased aerosol forcing was in the subtropics, the largest temperature
response was in the northern most latitudes, as well as a southwards shift in the
Intertropical convergence zone (ITCZ).
Marine boundary layer clouds are the target for a study such as this one. Low-
level single layer stratiform clouds over ocean cover about a quarter of the oceanic
surface of the earth [Charlson et al., 1987]. Such surfaces have a surface albedo,
↵p of 0.3 to 0.7 on average. Salter et al, (2008) suggested that by using a fleet
of unmanned wind driven spray vessels, micron sized drops of seawater could be
released into the turbulent boundary layer beneath a marine stratocumulus cloud.
This method is not meant to produce new clouds or increase the water vapor con-
tent in the atmosphere, merely to activate new CCN to increase the number of
droplets in each cloud and therefore increase the cloud albedo.
In the design of vessels the most important aspect is to determine the neces-
sary spray rate of CCN. In the Salter et al., scheme the vessels are wind driven,
both in case of movement and the spraying turbine where the vessels sail back
and forth perpendicular to prevailing winds and ocean currents. The propellor
beneath the vessel moves and creates the electrical energy needed to produce the
CCN. Wind is a limiting factor in the positioning of the vessels. Too much wind
will hinder production while to little wind will not supply the energy needed to
create suﬃcient power for the vessels. The cost of each vessel in this scheme is
estimated to be 1-2 million pounds, which on the global scale of climate change
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is considered to be satisfactory. According to Twomey [1977], it is the fractional
change of CDNC that drives the change in cloud albedo - and hence Salteter et al,
suggest that perhaps spraying into cloud free areas where clouds are predicted to
form is the most eﬃcient way of enhancing short wave forcing. The cancellation
of 3.7 W m 2 associated with positive forcing from the doubling of CO2 levels
[Ramaswamy et al., 2001] will, according to Salter et al, (2008) need a working
fleet of 1500 vessels spraying at a rate of around 45 m3 s 1.
The common practice in previous studies is to increase CDNC uniformly in the
marine cloud layer, setting the parameters to a fixed number of CDNC, without
regarding the natural, or previous CDNC count [Latham et al., 2008, Rasch et al.,
2009, Jones et al., 2009]. This has in fact given results of increased short wave forc-
ing in marine clouds that are previously relatively thin, with low CDNC counts,
but in some cases cloud decks oﬀ of the continents, especially North America and
Asia have been shown to decrease in albedo since pollution acts as CCN, leading
to larger CDNC concentrations in the control run than in the run of fixed CDNC.
The conclusions to these studies generally show that the relatively inexpensive
method of low level marine cloud seeding can be eﬀective as method to increase
planetary albedo, albeit only in local areas. In these studies, emission rates of
ejected sea salt, wind velocity at the sea surface and other factors were omitted.
Korhonen et al., (2010) simulated a controlled emission of sea spray injections
into four areas previously showed to be most susceptible to cloud seeding. They
found that the emission rates of sea salt suggested in earlier studies changed the
cloud microphysics, but the actual CDNC changes were smaller than previously
assumed. The study also indicated that homogeneous spraying of CCN is less
reliable than previous studies had assumed and concluded that emission rates and
increases in CDNC have to be higher than those assumed in previously in studies
such as [Latham et al., 2008] and [Jones et al., 2005].
10
Chapter 2
Theory
In this chapter the theoretical background of radiative equilibrium and the role it
plays in climate and climate change are discussed. In the process general cloud
physics is introduced and lastly there is a discussion on low clouds.
2.1 Radiation
Solar radiation drives weather and climate. Solar radiation spectrum covers a
wide range of wavelengths, from gamma rays to radio waves[Liou, 2002]. The
range of radiation which has wavelengths about from 0.2µm and 4 µm is referred
to as shortwave radiation [Hartmann, 1994], this is outside the terrestrial radiation
but the earth radiates at wavelengths from about 4µm to 200µ. The terrestrial
radiation is thus referred to as long wave radation. Shortwave radiation diﬀers
with latitude, season and time of day whereas longwave radiation is dependent on
surface type and temperature. The atmosphere is relatively transparent to short
wave radiation, much more so than to longwave radiation which means that short
wave radiation has easier access to surface than terrestrial radiation has to space.
Temperature and a global average distribution of radiative flux reveals that the
net annual radiative flux pattern is close to symmetric between the Southern and
Norther Hemispheres, with a maximum at the equator. The solar zenith angle is
also a factor in the net radiative flux pattern, and the measurements show that
there are gains of radiative energy in the tropics and subtropical regions, but losses
in the polar region [Liou, 2002].
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2.1.1 Radiative balance
A crude energy balance of earth can be found by considering only the radiative
energy fluxes between the sun and earth [Hartmann, 1994]. The net flux of ra-
diative energy though a plane surface can be given as the diﬀerence between the
incoming shortwave radiation and the outgoing longwave radiation.
Fnet = Fshortwave   Flongwave (2.1)
To determine the net flux at the top of the atmosphere the incoming and outgoing
radiation need to be quantified. Incoming radiation varies depending on earths
orbital position, but at the mean distance the value give by Harmann [Hartmann,
1994] is
S0 = 1367W/m
2 (2.2)
This value of the solar constant, S0 the same as the value used by the NCAR
CAM4 model, see chapter 3.
The interception of solar radiation by the earth can be viewed as the intercep-
tion of a disc with the radius of the earth.
Figure 2.1: Interception of solar radiation by the earth from [Hartmann, 1994], p.25
Absorbed solar radiation ( Sa ) is calculated by multiplying the solar constant
(2.2) by the surface albedo (↵p) and the area of a disk, with the radius of the
earth, rp.
Sa = S0(1  ↵p)⇡r2p (2.3)
Outgoing longwave radiation can be found by applying the Stefan-Boltzmann law,
which is fundamental to the infrared radiative transfer analysis [Liou, 2002], and
multiplied by the surface area of a sphere as the whole sphere of the earth radiates
longwave radiation.
Flongwave =  T
4
e 4⇡r
2
p (2.4)
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where Flongwave is the outgoing terrestrial radiation,   is the Stefan-Boltzmann
constant and Te is the emission temperature of the earth. By equating equations
2.3 and 2.4 the emission temperature can be found:
Flongwave = Sa (2.5)
4 T 4e = S0(1  ↵p) (2.6)
Te =

So
4
1  ↵p
 
 1/4
(2.7)
By inserting the solar constant 2.2 and the global mean albedo (↵p = 0.3) in to
equation 2.7 we find that the earth’s emission temperature is close to 255K, but the
observed global mean temperature is about 288K. The diﬀerence can be explained
by natural greenhouse eﬀects. The average incoming solar radiation distributed
over the globe is S0/4=342 W/m2.
Radiative flux (F) at top of the atmosphere is determined by measuring the short
wave radiation from the sun (Q), the reflected short wave radiation and the out-
going long wave radiation from Earth [Liou, 2002].
F = (1  ↵p)Q  Fir (2.8)
On a daily average Q, the insolation can be written as:
Q = S0
✓
d¯
d
◆2
cos ✓s (2.9)
where d is the actual distance from the sun, while d¯ is the mean distance from
which the solar constant is measured and ✓s is the solar zenith angle, the angle
between the local normal vector from the surface and a line between a point on the
Earth’s surface and the sun, see figure 2.2, [Hartmann, 1994]. The net radiative
flux can be measured from space, and albedo can be determined by measuring the
reflected short wave radiation and comparing it with the insolation. Insolation as
well as outgoing long wave radiation (OLR) varies geographically. Measurements
also reveal a geographic distribution of albedo.
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Figure 2.2: Diagram showing the relationship of solar zenith angle to insolation on a
plane parallel to the surface of a planet [Hartmann, 1994], p. 29
The greatest flux of OLR is where clouds are scarce and the surface is warm,
e.g. in deserts near the equator. OLR flux decreases with increasing latitude since
OLR is dependent on the temperature of the surface. OLR flux is also low in the
tropics where high and cold cloud tops are dominant. However, outside the tropics
the net radiative balance is negative. The maximum insolation and absorption of
shortwave radiation is over the oceans near the equator where insolation is high
and clouds are scarce so the albedo is very low [Liou, 2002].
Surface albedo is highest where snow and ice cover is greatest and total albedo is
highest where both snow and ice are present along with an extensive cloud cover.
Specific surface types, such as large deserts also have a high albedo. Surface albedo
is lowest over ocean where clouds are sparse. In such areas the total albedo is low.
The open ocean without sea ice or cloud cover only has reflectivity of about 8-10
% [Liou, 2002]
The net energy flux at the TOA is positive near the equator where insolation
and absorption are high. The energy flux is negative poleward of about 40  N and
S, where the solar zenith angle, cloud cover and snow cover all increase towards
the poles, and so the total albedo increases whereas the increased solar zenith
angle decreases along with insolation and during winter months insolation is very
much decreased, if any at all. The atmosphere looses energy to space where the
net radiative equilibrium is negative but gains energy where the equilibrium is
positive.
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2.1.2 Greehouse eﬀect
Greenhouse eﬀects are natural to the earth’s atmosphere and play a large role in
keeping the global average temperature at 288K. The energy flux between the sur-
face and the atmosphere is larger than the energy flux at the TOA. The magnitude
of the long wave energy flux depicts the importance of the greenhouse eﬀects: the
larger the flux, the stronger the greenhouse eﬀects [Hartmann, 1994].
In the atmosphere the features that trap outgoing longwave radiation are atmo-
spheric gases that absorb and re-radiate thermal infrared energy and are referred
to as greenhouse gases. Among others, greenhouse gases are e.g. water vapor, car-
bon dioxide and ozone. Greenhouse gases are transparent to shortwave radiation,
so while the longwave radiation is trapped in the atmosphere, shortwave radiation
is transmitted relatively unhindered towards the surface. When longwave energy
is trapped in the atmosphere it acts to bring the system out of radiative balance.
However, the absorbed longwave radiation heats the atmosphere and surface, in-
creasing longwave radiation until equilibrium is restored. Figure 2.3 depicts the
transfer of incoming solar radiation through the atmosphere. The solid straight
arrows are the insolation, which starts out at 100. The dashed straight lines depict
the reflected insolation and the curvy arrows represent the transfer of terrestrial
radiation from the surface, and the fraction of radiation that gets absorbed and re-
radiated. Note that the initial value of the outgoing terrestrial radiation is higher
than the insolation.
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Figure 2.3: Diagram showing radiative equilibrium of the atmosphere [Hartmann, 1994],
p. 28
2.2 Clouds
Clouds are important to the radiative balance and global climate. Presence of
clouds, water vapor and cloud condensation nuclei (CCN) is ever changing in the
atmosphere and cloud patterns converge towards favorable cloud forming sites as
well as moving with wind at cloud level [Hartmann, 1994].
When clouds are present they absorb, reflect and/or re-radiate both shortwave
and longwave radiation. Clouds thus aﬀect the radiative balance and the temper-
ature of the atmosphere.
A typical satellite image of the earth reveals that organized cloud patterns are
present, and they extend for thousands of kilometers in all areas of the world.
These patterns are associated with meteorological systems such as low pressure
systems, fronts, orographic features and can both stay in place for days or move
with prevailing winds. Clouds consist of cloud droplets. They are form by conden-
sation on hydroscopic CCN and lost either by evaporation or precipitation. Clouds
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do not consist of the same cloud drops for they’re whole life span, but in a system
in equilibrium, condensation and evaporation will on average balance. [Rogers and
Yau, 1989].
Cloud forcing is a term used to describe the role clouds play in the radiative equi-
librium. Short wave cloud forcing (SWCF) is the reflection of short wave radiation
due to clouds, while long wave forcing of clouds is comparable to the greenhouse
eﬀects where clouds absorb and re-radiate long wave radiation.
Cloud forcing is defined at the TOA as the diﬀerence between net downwelling
radiation 2.1 in the real atmosphere minus a net downwelling radiation in a hypo-
thetical cloud-free atmosphere with otherwise identical conditions.
SWCF = FSW,down ⇤ (1  ↵c)  FSW,down ⇤ (1  ↵clr) = FSW,dow(↵clr   ↵c) (2.10)
SW is the short wave radiation, at the TOA going down into the atmosphere. ↵c
is the albedo in cloudy (real) atmosphere, while ↵clr stands for the hypothetical
cloud-free atmosphere. SWCF is the shortwave cloud forcing, or the amount of in-
coming solar radiation reflected back to space by clouds. The values for SWCF are
nearly always negative since the total albedo is higher with clouds, than without
them, the only exception being polar regions covered with snow and ice. Surface
albedo in that case can be equal to or higher than the total albedo with clouds.
The longwave cloud forcing (LWCF) is defined as the diﬀerence in terrestrial ra-
diation at the TOA in the cloudy and clear atmospheres.
LWCF = FLW,up(clr)   FLW,up(c) (2.11)
LW is the longwave or terrestrial radiation, radiating from the earth upwards to
the TOA. The variable Fup(clr) is the outgoing LW radiation in a cloud-free at-
mosphere, while Fup(c) is the LW radiation outgoing in the cloudy atmosphere.
The longwave cloud forcing (LWCF) is the amount of terrestrial radiation the
clouds re-radiate or reflect back to earth. LWCF is nearly always positive, because
cloud tops are usually colder than the surface and the temperature of the radiat-
ing surface determines the OLR. For warm low level marine clouds LWCF is not
important because the temperature of the low clouds is very nearly the same as
that of earth’s surface and the OLR is the same.
SWCF is one measure of the impact of clouds on radiation and climate [Kris-
tiansen and Kristjansson, 1999]. The higher the absolute value of the SWCF, the
greater the forcing and the reflection of solar radiation and the atmosphere cools
down. [Slingo, 1990].
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Forcing of clouds is controlled through the optical depth ⌧ , which is correlated
to the cloud albedo ↵c. ⌧ is dependent two parameters, the liquid water path
(LWP) and the eﬀective radius (re).
LWP is the amount of vertically integrated liquid water in a cloud. It can be
calculated from the liquid water content (LWC) and the thickness of the cloud
[Liou, 2002].
LWC =
4⇡
3
⇢l
Z
r3n(r)dr (2.12)
where ⇢l is the density of water and n(r) is the droplet number concentration in
[cm 3]. LWP can thus be found
LWP = LWC · z (2.13)
where  z is the thickness of the cloud.
Mean eﬀective radius of cloud droplets is a variable upon which the calculated
reflectivity and transmittance of sunlight is dependent. The mean eﬀective radius
diﬀers from the mean radius by taking the droplet cross section into account, and
thus the scattering property of spherical droplets. The amount of light they scatter
is proportional to their cross sectional area [Liou, 2002].
re =
Z
r · ⇡a2n(r)dr/
Z
⇡rn(r)da (2.14)
where r is the mean radius of the droplets, and re is the mean eﬀective radius. We
can define the eﬀective radius in terms of optical thickness and LWP [Liou, 2002].
re ' 3
2⇢l
LWP/⌧ (2.15)
By changing these two parameters a change of optical depth and albedo can be
brought about.
In thick the insolation is scattered by cloud droplets before it reaches through
the cloud and to the surface. The depth within the cloud to which the radiation
reaches before it has all been scattered in the cloud is the referred to as the cloud
optical depth. Optical depth is the direct controlling parameter of the reflectance
of clouds or shortwave cloud forcing [Twomey, 1977]. As cloud forcing is an im-
portant factor in the Earth’s radiative equilibrium, changing the cloud forcing will
have eﬀects on the temperature of the atmosphere. The idea to increase shortwave
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cloud forcing - to thicken clouds and thus increase the cloud albedo is an idea first
proposed by Latham in 1990. Twomey discusses optical depth as the control factor
of cloud albedo and shows how, with increased optical depth the albedo increases.
⌧ =
Z h
0
kedz = ⇡
Z h
0
Z 1
0
⌧ 2QE(⌧/ )n(⌧, z)drdz (2.16)
Where QE (⌧/ ) is the extinction eﬃciency given by Mie theory and kE is the
extinction coeﬃcient. For wavelengths in the visible where   « r,
QE(⌧/ ) ⇡ 2 (2.17)
is adequate [Liou, 2002].
For realistic drop distribution the integration can be eliminated and the optical
depth can be reduced to a much simpler formula, [Twomey, 1977]
⌧ = 2⇡Nr˜2h (2.18)
N is the drop concentration per cubic centimeter, r˜2 is the representative mean or
model radius and h is the depth of the cloud layer. With large optical thickness
cloud albedo can be close to 1, whereas low optical thickness produces clouds with
a much lower albedo [Twomey, 1977].
2.2.1 Low marine clouds
Shallow layer clouds such as stratus and stratocumulus have very little vertical
motion, and so the condensation of cloud drops can not be accounted for by ver-
tical motion alone. In some areas of the world, specifically over ocean very large
persistent sheets of stratus and stratocumulus can be found. Stratocumulus is of-
ten seen to partially cover subtropical oceans where the semipermanent subtropical
anticyclones dominate the circulation. Stratus clouds can form in large sheets over
the Arctic Ocean [Houze, 1993]. When stratus layers form over warm ocean the
formation layer is bound by two levels of distinct equivelent potential temperature
(✓¯e). The lower level is near or at the ocean surface and the layer above, generally
bound by higher ✓¯e. This is referred to as "cloud-topped boundary layer" heated
from below [Houze, 1993]. As the boundary layer over the warm ocean becomes
conditionally unstable stratiform clouds form. The clouds can take on the form of
stratus or stratocumulus dependent on the strength of the vertical mixing. Figure
?? shows a conceptual model of the formation of stratus clods over warm ocean.
The depth of the layer is h. With increasing depth of the boundary layer the tops
of the buoyant elements rise above the lifting condensation level (LCL) and form
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Figure 2.4: A conceptual model of the formation of stratus over warm ocean, within a
cloud topped boundary layer. [Houze, 1993]
a small cloud element. As the clouds thicken and form a more continuous sheet of
clouds the physical picture changes, and radiation becomes important.
Natural droplet number concentrations N0 of marine clouds range from 20 to
200 cm 3 [Latham et al., 2008]. By implementing Latham’s (1990) idea of seeding
the low stratus clouds to increase the reflectivity, change in ⌧ and re should be
detectible. [Twomey, 1977].
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Chapter 3
Methodology
In this study the main goal is to run geo-engineering simulations in a earth system
model and analyze the eﬀects of increased cloud droplet number concentration on
low marine clouds.
By pertubating the cloud droplet number concentrations (CDNC) in warm
clouds and comparing the results to a control run as well as a run with a uniform
fixed CDNC count the eﬀects of increased CDNC on SWCF and re can be esti-
mated. To perform these geo-engineering runs the Norwegian Earth System Model
(NorESM) was used. In this chapter there is first an overview of global climate
models and NorESM. Next there is an overview of the geo-engineering runs. Data
processing and results are disussed in the next chapter.
3.1 Global climate models
General circulation models (GCM) are models used to simulate the general flow
pattern of the atmosphere. The first attempts to model the weather with numerical
weather models were done in the late 1940’s by John von Neumann. Jule Charney
lead the first successful numerical weather forecast at the Institute for Advanced
Study in Princeton, New Jersey [Hartmann, 1994, Charney et al., 1950]. This first
attempt had a model with a single atmospheric layer over the continental United
States. In 1956 Norman A. Philips carried out the first successful simulation of
the general circulation with a GCM where he mixed the design of a numerical ex-
periment with observations [Lewis, 1998].The progress made in the years following
included radiation and dissipation, the equations of motion and increased spatial
resolution in both the horizontal and vertical.
Global climate models are complex, they have a dynamical core, which calculates
the atmospheric flow by way of the governing equations, as well as a radiation
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scheme or core where the moist processes, long and short wave radiation and grav-
ity wave drag are calculated [Mirin and Sawyer, 2005]
State of the art GCMs run with more than one model component, and the meaning
of the acronym, GCM has been modified to Global Climate Model. Global Cli-
mate models that attempt to forecast the climate response to pertubated climate
parameters and in such models the atmospheric component is a part of a larger
system of models. Other components in a global climate model are i.e. oceanic
modes, ice models, land models and surface models [Hartmann, 1994]
3.2 Norwegian Earth System Model
The global climate model chosen to carry out geo-engineering simulations is the
Norwegian Earth System Model (NorESM). NorESM is based on the National
Center for Atmospheric Research (NCAR) Community Climate System Model
version 4 (CCSM4) [Alterskjaer et al., 2012]
3.2.1 CCSM4 and CAM4
The Community Climate System Model, version 4 (CCSM4) is a general climate
model consisting of four diﬀerent components, each representing a part of the cli-
mate system. These components are: atmosphere, ocean, sea ice and land. The
components are linked through a coupler that exchanges state information and
fluxes between the components [Grent et al., 2011].The first version of the CCSM
was released in 1996. It was the first model to maintain stable simulations from
the present-day climate without the use of flux corrections. CCSM2 was released
in 2002, and CCSM3 in 2004. CCSM4 was released in 2010. The atmospheric
component of CCSM4 is the Community Atmospheric Model 4, or CAM4 [Grent
et al., 2011]
CAM4 has a Finite Volume (FV) dynamical core. The FV core was developed
by scientists at the NASA Godard Space Flight Center in the 1990’s [Mirin and
Sawyer, 2005] as an alternative to earlier dynamical cores, where finite diﬀerence
methods or spectral methods were used. Both have limiting characteristics with
regard to climate models but the FV core address the issues with both methods,
while maintaining a latitude/longitude grid. Discretization of finite volume is lo-
cal and in physical space. Horizontal discretization is described by Lin and Rood
(1996), but the vertical discretization can be referred to as near quasi-Lagrangian
[Neale et al., 2010]
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The governing equations
The governing equations for the hydrostatic atmosphere are the traditional. They
are presented for the 3D atmospheric flow on the sphere for a general vertical
coordinate, ⇣. All equations are from the Description of the NCAR Community
Atmosphere Model (CAM 4.0) [Neale et al., 2010]
The Hydrostatic balance equation, ⇢ is the density of air, p is pressure, z is the
vertical coordinate and g the gravitational constant.
1
⇢
@p
 z
+ g = 0 (3.1)
Pseudo-density ⇡ = @p@⇣ is used as a prognostic variable in the conservation of
total mass. ⇡ is related to the hydrostatic balance by
⇡ =  @ 
@⇣
⇢ (3.2)
Where   = gz is the geopotential.
The conservation of mass, where
 !
V =(u,v, @⇣@t )
@
@t
⇡ +r · ( !V ⇡) = 0 (3.3)
In a similar fashion the mass conservation law for tracer species can be written
@
@t
⇡q + (r · !V ⇡q) = 0 (3.4)
Where q is the mixing ratio of the tracers.
The first law of thermodynamcs, in terms of (virtual) potential temperature ⇥
@
@t
⇡ + (⇥) +r · ( !V ⇡⇥) = 0 (3.5)
The traditional momentum equations, where ( , ✓) are the latitude and longi-
tude coordinate, A is the radius of the earth, ⌫ is the coeﬃcient for the optional
divergence damping and D is the horizontal divergence
@
@t
u = ⌦v   1
A cos ✓
[
@
@ 
(+⇥  ⌫D) + 1
⇢
@
 
p]  d⇣
dt
@u
@⇣
, (3.6)
@
@t
v = ⌦u  1
A
[
@
@✓
(+⇥  ⌫D) + 1
⇢
@
✓
p]  d⇣
dt
@v
@⇣
, (3.7)
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D =
1
A cos ✓
⇥ @
@ 
(u) +
@
@✓
(v cos ✓)]
 =
1
2
(u2 + v2)
⌦ is the vertical component of the absolute vorticity
⌦ = 2! sin ✓ +
1
A cos ✓
⇥ @
@ 
v   @
@ 
(u cos ✓)
⇤
! is the angular velocity of the earth.
CAM4 Physics parameterization is separate from the dynamical core. The param-
eterization package in CAM4 consist of four components, precipitation processes,
clouds and radiation, surface model and turbulent mixing. [Neale et al., 2010]
These components are each composed of multiple smaller components, who each
parameterize multiple variables. The clouds and radiation component is of interest
in this study.
Clouds
Diagnostic methods are used to parameterize cloud fraction in CAM4. The scheme
was introduced by Slingo (1987) with numerous variations e.g. Rasch and Kristjáns-
son, (1998). Three types of clouds are parameterized within the scheme, low-level
marine stratus, Cst, convective clouds, Cst and layered cloud C. The diagnoses for
stratus clouds over ocean in the CAM4 uses
an empirical relationship between marine stratocumulus cloud fraction
and the stratification between surface and 700mb"
[Neale et al., 2010]
Cst = min{1.,max[0., (✓700  ✓s) ⇤ 0.57  .5573]} (3.8)
✓700 is the potential temperature at the 700 mb level, while ✓s is the potential
temperature at the surface.
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Radiation
Shortwave and longwave radiation are evaluated every model hour in CAM4 but
between the hourly evaluations the fluxes and flux divergences are held constant
[Neale et al., 2010].
Insolation at the top of the atmosphere is computed by
SI = S0⇢
 2cosµ (3.9)
Where S0 = 1367.0 W/m2 for a standard configuration.
CCSM4 utilizes the   Eddington solution as described by Briegleb (1992) to cal-
culate shortwave reflectivity and transmissivity in each vertical layer of the model.
The approximation allows for absorption by gases such as O3, CO2, O2 and H2 O
The calculations of aerosols shortwave eﬀects and radiative forcing include the
column-integrated optical depth and column-averaged single-scattering albedo,
asymmetry parameter and a forward scattering parameter for each aerosol species
and spectral interval. The computations are set to zero if the solar insolation is
zero [Neale et al., 2010].
Cloud optical properties diﬀer between source areas of droplets. Due to these
diﬀerences CAM4 has a diﬀerent parameterization scheme for each of the source
area, as well as having separate parameterizations for liquid droplets and ice. For
scattering and absorption within clouds the radiative parameterization for liquid
water droplets, the method of Slingo (1989) is followed.
The optical properties of liquid cloud droplets are represented in terms of the
prognosed cloud water path (CWP), and eﬀective radius, rre
re =
Z
r3n(r)dr/
Z
r2n(r)dr (3.10)
A generalized expression from Slingo (1989) is used for the short wave radiation
of liquid clouds. These optical properties are extinction optical depth single scat-
tering albedo, asymmetry parameter and forward scattering parameter. For each
spectral interval they are defined:
⌧ cl = CWP
⇥
ail +
bil
rel
](1  fice (3.11)
!cl = 1  cil   dilrel (3.12)
gcl = e
i
l + f
i
l rel (3.13)
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Figure 3.3: Vertical level structure of CAM 4.0
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Figure 3.1: The vertical structure of CAM 4.0 [Neale et al., 2010]
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l ]
2 (3.14)
Longwave solutions are also dealt with within the model. As far as this experi-
ment goes, they are not necessary since longwave radiation is dependent on the
temperature of the radiative body and when dealing with low level marine clouds
the assumption can be made that the temperature at the top of the clouds is the
same, or similar to the temperature at the surface of the planet.
3.2.2 CAM-Oslo
Interaction between aerosol particles, clouds and radiation are a major source of
uncertainty in the understanding of mechanisms and the modeling of natural and
anthropogenic climate forcings [Seland et al., 2008]. CAM4-Oslo, the atmospheric
component of NorESm, has been extended to include a prognostic double-moment
cloud microphysics scheme [Storelvmo et al., 2006, 2008] and a detailed aerosol
module [Seland et al., 2008]. These modifications allow for the calculations of
aerosol indirect eﬀects [Hoose et al., 2009]. A cloud droplet nucleation scheme
with parameterized updraft velocities following Morrison and Gettelman (2000)
is also an addition to the NorESM, as well as a auto-conversion parameterization
following Rasch and Kirstjánsson (1998), [Alterskjaer et al., 2012]. CAM4-Oslo
runs at a resolution of 1.9  x 2.6  and 26 vertical levels from surface to about 3,5
hPa.
3.3 Geoengineering simulations and data process-
ing
For the purposes of this study the geo-engineering simulations discussed a few
changes were made to the code, and the all the simulations were run oﬄine. An
oﬄine run, is a run in which the meteorological forcing and development is the
same for all years and the shortwave cloud forcing can be examined without the
interference of meteorological noise. The model is run with a fully coupled ocean,
a land carbon cycle, but not an oceanic carbon cycle. The runs also use year 2000
greenhouse gas concentrations, and year 2000 CMIP 5 (Coupled Model Intercom-
parison Project) aerosol emissions. No changes were made to these factors in the
simulations.
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Chapter 4
Analysis and results
In this chapter the results from geo-engineering simulations are presented. First
there is a discussion on the control run of the NorESM, which simulates the current
climate. Features important to the analysis of data such as the short wave cloud
forcing (SWCF), the distribution of cloud droplet number concentration (CDNC),
as well as the distribution and range of size of eﬀective cloud droplet radius (re).
Each perturbation case is then presented and discussed individually and last the
cases are compared and results of the geo-engineering runs compared to the control
run to determine the eﬀectiveness of increasing the CDNC in clouds over ocean to
increase the shortwave cloud forcing. Summary and conclusions follow in the next
chapter.
For each case 7 years of data were produced in a monthly output. For analy-
sis the last 5 years are used. The data is analyzed both in terms of 5 year averages
calculated from the monthly output and seasonal average of the same period. Sea-
sonal averages are calculated for each season and are defined as averages of three
months producing one season. December, January, February (DJF), March, April,
May (MAM), June, July, August (JJA), September, October, November (SON).
All runs, both the control and geo-engineering runs are run oﬄine in the earth
system model. Oﬄine is simply a way of running a model without a change in the
meteorological evolution between years.
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4.1 Control run
A control run, or simulation is a run of the model without any changes to the
physics of the radiation and cloud schemes. The data from this run simulates the
current climate. In the analysis prominent features that are found in the real cli-
mate, such as increased availability of cloud condensation nuclei (CCN) over land,
be it due to natural or anthropogenic causes is visible. Values from the control
run are regarded as base values for the comparison between the control run and
the geo-engineered runs.
Figure 4.1 depicts the values of CDNC at around 930 hPa. Prominent features
on the map include both high and low counts of CDNC, with the elevated values
mostly over land, but the lower values over ocean. A pattern such as the one
depicted here is to be expected. CDNC is naturally higher over land where the
availability of CCN is greater. CCN is naturally lover over oceanic areas and so
the CDNC is lower. Sources of CCN over land can be numerous, pollution, dust,
and biological material can all be useful as CCN. On figure ?? prominent areas of
elevated CDNC can be found over land in densely populated places, as well as close
to natural sources of CCN, such as deserts. Over ocean elevated levels of CDNC
can be found on both sides of the continents such as Africa, North and Central
America as well as around Australia, and in the Pacific ocean near the equator,
although the values are less elevated than over land. Mean value of CDNC in this
run is 48,97 cm 3 over all pressure levels.
The eﬀective radius of cloud droplets, re aﬀects ⌧ and thus the albedo. The premise
of Towmey’s work is that with increased CDNC the eﬀective radius decreases. By
comparing figures 4.1 and 4.2 we can see that in some places of elevated CDNC
the re is in rather low. In South America there is a high of CDNC, and in in the
same location there is a minima of re. Note that these graphs at the 930 hPa level.
Another similar situation is in Northern America but along the Northwest coast of
North America there is a minima in CNDC, but a maxima in re. Similar patterns
are visible over Asia and Africa. Mean in-cloud re is 10 µm.
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Figure 4.1: In-cloud CDNC, cm 3 at 930 hPa
Figure 4.2: Eﬀective radius of cloud drops, re in µm
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The zonal average of variables can be a useful tool to see changes both in
latitudes and the vertical coordinate. For re this can be useful, as drop sizes are
not uniform in clouds, neither with regard to vertical or horizontal extent.
Figure 4.3: Zonally averaged re, in µm
Figure 4.3 illustrates a zonal average over both ocean and land from the surface
up to about 500 hPa. In this zonally averaged plot the largest drops are evident
in the the Southern Hemisphere, between 30 S and 60 S. This area is mostly cov-
ered in ocean, but in the same position on the Northern Hemisphere the has a
much higher fraction of land. Fewer CCN are available in general in the Southern
Hemisphere as much more of the surface is covered in ocean than in the North-
ern Hemisphere. The availability of CCN in the Northern Hemisphere accounts for
smaller droplets while the vast oceans account for the larger drops S of the equator.
Short wave cloud forcing (SWCF) of the control run is depicted in figure 4.4.
It clearly shows the diﬀerence in SWCF between areas of the world, as well as
ocean and land. The mean value of SWCF for the control run is -45.39 W/m2.
The main pattern of SWCF is in some instances similar to the pattern of CDNC,
as is to be expected from Twomey’s theory. Around the equator in the Atlantic
there is a slight increase in the CDNC, and with that the SWCF strengthens. Over
Southeast Asia, Indonesia and Malaysia where CDNC increases over land and the
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oceanic areas in the vicinity the SWCF also strengthens.
Figure 4.4: Short wave cloud forcing in W/m2
For general information a plot of the cloud fraction (figure (4.5) at pressure
level 930 hPa as well as the cloud frequency of occurence (figure (4.5) is depicted.
Since the values of CDNC and eﬀective radius are weighted by the cloud frequency
of occurence all values of CDNC and re are in-cloud.
Cloud fraction is, at this relatively low level in the atmosphere highest over the
ice sheets in the Antarctic and Greenland, but lowest over ocean. The frequency
of warm clouds is highest near the equator but decreases in the extra tropics and
midlatitudes. Frequency of warm clouds is also significantly less over land than
oceans.
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Figure 4.5: Cloud fraction over land and ocean from the control run
Figure 4.6: Frequency of occurrence over land and ocean from the control run.
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4.1.1 Seasonal results
Some variables such as SWCF are dependent on the incoming solar radiation. To
become familiar with the diﬀerence in the data between seasons results for the
control run are also presented in seasonal averages. In figures 4.7 and 4.8 the
diﬀerence in SWCF with the seasons is evident. There is a clear diﬀerence in
the strength of the forcing between hemispheres, where the forcing is significantly
weaker in the Southern Hemisphere.
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Figure 4.7: Short wave cloud forcing during Nothern Hemispheric winter, W/m2
Figure 4.8: Short wave cloud forcing during Nothern Hemispheric summer, W/m235
4.2 Geoengineering run, N+50
The first geoengineering run was an experiment to add 50 drops to the natural
CDNC. The eﬀects to be expected are a decrease in re, as well as a strengthening
in the short wave cloud forcing. The diﬀerence in the mean SWCF between the
CNDC+50 and control simulations is -2,5 W/m2. So the increase in CDNC has a
net cooling eﬀect on the system. The mean value of re for this run is 8,55µm and
the diﬀerence in re between CDNC+50 run and the control run is 1,52 µm, where
the higher values are in the control run.
The zonally averaged distribution of the change in CDNC is plotted in figure
4.9. The largest increase is over the oceans in the Southern Hemisphere, that is
to be expected since the geo-engineering is only done over ocean. The change in
both re and SWCF is largest in the same area.
Figure 4.9: Zonally averaged change in CDNC, cm 3
Figures 4.10 and 4.11 represent the zonally averaged diﬀerence in re between
runs and the zonally averaged re respectively. The distribution has changed the
most in the Southern Hemisphere, and near the equator. Almost no change in re
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occurred in the regions N of 60N, which is not surprising since both ocean and
warm clouds are scarce in that area.
Figure 4.10: Diﬀerence in re in µm
Figure 4.11: Zonally averaged re in µm
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The change in SWCF between the control run and N+50 run is -2.47 W/m2
and the mean SWCF in this run is -47.55 W/m2. The change between the runs
is seen in figure 4.12. Areas of the greatest change are around the equator, the
most prominent areas in the Pacific Ocean, both north and south, as well as in
the Indian Ocean, south of the equator.
Figure 4.12: Diﬀerence between the control run and geo-engineered run in SWCF, W/m2
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4.3 Geoengineering run, N + 375
The work of Latham et al [2008] is in part an incentive for this study. The ex-
periment carried out in that study was set up so that all values of CDNC in low
level maritime clouds were set to 375 cm 3. Here, in order to allow for comparison
between the studies two experiments with this particular incase are conducted, the
first to add 375 cm 3 to the CDNC in warm clouds, the second to set the CDNC
to a fixed number of 375 cm 3. The reason for the two diﬀerent experiments is
that the problem with uniform CDNC count in all clouds over ocean is that is is
not practical, and secondly it can produce a warming eﬀect since there are clouds
likely to have higher concentrations of CDNC already.
In figure 4.13 the pattern of the distribution of CDNC diﬀers somewhat from
the control and N+50 runs as.The largest values are now over the largest oceans
in the Southern Hemisphere, very much diﬀerent from the previous runs.
Figure 4.13: Zonally averaged CDNC, cm 3
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The pattern in figure 4.14 is very much the same as before, and in this case
rather similar to the distribution of total CDNC (figure 4.13).
Figure 4.14: Zonally averaged change in CDNC, cm 3
Change in re from the control run is much more pronounced than in previous
geo-engineered run. The values are mostly lower than 10 µm and in many cases
lover than 8 µm. See figure 4.15. The mean re is 7,28 µm compared to 10µm in
the control run. The distribution of the change is not surprising, and follows the
pattern already established.
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Figure 4.15: Zonally averaged CDNC, cm 3
Figure 4.16: Zonally averaged diﬀerence in CDNC, cm 3
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The mean SWCF is -50,35 W/m2. The change from the control run is - 4,96
W/m2. The diﬀerence between the two runs is depicted in figure 4.17. The pattern
of the strengthening of the SWCF keeps to the same general area and does not
divert much from the areas in the North and South Pacific, and the Indian Ocean
but becomes somewhat more prominent.
Figure 4.17: Zonally averaged CDNC, cm 3
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4.4 Geoengineering run, N= 375
By setting CDNC over ocean to a fixed value of 375 cm 3 natural variability of
CDNC is somewhat restricted. The CDNC is rather altered from the previous
runs, since the final CDNC is now uniform over open ocean. The diﬀerence in
values from the control run is now elusively based on the control run. The zonal
averages still shows a lag of CDNC increases in the Northern Hemisphere, but not
nearly as much as in some previous analysis of data in this study.
Figure 4.18: Zonally averaged CDNC, cm 3
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Figure 4.19: Zonally averaged change in CDNC, cm 3
Figure 4.20: CDNC, cm 3
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Global distribution of the CDNC at about 930 hPa is shown in figure 4.24 and
the SWCF distribution is depicted in figure 4.21
The SWCF for this case is -50.56 W/m 2, figure 4.21. The diﬀerence from the
control run is -5,17 W/m2. With the fixed value of CDNC over ocean does not
aﬀect the pattern of the SWCF very much. With the CDNC fixed some areas over
ocean experience less CDNC than in the previous run, CDNC+375. Figure 4.22
reveals the pattern of the change in SWCF to be much the same as before.
Figure 4.21: Short wave cloud forcing, W/m2
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Figure 4.22: Diﬀerence in short wave cloud forcing, W/m2
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Figure 4.23: Zonally averaged eﬀective droplet radius µm
Figure 4.24: Zonally averaged diﬀerence in eﬀective droplet radius µm
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Chapter 5
Summary
In this study geo-engineered simulations of clouds with increased CDNC were
carried out and compared to a control run which simulates the climate as it is. The
aim was to discover if increased CDNC in low clouds over ocean would strengthen
the shortwave cloud forcing and thus produce a cooling eﬀect on the planet. This
is done in eﬀort to ameliorate the ongoing and predicted global warming. Main
results show that with increased CDNC the SWCF strengthens, and while the
increase of CDNC needst to be much greater than 50 cm 3 to counteract the 3.7
W/m2 produced by greenhouse radiative forcing the eﬀects would still produce
cooling eﬀects equivalent to SWCF = -2,46 W/m2.
The CDNC+375 as well as CDNC=375 over ocean both resulted in enough
strengthening in the SWCF to counteract the greenhouse radiative forcing. The
case of CDNC=375 show similar results to [Latham et al., 2008], where as the
CDNC+375 case showed only slightly lower values, but has to be considered more
realistic for practical purposes.
Geo-engineering is a young discipline and there are too many factors unknown
for scientists to start in-situ experiments as is, but with the since the one of the
largest problems facing the world today is the problem of global climate change
there is definitely a reason to keep the research going.
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