The idea of approximating the Shapley value of an n-person game by random sampling was introduced by Castro et al. (2009) and further improved by Maleki et al. (2013) and Castro et al. (2017) using stratification. In contrast to their independent sampling method, in this paper, we develop an algorithm that uses a pair of negatively correlated samples to reduce the variance of the estimation. We examine eight games with different characteristics to test the performance of our proposed algorithm. We show that in most cases (seven of eight) this method has at least as low variance as an independent sample, and in some instances (five of eight), it dramatically (almost 60% on average) improves the quality of the estimation. After analyzing the results, we conclude that the recommended method works best in case of games with high variability in the marginal contributions.
worth to each coalition. The number of coalitions is 2 n .
The Shapley value assigns a unique value to each player as follows. Let O N be all possible orders of the set of players N , i.e.
O N = {o : N ←→ {1, 2, . . . n} bijective function } .
If o ∈ O N , i ∈ N and 1 ≤ j ≤ n then o(i) = j means that player i is the jth in order o. The number of all possible orders is, of course, |O N | = n! = |N |!. For each o ∈ O N and i ∈ N let P re o (i) be the set of players preceding player i in order o i.e.:
P re o (i) = {j ∈ N |o(j) < o(i)}.
The marginal contribution of player i in order o is
The Shapley value of player i is the mean of the marginal contributions taking over all possible orders
It is easy to see that the Shapley value is an allocation of the value of the grand coalition:
i∈N Sh(i) = v(N ). It is clear that any two terms in Equation 1 are equal if the sets of players preceding player i are the same: mc o1 (i) = mc o2 (i) if P re o1 (i) = P re o2 (i). If we make the summation over these equivalent terms, we get
|S|!(n − |S| − 1)! n! v(S ∪ {i}) − v(S) .
This formula reduces the number of terms from n! to 2 n−1 , which does not help to calculate it when n is large enough. However, the Shapley value is by definition the expected value of a random variable over a finite (but large) probability space. This makes it possible to efficiently estimate it even in cases when the exact calculation is hopeless.
In this paper, we address the following problem. Given an n-person game by its characteristic function that can be calculated in polynomial time, we wish to provide an approximation of the Shapley value of a given player i ∈ N . Castro et al. (2009) suggests estimating the Shapley value by simple random sampling. The algorithm generates random orders of the players with equal probability, calculates the marginal contributions then takes the sample mean. As the variance of the sample mean can be high, there have been efforts to reduce it. Castro et al. (2017) and Maleki et al. (2013) use stratification to reduce the variance.
We present an algorithm that is also designed to reduce the variance of the sample mean.
The main idea behind the algorithm is that it is not necessarily optimal to generate independent samples. Correlated samples can have a lower variance. Our algorithm works best in cases when the stratification suggested by Castro et al. (2017) seems to fail.
Theoretical background
In this section we recall the concept of ergodicity and proove a new theorem, which is the bases of our proposed method.
Definition 3.1 (Ergodicity). An infinite sequence of identically distributed random variables X 1 , X 2 , . . . with finite expected value µ is said to be ergodic 1 if their sample mean converges to the expected value with probability 1:
Ergodicity means that we can estimate the expected value of the variable with the sample mean.
By the strong law of large numbers, an independent sequence is always ergodic, but there are non-independent ergodic sequences as well.
Now we consider the construction of an ergodic sequence. Let (Ω 1 , A 1 , P 1 ) be a classical probability space, that is, |Ω 1 | < ∞, A = 2 Ω1 and P 1 (E) = |E| |Ω1| ∀E ⊆ Ω 1 and let X : Ω 1 → R be a random variable with µ = E(X). Let (Ω, A, P) be the countable infinite power of Ω 1 by the usual construction of the (infinite) product of measure spaces. For all j ∈ N and ω = (ω 1 , ω 2 , . . . ) ∈ Ω, let X j (ω) = X(ω j ). Observe that the variables X j are i.i.d. from the distribution of the original variable X. Let t : Ω 1 → Ω 1 be a bijective transformation and let T : Ω → Ω be the pointwise extension of t to Ω, i.e. T (ω) = T (ω 1 , ω 2 , . . . ) = (t(ω 1 ), t(ω 2 ), . . . ) . Now let K ∈ N be a positive parameter and let us consider the following sequence of random variables
• Let the sequence Y j contain the variables Y k,l in the following ("row-wise") order:
Our algorithm is based on the following observation:
Theorem 3.1. For each integer K ≥ 2 and bijective transformation t : Ω 1 ←→ Ω 1 the sequence Y j is ergodic.
Proof. The measure of any cylinder set C = (C 1 , C 2 , . . . ) ∈ A is P (C) = 1 |Ω1| |{j|Cj =Ω1}|
. As t is surjective, C j = Ω 1 ⇔ t(C j ) = Ω 1 , therefore P (C) = P (T (C)). This means that T is measure-preserving (it is enought to check this on the cylinders), which is the key of the proof.
At first, we have to show that the variables are identically distributed
for all B ⊆ R Borel-set. The third equation uses that T is measure-preserving, the other equations are trivial. Now let m ∈ N be an integer such that K|m 2 and let m = K · L.
It is obvious that the mean of finitely many convergent series with the same limit is also convergent to the same number, so
are by definition independent for k = 1. For k ≥ 2 this can be 2 Notation K|m stands for K is a divisor of m proved as follows:
Here the third line comes from that T is measure-preserving and the last equation holds because we have shown that all the variables are identically distributed.
Now assume that K |m, and let s = s(m) = max{j ≤ m | K|j}.
As K is a constant and m − s ≤ K if m → ∞ then so does s, so the first term goes to µ and 
Algorithm description
Though the statement of Theorem 3.1 is very abstract, it is easy to generate a sample from the variables Y j . In our case Ω 1 = O N , so we need an efficiently computable transformation t : O N → O N that assigns orders of players to orders of players. If that is given we can generate a sample as follows:
• Generate a random order of players o 1,1 uniformly over O N .
• Calculate Y 1,1 = mc o1,1 (i)
• Start again by generating a new order of players o 1,2 , calculate o k,2 and Y k,2 for each k = 2, . . . , K the same way.
• Calculate another K elements Y 1,3 , Y 2,3 , . . . , Y K,3 , and so on.
We summarize this method in algorithm ErgodicShapley (see Algorithm 1), which generates a sequence of ergodic samples and uses it to estimate the Shapley value of any game.
Algorithm: ErgodicShapley(K,m,i)
Generate a random order of players o 1,j
The pseudo-code of ErgodicShapley For testing and illustrating the algorithm, we used the same games as Castro et al. (2009) , and added some other examples to shed light on phenomena that cannot be observed in those.
As a first example, let us consider the following game:
Game 1 (non-symmetric voting game) Let n ∈ N, N = {1, 2, . . . , n}, w = (w 1 , w 2 , . . . , w n ) ∈ R n and W ∈ R. For S ⊆ N let
The parameters of the game are set as follows: n = 51, w = (45, 41, 27, 26, 26, 25, 21, 17, 17, 14, 13, 13, 12, 12, 12, 11, 10 
♠
We still need a parameter K ∈ N and a transformation t to run the algorithm. Later we will address the problem of finding them, for now, we "guess" an appropriate transformation t to demonstrate the algorithm. Let K = 3 and let o ∈ O N be an order of players and construct the following new order:
We summarize this special case in five steps in Algorithm ShapleyK3.
Algorithm: ShapleyK3 for non-symmetric voting game (Game 1)
Input: m ∈ N size of the sample such that 3|m, i ∈ N player Generate a random order of players: o 1
Consider the arriving order of the players and construct the following new order: the last 17 people (last third of the payers) arrive first in the same relative order, and the first 34 players go to the end of the row in the same relative order. Let this order be o 2 .
Construct order o 3 from o 2 in the same way.
Repeat steps 1-3 L = m 3 times independently to get a sample size m.
Calculate cm o (i) for all the orders and letŜh(i) be the sample mean.
returnŜh(i)
Algorithm 2: Special algorithm for the non-symmetric voting game (Game 1). Table 1 shows the results of the calculation of the Shapley value of the first player of the voting game. We can say that the standard deviation of the sample means is reduced by about 10%. This reduction is not impressive, but it is easy to see that this is the best possible result using three correlated samples.
Sample size m = 10 5 − 1 m = 10 6 − 1 
Optimizing the algorithm
The algorithm is not useful if we do not have an intuition on how to define transformation t. Our goal in this section is to provide an algorithm to construct it for a given game. The algorithm presented in Section 4 generates variates this way:
A K-length block is constucted by generating the first element randomly, then compute the other K − 1 ones based on the transformation, then repeat it L times. Assuming that variates in the different blocks are independent, the variance of the mean of the full sequence is
where C is the covariance matrix of variables
So our goal is to find a transformation such that these variables are as "negatively correlated" as possible. In general, it seems a challenging task, which should be considered as a topic of further research, but we now address the special case of K = 2. Algorithm GreedyK2 tries to achieve this by finding (o 1 , o 2 ) ∈ O N × O N pairs such that mc o1 (i) and mc o2 (i) have minimal empirical correlation. Let S n = {π : {1, 2, . . . , n} ←→ {1, 2, . . . , n} bijection } be the norder symmetric group. It is clear that for any o ∈ O N and π ∈ S n (π • o) ∈ O N i.e. for any fix
The algorithm constructs a permutation π such that π K = π 2 = id, the identity of S n . For each a, b ∈ {1, 2, . . . , n} let a, b ∈ S n be the transposition of a and b, i.e. the unique permutation that swaps a and b and the rest of the elements are mapped to themselves. If o 1 ∈ O N is an order of the players then o 2 = a, b • o 1 ∈ O N is a valid notation, and it means that we construct a new order by swaping the positions of the ath and bth player in order o 1 . In a nutshell Algorithm GreedyK2 constructs permutation π and transformation t π as follows.
• Choose a suitable parameter m 1 ∈ N.
• Generate orders of players o 1 , o 2 , . . . o m1 independently (with replacement). Let O be the set of these orders.
•
• For each a < b ∈ {1, 2, . . . , n} let c a,b be the empirical covariance between samples
• Take the covariances in ascending order: c a1,b1 ≤ c a1,b2 ≤ · · · ≤ c an,bn . The length of this sequence is n 2 .
• Constuct the first pair (a 1 , b 1 ) and delete c a1,b1 from the list.
• Let (a 2 , b 2 ), (a 3 , b 3 ) etc. be always the first pair in the sequence thats members are both different from the previously chosen ones.
• Let π be the permutation that swiches the members of these pairs, i.e. π = a i , b i and let t be the following transformation:
In other words, we construct a full graph over the set {1, 2, . . . , n} and give a weight for each edge by calculating an empirical correlation coefficient. Then we try to find a minimum weight matching by a greedy algorithm. 
Algorithm: Algorithm GreedyK2
Input: a positive parameter m 1 ∈ N, player i ∈ N Let G = (V, E) be an undirected full graph, where the set of nodes is V = {1, 2, . . . , n} the set of edges is E = V × V , and let β r,s (r, s ∈ V ) be weights on the edges (do not have to be initialized).
Generate independently and uniformly o 1 , o 2 . . . , o m1 random orders of players.
For j : 1 to m 1 Calculate X j = mc oj (i) s) ) (covariance of data sets X and Y (r,s) )
Next Next
Let E op be an empty list of edges Take the edges E in increasing order by the β weights. In case of a tie, loop edges are preferred.
While E op is not a matching Do Append to E op a minimum weight edge e i such that it is not adjacent to any previously choosen e j (j < i) edges.
End While
Return t
Algorithm 3: The pseudo-code of GreedyK2. The algorithm approximates the optimal transformation t.
Algorithm: Algorithm OptK2Shapley
Input: sample size m ∈ N, player i ∈ N Choose a parameter m 1 and run algorithm GreedyK2 to find t.
Generate m 2 = m−m1 n 2 6 2 random orders independently.
For each order o generated in the previous step calculate t(o)
For all the 2m 2 orders o calculate mc o (i).
Take the mean of the generated 2m 2 numbers.
Algorithm 4: Algorithm OptK2Shapley.
Computational results
We expect variable performance from the algorithm depending on the different characteristics of games. To check this, we used the same games as employed by Castro et al. (2009) ). The characteristic function of the game is v(S) = max{c i |i ∈ S}. ♠ Game 5 (minimum spanning tree game) Let G be the weighted graph on Figure 1 . The set of nodes is V = {0, 1, 2, . . . , 100}, the edges are defined as follows: The Shapley value of the first five games are known (see Castro et al. (2009)) , and the last two are trivial since these games are symmetric. We do not know the Shapley value of Game 6 4 , but still, this game is useful to understand some properties of the algorithm. If it is less then 1, then ergodic sampling outperforms the simple random sampling. For example, in the case of minimum spanning tree game (Game 5) the improvement is 43% (1 − 0.57). We see that for certain values of m and m 1 , for example Game 5 with m 1 = 1000 and m = 1700000 the performance is very low -we address this issue in Section 7.
Analysis of the results
Algorithm OptK2Shaply practically consists of two main steps: first, it uses some of the available computational power to find an optimal permutation that can be used to generate two correlated samples. After that, it uses the remaining computational power to actually generate these samples and provide an empirical Shapley value. The sample size of the first step is m 1 and the total sample size that the second step generates is 2m 2 . We set these parameters such that the total complexity of the algorithm is approximately the same as the generation of m = 2m 2 + n 2 6 m 1 independent samples (as in Castro et al. (2009) ).
We can see in Table 2 that in certain settings the algorithm performs much better than simple random sampling, however, in some cases it performs poorly. There are cases when increasing m or m 1 reduces the standard deviation σ E , and there are cases when it increases it. To understand the effects of parameters m, m 1 and m 2 to the performance of the algorithm (which is measured by σ E /σ S .), first we analyze the estimation error of the proposed algorithm OptK2Shapley (Algorithm 4), after that we investigate the correlation minimized by algorithm GreedyK2 (Algorithm 3) 
Analysis of the estimation error
The variance of the average of such variables can be calculated as a function of the correlation between the coordinates ρ = cor(Y 1 , Y 2 ) (which is to be minimized by algorithm GreedyK2)
Taking its square root, we conclude that the standard deviation of the sample is the standard deviation of the marginal contributions divided by the sample size (like in case of an independent sample) and multiplied by the factor (1 + ρ). If the correlation ρ is negative, this is an obvious improvement by the price of having a lower sample size 2m 2 = m − m1n 2 6 < m. Since some of the computational power has been used up to find the transformation that makes the variates negatively correlated, we can generate a smaller sample. The algorithm outperforms simple random sampling (i.e., has lower variance) if and only if
In this case, the improvement (the factor by which we can reduce the standard deviation of the simple random sampling) is
As 2m 2 = m − m1n 2 6 , from Eq. 2 we obtain the upper bound m 1 ≤ −6ρm n 2 . Considering that ρ in most cases is probably a decreasing function of m 1 , it can become positive for lower values of m 1 , which means that for low values of m this condition cannot be satisfied at all.
On the other hand, if we fix an m 1 that is high enough to get a negative ρ and let the sample size go large: m → ∞, then obviously
OptK2Shapley asymptotically grants this ratio of improvements. Now, the only thing that is still missing to determine the minimum value of σ E /σ S (Eq. 2) is how low correlation ρ can be achieved. Figure 2 shows a simulation of the ρ by algorithm GreedyK2 (Algorithm 3) for different values of m 1 in case of the minimum spanning tree game (Game 5) and the symmetric voting game (Game 2). , at this point where m 2 = 0 there is a "singularity". As the correlation is negative in both case, there is a critical value of m above which it is worth to run algorithm OptK2Shapley instead of simple random sampling. This is the point where m = n 2 m1 −6ρ . There is also a point that divides the values of m where m 1 = 100 is better than m 1 = 1000. This critical value is the point where m2(m1=100) m2(m1=1000) = 1+ρ(m1=100) 1+ρ(m1=1000) . We can see that if m → ∞, it is worth to choose the higher m 1 value if it improves the value of ρ further as this curve has a lower limit in infinity. We have also indicated on the graph the points corresponding to the results of simulations in Table 2 . These match the theoretical result too.
As an explanation for the terrible results for voting games shown in Table 2 , let us have a look at the same charts for the symmetric voting game (Game 2, see Figure 2 -3, right hand side).
In this case, if m 1 is high enough, algorithm GreedyK2 learns to swap the 51st player with any other random player, which gives practically no correlation between the samples and then does not make further improvements. It means that algorithm OptK2Shapley has the same results as an independent sample, except that it has a little lower sample size. Asymptotically we get the same estimation error as the benchmark has. If m 1 is too low, the algorithm learns nothing, it simply duplicates an independent sample (ρ = 1), which multiplies the standard deviation by √ 2.
Analysis of the correlation
In order to understand why algorithm GreedyK2 works well in certain cases and performs so poor in other cases, let us first examine a two-dimensional identically distributed binary random variables (X, Y ) in general, where p = P(X = 1). Table 3 shows the joint distribution of (X, Y ). Table 3 : General form of 2-dimensional binary distribution.
The correlation between X and Y is ρ = a−p 2 p−p 2 , with minimum value
In the case of voting games, p is a relatively small number (the average of the Shapley values is 1 n ), the correlation is so close to 0 it makes almost no difference compared to the independent case. Putting a = 0 in the top left corner of Table 3 instead of a = p 2 , does not really change the distribution. However, if p ≈ 1 2 like in the case of pair game (Game 8), the variables can be (almost) perfectly correlated, which reduces the estimation error to very close to zero (or to exactly zero). The airport game (Game 4) is very similar to the case of voting games. The distribution is not binary, but there is one single value in the range of the variable, which dominates the distribution. In such cases, there is a very small space to change the joint distribution to be negatively correlated. Table 4 : Joint distribution of the pair of marginal contributions of minimum spanning tree game when the optimal transformation (reversed order) is applied.
The algorithm is successful, in case, for example of the minimum spanning tree game (Game 5), which is totally resistant to stratification (see Castro et al. (2017) ). Figure 4 shows how the optimal permutation found by GreedyK2 evolves when the generated sample size m 1 increases.
The estimated correlations decrease from 0.87 to −0.94.
If m 1 is high enough, the optimal permutation is very close to reversing the order of numbers {1, 2, . . . , 100}, so the algorithm learns that the optimal strategy is to take the "mirror" image of all the generated orders of players. It makes sense, because the marginal contribution mostly depends on the relative order of the player and its two neighbors in the graph on Table 4 .
The correlation between variables X and Y is about −0.985. Algorithm GreedyK2, in this case, finds an excellent approximation of this distribution and dramatically reduces the estimation error. Table 5 Game 8 +0.99 +0.67 +0.27 −0.37 −0.89 −1.00 −1.00 −1.00 −1.00 Table 5 : Optimal correlations found by GreedyK2. The algorithm can reduce the correlation of the samples in five of the eight cases (results "highly" negative correlation).
it gives worse and worse result as the sample size grows. However, in most cases the algorithm works well and in the other extreme case of the pair game (Game 8) it finds a transformation that can be used to generate perfectly correlated samples, therefore eliminating the estimation error.
Conclusions and possible extensions
Though the Shapley value is a fundamental solution concept of cooperative games, its exact calculation, in general, is an open problem for more than sixty years. In case of games with efficiently computable characteristic function (i.e., polynomial in the number of players), the Shapley value can be approximated with various Monte-Carlo methods. As for many game classes, the exact calculation is proved impossible (unless P = NP), the most promising research area is to reduce the variance of such an approximation.
The main contribution of this paper to the literature is that Monte-Carlo simulation does not necessarily provide the best result if we generate an independent sample. In case of games with low redundancy in the distribution of the marginal contributions, an ergodic but not independent sample can provide better results, because the negative correlation between a pair of samples reduces the variance of the sample mean.
Our results and the proposed algorithm (Algorithm 4) not only outperforms the method of independent sampling in several cases, but also raises some promising further research questions.
Algorithm GreedyK2 should be replaced by an adaptive algorithm that finds the optimal value of m 1 (which is exogen in our algorithm). A reliable and efficient method should be developed to find out if it is desirable to use this method at all for a given game, i.e. to decide if the optimal value of m 1 is positive. We have a good intuition regarding this question. From the results in Table 5 , we can conclude that algorithm GreedyK2 performs poor in cases when the distribution of the marginal contributions have one dominant value and works best when the distribution is more or less symmetric or at least more "balanced". To give an objective meaning to this last statement, recall that a distribution with one dominant value is expected to have low entropy. We guess that the entropy is a good indication of how the algorithm will perform, algorithm GreedyK2 can work fine on games with high entropy. Another research topic could be the extension of the algorithm to find a transformation for higher values of parameter K. This can help in finding optimal partitions of players (not just pairs) and get better results for game classes that are resistant to the presented matching-based (K = 2) method.
