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Einstellung zur Hamburger Innenstadt 
Eine Auswertung mit Hilfe der Korrespondenzanalyse 
von Jörg Blasius 
Abstract 
The purpose of the article is to introduce the method of correspondence 
analysis, using data from a survey on attitudes toward the Hamburg 
downtown. In 1984, a telephone survey was conducted to assess the 
attidues of 832 Hamburg residents toward the downtown and urban sub-
centers. In addition, the spatial distribution of their leisure activities was 
included in the questionnaire. The results of the study indicate that there 
is nothing like a "typical downtown visitor", however, there are subpopu-
lations, varying by their orientation towards the local center and the 
downtown. Correspondence analysis provides an adequate method to 
analyze and describe these subpopulations. Four groups of center users 
emerge from this analysis. 
Zusammenfassung 
Dieser Bericht soll eine Einführung in das Verfahren der Korrespondenz-
analyse geben, wofür Daten über die Einstellung zur Hamburger Innenstadt 
und den Stadtteilen verwendet wurden. 1984 fand im Rahmen eines For-
schungsprojektes eine telefonische Befragung von 832 Hamburgern statt. 
Ziel der Studie war es, in Erfahrung zu bringen, ob und von wem die 
Hamburger Innenstadt als innerstädtischer Mittelpunkt angesehen wird, 
ferner, ob einzelne Freizeitaktivitäten eher in der Innenstadt oder einem 
Stadtteilzentrum ausgeübt werden. Um eine Typologie der Befragten zu ent-
wickeln, wurde als multivariates Auswertungsverfahren die Korrespondenz-
analyse verwendet. Der Aufsatz stellt sowohl das Verfahren als auch in-
haltliche Ergebnisse dar. Vier Gruppen von Stadtbenutzern lassen sich 
unterscheiden. Es zeigte sich, daß es den typischen Innenstadtbesucher in 
Hamburg nicht gibt, dementgegen aber Subpopulationen bestehen, die ver-
stärkt den eigenen Stadtteil aufsuchen. Der verwendete Datensatz wird 
z.Zt. im Zentralarchiv archiviert. 
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1. Einleitung 
In den Sozialwissenschaften werden Verfahren benöt igt , um komplexe Zusam-
menhänge zwischen Daten multivariat auswerten zu können. Daß hierbei 
nicht immer s ta t is t isch sauber gearbeitet wird und als Rechtfert igung für 
dieses Vorgehen andere Autoren zitiert werden, die in ähnlicher Weise vo r -
gegangen sind, bedarf wohl keiner Belege. So werden Faktoren- , Pfad-
oder Diskriminanzanalysen gerechnet , obgleich keine metr ischen, sondern 
n u r ordinale oder gar n u r nominale Daten vorl iegen. Gerade in der Sozio-
logie verfügen wir relativ selten über kontinuierliche Variablen, die k las -
sischen unabhängigen Variablen sind vielmehr sozio-demografische Merkmale 
der Person. 
2. Zur Korrespondenzanalyse 
Sollen Auswertungen einersei ts nicht auf der Anwendung adäquater Verfah-
ren bas ie ren , andere rse i t s aber auch nicht bei Kreuztabellen aufhören, so 
werden multivariate Verfahren benöt ig t , die keine Voraussetzungen bezüg -
lich des Skalenniveaus machen. Eines dieser Verfahren is t die in Frankreich 
(BENZECRI, 1963; ESCOFIER-CORDIER, 1965) entwickelte Korrespondenz-
analyse. Ihre e rs ten Ansätze können auf HIRSCHFELD (1935) zurückgeführt 
werden, der eine algebraische Formulierung für die "Korrelation" von Zeilen 
und Spalten einer Kontingenztabelle gab . GUTTMAN (1941, 1950) entwickel-
te dies als Skal ierungsverfahren mit Hilfe der Hauptkomponentenanalyse 
weiter , ebenso wie HAYASHI (1950, 1952, 1954) mit seiner "quantification 
of qualitative data" . 
Ähnlich der Korrespondenzanalyse sind die Verfahren des "reciprocal 
averaging" ( insb . HILL, 1973) und des "dual or optimal scaling" ( insb . 
NISHISATO, 1978, 1980). Die zur Zeit ausführl ichste Beschreibung und die 
s ta t is t ischen Grundlagen der Korrespondenzanalyse liefert das Buch von 
GREENACRE (1984). Eine kurze Einführung in das Verfahren anhand eines 
his tor ischen Datensatzes gibt die Arbeit von BLASIUS (1987). 
Bei der Korrespondenzanalyse handelt es sich primär um ein Verfahren zur 
grafischen Darstellung der Spalten und Zeilen von zweidimensionalen (two-
way) Kontingenztabellen (GREENACRE, 1981, S. 119). Wie bei der Haupt-
komponentenanalyse gibt es einen Satz von orthogonal aufeinander stehenden 
Vektoren, die einen niederdimensionalen Raum aufspannen, im Fall einer 
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beabsicht igten grafischen Darstellung höchstens zwei. (Es lassen sich p r i n -
zipiell auch höherdimensionale Räume einführen. Diese können aber in Analo-
gie zu grafischen Rotationsverfahren der Faktorenanalyse nu r ebenenweise 
ausgeplot tet werden . ) Neu im Sinne der prakt ischen Anwendung ist die 
verwendete Metrik. Hier unterscheidet sich die Korrespondenzanalyse von 
Verfahren wie der multidimensionalen Skalierung oder der Clusteranalyse. 
Mit der Korrespondenzanalyse lassen sich sowohl Daten auf Individualebene 
als auch auf Aggregatebene auswer ten , wobei in dieser Studie nur letzteres 
vorgestel l t werden soll. Eine Anwendung mit Individualdaten geben 
DANGSCHAT und BLASIUS (1987) in ih re r Beschreibung von Warschau. 
Zum leichteren Verständnis sei ein Rechenbeispiel für den bivariaten Fall 
vorgeführ t , welches später auf die multivariate Anwendung erweitert wird. 
3. Die Daten 
Im Rahmen einer vergleichenden Studie über die Innenstädte von Hamburg 
und Baltimore wurde eine telefonische Befragung einer Wahrscheinlichkeits-
s t ichprobe von 832 Hamburgern im Frühjahr 1984 durchgeführ t . Ziel dieses 
Projektes war e s , die relat ive ökonomische Position der Innens tad t gegen-
über den Stadttei lzentren zu ermitteln (vgl . FRIEDRICHS und 
GOODMAN, 1987). Eine Fragestel lung war in diesem Zusammenhang, 
welche der acht Freizeitaktivitäten von welchen Personengruppen wie 
oft in der Hamburger Innens tadt ("City") bzw. dem eigenen Stadttei l-
zentrum oder an anderer Stelle in der Stadt ausgeübt wird. Die folgen-
den Ausführungen beschränken sich auf die Alternative Innenstadt vs .
Stadt tei lzentrum. 
Hierbei in te ress ie r te insbesondere , ob es eine Gruppe von Personen (die wir 
im folgenden kurz "Typ" nennen) gibt , die relativ viele Aktivitäten in der 
Innens tad t ausüb t , eine weitere, die relativ viele Aktivitäten im eigenen 
Stadtteil ausüb t , ferner eine, die relativ viele Aktivitäten sowohl in der 
Innens tad t als auch im eigenen Stadtteil ausüb t , und schließlich eine, die 
relativ wenige Aktivitäten in den genannten Gebieten ausüb t . Forschungs-
ziel war e s , eine Art Diskriminanzfunktion zu finden, die diese vier Gruppen 
eindeutig t r enn t und ihnen charakter is t i sche Eigenschaften zuordnet . 
Die Aktivitäten wurden operationalisiert durch je acht Einzelaktivitäten (für 
die Innens tad t und den eigenen Stadtteil ge t renn t ; Besuch von: Res tauran t s , 
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Kneipen, Konzerten, Kino, Sportveranstaltungen, kirchlichen Veranstaltun-
gen, Museen und Oper), die zu einer Aktivitätsskala zusammengefaßt wur-
den. Je mehr dieser Aktivitäten der Befragte im vorausgegangenen Jahr 
mindestens einmal ausgeübt hat, desto höher sein Wert auf der jeweiligen 
Aktivitätsskala. Beide Aktivitätsskalen wurden über den Median gesplittet. 
Dabei wurde, um die Differenz der Werte (1,66 für den eigenen Stadtteil 
vs. 2,47 für die City) zu berücksichtigen, in beiden Fällen abgerundet. 
Die Verteilung der Aktivitäten und der sich daraus ableitenden vier Typen 
zeigt Tabelle 1. 
Tabelle 1; Verteilung der Anzahl der Aktivitäten auf die Innenstadt 
und den eigenen Stadtteil 
Durch das Splitten über die Mediane ergibt sich u.a. eine Gruppe von 
146 Personen (Summe im rechten oberen Quadranten von Tabelle 1), die im 
folgenden als "Citytyp" bezeichnet werden sollen. Ihr Merkmal ist es, nicht 
mehr als eine der genannten Aktivitäten im eigenen Stadtteil auszuüben, 
hingegen mindestens drei in der Innenstadt. 
Wie aus Tabelle 1 ferner ersichtlich wird, ist die mittlere Anzahl der Akti-
vitäten, die in der Innenstadt ausgeübt werden, wesentlich höher als im 
eigenen Stadtteil. Dies läßt sich darauf zurückführen, daß hier implizit 
auch die Ausstattung des Stadtteils mitgemessen wird, da die Subzentren 
in der Regel nicht über Kino, Theater, Museen oder gar über eine Oper 
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ver fügen . Personen, die auf ein derar t iges Vergnügen nicht verzichten 
wollen, sind somit darauf angewiesen, ihren eigenen Stadtteil zu ver lassen 
und ein besser ausges ta t te tes Zentrum bzw. die Innens tadt aufzusuchen. 
Wenn hier gerade die Innens tad t die größte Anziehung ausüb t , so deshalb , 
weil sie sämtliche Freizeitmöglichkeiten. ( insb . kulturelle) b ie te t . 
Eine der zu vermutenden unabhänigen Variablen ist das Alter der Befragten. 
Es wurde in sechs Gruppen zusammengefaßt, sodann mit den vier Typen 
kreuztabel l ie r t . Die Verteilung nach Alter und Typenzugehörigkei t ist in 
Tabelle 2 darges te l l t . 
Tabelle 2: Verteilung der Typen auf die Altersklassen 
4. Einführung in das Verfahren der Korrespondenzanalyse 
Wir gehen von einem beliebigen Punkt a u s , der sich irgendwo in einem real 
exis t ierenden dreidimensionalen Raum befindet . Dieser Punkt kann anhand 
seiner Koordinaten (Länge, Breite und Höhe jeweils in Zentimetern) genau 
lokalisiert und seine Entfernung zu anderen ebenfalls im Raum befindlichen 
Punkten bestimmt werden. Wir können diesen Punkt , ebenso wie alle ande-
ren Punk te , die sich in demselben Raum befinden mögen, in vektorieller 
Schreibweise (die Komponenten sind die Koordinaten des dazugehörigen 
Punktes) dars te l len . 
Werden alle diese Punkte in eine Matrix geschr ieben, so hat diese drei 
Spalten, die Anzahl der Zeilen en tspr ich t der Anzahl der Punkte . Dies ist 
vom formalen Aufbau her ähnlich der Tabelle 2. Der Unterschied bes teht 
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lediglich dar in , daß es sich hierbei nicht um Koordinaten von Punkten , 
sondern um "Altersvektoren" handel t , deren Komponenten en t sprechend der 
jeweiligen Typenhäufigkeit determiniert s ind. Dies en tspr ich t dem Eingangs-
material der Korrespondenzanalyse: Einer zweidimensionalen Kontingenz-
tabelle als Matrix mit Spaltenvektoren (im Beispiel die vier verschiedenen 
Typen - also " Typenvektoren") und Zeilenvektoren (hier die sechs v e r -
schiedenen Al te rsgruppen - also "Al tersvektoren") . 
Um zu einer grafischen Darstellung zu gelangen, sollen die Punk te , oder 
vielmehr die Al te r sausprägungen , derar t ig in einen zweidimensionalen Unter-
raum projiziert werden, daß die quadr ie r ten Abstände (Distanzen) und damit 
auch die Informationsverluste minimal s ind. Bei dieser Projektion müssen die 
relat iven Anteile der einzelnen Variablenausprägungen (sowohl die der u n -
abhängigen als auch die der abhängigen) berücksicht ig t werden. So be t räg t 
z . B . in der Studie der Anteil der bis 25-jährigen 11,6%, während der Anteil 
der 25- bis 34-jährigen 20,5% b e t r ä g t . Diese sollen en tsprechend ih re r wah-
ren Anteile (benannt als "Massen") in die Auswertung eingehen und nicht 
in einem Verhältnis von eins zu e ins . Dies wäre aber der Fall, wenn die 
Randsummen der Kontingenztabellen (sie gehören nicht zu unse re r Matrix 
der Ausgangsdaten) unberücks icht ig t bl ieben. 
Demnach bes teh t das Problem, daß die Punkte , die in einen niederdimensio-
nalen Raum projiziert werden sollen, unterschiedliche Massen haben, oder 
anders ausged rück t , unterschiedl ich schwer s ind . Zur Lösung führen wir 
den Schwerpunkt als Hilfsgröße ein. Wir definieren ihn als den Punkt im 
Raum, an welchem alle Punkte , die in die Analyse eingehen sollen, im 
Gleichgewicht s ind. Eine anschauliche Analogie dazu bietet sich im eindimen-
sionalen Fall bei einer Apothekerwaage, bei der die eine Seite durch Gewichte 
auf der anderen Seite aufgewogen wird. Was bei dieser Waage der Auflage-
punk t i s t , is t hier der Schwerpunkt , also der Punkt , an dem die Summe 
der l inksdrehenden Momente gleich der Summe der rech t sdrehenden Momente 
i s t . 
Kommen wir zurück zu Tabelle 2 und relativieren vore r s t alle Zeilen auf 
die gleiche Länge, die 1 sein soll. Die Berechnung der neuen Werte ge-
schieht durch einfache Prozentu ierung. Da die unterschiedlichen Massen 
von Zeilen (unterschiedl iche Anteile der Al tersgruppen) und der Spalten 
(unterschiedl iche Anteile der verschiedenen Typen) berücksicht ig t werden 
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müssen, werden auch die Randsummen jeweils ins Verhältnis zur Gesamtsum-
me gese tz t . Das Ergebnis dieses e r s ten Schri t tes zur Problemlösung ist 
in Tabelle 3 darges te l l t . 
Tabelle 3: Relative Verteilung der Typen auf die Altersklassen 
Die nun relat iven Anteile der Zeilen werden als "Masse des Profils" bezeich-
ne t . Die relat iven Anteile der Spalten, welche ebenso die durchschnit t l ichen 
Anteile der Zeilen s ind, "Durchschnittszeilenprofil" (Dz). 
Letzteren Vektor hät ten wir auch direkt aus den t ransponier ten Vektoren 
der einzelnen Typen multipliziert mit dem Vektor der "Masse des Profils" 
(die Summe der Komponenten bliebe unberücks ich t ig t , da in allen Fällen 
gleich 1) bestimmen können, er ist der Schwerpunkt . In diesem Punkt sind 
somit die Informationen der relat iven Spaltenanteile enthal ten . 
Entsprechend Tabelle 3 summieren sich die Komponenten von jedem Zeilen-
vektor zu Eins. Dies hat zur Folge, daß die sechs Punkte innerhalb des 
vierdimensionalen Raumes einen höchstens dreidimensionalen Raum aufspan-
nen , der orthogonal zum Vektor (1 ,1 ,1 ,1 ) i s t . 
Die nächs te Aufgabe bes teh t jetzt dar in , diesen dreidimensionalen Raum un te r 
Berücksicht igung der "Massen" (sowohl der Zeilen als auch der Spalten) in 
einen zweidimensionalen Unterraum zu projizieren. Gesucht ist eine T r a n s -
formation, die die einzelnen Vektoren in einen neuen - vore r s t wiederum 
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dreidimensionalen - Raum übe r füh r t , in dem die euklidische Metrik ange-
nommen wird. In einem ers ten Schri t t sollen lediglich die relat iven Spalten-
anteile berücks icht ig t werden. Als Lösung dieses Problems läßt sich folgen-
de Transformation angeben (vgl . GREENACRE, 1984): 
Hierbei sind die die Altersvektoren im alten (ursprüngl ichen) Raum, die 
die Altersvektoren im neuen Raum, und ist eine Matrix, in welcher 
in der Hauptdiagonalen die Elemente des Schwerpunktes s t ehen , während 
der Rest aus Nullen bes t eh t . Also läßt sich die benötigte Matrix 
bestimmen. 
Führen wir diese Transformation für die sechs Altersvektoren d u r c h , so 
erhal ten wir sechs neue Vektoren in einem neuen Raum unte r Beibehaltung 
der "Masse des Profils" - also der alten "Massen" der Zeilen. Mit genau 
der gleichen Transformation wird auch der Schwerpunktvektor in den neuen 
Raum übe r füh r t , der wieder Schwerpunkt der t ransformierten Punktwolke 
i s t . Als quadr ie r te Distanz zwischen zwei Vektoren (hier Altersvektoren) 
ergib t s ich: 
Durch die Diagonalmatrix werden Unterschiede, die sich allein durch 
unterschiedl iche Spaltensummen (hier Typenhäufigkeit) e rgeben können, 
relat ivier t (vgl . GREENACRE, 1981, S. 125). Drücken wir die Distanzen 
mit den transformierten Vektoren a u s , so erhal ten wir:" 
Dies en t sp r ich t der bekannten euklidischen Metrik. Bevor wir die neuen 
Vektoren in einen niederdimensionalen Raum projizieren dür fen , müssen 
noch die relat iven Anteile der Zeilen berücks icht ig t werden. Die Lösung 
wird nach Veranschaulichung der Projektion relativ einfach sein. 
Um den zur grafischen Darstellung gewünschten zweidimensionalen Unter-
raum aufspannen zu können , müssen wir zuvor , vom Schwerpunkt a u s -
gehend, einen Satz paarweise orthogonal aufeinanders tehender Einheitsvek-
toren der Länge 1 bestimmen. 
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Abbildung 1: Grafische Darstellung der Projektion 
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sagt , daß die Summe der maximal sein soll. Um dies zu er re ichen, 
müssen wir Gleichung (5) über alle i un te r Berücksicht igung der relat iven 
Anteile der Zeilen maximieren. Betrachten wir daher folgenden Aus-
d ruck : 
Dieser Ausdruck wird maximal durch geeignete Wahl von e. Dies bedeute t , 
daß e der Eigenvektor zum größten Eigenwert von Ausdruck (10) i s t . Für 
die Eigenwerte erhal ten wir: 
Aufgrund der Dreidimensionalität des neuen Raumes ist Null. Für den 
aus dem größten Eigenwert resul t ierenden Eigenvektor ergibt sich: 
Bestimmen lassen sich nun die womit wir die Projektion 
der "Altersvektoren" auf die e r s te Dimension beendet haben. 
Analog gehen wir vor , um die zweite Dimension des Unterraumes zu bestim-
men, indem wir den Eigenvektor für den zweiten Eigenwert 
ausrechnen und mittels dessen die Projektion in die zweite (zusätzliche) 
Dimension vornehmen. Die "Altersvektoren" sind jetzt in einem optimalen 
zweidimensionalen Unterraum projiziert und lassen sich anhand der u-Wer-
te grafisch dars te l len. 
Relativ einfach ist e s , die e rk lär te Varianz der einzelnen Achsen zu b e -
rechnen . Dies geschieht , indem die einzelnen Eigenwerte durch die Summe 
aller Eigenwerte dividiert werden . Für die e r s t e Achse 
erhal ten wir 93,2%, für die zweite noch zusätzliche 4,0% Varianzerklärung. 
Dies wirft für die inhaltliche Interpre ta t ion die Frage auf, ob es in diesem 
Fall nicht sinnvoller wäre , auf die zweite Dimension zu verz ichten . Doch 
lassen wir sie aus didaktischen Gründen weiter bes tehen . 
Im zweiten Teil der Aufgabe wären die "Typenvektoren" zu be t rach ten . Es 
läßt sich zeigen, daß sich bei analogem Vorgehen ( d . h . es werden rela-
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tive Spaltenanteile betrachtet und der Schwerpunkt aus dem "Durchschnitts-
spaltenprofil" bestimmt) genau die gleichen Eigenwerte ergeben wie die eben 
berechneten, da das Ausgangsmaterial in beiden Fällen identisch ist. Ge-
ändert hat sich nur der Ausgangspunkt der Betrachtung. Ferner lassen 
sich sowohl der Schwerpunkt als auch die neuen Einheitsvektoren aus den 
zuvor berechneten Werten ableiten. Zeigen ließe sich dieser Sachverhalt 
mit dem Theorem von ECKART und YOUNG (1936). 
Um dies anschaulich zu belegen, kehren wir zu dem Beispiel mit den Punk-
ten im Raum zurück. Jene Punkte ließen sich vektoriell mit Angaben über 
die Entfernung in der Länge, der Breite und der Höhe beschreiben. Diese 
Punkte ließen sich zurückrechnen, wenn der "Längenvektor", der "Breiten-
vektor" und der "Höhenvektor" bekannt wären und wir davon ausgehen kön-
nen, daß die Reihenfolge der Werte unverändert geblieben ist. Es ist zu-
lässig, beide Teilaufgaben (Projektion der Zeilen und Projektion der Spalten) 
in einer grafischen Darstellung zu repräsentieren und zu interpretieren 
(GREENACRE, 1981, p. 130). 
5. Interpretation der Ergebnisse 
Im folgenden Abschnitt soll etwas über die Interpretationsmöglichkeiten der 
Korrespondenzanalyse gesagt werden. Die Schwierigkeit liegt offensichtlich 
darin, daß die Abstände zwischen zwei Punkten, infolge der unterschied-
lichen Varianzerklärung der Achsen und der Verzerrung durch den Dimen-
sionsverlust, nicht mit dem Lineal gemessen und verglichen werden dürfen, 
- ein Problem, das nicht spezifisch für die Korrespondenzanalyse ist. Zu-
lässig ist hingegen, die Entfernungen im relativen Vergleich zu betrachten 
und die Korrelationen der einzelnen Variablenausprägungen mit den (beiden) 
Achsen zu interpretieren. Dies kann danach geschehen, 
a) in welcher Dimension die einzelnen Variablenausprägungen liegen (hier 
eine sehr deutliche Ähnlichkeit mit den bekannteren Verfahren der Fak-
torenanalyse) 
b) auf welcher Seite sie sich wieweit vom Schwerpunkt (in der grafischen 
Darstellung durch das Achsenkreuz gekennzeichnet) entfernt, befinden. 
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5.1. Bivariate Auswertung 
Betrachten wir Abbildung 2, in der die Ergebnisse unseres Rechenbeispieles 
grafisch dargestellt sind. Wir erkennen, daß die erste Dimension, darge-
stellt durch die Abzisse, auf der linken Seite durch jene Gruppe von Per-
sonen gekennzeichnet ist, welche relativ viele Aktivitäten sowohl in der 
Innenstadt als auch im eigenen Stadtteil oder ihre Aktivitäten überwiegend 
im eigenen Stadtteil ausüben. Dementgegen ist auf der rechten Seite der 
ersten Achse jene Gruppe von Personen zu finden, die insgesamt relativ 
wenige Aktivitäten ausüben. Dies korrespondiert mit den Ergebnissen für 
die Altersgruppen. Während auf der Seite der Aktiveren die jüngeren (bis 
44 Jahre) zu finden sind, so sind es auf der Seite der wenig Aktiven die 
älteren (ab 55 Jahre). 
Abbildung 2: Grafische Darstellung der Beispielsaufgabe 
Die zweite Achse wird im negativen Bereich durch jene Gruppe von Per-
sonen determiniert, welche ihre Aktivitäten überwiegend in der Innenstadt 
ausüben. Im positiven Abschnitt dieser Achse findet sich die Gruppe von 
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Personen, die sich im Alter von 45 bis 54 Jahren befindet . Neben der g ra -
fischen Darstellung gibt es numerische Ergebnisse , so die Korrelationen der 
Variablenausprägungen mit den einzelnen Achsen - diese en tsprechen dem 
Cosinus des Winkels ( alpha ) in Abbildung 1. 
Betrachten wir diese Korrelationen der Variablenausprägungen mit den be i -
den Achsen, so sind diese mit der zweiten Achse mit - , 83 ( Innenstadtor ien-
t ie r t ) und ,71 (45 bis 54 Jahre) im Vergleich zu den Korrelationen mit der 
e r s ten Achse von - ,999 (Stadt te i lor ient ier t ) , - ,97 (25 bis 34 Jahre) und 
,996 (über 64 Jahre) relativ n iedr ig . Zudem sollte die zweite Achse infolge 
ih re r ger ingen Erklärungskraf t (4,0%) nicht über in te rp re t i e r t werden. 
Diese scheinbar trivialen Ergebnisse decken sich zwar mit den Ergebnissen 
b isher iger Forschung (oder auch dem Alltagswissen), doch rechtfer t igen sie 
an dieser Stelle noch keineswegs den Aufwand einer besonderen Analyse, 
zudem es gerade für die bivar iate Auswertung eine Vielzahl von geeignete-
ren Methoden gibt . Wie zu Anfang aber gesagt , wollen wir uns gerade nicht 
auf den bivariaten Fall beschränken , sondern die Korrespondenzanalyse zur 
multivariaten Auswertung verwenden. 
5.2. Multivariate Auswertung 
In Analogie zu GREENACRE (1984, S. 76) haben wir unser Beispiel um 12 
zusätzliche Variablen mit nun insgesamt 40 Variablenausprägungen (siehe 
Tabelle 4) erwei ter t . Als Eingabeinformation benötigen wir lediglich mehrere 
Kontingenztabellen, in denen die einzelnen Variablen mit der zu erklärenden 
Variable "Aktivi täts typ" kreuztabel l ier t wurden. Diese einzelnen Tabellen 
wurden untere inander geschrieben (vgl . BLASIUS und ROHLINGER, 1987, 
BLASIUS, 1987, S. 185) und bilden in dieser Darstellungsform das Aus-
gangsmaterial der multivariaten Analyse. Die rechner ische Vorgehensweise 
war identisch mit der eben vorgestel l ten, die grafische Darstellung der Er-
gebnisse gibt Abbildung 3 wieder. 
Die horizontale Achse erklär t 64,4% der Varianz; sie ließe sich als "Dimen-
sion der sozio-demografischen Merkmale" der Personen beschre iben . Während 
sich auf der rech ten Seite vom Schwerpunkt jene Personengruppen befinden, 
die schon älter s ind, über einen Hauptschulabschluß verfügen, verwitwet 
sind und /ode r nu r ein geringes Einkommen haben, befinden sich auf der 
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linken Seite diejenigen, die über eine höhere Schulbildung und ein höheres 
Einkommen verfügen und /ode r einer jüngeren Altersklasse angehören. Auch 
haben wir hier die Ganztagsbeschäft igten, während die Gruppe der Unbe-
schäft igten in der Nähe der äl teren und Bezieher ger ingerer Einkommen 
l iegt . Dies kor respondier t mit den unterschiedlichen Typen . Während die-
jenigen, die sowohl in der Innens tad t als auch im eigenen Stadtteil relat iv 
viele Aktivitäten ausüben , sich auf der Seite der besser Verdienenden b e -
finden, sind jene, die relat iv wenig Aktivitäten ausüben , auf der Seite der 
Älteren, Verwitweten und der Unbeschäft igten. 
Die zweite Achse e rk lä r t 29,4% der Varianz, sie kann als "Dimension der 
Einstellungen" in t e rp re t i e r t werden. Während sich hier auf der einen Seite 
diejenigen befinden, welche zwar eine positive Einstellung zum eigenen 
Stadt tei l , aber eine negative zur Innens tad t haben , sind auf der anderen 
Seite die Verhältnisse umgekehr t . Dies stimmt mit den ausgeübten Aktivi-
tä ten übere in , so daß wir sagen können, daß die Einstellung zum eigenen 
Stadtteil und zur Innens tad t sehr eng mit dem Ort der ausgeübten Aktivi-
tä ten zusammenhängt. In te ressan t ist auch, daß bei Befragten mit kleinen 
Kindern scheinbar eine deutliche Stadttei lorientierung gegeben i s t , denn 
dieser Personenkre is befindet sich in unmittelbarer Nähe zu dem als "Stadt-
teil typ" definierten Personenkre is . 
Dem entgegen läßt sich jener Personenkre is , der den Schwerpunkt seiner 
Aktivitäten in der Innens tad t ha t , nicht mit Hilfe sozio-demografischer 
Merkmale der Befragten beschre iben . Aufgrund der hier einbezogenen Va-
riablen is t zu schließen, daß es so etwas wie den typischen Innens tad tbe -
sucher nicht gibt , vielmehr die Innens tad t über alle Personenkreise hinweg 
genutz t oder nicht genutzt wird. 
Um zu einer weitergehenden In terpre ta t ion der Daten zu gelangen, bedarf 
es der numerischen Ergebnisse : sie sind in Tabelle 4 dargeste l l t . Anhand 
dieser Daten is t deutlich zu e rkennen , daß die e r s te Achse bei den unab-
hängigen Variablen hauptsächlich mit den sozio-demografischen Merkmalen 
der Person kor re l i e r t , während keinerlei Einstellungsmerkmale darauf laden. 
In der e r s ten Spalte der Tabelle 4 (SqKor) is t die Varianz dargeste l l t , die I 
durch die e r s ten beiden Achsen erk lär t wird. Hier wird z . B . ers icht l ich, 
daß die Gruppe der Verheirateten und die Gruppe der Realschüler durch 
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diese beiden Achsen vollständig, d.h. zu 100%, erklärt werden, während 
bei der Gruppe derjenigen, die über einen Universitätsabschluß verfügen, 
noch nahezu 10% der Varianz durch die dritte (und letzte) Achse deter-
miniert werden. In den Spalten 5 und 8 ( qKor) sind die quadrierten Korre-
lationen mit den beiden dargestellten Achsen notiert. Ihre Summe entspricht 
der ersten Spalte. 
In der zweiten Spalte (Masse) befindet sich die relative Masse der einzelnen 
Variablenausprägungen bzw. der vier verschiedenen Typen, diese ist für 
Zeilen und Spalten getrennt auf 1000 standardisiert. Hier ist z.B. zu er-
kennen, daß die Gruppe der Befragten mit Kindern unter 10 Jahren im 
Haushalt in einem Verhältnis von 13 zu 65 zu der Gruppe von Befragten 
steht, in denen keine Kinder unter 10 Jahren im Haushalt leben. In dieser 
Spalte finden auch fehlende Werte Berücksichtigung. So hat die Gesamtmasse 
des Einkommens nur einen Anteil von 6,3%, während z.B. das Geschlecht 
einen Anteil von 7,8% hat. (Es sind die Anteile der einzelnen Variablen-
ausprägungen jeweils zu addieren.) 
Das "Trägheitsgewicht" (Trg.) gibt an, wie stark das Modell (Spalte 3)bzw. 
die einzelnen Achsen (Spalte 6 und 9) von den einzelnen Variablenausprä-
gungen bzw. den "Typen" determiniert wird. Es ist ähnlich unserer Apothe-
kerwaage, wo ein größeres Gewicht (hier als Anzahl von Personen) durch 
eine entsprechend größere Entfernung eines Gewichtes auf der anderen 
Seite vom Auflagepunkt ausgeglichen werden kann. Berechnet wird das 
Trägheitsgewicht aus der "Masse", multipliziert mit dem Quadrat der Ent-
fernung vom Schwerpunkt auf der jeweiligen Achse. Diese Trägheitsge-
wichte addieren sich über die Variablenausprägungen - und davon getrennt 
auch über die vier "Typen" zu 1000 (entspricht 100%). Während in den 
Spalten qKor und SqKor die erklärte Varianz der Variablenausprägungen 
durch die Achsen angegeben wird, befindet sich in den Spalten 6 und 9 
die erklärte Varianz der Achsen durch die einzelnen Variablenausprägungen. 
In der dritten Spalte wurden diese erklärten Varianzen mit der Erklärungs-
kraft der einzelnen Achsen gewichtet, somit ist hier angegeben, wie stark 
das gesamte Modell von den einzelnen Variablenausprägungen - für Zeilen 
und Spalten getrennt - determiniert wurde. 
Die Spalten 4 und 7 geben die Lage der Variablenausprägungen und der 
"Typen" auf den einzelnen Achsen an. Hier ist erkennbar, auf welcher 
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Seite der Achse sich welche Variablenausprägungen wieweit vom Schwer-
punk t en t fern t befinden. 
Deutlich werden unsere vier "Typen" durch die e r s ten beiden Achsen d is -
kriminiert , eine Zuordnung zu den jeweiligen Merkmalen erfolgt anhand von 
Tabelle 4. So befindet sich jene Gruppe von Personen, die sowohl in der 
Innens tad t als auch im eigenen Stadtteil relativ wenige Aktivitäten ausüb t , 
auf der rech ten Seite der e r s t en Achse mit einem durch diese erk lär ten 
Varianzanteil von 99%. Wählen wir als "Schwellenwert" (die Festsetzung des 
Wertes erfolgt analog zur Zuordnung von Variablen zu Faktoren bei der 
Hauptkomponentenanalyse) für die Zuordnung einer Variablenausprägung 
zu einem Achsenabschnit t 700 ( d . h . 70% der Varianz sollen durch diese 
Achse e rk lä r t s e in ) , so lassen sich folgende Variablenausprägungen (Grup-
pen von Personen) dem positiven Bereich der e r s ten Achse (positives Vor-
zeichen in der Spalte "Lage") - und damit der Gruppe von Personen, die rela-
tiv wenige Aktivitäten in der Innens tadt und im eigenen Stadtteil ausüb t -
zuordnen: die Verheira te ten, die Verwitweten, diejenigen mit "Hauptschul-
abschluß , die Frauen , die über 54-jährigen, die Unbeschäft igten, die 
Bezieher ger inger Einkommen und diejenigen, die schon über 5 Jahre in 
ihrem derzeit igen Stadtteil wohnen. 
Trotz ähnlich hoher Anteile e rk lä r te r Varianz durch die e r s te Achse haben 
nicht alle Variablenausprägungen für die Modelldetermination die gleiche 
Bedeutung . So "laden" zwar die Gruppe der Verwitweten und die Gruppe 
der Verheirateten im positiven Bereich der e rs ten Achse - und sind damit 
beide positiv mit der Gruppe der wenig Aktiven korre l ier t - , doch hat die 
Gruppe der Verwitweten den fast vierfachen Anteil an der Determination 
wie die Gruppe der Verheirateten (vgl . Spalte 6, Tabelle 4 ) , obwohl sie 
nicht einmal halb soviele Personen (vgl . Spalte 2) umfaßt. Inhaltlich bedeu-
te t dies , daß das Ausführen von n u r wenigen Aktivitäten für Verwitwete 
wesentlich charakter is t i scher is t als für Verheira te te . 
Im positiven Bereich der e rs ten Achse - also negativ mit den eben genann-
ten Variablenausprägungen korrel ier t - befindet sich die Gruppe von Per-
sonen, die sowohl in der Innens tadt als auch im eigenen Stadtteil übe r -
durchschni t t l ich viele Aktivitäten ausüb t . Diese Personengruppe läßt sich 
beschreiben als überdurchschni t t l ich häufig ledig, als diejenigen, die über 
einen höheren Schulabschluß verfügen (mindestens Realschule), der Männer, 
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der unter 45-jährigen, der Ganztagsbeschäftigten, sowie als Bezieher höhe-
rer Einkommen (2500,- und mehr). 
Während die erste Achse durch den Gegensatz der Gruppen der über-
durchschnittlich zu den unterdurchschnittlich Aktiven sowohl in der 
Innenstadt als auch im eigenen Stadtteil gekennzeichnet ist, ist die zweite 
Achse - die entsprechend dem Modell der Korrespondenzanalyse unkorre-
liert mit der ersten und den anderen Achsen ist - durch die Gruppe der 
Stadtteil- vs. der Gruppe der Innenstadtorientierten determiniert. Die 
Gruppe von Personen, die überdurchschnittlich viele Aktivitäten im eigenen 
Stadtteil hat, läßt sich durch folgende Merkmale kennzeichnen: das Vor-
handensein von Kindern unter 10 Jahren im Haushalt, der 45- bis 54-jähri-
gen, Halbtagsbeschäftigung, die Benutzung von privaten und öffentlichen 
Verkehrsmitteln, eine positive Einstellung zum eigenen Stadtteil und eine 
negative zur Innenstadt, sowie eine überdurchschnittliche Bewertung des 
eigenen Stadtteils. (Vorgegeben wurden je 12 Einrichtungen für die Innen-
stadt und den eigenen Stadtteil, für die die Befragten eine Note zwischen 
"sehr gut" und "schlecht" geben sollten.) Im negativen Bereich der zweiten 
Achse befinden sich die Innenstadtorientierten. Sie lassen sich charakteri-
sieren als Gruppen von Personen, bei denen keine Kinder unter 10 Jähren 
im Haushalt leben, die eine negative oder eine mittlere Einstellung zum 
eigenen Stadtteil haben und die dessen Ausstattung auch unterdurchschnitt-
lich bewerten. Ferner läßt sich hier die Gruppe von Personen zuordnen, 
die der Innenstadt gegenüber positiv eingestellt sind. 
Auf der dritten, in Tabelle 4 nicht dargestellten Achse (erklärte Varianz: 
6,2%), "lädt" die Merkmalsausprägung "mittlere Einstellung zur Innenstadt" 
und - etwas schwächer (unterhalb des von uns gewählten "Schwellenwertes", 
aber noch mit über 50% erklärter Varianz durch diese Achse) - die Bewer-
tung der Ausstattung der Innenstadt mit ihren zwei Ausprägungen. 
Da keine der sozio-demografischen Variablenausprägungen mit dem Merkmal 
"Innenstadt-orientiert" positiv korreliert, veranlaßt uns dies zu dem Schluß, 
daß es so etwas wie den typischen Innenstadtbesucher nicht gibt, die Innen-
stadt vielmehr von nahezu allen Personenkreisen genutzt bzw. nicht genutzt 
wird. Die Ursache liegt vermutlich darin, daß die Innenstadt jeder Personen-
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gruppe etwas für sie Spezifisches (Schaufensterbummel, Kino, Konzert , 
Oper) bieten kann . Beim Aggregieren über die verschiedenen Tätigkeiten 
gehen die einzelnen Informationen (wer welche Tätigkeit ausübt ) ver loren . 
In dieser Arbeit sollte jedoch nicht geprüft werden, ob sich die Innens tad t -
besucher hinsichtlich ih re r Aktivitäten un te rsche iden . 
6. Fazit 
Es sollte gezeigt werden, daß die Korrespondenzanalyse ein sehr gutes 
Ins t rument zur multivariaten Auswertung quali tat iver Daten i s t . Hypothesen 
wurden ge tes te t , für die bislang ein geeignetes Verfahren fehlte. Die un i -
verselle Anwendbarkeit der Korrespondenzanalyse sollte auch Grund sein 
zu p rü fen , ob in Anwendungsbeispielen wie dem hier vorgestel l ten nicht 
völlig auf Verfahren wie Fak toren- , Clus ter - oder Diskriminanzanalyse v e r -
zichtet werden kann und muß. Die hier dargestel l ten Ergebnisse sollten 
ermutigen, weiter über das Verfahren nachzudenken. 
Anmerkung 
1) Ein von H. ROHLINGER (Zentralarchiv) und mir geschriebenes P ro -
gramm ist gegen Kosteners ta t tung erhält l ich. Es handelt sich hierbei 
um ein Lehrprogramm, das in der matrixorientierten Sprache SAS-PROC 
MATRIX geschrieben wurde . Für eine zufriedenstellende grafische Dar-
stellung wird SAS-GRAPH in der SAS-Version 5.16 benöt igt . 
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