did just that, comparing intracell subfields architecture produced tuning curves wider cellularly measured tuning width and subfield geometry, than measured, without adding a significant nonlinearity yet the mismatch between these two properties remained. We have now reexamined the relationship between orientation tuning and the spatial organization of
ceptive field maps of increased resolution and orientalations of the membrane potential at the stimulus tempotion measurements that encompass the complete set ral frequency (2 Hz). The mean peak-to-peak amplitude of geniculate inputs. With these methods, a nearly oneof the optimal response was nearly 30 mV in this cell; to-one relationship between predicted and measured in the sample of 18 cells, it averaged 11.7 Ϯ 1.3 mV. orientation tuning width emerges. These results suggest Action potentials rose off the peaks of the responses, that it may indeed be possible to account for a significant with the maximum firing rate averaging 157 Ϯ 9 spikes/s portion of orientation selectivity with a relatively simple in 12 cells (including only those cells that fired reliably). feedforward mechanism.
In (2) For each response, the mean potential within this 10 tations and tuning widths (Carandini and Ferster, 2000) . Both components are also strongly selective for direcms window was calculated. (3) The resting potential was taken to be the median potential of the 200 averaged tion, with gratings at 90Њ (rightward motion) evoking a much larger response than gratings at 270Њ (leftward responses. The median (which was within 0.2 mV of the mean) gave a good estimate of the resting potential motion). To quantify the degree of orientation tuning, each curve is fitted with the sum of two Gaussians of since for much more than half of the stimulus sequence the membrane potential stayed near rest. This was the identical width, constrained to peak 180Њ apart from one another:
case because most of the pixels lay outside the receptive field and therefore evoked no detectable response. (Figure 4 ), they eliminate information about one pixel at a time was then modulated to be either the hyperpolarizing responses of the cell and so were twice the background luminance of the screen (ON stimnot used for predicting orientation selectivity. ulus) or 0 luminance (OFF stimulus) for 50 ms, with an 8 ms interstimulus interval. In each trial, the 100 ON and 100 OFF stimuli were presented once in a pseudoranPrediction of Orientation Selectivity dom sequence. The complete sequence of stimuli was To predict orientation selectivity from the receptive field repeated many times, each time with a different pseudomaps of Figure 2d , we have made the simplest assumprandom order. Portions of two different sequences are tions possible: (1) that the response to any image is shown in Figure 2a , with each portion aligned on the equal to the sum of the inputs from individual pixels of occurrence of a dark stimulus in the eighth row and the receptive field, and (2) that the input from each pixel fourth column of the grid.
(in mV) can be determined from its response to the ON Responses to single stimuli ( Figure 2a ) were often and OFF flashing stimuli and from the instantaneous comparable in size to the spontaneous membrane pocontrast of the image at that pixel. tential fluctuations (data not shown). Clear depolarizaWe first determine R ij , the grating-evoked input from tions emerged, however, when responses were averthe pixel in the i th row and j th column. The contrast at aged across multiple trials (Figure 2a, bottom trace) . In each pixel passes through a large range (Ϯ64%) as the the population of 18 cells, the maximal spot response grating drifts by, whereas we have explicitly tested the averaged 6.3 Ϯ 0.9 mV, had a latency of 35 Ϯ 2 ms, and responses of each pixel with only two contrasts, a bright had a time to peak of 63 Ϯ 5 ms. For each cell, the stimulus at ϩ100% contrast and a dark stimulus at latency of the responses increased by no more than 12 Ϫ100% contrast. We must therefore estimate the comms from the center of the receptive field to periphery. plete contrast-response function for each pixel from the The instantaneous firing rate at the peak of the largest amplitude of the flashing-spot responses, R on and R off . response averaged 16 Ϯ 1.2 spikes/s (n ϭ 12), which
The simplest assumption is that the response to each was approximately ten times smaller than the peak firing pixel is proportional to contrast, but with a different rate evoked by an optimal grating stimulus. for a pixel in the ON region (solid curve), and one for a curves above, R ij (t,,sf), the response to the grating of the pixel in the ith row and jth column will be pixel in the OFF region (broken curve). The different colors for the right and left halves of the curves indicate R ij (t,,sf) ϭ that they are derived separately from the spot responses, R on and R off , which are indicated by the closed symbols. Note that for the ON region, we have illustrated a negative response to the OFF stimulus (and vice versa). We have found in simulations that a single random (compare Figures 2c and 2d ), presumably because a relatively tolerant threshold for significance was chosen. response of even modest amplitude located far outside the receptive field of a cell can significantly affect the (3) The eliminated responses tended to be in single, isolated pixels. (4) The eliminated responses tended to width and depth of orientation tuning predicted from the receptive field map. Therefore, to minimize the effects of have a negative slope starting at 0 latency, as would be predicted for a tail artifact or randomly timed noise. the tail artifact and of synaptic noise on the predictions, we attempted to filter out artifactual responses and For most cells, the filter had little effect on the predicted orientation tuning width. For a few cells, however, noise using two different methods. The first is statistical. In pixels where a nonzero, averaged response results the filter greatly improved the accuracy of the predictions, in some cases narrowing and in other cases from noise or a tail artifact, the response amplitude will fluctuate significantly from trial-to-trial, being large in broadening the prediction (Figure 5f ). As a result, the slope of the relationship between predicted and meaonly one or a few trials and close to zero in most others. In contrast, true responses from within the receptive sured Gaussian tuning width was nearly unchanged, whereas the correlation between the two measures was field should have a more consistent amplitude from trial to trial and rarely fall close to zero. Such differences greatly improved. Between Figure 5b and Figure the subregions (Figure 2c , for example). The method is 6), even for the case in which the widths at the two spatial frequencies differed by nearly a factor of 2. less objective than the statistical filter, but in all cases the rectangle was made slightly larger than the receptive field, whose borders were easily seen in the maps. Pre-
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Prediction of Spatial Frequency Selectivity dictions of orientation selectivity were then made from
The same methods used to predict orientation selectivity the pixels within the rectangle. As for the statistical filter, were also applied to the prediction of spatial frequency most cells were affected little by the windowing. Beselectivity in six cells (Figure 7) . If spatial frequency cause of a significant effect on the predictions for a tuning depends solely on receptive field geometry, the few remaining cells, however, the windowing greatly preferred spatial frequency should be related to the width improved the correlation between predicted and meaand relative displacement of the subfields in the direc- Figures 5h and 5l) predicted. This effect likely arises from the attenuation of was improved by both filtering methods, the points begeniculate cell responses at low frequencies that arises ing closer to the diagonal and less scattered.
from their center-surround organization, but which is not detected by our receptive field mapping procedure Figures 4a-4c One of the difficulties with feedforward models of orientation selectivity has been the apparent mismatch beand 4g-4i), we measured the orientation tuning at two different spatial frequencies. As predicted, in each cell tween the aspect ratios of simple cell subfields and the observed sharpness of orientation tuning. If the shape the tuning width was narrower at the higher spatial frequency (Figure 6 ). The scaled orientation tuning curves of the subfields is to account for orientation tuning, the sharper the orientation tuning is, the longer and narrower predicted from the maps matched the measured tuning curves extremely well at both spatial frequencies (Figure the subfields must be. In two experiments in which sim- LGN responses to small, briefly flashed spots will be in the applied to the maps. Thus, the untuned portion of the tuning curves was small compared to the tuned portion, linear range, whereas the response to high-contrast drifting gratings will be close to saturation levels so that and that small portion was reasonably well treated by the model in the majority of cells, well enough, at least, linear extrapolation will overestimate the response to the grating stimulus. Both geniculate response saturaso that the overall tuning width (Figures 5d, 5h, and 5k 
