Abstract. We derive the n-th order solution of the mixed Chen-Lee-Liu derivative nonlinear Schrödinger equation (CLL-NLS) by applying the Darboux transformation (DT). Such solutions together with the n-fold DT, represented by T n , are given in terms of determinant representation, whose entries are expressed by eigenfunctions associated with the initial "seed" solutions. This kind of DT technique is not common, since T n is related to an overall factor expressed by integrals of previous potentials in the procedure of iteration. As next step, we annihilate these integrals in the overall factor of T n , except the only one depending on the initial "seed" solution, which can be easily calculated under the reduction condition. Furthermore, the formulae for higher-order rogue wave solutions of the CLL-NLS are obtained according to the Taylor expansion, evaluated at a specific eigenvalue. As possible applications, the expressions and figures of non-vanishing boundary solitons, breathers and a hierarchy of rogue wave solutions are presented. In addition, we discuss the localization characters of rogue wave by defining their length and width. In particular, we show that these localization characters of the first-order rogue wave can be changed by the self-steepening effect in the CLL-NLS by use of an analytical and a graphical method.
Introduction
The nonlinear Schrödinger equation (NLS) is one of the most important equations in physics. This integrable equation can be rigorously derived as an approximation to governing equations of several nonlinear and dispersive media [1] [2] [3] [4] . Recently, a wide class of solutions, such as the Peregrine soliton [5] and multi-Peregrine soliton, also referred to as Akhmediev-Peregrine breathers [6] , of the NLS are intensively discussed in physical and mathematical communities [7] . The doubly-localized Peregrine soliton, which approaches a non-zero constant background in the infinite limit of the spatial and time variables, amplifies the amplitude of the carrier by factor of three at co-ordinates origin. Multi-Peregrine solitons [8] have similar dynamics, however, they generate much higher maximal peak amplitudes, compared to background [9] [10] [11] [12] [13] [14] [15] [16] . The Peregrine-type waves are suggested to explain and model the "rogue wave"(RW) phenomena. Mathematically speaking, modulationally unstable extreme waves admit high-intensity peaks, appearing from nowhere and disappearing without a trace, while evolving in time and space [17] . Recently, exact solutions of the NLS, describing a new form of modulation instability dynamics, have been derived [18, 19] . The concept of the RWs was first discussed in the studies of deep ocean waves [20] [21] [22] [23] , and gradually extended to other fields such as for instance for capillary water waves [24] , optical fibers [25] [26] [27] and Bose-Einstein condensates [28] . Only recently, experimental validation of such RW model has been successfully conducted in nonlinear fibers [26, 29] , in water wave tanks [30] [31] [32] [33] , and in plasmas [34, 35] . The latter experimental studies have been performed based on the NLS modeling evolution equation.
In addition to the NLS, there are many other equations admitting RW (or Peregrine-type) solutions such as the Hirota equation, the modified Korteweg-de Vries equation, the SasaSatsuma equation, the Fokas-Lenells equation, the NLS Maxwell-Bloch equation, the Hirota Maxwell-Bloch equation, the generalized NLS, the vector NLS, the derivative NLS, the variable coefficient NLS and derivative NLS, the Davey-Stewartson equation, and the KP-I equation . Lately, a rogue wave mode of the mixed Chen-Lee-Liu (CLL) and nonlinear Schrödinger equation (CLL-NLS) [60] ir t + r xx + |r| 2 r − i|r| 2 r x = 0 (1) has been reported [61] with the bilinear method. This nonlinear equation links the NLS and the CLL equation, described by [62] ir t + r xx + i|r| 2 r x = 0.
It has been shown experimentally that the CLL equation is a model for the evolution of optical pulses involving self-steepening (SS) without concomitant self-phase-modulation (SPM) [63] . In other words, the nonlinear term |r| 2 r x in CLL equation represents the SS effect. The SS effect of light pulses, originating from the propagation of light pulse in a medium with an intensity dependent index of refraction, was first introduced in [64] and was observed in optical pulses with possible shock formation [65] . It receives significant attention for the propagation of electromagnetic waves in fiber, using a femtosecond laser [66] . In mathematical terms, its source is the first nonlinear correction to the NLS for light pulse temporally narrow enough to violate the slowly-varying-envelope approximation [67] . Due to this fact, the isolated SS effect is less common in nature and is often studied in conjunction with SPM [68, 69] . In hydrodynamics, by ignoring the mean flow term, the CLL-NLS can be obtained from the Dysthe equation [70] , and is shown to be a desirable model [61] to motivate experiments also in a water wave tank, due to the existence of RW solutions, closely related to the modulation instability. Thus, the CLL-NLS has strong physical relevance and deserves further study.
In this paper, we shall study the CLL-NLS motivated by following problems.
• The construction of the DT for the CLL-NLS is highly non-trivial. For the CLL-NLS (1), although it was introduced thirty years ago as an integrable system [60] , its DT is not given explicitly during past three decades. Very recently, it has been shown that applying the latter technique to the CLL and CLL-NLS would engender major difficulties, due to the asymmetry of the Lax pair, see details in the appendix of [61] .
• In [61] , the authors derived the first-order RW solution of the CLL-NLS by applying the bilinear method, and they pointed out that it is a challenging task to determine the higher-order RW modes for the CLL equation. The CLL-NLS is a higher-order equation, compared CLL and NLS. Therefore, deriving higher-order RW modes of the CLL-NLS is even more demanding and worth to be investigated in details.
• How the localization characters of the CLL-NLS RW solution are changed by taking into account the SS effect? Is it possible to answer this question by an analytical and a graphical method?
Here, we present the DT of the CLL-NLS, and use it in the next step to get higher-order RWs. In addition, we study the impact of the SS term on the localization characters of the derived RW solutions. The paper is organized as follows. In section 2, we provide the determinant expressions of the n-fold DT and the formula of n-th order solution of the coupled CLL-NLS. In section 3, we prove the n-fold DT and the formula of n-th order solution in detail which possess an overall factor. Moreover, we manage to simplify the n-fold DT by eliminating the related integrals depending on the higher-order potentials in overall factor. In section 4, the reduction condition is considered and proved. As potential applications, we discuss the soliton solution with non-vanishing boundary condition, the breather solution and the RWs with several parameters, which are generated by multi-fold DT from a non-zero "seed". The corresponding figures are also plotted accordingly. Furthermore, we define the length and the width of the first-order RW solution and discuss its characteristic localization in an analytical and a graphical ways. Finally, the conclusion and discussion are given in the last section.
The n-fold DT for the coupled CLL-NLS
In this section, we consider the n-fold DT for the coupled CLL-NLS r t − ir xx + ir 2 q + rqr x = 0,
which reduces to the CLL-NLS while q = −r and the over-bar denotes complex conjugation.
These two equations in (3) are the compatibility conditions of the following Lax pair [71, 72] :
gives the eigenfunction of the Lax pair equations corresponding to λ k . We need n eigenfunctions to get the determinant representation of the n-fold DT.
Theorem 2.1. The n-fold DT for the coupled CLL-NLS is
The solutions (q n , r n ) generated by above n-fold DT have following determinant representations.
Theorem 2.2. The n-th order solutions r n and q n are
if n is odd,
the matrixes ∆ j n (j = 3, 4) are defined by
In theorem 2.1 and theorem 2.2, (q, r) is a "seed" solution of the coupled CLL-NLS, H is an overall factor in the formula of the DT involved with an integral function depending on q and r, which satisfies the following conditions
A general analytical expression of H is
Let a, c be two real constants, b = a 2 + (a − 1)c 2 , and then q = −r = c exp (i(ax + bt)) is a "seed" solution of the CLL-NLS. For this case,
which will be used to generate breather solution of the CLL-NLS by DT later.
Derivation of the n-fold DT
In this section, we derive the n-fold DT and the n-th order solutions for the coupled CLL-NLS in order to prove theorem 2.1 and theorem 2.2. To obtain the n-fold DT we consider the one-and two-fold DT at first, and then the n-fold DT can be obtained by iteration.
3.1. The one-fold DT. Without loss of generality, assuming the one-fold DT as 
, where U [1] and V [1] have the same form as U and V except that q and r are replaced by q 1 and r 1 . If so, we have
Lemma 3.1. Let one-fold DT of the coupled CLL-NLS be the form of (10), then it is given by
and the new solution (q 1 , r 1 ) generated by above T 1 from "seed" (q, r) is
Here, the overall factor H is given by (8) .
, 2) and substitute T 1 (10) into F , then
Note that b 1 and c 1 are equal to zero from coefficient of λ 3 , and then remaining coefficients of λ i (i = 0, 1, 2) imply
and
Let a 0 = d 0 = 0 according to the coefficients of λ in order to obtain the non-trivial solution.
After simple calculations, we obtain (
. Based on the above results and taking the similar procedure to the second formula of (11), we have ( 
is reasonable to let a 1 b 0 = µG, where G is the primitive integral function and µ is an integral constant. That is, G satisfies
Thus, G = H, if we disregard the integral constant. The explicit form of T 1 can be determined by
For convenience, let µ = −λ 1 , then unknown elements a 1 , d 1 , b 0 , and c 0 are solved by
That is, the form of one-fold DT is
and the new solution (q 1 , r 1 ) can be expressed as
Note that transformed eigenfunctions associated with new solution (q 1 , r 1 ) are
It is trivial to see Φ
In other words, T 1 annihilates its generating function which is a general property of the DT. Therefore, we have to use a transformed eigenfunction Φ
associated with λ 2 ( = λ 1 ) to generate the next step DT.
3.2.
The two-fold DT. By iteration, the two-fold DT for the coupled CLL-NLS is calculated as
, where
H 1 possesses the same form as H in (8) except q and r replaced by q 1 and r 1 . The definitions of H 1 and Φ [1] 2 are valid for H k and Φ
). According to the specific matrix forms of T 1 and T [1] 1 (λ, λ 2 ), then T 2 is expressed by
1 can be solved as follows according to Cramer's rule,
where δ k (k = 1, 2, . . . , 6) are defined by
Substituting above elements in matrix form of T 2 , then it becomes (19) and elements (T 2 ) ij (i, j = 1, 2) are given by following determinants
Note that the overall factor H 1 has an integral function depending on q 1 and r 1 . It implies that we need to conduct the one-fold DT to obtain the two-fold, so T 2 is not an explicit formula of the two-fold DT. Especially as one iterates the above method, more integrals in overall factors H k (k > 1) will be involved which depend on q k and r k . But q k and r k are so cumbersome that the explicit expressions of integrals in overall factors H k can not be calculated explicitly. That is, we can not get the explicit expressions of T k if H k can not be eliminated. Thus, eliminating the integrals in the overall factors H k is an unavoidable difficulty. The next Lemma provides a crucial step to deal with this difficulty. In following lemma, g
H k+1 is a constant.
Proof. On the one hand, according to the x-part of Lax pair for Φ [k] i and the k-th step of DT, a straightforward calculation implies
According to the definition of H k+1 ,
Thus,
On the other hand, according to the t-part of Lax pair for Φ [k] i , and the definition of H k+1,t , a straightforward calculation implies
, and
Above three expressions give
Q.E.D.
Based on lemma 3.2, let 
3.3. The n-fold DT. Let us consider the n-fold DT for the coupled CLL-NLS with the similar method as above. Since
where P l and σ 1 are defined by
Furthermore, P 0 is determined by
Here,
• if n is even,
Lemma 3.3. After the action of k-fold DT, the eigenfunction Φ j (j > k) related to λ j becomes
• if k is even
Remark: this lemma is obtained with the inductive method, and the detailed proof is omitted. Therefore, the explicit expression of P 0 is obtained as follows based on lemma 3.3.
Proof of theorem 2.1 and 2.2: Note that the kernel of T n consists of
Substituting (29) into these algebraic equations, the elements of P k (k = 1, 2, . . . , n) in n-fold DT are obtained by the Cramer's rule. So the theorem 2.1 is proved. And then theorem 2.2 is also derived by comparing the coefficient of λ n−1 in
Solutions of the CLL-NLS
In this section, we consider the DT and solution of the coupled CLL-NLS (3) under the reduction condition r = −q, which leads to the DT and solutions of the CLL-NLS.
then solution (q n , r n ) in theorem 2.2 preserves the reduction condition r n = −q n . This means that T n in theorem 2.1 is a n-fold DT of the CLL-NLS (1), and correspondingly, r n is an n-th order solution of the CLL-NLS (1).
Proof. When q = −r. From x-part of the Lax pair, we have
That is 
The same property can be obtained from the t-part of the Lax pair. Thus, it is obvious that 
 is a new eigenfunction related to λ k when λ k = λ j , and
Based on the above property of the eigenfunctions, we prove that the potentials q n and r n will satisfy the reduction condition, if the choices in (30) are adopted in n-fold DT.
Note that H =
For n = 2, let λ 2 = −λ 1 , then f 2 = g 1 and g 2 = f 1 . Therefore,
When n > 2, the reduction condition q n = −r n can also be obtained by iteration.
Next, we provide the solutions of the CLL-NLS, and then discuss their localization characters. To this end, the eigenfunctions associated with the "seed" solution are necessary according to the determinant representation of DT.
4.1.
Eigenfunctions for the Lax pair. In this subsection, we consider the solution for the Lax pair. To this end, let the seed solution
Substituting (33) into the Lax pair equations (4) and solving the eigenfunction as follows:
where S is defined by
and D is a constant. Note that
  is also an eigenfunction under the reduction condition r = −q. Thus, we can induce a new eigenfunction by the superposition principle:
Let λ = λ j , then Φ (35) leads to the eigenfunction Φ j related to λ j . Furthermore, when q = −r = c exp(iρ), the explicit expression of H is given in (9) . Now, with the help of theorems 2.2 and 4.1, we can present the solutions of the CLL-NLS.
4.2.
The soliton, breather and first-order rogue wave solutions. For n = 1, let λ 1 = iβ and D = 1 in theorem 2.2, then the first-order solution of the CLL-NLS is
It is obvious that r 1 leads to a periodic solution if S 1 > 0, and gives a soliton solution if S 1 < 0. When x and t tend to infinity, |r 1 | 2 tends to 2a − 2 (here a > 1). When S 1 < 0, |r 1 | reaches to its amplitude of |2β + c| at x = − 1 2 (4 β 2 + 2 + c 2 + 2 a) t. Thus, if 2a − 2 > |2β + c| 2 , it gives a dark soliton. Otherwise, it leads to a bright soliton with a non-vanishing boundary. That is, the CLL-NLS can give both bright soliton and dark soliton. This is different from the NLS, that depends on the signs of the dispersion and nonlinear parameter in order to admit rather dark or bright soliton solutions. The bright soliton and dark soliton solutions are shown in Fig. 1 .
For n = 2, let D = 1, λ 1 = α 1 + iβ 1 and λ 2 = −α 1 + iβ 1 in theorem 2.2, then
gives the second-order solution of the CLL-NLS. For convenience, let a = 2
with
Note that the trajectory of r 2 is defined by (4α > 0. Thus, we can get both the spacial periodic breather solution (similar to the Akhmediev breather [73] ) and the temporal periodic breather solution (similar to the Kuznetsov-Ma breather [74, 75] ). In fact, this solution r 2 can travel periodically along a straight line with a certain angle with x-axis and t-axis on the (x, t)-plane. Three kinds of breather solutions walking along different straight lines are shown in Fig. 2 .
After a simple analysis, we observe that the periodic of the breather solution is proportional to 1 K 0 , i.e. when K 0 tends to zero, the distance of two peaks goes to infinity which leaves only one peak locating on the (x, t)-plane. Thus, let c → 2β 1 , then r 2 in (38) leads to a new solution possessing only one local peak and surrounding two holes which is similar to the Peregrine solution and therefore, being an appropriate to model RWs. This kind of doubly-localized rational solution is described by
with x. When x and t tend to infinity, |r 2r | tends to 2β 1 . Moreover, the maximum peak amplitude is equal to 6β 1 , which is three times the background amplitude. The profiles are shown in Fig.  3 , and this solution is the same as presented in [61] .
4.3. The higher order rogue wave solutions. Inspired by above method, we consider the higher-order RWs of the CLL-NLS in this subsection. Generally, it is difficult to obtain higher order RWs from multi-breather solutions, since the explicit expression of n-th order breather is very difficult to calculate when n > 4. Similarly for the NLS, for which the formulae is given by theorem 2.2, is an indeterminate form 0 0 when eigenvalues λ k tend to a limit point (from breather to RW). Thus, we derive the higher-order RWs directly from the determinant expressions of solutions in theorem 2.2 by adopting a Taylor expansion [16, [47] [48] [49] . 
where ∆ k n (k = 1, 2, 3, 4) are defined by
Here, n i = i if i is odd and n i = i − 1 if i is even.
Note that D is a constant in (35), it is reasonable to choose
Here, D goes to 1 when goes to zero. Thus, there exist N + 1 free parameters (s 1 , s 2 , · · · , s N −1 ; a, c) in an N -th order RW solution. Next, we derive RWs with these parameters, and consider their dynamical evolution. For convenience, let a = −1 and c = 1 in the following context.
For N = 2, the second-order RW of the CLL-NLS is where s 1 is a free complex parameter. The maximum amplitude of |r 4r | is equal to 5 when s 1 = 0, which is obtained at (x = 0, t = 0). This solution is shown in Fig. 4(a) . Allocating different values to s 1 , we can obtain RWs which are distinct from the above one. For example, RWs with s 1 = 100−100i and s 1 = 100+100i are shown in Fig. 4(b) and Fig. 4(c) , respectively. Both of them possess three intensity peaks, located at different time and space values. Each peak is similar to a first-order RW, shown in Fig. 3(a) . Moreover, solution r 4r in Fig. 4(b) is different from the one in Fig. 4(c) , since three peaks in each solution are arrayed in different directions. For N = 3, according to theorem 4.2, we can obtain the third-order RW solution of the CLL-NLS equation. However, its expression, with two non-zero parameters s 1 and s 2 , is very cumbersome, so we just give the expression in the case The maximum amplitude is equal to 7 which occurs at (0, 0), its profile is shown in Fig. 5(a) . Let s 1 = 0 and s 2 = 0, we obtain other solutions which are different from the one given in Fig. 5(a) . In each of these solutions, the third-order RW is split into six intensity peaks which are similar to a first-order RW. These six peaks, located at different point of time and space, make up different profiles. As example, three such solutions are displayed in Fig. 5(b-d) with (s 1 , s 2 ) = (100, 0), (s 1 , s 2 ) = (0, 5000), and (s 1 , s 2 ) = (100, 13000), respectively. In Fig. 5(b) , these six intensity form a triangle. In Fig. 5(c) , they compose a pentagon with five peaks locating on the shell and the other one locating on the center. In Fig. 5(d) , three peaks compose a triangle and the other three peaks compose a part of a circular arc.
Let N = 4 in theorem 4.2, then r 8r gives a fourth-order RW of the CLL-NLS with three parameters s 1 , s 2 and s 3 . Let (s 1 , s 2 , s 3 ) = (0, 0, 0), r 8r leads to a solution with a highest peak surrounded by several gradually decreasing peaks in two sides along t-direction, which is the fundamental pattern and is shown in Fig 6(a) . The amplitude of this solution is 9 located at the origin of coordinate. Furthermore, allocating different values to (s 1 , s 2 , s 3 ), we obtain a hierarchy of solutions, which have a triangle pattern, a pentagon pattern, a circular pattern with a inner second-order fundamental pattern or triangle pattern. These solutions are shown in Fig. 6(b-c) and Fig. 7 .
All results generated by theorem 4.2 can be extended to the high-order RW if this is needed. That is, the explicit expressions and figures of other higher-order solutions can also be obtained in a straightforward manner. However, we omit them, for they are too cumbersome and too long to be explicitly written here. All solutions, presented above, are verified analytically by symbolic computation through a Maple computer software.
4.4.
The localization characters of rogue wave. In this subsection, we consider the localization characters of the RW of the CLL-NLS and the impact of SS effect on the localization. To this end, we need to define the length and width of the RW solution as described in [56] . In order to compare with the localization of the RW for the NLS [16, 56] , we replace parameters α 1 and β 1 with a and c in (39) . That is, we substitute α 1 = 1−a 2 (a < 1) and β 1 = c 2 into (39). In this case, the first-order RW of the CLL-NLS is expressed as follows:
As we all known, there exist two holes near the peak in the first-order RW. The two holes are located at P 1 = (
) and
). It is obvious that P 1 and P 2 are on the line l 1 : x = −2(3a − 2)t. On the background plane with height |r 2r | = c, the contour line is a hyperbola
which intersects with the line l 1 at two points P 3 = (
). We define that the tangential direction of hyperbola at two points P 3 and P 4 is the length-direction, which is described by a line l 2 : x = −(2a + 3/2c
2 )t. The density plot for |r 2r | 2 combining with the hyperbola and the length-direction is displayed in Fig. 8 . Since the contour line is not closed on the background in the length-direction, we have to select a contour |r 2r | 2 − 2c 2 = 0 with height twice the background such that it is closed. This closed contour is useful to discuss the localization characters of the the first-order RW, and it intersects with the length-direction at two points. Define the distance d L of these two points as the length of the first-order RW, and define the projection d W of |P 1 P 2 | on width-direction, which is perpendicular to the length-direction, as the width of the first-order RW. Through a simple calculation, we have 
The length d L and width d W are related to a and c, and their profiles are plotted in Fig. 9 . If one fixes the parameter c, the length decreases with the increasing of a at first and then increases until a = 1. On the other hand, the width increases at first, decreases, and then increases until a = 1. For example, When c = 1, the length decreases with a if a ∈ (−∞, −0.88) and increases with a if a ∈ (−0.88, 1). At the same time, the width increases with a if a ∈ (−∞, −0.69) or a ∈ (0.52, 1) and decreases with a if a ∈ (−0.69, 0.52). Furthermore, when a tends to −∞, d Fig. 10(a) .
In order to consider the impact of the SS effect on the localization characters of the RW, we define the length and width of the RW as above for the NLS ir t + r xx + |r| 2 r = 0, which is given by deleting the SS term in the CLL-NLS. After taking a scaling transformation (because of the different coefficient of nonlinear term), the first-order RW of the NLS can be obtained from the result of [16] . Then the length and width of the first-order RW of the NLS are expressed by
and the length direction is described by a line l 2N LS : x = 2at. Set c = 1, then d and the maximum √ 3 at a = 0, respectively. It implies that the maximum of width and the minimum of length of the RW for the NLS are roughly equal to the corresponding values of the RW for the CLL-NLS. The width of the RW for the NLS also tends to 0 when a → ±∞. However, the length tends to +∞ when a → ±∞. There is no oscillation interval for the width of the RW solution of the NLS, which is different from the analogous CLL-NLS. The profiles of d Fig. 10(b) . Furthermore, we notice that 
Localization NLS<CLL-NLS Indeterminate NLS>CLL-NLS Indeterminate NLS>CLL-NLS Table 1 . NLS<CLL-NLS means the localization of RW in the CLL-NLS is better than NLS, since the width and length of the CLL-NLS RW is smaller compared to the NLS, respectively. NLS>CLL-NLS is the opposite case.
if a ∈ (−2.53, −0.33) or a ∈ (0.67, 1) in the case of c = 1. These detailed comparisons on localization characters of the first-order RWs are given in table 1 and Fig.11 . This analysis is visually verified by contours of |r| 2 at heights, being twice higher than the background in Fig.12 . Furthermore, since the length and the width of the first-order RW of CLL-NLS are smaller than the corresponding NLS case when a < −2.53, respectively, this latter is therefore better than the corresponding NLS one. The opposite case is valid for −0.47 < a < −0.33 and 0.67 < a < 1, where the CLL-NLS RW is worse. Unfortunately, we are not able to compare the localization properties, when a belongs to one of the other two intervals, shown in the third and fifth column of table 1. This is due to the fact that the width and length of the corresponding localization is alternatively smaller or bigger for the CLL-NLS compared to the NLS. In other words, the SS term in the CLL-NLS gives a remarkable change of the localization's properties of the first-order RW, although we are not able to claim, if the RW localization for this equation is rather improved or destroyed by this term at different points (a, c), in the parameter space. This is the first impact of the SS term on RW solutions of the CLL-NLS. As second impact, we emphasize that the SS term induces a strong rotation of the direction length on the RW of the CLL-NLS by comparing the two lines l 2 and l 2N LS . These two impacts are demonstrated intuitively by contours at a height 2c 2 of the modulus square for the first-order RWs of the CLL-NLS and of the NLS in Fig. 12 .
Conclusions
In this paper, the determinant representation of n-fold DT for the coupled CLL-NLS is explicitly constructed. The expression of the n-fold DT and the formula of the n-th order solution are given in theorem 2.1 and theorem 2.2, respectively. Indeed, it is not obvious to derive solutions for the CLL-NLS, as for the NLS. This is due to the fact that the kernel of the one-fold DT of the CLL-NLS is one dimensional and the n-fold DT depends on overall factors, which are involved with integrals of previous potentials (q, r), (q 1 , r 1 ), (q 2 , r 2 ), . . . , (q n−1 , r n−1 ). This induces difficulties to calculate the analytic expressions with increase of iterative terms. Especially, for the case of multi-Peregrine solutions. After a rigorous analysis, we managed to find that the integral of (q k+1 , r k+1 ) is related to the quotient of k-th order eigenfunction. The proof is given in lemma 3.2. Finally, there exists only one integral which depends on the "seed" solution in the odd order DT, which can be easily calculated. From the non-vanishing boundary conditions, we obtain analytic expressions of solutions of the CLL-NLS equation under the reduction condition, such as bright and dark soliton, breathers and the first-order RW solution. In particular, higher-order RWs of the CLL-NLS are obtained according to theorem 4.2. Thus, these results solve indeed the two problems we have already mentioned in introduction, i.e. we present the DT for higher-order RWs of the CLL-NLS. We also show that the "difficulty" in the construction of the DT for CLL-NLS [61] is due to the appearance of the overall factor.
By applying the contour method, we define the length and width of the RW as [56] . This provides an efficient tool to compare analytically the localization characters of the RW of the CLL-NLS and of NLS. By using analytical formulae for the localization characters (length and width) of the RW, we notice two impacts related to the SS term in the CLL-NLS equation: a noticeable change of localization and a strong rotation of the length direction. This has been obtained by an analytical and a graphical ways in subsection 4.4. Moreover, for a given c, the length and width of the RWs in the CLL-NLS and NLS are not monotonic functions of a. In other words, the parameter a changes the localization of the RW in a complicated way, and then it is not possible to claim rather the localization of the RW for the CLL-NLS is rather improved or destroyed by the SS term. This result provides indeed useful information for possible laboratory realizations, taking into account the SS effects in order to control RW localizations.
The method dealing with the difficulties in the DT, due to the appearance of the overall factor, may be generalized to other equations with higher-order nonlinear terms, such as the generalized nonlinear Schrödinger equation (GNLS) [60, 76] iu t + u xx − 2 |u| 2 u + 4β 2 |u| 4 u + 4i β(|u| 2 ) x u = 0.
The n-fold DT for the GNLS was given in [77] . The eqs. (2.11), (2.23) and (3.5) in [77] imply that the DT of the GNLS has an overall factor A N . Therefore, the analytic expression of A N in the N -th order solution can be calculated. However, this is not an easy task to derive the exact analytical form of the overall factor A N , when N is larger than two. The latter authors solved it for N = 1 and N = 2 from the zero "seed" solution in order to get soliton solutions in this case. Very recently, RW solutions of the GNLS have been discussed and the from a non-zero "seed" DT expression of the first-order RW u [2] , presented in [77] , has been reported in [43] . Furthermore, in the same work [43] , the authors presented the modulus of the second-order RW |u [3] |, while the modulus of the overall factor |α 2 3 | = 1, although this solution is related to the overall factor α 3 , explicitly. Note that overall factors are functions of integrals rather than constants. Hence, it is necessary to solve the overall factor A N (or α N ), if we intend to get explicit and analytical forms of the higher-order solitons and RWs of the GNLS by the DT method. This would obviously require and motivate further work and analysis. , and β 1 = 0.52. 
