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Abstract
The main theme of this thesis is the representation theory of quantum Lie algebras.
We develop graphical calculation methods. Jones-Wenzl projectors for Uq(sl(2,C))
are very powerful tools to find not only invariants of links but also invariants of 3-
manifolds. We find single clasp expansions of generalized Jones-Wenzl projectors for
simple Lie algebras of rank 2. Trihedron coefficients of the representation theory for
Uq(sl(2,C)) has significant meaning and it is called 3j symbols. Using single clasp
expansions for Uq(sl(3,C)), we find some trihedron coefficients of the representation
theory of Uq(sl(3,C)). We study representation theory for Uq(sl(4,C)). We conjecture
a complete set of relations for Uq(sl(4,C)).
v
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Chapter 1
Introduction
There has been big progress in the theory bridging Lie algebras and low-dimensional
topology. These developments are based on quantum groups, braided categories and
new invariants of knots, links and 3-manifolds. After the discovery of the Jones poly-
nomial [Jon85] [Jon87], Reshetikhin and Turaev [RT90] [RT91] showed that braided
categories derived from quantum groups provide a natural generalization of the Jones
polynomial.
One of the developments is that a category of tangles with skein relations leads
to a braided category. If we decorate each component of a tangle by a module over
a simple Lie algebra, the category becomes a ribbon category. Then we can get an
invariant of links, and sometimes 3-manifolds, from a functor constructed in [Tur94].
To develop this theory further, we would like to generalize the Jones-Wenzl projectors
in the Temperley-Lieb algebra to the quantization of other simple Lie algebras. The
n-th Temperley-Lieb algebra is realized as the algebra of intertwining operators of the
Uq(sl(2,C))-module V
⊗n
1 , where V1 is the two-dimensional irreducible representation
of Uq(sl(2,C)). For each n, the algebra Tn has an idempotent fn such that fnx =
xfn = ǫ(x)fn for all x ∈ Tn and fnfn = fn, where ǫ is an augmentation. These
idempotents were first discovered by V. Jones [Jon83] and H. Wenzl [Wen87], and
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they found a recursive formula:
fn = fn−1 +
[n− 1]
[n]
fn−1en−1fn−1.
So they are named Jones-Wenzl idempotents(Projectors). Kuperberg [Kup96]
defines a generalization of the Temperley-Lieb category to the three rank two Lie
algebras sl(3,C), sp(4) and G2. These generalizations are called combinatorial rank
two spiders. Also he has proved that Jones-Wenzl projectors exist for simple Lie
algebras of rank 2 and he called them clasps. We will study how they can be expanded
inductively in Chapter 2.
The skein module theory allows not only links but also graphs. The invariants
of the two simplest nontrivial trivalent graphs, the trihedron and tetrahedron, have
significant meaning and they are called 3j and 6j symbols. So we can naturally ask
how to compute trihedron coefficients for Uq(sl(3,C)) as suggested in [Kup96]. In
Chapter 3, we will apply our clasp expansions to find some trihedron coefficients for
Uq(sl(3,C)).
Kuperberg’s generalization of the Temperley-Lieb algebra is a set of generators
and relations for each rank 2 Lie algebra [Kup96]. The generators are easy to find,
but to get a complete set of relations is a challenging problem. In Chapter 4, we
follow Kuperberg’s method to find some relations. We conjecture a complete set of
relations of Uq(sl(4,C)).
1.1 Preliminaries
For simple terms, we refer to [Hum72] [Kas95] and [CKT97].
Quantum integers are defined as
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[n] =
qn/2 − q−n/2
q1/2 − q−1/2
[0] = 1
[n]! = [n][n− 1] . . . [2][1]

n
k

 = [n]!
[k]![n− k]!
Let sl(n,C) be the Lie algebra of complex n × n-matrices with trace zero. Let
Ei,j be the elementary matrix whose entries are all zero except 1 in the (i, j)-th entry.
Let Ei = Ei,i+1, Fi = Ei+1,i and Hi = Ei,i − Ei+1,i+1 where 1 ≤ i ≤ n − 1, then they
generate sl(n,C) with relations:
[Hi, Hj] = 0 for i, j = 1, 2, . . . , n− 1
[Hi, Ej] = αj(Hi)Ej for 1 ≤ i, j ≤ n− 1
[Hi, Fj] = −αj(Hi)Fj for 1 ≤ i, j ≤ n− 1
[Ei, Fj ] = δijHi for 1 ≤ i, j ≤ n− 1
[Ei, Ej ] = 0 if |i− j| ≥ 2
[Fi, Fj ] = 0 if |i− j| ≥ 2
[Ei, [Ei, Ej]] = 0 if |i− j| = 1
[Fi, [Fi, Fj ]] = 0 if |i− j| = 1
where αi is a linear form defined by
αj(Hi) =


2, if i = j
−1, if |i− j| = 1
0, Otherwise
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The quantum group Uq(sl(n,C)) is an associative algebra over C(q) with genera-
tors, Ei, Fi, K
±
i with 1 ≤ i ≤ n− 1, and relations:
KiK
−1
i = 1 = K
−1
i Ki for i = 1, 2, . . . , n− 1
KiEj = q
αj(Hi)EjKi for i, j = 1, 2, . . . , n− 1
KiFj = q
−αj(Hi)FjKi for i, j = 1, 2, . . . , n− 1
[Ei, Fj ] = δij
Ki −K
−1
i
q − q−1
for i, j = 1, 2, . . . , n− 1
[Ei, Ej ] = 0 if |i− j| ≥ 2
[Fi, Fj ] = 0 if |i− j| ≥ 2
E2iEj − (q + q
−1)EiEjEi + EjE
2
i = 0 if |i− j| = 1
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0 if |i− j| = 1
Let h be the Lie subalgebra of sl(n,C) generated by Hi and let Λ ∈ h be the
integral lattice of linear forms onHi where n−1 ≥ i ≥ 1. Let λ ∈ Λ, ǫ = (ǫ1, . . . , ǫn−1),
then there is a unique universal highest weight module, a Verma Module, with highest
weight (λ, ǫ). M(λ, ǫ) has a unique simple quotient L(λ, ǫ) which is highest module
with highest weight (λ, ǫ). Then L(λ, ǫ) is finite dimensional if and only if λ is
dominant weight. One can see that as Uq(sl(n,C)) module
L(λ, ǫ) ∼= L(λ, 0)⊗ L(0, ǫ).
So we can study L(λ, 0) which is denoted by L(λ). Then there is a theorem which
connects studies of Uq(sl(n,C)) modules and sl(n,C) modules.
Theorem 1.1 [CKT97]
i) Any finite dimensional simple Uq(sl(n,C)) module is of the form L(λ, ǫ) where λ is
dominant weight and ǫ ∈ (Z/2Z)n−1.
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ii) The character ch(L(λ)) is given by the same formula as the character of simple
sl(n) module parameterized by the same highest weight.
iii) The multiplicity of a simple module L(ν) in the decomposition of the tensor prod-
uct L(λ) ⊗ L(µ) of two simple modules is the same as for the decomposition of the
corresponding sl(n,C) module.
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Chapter 2
Single Clasp Expansions for Rank
2 Lie Algebras
2.1 Introduction
Let Tn be the n-th Temperley-Lieb algebra with generators, 1, e1, e2, . . . , en−1, and
relations:
e2i = −(q
1
2 + q−
1
2 )ei
eiej = ejei if |i− j| ≥ 2
ei = eiei±1ei
For each n, the algebra Tn has an idempotent fn such that fnx = xfn = ǫ(x)fn
for all x ∈ Tn, where ǫ is an augmentation. These idempotents were first discovered
by V. Jones [Jon83] and H. Wenzl [Wen87]. They found a recursive formula:
fn = fn−1 +
[n− 1]
[n]
fn−1en−1fn−1
as in the following figure where we use a red box to represent fn:
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n
n
=
n− 1
n− 1
+
[n− 1]
[n]
n− 1
n− 2
n− 1
(2.1)
So they are named Jones-Wenzl idempotents(projectors). We will recall an al-
gebraic definition of Jones-Wenzl projectors in section 1. We refer to [Kup96] for
definitions, notation and simple calculations. We provide single clasp expansions of
generalized Jones-Wenzl projectors for Uq(sl(3,C)) in section 2. In section 3 we study
single clasp expansions of generalized Jones-Wenzl projectors for Uq(sp(4)).
2.2 Single Clasp Expansion for Uq(sl(2,C))
First we recall another definition of Jones-Wenzl projectors and single clasp expan-
sions for Uq(sl(2,C)). Then we use it to find trihedral coefficients for Uq(sl(2,C)).
2.2.1 Jones-Wenzl Projector for Uq(sl(2,C))
Let us give a precise definition [Kho97] of a clasp for U(sl(2,C)). Let Vi be an
irreducible representation of highest weight i. Then in : Vn → V
⊗n
1 is defined by
in(v
m) =

 n
n−m
2


−1 ∑
s,|s|=m
q||s||−vs1 ⊗ . . .⊗ vsn
and πn : V
⊗n
1 → Vn is defined by
πn(v
s1 ⊗ vs2 ⊗ . . .⊗ vsn) = q−||s||+v|s|
where s = (s1, s2, . . . , sn), si = ±1, |s| =
∑
si and ||s||+ =
∑
i<j{si > sj},
||s||− =
∑
i>j{si > sj} and {a > b} = 1 if a > b, and 0 otherwise.
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Then the composition in ◦ πn is called a Jones-Wenzl projector, denoted by pn. It
has the following properties 1) it is an idempotent 2) pnei = 0 = eipn where ei is a
U-turn from the i-th to the i+ 1-th string as in the following figures.
n n n = n n , n
k
n− k − 2
= 0
We can generalize the second property as follows: if we attach a web with a cut
path with less weight, then it is zero. Then we can axiomatize these two properties
to define generalized Jones-Wenzl projectors for any simple Lie algebra. Kuper-
berg [Kup96] proved that Jones-Wenzl projectors exist for simple Lie algebra of rank
2 and he called clasps (sometimes they are called magic weaving elements or boxes).
Here, we will call them clasps. For Uq(sl(2,C)), it is known that we can inductively
expand it as in equation 2.1. For advanced calculations, the single clasp expansion in
equation 2.2 is very useful and has been used in [Kho97] for some beautiful results. By
symmetry, there are four different positions for the single clasp expansion depending
on where the clasp of weight n − 1 is located. For equation 2.2, the clasp is located
at the southwest corner, which will be considered the standard expansion, otherwise,
we will state the location of the clasp.
n
n
=
n∑
i=1
ai
n− 1
i 1
(2.2)
Proposition 2.1 The coefficients in equation 2.2 are
ai =
[n+ 1− i]
[n]
.
Proof: By attaching a U turn at consecutive strings to the top, we have the following
n− 1 equations.
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an−1 − [2]an = 0.
For i = 1, 2, . . . , n− 2,
ai − [2]ai+1 + ai+2 = 0.
One can see that these equations are independent. By attaching the clasp of
weight n to the bottom of every web in equation 2.2, we get a1 = 1 by the properties
of a clasp. This process is called a normalization. Then we check the answer in the
proposition satisfies these equations. Since these webs in equation 2.2 form a basis,
these coefficients are unique. 2
2.2.2 Applications of Single Clasp Expansions for Uq(sl(2,C))
We can easily prove the following propositions using the single clasp expansion of
Uq(sl(2,C)). Let a+ b = c+ d and b = min{a, b, c, d}.
c d
a b
=
b∑
k=0
ak c− k b− k
k
k
a b
c d
d− b
(2.3)
Proposition 2.2 The coefficients in equation 2.3 are
ak =
[c]![b]![a + b− k]!
[c− k]![b− k]![k]![a + b]!
.
Proof: We induct on a + b. If a + b = 1, it is clear. Without loss of generality,
we assume that a ≥ b. Denote the diagram corresponding to the coefficient ak in the
right hand side of equation 2.3 by D(k). By applying a single clasp expansion for
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the clasp of weight a + b, then a single clasp expansion of the clasp located at the
northeast corner, we get
c d
a b
=
a b
a b− 1
c d− 1
c d
−
[a][c]
[a + b][a + b− 1]
a− 1
c− 1
b− 1
d− 1
a b
c d
By induction, the right side equals
b−1∑
k=0
[c]![b− 1]![a + b− 1− k]!
[c− k]![b− 1− k]![k]![a + b− 1]!
D(k)
+
[a][c]
[a+ b][a + b− 1]
b−1∑
k=0
[c− 1]![b− 1]![a + b− 2− k]!
[c− 1− k]![b− 1− k]![k]![a + b− 2]!
D(k + 1)
= D(0) +
b−1∑
k=1
(
[c]![b− 1]![a+ b− 1− k]!
[c− k]![b− 1− k]![k]![a + b− 1]!
+
[a][c]
[a+ b][a + b− 1]
[c− 1]![b− 1]![a+ b− 2− (k − 1)]!
[c− 1− (k − 1)]![b− 1− (k − 1)]![k − 1]![a+ b− 2]!
)D(k)
+
[a][c]
[a+ b][a + b− 1]
[c− 1]![b− 1]![a+ b− 2− (b− 1)]!
[c− 1− (b− 1)]![b− 1− (b− 1)]![b− 1]![a + b− 2]!
D(b)
= D(0) +
b−1∑
k=1
[c]![b]![a + b− k]!
[c− k]![b− k]![k]![a + b]!
(
[b− k][a + b] + [k][a]
[b][a + b− k]
)D(k)
+
[c]![b]![a]!
[c− b]![0]![b]![a + b]!
D(b) =
b∑
k=0
[c]![b− 1]![a+ b− k]!
[c− k]![b− k]![k]![a + b]!
D(k).
We use a well-known identity for quantum integers,
[m+ r][n + r] = [m][n] + [m+ n + r][r]
in the 6-th line of the above equation with n = −a,m = −k and r = a+ b. 2
Next we look at the trihedron coefficient(or 3j symbol) [Lic72] [MV94] [Tur94].
CHAPTER 2. Single Clasp Expansions for Rank 2 Lie Algebras 11
Proposition 2.3 The trihedron coefficient is
j
j
i k
= (−1)i+j+k
[i+ j + k + 1]![i]![j]![k]!
[i+ j]![j + k]![i+ k]!
.
Proof: The idea of the proof is identical to the previous proposition. We induct on
i+ j + k. If i+ j + k = 1, it is just a circle, so its value is
−[2] = (−1)1
[2]![1]![0]![0]!
[1]![1]![0]!
.
We apply a single clasp expansion for the clasp of weight i + k, then another single
clasp expansion, for which the clasp is located at the northeast corner. By induction,
we have
= −
[j + k + 1]
[j + k]
(−1)i+j+k−1
[i+ j + k]![i]![j]![k − 1]!
[i+ j]![i+ k − 1]![j + k − 1]!
+
[i][i]
[i+ k][i+ k − 1]
(−1)i+j+k−1
[i+ j + k]![i− 1]![j + 1]![k − 1]!
[i+ j]![i+ k − 2]![j + k]!
= (−1)i+j+k
[i+ j + k + 1]![i]![j]![k]!
[i+ j]![i+ k]![j + k]!
(
[i+ k][j + k]
[i+ j + k + 1][k]
−
[i][j + 1]
[i+ j + k + 1][k]
)
= (−1)i+j+k
[i+ j + k + 1]![i]![j]![k]!
[i+ j]![i+ k]![j + k]!
2
2.3 Single Clasp Expansion for Uq(sl(3,C))
A complete set of relations for skein theory of Uq(sl(3,C)) as given in equations 2.4
2.5 2.6 was found in [Kup96]. There is a relation for every elliptic face, a face with less
than 6 edges. We call the relation 2.6 a rectangular relation and the first(second) shape
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in the right side of the equality is called a horizontal(vertical, respectively) splitting.
For several reasons, such as positivity and integrality, we use −[2] in relation 2.5 but
one can use a quantum integer [2] and get an independent result. If one uses [2], one
can rewrite all results in here by multiplying each trivalent vertex by the complex
number i.
= [3] (2.4)
= −[2] (2.5)
= + (2.6)
A clasp for Uq(sl(3,C)) can be defined axiomatically: 1) it is an idempotent and
2) if we attach a U turn or a Y , it becomes zero. An explicit definition of clasps for
Uq(sl(3,C)) can be found in [Kup96].
First we look at a single clasp expansion of the clasp of weight (a, 0) where the
weight (a, b) stands for aλ1+bλ2 and λi is a fundamental dominant weight of sl(3,C).
Each directed edge represents Vλi, the fundamental representation of the highest
weight λi. We might use the notation +,− for Vλ1 , Vλ2 but it should be clear.
We recall the usual partial ordering of the weight lattice of lattice of sl(3,C) as
aλ1 + bλ2 ≻ (a+ 1)λ1 + (b− 2)λ2
aλ1 + bλ2 ≻ (a− 2)λ1 + (b+ 1)λ2.
A cut path is a path which is transverse to strings of web, and the weight of a cut
pass is (a, b) if it passes a strings decorated by Vλ1 and b strings decorated by Vλ1 .
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2.3.1 Single Clasp Expansions of a Clasp of Weight (n, 0) and (0, n)
A basis for the single clasp expansion is given in equation 2.7. If we attach a Y on
the top of webs in the equation 2.7, there is at least one elliptic face on which we
can apply our relations. This process gives us exactly the same equations we got for
Uq(sl(2,C)). Thus, we can easily establish proposition 2.4. Moreover, this single clasp
expansion holds for any Uq(sl(n,C)) where n ≥ 4 because Uq(sl(3,C)) is naturally
embedded in Uq(sl(n,C)). Later we will mention the importance of this fact. As same
as for Uq(sl(2,C)), there are four different positions for the single clasp expansions
for Uq(sl(3,C)) so we use the same convention we used for single clasp expansion for
Uq(sl(2,C)).
n
. . .
n
=
n∑
i=1
ai
n− 1
. . .
i
. . .
1
(2.7)
Proposition 2.4 The coefficients in equation 2.7 are
ai =
[n+ 1− i]
[n]
.
Also, we can easily find a single clasp expansion of the clasp of weight (0, b) by
reversing arrows.
2.3.2 Single Clasp Expansions of a Non-segregated Clasp of Weight (a, b)
The most interesting case is a single clasp expansion of the clasp of weight (a, b).
First of all, we find the dimension of Inv(V ⊗a+1λ1 ⊗ V
⊗b
λ2
⊗ V(b−1)λ1+aλ2) in lemma 2.5.
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Lemma 2.5
dim(Inv(V ⊗a+1λ1 ⊗ V
⊗b
λ2
⊗ V(b−1)λ1+aλ2)) =


a if b = 0
(a+ 1)b if b > 0
Proof: For b = 0, the result follows from proposition 2.4. We induct on b to show
the multiplicity of Vaλ1+(b−1)λ2 , V(a+1)λ1+bλ2 and V(a−1)λ1+(b+1)λ2 in the decomposition
of V ⊗a+11,0 ⊗V
⊗b
0,1 into irreducible representations are (a+1)b, 1 and a respectively. By
a simple application of Schur’s Lemma, we find that the dimension of Inv(V ⊗a+1λ1 ⊗
V ⊗bλ2 ⊗ V(b−1)λ1+aλ2) is equal to the multiplicity of Vaλ1+(b−1)λ2 in the decomposition of
V ⊗a+1λ1 ⊗ V
⊗b
λ2
into irreducible representations. 2
Lemma 2.5 work for any An where n ≥ 2 by replacing λ2 by λn. Moreover the
single clasp expansion of the clasp of weight aλ1+ bλn as in equation 2.7 is also true
for any Uq(sl(n,C)) where n ≥ 3.
We need a set of basis webs with nice rectangular order, but we can not find one
in the general case. Even if one find a basis, they have many hexagonal faces which
make it very difficult to get numerical relations. So we start from an alternative,
non-segregated clasp. A non-segregated clasp is obtained from the segregated clasp
by attaching a sequence of H ’s until we get the desired shape of edge orientations.
Fortunately, there is a canonical way to find by putting H from the leftmost string of
weight λ2 or − until it reach to the desired position. In the following lemma, we will
show the non-segregated clasp is well defined. The following figure is an example of
a non-segregated clasp of weight (2, 3) and how to obtain it from a segregated clasp
of weight (2, 3).
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+−
+
− + −
− + − +
=
+−
+
− + −
− + − +
Lemma 2.6 Non-segregated clasps are well-defined.
Proof: Let α be a sequence of H ’s which induce the same non-segregated clasp. We
find the first string from the leftmost of sign − which does move to right. If there is
no such a string, then the clasp is canonical. Otherwise, there exist two consecutive
H ’s which can be removed by the horizontal splitting because it had to reach the
desired position. We induct on the length of the sequence and it completes the proof.
2
We also find that non-segregated clasps satisfy two properties of segregated clasps.
Lemma 2.7 1) Two consecutive non-segregated clasps is equal to a non-segregated
clasp.
2) If we attach a web to a non-segregated clasp and if it has a cut path of which
weight is less than the weight of the clasp, then it is zero.
Proof: Since there is two consecutive non-segregated clasps, we see that the bottom
end of the upper non-segregated clasp and the top end of the lower non-segregated
clasp are the same non-segregated. Since non-segregated clasp does not depend on
the choice of order of attaching H ’s, we fix the canonical one for the both side then
we an see that one is the other’s inverse, the inverse is just the horizontal reflection.
Therefore, all the H ’s in the middle cancel out and standard clasps are idempotents.
The second part is obvious because adding H ’s does not change the weight of the
minimal path so we can change to a segregated clasp by adding more H ’s. Then the
clasp becomes zero. 2
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The following equation 2.8 is a single clasp expansion of a non-segregated clasp
of weight (a, b). Let us denote the web corresponding to the coefficient ai,j by Di,j.
These webs form a basis because there are no applicable relations.
. . .
b a+ 1
. . .
=
b∑
i=1
a∑
j=0
aij
1 i− 1 j 1
i− 1 j
. . . . . .
. . . . . .
(1) (2)
(2.8)
Kuperberg [Kup96] showed that for a fixed boundary, interior can be filled by
a cut out from the hexagonal tiling of the plane with the given boundary. For our
cases, there are two possible fillings but we use the maximal cut out of the hexagonal
tiling. We draw examples of the case i = 6, j = 5 and the first one in equation 2.9 is
not maximal cut out and the second one is the maximal cut out which fits to the left
rectangle and the last one is the maximal cut out which fits to the right rectangle as
the number indicates in equation 2.8.
,
(1)
,
(2)
(2.9)
Theorem 2.8 The coefficients in equation 2.8 are
ai,j =
[b− i+ 1]
[b]
[b+ j + 1]
[a+ b+ 1]
.
Proof: As usual, we attach a Y or a U turn to find one exceptional and three types
of equations as follow.
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[3]a1,0 − [2]a1,1 − [2]a2,0 + a2,1 = 0.
Type I : For j = 0, 1, . . . , a,
ab−1,j − [2]ab,j = 0.
Type II : For i = 1, 2, . . . , b− 2 and j = 0, 1, . . . , a.
ai,j − [2]ai+1,j + ai+2,j = 0.
Type III : For i = 1, 2, . . . , b and j = 0, 1, . . . , a− 2.
ai,j − [2]ai,j+1 + ai,j+2 = 0.
We establish the following lemma 2.9 first.
Lemma 2.9 Let a1,0 = x, then the coefficients in the equation 2.8 is
ai,j =
[b− i+ 1]
[b]
[b+ j + 1]
[b+ 1]
x.
Proof: First we can see that the right side of equation 2.8 is a basis for a single clasp
expansion because its number of the webs is equal to the dimension as in lemma 2.5
and none of these webs has any faces. Second we find that these equations has at
least (a+ 1)b independent equations. Then we plug in these coefficients to equations
to check that they are the right coefficients. 2
Usually we normalize one basis web in the expansion to get a known value. But
we can not normalize for this expansion yet because it is not a segregated clasp. Thus
we use lemma 2.12 to find that the coefficient of a1,a is 1. Then, we get x =
[b+1]
[a+b+1]
and it completes the proof of the theorem. 2
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2.3.3 Double Clasp Expansion of a Segregated Clasp of Weight (a, b)
Now we study a single and a double clasps expansion of a segregated clasp of weight
(a, b). We will start with an example, a single clasp expansion of a clasp of weight
(2, 2). To apply theorem 2.8, we add some H’s to change the segregated clasp to a
non-segregated clasp.
=
Then we expand the clasp. In the following equation 2.10, we will omit the
direction of edges unless there is an ambiguity.
[3]
[5]
+
[4]
[5]
+
[5]
[5]
+
[1][2]
[3][5]
+
[1][2]
[4][5]
+
[1][2]
[5][5]
(2.10)
These webs can be expanded using relations. For example, the first one can be
expanded by equation 2.6 as
= − [2]
For some small cases, we can expand this way but it will be difficult to manage
all possible expansions. An other way to look at this expansion is to use paths : since
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there are five points on the top and three points right above the clasp and these three
points have to be connected to points on the top (otherwise, we have a cut path with
weight less than (2, 1) which makes the web zero), we have two Y ’s or one U turn.
We first find all possible disjoint, monotone(except at Y’s) paths connecting these
points. For the web on above example, there are eight possibilities as follows.
, , ,
, , , (2.11)
If we examine them to determine whether it will appeared in the actual expansion,
the first two in the second row appear but the rest of them do not. One can see that
U turn can appear only once at the very top.
CHAPTER 2. Single Clasp Expansions for Rank 2 Lie Algebras 20
= [3]
[5]


−[2] − [2]


+ [4]
[5]


−[2] + +


+ [5]
[5]


+


+ [1][2]
[3][5]


+ +


+ [1][2]
[4][5]


+ +


+ [1][2]
[5][5]


+


(2.12)
Thus, we get a single clasp expansion of a clasp of weight (2, 2) as follows.
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= + [1]
[2]
− [1]
[2][5]
− [2]
[5]
− [1]
[5]
− [1]
[5]
(2.13)
By attaching (2, 1) clasps on the left top of every web in the right side of equa-
tion 2.13, we get the following double claps expansion of the clasp of weight (2, 2).
= + [1]
[2]
− [1]
[5]
(2.14)
Unfortunately, there is no particular order we can put for these basis webs for
single clasp expansions. But for the double clasp expansion, we can generalize the
euqation 2.14 as follow. In equation 2.15, the green box between two clasps is the
unique cut out from the hexagonal tiling with the given boundary as we have seen in
Figure 2.9. For equation 2.15 we assume that a ≥ b ≥ 1.
a
a b
b
=
a
a b− 1
b− 1
+ α
a b− 1
a b− 1
b− 2a + β
a− 1 b− 1
a− 1 b− 1
1 1
1 1
a− 1 (2.15)
Theorem 2.10 The coefficients in equation 2.15 are α = [b−1]
[b]
, β = − [a]
[b][a+b+1]
. We
assume that [0] = 0 for α.
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Proof: It follows from lemma 2.11 and lemma 2.12 that α = a2,a and β = a2,a−1 −
[2]a1,a−1 + a1,a. 2
To prove two key lemmas, we generalize the idea of paths in the first example.
First, we attach H ’s as in figure 2.16 to all basis webs in equation 2.8 each of basis
web is denoted by Dij. After attaching H ’s as in figure 2.16, the resulting web is
denoted by D˜ij .
Dij
b a
· · · · · ·
(2.16)
As we have seen in the example, D˜i,j is not a basis web because it contains some
elliptic faces. If we decompose each D˜i,j into a linear combination of some webs which
have no elliptic faces, then the union of all these resulting webs actually forms a basis.
Let us prove that these webs actually form a basis which will be denoted by D′i′,j′.
As vector spaces, this change, adding H ’s, induces an isomorphism between two web
spaces. Its matrix representation with respect to these web bases {Di,j} and {D
′
i′,j′}
is an (a+ 1)b× (a+ 1)b matrix whose entries are 0, 1 or −[2]. In general, we will not
be able to write this matrix because there are many nonzero entries in every columns
and rows. But we know that the determinant of this matrix is ±[2]ab because each
one H contributes ±[2] depending on the directions.
Since D˜i,j is not a basis web, to find a single clasp expansion, we might have to use
relations to find its linear expansion into a new web basis D′i′,j′. In general this might
not be done. If we just limit ourself to a double clasp expansion, We could use the
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idea of paths as we demonstrated in the example. Let us formally define it, a stem of
a web. Geometrically it is transversal to cut paths. From D˜i,j , we see that there are
a+b+1 points on top but only a+b−1 lines right above the clasp. Because of one of
properties of the clasp of weight (a, b−1): if we have a cut path of weight which is less
than (a, b−1), then the web becomes zero, we must have a+b−1 vertical lines which
connect top a + b + 1 nodes to the clasp of weight (a, b − 1) for non-vanishing webs
after applying relations. It is clear that these connecting lines should be mutually
disjoint, otherwise, we will have a cut path with weight less than (a, b−1). A stem of
a web is a disjoint union of lines as we described. Unfortunately some of stems do not
arise all cases because it may not be obtained by removing elliptic faces. If a stem
appears, we call it an admissible stem. For single clasp expansion, finding all these
stems will be more difficult than an expansion by relations but for the double clasp
expansion of segregated clasps, there are only few possible admissible stems whose
coefficient is nonzero.
Lemma 2.11 After attaching a clasp of weight (a, b − 1) to top of webs D˜i,j from
equation 2.16, the only 3 non-vanishing shapes are those in Figure 2.17.
· · · · · ·
,
· · · · · ·
,
· · · · · ·
(2.17)
Proof: From D˜i,j we see that there are a+ b+1 lines on top and a+ b−1 lines right
above the clasp. If we repeatedly use the rectangular relation as in equation 2.6, we
can push up the Y ’s so that there are either two Y ’s or one U shape at the top. It
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is possible to have two adjacent Y ’s which appear in the second and third figures in
Figure 2.17 but a U turn can appear in only two places because of the orientation of
edges. If we attach the (a, b − 1) clasp to the top of the resulting web from the left
and U or Y shape appear just below it, the web becomes zero. Therefore only these
three webs do not vanish. 2
For the next lemma, we will find all D˜i,j’s which can be transformed to each of
the figures in Figure 2.17.
Lemma 2.12 Only D˜1,a(D˜2,a) can be transformed to the first(second, respectively)
shape in Figure 2.17. Only the three webs, D˜1,a−1, D˜1,a and D˜2,a−1 can be transformed
to the last shape. Moreover, all of these transformations use only rectangular relations
as in equation 2.6 except for the transformation from D˜1,a−1 to the third figure uses
one loop relation in equation 2.5.
Proof:
(2.18)
For the first shape in figure 2.17, it is easy to see that we need to look at D˜i,a, for
i = 1, 2, . . . , b, otherwise the last two strings can not be changed to the shape with a
U turn as shown in figure 2.18.
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(2.19)
Now we look at the Di,a where i > 1 as in figure 2.19. Since we picked where
the U turn appears already, one can find a candidate for a stem as thick and shaded
(green in color) line from the right hand side but we can not finish because the purple
string can not be join to the bottom clasp without being zero(it will force to have a
generator caps off). So only nonzero admissible stems should be obtained from D˜1,a.
We split the rectangle(only one in the middle) vertically(horizontal splitting vanishes
immediately) and it creates another rectangle at right top side of previous place. We
have to split vertically except in the last step, for this rectangle, as in the figure 2.20,
both splits do not vanish. The vertical split gives us the first shape figure 2.17 and
the horizontal split gives the third shape in figure 2.17.
(2.20)
A similar argument works for the second one in figure 2.17. The third figure
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in 2.17 is a little subtle. First one can see that none of the D˜i,j work if either i > 2 or
j < a− 1. Thus, we only need to check D˜1,a−1, D˜1,a, D˜2,a−1 and D˜2,a but we already
know about D˜1,a, D˜2,a. The following figure 2.21 shows the nonzero admissible stem
for D˜1,a−1. As usual, we draw a stem as a union of thick and purple lines.
(2.21)
The following figure 2.22 shows the nonzero admissible stem for D˜2,a−1.
(2.22)
Note that the last figure has one loop which contributes −[2]. This completes the
proof of lemma. 2
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Corollary 2.13
a
a
1 =
[a+ 3]
[a+ 1]
a
a
a b
a b
1 =
[b+ 2][a + b+ 3]
[b+ 1][a + b+ 2]
a b
a b
a
=
[a+ 2][a+ 1]
[2]
a b =
[a+ 1][b+ 1][a+ b+ 2]
[2]
(2.23)
Proof: After using a double clasps expansion one can get the first two equalities
with a simple calculation. The next two follow from the previous two by induction.
2
We will apply theorem 2.8 to derive the coefficients in equations 2.24 and 2.26.
The expansion in the proposition 2.24 is known [Kup96], which is only previously
known expansion formula for a segregated clasp of weight (a, b) and it was used to
find quantum su(3) invariants in [OY]. Our proof using single clasp expansion will
be used for trihedron coefficients.
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a b
a b
=
Min(a,b)∑
k=0
ak
a− k b− kk
a b
a b
(2.24)
Proposition 2.14 The coefficients in equation 2.24 is
ak = (−1)
k [a]![b]![a + b− k + 1]!
[a− k]![b− k]![k]![a + b+ 1]!
.
Proof: Let me denote that a basis web in the right side of equation 2.24 by D(k)
which corresponding to the coefficient ak. We induct on a+ b. It is clear for a = 0 or
b = 0. If a 6= 0 6= b then we use a segregated single clasp expansion of weight (a, b) in
the middle. Even if we do not use entire single clasp expansion of segregated clasp,
once we attach (a, 0), (0, b) clasps on the top, there is only two surviving web which
are one with one U turn. One of resulting webs has some H ’s as in Figure 2.25 but
if we push them down to (a, b− 1) clasp, it becomes a non-segregated clasp.
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a b
a b
=
a b
a b− 1
a b
− [a]
[a+b+1]
a− 1
b− 1
. . .
a b
a b
=
a b
a b− 1
a b
− [a][a+1]
[a+b+1][a+b]
a− 1 b− 1
a b
a b
(2.25)
We can find the coefficient using the same argument using stems and it is
−[2]a1,a−b + aa,a−b+1 +
b∑
i=2
(ai,a−b+i−2 − [2]ai,a−b+i−1 + ai,a−b+i) = −
[a]
[a + b+ 1]
because ai,a−b+i−2−[2]ai,a−b+i−1+ai,a−b+i = 0 for all i = 2, 3, . . . , b. Then we attach
some H ’s to make the middle clasp as a non-segregated clasp of weight (a, b− 1). By
using a non-segregated single clasp expansion for which clasps are located at northeast
corner and by the induction hypothesis, we have
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=
b−1∑
k=0
(−1)k
[a]![b− 1]![a+ b− k]!
[a− k]![b− 1− k]![k]![a + b]!
D(k)
−
[a+ 1][a]
[a+ b+ 1][a+ b]
b−1∑
k=0
(−1)k
[a− 1]![b− 1]![a + b− 1− k]!
[a− 1− k]![b− 1− k]![k]![a + b− a]!
D(k + 1)
= 1 ·D(0) +
b−1∑
k=1
((−1)k
[a]![b− 1]![a+ b− k]!
[a− k]![b− 1− k]![k]![a + b]!
+ (−1)k
[a+ 1]![b− 1]![a + b− k]!
[a− k]![b− 1− k]![k − 1]![a+ b]!
)D(k)
− (−1)b−1
[a + 1][a]
[a+ b+ 1][a+ b]
[a− 1]![b− 1]![a]!
[a− b]![0]![b− 1]![a+ b− 1]!
D(b)
= D(0) +
b−1∑
k=1
(−1)k
[a]![b]![a + b+ 1− k]!
[a− k]![b− k]![k]![a + b+ 1]!
(
[b− k][a + b+ 1] + [k][a+ 1]
[b][a + b+ 1− k]
)D(k)
+ (−1)b
[a]![b − 1]![a + 1]!
[a− b]![0]![b− 1]![a+ b+ 1]!
D(b)
=
b∑
k=0
(−1)k
[a]![b]![a + b+ 1− k]!
[a− k]![b− k]![k]![a + b+ 1]!
D(k)
2
For equation 2.26, we assume 0 ≤ a ≤ b.
a b
a b
=
b∑
k=0
A(a, b, k)
k
k
b a
a b
(2.26)
Proposition 2.15 The coefficients A(a, b, k) in equation 2.26 satisfies the following
recurrence relation.
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A(1, 1, 1) =
[2]
[3]
,
A(1, 1, 0) = 1,
A(a, a, k) =
[2a− k + 1]
[2a+ 1]
(A(a− 1, a, k) + A(a− 1, a, k − 1)),
A(a, a+ i, k) =
[2a+ 1 + i− k]
[2a+ 1 + i]
A(a, a + i− 1, k).
Proof: Note that we assume that A(a, b,−i) = A(a, b, a+ i) = 0 for all i > 0. Using
a non-segregated single clasp expansion at the clasp of weight (a, b), one standard
and one with clasp in the northeast corner, we have the result with two axioms of
clasps. Remark that these coefficients are not round. 2
2.4 Single Clasp Expansion for Uq(sp(4))
It is known [Kup96] that Uq(sp(4)) webs are generated by a single web
with the relations
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= −
[6][2]
[3]
=
[6][5]
[3][2]
= 0
= −[2]2
= 0
− = − (2.27)
Also it is known [Kup96] that we can define tetravalent vertex to achieve the same
end as in equation 2.28. First we will find a single clasp expansion of clasps of weight
(n, 0) and (0, n) and then use it to find coefficients of double clasps expansion of clasps
of weight (n, 0) and (0, n). Remark that the cut weight is defined slightly different
way. A cut path may cut diagonally through a tetravalent vertex, and its weight is
defined as nλ1+(k+ k
′)λ2, where n is the number of type “1”, single strands, that it
cuts, k is the number of type “2”, double strands, that it cuts, and k′ is the number
of tetravalent vertices that it bisects. And there is a natural partial ordering of the
B2 weight lattice given by
aλ1 + bλ2 ≻ (a− 2)λ1 + (b+ 1)λ2
aλ1 + bλ2 ≻ (a+ 2)λ1 + (b− 2)λ2.
We will use the following shapes to find a single clasp expansion because there is
an ambiguity of preferred direction in the last relation 2.27. We remark that the let
side of the second equality of 2.28 is not a crossing but a vertex where four double
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edges meet.
= + , = (2.28)
By combining with the weight diagram of V ⊗nλ1 and minimal cut paths, we can
find single clasp expansion of Uq(sp(4)) of type (n, 0) as in equation 2.29 which has
n2−1
2
unknowns.
n
n
=
n−1∑
i=0
n∑
j=i+1
aij
n− 1
j i
(2.29)
Since adding a U turn and a Y make the left side vanish, we will have n(n − 1)
equations.
Theorem 2.16 The coefficients in Figure 2.29 are
ai,j = [2]
i−j+1 [n+ 1][n− j + 1][2n− 2i+ 2]
[n][2n+ 2][n− i+ 1]
.
Proof: To proceed the proof of the theorem, we remark that the following useful
relations in equation 2.30 can be easily obtained from the relation in equation 2.27.
=
[6][2]
[3]
, = −[2]2
= −[2]2 − [2][4]
= [2]2 + [2]2 (2.30)
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Using these relations, we get the following n−1 equations by adding U turns from
the left to right. By capping off the generator from left to right, we have (n − 1)2
equations. There are two special equations and four different shapes of equation as
follows.
an−2,n−1 +
[2][6]
[3]
an−2,n −
[2][6]
[3]
an−1,n = 0
−
[2][6]
[3]
a12 +
[2][6]
[3]
a13 + a23 + 1 +
[2][6]
[3]
b2 − [2][4]b3 = 0
Type I : For i = 1, 2, . . . , n− 3,
ai,i+1 +
[2][6]
[3]
ai,i+2 − [2][4]ai,i+3 −
[2][6]
[3]
ai+1,i+2 +
[2][6]
[3]
ai+1,i+3 + ai+2,i+3 = 0.
Type II : For i = 0, 1, . . . , n− 2,
ai,n−1 − [2]
2ai,n = 0.
Type III : For i = 0, 1, 2, . . . , n− 3, k = 2, 3, . . . , n− i− 1,
ai,n−k − [2]
2ai,n−k+1 + [2]
2ai,n−k+2 = 0.
Type IV : For i = 3, 4, . . . , n, k = n− i+ 3, n− i+ 4, . . . , n,
[2]2an−k,i − [2]
2an−k+1,i + an−k+2,i = 0.
Then we check the answer in the proposition satisfies the equations. Since these
webs in equation 2.29 form a basis, the coefficients are unique. Therefore, it completes
the proof. 2
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n
n
=
n− 1
n− 1
+ a12
n− 1
n− 2
n− 1
+ a02
n− 1
n− 1
(2.31)
Corollary 2.17 The double clasp expansion of B2 of type (n, 0) can be obtained as
in the equation 2.31 where a12, a02 are from the Theorem 2.16.
n
n
=
n−1∑
i=0
n∑
j=i+1
aij
n− 1
j i
(2.32)
Then we look for (0, n) case. The main idea for (n, 0) works exactly same except
we replace the base as in the equation 2.32. By capping off U turns and a lower
weight cap, we get the following coefficients and we can solve them successively as in
Theorem 2.18. Also the equation 2.33 is useful to find the following equations.
= [5] , = −[2]2[5]
= −[2][4] − [2]2[3]
= −[2][4] + [2]4[3] (2.33)
an−2,n−1 − [5][2]
2an−2,n +
[6][5]
[3][2]
an−1,n = 0
−[3][2]2an−2,n + [5]an−1,n = 0
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Type I : For i = 0, 1, . . . , n− 3,
ai,i+1 − [5][2]
2ai,i+2 + [3][2]
4ai,i+3 +
[6][5]
[3][2]
ai+1,i+2 − [5][2]
2ai+1,i+3 + ai+2,i+3 = 0
Type II : For i = 0, 1, . . . , n− 2,
ai,n−1 − [4][2]ai,n = 0
Type III : For i = 0, 1, . . . , n− 3 and j = i+ 1, i+ 2, . . . , n− 2,
ai,j − [4][2]ai,j+1 + [2]
4ai,j+2 = 0
Type IV : For i = 0, 1, . . . , n− 3 and j = i+ 3, i+ 4, . . . , n,
[2]4ai,j − [4][2]ai+1,j + ai+2,j = 0
Type V : For i = 1, 2, . . . , n− 2
−[3][2]2ai−1,i+1 + [2]
4ai−1,i+2 + [5]ai,i+1 − [3][2]
2ai,i+2 = 0.
Theorem 2.18 For n ≥ 2,
ai,j = [2]
2(1+i−j) [2n+ 1− 2i][2n− 2j + 2]
[2n][2n + 1]
.
n
n
=
n− 1
n− 1
+ a12
n− 1
n− 2
n− 1
+ a02
n− 1
n− 1
(2.34)
Corollary 2.19 The double clasp expansion of B2 of type (0, n) can be obtained as
in the equation 2.34 where a12, a02 are from the Theorem 2.18.
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Chapter 3
Trihedron Coefficients for
Uq(sl(3,C))
By [Lic72] [MV94] [Tur94], we define a trivalent vertex as follow. A triple integers
(a, b, c) is admissible if a + b + c is even and |a − b| ≤ c ≤ a + b. This is equivalent
to the following. For sl(2,C), dim(Inv(Va ⊗ Vb ⊗ Vc)) is 1 if (a, b, c) is an admissible
triple or 0 otherwise, where Va is an irreducible representation of highest weight a.
Given an admissible triple, we define a trivalent vertex
a
bc
= ij
k
a
bc
where i = (a + b− c)/2, j = (a+ c− b)/2 and (b+ c− a)/2. Then the trihedron
coefficient for Uq(sl(2,C)) is known [Lic72] [MV94] [Tur94] as
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a
b
c
=
j
j
i k
= (−1)i+j+k
[i+ j + k + 1]![i]![j]![k]!
[i+ j]![j + k]![i+ k]!
.
In previous chapter we found a recursive formula for generalized Jones-Wenzl pro-
jectors. So we study how we generalize trihedron coefficients to Uq(sl(3,C)). But,
the definition of the trivalent vertex is a little subtle. We will prove the follow-
ing statement in lemma 3.3. Let λ1, λ2 be the fundamental dominant weights of
sl(3,C) (mainly we will use sl(3,C)-modules because it is known that representa-
tion theories of sl(3,C) and Uq(sl(3,C)) are parallel: see theorem 1.1 and the rep-
resentation theory of sl(3,C) is well known in [Hum72]). Let Vaλ1+bλ2 be an irre-
ducible representation of sl(3,C) of highest weight aλ1+ bλ2. Each edge is decorated
by an irreducible representation of sl(3,C), denoted by Va1λ1+b1λ2 , Va2λ1+b2λ2 and
Va3λ1+b3λ2 where ai, bj are nonnegative integers. Let d = Min {a1, a2, a3, b1, b2, b3}.
Then dim(Inv(Va1λ1+b1λ2 ⊗Va2λ1+b2λ2 ⊗Va3λ1+b3λ2)) is d+1 if there exist non negative
integers i, j, k, l,m, n, o, p, q such that a1 = i + p, a2 = j + n, a3 = k + l, b1 = j + o,
b2 = k +m, b3 = i + q and 0 = le
pi
3
i +me
pi
6
i +n+ oe−
pi
6
i +pe−
pi
3
i −q. Otherwise, it is
zero.
If dim(Inv(Va1λ1+b1λ2⊗Va2λ1+b2λ2⊗Va3λ1+b3λ2)) is nonzero, we say a triple of ordered
pairs ((a1, b1), (a2, b2), (a3, b3)) is admissible. It has shown that for a fixed boundary,
there are fillings which are cut outs from the the hexagonal tiling of the plane [Kup96].
A general trihedron shape is given in the following figure where α+β = a1, i+j+k =
b1, k+ l = a2, β+ j+m = b2, i+m = a3 and α+ j+ l = b3. The top and the bottom
part are actually the same after some modifications which we will discuss later.
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α
β
i
j j
k
l
m (3.1)
So we can write trihedron coefficients as a (d+1)×(d+1) matrix. Let us denote it
by MΘ(a1, b1, a2, b2, a3, b3) or MΘ(λ) where λ = (a1, b1, a2, b2, a3, b3). Also we denotes
its (i, j) entry by Θi,j(a1, b1, a2, b2, a3, b3) or Θi,j(λ). It is obvious that MΘ(λ) is
symmetric. Unfortunately the trihedron coefficient of this shape is no longer rational
expression composed of monomials of quantum integers (if so, we say it to be round)
in a simple case ((1, 1), (1, 1), (1, 1)). So we start to look the case a1 = 0. Then we
have found the trihedron coefficients for the case α = β = 0 and either k = 0 or j = 0
from the general shape.
Theorem 3.1 MΘ(0, i+ j, l, j +m, i+m, j + l) is
(−1)j [j + l + 1][i+ j + l +m+ 2]
[i+ j +m+ 1]![i]![j]![m]!
[i+ j]![j +m]![i+m]![2]
.
Theorem 3.2 MΘ(0, i+ k, k + l,m, i+m, l) is
min{l,k,m}∑
n=0
an
[i+ l + 1][i+ l +m+ 2]
[i+ n + 1][i+ n +m+ 2]
[i+ k +m+ 2]![k − n+ 1]![i+m]![m+ 1]!
[i+ k]![i+m+ n]![k +m− n+ 1]![2]
.
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where
an = (−1)
n[k]2n
[k + l − n]![m]![k +m+ l − n+ 1]!
[k + l]![m− n]![k +m+ l + 1]!
.
In section 2, we show all possible trihedron shapes and some properties of trihedron
shapes. In section 3, we prove the main theorems.
3.1 General Shapes
Now we will look at the trihedron coefficients. The general shape is given in fig-
ure (3.1) where the weight of clasps are a1λ1+ b1λ2, a2λ1+ b2λ2 and a3λ1+ b3λ2 and
ai, bj are nonnegative integers.
For sl(2,C), dim(Inv(Vi ⊗ Vj ⊗ Vk)) is 1 if (i, j, k) is an admissible triple or 0
otherwise, where Vi be an irreducible representation of highest weight i. So there is
a unique way to fill in the triangle. But for sl(3,C), we could have more than one
ways. Thus the shape of the polygon that we are filling in might vary depending on
the weight of clasps. First we will discuss how we find a general shape in figure (3.1).
Instead of finding a cut out from the hexagonal tiling, we find a way to put three
clasps into the hexagonal tiling. Since it bounds a polygon and we have a set of
restrictions how clasps can be bent, we can change this problem to an elementary
geometry problem. Since all clasps are segregated, until we reverse the direction of
arrows, all possible interior angles are 60, 180 or 300. Since an Y makes the web zero,
we can exclude 60. We would not count 180 because it can be seen as a subdivision.
Thus it has to be 300 if we do not change the direction of arrows. When we change
the direction of arrows, there are also three possible interior angle either 0, 120, 240
or 360, let us denote this angle by αi. Since U turn makes the web zero, we can also
exclude 0. Let us denote the angle between clasps by βi. If there is a cut out bounded
by three given clasps of which all ai, bj are nonzero, we can see the following equality
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from the sum of interior angles.
180(n− 2) = 300(n− 6) +
3∑
i
αi + βi.
And we can simplify it to have 1440−120n =
∑
αi+βi. Since βi is either 120 or 240,
n can be either 6, 7 or 8. For each n, we look at the all possible combinations of αi, βj
up to symmetries. Then we check whether it actually bounds a polygon. For example,
n = 6 there are 6 possible combinations of angles but one does not bound a polygon,
(αi) = (0, 120, 240), (βi) = (120, 120, 120). For n > 6, one has to use n − 6 times
of 300 angles. If some of ai, bj are zero then we can play the same game to find all
shapes, we might have 60 for some βj . The polygon in the middle might be a triangle,
a rectangle or a pentagon but we will consider them as a special case of a hexagon.
But we can obtain all these possible shapes from the general shape by substituting
some zeros. Then we prove the following lemma. Let d = Min {a1, a2, a3, b1, b2, b3}.
Lemma 3.3 dim(Inv(Va1λ1+b1λ2 ⊗ Va2λ1+b2λ2 ⊗ Va3λ1+b3λ2)) is d+ 1 if there exist non
negative integers i, j, k, l,m, n, o, p, q such that a1 = i + p, a2 = j + n, a3 = k + l,
b1 = j + o, b2 = k + m, b3 = i + q and 0 = le
pi
3
i +me
pi
6
i +n+ oe−
pi
6
i +pe−
pi
3
i −q.
Otherwise, it is zero.
Proof: One might directly find the answer by using the decomposition of the tensor
product Va1λ1+b1λ2 ⊗ Va2λ1+b2λ2 ⊗ Va3λ1+b3λ2 into irreducible representations. But one
can see that these are conditions we can easily obtain from the figure (3.1) and the
last one is one condition that the hexagon in the middle does exist. 2
Since the parallelogram in figure (3.2) changes the directions of edges (the interior
is filled by the unique maximal hexagonal cut out), we can push the hexagon to
an equilateral triangle (possibly empty). The size of this equilateral triangle is the
minimum of differences of lengths of three pairs of parallel edges of the hexagon.
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, (3.2)
But the resulting shape has mixed aspects. First it might contain some non-
segregated clasps which did not exist before. When we apply single or double clasp
expansions to these non segregated clasps, it is possible to get one by transforming
the basis by adding H ’s but usually it becomes very difficult to deal with. If we keep
the hexagonal shape, it usually produces multiple non-vanishing terms in a single
clasp expansion. So we will use both shapes depend on the feasibility.
3.2 Proofs of Theorems
Since MΘ(λ) is an 1× 1 matrix, we will write it as a scalar through this section. For
nontrivial planar Θ shapes with d = 0, we could have at most three zeros for ai, bj .
Before we prove the main theorems we start with cases of two zeros.
3.2.1 Two Zeros
If we have two zeros, up to symmetries, it is either one of these subcases: 1) a1 =
b3 = 0, 2) a1 = a3 = 0.
If a1 = b3 = 0, there exists j such that b1 = a2 + j, a3 = b2 + j and its shape is
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b1 a3
j
a2
j
b2
(3.3)
By the same idea of the proof of proposition 2.14, we can easily get the following
proposition 3.4. Let i = a2 and k = b2.
Proposition 3.4 MΘ(0, i+ j, i, k, j + k, 0) is
[i+ j + k + 2]![i+ 1]![j]![k + 1]!
[i+ j]![j + k]![i+ k + 1]![2]
.
Proof: Let us use the notation [i, j, k] for the trihedron coefficient of this Θ shape.
We induct on k. If k = 0,
[i, j, 0] =
[i+ j + 2][i+ j + 1]
[2]
.
For k 6= 0, by the idea of the proof of proposition 2.14 and the induction hypothesis,
we have
[i, j, k] =
[j + k + 2]
[j + k]
[i.j, k − 1]−
[i+ 1][i]
[i+ k + 1][i+ k]
[i− 1, j + 1, k − 1]
=
[i+ j + k + 2]![i+ 1]![j]![k + 1]!
[i+ j]![i+ k + 1]![j + k]!
(
[j + k + 2][i+ k + 1]− [j + 1][i]
[i+ j + k + 2][k + 1]
)
=
[i+ j + k + 2]![i+ 1]![j]![k + 1]!
[i+ j]![i+ k + 1]![j + k]!
because [j + 1 + k + 1][i+ k + 1] = [j + 1][i] + [i+ j + k + 2][k + 1]. 2
If a1 = a3 = 0, there exists k such that b1 = b2+ k, a2 = b3− b2+ k and its shape
is
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= (3.4)
We need to prove a sequence of lemmas. First, we prove that the clasp in the
middle is not essential.
Lemma 3.5 Let n ≥ 1, then
n n
n
=
n n
n =
n
nn (3.5)
Proof: The idea of the proof is that if we have any Y ’s in the single clasp expansion
at the middle clasp, it becomes zero. The argument, we used to find the general
shape, leads us that there does not exist a filling with boundary (0, n, 0, n, 1, n− 2).
Thus, it has to vanish once we have any Y ’s. 2
Form the third figure in equation (3.5), we apply a single clasp expansion to the
clasp in the left. For the following equation, it should be clear without the direction
of edges.
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Lemma 3.6 Let n ≥ 1, then
n
n = (−1)
n[n + 1] n (3.6)
Proof: We induct on n. If n = 1, the coefficient is −[2] = (−1)1[2]. We apply a
single clasp expansion at the left clasp which gives us the first equality in the following
equation (3.8).
n
= n− 1
1
+ [n−1]
[n]
n− 2 (3.7)
= n− 1 1 +
[n−1]
[n] n− 2 2 +
[n−2]
[n] n− 2 2
= α n− 1 1 + β
[n−1]
[n] n− 2 2 +
[n−2]
[n]
n− 2
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where α = (−1)n−1[n] and β = (−1)n−2[n− 1].
For the second equality, we apply a single clasp expansion for the resulting clasp
of weight (n− 1)λ2 for which clasps of weight (n− 2)λ2 are located at the northeast
corner. It is not difficult to see the following equality. The number of strings coming
from the trapezoid can be any integer between 0 and n where n is the weight of the
clasp given the left side of equality.
= .
Thus, we can put a clasp of weight (n−1)λ2((n−2)λ2, (n−2)λ2) at the gap between
an equilateral triangle and a trapezoid at the first (second and third, respectively)
figure in the second line of equation (3.8). Therefore, we can use induction to get the
third equality in equation (3.8). Note that the size of the third equilateral triangle in
the third line is n− 2.
Last step is to count how many −[2]’s will be produced when we change it to
multiple of the web in the right hand side of equation (3.6). But it is fairly easy to
see that each of them has just one factor of −[2] in the first two in the third line. If
we add up the all coefficients, we have
−[2](−1)n−1[n]− [2](−1)n−2 [n−1][n−1]
[n]
+ (−1)n−2 [n−1][n−2]
[n]
= (−1)n 1
[n]
([2][n]2 − [2][n− 1]2 + [n− 2][n− 1])
= (−1)n 1
[n]
[n+ 1][n] = (−1)n[n+ 1]
2
The lemma 3.6 can be generalized to the following lemma.
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Lemma 3.7
i
j
= (−1)j
[i+ j + 1]
[i+ 1]
(3.8)
Proof: We induct on i+ j. If i = 1, j = 0, the coefficient is 1 = (−1)1 [2]
[2]
. If i = 0, it
follows from the previous lemma. The first equality can be proven with a single clasp
expansion at the left middle clasp in left figure. The second equality can be proven
the same argument we use in lemma. The rest of proof follows by induction. 2
Lemma 3.8
i
j
k
= (−1)j+1
[i+ j + k + 1]![i]![j]![k]!
[i+ j]![j + k]![i+ k + 1]!
(3.9)
Proof: We induct on k. If k = 0, it follows from the previous lemma. If k 6= 0,
we use a single clasp expansion at the left middle clasp. Then we get the following
equality.
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By induction, the coefficient is equal to
(−1)j
[i+ j + k]![i]![j]![k − 1]!
[i+ j]![i+ k]![j + k − 1]!
+
[j][j]
[j + k][j + k − 1]
(−1)j−1
[i+ j + k]![i+ 1]![j − 1]![k − 1]!
[i+ j]![i+ j + 1]![j + k − 2]!
= (−1)j
[i+ j + k + 1]![i]![j]![k]!
[i+ j]![j + k]![i+ k + 1]!
(
[i+ k + 1][j + k]− [i+ 1][j]
[i+ j + k + 1][k]
)
= (−1)j
[i+ j + k + 1]![i]![j]![k]!
[i+ j]![j + k]![i+ k + 1]!
because [i+ 1 + k][j + k] = [i+ 1][j] + [i+ j + k + 1][k]. 2
Proposition 3.9 MΘ(0, b1, a2, b2, 0, b3) is
(−1)b2+1
[b1 − b2 + b3 + 2]![b1 − b2]![b3 − b2]![b2 + 1]!
[b1]![b1 − 2b2 + b3]![b3]![2]
.
or MΘ(0, i+ j, i+ k, j, 0, j + k) is
(−1)j
[i+ j + k + 2]![i]![j + 1]![k]!
[i+ j]![j + k]![i+ k]![2]
.
Corollary 3.10 MΘ(0, n, 0, n, 0, n) is
(−1)n
[n+ 1]2[n+ 2]
[2]
.
3.2.2 Proof of Theorem 3.1
We start to prove the following lemma to find the trihedron coefficient.
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Lemma 3.11
i
j
l
m
=
i
j
l
m
(3.10)
Proof: We use an expansion in equation (2.24) at the right middle clasp. Then
there are min{l,m+ j} terms in the expansion. But once we have a U turn, we will
show that it becomes zero. If there is a U turn we use a single clasp expansion at
the top-left clasp of weight m + j. Then all terms vanish except one term which
has Y joining the top right clasp of weight (i + l, j +m) and the triangle in the top
center. Then, there is a sequence of H ’s we can push that move the entire shape
by one string. Eventually Y has to join two strings from the triangle but we knew
from lemma 3.12 that it becomes zero. Therefore, we can free l strings from the right
middle clasp of weight (l, j +m). 2
Unfortunately this lemma 3.11 is not true if k 6= 0. Actually only two terms
survive but there ia a layer of H ’s which makes the problem difficult in this approach.
Continuing the prrof the theorem, lemma 3.11 implies that MΘ(0, i + j, l, j +m, i +
m, j + l) is
[j + l + 1][i+ j + l +m+ 2]
[j + 1][i+ j +m+ 2]
MΘ(0, i+ j, 0, j +m, i+m, j).
Then the result follows by proposition 3.9.
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3.2.3 Proof of Theorem 3.2
We use the same idea of lemma 3.5 but for j = 0, all terms in this expansion do not
vanish. For next step we need to show the following lemma.
Lemma 3.12 Let α = 0 if n > min{l, k}, ( [k]
n[l+k−n]!
[l+k]!
)2 if n ≤ min{l, k}. Then
i
k
m
l
n
m− n = α
i+ n
k − n
m
(3.11)
Proof: The clasp of weight mλ2 can be pushed into the clasp of weight lλ1+
(i+m)λ2. For the clasp of weight (k + n)λ1, we use a single clasp expansion. 2
First we use the equation (2.24) at the middle clasp of weight (k+ l)λ1+mλ2. By
lemma 3.12 we can transform each web to the web in the righthand side of lemma 3.12.
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i
k
m
l
=
min{l+k,m}∑
n=0
an
i
k
m
l
n
m− n (3.12)
Since its shape can be written as [k − n, i+ n,m], by proposition 3.4 it has value
α
[i+ k +m+ 2]![k − n + 1]![i+m]![m+ 1]!
[i+ k]![i+m+ n]![k +m− n + 1]![2]
.
Therefore, it completes the proof.
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Chapter 4
A Complete Set of Relations of
Uq(sl(4,C))
Our webs are generated by the two shapes of trivalent vertices.
,
And the following is our conjecture for a complete set of relations for Uq(sl(4,C)).
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=

4
1

 (4.1)
=

4
2

 (4.2)
= [2] (4.3)
= [3] (4.4)
= (4.5)
= (4.6)
= [2] + (4.7)
= + (4.8)
= (4.9)
= − + (4.10)
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First of all, we compute the dimension of invariant space of all tensor products
of 4, 6 fundamental representation of Uq(sl(4,C)). There is a general way to find a
basis webs with a fixed boundary, all of them are fundamental representation, for
Uq(sl(2,C)) and Uq(sl(3,C)) [KK99]. It is still unknown how we can actually find
all basis webs of all possible boundaries of fundamental representations. But for our
case, there are only few boundaries and we can find the dimension and even find a
basis webs without difficulty, most of basis webs do not have any faces.
Since all webs are generated by two trivalent vertices, by multiplying a complex
number, we can have a different set of generators. Therefore, we have two choices of
freedom to set any two independent coefficients. Let a, b, c, d, e and f be unknowns in
equation 4.4, 4.6, 4.7 and 4.8. By the quantum Weyl formula, we do know the value
of the first two equations. We use the first choice of freedom to have the equation 4.3.
The following equality implies a = [3].
= a = [4]a
= [2] = [2]
[4][3]
[2]
= [4][3]
We use the last choice of freedom to have equation 4.5. To get the equation 4.6
(which is actually the dual of the equation 4.5), we start from the following equations.
= α + β
Using 4.5 and 4.6 (with an unknown variable a), we found α = 0 and β = [2]b. By
attaching a U turn on the top of each webs in the equation, we get [2][3] = [4]α+[3]β.
Thus b = 1. For equation 4.7, we attach U turns on the top and right side of
CHAPTER 4. A Set of Complete Relations of Uq(sl(4, C)) 55
each webs in the equation. Then the resulting web can be expanded as a linear
combination of a basis webs of different boundary. By comparing the coefficients,
we get [3][3] = [4]c + d, [2][3] = c + [4]d. It is easy to find that c = [2], d = 1. For
equation 4.8 we attach
(4.11)
to right side of each webs to get e = f = 1.
For last two equations 4.9 and 4.10, we need to start from the following equations.
= g + h + i (4.12)
= j + k + l
+ m + n + p (4.13)
By attaching U turns and H (as in 4.11) for equation 4.9, we get
[2][3] = [2][3]g + h+
[4][3]
[2]
i
[2][3] = [2][3]g +
[4][3]
[2]
h+ i
[2] = [2]g + [3]h
[2] = [2]g + i
CHAPTER 4. A Set of Complete Relations of Uq(sl(4, C)) 56
One can solve them to have g = 1 and h = i = 0. For the equation 4.10, we just
need to attach H (as in 4.11) to right top side of each basis webs in the equation 4.13.
Then we follow the same procedure to get the following six equations: j = 1, [2]2j
+[3]k = 1, [2]j +[3]p = [2], l = 1, m = 0 and n = 0.
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