The zinc finger structure where a Zn 2+ ion binds to 4 cysteine or histidine amino acids in a tetrahedral structure is a very common motif of nucleic acid binding proteins. The corresponding interaction model is present in 3% of the genes of human genome. As a result, zinc finger has been shown to be extremely useful in various therapeutic and research capacities, as well as in biotechnology. In stable configuration, the cysteine amino acids are deprotonated and become negatively charged. This means the Zn 2+ ion is overscreened by 4 cysteine charges (overcharged). It is a question of whether this overcharged configuration is also stable when such negatively charged zinc−finger binds to negatively charged DNA molecule. Using all−atom molecular dynamics simulation up to microsecond range of an androgen receptor protein dimer, we investigate how the deprotonated state of cysteine influences its structure, dynamics, and function in binding to DNA molecules. Our results show that the deprotonated state of cysteine residues are essential for mechanical stabilization of the functional, folded conformation. Not only this state stabilizes the protein structure, it also stabilizes the protein-DNA binding complex. The differences in structural and energetic properties of the two (sequence-identical) monomers are also investigated showing the strong influence of DNA on the structure of zinc-fingers upon complexation. Our result has potential impact on better molecular understanding of one of the most common classes of zinc fingers.
Introduction
Zinc finger proteins are among the most abundant proteins in eukaryotic genomes. They are encoded by 3% of human genome 1, 2 . Their functions are extraordinarily diverse and include DNA recognition, RNA packaging, transcription activation, regulation of apoptosis, protein folding and assembly, and lipid binding. For example, there are increasing evidence the potential of zinc finger in cancer progression (Ref. 3 ). The aberrant expression of C2H2 zinc finger proteins contributes to tumorigenesis in many different aspects. Another example is their chaperon function of nucleocapsid protein of the human immunodeficiency virus type 1 (HIV-1) 4 . This protein plays an important role in the life cycle of this virus, and has been an attractive target for theurapeutic treatment. In the area of biotechnology, their sequence specific DNA−binding property is also employed in bio−engineering to target desired DNA genome sequences 5 . For example, the Prostate−Specific Antigen protein (PSA) which has zinc fingers for nucleic acid binding, is a common marker for prostate cancer 6 . Therefore, one can detect the PSA presence in a sample by using a substrate that is functionalized with aptamers (short DNA molecules) that onlythe PSA protein can recognize specifically [7] [8] [9] [10] [11] [12] . Upon binding of PSA proteins to the aptamers, the electrochemical properties of the substrate will change and can be measured accurately using a companion electric circuit. The strength of the perturbation is a measure of the PSA concentration in the sample. Thus, one can detect and measure rather accurate the PSA concentration allowing for early detection of prostate cancer.
Zinc finger structures are as diverse as their functions. However, the most common structure follows the same motif of a short α-helix, two β -strands and a loop 13 . The amino acid residues of this protein segment arrange in three-dimensional space such that the zinc ion would coordinate with 4 residues, Cys2His2, Cys3His or Cys4, to maintain the rigidity of the structure. The helix group then binds to the major groove of the DNA double helix. The rest of the residues form hydrogen bonds to appropriate nucleic acid residues in a sequence specific manner. It is this genome specificity that makes zinc finger, either natural or artificially engineered, a very promising molecule for biotechnological application for gene therapy or recognition. Therefore, understanding the structure and functions of zinc−finger proteins, especially at molecular level, is very important for biological, biotechnology and bioengineering applications 14 .
In this work, we focus on investigating the structures, stability and DNA-interaction mechanism of the androgen receptor Fig. 1 The structure of zinc−finger (ZF) complex studied in this work: DNA (green), protein dimer (purple -protomer A, red -protomer B) and four Zinc ions (silver ball). Zoomed to one of the zinc ions, we see four cysteine residues coordinate with the zinc ion in tetrahedral structure. Top right is the amino acid sequence of individual protomers with its secondary structure (DSSP classification) listed below. The cysteine residues that make up the four ZF are highlighted in yellow. The nucleic acid base sequence of the DNA segment with repeated upstream and downstream patterns are also highlighted in yellow DNA−binding domain 15 (see Fig. 1 ) using molecular dynamics simulations. There have been several recent computational studies of zinc finger proteins [16] [17] [18] [19] with different focuses. In this work, the androgen receptor DNA-binding domain is investigated not only because it is an important protein for prostate cancer biosensor application mentioned earlier, but also for several important reasons from biological and physical points of view:
Firstly, these ZnCys4 proteins are standard, classical fold β β α zinc fingers. Therefore, studying of this structure can give us potential understanding of structure and dynamics of the most common class of zinc fingers. Additionally, the experimentally resolved structure also contains the direct repeat DNA response element that this protein binds to. This assists tremendously with truthful orientation of protein−DNA complex for computational investigation of their molecular interaction -one of the main goals of this work.
Secondly, as can be seen from Fig. 1 , this complex has a dimer of proteins, protomer A and protomer B, with identical amino acid sequences. They also bind to identical 'AGAACA' DNA sequences, call "upstream" and "downstream" repeat sequences respectively. Yet, despite identical amino acid and nucleic acid sequences, the two protomers have two different, mirroring secondary structures and binding poses. This is an interesting deviation from standard concept in biology that sequence determines structure 20 . The secondary structure information for each residue using DSSP classification is shown below their sequences in Fig. 1 . Many β −strands are absent in this structure: out of 4 zinc fingers present, only one zinc finger of protomer A shows the β −strands. All the standard β −strands of the other fingers have been downgraded to β −bridge bonds. This is clearly due to the change in secondary structure upon binding of these proteins to DNA. Thus, investigating this system allows us to understand the influence of interaction with DNA on the zinc finger structure at the molecular level.
Thirdly, previous studies have suggested that the cysteine amino acids in their electrostatic binding with the zinc ion is not in their natural neutrally charged state but rather in their negatively charged deprotonated state 16, 21 . This is a very interesting physic problem of overcharging. Indeed, the charge of the zinc ion is +2e, while the total charge of the four deprotonated cysteine amino acids is −4e. This means the cysteine charges overcondense on the zinc ion, so that the net charge of the zinc ion is negative (overcharged). This is especially interesting based on the fact that DNA molecule is also negatively charged in aqueous solution. Thus, one has the situation where negative zinc-finger complex binds to negative DNA molecule. From the electrostatic point of view, this fact seems to be counter-intuitive.
The aim of this work to understand at the molecular level the structure, interaction and mechanism of DNA binding of the dimeric zinc finger protein. Focus will be given on the electrostatics of the zinc ion. It has been known from previous theoretical and experimental works that overcharging in biological system happens when the screening charges are of high valence [22] [23] [24] [25] [26] [27] [28] . In those cases, their mutual electrostatic interaction dominates over the spatial entropy, resulting in the positional correlation of their distribution on a charged surface. This in turns leads to an overcondensation of these high valence counterions on the surface and overscreening of its charge. The same physics also leads to the phenomenon of like-charge attraction of these surfaces in the presence of high valence counterions 22, 29 . We argue that similar physical mechanism applied here. The cysteine amino acids although have charge of only −e and thus cannot be considered as high valence screening charge. However, their attachment to the protein polypeptide backbone severely limits their mobility. As a result, they cannot act as mobile negative charge in screening of the zinc ion, hence their spatial entropy is eliminated. This leads to them overcharging the zinc +2e ion in the same way as multivalent counterions overscreen charged surface when electrostatic interaction dominates over entropy.
To show the difference between undercharged and overcharged states, and to stress the influence of protein DNA interaction, molecular dynamics will be carried out for two systems in setup similar to previous study of isolated zinc finger proteins 16 . The first system, hereafter called the CYN system, is the overcharged zinc finger where the cysteine amino acids are deprotonated to become negatively charged. The second system, hereafter called the CYS system, is the zinc finger where the cysteine amino acids remains in their neutral uncharged state. The experiment X−ray crystal structure will be used as the initial structure of both systems. Our results show that the overcharge zinc finger is important for the stability of the protein structure even in their binding to negatively charged DNA molecule. Not only that, the overcharge zinc finger also has stable DNA binding pose. For undercharged zinc finger, the complex deviates significantly from the experimental structure. There is also less differences between the two protomers in this weak DNA-binding system. Therefore, the main differences between structures of sequence−identical protomers A and B are due to interactions with DNA. This paper is organized as follows. After the introduction in Section 1, the detail of the computational procedure is presented in Section 2. In Section 3, the results are presented and discussed. We conclude in Section 4.
Methods

Preparation of the simulation systems
The structure of the PSA protein zinc fingers and the DNA segment it binds to is downloaded from the Protein Data Bank (https://www.rcsb.org/), PDB code 1R4I. This structure was resolved using X-ray crystallography method with a resolution of 3.1Å 15 . The complex contains a DNA segment and two protein chains called protomer A and protomer B, and four zinc ions. On each protein chain, the Cys542, Cys545, Cys559, and Cys562 amino acids bind to the first zinc ion (Zn 1 ) and the Cys578, Cys584, Cys594, Cys597 amino acids bind to the second zinc ion (Zn 2 ) in a tetrahedral structure (see Fig. 1 ). There are totally 4 zinc fingers on this complex, two zinc fingers on each protomer. To investigate the difference between the CYS complex with cysteine amino acids in their natural state and the CYN complex with cysteine amino acids in deprotonated state, we manually remove the hydrogen atoms from the thiol group of those 16 zinc-binding cysteine amino acids.
Molecular dynamics (MD) simulation
The periodic boundary condition is used in our simulation. After setting up the coordinates of the atoms, the periodic simulation box size is chosen such that the protomers and DNA complex on neighboring periodic boxes are at least 3nm apart. This is significantly larger than the screening length of the solution (about 0.7nm at 150mM NaCl salt concentration). This is large enough to eliminate the finite size effect due to the long-range electrostatic interactions, yet maintain a small enough system to have the simulation run in a reasonable time with the available computing resource. The systems are then solvated with water molecules in an explicit solvent simulation. After solvation, Na + and Cl − ions are added to the system at the physiological concentration of 150mM by randomly replace water molecules by ions. The total charge of the system is zero to maintain the neutrality. The systems are then subjected to an energy minimization procedure using a steepest descent method to remove potentially high energy contacts and overlapping atoms before doing molecular dynamic simulation.
All-atom molecular dynamics simulation with the explicit solvent model is carried out in this work. The forcefield AMBER 99-ILDN 30 is used to parameterize the protein molecules. The state of the art forcefield, PARMBSC1 31 is used to parameterize the DNA molecule. Water molecules are parameterized using the TIP3P forcefield 32 , a common and highly compatible forcefield for the chosen Amber forcefields. The GROMACS version 2018.3 software package 33 is used for molecular dynamics simulation of the systems. Each system is subjected to equilibration in NVT and NPT ensembles at temperature 298K and pressure of 1 atm for 100ns. After that, a long production run of 1000ns each is used for taking statistics. The Nose-Hoover thermostat 34, 35 is used to maintain the temperature of the systems. The ParrinelloRahman barostat 36, 37 is used to maintain the pressure of systems. Both electrostatics and van de Waals interactions are cut off at 1.2nm. The long-range part of the electrostatic interactions among charges is calculated in the reciprocal k-space using the Ewald summation via Particle Mesh Ewald method 38 at fourth order interpolation. The long-range part of the van de Waals interactions among atoms is approximated as appropriate corrections to the energy and the pressure. All the covalent bonds are constrained using the LINCS (Linear Constraint Solver) algorithm in order to increase the simulation time step to 2.5 fs 39 .
Analysis the results of MD simulation
Analysis of the simulation results is performed using the corresponding tools provided within the GROMACS package, such as the root mean square deviation (RMSD) as well as the root mean square fluctuation (RMSF) for backbone atoms of both protomers and DNA on each upstream or downstream complex. The visualization of 3D structures of the systems is performed using VMD version 1.9.3 program 40 . Some in−house python scripts are used for various tasks and for combining different analysis softwares for RMSD-based clustering, covariance matrix calculations, principal component analyses.
Results and discussions
Deviations and fluctuations of the structural backbone atoms of proteins and of DNA
As a standard procedure, the first analysis of the systems is done by calculating the root mean square deviation (RMSD) of the proteins from its native crystallized X−ray experiment structure. For calculation of protein RMSD, the backbone C α atoms are used. For calculation of nucleic acid RMSD, the O4' atoms (in standard deoxyribose nucleic acid nomenclature) of sugar group of the backbone of the DNA strand are used. The results are plotted in Fig. 2 . The deprotonated CYN state (red line) clearly shows higher stability with only 2Å deviation from native structure for protomer A and 1Å deviation for protomer B. The deviations for the same protein chains in the CYS system (black line) are of much higher value upto 4Å. While the CYN complex is always stable throughout the simulation run (with protomer B more stable than protomer A), for the CYS state, the RMSD values reach their plateaus only after about 500ns for both protein chains. Later, we will see that this is related to the reorganization of the secondary structures as well as changes in the unstable binding pose of the CYS proteins to the DNA. As a result of this RMSD analysis, in all later statistical analysis of the reference structures of the CYS system, only configurations from 500ns onward are processed.
In the same Fig. 2 , the RMSD deviation for the DNA molecule is plotted for CYN system (Fig. 2(c) ) and for the CYS system ( Fig. 2(d) ). Unlike the deviation of protein structures, the RMSD plotted for DNA strands are similar in both systems. Although for CYS system, deviation as large as 7Å are observed (and it seems to coincide with a large deviation in protomer B as it also deviates strongly at around 400ns), DNA RMSD in both systems show plateau after 400ns, and settle at a saturated value of 4Å deviation as the DNA molecule equilibrates its binding pose to the protein chains. This value is the same for both complimentary strands of the DNA, suggesting the two strands always remain in double helix state and move together. This stresses the structural stability of the DNA double helices, unaffected by the change in protein configuration.
Next, let us calculate the time-averaged root mean square fluctuation (RMSF) of atoms of the protomers and DNA backbone residues. This is directly related to how deprotonated state of Zn−Cys4 complex can affect structural rigidity of the molecules. Once again, only atomic fluctuations of the C α atoms of the protein and of the O4' atoms of the DNA are considered because these backbone atoms are representative of the overall structure of the molecules more than the side chain atoms. The results of the atomic fluctuations for the CYN and CYS systems are shown in Fig. 3 . As can be seen clearly from Fig. 3(a) and 3(b) , the average fluctuation value of Cα backbone atom of each amino acid residue are almost always smaller for the CYN systems (around 0.5Å) as compared to the CYS system (1Å to 3Å). This is especially true for most of the four cysteine residues that make up the zinc−fingers. This confirms that deprotonated, negatively charge cysteine residues stabilize zinc-finger structure even in the presence of negatively charged DNA molecule. Another observation is the large fluctuations of the β β α zinc−finger that binds to the DNA major groove in protomer B (from residue GLU548 to residue ALA570). As we will see later, this zinc finger structure is disrupted strongly by the protonation state of the cysteine amino acids. For both protein chains, the region that binds the DNA are very stable in CYN system, only 0.5Å fluctuation. This again confirms that deprotonated cysteine amino acids not only stabilize zinc finger structures, they also stabilize DNA-binding function of zinc-fingers, although both DNA and zinc-fingers are negatively charged in the CYN system. Notice that the RMSF values of 0.5Å are significantly lower than the typical 5Å RMSF value for regular folded protein in solution. This means that DNA binding stabilize protein structure of these zinc fingers. The results show the same trend as that of the above RMSD analysis: the structural rigidity of the DNA double helix is weakly affected by the deprotonated state of the binding proteins.
Disruption to the secondary structure of the zinc−fingers
Let us analyze how the secondary structures of the proteins are affected by protonation state of these zinc finger amino acids. In Fig. 4 , the change in the secondary structure during the time of simulation are shown for the two protomers of the CYN system in the top figure, and the two protomers of the CYS system in the bottom figure. The definition of the secondary structure follows the standard DSSP classification system. The major α−helices involved in the zinc−fingers are shown in blue: the helix from residue GLU560-ALA570 sits at the DNA major groove, while the other helix from PRO595 to ALA605 residues aligns along the DNA principle axis. Compare the change in the secondary structures of the proteins overtime for the CYN and CYS systems, one immediately sees a major disruption around 400ns in the CYS system, as already inferred from RMSD analysis. Interestingly enough, from these figures, the effect of zinc-binding in CYS neutral state affects the secondary structure of zinc−finger protein differently for the upstream versus downstream binding configurations. For downstream binding complex (protomer B), the first zinc finger is affected more. Specifically, the α−helix from residues GLU560-ALA570 melts and shorten by half from 400ns onward. In later analysis, we will be able to see that in CYS system, the Zn 2+ unbinds from the cysteine amino acids and moves to bind the negatively charged DNA phosphate backbone atoms instead. The shorten helix, however, remains in binding with DNA and only disorient inside the major groove, leading to higher fluctuations and deviations.
For the upstream binding complex (protomer A), the second zinc−finger associated with the second helix is affected more in CYS system. This helix from residues PRO595-ALA605 for pro- tomer A shows transient extension to include more residues during the time frame from 400ns -900ns. In later analysis, we will see that this is due to this second zinc ions turn away from DNA to face the solvent molecule and detach from the α−helix. This results in the helix recruits temporarily more amino acids onto itself. In the contrary, Fig. 4(a) for the CYN system clearly shows that zinc-ion overcharged state is important. Both helices of the zinc−fingers for both upstream and downstream binding complex remains stable during the whole simulation time of 1 microsecond. Only the unstructured loops show large significant changes during simulation which is natural for such flexible regions.
Another measure of the stability of the structure of the proteins in these systems is to calculate the Ramachandran plot for the angles of the C α backbone atoms of the peptide chains. The results for the two systems are plotted in Fig. 5 . For clarity, the regions of favorable values of the two angles (ψ, φ ) of proteins are outlined using red colors. As expected, most of the values for the proteins of the two systems are indeed fall inside these red regions.
Additionally, the "yellow" and "green" regions are for the "allowed" and "generously allowed" values. Outside the green boundary are the "unfavorable" region with high energy cost for these values of the angle pairs. One can see immediately from this plot that the neutral CYS system shows many high energy angle pairs. On the other hand, the overcharged deprotonated CYN system avoids of these high energy regions and mostly compacts in the allowed regions. This once again confirms the stability of the overcharged configuration CYN in DNA−binding complex.
Hydrogen bonding stability
Previous simulation works have shown that hydrogen bonds are unique in the presence of zinc ion binding 16 . The folded protein structure shows narrowest distribution of hydrogen bonds in the overcharged state. Therefore, one naturally asked how this state influences hydrogen bonding with the nucleic acids in their complexation with the DNA molecule. In more unique bonding. Protomer A on the other hand shows the loss of several hydrogen bonds in the undercharged CYS state. In later cluster analysis where the representative structures are investigated, we will see that this is the results of the lifting of the first zinc finger further away from the DNA to push the zinc ion deeper into the aqueous solution. For protomer B, due to its dimeric binding to protomer A, this zinc finger slightly more stable in its binding with DNA.
RMSD-based clustering and simulated representative structures
Let us now move to investigate important dynamical features of the zinc−finger DNA binding complex. As a first step, we use RMSD-based clustering analysis to group configurations of the 1µs trajectories into similar configurations. This procedure, couples with principle component analysis later, provides detail insights into the various macrostates of the binding complex, its collective motions, as well as potential kinetic traps.
In all results listed in this work, the RMSD cutoff value of 0.15nm is used to distinguish neighboring configurations. This value is chosen by trials and errors to find the most reasonable number of clusters of configurations. For a large cutoff value, all configurations are neighbors and only one cluster is generated. Vice versa, for small cutoff value, there are too many clusters of configurations generated which defeats our purpose. In fact, by varying this value and counting the number of clusters of configurations generated, one identifies a cutoff value for which this number show a sharp rise in the number of configurations, as well as a decrease in the probability of the most populous and lowest free energy cluster. Ultimately, the value 0.15nm is chosen as the threshold cutoff. Using this RMSD cutoff values, the results of distributing all the trajectory configurations into clusters is shown in Table 1 for the two simulated systems.
One can see from this table immediately how much more unstable and strongly fluctuating the protomers in the CYS system as compared to the CYN system. For protomer A, the CYN system has only 8 distinct clusters with the lowest energy cluster has almost 93% probability. For protomer B in the same system, we could only distribute them into two clusters with the lowest free energy has near 100% probability. These data show that this CYN system is very stable and stay close to the experimental ground Fig. 4 The secondary structures of the zinc−finger proteins as function of time for CYN system (top figure) and CYS system (bottom figure) . The DSSP classification system is used, and the residues are color coded as blue: α−helix, gray: 3−helix, violet: 5−helix, red: β −sheet, black: β −bridge, yellow: turn (hydrogen bonded turn), green: bend and white: coil. The CYN main helices and β −sheets are stable for the whole simulation length while the CYS system shows major disruptions to secondary structures from about 400ns onward. state X−ray structure. On the other hand, in the CYS system, the protomer A configurations are categorized into 39 clusters, with the three lowest free energy clusters occupy 70% of the total time. In the same CYS system, protomer B can be categorized into 32 clusters, with the three lowest free energy clusters occupy about 75% of the time. In both cases, the binding of protomer B to DNA is stronger than protomer A as previously mentioned.
To discern major similarities as well as differences among the dominant clusters of the proteins and to show their deviation with respect to the experimental structure, we align and overlap the central configuration (the representative configuration) of these clusters. The results are shown in Figs. 7 and 8 . For the overcharged CYN system, it is clear that there are strong overlapped in the simulated and experimental structures. Nevertheless, one subtle difference should be mentioned here. While protomer A of the CYN system keeps its structural components, protomer B of the CYN system shows appearance of additional β − strands in the location where the experiment structure shows short β −bridges. Following the time dependent structure information shown in Fig.  4(a) , one learns that these β −strands are created after 300ns into the simulation. These β − strands are supposed to be native to these zinc-fingers but upon binding to DNA they are not observed in the experimental crystal structure. Our simulation results show that the β −strands are still there, albeit transiently. This suggests the DNA binding of these zinc fingers are so strong that it disrupts these β −strand secondary structures. In experimental structure measurement, the temperature is effectively zero. In molecular dynamics simulation, the temperature is finite, so the β −strands has finite probability to reappear transiently.
Moving on to the comparison of simulated structures of the zinc-finger in the undercharged CYS system shown in Fig. 8 Fig. 5 The Ramachandran plot of the proteins in normal (right) and deprotonated (left) showing high instabilities of the uncharged zinc−finger structures, with many pairs (ψ, φ ) lie in the 'forbidden' high energy zone. The "red" zone is the favorable region (where the structure of the β −sheets and α−helices are located), the "yellow" zone is the allowed region, the "green" zone is the generously allowed region. The overcharged deprotonated system (CYN) lies mostly within allowed region.
protomers, one zinc ion leaves the cysteine binding pocket and moves to near the negatively charged DNA phosphate backbone. The other zinc ion remains with the cysteine amino acids in the loop segment of the binding pocket, but it pushes this loop further into the water solution, far away from the DNA molecule. This is totally understandable from the electrostatic interaction point of view. Since the cysteine amino acids are neutral now, they only act as polarized side chains. The zinc ion binds weaker to them as compared to the CYN system. As the results, the ions have more rooms to explore other configuration. The zinc ion of the zinc finger near the DNA would move to the negatively charged DNA backbone to lower the electrostatic energy. On the other hand, the zinc ions in the zinc finger far away pushes toward to water solution to enjoy a medium with large dielectric constant, hence also lower its electrostatic self−energy. Besides the big movement of the zinc ions, the secondary structures of the protomers remain relatively stable in this new configuration Fig. 6 The distribution of the number of hydrogen bonds between the upstream nucleic sequence with protomer A (a) and downstream nucleic sequence with protomer B (b) calculated using VMD program. For each sub−figure, the distribution for the CYN system is shown in blue color while the CYS system is shown in green color.
(albeit with larger fluctuations) since they are determined mostly by the hydrogen bond interactions among the constituent amino acids. Most notable change is the melting of half of the helix of protomer B in the DNA major groove, as already seen from Fig. 4(b) . Nevertheless, it remains in this groove throughout the simulation. Overall, in the CYS system, the proteins settle to a new equilibrium configuration, with the zinc ions deviates significantly from its experiment position, and with high flexibility meaning weaker DNA binding. Note that the electrostatic interaction of zinc ions to the protein−DNA complex remains larger than the thermal energy due to the high valence of zinc ion (+2), so they donot go into solution.
Principle component analysis and free energy landscape in collective variables
Principle component analysis (PCA) is a useful method to analyses dynamical behaviour of the proteins. Using PCA, one can screen out fast and high energy modes in the dynamics, leading to a huge reduction in the dimensionality of the system. Just like in the case of RMSD clustering analysis, dynamics of proteins are well described using the first few principal collective motions of the backbone atoms. By our own inspection, three most dominant eigenvectors are enough to locate the number of distinct clusters of configurations of the systems. In all figures, the experimental X−ray structure is shown with green color, the configuration obtained from simulation is shown in cyan color. For each protomer, the top view (along DNA axis) and side view are presented for clarity. The system is the overcharged CYN system. The simulated structure show excellent agreement with experimental structure, stressing its stability. In Fig. 9 , the distribution of all simulated configurations projected on the first three eigenvectors are shown. The four rows correspond respectively to the protomer A of the CYN system, protomer B of the CYN system, protomer A of the CYS system, and protomer B of the CYS system. For each row, the left, middle and right are the projections on eigenvectors 1 and 2, 1 and 3, 2 and 3 respectively. As one can see from these figures, protomer A shows two distinct peaks of high probabilities, while protomer B shows three, once again signifying the difference among the identical protomers upon DNA−binding. The influence of the charging states of the cysteine amino acids are obvious. The peaks for the overcharged CYN system are much sharper and Gaussian-like, indicating structural stability. On the other hand, for the CYS system the peaks are broader, with irregular shapes. For CYS system, there are also many extra small peaks appearing indicating structural flexibility and intermediate states. The trace of the covariance matrix of the four corresponding complexes are 0.798 nm 2 , 0.403 nm 2 , 1.467 nm 2 , and 1.54638 nm 2 respectively. The higher the value, the more structural flexibility the system is. Therefore one sees that protomer A and B in the CYN system are more stable (with protomer B shows stronger DNA binding). In the CYS system, their trace values show the same flexibility indicating that weaker DNA binding leads to less difference between protomer A and B. This is expected because the two protomers are identical in sequence, any difference between them is due to DNA binding. Thus, weaker DNA binding means less difference.
Lastly, in the coordinates of these collective variables, the free energy can be easily obtained from the probability density distribution function, ∆G ∝ −k B T log p(a i , a j ) where a i are projections on eigenvector i−th. As the color coded values of this Fig. 9 shows, the CYS system has much wider range of these projection values leading to lower probability density distribution. Among the protomer A and protomer B in the same system, protomer B show sharper peaks and smaller range of a i . Specifically, the free energy of protomer B has lower ∆G than protomer A by about 0.94 kJ/mol in CYN system and 0.46kJ/mol in CYS system. Between CYN and CYS systems, the free energy of protomer A in CYN system is lower by 0.87 kJ/mol than protomer A in CYS system. Protomer B in CYN system is lower by 1.7 kJ/mol than that in CYS system. One can see from these analyses that the over-charge state is more stable with protomer B has even lower free energy. In the undercharged state, the structures are more flexible, thus the DNA binding causes less difference in the free energy between protomer A and B. Overall, DNA binding once again is the main reason for the structural stability of the overcharged state and to differentiate protomer A and B.
Conclusions
In this paper, we have used the molecular dynamics simulation to investigate the a ZnCys4 zinc finger protein dimer in its binding pose with DNA. The monomers of the dimers are identical in sequences, and they bind to the same nucleic acid sequences. Yet there are differences in structures and energies between them with the "downstream" complex showing stronger binding. The overcharged state of the zinc ion is very important for this binding. In this state, all four cysteine amino acids are deprotonated to become negatively charged, thus overcharge the zinc ion. Previous work showed that this overcharged state is important for stability of the zinc finger. In this work, by various analyses, it is shown that this overcharged state is also very important for the protein−DNA binding complex. In undercharged state, the zinc ions would move to different locations in the complex to lower their electrostatic free energy, leading to an increase the atomic fluctuations and dynamics of the complex. For this specific zinc finger, our results provide insights into the DNA binding state of PSA protein and have potential application in designing specialized biosensor for prostate cancer screening. In a broader aspect, this is a very common classical β β α zinc finger, therefore the results have a potential broader implication to understand structures and functions of this common class of zinc finger and their DNA binding mechanism at molecular levels.
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