INTRODUCTION
The aim of the Autosub project is to build fully autonomous unmanned underwater vehicles which can gather data from the deep ocean, diving to full ocean depth. Work is currently being undertaken to develop vehicle subsystems for a prototype test bed vehicle (Collar et al (1)). Software development for the mission management system, which carries out the navigation, flight control, fault monitoring and data handling functions, is a major part of this. The data handling system for scientific payload and housekeeping data is the subject of this paper.
The Autosub project presents a number of problems with the design of the data handling system which will perform not only data acquisition and storage functions but also perform data reduction. It will interface with a variety of telemetry systems. These functions must be performed reliably and at the right time.
The data handling system will be expected to accommodate a wide range of scientific sensors, some of which will be established sensors while others will be experimental. The data from these sensors may be in analogue or digital format which, in some cases, may require further processing. In addition housekeeping data from other on-board systems will need to be accommodated. This data then has to be stored reliably. A subset of this data may also be sent to any of a number of telemetry systems fitted to the vehicle. The behaviour of the Data Handling system will also change as the mission progresses. Sensors and telemetry may be switched on or off and the processing applied to the data may change.
Achievement of a high level of reliability is essential if an Autosub mission is to be carried out successfully. This paper will describe how we have approached the design of the system in order to achieve this. The use of advanced software tools and structured software methods for the specification and design will be described. This has helped to produce a modular design which may be easily updated to accommodate new sensors and storage devices. It will allow the user to configure the system before a mission and also allow the system to be reconfigured during a mission if necessary. The testing of the system will also be described.
A REQUIREMENTS DRIVEN APPROACH
The Mission Management system for Autosub, which includes navigation, flight control, data handling and fault management, is being designed using structured methods. These methods are intended to make sure that the requirements for the system are properly mapped out before the system is designed and that information is used consistently throughout the system. We have split the project life-cycle into the following five phases.
Requirements definition. Potential users are consulted and system interactions are examined in order to obtain a specification for the system. System analysis. The system is broken down into its component functions so that the system can be modelled and any inconsistencies in the requirements definition can be corrected. No allowance is made for any hardware specific constraints at this stage.
System design. The system model from the previous phase is combined with the various real world constraints on the system such as time limits on particular sections to obtain a design that will have the same structure as the final code.
Implementation. The design is transformed into working code.
System test. This checks that the code performs to requirements and that errors are minimised.
It is generally recognised that the costs of modifying the requirements are much lower during the initial analysis phase of a project than they are at later phases. We have therefore made great efforts to determine the system requirements before moving on to designing and implementing the system. There were a number of iterations through the requirements definition and analysis phases but we have found that using these methods it is unlikely that a problem with the implementation phase would be caused by an incorrect requirements definition. The problem is more likely to have been caused by an oversight at a later stage. The iteration loops are likely to be much smaller and less costly using these methods. The first part of this paper will look at the requirements that we have defined for the data handling and telemetry (DHT) sub-system while the later parts will look at the design, implementation and testing of the system.
Data Handling System Requirements
The DHT module is part of the Autosub Mission Management System (MMS). The first level data flow diagram for the MMS is shown in figure  1 . This shows the interactions between the five separate systems that go to make up the MMS. The solid lines show flows of data while the dotted lines show control flags which control the behaviour of a process or system. The lines coming from, or going to the edge of the diagram show the communications with external systems. This data flow diagram will be explained in more detail later in this paper. The overall design of the Mission Management system has been described in more detail by McPhail (2) .
The Autosub mission is split into a series of mission segments between waypoints. These waypoints may be places where the vehicle must change course or they may be positions at which the behaviour of the vehicle must change; for example: the vehicle goes from a cruising state to carrying out a CTD profile. The behaviour of the on board systems between waypoints is determined by the contents of the mission plan which is downloaded to the Mission Control process at the start of a mission. The Flight Control process decides when a waypoint has been reached from the position data sent by the Navigator process. The waypoint achieved control flag is then sent from the Flight Control process to the Mission Control process. The Mission Control process then sends the appropriate set of control parameters to the four other modules each time a waypoint is reached.
The DHT module uses the data logging parameters to control sensor sampling rates and data processing. It takes data in a standard analogue or digital form from each sensor, carries out any processing necessary and stores the data in some form of non volatile storage. A subset of the data can be transmitted either acoustically or to a satellite if required. The DHT module also handles engineering data in a similar way. There will be provision for a wired or optical fibre data connection to be made to the vehicle in order to carry out pre and post deployment checks and for data recovery.
The analysis and design methods we have used are known as Structured Analysis (DeMarco (3)) and Structured Design (Yourdon and Constantine (4)). These methods are well established in the mainframe computer industry but they have only recently been applied to embedded systems such as this. As they stand they are not ideal for real time systems. In traditional structured analysis timing constraints are deliberately ignored. They can, however, be adapted for real time applications. One such method which has been used on the Autosub project is that put forward by Hatley and Pirbhai (5). We have also added further extensions to help partition the system into separate tasks before going on to the detailed design stage.
Most stages of the analysis and design phases can be carried out with the assistance of computer aided software engineering (CASE) tools. These tools help us by allowing us to break the system down into manageable sections and by representing the system graphically. The diagrams associated with these structured methods show only a limited level of detail with each part of a diagram representing either another diagram or a specification that can be accessed by the CASE tool. Structured methods can also be used to make sure that the structure of the code produced matches the design. The models produced by the design phase can form the basis of the final code and can define the data structures to be used. The CASE tool can automatically check diagrams and specifications for completeness and consistency. It can also compile much of the routine system documentation.
Sensors
We have conducted studies with potential users of Autosub in order to determine the missions they are likely to want to carry out and the measurements they would like to make. From these studies we have obtained a number of typical missions and their associated sensor requirements. The initial developments are targeted at an upper ocean survey type of mission although the vehicle will be expected to have the ability to carry out a wide range of missions and carry a wide range of sensors.
For the upper ocean survey mission the vehicle is likely to be undulating between the surface and 2000m depth and surfacing every 10-20 kilometres. The vehicle would have a range of 1000-2000km for this mission. Other proposed missions would require the vehicle to dive to 6000m in order to carry out full depth hydrographic surveys.
The sensors on the initial missions are likely to be chosen from the following types; Some sensors may be duplicated or triplicated. The present generation of conductivity sensors are known to be susceptible to fouling, which is much easier to detect if more than one sensor is used. As the mission progresses it is likely that different sensors may be required between different waypoints. There is therefore a need to switch sensors and their associated processing on and off as required. must therefore be designed such that new sensors may easily be configured to work with the system. This implies that there should be a standard sensor interface that all sensors would comply with. Work is currently being undertaken to define such an interface.
Telemetry
Although it is intended that Autosub is entirely autonomous there are some planned missions that require data to be telemetered back to shore from time to time. One such application would be where data could be used to update an ocean-climate model running in real time. It is also essential to be able to monitor the engineering performance of the vehicle.
There are three types of telemetry available:
Acoustic telemetry. This can be used when the vehicle is underwater and no more than a few kilometres away from the ship. The data rate could be up to 9600 baud depending upon the distance from the ship and local conditions.
Satellite telemetry. Satellite telemetry would be used when the vehicle is out of acoustic range from the ship. There are a number of different satellite telemetry systems available. Some can offer the option of a position fix (Argos), others can offer high data rates or two way communication. One possible system is Inmarsat standard C which offers bi-directional communication at a speed of 600 baud. The Inmarsat system does not give position information but this could be obtained from a GPS receiver already installed for navigation purposes.
Wired telemetry. Wired telemetry would be used both while the vehicle is on deck and also while the vehicle is in the water close to the ship. The mission plan would be downloaded prior to launch and the vehicle systems could be checked after launch but before the vehicle is sent off on its mission. The data rates could be reasonably high (up to 10 Mbit/s with our current hardware).
Data Logging
Although a limited subset of data can be telemetered back to base by the methods mentioned above, most of the data collected by Autosub will be stored on board and retrieved at the end of the mission. Data logging methods are developing rapidly and so specification of the data storage medium has been deferred until later in the development process. There is, however, a common interface standard that the storage system must adhere to. The data logging system must be rugged enough to withstand the shocks encountered during launch and recovery and should also withstand the low temperatures encountered at depth. It is expected that at least 40MB of data will need to be stored. This assumes that only basic conductivity, temperature and depth (CTD) data together with simple housekeeping data are to be stored. More complex data logging requirements could mean that the data storage would be increased to a few hundred MB. The requirement to withstand mechanical shock means that any disk based system used must be specially designed for this type of application. If a tape based system is chosen then performance at low temperatures down to minus 2 degrees C must be carefully looked at.
Dynamic configuration
The mission is split up into a series of mission segments between pre defined waypoints, shown in a much simplified form in figure 2 . Each mission segment may place different demands on the DHT system. For example; it would be pointless (and possibly damaging) to try to telemeter data to a satellite while the vehicle is underwater. The satellite telemetry is therefore only enabled when the vehicle reaches the surface.
The simplified mission scenario in figure 2 shows the vehicle being launched at position 1. It then travels to the next waypoint, position 2 where the scientific measurements are to begin. Very little scientific data will need to be logged during the mission segment between waypoints 1 and 2 but the engineering data from the initial mission segment could be of interest if there are problems in later mission segments. The scientific data logging will start at waypoint 2. The vehicle then dives to waypoint 3. The data handling task will reconfigure itself at waypoint 3 (as it will do at the end of each mission segment) although in this case the data handling requirements are not expected to change greatly for the ascent to the surface. When the vehicle reaches the surface at waypoint 4 it will stop logging scientific data and start telemetering the data it has already gathered to a satellite. Once all the data has been sent the DHT system will send a completed telemetry signal to the Mission Control process. The Mission Control process will then consider that the end of a mission segment has been reached. It can be seen from this that mission segments need not be run between different physical positions. In the example above, the vehicle would have ended one mission segment when it surfaced. The next mission segment would end when the vehicle had finished transmitting data and was ready to dive again. The physical position would be the same but the behaviour of the vehicle would change. The vehicle would continue to repeat this cycle between the surface and a predetermined depth (as at waypoints 5 and 6) until the end of the mission. Most of the control parameters associated with the DHT system can be changed when the end of a mission segment is reached. These parameters would include sensor sampling rate, maximum and minimum acceptable values and any other sensor processing parameters needed for that particular sensor. The different telemetry types can be enabled for the system as a whole as well as for each individual sensor. Further processing can be carried out on the data before it is telemetered. If necessary the sensor, or even the whole system can be disabled completely.
SYSTEM DESIGN
The issues discussed above together with other less important issues have been distilled into a requirements specification. This specification has been analysed and refined using the structured analysis techniques mentioned above. These enable us to find the component functions that make up the system as a whole. The most visible output from this phase is a collection of data flow diagrams and their associated process specifications. The level one data flow diagram for the whole mission management system is shown in figure 1 . This is derived from the context (level zero) diagram for the system which shows all the external interfaces to the system. Each of the circles on the diagram represents a process which can be broken down into a further diagram. One such diagram, the data flow diagram for the DHT system, is shown in figure 3 . This shows that there are three major parts to the system; the data processing, the data logging and the data telemetry. The interactions between these parts and with other parts of the Mission Management system can easily be seen from both diagrams. These diagrams show us what functions are to be undertaken by the DHT system and, possibly more importantly, what functions are considered external to the DHT system.
The processes that are shown as circles on these diagrams can be broken down into smaller processes on separate diagrams. For each of the processes in figure 3 there are at least two further diagram levels below them. Once they have been broken down into their smallest sensible parts a textual specification can be written for each part. The control flows, which are shown as dotted lines on these diagrams indicate that there are time dependencies involved. These time dependencies can be modelled using state transition diagrams and event tables to produce a representation of how the system behaves.
Partitioning
Whilst the Analysis phase is good for determining the types of data that need to be passed around the system and what functions need to be performed on that data, the results cannot be mapped directly into code that will run on the final system.
The main part of the Autosub Mission Management system is running under the VRTX32 multi-tasking real time operating system. One of the first things to be done when translating the results of the analysis phase into a design is to determine whether everything can be run as a single VRTX task or whether the system needs to be split into a number of tasks. The Structured Analysis and Structured Design methods make no allowance for this so we have therefore added a further transitional stage between the analysis and design phase. The output of this stage takes the form of a task map which shows each of the VRTX tasks and the communication that takes place between them. The task map for the DHT system is shown in figure 4.
The system is based around a central task called Handle Science Data. This controls all the other tasks and is responsible for data logging and for sending data to the various telemetry systems. Its behaviour is controlled by the current set of processing parameters which are sent to it when a waypoint is reached. The information contained within these parameters includes which telemetry systems are active in this mission segment, which sensors are active and what processing needs to be carried out on sensor data.
Each sensor has its own dedicated acquisition task. The code for these tasks is identical for all sensors but their behaviour is controlled by the processing parameters for that sensor. The acquisition task controls how often the sensor is sampled and what processing is to be applied to the sensor data. The data is time stamped and the data quality is checked. A flag is set if an error is detected. Between the sensor and the acquisition task is a sensor specific device driver which will send any commands necessary to make the sensor take a reading, read the data from the sensor and pass it back to the acquisition task in a standard format. The Once the system has been partitioned into tasks, the design of the individual tasks can be carried out using structure charts. The structure chart for the acquisition task is shown in figure 5 . As their name implies, structure charts show the structure of a task; the functions (in the C language) contained within a task, how they relate to other functions and what data is passed to the functions. When using the CASE tools we can examine the specification for each function which can then be mapped directly to C code. By convention the functions on the left side of the diagram are normally carried out first, although the exact order in which functions are called depends upon the specification of the calling function.
The description that follows shows how the structure chart relates to the way that the system actually works. In the case of the acquisition task it also shows how the dynamic configuration is implemented for this system.
In the structure chart for the acquisition task it can be seen that the first thing the task does is to get the acquisition parameters. These parameters come from the handle science data task and control the subsequent behaviour of the acquisition task. The set up acquisition parameters function copies these parameters into local memory and sets up various pointers needed by the rest of the task.
Now that the task has been set up it goes into a loop which runs at a rate determined in the acquisition parameters. There are four functions within this loop; Check for end of mission segment, get checked sensor data, process sensor data and send sensor data. It can be seen that get checked sensor data calls a number of other functions in order to check and time stamp the data. On a more complex diagram these other functions could have been removed and shown separately. The full system documentation and the CASE tool make it clear to those working on the system that this further information exists.
If the DHT is told that the vehicle has reached the end of a mission segment then it sets a VRTX event flag which is read by the check for end of mission segment function in each of the acquisition tasks which returns an end of mission segment flag. The main data acquisition function then jumps out of the loop and calls wrap up task which frees up any memory the task uses and then deletes that task.
Device Drivers
The acquisition task communicates with the sensors through a standard DHT System Acquisition Tasks
Operating System
Device Driver Sensors Figure 6 . DHT system software layers set of software calls to a device specific driver routine. This driver knows how to switch on and prepare the sensor to take a reading if necessary. It then takes a reading and passes this reading back in a standard format to the acquisition task for that sensor. The use of device drivers means that new sensors can be accommodated easily if the appropriate driver can be written.
The system can currently handle analogue and simple serial digital signals via RS232 or RS485. Newer sensors are adopting these digital interfaces as hardware standards although the software protocols used still vary widely. It is possible for a number of sensors to share the same RS485 connection if the protocols they use are compatible. This would be attractive for Autosub since it would minimise the number of penetrations through the pressure hull for sensor connections.
IMPLEMENTATION
The system runs on a standard 68020 based processor card linked via a VME backplane to the interface cards for the analogue inputs and serial digital inputs and outputs. Other, more specialized interfaces can be supported if required by writing a software driver for that interface. The target system hardware is intended to be very similar, if not identical, to that used in the Autosub vehicle. It uses half height VME cards fitted with a CMOS processor and CMOS sub-systems where possible in order to reduce power consumption.
The system currently logs data to an area of internal memory but it can log data to virtually any storage device provided the appropriate driver exists. Possible storage media could include ruggedised hard disks, optical disks, helical scan tape or solid state memory. The use of a real time operating system allows the separation of many hardware and software issues like this. If our code uses only standard system calls then a driver can be written for the hardware which only has to deal with a well defined and documented set of commands.
The code is written in C and is cross compiled on a Sun Sparcstation before being downloaded to the 68020 target system over an Ethernet link. This allows the use of tools, such as those for configuration management, which are supplied with the Unix operating system. While under development, the system can use the Sparcstation as a console for standard output and messages. We also have source and system level debugging tools that allow graphical output on the Sun while the program is running on the target. These allow us to look at the state of any task as the system is running and also to look at the communication between tasks. Source level debugging also allows us to examine how the C code is executing. We can look at variables and data structures and also trace the execution path through a program.
An incremental top down approach has been taken for the coding and de-bugging of the system. A skeleton of the main task was written and tested first which allowed the basic structure of the code to be checked. Once this was completed each module could be added and tested one at a time. This approach minimised the likelihood of one module apparently not functioning due to a fault elsewhere in the system. The inter-task communications were also implemented at an early stage because they are an important part of the system. From figure 3 it can be seen that each task needs data from a higher level task or from the mission control process in order to run. One possible drawback with a top down approach is that the system cannot be shown working with real data until a late stage in its development. This should not be a problem with a properly de-bugged system where realistic and meaningful test data has been used.
TESTING
With a vehicle that is to be fully autonomous for much of the time it is important that its behaviour is both predictable and sensible when unexpected circumstances or faults arise. There will be no means of communication with an operator. This places great demands on the ability of the software to cope with unusual inputs and on the reliability of the software itself.
Our main method of system testing is by the use of simulations. Separate simulation tasks are run, either on the target system or on a separate computer which provide inputs to the system under test. As far as the system under test is concerned these inputs are identical to those it will be getting in the real world, the main difference being that these inputs can be carefully defined by the tester to check as many different parts of the system as possible. The selection of data to be used for the simulation is crucial to the success of the testing. This may involve going back to the original specification to find the limits expected of the system and then testing with input values below, at and above these limits. They may also involve examining the code for boundary conditions and verifying that inputs above and below these conditions are handled sensibly.
In a real time system the input values are not the only important test parameters. The time at which these values appear is also important. If we have many data values arriving simultaneously, all of which must be time stamped and logged then this will present a much greater strain on the system than data values arriving at evenly spaced intervals. The requirements specification has set down maximum values for the number of sensors and the rate at which data arrives. The system should be tested up to, and preferably beyond these limits.
These requirements place a great demand on the simulation software. This software must be designed with the same care as the software under test if it is to produce meaningful test results.
Most of the problems found during testing were bugs which would have been introduced at the coding stage rather than major design flaws. Typical problems included memory being overwritten unexpectedly and operating system error messages that were not dealt with properly. There were a few implementation dependent changes made to the specification, one of which was the reduction of the maximum sampling rate from 64 samples per second to 50, which meant that we could take advantage of certain timing features of the operating system. The lack of design related problems is a reflection of the care taken with the initial analysis and design phases and the beneficial effects of structured methods.
