Human subjects perform poorly at matching different images of unfamiliar faces. When images are taken by different capture devices (cameras), matching is difficult for human perceivers and also for automatic systems. We test an automatic face recognition system based on principal components analysis (PCA) and compare its performance with that of human subjects tested on the same set of images. A number of variants of the PCA system are compared, using different matching metrics and different numbers of components. PCA performance critically depends on the choice of distance metric, with a Mahalanobis metric consistently outperforming a Euclidean metric. Under optimal conditions, the automatic PCA system exceeds human performance on the same images. We hypothesise that unfamiliar face recognition may be mediated by processes corresponding to rather simple functions of the inputs.
Introduction

Background
Research in face recognition has attracted scientists from a very wide range of disciplines. Broadly, research projects divide into those concerned with investigating the mechanisms underlying human face recognition, and those that aim to automate the process for applied reasons. Automatic face-recognition systems need not be constrained to mimic human processes, though some of the most popular techniques currently available do claim to capture some aspects of human face processing. In this paper, we examine such a system, based on a principal components analysis (PCA) of images. We compare this system's performance with human performance on the same sets of images.
There are some comparisons of automatic and human face recognition in the literature (e.g. O'Toole, Abdi, Deffenbacher, & Valentin, 1993; O'Toole, Deffenbacher, Valentin, & Abdi, 1994; Hancock, Burton, & Bruce, 1996; Hancock, Bruce, & Burton, 1998; Biederman & Kalocsai, 1997) . However, in most of these studies, the human performance data for comparison have not been the simple ability to recognise a face. Instead, computational studies have normally tried to capture human ratings such as 'distinctiveness' or performance on memory tasks in which faces are shown initially for a particular stated purpose, and subjects are subsequently (and unexpectedly) asked to pick them out from a set of distractors. While these studies have provided some very useful information about the possible sources of information used in remembering faces, they are not necessarily informative about the process of matching faces. This issue arises partly because of the increasing use of video security (CCTV) cameras, and their potential as a source of forensic evidence. It is becoming increasingly common for an operator or witness to attempt to match two images of the same person, one taken from a video record of the crime, and another taken, for example, once a suspect has been apprehended, or possibly from a book of photographs.
One reason for the lack of detailed comparisons between computer and human matching performance is that one might expect humans to be at ceiling in this task. It is well known that remembering faces is sometimes difficult, as a wealth of evidence from eye-witness identification studies shows (e.g. Wells, 1993) . However, intuition from daily life suggests that we are very good at recognising people. In fact, recent work has shown a very large discrepancy between recognition rates for familiar and unfamiliar faces. In recent experiments Bruce, Henderson, Newman, & Burton, in press ), performance on face matching tasks has been shown to be surprisingly poor when the faces used are unfamiliar to the experimental subjects. For example, in a series of experiments, Bruce et al. (1999) showed subjects a single high-quality image of a young man, taken from a video camera. This target image was shown against a line-up of 10 photographs of young men, taken with a different (high-quality) camera, on the same day as the target image. In general, subjects were surprisingly poor at this task, even though they had no time pressure and no memory load. For example, asked to pick out the target 'only if he is present', subjects picked the correct person in only 70% of cases. Even when told that the target was always present, subjects chose correctly on only about 80% of trials. We will return to these experiments in more detail below, as they form the basis for the comparison here. However, the important point to note is that matching of unfamiliar faces is a surprisingly difficult task. Further evidence supporting this notion is beginning to accumulate from such settings as matching shoppers to credit cards bearing their photographs (Kemp, Towell, & Pike, 1997) .
In contrast to unfamiliar face recognition, humans appear to be surprisingly good at recognising familiar faces. A recent study by Burton, Wilson, Cowan, & Bruce (1999) showed extremely good recognition rates of poor-quality CCTV images. Using a recognition memory procedure, subjects familiar with the target people performed at ceiling on a task that produced chance behaviour when unfamiliar subjects were shown the same images. Similar results have been demonstrated with different experimental procedures (Bruce et al., in press) , and Bruce has suggested that the process of recognising a familiar face may rely on different image information to the processes underlying unfamiliar face matching. Of course, there are other issues here (for a review, see Hancock, Bruce, & Burton, 2000) , as familiar faces seem likely to be better represented, even if only in the simple sense of having been derived from more samples. Unfamiliar face recognition is characterised by poor generalisation across variables such as pose and lighting, despite subjects having general expertise with the face category. In contrast, recognition of familiar faces does allow for generalisation over different viewing conditions. We will return to this marked difference in performance for processing familiar and unfamiliar faces later. It is sufficient at this stage to note the difference, and to note that this difference is beginning to inform psychological models of humanface recognition (Bruce, 1983; .
In the studies we report here, the task considered is recognition across image format. Images taken with one camera are to be matched with those from a different capture device. In studying the performance of the automated system, the training set consists of highquality photographs, and the test set comprises stills taken from video footage. In many reports of automated systems, all images (both test and training) are captured on the same device (e.g. see a large collection of papers in IEEE, 1998). It is routine for researchers to manipulate test and training sets in terms of viewing angle, lighting conditions, resolution and so forth. However, the image characteristics of capture devices (cameras) vary considerably, and so a match across these devices is sometimes very hard for automatic systems. In fact, a change in image format is very likely to be necessary in all realistic forensic situations. One cannot expect the camera used to capture images for a store of 'known' individuals to be the same as that used in surveillance. Although different database and input images are occasionally used in studies of automated systems, this is not yet very common. In the studies we describe here, we always examine recognition across changed format, though it is important to emphasise that both formats yield good-quality images. We describe the specific characteristics of the stimuli used below. We now describe the particular automatic recognition system examined.
Face recognition by PCA
Principal components analysis of pixel intensities has been a popular approach to face recognition (Turk & Pentland, 1991; Kirby & Sirovich, 1990; Pentland, Moghaddam, & Starger, 1994) . This technique was highly successful in FERRET (Phillips, Moon, Rauss, & Risvi, 1997) , a recent Army Research Laboratory competition to find the most robust face recognition method. This system takes a pattern-matching approach to recognition, in which the derived representation of an image is determined by the statistical properties of a training set. In such an approach, the inputs are considered to be vectors, formed by the concatenation of all the image pixels. This means that information about image geometry is lost, other than that which is implicit in the input statistics. One immediate problem with this approach is that the inputs lie in a very high-dimensional space, and almost all pattern recognition techniques scale very badly with the dimen-sionality of the data (Bishop, 1998) . As a result, highdimensional data are often passed through some dimensionality reduction technique, prior to any recognition algorithm. However, research on face recognition has shown that performing dimensionality reduction alone can give a representation that supports accurate recognition and also displays some of the characteristics of human recognition (O'Toole et al., 1994; Hancock et al., 1998; . PCA is a compression technique that finds the linear projection of the inputs, which captures the most variance; it is also the linear projection of the inputs, which minimises reconstruction error of the inputs, in a least-squares sense. The technique produces new dimensions (eigenvectors or eigenfaces) that can be combined linearly to form good representations of input faces. It is normally the case that a combination of rather few eigenfaces is sufficient to produce a reasonable reconstruction.
As a technique for recognition of facial images, PCA is usually combined with a normalisation process, in which the positions of facial features are standardised across the image set (Craw & Cameron, 1991; Craw, 1995; Poggio & Beymer, 1995; Troje & Bü lthoff, 1995; Vetter & Troje, 1995) . The reason for this is that PCA is exclusively concerned with the covariance matrix of the pixels, so if the representation is to carry usetul information about the differences between faces, that information has to appear in the covariance matrix. If the features are not aligned, then the variance of one pixel will be largely due to the fact that it corresponds to different positions on the face. In this study, the faces were normalised by a manual technique, in which the location of a set of landmarks was recorded, and each image then morphed onto the average shape, using bilinear interpolation. There are automatic procedures for landmark finding, but they are not error-free, and so a manual technique eliminates one source of recognition errors. Fig. 1 shows an original and morphed image, overlain with the standard grid used in this study. The results of this morphing transformation are sometimes called 'shape-free' faces (Craw, 1995) as all faces are given the same shape. This label is perhaps unfortunate, because there is still residual information about shape in the resultant images. For example, the gradients of light to dark in a shape-free face's chin will be different according to whether the original image was someone with a large chin or someone with a small chin. Previous studies (Lantis, Taylor, & Cootes, 1995; Hancock et al., 1998; ) have shown extremely good recognition performance with these shape-free images. Some of these studies have shown some improvements in performance when explicit information about shape is coded, but others (e.g. Hancock et al., 1998) show no added benefit. In these experiments, therefore, we will use the shape-free faces exclusively, although this should not be taken to imply that shape is somehow unimportant for recognition.
PCA is a manifold-based technique, in which the faces are represented in a space of reduced dimensionality. The principal components themselves are the axes, and each face is represented as a point in this space. There is a natural ordering to the axes such that the earlier components capture the most variance, compared to later components. In terms of the positions of the data points, this means that the magnitude of the projection of each point onto the earlier components will be greater, on average, than that for the later components. For a matching technique that uses, say, a Euclidean distance metric, this tends to weight the earlier components more than the later components, as the distance between two data points will be dominated by the projection onto the axes corresponding to those components. This might be a problem if the earlier components happen to code for a source of variance that is incidental to the recognition task, such as lighting, pose or facial hair. For this reason, some researchers have suggested using a metric that treats all components equally; this is called the Mahalanobis metric (Craw, 1995) . This scales the position along each axis by the amount of variance captured by that axis. Related work has shown this to improve recognition rates on some data sets (Hancock et al., 1998; . We examine both Euclidean and Mahalanobis metrics in the current work.
Recognition studies
Materials
The faces used in this study consist of high-quality photographs of 120 males, and video stills of a subset of 80 of these people. All images were taken from the UK Home Office Police Information Technology Organisation (PITO) database, comprising images of po- lice trainees (all young men with short hair and no facial hair or glasses). The photographs had been taken in good studio conditions with diffuse lighting. Only fullface views were used. The database also contains VHS video sequences of some of the trainees. These videos had been taken on the same day as the photographs, and were of good quality. A full-face still from these sequences was taken for the target 80 people.
These images were used by Bruce et al. (1999) in a series of matching experiments. In each of these studies, a single video still was presented at the same time as 10 photographs, and subjects were asked to pick out the correct person. Fig. 2 shows examples from these experiments. The distractor faces in arrays were those judged most similar to the target in a previous sorting study (which used different subjects to those recruited for the face matching task). In the computer studies presented here, we emulated this procedure. In each case, the automated system is presented with a test image that is a video still. The task is to pick this person from an array of 10 photographic images. Hence, all recognition is cross-format in these studies.
Method
Subjects' task in studies by Bruce et al. (1999) was always to pick out the correct person from a line-up such as that shown in Fig. 2 . In those studies, a number of manipulations were carried out, for example the proportion of trials on which the target is present in the arrays. For the purpose of the present study, we only consider human data from trials in which subjects knew that the target was present. This reduces the problem to a 10-alternative forced choice. The photographic array of 10 was constructed separately for each target stimulus, such that the target item was in a randomly chosen location. There were 20 subjects in the Bruce et al. study, and each was presented with 20 separate target/array sets. These same sets were used in the present study.
For the PCA system, each image in the target array is represented in some space, and recognition corresponds to a simple nearest-neighbour match between the probe and each of the possible matches. The space is defined by the principal components of a training set. In this study, we are interested in testing the ability of the system to generalise from one image population to another, and so the photograph set was used as the training set. Components built from this set were used to represent the probe and the images in the target array. Prior to analysis, all images were morphed to an average shape. The recognition performance will naturally depend on the number of components used, and so we report performance using 20, 40, and 80 components. We also report separate performance measures for a match based on Euclidean distance and a match based on Mahalanobis distance, as described above.
Study 1: Face-recognition rates
The first study simply emulates an experiment on the same images performed by Bruce et al. (1999) (Experiment 2, condition using full-face grey-scale images in neutral expression). Each system was presented with each probe item from the array that had been shown to subjects, and the degree of match was calculated for each of the possible faces in the target array. In this situation, a result from the PCA system is counted as correct if the distance between probe and target is the smallest across all 10 faces in the array. Recognition rates are shown in Table 1 .
As noted above, the human recognition rates are relatively low. This is a 10-alternative forced choice test with no memory load or time pressure, and yet subjects make a great many errors on this task (24%). The PCA recognition performance is mainly dependent on the choice of distance metric. The Euclidean technique produces a rather poor matching, even when 80 components are used. However, PCA performance using a Mahalanobis distance metric produces the best performance. Even when using only 20 components, this technique out-performs human subjects. Increasing this to a level of 80 components produces excellent performance on this difficult task.
Previous studies on face recognition by PCA have suggested that early components (i.e. those capturing most variance) may not carry information about the identity of the face (O'Toole et al., 1993) , and these results are consistent with such a view. It is especially the case in this cross-format recognition task that the early components may be coding image characteristics that are not useful in identification. Image characteristics such as variations in contrast and brightness can easily dominate more subtle variations due to changes in identity. Elimination of the variance difference between components gives a radical improvement in the system's performance.
To examine the properties of the two different image formats, we performed a joint PCA on 160 images, such that each person represented twice in the image database (by a video-still and a photograph) contributed two images. Fig. 3 shows the values of each item on the first two dimensions of this large-scale PCA. The figure shows that the two sets of images are linearly separable on just these first two components. It appears, then, that the early components (by definition those capturing most variance) are dominated by image differences between image sets, rather than between individuals. This lends further credence to the notion that Mahalanobis distance techniques are useful in PCA precisely because they reduce variance that is independent of identity. An alternative approach would be to eliminate early components altogether from the match. However, this would require a principled way of Bruce et al. (1999) deciding how many components to eliminate: how many components carry image information only? It seems likely that the answer to this problem will differ according to the changes in image type compared. A more general approach therefore is to use a Mahalanobis match, in which early components do not dominate matching.
Study 2: Correspondence of automatic and human performance
Having established that the PCA system can achieve human recognition rates or better, we now investigate the correspondence of performance. The main question of interest here is whether the automatic system captures the pattern of performance in the human data. If PCA is to prove useful as a model of human-face Human data are from Bruce et al. (1999) , using the same arrays recognition, then we would expect it to find the same face matches easy as humans find easy, and to fail on the same matching trials.
For each of the test arrays, the human data consist of a score out of 20, corresponding to the number of subjects who correctly identified the probe face. One way to measure the similarity between artificial and human performance is to ask whether most human subjects tended to identify those faces that were also correctly identified by PCA. We compared the number of human subjects who identified faces hit by PCA, with the number who identified faces missed by PCA. Table 2 shows data from this comparison.
The correspondence between machine hits and human hits reveals rather poor levels of agreement. Simple t-tests between hits and misses in each of the above comparisons reveal significant differences only for the PCA using Mahalanobis distance, and only for systems using 40 or 80 components. These last results are interesting because these two variants also give rise to the best overall performance (see Table 1 ); the best configuration for the task also gives the best account of the human data. However, it is clear from Table 2 that the correspondence between human and automatic system is rather weak.
An alternative way to measure correspondence would be to divide the arrays into those that humans found easy, and those that were hard, and test for a difference in the hit rates from the computational systems. The arrays were divided at the median human score: arrays with scores higher than the median were put into the easy category, the others were put into the hard category. We then tested for the significance of difference between the hit rates for the computational systems for these two groups. Table 3 shows the results of this analysis. In general, the correspondence between automatic and human recognition is poor. The only significant differences between any hit rates for faces recognised well or poorly by humans were in the comparison using 80 components and a Mahalanobis distance. It seems from these results that while PCA performs as well as, or better than, humans on this (difficult, cross-format) task, they do not succeed and fail on the same images. all the images are rated as having roughly the same similarity with the probe, we would expect the task to be difficult. This suggests that a meaningful measure of task difficulty would be the difference between the target-probe similarity, and the mean of the distractor-probe similarities. We call this measure signal salience for the purpose of this study. We computed signal salience for each face array, and correlated the resultant value with human performance on this array (i.e. the number of subjects correctly identifying the target). Table 4 shows the results for each of the PCA systems tested. These results appear to show that the signal salience measure computed from PCA carries some information about people's ability to make these matching decisions. As with the studies described above, the use of Mahalanobis distance is necessary to show any systematic effects.
Study 4: Recognition across changes in pose
In all the studies reported above, we have used the same pose, full-face, for target and test images (see Fig.  2 ). In these very well-controlled conditions, it is relatively easy to constrain the angle of viewing for each image. However, it is clearly the case that in forensic
Study 3: Simulation and similarity
All the studies reported so far use simple hit/miss measures of the automated system's performance. In fact, there are richer data available from these sources that may be useful. During recognition, similarity measures are available between the probe and the target, and also between the probe and all the distractors (i.e. the nine non-targets in the array). These measures might be more informative about the difficulty of the recognition task than a simple hit or miss score. One way to conceptualise the task is as a discrimination problem, in which the target is to be detected in the presence of a set of distractors. From this perspective, if the target-probe similarity is large compared to that for the distractor-probe population, we would expect the recognition task to be relatively easy. However, if The issue of resilience over pose change is interesting in the case of shape-free PCA. For a system that did not incorporate this image standardisation, accuracy levels would reflect the simple image similarity between different poses and would break down relatively quickly. However, the shape-free manipulation may possibly provide some protection against effects of pose change. The shape-free manipulation ensures that all face images are morphed to the same shape before PCA, but there is no requirement that this shape be a front-view face. (To understand this point, consider using the shape-free manipulation with a different shape, for example a starfish. As long as all images were morphed to the same common shape, the starfish, before PCA, the technique should work well). Fig. 5 shows a still from a video of a face at 30 degrees and the result of morphing this to the standard frontal shape used elsewhere in this study. There is clearly a severe disruption of information in this image, particularly in the half of the face turned away from the viewer. However, we were interested in establishing whether the PCA technique was robust in the face of this level of distortion.
In this study, we simply repeated those experiments carried out above, but using a target face rotated by 30 degrees. The target arrays were identical to those used in previous experiments. This is now a very difficult problem, as both image format and viewing angle are changed between images to be matched.
Recognition rates for this experiment are presented in Table 5 . Human results from Bruce et al. (1999) show that the pose change reduces human matching performance, but not greatly. In contrast, the PCA system is severely affected by the change in pose. Comparison with Table 1 shows that accuracy of PCA based on Euclidean distance is reduced by the change in pose, but not greatly. However, the Mahalanobis distance version of the system falls from excellent to poor performance as a result of the pose change. This is an interesting result. It suggests that the advantage for the Mahalanobis distance technique is pose-specific, but not image-format-specific. This provides some operational constraints, as well as offering some theoretical pointers, to which we will return below.
As in previous studies, we investigated the extent to which the hits and misses from PCA correspond to the hit rates in the human data. The human scores were divided into two groups, corresponding to hits and misses from PCA, and a simple t-test performed. The results of this test are shown in Table 6 . It can be seen by comparison with Table 2 , that even the rather poor correspondence between automatic and human matching achieved above has been eliminated by the change in pose. None of the comparisons is significant.
Finally, for completeness, we consider the same 'signal salience' measure as previously and correlate this measure with the human hit rates. These data are settings, one will not have the same degree of control.
In this study, we vary the pose between the test and target images. Fig. 4 shows a line-up in which the target (video) face is rotated by roughly 30 degrees. have reported human accuracy data on arrays constructed from a single angled target, tested against 10 full-face photographs.
presented in Table 7 . In direct contradiction to data shown in Table 4 , only PCA using Euclidean distance shows any correlation between human and automatic performance, and even this is rather slight.
Study 5: PCA consistency across changes in pose
In the previous section, we showed that PCA is badly affected by a change in pose, when this change is accompanied by a change in the image format. In this final section, we examined whether the decline in performance is systematic, that is: does the ability to recognise certain particular faces drop out of range of the system as the pose is changed? Table 8a and b show the consistency of the Euclidean system (Table 8a ) and the Mahalanobis system (Table  8b ) across changes in view. If particular faces drop out of the system due to a pose change, then we would expect there to be a relationship such that hits in the poorer-performing system (the pose change system) are a subset of those in the more accurate system. In fact, Table 8a and b show that no such systematic relationship exists, for either Euclidean or Mahalanobis versions of the system. A series of 2× 2 chi-square analyses on hits and misses for the two systems (frontal and 30 degree) reveal no significant association between performance in the two systems. It appears, then, that the behaviour of the system is independent under these two circumstances, and so does not behave as though it can represent view-independent aspects of the face.
General discussion
We have compared PCA with human performance on a difficult, cross-format recognition task. The problem studied is how to match an image of a face with a different image, taken with a different capture device. Recent psychological investigations have shown that this is a surprisingly difficult task for human observers, even when both types of image are of a high quality, and even when the task is reduced to a 10AFC. Data from these experiments give a very good standard against which to measure the performance of artificial systems. In the systems motivated by engineering ambitions, this is one of the few every-day perceptual problems in which a useful technology must out-perform humans. Given the traditional difficulty in emulating human perceptual performance, this is a very ambitious project. For this particular task, we have shown that PCA can provide such performance, when an appropriate formulation of the technique is used.
For systems motivated by issues of cognitive modelling, the human performance data set is useful because it is relatively easy to simulate forced-choice tasks (for example, one does not need to address issues of response criteria). Similarly, this data set does not give rise to ceiling or floor performance, making it a useful set against which to compare successes and failures of automated performance.
In summary, the data presented above show that these systems can perform as well as, or better than, humans on the face-matching task. Given the simple way in which PCA works, this is a surprising result, as we would have expected PCA to be disrupted by format changes that result in significant changes in the image statistics. The PCA system is also shown to be highly sensitive to the choice of distance metric, with the Mahalanobis metric consistently showing the best performance.
It is very important in considering these results to remember that human performance on familiar and unfamiliar face recognition is very different. Studies by Bruce et al. (1999) and show that people are very good at recognising familiar faces, even in poor-quality images. This has led us to suggest that recognition and matching of unfamiliar faces are based primarily on image-level representations, rather than abstract descriptions of faces, derived from any particular image Hancock et al., 2000) . This means that any changes in (say) pose, illumina- tion, or image characteristics would harm recognition rates. This is quite consistent with a PCA approach. The technique relies entirely on matching image-level descriptions and incorporates no top-down knowledge of the way in which faces are structured. There are also some interesting effects in these data relating to the engineering aspects of automated face recognition. One problem with the results presented here is that recognition performance is likely to be affected both by a change of camera and by changes in illumination. To separate out these effects would require stimuli collected under much more controlled conditions. Other studies have shown that changing illumination direction impairs recognition performance, both for unfamiliar object categories (Tarr, Kersten, & Bü lthoff, 1999) and for unfamiliar faces (Braje, Kersten, Tarr, & Troje, 1998) . These studies involve larger changes in illumination than those considered here, but it appears that even changes over the range used in this study (for example, see Fig. 5 ) are sufficient to degrade human and machine performance.
Finally, we should note that the particular PCA system we have analysed here uses manually defined landmarks. Although the system can perform at better than human levels, it does not solve the face-recognition problem itself. Other systems do not require human intervention at this level. In previous work (Hancock et al., 1998) , we have compared this version of PCA to a system based on matching graphs connecting vertices at which there is an activity vector (jet) of local Gabor-type wavelets at several scales and orientations (Lades et al., 1993) . Such a system has been implemented with an automatic feature-finding grid-structure to guide the graph-match (Wiskott, Fellous, Krü ger, & von der Malsburg, 1997) . In our previous work, a graph-matching system was found to predict some psychometric properties of familiar faces, better than PCA, despite the fact that it has a more difficult task to perform, given the automatic feature finding. Despite this limitation of the PCA system tested here, it remains potentially useful in (for example) forensic settings. In circumstances in which human perceivers have difficulty identifying a target face, a PCA system could be employed to help to sort candidates. Humans have no difficulty in manually defining these landmarks, and once this has been carried out, the system may suggest potential identifications. In short, while the manual aspect of this system clearly renders it an incomplete model of unfamiliar face recognition, it nevertheless has characteristics that are interesting both theoretically and practically.
