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OPTIMAL ERROR ESTIMATES
OF GALERKIN FINITE ELEMENT METHODS
FOR STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS
WITH MULTIPLICATIVE NOISE
RAPHAEL KRUSE∗
Abstract. We consider Galerkin finite element methods for semilinear sto-
chastic partial differential equations (SPDEs) with multiplicative noise and
Lipschitz continuous nonlinearities. We analyze the strong error of conver-
gence for spatially semidiscrete approximations as well as a spatio-temporal
discretization which is based on a linear implicit Euler-Maruyama method. In
both cases we obtain optimal error estimates.
The proofs are based on sharp integral versions of well-known error es-
timates for the corresponding deterministic linear homogeneous equation to-
gether with optimal regularity results for the mild solution of the SPDE. The
results hold for different Galerkin methods such as the standard finite element
method or spectral Galerkin approximations.
1. Introduction
This article is devoted to the analysis of numerical schemes for the discretization
of stochastic partial differential equations (SPDEs) with multiplicative noise. For
the last 15 years this has been an very active field of research. An extensive list of
references can be found in the review article [18].
Here we apply the well-established theory of Galerkin finite element methods
from [27] and, in combination with optimal spatial and temporal regularity results
[20, 22], we derive optimal error estimates for spatially semidiscrete as well as for
spatio-temporal approximation schemes. Our analysis is suitable to treat different
Galerkin methods such as the finite element method or spectral Galerkin methods
in a unified setting.
We begin with a probability space (Ω,F , P ) together with a normal filtration
(F t)t∈[0,T ] ⊂ F . By W : [0, T ]× Ω → U we denote an adapted Q-Wiener process
with values in a separable Hilbert space (U, (·, ·)U , ‖ · ‖U ). The covariance operator
Q : U → U is assumed to be linear, bounded, self-adjoint and positive semidefinite.
Further, let (H, (·, ·), ‖ · ‖) be another separable Hilbert space and A : D(A) ⊂
H → H a linear operator, which is densely defined, self-adjoint, positive definite,
not necessarily bounded but with compact inverse. Hence, there exists an increasing
sequence of real numbers (λn)n≥1 and an orthonormal basis of eigenvectors (en)n≥1
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in H such that Aen = λnen and
0 < λ1 ≤ λ2 ≤ . . . ≤ λn(→∞).
The domain of A is characterized by
D(A) =
{
x ∈ H :
∞∑
n=1
λ2n(x, en)
2 <∞
}
.
Thus, −A is the generator of an analytic semigroup of contractions which is denoted
by E(t) = e−At.
As our main example we have the following in mind: H is the space L2(D), where
D ⊂ Rd is a bounded domain with smooth boundary ∂D or a convex domain with
polygonal boundary. Then, for example, let−A be the Laplacian with homogeneous
Dirichlet boundary conditions.
Next, we introduce the stochastic process, which we want to approximate. Let
X : [0, T ] × Ω → H , T > 0, denote the mild solution [7, Ch. 7] to the stochastic
partial differential equation
dX(t) + [AX(t) + f(X(t))] dt = g(X(t)) dW (t), for 0 ≤ t ≤ T,
X(0) = X0.
(1.1)
Here f and g denote nonlinear operators which are Lipschitz continuous in an
appropriate sense. In Section 2 we give a precise formulation of our conditions on
f , g and X0, which are also sufficient for the existence and uniqueness of X .
By definition the mild solution satisfies
X(t) = E(t)X0 −
∫ t
0
E(t− σ)f(X(σ)) dσ +
∫ t
0
E(t− σ)g(X(σ)) dW (σ)(1.2)
for all 0 ≤ t ≤ T .
Our aim is to analyze numerical schemes which are used to approximate the
solution X . For an implementation one needs to discretize the time interval [0, T ]
as well as the Hilbert spaces H and U , since both are potentially high or infinite
dimensional.
In this paper we deal with the discretization of the time interval [0, T ] and the
Hilbert space H . A fully discrete approximation of the mild solution X , which also
includes the discretization of the space U , will be done in a forthcoming paper.
Our first result is concerned with a so called spatially semidiscrete approximation
of (1.2), that is, we only discretize with respect to the Hilbert space H .
By (Sh)h∈(0,1] we denote a family of finite dimensional subspaces of H consisting
of spatially regular functions. In our example with H = L2(D), Sh may be a
standard finite element space or the linear span of finitely many eigenfunctions of
A (see Examples 3.3 and 3.4).
Let the stochastic process Xh : [0, T ] × Ω → Sh solve the stochastic evolution
equation
dXh(t) + [AhXh(t) + Phf(Xh(t))] dt = Phg(Xh(t)) dW (t), for 0 ≤ t ≤ T,
Xh(0) = PhX0,
(1.3)
where Ph denotes the (generalized) orthogonal projector onto Sh and Ah : Sh → Sh
is a discrete version of the operator A which will be defined in (3.4).
OPTIMAL ERROR ESTIMATES OF GALERKIN METHODS FOR SPDES – September 16, 20183
As for the continuous problem (1.1) there exists a unique mild solution Xh to
equation (1.3) which satisfies
(1.4) Xh(t) = Eh(t)PhX0 −
∫ t
0
Eh(t− σ)Phf(Xh(σ)) dσ
+
∫ t
0
Eh(t− σ)Phg(Xh(σ)) dW (σ) for 0 ≤ t ≤ T.
This paper deals with the strong error of convergence. Here, strong convergence
is understood in the sense of convergence with respect to the norm
‖Z‖Lp(Ω;H) =
(
E
[∥∥Z∥∥p]) 1p , p ≥ 2,
where E is the expectation with respect to P . Therefore, strong convergence indi-
cates a good pathwise approximation.
In many applications the aim is to approximate the expectation E[ϕ(X(T ))],
where ϕ is a smooth observable. This leads to the concept of weak convergence
which, in the context of SPDEs, is considered in [9, 8, 11, 15]. However, as it
was shown by Giles [12, 13], the strong order of convergence is also essential for
developing efficient multilevel Monte Carlo methods for applications where the weak
approximation is of interest.
Before we formulate our first main result let us explain two of the most crucial
parameters. First, we have the parameter r ∈ [0, 1) which controls the spatial
regularity of the mild solution X . On the other hand, the parameter h ∈ (0, 1]
governs the granularity of the spatial approximation. In our example with H =
L2(D) and under the given assumptions, the mild solution X(t) maps into the
fractional Sobolev space H10 (D) ∩ H1+r(D) and h denotes the maximal length of
an edge in a partition of D into simplices.
Theorem 1.1. Under the assumptions of Section 2 with r ∈ [0, 1), p ∈ [2,∞), and
Assumption 3.1 there exists a constant C, independent of h ∈ (0, 1], such that
‖Xh(t)−X(t)‖Lp(Ω;H) ≤ Ch1+r, for all t ∈ (0, T ],
where Xh and X denote the mild solutions to (1.3) and (1.1), respectively.
Therefore, in our example of a standard finite element semidiscretization, the
approximation Xh converges with order 1 + r to the mild solution X . Since this
rate coincides with the spatial regularity of X it is called optimal (see [27, Ch. 1]).
We stress that, to the best of our knowledge, in all articles which deal with the
numerical approximation of semilinear SPDEs the obtained order of convergence is
of the suboptimal form 1+ r− ǫ for any ǫ > 0 (see [29] or [14], where also stronger
Lipschitz assumptions have been imposed on f , g) or the error estimates contain a
logarithmic term of the form log(t/h) as in [21].
Next, we consider a spatio-temporal discretization of the stochastic partial dif-
ferential equation (1.1). Let k ∈ (0, 1] denote a fixed time step which defines a time
grid tj = jk, j = 0, 1, . . . , Nk, with Nkk ≤ T < (Nk + 1)k.
Further, by Xjh we denote the approximation of the mild solution X to (1.2) at
time tj . A combination of the Galerkin methods together with a linear implicit
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Euler-Maruyama scheme results in the recursion
Xjh −Xj−1h + k
(
AhX
j
h + Phf(X
j−1
h )
)
= Phg(X
j−1
h )∆W
j , for j = 1, . . . , Nk,
X0h = PhX0,
(1.5)
with the Wiener increments ∆W j := W (tj) − W (tj−1) which are F tj -adapted,
U -valued random variables. Consequently, Xjh is an F tj -adapted random variable
which takes values in Sh.
Our second main result is the analogue of Theorem 1.1.
Theorem 1.2. Under the assumptions of Section 2 with r ∈ [0, 1), p ∈ [2,∞), and
Assumptions 3.1 and 3.2 there exists a constant C, independent of k, h ∈ (0, 1],
such that
‖Xjh −X(tj)‖Lp(Ω;H) ≤ C(h1+r + k
1
2 ), for all j = 1, . . . , Nk,
where X denotes the mild solution (1.2) to (1.1) and Xjh is given by (1.5).
As above, we obtain the optimal order of convergence with respect to the spatio-
temporal discretization. Since we only use the information of the driving Wiener
process which is provided by the increments ∆W j , it is a well-known fact [5] that
the maximum order of convergence of the implicit Euler scheme is 12 . It is possible
to overcome this barrier if one considers a Milstein-like scheme as discussed in the
recent paper [19].
In our error analysis we use the results from [27, Ch. 2 and 3] which are stated
under the assumption that −A is the Laplace operator with homogeneous Dirichlet
boundary conditions. But all proofs and techniques also hold in our more general
framework of a self-adjoint, positive definite operator A. Further, we use generic
constants which may vary at each appearance but are always independent of the
discretization parameters h and k.
The structure of this paper is as follows: In the next section we introduce some
additional notations and formulate the assumptions on f , g and X0 which will be
sufficient for the existence of the unique mild solution X to (1.1) as well as for the
proofs of Theorems 1.1 and 1.2. In Section 3 we give a short review of Galerkin
finite element methods and we also introduce two additional assumptions on the
choice of the family of subspaces (Sh)h∈(0,1]. As already mentioned, Section 3 also
contains two concrete examples of a spatial discretization.
In Section 4 we present several lemmas which play a crucial role in the proofs
of our main results. All lemmas are concerned with the spatially semidiscrete and
fully discrete approximation of the deterministic homogeneous equation (4.1). We
prove extensions of well-known convergence results from [27] to non-smooth initial
data as well as sharp integral versions.
While Sections 5 and 6 are devoted to the proofs of Theorems 1.1 and 1.2,
respectively, the final section revisits the special case of SPDEs with additive noise.
2. Preliminaries
In order to formulate our assumptions on f , g and X0 we introduce the notion
of fractional powers of the linear operator A in the same way as in [26, 22]. After
fixing some additional notation we give a precise formulation of our assumptions
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and cite the result on the existence of a unique mild solution to (1.1) from [20] and
a corresponding regularity result from [22].
For any r ∈ R the operator A r2 : D(A r2 )→ H is given by
A
r
2x =
∞∑
n=1
λ
r
2
nxnen
for all
x ∈ D(A r2 ) =
{
x =
∞∑
n=1
xnen : (xn)n≥1 ⊂ R with ‖x‖2r :=
∞∑
n=1
λrnx
2
n <∞
}
.
By defining H˙r := D(A
r
2 ) together with the norm ‖ · ‖r for r ∈ R, H˙r becomes a
Hilbert space. Note that we have ‖x‖r = ‖A r2 x‖ for all r ∈ R and x ∈ H˙r.
As usual [7, 25] we introduce the separable Hilbert space U0 := Q
1
2 (U) with
the inner product (u0, v0)U0 := (Q
− 1
2u0, Q
− 1
2 v0)U . Here Q
− 1
2 denotes the pseu-
doinverse. Further, the set L02 denotes the space of all Hilbert-Schmidt operators
Φ: U0 → H with norm
‖Φ‖2L0
2
:=
∞∑
m=1
‖Φψm‖2,
where (ψm)m≥1 is an arbitrary orthonormal basis of U0 (for details see, for example,
Proposition 2.3.4 in [25]). We also introduce the subset L02,r ⊂ L02, r ≥ 0, which is
the subspace of all Hilbert-Schmidt operators Φ: U0 → H˙r together with the norm
‖Φ‖L0
2,r
:= ‖A r2Φ‖L0
2
.
Let r ∈ [0, 1], p ∈ [2,∞) be given. As in [20, 22, 26] we impose the following
conditions on f , g and X0.
Assumption 2.1. The nonlinear operator f maps H into H˙−1+r and there exists
a constant C such that
‖f(x)− f(y)‖−1+r ≤ C‖x− y‖ for all x, y ∈ H.
Assumption 2.2. The nonlinear operator g maps H into L02 and there exists a
constant C such that
‖g(x)− g(y)‖L0
2
≤ C‖x− y‖ ∀x, y ∈ H.(2.1)
Furthermore, we have that g(H˙r) ⊂ L02,r and
‖g(x)‖L0
2,r
≤ C (1 + ‖x‖r) for all x ∈ H˙r.(2.2)
Assumption 2.3. The initial value X0 : Ω→ H˙r+1 is an F0-measurable random
variable with E
[‖X0‖pr+1] <∞.
Under these conditions, by [20, Theorem 1], there exists an up to modification
unique mild solution X : [0, T ]×Ω→ H to (1.1) of the form (1.2). Furthermore, by
the regularity results in [22], it holds true that for all s ∈ [0, r + 1] with r ∈ [0, 1),
we have
sup
t∈[0,T ]
E [‖X(t)‖ps] <∞(2.3)
and there exists a constant C such that(
E [‖X(t1)−X(t2)‖ps]
) 1
p ≤ C|t1 − t2|min( 12 ,
r+1−s
2
)(2.4)
for all t1, t2 ∈ [0, T ].
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Remarks. 1.) Of course, Assumption 2.1 is satisfied under the usual condition
that the mapping f is Lipschitz continuous from H to H . The reason for our
slightly weaker assumption is that under this condition the order of the spatial
discretization error will numerically behave in the same way for both integrals, the
Lebesgue integral which contains f and the stochastic integral which contains g.
In addition, Assumption 2.1 applies to partial differential equations where a
fractional power of the operator A is situated in front of a Lipschitz continuous
mapping f˜ : H → H as, for example, in the Cahn-Hilliard equation.
2.) Assumption 2.3 can be relaxed to X0 : Ω → H being an F0-measurable
random variable with E [‖X0‖p] < ∞. But, as with deterministic PDEs, this will
lead to a singularity at t = 0 in the error estimates.
We complete this section by collecting useful facts on the semigroup E(t). The
smoothing property (2.5) and Lemma 2.4 (ii) are classical results and proofs can
be found in [24]. A proof for the remaining assertions is given in [22].
Lemma 2.4. For the analytic semigroup E(t) the following properties hold true:
(i) For any ν ≥ 0 there exists a constant C = C(ν) such that
‖AνE(t)‖ ≤ Ct−ν for all t > 0.(2.5)
(ii) For any 0 ≤ ν ≤ 1 there exists a constant C = C(ν) such that
‖A−ν(E(t) − I)‖ ≤ Ctν for all t ≥ 0.
(iii) For any 0 ≤ ν ≤ 1 there exists a constant C = C(ν) such that∫ τ2
τ1
∥∥A ν2E(τ2 − σ)x∥∥2 dσ ≤ C(τ2 − τ1)1−ν ‖x‖2 for all x ∈ H, 0 ≤ τ1 < τ2.
(iv) For any 0 ≤ ν ≤ 1 there exists a constant C = C(ν) such that
∥∥∥Aν
∫ τ2
τ1
E(τ2 − σ)xdσ
∥∥∥ ≤ C(τ2 − τ1)1−ν‖x‖ for all x ∈ H, 0 ≤ τ1 < τ2.
3. A short review of Galerkin finite element methods
In this section we first review the the Galerkin finite element methods used for
the discretization of the Hilbert space H . Following [27, Ch. 2 and 3] we recall the
definition of several discrete operators which are connected to a sequence of finite
dimensional subspaces of H˙1. We close this section with two concrete examples,
namely the standard finite element method and a spectral Galerkin method.
Let (Sh)h∈(0,1] be a sequence of finite dimensional subspaces of H˙
1 and denote
by Rh : H˙
1 → Sh the orthogonal projector (or Ritz projector) onto Sh with respect
to the inner product
a(x, y) :=
(
A
1
2x,A
1
2 y
)
, for x, y ∈ H˙1.
Thus, we have
a(Rhx, yh) = a(x, yh) for all x ∈ H˙1, yh ∈ Sh.
Throughout this paper we assume that the spaces (Sh)h∈(0,1], satisfy the follow-
ing approximation property. Below we present two examples of A, H and spaces
(Sh)h∈(0,1] which fulfill this assumption.
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Assumption 3.1. Let a sequence (Sh)h∈(0,1] of finite dimensional subspaces of H˙
1
be given such that there exists a constant C with
‖Rhx− x‖ ≤ Chs‖x‖s for all x ∈ H˙s, s ∈ {1, 2}, h ∈ (0, 1].(3.1)
Remark. Following [23, Ch. 5.2] or [27, Ch. 1] consider the linear (elliptic) problem
to find x ∈ D(A) = H˙2 such that Ax = z holds for a given z ∈ H . The weak or
variational formulation of this problem is: Find x ∈ H˙1 which satisfies
a(x, y) = (z, y) for all y ∈ H˙1.(3.2)
For a given sequence of finite dimensional subspaces (Sh)h∈(0,1] the Galerkin ap-
proximation xh ∈ Sh of the weak solution x is given by the relationship
a(xh, yh) = (z, yh) for all yh ∈ Sh.(3.3)
Note that by the representation theorem x ∈ H˙1 and xh ∈ Sh are uniquely deter-
mined by (3.2) and (3.3). By the definition of the Ritz projector and since (3.2)
holds for all yh ∈ Sh we get
a(Rhx, yh) = a(x, yh) = a(xh, yh) for all yh ∈ Sh.
This yields Rhx = xh, that is, the Ritz projection Rhx coincides with the Galerkin
approximation of the solution x to the elliptic problem. Hence, Assumption 3.1 is
a statement about the order of convergence of the sequence (xh)h∈(0,1] to x.
Next, we introduce the mapping Ah : Sh → Sh, which is a discrete version of the
operator A. For xh ∈ Sh we define Ahxh to be the unique element in Sh which
satisfies the relationship
a(xh, yh) = (Ahxh, yh) for all yh ∈ Sh.(3.4)
Since
(Ahxh, yh) = a(xh, yh) = (xh, Ahyh) for all xh, yh ∈ Sh,
as well as
(Ahxh, xh) = a(xh, xh) = ‖xh‖21 > 0 for all xh ∈ Sh, xh 6= 0,
the operator Ah is self-adjoint and positive definite on Sh. Hence, −Ah is the
generator of an analytic semigroup of contractions on Sh, which is denoted by
Eh(t) = e
−Aht. Let ρ ≥ 0. Similar to [27, Lemma 3.9] one shows the smoothing
property
‖AρhEh(t)yh‖ ≤ Ct−ρ ‖yh‖ for all t > 0,(3.5)
where C = C(ρ) is independent of h ∈ (0, 1]. Additionally, by the definition of Ah,
it holds true that
‖A
1
2
h yh‖2 = a(yh, yh) = ‖A
1
2 yh‖2 = ‖yh‖21 for all yh ∈ Sh ⊂ H˙1.(3.6)
Finally, let Ph : H˙
−1 → Sh be the generalized orthogonal projector onto Sh (see
also [4]) defined by
(Phx, yh) = 〈x, yh〉 for all x ∈ H˙−1, yh ∈ Sh,
where 〈·, ·〉 = a(A−1·, ·) denotes the duality pairing between H˙−1 and H˙1. By
the representation theorem, Ph is well-defined and, when restricted to H , coincides
with the standard orthogonal projector with respect to the H-inner product.
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These operators are related as follows:
A−1h Phx = RhA
−1x for all x ∈ H˙−1(3.7)
since
a(RhA
−1x, yh) = a(A
−1x, yh) = 〈x, yh〉 = (Phx, yh) = a(A−1h Phx, yh)
for all x ∈ H˙−1, yh ∈ Sh. Furthermore, it holds that
‖A− 12h Phx‖ = sup
zh∈Sh
∣∣(A− 12h Phx, zh)∣∣
‖zh‖ = supzh∈Sh
∣∣(Phx,A− 12h zh)∣∣
‖zh‖
= sup
z′h∈Sh
∣∣〈x, z′h〉∣∣
‖A
1
2
h z
′
h‖
≤ sup
z′h∈Sh
‖x‖−1‖z′h‖1
‖A
1
2
h z
′
h‖
= ‖x‖−1,
(3.8)
for all x ∈ H˙−1, where the last equality is due to (3.6). Having established this we
also prove the following consequence of (3.5)
∥∥Eh(t)Phx∥∥ = ∥∥A 12hEh(t)A− 12h Phx∥∥ ≤ Ct− 12 ∥∥A− 12h Phx∥∥ ≤ Ct− 12∥∥x∥∥−1(3.9)
for all x ∈ H˙−1, t > 0 and h ∈ (0, 1].
The following assumption, which is concerned with the stability of the projector
Ph with respect to the norm ‖ · ‖1, will mainly be needed for the proof of Lemma
4.4 (ii) below and, consequently, also for the proof of Theorem 1.2.
Assumption 3.2. Let a family (Sh)h∈(0,1] of finite dimensional subspaces of H˙
1
be given such that there exists a constant C with
‖Phx‖1 ≤ C‖x‖1 for all x ∈ H˙1, h ∈ (0, 1].(3.10)
We conclude this section with two examples which satisfy Assumptions 3.1 and
3.2.
Example 3.3 (Standard finite element method). Assume that H = L2(D), where
D ⊂ Rd, d = 1, 2, 3, is a bounded, convex domain (a polygon if d = 2 or a polyhedron
if d = 3). Let the operator A be given by Au = −∇·(a(x)∇u)+c(x)u with c(x) ≥ 0
and a(x) ≥ a0 > 0 for x ∈ D with Dirichlet boundary conditions. In this case it is
well-known (for example, [23, Theorem 6.4] and [27, Ch. 3]) that H˙1 = H10 (D) and
H˙2 = H2(D) ∩ H10 (D), where Hk(D), k ≥ 0, denotes the Sobolev space of order
k and H10 (D) consists of all functions in H1(D) which are zero on the boundary.
Furthermore, the norms in Hk(D) and H˙k are equivalent in H˙k for k = 1, 2 (see
[27, Lemma 3.1]).
Let (Th)h∈(0,1] denote a regular family of partitions of D into simplices, where h
is the maximal meshsize. We define Sh to be the space of all continuous functions
yh : D¯ → R, which are piecewise linear on Th and zero on the boundary ∂D. Then
Sh ⊂ H˙1 and Assumption 3.1 holds by [27, Lemma 1.1] or [1, Theorem 5.4.8].
Further, if the family (Th)h∈(0,1] is quasi-uniform then also Assumption 3.2 is
satisfied. But for a more detailed discussion of Assumption 3.2 in the context of
the finite element method we refer to [2, 3, 6].
Example 3.4 (Spectral Galerkin method). In the same situation as in Example
3.3 we further assume that D = (0, 1) ⊂ R and −A is the Laplace operator with
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homogeneous Dirichlet boundary conditions. In this situation the orthonormal
eigenfunctions and eigenvalues of the Laplace operator are explicitly known to be
λk = k
2π2 and ek(y) =
√
2 sin(kπy) for all k ∈ N, k ≥ 1, y ∈ D.
For N ∈ N set h := λ−
1
2
N+1 and define
Sh := span
{
ek : k = 1, . . . , N
}
.
Note that Sh ⊂ H˙r for every r ∈ R. For x ∈ H˙1 we represent the Ritz projection
Rhx ∈ Sh in terms of the basis (ek)Nk=1. This yields Rhx =
∑N
k=1 x
h
kek, where the
coefficients (xhk)
N
k=1 are given by
xhk = (Rhx, ek) =
1
λk
(Rhx,Aek) =
1
λk
a(Rhx, ek) =
1
λk
a(x, ek) = (x, ek).
Hence, in this example, the Ritz projector Rh is the restriction of the orthogonal
L2-projector Ph to H˙
1. Moreover, we have
∥∥(I −Rh)x∥∥2 = ∥∥(I − Ph)x∥∥2 =
∞∑
k=N+1
(x, ek)
2 =
∞∑
k=N+1
λ−ρk (x,A
ρ
2 ek)
2
≤ λ−ρN+1
∞∑
k=N+1
(A
ρ
2 x, ek)
2 = h2ρ‖x‖2ρ for all x ∈ H˙ρ, ρ = 1, 2,
since λ−1k ≤ λ−1N+1 = h2 for all k ≥ N + 1. Therefore, Assumption 3.1 is satisfied
for the spectral Galerkin method.
That Assumption 3.2 holds is easily seen by
∥∥Phx∥∥21 =
∥∥∥A 12
N∑
k=1
(x, ek)ek
∥∥∥2 =
N∑
k=1
(
A
1
2x, ek)
2 ≤ ∥∥x∥∥2
1
for all x ∈ H˙1.
A detailed presentation of spectral Galerkin methods is found in [17].
4. Error estimates of Galerkin methods for deterministic equations
This section extends error estimates from [27] for the discretization of the deter-
ministic linear homogeneous equation
d
dt
u(t) +Au(t) = 0, t > 0, with u(0) = x,(4.1)
to non-smooth initial data x ∈ H˙−1. We will also present suitable integral version
of these estimates which are crucial for the derivation of the optimal error estimates.
4.1. Error estimates for a spatially semidiscrete approximation. The fol-
lowing two lemmas provide some useful estimates of the operator Fh, which is given
by Fh(t) := Eh(t)Ph − E(t), t ≥ 0. Note that Fh(t)x can be seen as the error at
time t ≥ 0 between the weak solution u to (4.1) and uh which solves the spatially
semidiscrete equation
d
dt
uh(t) +Ahuh(t) = 0, t > 0, with uh(0) = Phx,
for x ∈ H˙−1.
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Lemma 4.1. Under the Assumption 3.1 the following estimates hold for the error
operator Fh.
(i) Let 0 ≤ ν ≤ µ ≤ 2. Then there exists a constant C such that
‖Fh(t)x‖ ≤ Chµt−
µ−ν
2 ‖x‖ν for all x ∈ H˙ν , t > 0, h ∈ (0, 1].
(ii) Let 0 ≤ ρ ≤ 1. Then there exists a constant C such that
‖Fh(t)x‖ ≤ Ct−
ρ
2 ‖x‖−ρ for all x ∈ H˙−ρ, t > 0, h ∈ (0, 1].
(iii) Let 0 ≤ ρ ≤ 1. Then there exists a constant C such that
‖Fh(t)x‖ ≤ Ch2−ρt−1‖x‖−ρ for all x ∈ H˙−ρ, t > 0, h ∈ (0, 1].
Proof. The proof of estimate (i) can be found in [27, Theorem 3.5].
In order to prove (ii) we first note that the case ρ = 0 is true by (i). Lemma 2.4
(i) yields
‖E(t)x‖ = ‖A 12E(t)A− 12x‖ ≤ Ct− 12 ‖x‖−1.(4.2)
Together with (3.9) this proves
‖Fh(t)x‖ ≤ ‖Eh(t)Phx‖+ ‖E(t)x‖ ≤ Ct− 12 ‖x‖−1
for all x ∈ H˙−1. This settles the case ρ = 1. The intermediate cases follow by the
interpolation technique which is demonstrated in the proof of [27, Theorem 3.5].
For (iii) the case ρ = 0 is again covered by (i). Thus, it is enough to consider
the case ρ = 1. First, by using (3.7), (3.5), and (3.1), we observe that
∥∥Fh(t)x∥∥ = ∥∥AhEh(t)A−1h Phx−AE(t)A−1x∥∥
≤
∥∥AhEh(t)Ph(RhA−1x−A−1x)∥∥ + ∥∥(AhEh(t)Ph −AE(t))A−1x∥∥
≤ Ct−1∥∥(Rh − I)A−1x∥∥+
∥∥∥dFh
dt
(t)A−1x
∥∥∥
≤ Ct−1h
∥∥A−1x∥∥
1
+
∥∥∥dFh
dt
(t)A−1x
∥∥∥.
Since ‖A−1x‖1 = ‖x‖−1 the first term is already in the desired form. The last term
is estimated by a slightly modified version of [27, Theorem 3.4], which gives
∥∥∥dFh
dt
(t)A−1x
∥∥∥ ≤ Cht−1∥∥A−1x∥∥1.
This proves the case ρ = 1 and the intermediate cases follow by interpolation. 
Lemma 4.2. Let 0 ≤ ρ ≤ 1. Under Assumption 3.1 the operator Fh satisfies the
following estimates.
(i) There exists a constant C such that
∥∥∥
∫ t
0
Fh(σ)xdσ
∥∥∥ ≤ Ch2−ρ‖x‖−ρ for all x ∈ H˙−ρ, t > 0, h ∈ (0, 1].
(ii) There exists a constant C such that
( ∫ t
0
∥∥Fh(σ)x∥∥2 dσ
) 1
2 ≤ Ch1+ρ‖x‖ρ for all x ∈ H˙ρ, t > 0, h ∈ (0, 1].
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Proof. As in the proof of the previous lemma it is enough to show the estimates
for ρ = 0 and ρ = 1. Then the intermediate cases follow by interpolation.
The proof of (i) with ρ = 0 is contained in the proof of [27, Theorem 3.3], where
the notation
e˜(t) =
∫ t
0
Fh(σ)xdσ
is used.
Here we present a proof of (i) with ρ = 1. To this end we use (3.7) and find the
estimate∥∥∥
∫ t
0
Fh(σ)xdσ
∥∥∥ = ∥∥∥
∫ t
0
(
AhEh(σ)A
−1
h Ph −AE(σ)A−1
)
xdσ
∥∥∥
≤
∥∥∥
∫ t
0
AhEh(σ)Ph
(
Rh − I
)
A−1xdσ
∥∥∥
+
∥∥∥
∫ t
0
(
AhEh(σ)Ph −AE(σ)
)
A−1xdσ
∥∥∥
=
∥∥∥
∫ t
0
dEh
dσ
(σ)Ph
(
Rh − I
)
A−1xdσ
∥∥∥+
∥∥∥
∫ t
0
dFh
dσ
(σ)A−1xdσ
∥∥∥.
By the fundamental theorem of calculus, ‖Phy‖ ≤ ‖y‖ for all y ∈ H , and Assump-
tion 3.1 we have for the first term∥∥∥
∫ t
0
dEh
dσ
(σ)Ph
(
Rh − I
)
A−1xdσ
∥∥∥ = ∥∥(Eh(t)− I)Ph(Rh − I)A−1x∥∥
≤ Ch∥∥A−1x∥∥
1
= Ch‖x‖−1.
For the second term we use Lemma 4.1 (i) with µ = ν = 1. This yields
∥∥∥
∫ t
0
dFh
dσ
(σ)A−1xdσ
∥∥∥ = ∥∥(Fh(t)− Fh(0))A−1x∥∥
≤
∥∥Fh(t)A−1x∥∥+ ∥∥(I − Ph)A−1x∥∥ ≤ Ch‖x‖−1.
In the last step we used the best approximation property of the orthogonal projector
Ph, which, together with (3.1), gives∥∥(Ph − I)y∥∥ ≤ ∥∥(Rh − I)y∥∥ ≤ Ch‖y‖1 for all y ∈ H˙1.
It remains to prove (ii). From [27, (2.28)] we have the inequality∫ t
0
∥∥Fh(σ)x∥∥2 dσ ≤
∫ t
0
∥∥(Rh − I)E(σ)x∥∥2 dσ.
In both cases, ρ ∈ {0, 1}, we have by (3.1)∥∥(Rh − I)E(σ)x∥∥ ≤ Ch1+ρ∥∥E(σ)x∥∥1+ρ = Ch1+ρ
∥∥A 12E(σ)A ρ2 x∥∥.
Applying Lemma 2.4 (iii) with ν = 1 completes the proof. 
4.2. Error estimates for a fully discrete approximation. In this subsection
we consider a fully discrete approximation of the homogeneous equation (4.1). Our
method of choice is a combination of the spatial Galerkin discretization together
with the well-known implicit Euler scheme. As in Subsection 4.1 let a family of
subspaces (Sh)h∈(0,1] ⊂ H˙1 be given. The fully discrete approximation scheme is
defined by the recursion
U jh + kAhU
j
h = U
j−1
h , j = 1, 2, . . . with U
0
h = Phx.(4.3)
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Here k ∈ (0, 1] denotes a fixed time step and U jh ∈ Sh denotes the approximation
of u(tj) at time tj = jk. A closed form representation of (4.3) is given by
U jh = (I + kAh)
−jPhx, j = 0, 1, 2, . . . .(4.4)
In order to make the results from [27, Ch. 7] accessible and to indicate generaliza-
tions to other onestep methods onestep methods we introduce the rational function
R(z) =
1
1 + z
for z ∈ R, z 6= 1.
By R(kAh) we denote the linear operator which is defined by
R(kAh)x =
Nh∑
m=1
R(kλh,m)(x, ϕh,m)ϕh,m,(4.5)
where (λh,m)
Nh
m=1 are the positive eigenvalues of Ah : Sh → Sh with corresponding
orthonormal eigenvectors (ϕh,m)
Nh
m=1 ⊂ Sh and dim(Sh) = Nh. With this notation
(4.3) is equivalently written as
U jh = R(kAh)
jPhx, j = 0, 1, 2, . . . .(4.6)
The characteristic function R of the implicit Euler scheme enjoys the following
properties with q = 1:
R(z) = e−z +O(zq+1) for z → 0,
|R(z)| < 1 for all z > 0, and lim
z→∞
R(z) = 0.
(4.7)
In the nomenclature of [27, Ch. 7] the rational function R(z) is an approximation
of e−z with accuracy q = 1 and is said to be of type IV. A onestep scheme, whose
characteristic rational function possesses the properties (4.7), is unconditionally
stable and satisfies, for ρ ∈ [0, 1], the discrete smoothing property
‖AρhR(kAh)jxh‖ ≤ Ct−ρj ‖xh‖ for all j = 1, 2, . . . and xh ∈ Sh,(4.8)
where the constant C = C(ρ) is independent of k, h and j. For a proof of (4.8) we
refer to [27, Lemma 7.3].
Further, as in the proof of [27, Theorem 7.1] it follows from (4.7) that there
exists a constant C with
|R(z)− e−z| ≤ Czq+1 for all z ∈ [0, 1](4.9)
and there exists a constant c ∈ (0, 1) with
|R(z)| ≤ e−cz for all z ∈ [0, 1].(4.10)
The rest of this subsection deals with estimates of the error between the discrete
approximation U jh and the solution u(tj). For the error analysis in Section 6 it will
be convenient to introduce an error operator
Fkh(t) := Ekh(t)Ph − E(t),
which is defined for all t ≥ 0, where
Ekh(t) := R(kAh)
j , if t ∈ [tj−1, tj) for j = 1, 2, . . . .(4.11)
The mapping t 7→ Ekh(t), and hence t 7→ Fkh(t), is right continuous with left limits.
A simple consequence of (4.8) and (3.8) is the inequality
∥∥Ekh(t)Phx∥∥ = ∥∥A 12hR(kAh)jA− 12h Phx∥∥ ≤ Ct− 12j ∥∥x∥∥−1 ≤ Ct− 12
∥∥x∥∥
−1
,(4.12)
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which holds for all x ∈ H˙−1, h, k ∈ (0, 1] and t > 0 with t ∈ [tj−1, tj), j = 1, 2, . . ..
The following lemma is the time discrete analogue of Lemma 4.1.
Lemma 4.3. Under Assumption 3.1 the following estimates hold for the error
operator Fkh.
(i) Let 0 ≤ ν ≤ µ ≤ 2. Then there exists a constant C such that∥∥Fkh(t)x∥∥ ≤ C(hµ + k µ2 )t−µ−ν2 ∥∥x∥∥ν for all x ∈ H˙ν , t > 0, h, k ∈ (0, 1].
(ii) Let 0 ≤ ρ ≤ 1. Then there exists a constant C such that∥∥Fkh(t)x∥∥ ≤ Ct− ρ2 ∥∥x∥∥−ρ for all x ∈ H˙−ρ, t > 0, h, k ∈ (0, 1].
(iii) Let 0 ≤ ρ ≤ 1. Then there exists a constant C such that∥∥Fkh(t)x∥∥ ≤ C(h2−ρ + k 2−ρ2 )t−1∥∥x∥∥−ρ for all x ∈ H˙−ρ, t > 0, h, k ∈ (0, 1].
Proof. (i) Let t > 0 be such that tj−1 ≤ t < tj and x ∈ H˙ν . Then we get∥∥Fkh(t)x∥∥ ≤ ∥∥(R(kAh)jPh − E(tj))x∥∥+ ∥∥(E(tj)− E(t))x∥∥.
For the second summand we have by Lemma 2.4 (i) and (ii)∥∥(E(tj)− E(t))x∥∥ = ∥∥A−µ2 (E(tj − t)− I)Aµ−ν2 E(t)A ν2 x∥∥
≤ C(tj − t)
µ
2 t−
µ−ν
2
∥∥A ν2 x∥∥ ≤ Ck µ2 t−µ−ν2 ∥∥x∥∥
ν
.
Further, the first summand is the error between the exact solution u of (4.1) and
the fully discrete scheme (4.6) at time tj . For the case µ = ν = 2, [27, Theorem
7.8] gives the estimate∥∥(R(kAh)jPh − E(tj))x∥∥ ≤ C(h2 + k)∥∥x∥∥2.
By the stability of the numerical scheme, that is (4.8) with ρ = 0, we also have the
case µ = ν = 0. Hence, ∥∥Fkh(tj)x∥∥ ≤ C∥∥x∥∥,(4.13)
and, as above, the constant C is independent of h, k ∈ (0, 1], tj > 0, and x. The
same interpolation technique, which is used in the proof of [27, Theorem 7.8], gives
us the intermediate cases for µ = ν and µ ∈ [0, 2], that is∥∥(R(kAh)jPh − E(tj))x∥∥ ≤ C(hµ + k µ2 )∥∥x∥∥µ.(4.14)
On the other hand, [27, Theorem 7.7] proves the case ν = 0 and µ = 2. Hence, we
have ∥∥(R(kAh)jPh − E(tj))x∥∥ ≤ C(h2 + k)t−1j ∥∥x∥∥,
where the constant C is again independent of h, k ∈ (0, 1], tj > 0, and x ∈ H . An
interpolation between this estimate and (4.13) shows∥∥(R(kAh)jPh − E(tj))x∥∥ ≤ C(hµ + k µ2 )t−µ2j ∥∥x∥∥(4.15)
for all µ ∈ [0, 2]. For fixed µ ∈ [0, 2] the proof of (i) is completed by an additional
interpolation with respect to ν ∈ [0, µ] between (4.14) and (4.15) and the fact that
t
−
µ
2
j ≤ t−
µ
2 .
The proof of (ii) works analogously. The case ρ = 0 is true by (4.13) and the
case ρ = 1 follows by (4.2) and (4.12), since∥∥Fkh(t)x∥∥ ≤ ∥∥Ekh(t)Phx∥∥+ ∥∥E(t)x∥∥ ≤ Ct− 12∥∥x∥∥−1.
14 R. KRUSE
The intermediate cases follow by interpolation.
For (iii) the case ρ = 0 is already included in (i) with µ = 2 and ν = 0. Thus,
it remains to show the case ρ = 1. For t > 0 with tj−1 ≤ t < tj we have∥∥Fkh(t)x∥∥ ≤ ∥∥(R(kAh)j − Eh(tj))Phx∥∥+ ∥∥(Eh(tj)Ph − E(tj))x∥∥
+
∥∥(E(tj)− E(t))x∥∥ =: T1 + T2 + T3.
As in (4.5) we denote by (λh,m)
Nh
m=1 the positive eigenvalues of Ah with cor-
responding orthonormal eigenvectors (ϕh,m)
Nh
m=1 ⊂ Sh. For T1 we use the expansion
of Phx in terms of (ϕh,m)
Nh
m=1. This yields
T 21 =
∥∥∥
Nh∑
m=1
λ
1
2
h,m
(
R(kλh,m)
j − e−λh,mtj)(Phx, λ− 12h,mϕh,m)ϕh,m
∥∥∥2
=
Nh∑
m=1
λh,m
∣∣R(kλh,m)j − e−kλh,mj∣∣2(A− 12h Phx, ϕh,m)2.
First, we consider all summands with kλh,m ≤ 1. As in the proof of [27, Theorem
7.1], by applying (4.9) with q = 1 and (4.10), we get
∣∣R(kλh,m)j − e−kλh,mj∣∣ =
∣∣∣(R(kλh,m)− e−kλh,m)
j−1∑
i=0
R(kλh,m)
j−1−ie−kλh,mi
∣∣∣
≤ Cj(kλh,m)2e−c(j−1)kλh,m .
(4.16)
Therefore, since tj = jk and kλh,m ≤ 1 it holds true that
λh,m
∣∣R(kλh,m)j − e−kλh,mj∣∣2 ≤ C(jk)−2k2λh,m(jkλh,m)4e−2cjkλh,me2ckλh,m
≤ Ct−2j k,
where we also used that supz≥0 z
4e−2cz <∞.
For all summands with kλh,m > 1 we get the estimate
λh,m
∣∣R(kλh,m)j − e−kλh,mj∣∣2 < 2k−1(kλh,m)2(∣∣R(kλh,m)j ∣∣2 + ∣∣e−kλh,mj∣∣2).
As it is shown in the proof of [27, Lemma 7.3], we have
|R(z)| ≤ 1
1 + cz
, for all z ≥ 1, with c > 0.(4.17)
In fact, for the implicit Euler scheme this is immediately true with c = 1, but it
also holds for all rational functions R(z), which satisfy (4.7).
Together with kλh,m > 1 this yields
∣∣kλh,mR(kλh,m)j ∣∣2 ≤
( kλh,m
1 + ckλh,m
)2(
1 + ckλh,m
)−2(j−1)
≤ 1
c2
(
1 + c
)−2(j−1)
=
1
c2
e−2(j−1) log(1+c) ≤ Cj−2.
As above we also have ∣∣kλh,me−kλh,mj∣∣2 ≤ Cj−2.
Therefore, also in the case kλh,m > 1, it holds that
λh,m
∣∣R(kλh,m)j − e−kλh,mj∣∣2 ≤ Ct−2j k.
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Together with Parseval’s identity and (3.8) we arrive at
T 21 ≤ Ct−2j k
∞∑
m=1
(
A
− 1
2
h Phx, ϕh,m
)2
= Ct−2j k
∥∥A− 12h Phx∥∥2 ≤ Ct−2k∥∥x∥∥2−1.
The term T2 is covered by Lemma 4.1 (iii) which gives
T2 =
∥∥Fh(tj)x∥∥ ≤ Cht−1j ∥∥x∥∥−1 ≤ Cht−1
∥∥x∥∥
−1
.
Finally, for T3 we apply Lemma 2.4 (i) with ν = 1 and (ii) with ν =
1
2 and get
T3 =
∥∥AE(t)A− 12 (E(tj − t)− I)A− 12x∥∥ ≤ Ct−1(tj − t) 12∥∥x∥∥−1 ≤ Ct−1k 12
∥∥x∥∥
−1
.
Combining the estimates for T1, T2 and T3 proves (iii) with ρ = 1. As usual, the
intermediate cases follow by interpolation. 
We also have an analogue of Lemma 4.2. A time discrete version of Lemma 4.4
(ii), where the integral is replaced by a sum, is shown in [29].
Lemma 4.4. Let 0 ≤ ρ ≤ 1. Under Assumption 3.1 the operator Fkh satisfies the
following estimates.
(i) There exists a constant C such that
∥∥∥
∫ t
0
Fkh(σ)xdσ
∥∥∥ ≤ C(h2−ρ + k 2−ρ2 )∥∥x∥∥
−ρ
for all x ∈ H˙−ρ, t > 0, and h, k ∈ (0, 1].
(ii) Under the additional Assumption 3.2 there exists a constant C such that
( ∫ t
0
∥∥Fkh(σ)x∥∥2 dσ
) 1
2 ≤ C(h1+ρ + k 1+ρ2 )∥∥x∥∥
ρ
for all x ∈ H˙−ρ, t > 0, and h, k ∈ (0, 1].
Proof. The proof of (i) uses a similar technique as the proof of Lemma 4.3 (iii).
First, without loss of generality, we can assume that t = tn for some n ≥ 0. In fact,
if tn < t < tn+1 then we have∥∥∥
∫ t
0
Fkh(σ)xdσ
∥∥∥ ≤
∥∥∥
∫ tn
0
Fkh(σ)xdσ
∥∥∥ +
∥∥∥
∫ t
tn
Fkh(σ)xdσ
∥∥∥.
For the second term we get by Lemma 4.3 (iii)
∥∥∥
∫ t
tn
Fkh(σ)xdσ
∥∥∥ ≤
∥∥∥
∫ t
tn
(
Fkh(σ)− Fkh(t)
)
xdσ
∥∥∥+
∥∥∥
∫ t
tn
Fkh(t)xdσ
∥∥∥
=
∥∥∥
∫ t
tn
(
E(σ)− E(t))xdσ∥∥∥+ (t− tn)∥∥Fkh(t)x∥∥
≤
∥∥∥E(tn)A ρ2
∫ t
tn
E(σ − tn)A−
ρ
2 xdσ
∥∥∥+ (t− tn)∥∥A ρ2E(t)A− ρ2 x∥∥
+ C(t− tn)
(
h2−ρ + k
2−ρ
2
)
t−1
∥∥x∥∥
−ρ
.
We continue by applying Lemma 2.4 (iv) and (i) with ν = ρ2 and the fact that
(t− tn)t−1 ≤ 1 which yields∥∥∥
∫ t
tn
Fkh(σ)xdσ
∥∥∥ ≤ C((t− tn)1− ρ2 + (t− tn)t− ρ2 + h2−ρ + k 2−ρ2 )∥∥x∥∥−ρ
≤ C(h2−ρ + k 2−ρ2 )∥∥x∥∥
−ρ
.
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Next, we have
∥∥∥
∫ tn
0
Fkh(σ)xdσ
∥∥∥ ≤
∥∥∥
∫ tn
0
(
Ekh(σ) − Eh(σ)
)
Phxdσ
∥∥∥
+
∥∥∥
∫ tn
0
(
Eh(σ)Ph − E(σ)
)
xdσ
∥∥∥.
For the second term Lemma 4.2 (i) yields the bound
∥∥∥
∫ tn
0
(
Eh(σ)Ph − E(σ)
)
xdσ
∥∥∥ ≤ Ch2−ρ‖x‖−ρ.
Thus, it is enough to show that
∥∥∥
∫ tn
0
(
Ekh(σ)− Eh(σ)
)
Phxdσ
∥∥∥ ≤ Ck 2−ρ2 ∥∥x∥∥
−ρ
,
where the constant C = C(ρ) is independent of h, k ∈ (0, 1], t > 0, and x ∈ H˙−ρ.
We plug in the definition of Ekh and obtain
∥∥∥
∫ tn
0
(
Ekh(σ) − Eh(σ)
)
Phxdσ
∥∥∥ ≤
∥∥∥
n∑
j=1
∫ tj
tj−1
(
R(kAh)
j − Eh(tj)
)
Phxdσ
∥∥∥
+
∥∥∥
n∑
j=1
∫ tj
tj−1
(
Eh(tj)− Eh(σ)
)
Phxdσ
∥∥∥.
(4.18)
As in (4.5) let (λh,m)
Nh
m=1 be the positive eigenvalues of Ah with corresponding
orthonormal eigenvectors (ϕh,m)
Nh
m=1 ⊂ Sh. Then, Parseval’s identity yields for the
first summand
∥∥∥
n∑
j=1
∫ tj
tj−1
(
R(kAh)
j − Eh(tj)
)
Phxdσ
∥∥∥2
=
Nh∑
m=1
∣∣∣k
n∑
j=1
(
R(kλh,m)
j − e−λh,mtj)∣∣∣2(Phx, ϕh,m)2
≤
Nh∑
m=1
(
k
n∑
j=1
λ
ρ
2
h,m
∣∣R(kλh,m)j − e−λh,mtj ∣∣
)2(
A
−
ρ
2
h Phx, ϕh,m
)2
.
As in the proof of Lemma 4.3 (iii) we first study all summands with kλh,m ≤ 1. In
this case (4.16) gives
k
n∑
j=1
λ
ρ
2
h,m
∣∣R(kλh,m)j − e−λh,mtj ∣∣ ≤ Ck
n∑
j=1
λ
ρ
2
h,mj
(
kλh,m
)2
e−c(j−1)kλh,m
= Cλ
ρ+4
2
h,me
ckλh,mk2
n∑
j=1
jke−cjkλh,m
≤ Cλ
ρ+4
2
h,mk
∫ ∞
0
(σ + k)e−cλh,mσ dσ
≤ Cλ
ρ+4
2
h,mk
( 1
(cλh,m)2
+
k
cλh,m
)
≤ Ck 2−ρ2 .
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For all summands with kλh,m > 1 we have the estimates
k
n∑
j=1
λ
ρ
2
h,m
∣∣R(kλh,m)j − e−λh,mtj ∣∣
< k
2−ρ
2
n∑
j=1
kλh,m
(∣∣R(kλh,m)∣∣j + e−kλh,mj)
≤ k 2−ρ2
( kλh,m
1 + ckλh,m
n∑
j=1
(
1 + c
)−(j−1)
+ kλh,me
−kλh,m
n∑
j=1
e−(j−1)
)
≤ Ck 2−ρ2 ,
where we used (4.17) and e−kλh,m(j−1) < e−(j−1) for kλh,m > 1. Altogether, this
proves
(4.19)
∥∥∥
n∑
j=1
∫ tj
tj−1
(
R(kAh)
j − Eh(tj)
)
Phxdσ
∥∥∥2
≤ Ck2−ρ
Nh∑
j=1
(
A
−
ρ
2
h Phx, ϕh,m
)2
= Ck2−ρ
∥∥A− ρ2h Phx∥∥2.
In order to complete the proof of (i) it remains to find an estimate for the second
term in (4.18). By applying Parseval’s identity in the same way as above we get
∥∥∥
n∑
j=1
∫ tj
tj−1
(
Eh(tj)− Eh(σ)
)
Phxdσ
∥∥∥2
=
Nh∑
m=1
∣∣∣
n∑
j=1
∫ tj
tj−1
(
e−λh,mtj − e−λh,mσ) dσ∣∣∣2(Phx, ϕh,m)2
=
Nh∑
m=1
∣∣∣λ ρ2h,m
n∑
j=1
e−λh,mtj−1
∫ k
0
(
e−kλh,m − e−λh,mσ) dσ∣∣∣2(A− ρ2h Phx, ϕh,m)2.
Since it holds that
∫ k
0
(
e−kλh,m − e−λh,mσ) dσ = ke−kλh,m − 1
λh,m
(
1− e−kλh,m)
we have
∣∣∣λ ρ2h,m
n∑
j=1
e−λh,mtj−1
∫ k
0
(
e−kλh,m − e−λh,mσ) dσ∣∣∣2
=
∣∣∣λ ρ2h,m
(
ke−kλh,m − 1
λh,m
(
1− e−kλh,m))
n∑
j=1
e−kλh,m(j−1)
∣∣∣2
= λρ−2h,m
∣∣kλh,me−kλh,m − (1− e−kλh,m)∣∣2(1− e−kλh,m)−2.
Further, if kλh,m ≤ 1 then it is true that
∣∣kλh,me−kλh,m − (1− e−kλh,m)∣∣2 = e−2kλh,m ∣∣ekλh,m − 1− kλh,m∣∣2
≤ Ck4λ4h,m.
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Thus, in this case we derive the estimate
∣∣∣λ ρ2h,m
n∑
j=1
e−λh,mtj−1
∫ k
0
(
e−kλh,m − e−λh,mσ) dσ∣∣∣2
≤ Ck2−ρ(kλh,m)ρ λ
2
h,mk
2
(
1− e−kλh,m)2 ≤ Ck
2−ρ,
where we have used that the function x 7→ x(1−e−x)−1 is bounded for all x ∈ (0, 1].
On the other hand, if kλh,m > 1 then we have
∣∣∣λ ρ2h,m
n∑
j=1
e−λh,mtj−1
∫ k
0
(
e−kλh,m − e−λh,mσ) dσ∣∣∣2
≤ 2λρ−2h,m
(∣∣kλh,me−kλh,m ∣∣2 + ∣∣1− e−kλh,m ∣∣2
)(
1− e−kλh,m)−2 ≤ Ck2−ρ,
since λρ−2h,m < k
2−ρ, supx≥0 xe
−x < ∞ and (1 − e−kλh,m )−2 ≤ (1 − e−1)−2. Alto-
gether, this yields
∥∥∥
n∑
j=1
∫ tj
tj−1
(
Eh(tj)− Eh(σ)
)
Phxdσ
∥∥∥2 ≤ Ck2−ρ
Nh∑
m=1
(
A
−
ρ
2
h Phx, ϕh,m
)2
≤ Ck2−ρ∥∥A− ρ2h Phx∥∥2,
which in combination with (4.19) and (3.8) completes the proof of (i) for ρ ∈ {0, 1}.
The intermediate cases follow again by interpolation.
As above we begin the proof of (ii) with the remark that without loss of generality
we can assume that t = tn for some n ≥ 0. In a similar way as in the proof of (i)
we have(∫ t
tn
∥∥Fkh(σ)x∥∥2 dσ
) 1
2 ≤
( ∫ t
tn
∥∥(E(σ)− E(t))x∥∥2 dσ) 12 + (t− tn) 12∥∥Fkh(t)x∥∥.
For the second term Lemma 4.3 (i) with µ = 1 + ρ and ν = ρ together with
(t − tn)t−1 ≤ 1 gives the desired estimate. The first summand is estimated by
Lemma 2.4 (ii) which gives
( ∫ t
tn
∥∥(E(σ)− E(t))x∥∥2 dσ) 12 = (
∫ t
tn
∥∥E(σ)A− ρ2 (I − E(t− σ))A ρ2 x∥∥2 dσ) 12
≤
(∫ t
tn
(t− σ)ρ dσ
) 1
2 ∥∥x∥∥
ρ
≤ Ck 1+ρ2
∥∥x∥∥
ρ
.
Further, we have
(∫ tn
0
∥∥Fkh(σ)x∥∥2 dσ
) 1
2 ≤
( ∫ tn
0
∥∥(Ekh(σ)− Eh(σ))Phx∥∥2 dσ
) 1
2
+
(∫ tn
0
∥∥(Eh(σ)Ph − E(σ))x∥∥2 dσ
) 1
2
and Lemma 4.2 (ii) yields an estimate for the second summand of the form
(∫ tn
0
∥∥(Eh(σ)Ph − E(σ))x∥∥2 dσ
) 1
2 ≤ Ch1+ρ∥∥x∥∥
ρ
.
Thus it remains to show(∫ tn
0
∥∥(Ekh(σ) − Eh(σ))Phx∥∥2 dσ
) 1
2 ≤ Ck 1+ρ2
∥∥x∥∥
ρ
.
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As above, we prove this estimate for ρ ∈ {0, 1}. The intermediate cases follow again
by interpolation. By the definition of Ekh we obtain the analogue of (4.18), namely
(∫ tn
0
∥∥(Ekh(σ)− Eh(σ))Phx∥∥2 dσ
) 1
2
≤
( n∑
j=1
∫ tj
tj−1
∥∥(R(kAh)j − Eh(tj))Phx∥∥2 dσ
) 1
2
+
( n∑
j=1
∫ tj
tj−1
∥∥(Eh(tj)− Eh(σ))Phx∥∥2 dσ
) 1
2
.
(4.20)
For the square of the first summand we again apply Parseval’s identity with re-
spect to the orthonormal eigenbasis (ϕh,m)
Nh
m=1 ⊂ Sh of Ah with corresponding
eigenvalues (λh,m)
Nh
m=1 and get
n∑
j=1
∫ tj
tj−1
∥∥(R(kAh)j − Eh(tj))Phx∥∥2 dσ
=
n∑
j=1
k
Nh∑
m=1
λ−ρh,m
∣∣R(kλh,m)j − e−kλh,mj∣∣2(A ρ2h,mPhx, ϕh,m)2.
For all summands with kλh,m ≤ 1 we apply (4.16). This yields
n∑
j=1
∫ tj
tj−1
∥∥(R(kAh)j − Eh(tj))Phx∥∥2 dσ
≤ C
Nh∑
m=1
kλ−ρh,m
n∑
j=1
j2
(
kλh,m
)4
e−2c(j−1)kλh,m
(
A
ρ
2
h Phx, ϕh,m
)2
≤ C
Nh∑
m=1
k2λ4−ρh,me
2ckλh,m
∫ ∞
0
(σ + k)2e−2cλh,mσ dσ
(
A
ρ
2
h Phx, ϕh,m
)2
≤ C
Nh∑
m=1
k2λ4−ρh,m
( 2
(2cλh,m)3
+
2k
(2cλh,m)2
+
k2
2cλh,m
)(
A
ρ
2
hPhx, ϕh,m
)2
≤ Ck1+ρ
∥∥A ρ2h Phx∥∥2.
(4.21)
For the remaining summands with kλh,m > 1 we use (4.17) and get the estimate
n∑
j=1
∣∣R(kλh,m)j − e−kλh,mj∣∣2 ≤ 2
n∑
j=1
(
(1 + c)−2j + e−2j
) ≤ C,
where the bound C is independent of n. Hence, also in this case we have
n∑
j=1
∫ tj
tj−1
∥∥(R(kAh)j − Eh(tj))Phx∥∥2 dσ
≤ C
Nh∑
m=1
kλ−ρh,m
(
A
ρ
2
hPhx, ϕh,m
)2
< Ck1+ρ
∥∥A ρ2hPhx∥∥2.
(4.22)
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Next, we prove a similar result for the square of the second summand in (4.20). As
in the proof of part (i) an application of Parseval’s identity yields
n∑
j=1
∫ tj
tj−1
∥∥(Eh(tj)− Eh(σ))Phx∥∥2 dσ
=
n∑
j=1
Nh∑
m=1
λ−ρh,m
∫ tj
tj−1
∣∣e−kλh,mj − e−λh,mσ∣∣2 dσ(A ρ2hPhx, ϕh,m)2.
By using the fact
∫ tj
tj−1
∣∣e−kλh,mj − e−λh,mσ∣∣2 dσ ≤ e−2kλh,m(j−1)k(1− e−kλh,m)2
we obtain
n∑
j=1
∫ tj
tj−1
∥∥(Eh(tj)− Eh(σ))Phx∥∥2 dσ
≤
Nh∑
m=1
λ−ρh,mk
(
1− e−kλh,m)2(A ρ2h Phx, ϕh,m)2
n∑
j=1
e−2kλh,m(j−1)
≤
Nh∑
m=1
λ−ρh,mk
(
1− e−kλh,m)2(A ρ2h Phx, ϕh,m)2(1− e−2kλh,m)−1.
Since 1− e−2kλh,m = (1 + e−kλh,m )(1− e−kλh,m ) we conclude
n∑
j=1
∫ tj
tj−1
∥∥(Eh(tj)− Eh(σ))Phx∥∥2 dσ
≤
Nh∑
m=1
λ−ρh,mk
(
1− e−kλh,m)(A ρ2hPhx, ϕh,m)2(1 + e−kλh,m)−1
≤ 1
2
k
Nh∑
m=1
λ−ρh,m
(
1− e−kλh,m)(A ρ2h Phx, ϕh,m)2
If ρ = 0 this simplifies to 12k‖Phx‖2 since 1 − e−kλh,m ≤ 1. If ρ = 1 then we
use 1 − e−kλh,m ≤ kλh,m and the right hand side is bounded by 12k2‖A
1
2
hPhx‖2.
Altogether this proves
n∑
j=1
∫ tj
tj−1
∥∥(Eh(tj)− Eh(σ))Phx∥∥2 dσ ≤ Ck1+ρ∥∥A 12hPhx∥∥2.(4.23)
Finally, a combination of (4.20) with (4.21), (4.22) and (4.23) gives
( ∫ tn
0
∥∥(Ekh(σ)− Eh(σ))Phx∥∥2 dσ
) 1
2 ≤ Ck 1+ρ2 ∥∥A ρ2hPhx∥∥(4.24)
which completes the proof of the case ρ = 0. For the case ρ = 1 we additionally
use (3.6) and Assumption 3.2 which yields
∥∥A 12hPhx∥∥ = ∥∥Phx∥∥1 ≤ C‖x‖1
for all x ∈ H˙1. This completes the proof of the Lemma. 
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5. Proof of Theorem 1.1
The aim of this section is to prove the strong convergence of the spatially semidis-
crete approximation (1.4) to the mild solution (1.2) of (1.1).
The following two lemmas are useful for the proof of Theorem 1.1. The first
lemma is a special version of [7, Lemma 7.2] and is needed to estimate the stochastic
integrals. The second is a generalized version of Gronwall’s lemma. A proof of this
version can be found in [10] or in [16, Lemma 7.1.1].
Lemma 5.1. For any p ∈ [2,∞), t ∈ [0, T ] and for any L02-valued predictable
process Φ(σ), σ ∈ [0, t], we have
E
[∥∥∥
∫ t
0
Φ(σ) dW (σ)
∥∥∥p] ≤ C(p)E[(
∫ t
0
‖Φ(σ)‖2L0
2
dσ
) p
2
]
.
Here the constant C(p) can be chosen to be
C(p) =
(p
2
(p− 1)
) p
2
( p
p− 1
)p( p
2
−1)
.
Lemma 5.2. Let the function ϕ : [0, T ]→ R be nonnegative and continuous. If
ϕ(t) = C1 + C2
∫ t
0
(t− σ)−1+βϕ(σ) dσ(5.1)
for some constants C1, C2 ≥ 0 and β > 0 and for all t ∈ (0, T ] , then there exists a
constant C = C(C2, T, β) such that
ϕ(t) ≤ CC1, for all t ∈ (0, T ].
After these preparations we are ready to prove the first main theorem.
Proof of Theorem 1.1. For t ∈ (0, T ] we have by (1.2) and (1.4)
∥∥Xh(t)−X(t)∥∥Lp(Ω;H) ≤
∥∥Fh(t)X0∥∥Lp(Ω;H)
+
∥∥∥
∫ t
0
Eh(t− σ)Phf(Xh(σ)) dσ −
∫ t
0
E(t− σ)f(X(σ)) dσ
∥∥∥
Lp(Ω;H)
+
∥∥∥
∫ t
0
Eh(t− σ)Phg(Xh(σ)) dW (σ) −
∫ t
0
E(t− σ)g(X(σ)) dW (σ)
∥∥∥
Lp(Ω;H)
,
(5.2)
where Fh(t) = Eh(t)Ph − E(t). The first term is estimated by Lemma 4.1 (i) with
µ = ν = 1 + r, which yields∥∥Fh(t)X0∥∥Lp(Ω;H) ≤ Ch1+r
∥∥A 1+r2 X0∥∥Lp(Ω;H).(5.3)
The second term in (5.2) is dominated by three additional terms as follows
∥∥∥
∫ t
0
Eh(t− σ)Phf(Xh(σ)) dσ −
∫ t
0
E(t− σ)f(X(σ)) dσ
∥∥∥
Lp(Ω;H)
≤
∥∥∥
∫ t
0
Eh(t− σ)Ph
(
f(Xh(σ))− f(X(σ))
)
dσ
∥∥∥
Lp(Ω;H)
+
∥∥∥
∫ t
0
(
Eh(t− σ)Ph − E(t− σ)
)(
f(X(σ))− f(X(t))) dσ∥∥∥
Lp(Ω;H)
+
∥∥∥
∫ t
0
(
Eh(t− σ)Ph − E(t− σ)
)
f(X(t)) dσ
∥∥∥
Lp(Ω;H)
=: I1 + I2 + I3.
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We estimate each term separately. First note that, by interpolation between (3.5)
and (3.9), we have ‖Eh(t)Phx‖ ≤ Ct− 1−r2 ‖x‖−1+r. Together with Assumption 2.1
this yields
I1 ≤
∫ t
0
∥∥Eh(t− σ)Ph(f(Xh(σ)) − f(X(σ)))∥∥Lp(Ω;H) dσ
≤ C
∫ t
0
(t− σ)− 1−r2 ∥∥Xh(σ)−X(σ)∥∥Lp(Ω;H) dσ.
(5.4)
The term I2 is estimated by applying Lemma 4.1 (iii) with ρ = 1− r, Assumption
2.1 and (2.4) with s = 0. Then we get
I2 ≤
∫ t
0
∥∥Fh(t− σ)(f(X(σ))− f(X(t)))∥∥Lp(Ω;H) dσ
≤ Ch1+r
∫ t
0
(t− σ)−1
∥∥X(σ)−X(t)∥∥
Lp(Ω;H)
dσ
≤ Ch1+r
∫ t
0
(t− σ)−1+ 12 dσ ≤ Ch1+r.
(5.5)
Finally, the estimate for I3 is a straightforward application of Lemma 4.2 (i) ρ =
1− r. A further application of Assumption 2.1 and (2.3) gives
I3 ≤ Ch1+r
∥∥f(X(t))∥∥
−1+r
≤ Ch1+r
(
1 + sup
σ∈[0,T ]
∥∥X(σ)∥∥
Lp(Ω;H)
)
≤ Ch1+r.(5.6)
The right hand side of this estimate is finite in view of (2.3). A combination of the
estimates (5.4), (5.5), and (5.6) yields
∥∥∥
∫ t
0
Eh(t− σ)Phf(Xh(σ)) dσ −
∫ t
0
E(t− σ)f(X(σ)) dσ
∥∥∥
Lp(Ω;H)
≤ Ch1+r + C
∫ t
0
(t− σ) r−12
∥∥Xh(σ)−X(σ)∥∥Lp(Ω;H) dσ.
(5.7)
Next, we estimate the norm of the stochastic integral in (5.2). First, we apply
Lemma 5.1 and get
∥∥∥
∫ t
0
Eh(t− σ)Phg(Xh(σ)) dW (σ) −
∫ t
0
E(t− σ)g(X(σ)) dW (σ)
∥∥∥
Lp(Ω;H)
≤ C
(
E
[(∫ t
0
∥∥Eh(t− σ)Phg(Xh(σ)) − E(t− σ)g(X(σ))∥∥2L0
2
dσ
) p
2
]) 1
p
.
The right hand side is a norm. Hence, the triangle inequality gives
(
E
[(∫ t
0
∥∥Eh(t− σ)Phg(Xh(σ)) − E(t− σ)g(X(σ))∥∥2L0
2
dσ
) p
2
]) 1
p
≤
∥∥∥(
∫ t
0
∥∥Eh(t− σ)Ph(g(Xh(σ))− g(X(σ)))∥∥2L0
2
dσ
) 1
2
∥∥∥
Lp(Ω;R)
+
∥∥∥(
∫ t
0
∥∥Fh(t− σ)(g(X(σ))− g(X(t)))∥∥2L0
2
dσ
) 1
2
∥∥∥
Lp(Ω;R)
+
∥∥∥(
∫ t
0
∥∥Fh(t− σ)g(X(t))∥∥2L0
2
dσ
) 1
2
∥∥∥
Lp(Ω;R)
=: I4 + I5 + I6.
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In a similar way as for I1, we find an estimate for I4 by using the stability of the
operator Eh(t)Ph, that is, (3.5) with ρ = 0. Together with Assumption 2.2 we get
I4 ≤ C
∥∥∥(
∫ t
0
∥∥Xh(σ)−X(σ)∥∥2 dσ
) 1
2
∥∥∥
Lp(Ω;R)
= C
(∥∥∥
∫ t
0
∥∥Xh(σ)−X(σ)∥∥2 dσ
∥∥∥
Lp/2(Ω;R)
) 1
2
≤ C
(∫ t
0
∥∥Xh(σ) −X(σ)∥∥2Lp(Ω;H) dσ
) 1
2
.
(5.8)
For the estimate of term I5 we apply Lemma 4.1 (i) with µ = 1 + r and ν = 0,
which gives ‖Fh(t)‖ ≤ Ch1+rt− 1+r2 . Additionally, we use the fact that ‖LM‖L0
2
≤
‖L‖‖M‖L0
2
for any bounded linear operator L : H → H and Hilbert-Schmidt oper-
ator M ∈ L02. The estimate is completed by making use of Assumption 2.2 and the
Ho¨lder-continuity (2.4) with s = 0. Altogether, we derive
I5 ≤ Ch1+r
∥∥∥(
∫ t
0
(t− σ)−1−r
∥∥X(σ)−X(t)∥∥2 dσ) 12 ∥∥∥
Lp(Ω;R)
≤ Ch1+r
(∫ t
0
(t− σ)−1−r∥∥X(σ)−X(t)∥∥2
Lp(Ω;H)
dσ
) 1
2
≤ Ch1+r
(∫ t
0
(t− σ)−r dσ
) 1
2 ≤ Ch1+r.
(5.9)
Note that in the last step the generic constant C depends on r ∈ [0, 1) and blows
up as r → 1.
Finally, for I6, let (ϕm)m≥1 denote an arbitrary orthonormal basis of the Hilbert
space U0. Then, by using Lemma 4.2 (ii) with ρ = r, Assumption 2.2 and (2.3),
we get
I6 =
∥∥∥(
∞∑
m=1
∫ t
0
∥∥Fh(t− σ)g(X(t))ϕm∥∥2 dσ
) 1
2
∥∥∥
Lp(Ω;R)
≤ Ch1+r
∥∥∥(
∞∑
m=1
∥∥A r2 g(X(t))ϕm∥∥2
) 1
2
∥∥∥
Lp(Ω;R)
= Ch1+r
∥∥∥ ∥∥g(X(t))∥∥
L0
2,r
∥∥∥
Lp(Ω;R)
≤ Ch1+r
(
1 + sup
σ∈[0,T ]
∥∥A r2X(σ)∥∥
Lp(Ω;H)
)
≤ Ch1+r.
(5.10)
In total, we have by (5.8), (5.9), and (5.10) that
∥∥∥
∫ t
0
Eh(t− σ)Phg(Xh(σ)) dW (σ) −
∫ t
0
E(t− σ)g(X(σ)) dW (σ)
∥∥∥
Lp(Ω;H)
≤ Ch1+r + C
(∫ t
0
∥∥Xh(σ) −X(σ)∥∥2Lp(Ω;H) dσ
) 1
2
.
(5.11)
Coming back to (5.2), by (5.3), (5.7), and (5.11) we conclude that
‖Xh(t)−X(t)‖2Lp(Ω;H) ≤ Ch2(1+r) + C
∫ t
0
∥∥Xh(σ) −X(σ)‖2Lp(Ω;H) dσ
+ C
( ∫ t
0
(t− σ)− 1−r2
∥∥Xh(σ) −X(σ)∥∥Lp(Ω;H) dσ
)2
.
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Finally, we note that
∫ t
0
∥∥Xh(σ) −X(σ)‖2Lp(Ω;H) dσ
=
∫ t
0
(t− σ) 1−r2 (t− σ)− 1−r2
∥∥Xh(σ) −X(σ)‖2Lp(Ω;H) dσ
≤ T 1−r2
∫ t
0
(t− σ)− 1−r2 ∥∥Xh(σ)−X(σ)‖2Lp(Ω;H) dσ,
and by Ho¨lder’s inequality
∫ t
0
(t− σ)− 1−r2 ∥∥Xh(σ) −X(σ)∥∥Lp(Ω;H) dσ
=
∫ t
0
(t− σ)− 1−r4 (t− σ)− 1−r4
∥∥Xh(σ) −X(σ)∥∥Lp(Ω;H) dσ
≤
( 2
r + 1
T
r+1
2
) 1
2
(∫ t
0
(t− σ)− 1−r2 ∥∥Xh(σ) −X(σ)‖2Lp(Ω;H) dσ
) 1
2
.
Hence, for ϕ(t) =
∥∥Xh(t)−X(t)∥∥2Lp(Ω;H) we have shown that
ϕ(t) ≤ Ch2(1+r) + C
∫ t
0
(t− σ) r−12 ϕ(σ) dσ
and Lemma 5.2 completes the proof. 
6. Proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. As in Section 5 the proof
relies on a discrete version of Gronwall’s Lemma. Here we use a variant from [10,
Lemma 7.1].
Lemma 6.1. Let C1, C2 ≥ 0 and let (ϕj)j=1,...,Nk be a nonnegative sequence. If
for β ∈ (0, 1] we have
ϕj ≤ C1 + C2k
j−1∑
i=1
t−1+βj−i ϕi for all j = 1, . . . , Nk,(6.1)
then there exists a constant C = C(C2, T, β) such that
ϕj ≤ CC1 for all j = 1, . . . , Nk.
In particular, the constant C does not depend on k.
Proof of Theorem 1.2. In terms of the rational function R(kAh), which was intro-
duced in (4.5), we derive the following discrete variation of constants formula for
Xjh
Xjh = R(kAh)
jPhX0 − k
j−1∑
i=0
R(kAh)
j−iPhf(X
i
h) +
j−1∑
i=0
R(kAh)
j−iPhg(X
i
h)∆W
i+1.
(6.2)
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By applying (1.2) and (6.2) we get for the error
‖Xjh −X(tj)‖Lp(Ω;H) ≤
∥∥R(kAh)jPhX0 − E(tj)X0∥∥Lp(Ω;H)
+
∥∥∥k
j−1∑
i=0
R(kAh)
j−iPhf(X
i
h)−
∫ tj
0
E(tj − σ)f(X(σ)) dσ
∥∥∥
Lp(Ω;H)
+
∥∥∥
j−1∑
i=0
R(kAh)
j−iPhg(X
i
h)∆W
i+1 −
∫ tj
0
E(tj − σ)g(X(σ)) dW (σ)
∥∥∥
Lp(Ω;H)
.
(6.3)
The first summand is the error of the fully discrete approximation scheme (4.3) for
the homogeneous equation (4.1) but with the initial value being a random variable.
By Assumption 2.3 we have that X0(ω) ∈ H˙1+r for P -almost all ω ∈ Ω. Thus, the
error estimate from [27, Theorem 7.8] yields∥∥R(kAh)jPhX0 − E(tj)X0∥∥Lp(Ω;H) ≤ C
(
h1+r + k
1+r
2
)∥∥A 1+r2 X0∥∥Lp(Ω;H).
For the other two summands we introduce an auxiliary process which is given by
Xkh(t) := X
j−1
h , if t ∈ (tj−1, tj ], j = 1, . . . , Nk,
Xkh(0) := PhX0.
(6.4)
By this definition Xkh is an adapted and left-continuous process and, therefore,
predictable [25, p. 27]. Recalling the definition (4.11) of the family of operators
Ekh(t), t ≥ 0, we obtain
k
j−1∑
i=0
R(kAh)
j−iPhf(X
i
h) =
j−1∑
i=0
∫ ti+1
ti
Ekh(tj − σ)Phf(Xkh(σ)) dσ
=
∫ tj
0
Ekh(tj − σ)Phf(Xkh(σ)) dσ
(6.5)
and, analogously,
j−1∑
i=0
R(kAh)
j−iPhg(X
i
h)∆W
i+1 =
∫ tj
0
Ekh(tj − σ)Phg(Xkh(σ)) dW (σ).(6.6)
By applying (6.5) we have the following estimate of the second summand in (6.3)
∥∥∥k
j−1∑
i=0
R(kAh)
j−iPhf(X
i
h)−
∫ tj
0
E(tj − σ)f(X(σ)) dσ
∥∥∥
Lp(Ω;H)
=
∥∥∥
∫ tj
0
(
Ekh(tj − σ)Phf(Xkh(σ))− E(tj − σ)f(X(σ))
)
dσ
∥∥∥
Lp(Ω;H)
≤
∥∥∥
∫ tj
0
Ekh(tj − σ)Ph
(
f(Xkh(σ))− f(X(σ))
)
dσ
∥∥∥
Lp(Ω;H)
+
∥∥∥
∫ tj
0
(
Ekh(tj − σ)Ph − E(tj − σ)
)(
f(X(σ))− f(X(tj))
)
dσ
∥∥∥
Lp(Ω;H)
+
∥∥∥
∫ tj
0
(
Ekh(tj − σ)Ph − E(tj − σ)
)
f(X(tj)) dσ
∥∥∥
Lp(Ω;H)
=: J1 + J2 + J3.
Note, that the terms J1, J2, and J3 are of the same structure as the terms I1, I2,
and I3 in the proof of Theorem 1.1. Since with Lemmas 4.3 and 4.4 we have the
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time discrete analogues of Lemmas 4.1 and 4.2 at our disposal the proof follows the
same path.
For the term J1 we first note that an interpolation between (4.8) and (4.12) yields∥∥Ekh(t)Phx∥∥ ≤ Ct− 1−r2i ∥∥x∥∥−1+r for all t ∈ [ti−1, ti) and all x ∈ H˙−1+r. Together
with Assumption 2.1 this gives
J1 ≤
∫ tj
0
∥∥Ekh(tj − σ)Ph(f(Xkh(σ)) − f(X(σ)))∥∥Lp(Ω;H) dσ
≤ C
j−1∑
i=0
∫ ti+1
ti
t
− 1−r
2
j−i
∥∥X ih −X(σ)∥∥Lp(Ω;H) dσ
≤ Ck
j−1∑
i=0
t
−
1−r
2
j−i
∥∥X ih −X(ti)∥∥Lp(Ω;H)
+ C
j−1∑
i=0
t
−
1−r
2
j−i
∫ ti+1
ti
∥∥X(ti)−X(σ)∥∥Lp(Ω;H) dσ.
By the Ho¨lder continuity (2.4) we get
j−1∑
i=0
t
−
1−r
2
j−i
∫ ti+1
ti
∥∥X(ti)−X(σ)∥∥Lp(Ω;H) dσ
≤ C
j−1∑
i=0
t
−
1−r
2
j−i
∫ ti+1
ti
(σ − ti) 12 dσ = 2
3
Ck
3
2
j−1∑
i=0
t
−
1−r
2
j−i
≤ Ck 12
∫ tj
0
σ−
1−r
2 dσ ≤ Ck 12 .
Altogether, J1 is estimated by
J1 ≤ Ck 12 + Ck
j−1∑
i=0
t
−
1−r
2
j−i
∥∥X ih −X(ti)∥∥Lp(Ω;H).(6.7)
For the estimate of J2 we first note that Fkh(t) = Ekh(t)Ph − E(t) and, hence, we
can apply Lemma 4.3 (iii) with ρ = 1− r. In the same way as in (5.5) we obtain
J2 ≤ C
(
h1+r + k
1+r
2
)
.(6.8)
Likewise, but this time by an application of Lemma 4.4 (i) with ρ = 1 − r, we
proceed with the term J3 in same way as in (5.6). By also using (2.3) this yields
J3 ≤ C
(
h1+r + k
1+r
2
)(
1 + sup
σ∈[0,T ]
∥∥X(σ)∥∥
Lp(Ω;H)
)
≤ C(h1+r + k 1+r2 ).(6.9)
It remains to estimate the third summand in (6.3) which contains the stochastic
integrals. With (6.6) and Lemma 5.1 we get
∥∥∥
j−1∑
i=0
R(kAh)
j−iPhg(X
i
h)∆W
i+1 −
∫ tj
0
E(tj − σ)g(X(σ)) dW (σ)
∥∥∥
Lp(Ω;H)
=
∥∥∥
∫ tj
0
Ekh(tj − σ)Phg(Xkh(σ)) dW (σ) −
∫ tj
0
E(tj − σ)g(X(σ)) dW (σ)
∥∥∥
Lp(Ω;H)
≤ C
(
E
[( ∫ tj
0
∥∥Ekh(tj − σ)Phg(Xkh(σ)) − E(tj − σ)g(X(σ))∥∥2L0
2
dσ
) p
2
]) 1
p
.
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In the last step Lemma 5.1 is applicable since by our definitions (4.11) and (6.4) the
process [0, tj] ∋ σ 7→ Ekh(tj − σ)Phg(Xkh(σ)) ∈ L02 is adapted and left-continuous
and, therefore, predictable.
Next, we use the triangle inequality and obtain
(
E
[(∫ tj
0
∥∥Ekh(tj − σ)Phg(Xkh(σ)) − E(tj − σ)g(X(σ))∥∥2L0
2
dσ
) p
2
]) 1
p
≤
∥∥∥(
∫ tj
0
∥∥Ekh(tj − σ)Ph(g(Xkh(σ))− g(X(σ)))∥∥2L0
2
dσ
) 1
2
∥∥∥
Lp(Ω;R)
+
∥∥∥(
∫ tj
0
∥∥Fkh(tj − σ)(g(X(σ))− g(X(tj)))∥∥2L0
2
dσ
) 1
2
∥∥∥
Lp(Ω;R)
+
∥∥∥(
∫ tj
0
∥∥Fkh(tj − σ)g(X(tj))∥∥2L0
2
dσ
) 1
2
∥∥∥
Lp(Ω;R)
=: J4 + J5 + J6.
For the estimate of J4 we use the facts that ‖Ekh(t)Phx‖ ≤ C‖x‖ for all x ∈ H
as well as ‖LM‖L0
2
≤ ‖L‖‖M‖L0
2
for all linear bounded operators L : H → H and
M ∈ L02. Together with Assumption 2.2 and the same technique as in (5.8) we get
J4 ≤ C
∥∥∥(
∫ tj
0
∥∥Xkh(σ)−X(σ)∥∥2 dσ
) 1
2
∥∥∥
Lp(Ω;R)
≤ C
( ∫ tj
0
∥∥Xkh(σ)−X(σ)∥∥2Lp(Ω;H) dσ
) 1
2
= C
(
k
j−1∑
i=0
∥∥X ih −X(ti)∥∥2Lp(Ω;H)
) 1
2
+ C
( j−1∑
i=0
∫ ti+1
ti
∥∥X(ti)−X(σ)∥∥2Lp(Ω;H) dσ
) 1
2
.
By the Ho¨lder continuity (2.4) it holds that
j−1∑
i=0
∫ ti+1
ti
∥∥X(ti)−X(σ)∥∥2Lp(Ω;H) dσ ≤ C
j−1∑
i=0
∫ ti+1
ti
(σ − ti) dσ ≤ Ck.
Hence, we have
J4 ≤ Ck 12 + C
(
k
j−1∑
i=0
∥∥X ih −X(ti)∥∥2Lp(Ω;H)
) 1
2
.(6.10)
In the way same as in (5.9), we apply Lemma 4.3 (i) with µ = 1+ r and ν = 0 and
we derive the estimate
J5 ≤ C
(
h1+r + k
1+r
2
)
,(6.11)
where we also used Assumption 2.2 and (2.4). By (2.3) and the same arguments
which gave (5.10) we get
J6 ≤ C
(
h1+r + k
1+r
2
)
.
28 R. KRUSE
To summarize our estimate of (6.3), by (6.7) to (6.12) we have shown that∥∥Xjh −X(tj)∥∥2Lp(Ω;H) ≤ C
(
h1+r + k
1
2 + k
1+r
2
)2
+ C
(
k
j−1∑
i=0
t
− 1−r
2
j−i
∥∥X ih −X(ti)∥∥Lp(Ω;H)
)2
+ Ck
j−1∑
i=0
∥∥X ih −X(ti)∥∥2Lp(Ω;H).
Further, we have
k
j−1∑
i=0
∥∥X ih −X(ti)∥∥2Lp(Ω;H) ≤ T 1−r2 k
j−1∑
i=0
t
−
1−r
2
j−i
∥∥X ih −X(ti)∥∥2Lp(Ω;H),
and by Ho¨lder’s inequality
k
j−1∑
i=0
t
−
1−r
2
j−i
∥∥X ih −X(ti)∥∥Lp(Ω;H)
≤
(
k
j−1∑
i=0
t
−
1−r
2
j−i
) 1
2
(
k
j−1∑
i=0
t
−
1−r
2
j−i
∥∥X ih −X(ti)∥∥2Lp(Ω;H)
) 1
2
≤
( 2
r + 1
T
r+1
2
) 1
2
(
k
j−1∑
i=0
t
−
1−r
2
j−i
∥∥X ih −X(ti)∥∥2Lp(Ω;H)
) 1
2
.
Hence, by setting ϕj =
∥∥Xjh −X(tj)∥∥2Lp(Ω;H) we have proven that
ϕj ≤ C
(
h1+r + k
1
2 + k
1+r
2
)2
+ Ck
j−1∑
i=0
t
−
1−r
2
j−i ϕi.
An application of Lemma 6.1 completes the proof of the theorem. 
7. Additive noise
In this section we focus on stochastic partial differential equations with additive
noise, that is, the L02-valued function g does not depend on X . Thus, the SPDE
(1.1) has the form
dX(t) +
[
AX(t) + f(X(t))
]
dt = g dW (t), for 0 ≤ t ≤ T,
X(0) = X0.
(7.1)
Numerical schemes for the approximation of SPDEs with additive noise have
been extensively studied. For example, for schemes which involve the finite element
method we refer to [14, 21, 28] and the references therein.
For additive noise Assumption 2.2 simplifies to
Assumption 7.1. There exists r ∈ [0, 1] such that the Hilbert-Schmidt operator
g ∈ L02 satisfies
‖g‖L0
2,r
<∞.
Recall that in the case, where U = H and g : H → H is the identity, Assumption
7.1 reads as follows
‖g‖L0
2,r
= ‖A r2 g‖L0
2
=
∞∑
m=1
‖A r2Q 12ϕm‖2 <∞,
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where (ϕm)m≥1 denotes an arbitrary orthonormal basis ofH . In particular, if r = 0
we have ‖g‖L0
2
= Tr(Q) < ∞ which is a common assumption on the covariance
operator Q (see [7, 25]).
Under Assumptions 2.1, 2.3 and 7.1 with r ∈ [0, 1], p ∈ [2,∞) there exists a mild
solution X : [0, T ]× Ω→ H˙1+r to (7.1) (see [7] and [22, Corollary 5.2]).
In particular, we stress the fact that the parameter value r = 1 is included for
SPDEs with additive noise. As the next corollary shows the same is true for the
error estimates of the numerical approximations (1.4) and (1.5).
Corollary 7.2. Let Assumptions 2.1, 2.3 and 7.1 hold for some r ∈ [0, 1], p ∈
[2,∞). Let X denote the mild solution to (7.1).
(i) Under Assumption 3.1 there exists a constant C, independent of h ∈ (0, 1],
such that ∥∥Xh(t)−X(t)∥∥Lp(Ω;H) ≤ Ch1+r, for all t ∈ (0, T ],
where Xh is the corresponding spatially semidiscrete approximation (1.4).
(ii) Under Assumptions 3.1 and 3.2 there exists a constant C, independent of
k, h ∈ (0, 1], such that∥∥Xjh −X(tj)∥∥Lp(Ω;H) ≤ C(h1+r + k 12
)
, for all j = 1, . . . , Nk,
where Xjh is the corresponding spatio-temporal discrete approximation (1.5).
Proof. For (i) and (ii) the assertion follows directly from Theorems 1.1 and 1.2 for
all parameter values r ∈ [0, 1).
A close inspection of the proof of Theorem 1.1 shows that the condition r < 1
is only required in the estimate (5.9). But in the case of additive noise the term I5
is equal to 0. Hence, the convergence result holds true by the same arguments for
r = 1.
The same is true for (ii) where the condition r < 1 only shows up in the estimate
of (6.11). 
We remark that a similar convergence result to (i) can be found in [21, Prop. 2.3].
But there the authors had to incorporate a singularity of the form max(0, log( t
h2
))
which is now removed.
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