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a b s t r a c t
In recent years, many results on oscillation criteria of second order nonlinear neutral delay
differential equations have been obtained, but some of these criteria are incorrect due to a
mistake in a crucial auxiliary result. This note examines several of these results, provides
some counterexamples and points out what causes the problems.
© 2008 Elsevier Ltd. All rights reserved.
1. Counterexamples
In recent years, many oscillation criteria have been obtained on the second order neutral delay differential equation
[r(t)(x(t)+ p(t)x(t − τ))′]′ + q(t)f (x(t − δ)) = 0, (1.1)
where t ≥ t0, τ and δ are nonnegative constants, r(t), p(t), q(t) ∈ C([t0,∞), R), and f (x) ∈ C(R, R). Unfortunately, some
of these results are incorrect due to errors in the proof. First, we look at some theorems obtained by Qigui Yang et al. [1] For
the sake of convenience, we first present the necessary notations, list their conditions and results. Let
z(t) = x(t)+ p(t)x(t − τ), v(t) = exp
{
−2
∫ t
t0
g(s)ds
}
,
φ1(t) = v(t){γ q(t)[1− p(t − τ)] + r(t − δ)g2(t)− [r(t − δ)g(t)]′},
φ2(t) = v(t){γ q(t)+ r(t − δ)g2(t)− [r(t − δ)g(t)]′},
where the constant γ and function g will be defined later. Let R+ = (0,∞). We say that a function H = H(t, s) belongs to
function class K , and we write H ∈ K , if H ∈ C(D, R+), where D = {(t, s) : −∞ < s ≤ t < ∞} and R+ = (0,∞), and H
satisfies H(t, t) = 0, H(t, s) > 0 for t > s, and has first partial derivatives
∂
∂t
(H(t, s)k(t)) = h1(t, s)
√
H(t, s)k(t),
∂
∂s
(H(t, s)k(t)) = −h2(t, s)
√
H(t, s)k(t) ,
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where h1, h2 ∈ C(D, R) and k ∈ C1(D, R+). It needs to be pointed out that Qigui Yang et al. [1] require that h1 and h2 are
continuous on D, but this requirement is not used in the proofs of their results. In fact, they use h1(t, s) = h2(t, s) = nt−s for
some integer n in their examples.
Condition 1. q(t) ≥ 0; r(t) > 0, ∫∞ 1r(s)ds = ∞; f (x)x ≥ γ > 0 for x 6= 0.
Under Condition 1, we have the first theorem by Qigui Yang et al. [1]
Theorem 2. Let Condition 1 hold. Suppose that for each T0 ≥ t0, there exist some H ∈ K , g ∈ C1([t0,∞), R) with
T0 ≤ a < c < b such that one of the following conditions is satisfied:
(Y1) 0 ≤ p(t) ≤ 1 and the following inequality holds:
1
H(c, a)
∫ c
a
H(s, a)φ1(s)ds+ 1H(b, c)
∫ b
c
H(b, s)φ1(s)ds
>
1
4
(
1
H(c, a)
∫ c
a
r(s− δ)v(s)h21(s, a)ds+
1
H(b, c)
∫ b
c
r(s− δ)v(s)h22(b, s)ds
)
;
(Y2) −1 < α ≤ p(t) ≤ 0 and the following inequality holds:
1
H(c, a)
∫ c
a
H(s, a)φ2(s)ds+ 1H(b, c)
∫ b
c
H(b, s)φ2(s)ds
>
1
4
(
1
H(c, a)
∫ c
a
r(s− δ)v(s)h21(s, a)ds+
1
H(b, c)
∫ b
c
r(s− δ)v(s)h22(b, s)ds
)
.
Then neutral delay equation (1.1) is oscillatory.
The following example shows that this result is actually incorrect. Consider the equation(
x(t)− 1
2
x(t − 2)
)′′
+
(
1
2
e2 − 1
)
x(t) = 0. (1.2)
This is clearly an equation of type (1.1) with r(t) = 1, p(t) = − 12 , q(t) = 12e2 − 1, f (x) = x, τ = 2, δ = 0 and γ = 1.
So Condition 1 is satisfied. Let H(t, s) = (t − s)2, g(t) = 0 and k(t) = 1. Then v(t) = 1, φ1(t) = 32
( 1
2e
2 − 1) , φ2(t) =
1
2e
2 − 1 and h1(t, s) = h2(t, s) = 2. For any a < c < b, one has
1
H(c, a)
∫ c
a
H(s, a)φ2(s)ds+ 1H(b, c)
∫ b
c
H(b, s)φ2(s)ds
= 1
(c − a)2
∫ c
a
(s− a)2
(
1
2
e2 − 1
)
ds+ 1
(b− c)2
∫ b
c
(b− s)2
(
1
2
e2 − 1
)
ds
= 1
3
(
1
2
e2 − 1
)
(b− a);
and
1
4
(
1
H(c, a)
∫ c
a
r(s− δ)v(s)h21(s, a)ds+
1
H(b, c)
∫ b
c
r(s− δ)v(s)h22(b, s)ds
)
= 1
4
(
1
(c − a)2
∫ c
a
4ds+ 1
(b− c)2
∫ b
c
4ds
)
= b− a
(c − a)(b− c) .
Thus, condition (Y2) of Theorem 2 is satisfied if we choose a, b, and c sufficiently apart from each other such that
1
3
( 1
2e
2 − 1) > 1
(c−a)(b−c) and the equation is oscillatory according to Theorem 2, but x(t) = e−t is a solution of the equation
and it is non-oscillatory.
To present their second theorem, Qigui Yang et al. [1] define K0 to be the subset of K that contains H(t − s). Here is their
second theorem.
Theorem 3. Let Condition 1 hold. Assume that for each T0 ≥ t0, there exist some H ∈ K0, g ∈ C1([t0,∞), R), and a, c ∈ R with
T0 ≤ a < c, such that one of the following conditions is satisfied:
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(Y3) 0 ≤ p(t) ≤ 1, and the following inequality holds:∫ c
a
H(s− a){φ1(s)+ φ1(2c − s)}ds > 14
∫ c
a
[r(s− δ)v(s)+ r(2c − s− δ)v(2c − s)]h21(s− a)ds;
(Y4) −1 < α ≤ p(t) ≤ 0, and the following inequality holds:∫ c
a
H(s− a){φ2(s)+ φ2(2c − s)}ds > 14
∫ c
a
[r(s− δ)v(s)+ r(2c − s− δ)v(2c − s)]h21(s− a)ds.
Then, neutral delay equation (1.1) is oscillatory.
Wecan use the previous example to show that Theorem3 is also incorrect. For the previous example, we have p(t) = − 12 .
So we may use α = − 12 ,∫ c
a
H(s− a){φ2(s)+ φ2(2c − s)}ds =
∫ c
a
(s− a)2(e2 − 2)ds = 1
3
(c − a)3(e2 − 2),
and
1
4
∫ c
a
[r(s− δ)v(s)+ r(2c − s− δ)v(2c − s)]h21(s− a)ds
= 1
4
∫ c
a
8ds = 2(c − a).
Therefore, we can choose a and c sufficiently apart from each other such that condition (Y4) is satisfied, but the equation
does have a monotone solution x(t) = e−t .
To look at their third theorem, let R(t) = ∫ tl 1r(s−δ)ds for t ≥ l ≥ t0. Here is their Theorem 3.
Theorem 4. Let Condition 1 and limt→∞ R(t) = ∞ hold. Then neutral equation (1.1) is oscillatory provided that for each l ≥ t0
there exists λ > 1 such that one of the following conditions is satisfied.
(Y5) 0 ≤ p(t) ≤ 1 and the following inequalities are true:
lim sup
t→∞
1
Rλ−1(t)
∫ t
l
[R(s)− R(l)]λγ q(s)[1− p(s− δ)]ds > λ
2
4(λ− 1) ;
lim sup
t→∞
1
Rλ−1(t)
∫ t
l
[R(t)− R(s)]λγ q(s)[1− p(s− δ)]ds > λ
2
4(λ− 1) .
(Y6) −1 < α ≤ p(t) ≤ 0 and the following inequalities are true:
lim sup
t→∞
1
Rλ−1(t)
∫ t
l
[R(s)− R(l)]λγ q(s)ds > λ
2
4(λ− 1) ;
lim sup
t→∞
1
Rλ−1(t)
∫ t
l
[R(t)− R(s)]λγ q(s)ds > λ
2
4(λ− 1) .
Similarly, the same example that we gave earlier can be used to verify that this result is incorrect. For the example, one
has R(t) = ∫ tl ds = t − l,
1
Rλ−1(t)
∫ t
l
[R(s)− R(l)]λγ q(s)ds = 1
(t − l)λ−1
∫ t
l
(s− l)λ
(
1
2
e2 − 1
)
ds
=
(
1
2
e2 − 1
)
(t − l)2
λ+ 1
and
1
Rλ−1(t)
∫ t
l
[R(t)− R(s)]λγ q(s)ds = 1
(t − l)λ−1
∫ t
l
(t − s)λ
(
1
2
e2 − 1
)
ds
=
(
1
2
e2 − 1
)
(t − l)2
λ+ 1 .
Hence, condition (Y6) of the theorem is satisfied, but the equation has a non-oscillatory solution.
Unfortunately, several authors have established some oscillatory criteria by using some related results of Qigui Yang
et al. [1] For example, Zhiting Xu et al. [2,3] consider the Emden–Fowler delay equation
(|z ′(x)|γ−1z ′(t))′ + q1(t)|x(t − σ)|α−1x(t − σ)+ q2(t)|x(t − σ)|β−1x(t − σ) = 0 (1.3)
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with z(t) = x(t) + p(t)x(t − τ), τ ≥ 0, σ ≥ 0, 0 < α < γ < β, q1, q2 ∈ C([t0,∞), R+) and p(t) ∈ C([t0,∞), R) and
establish some Philos-type oscillation criteria. To present their theorem, we first introduce their notations. Define
µ = min
{
β − α
β − γ ,
β − α
γ − α
}
, k = 1
(γ + 1)γ+1 ,
Q1(t) = µ[1− p(t − σ)]γ [qβ−γ1 (t)qγ−α2 (t)]
1
β−α ,
Q2(t) = µ[qβ−γ1 (t)qγ−α2 (t)]
1
β−α ,
∂
∂s
H(t, s) = −h(t, s)H(t, s) for (t, s) ∈ D.
For given functions h ∈ C(D, R), ρ ∈ C1([t0,∞), R+) and η ∈ C1([t0,∞), R), set
λ(t, s) = h(t, s)− ρ
′(s)
ρ(s)
,
Θi(t, s) = Qi(t, s)− η′(s)+ λ(t, s)η(s), i = 1, 2.
Here is Theorem 2.1 by Zhiting Xu et al. [2]
Theorem 5. Let H ∈ K , ρ ∈ C1([t0,∞), R+) and η ∈ C1([t0,∞), R). Then equation (1.3) is oscillatory provided that one of
the following conditions holds:
(C1) 0 ≤ p(t) ≤ 1 and
lim sup
t→∞
1
H(t, t0)
∫ t
t0
H(t, s)ρ(s)[Θ1(t, s)− k|λ(t, s)|γ+1]ds = ∞;
(C2) −1 < p0 ≤ p(t) ≤ 0 and
lim sup
t→∞
1
H(t, t0)
∫ t
t0
H(t, s)ρ(s)[Θ2(t, s)− k|λ(t, s)|γ+1]ds = ∞.
To see that this result is also incorrect, we choose p(t) = − 12 , τ = 2, σ = 3, α = 1, β = 3, γ = 2,
q1(t) = a
2(t − 3)2 + 2a(3a− 2e2)(t − 3)− 4(a− e2)
t − 3 e
−t−3
and
q2(t) = a
2et−9
t − 3
with a = 12e2 − 1 for equation (1.3). Let H(t, s) = (t − s)3, ρ(t) = 1 and η(t) = 0. Then, h(t, s) = 3t−s , µ = 2, k = 127 ,
Q1(t) = 92 (q1(t)q2(t))
1
2 , Q2(t) = 2(q1(t)q2(t)) 12 , λ(t, s) = 3t−s ,Θ1(t, s) = 92 (q1(t)q2(t))
1
2 ,Θ2(t, s) = 2(q1(t)q2(t)) 12 ,
and for large t0,
1
H(t, t0)
∫ t
t0
H(t, s)ρ(s)[Θ2(t, s)− k|λ(t, s)|γ+1]ds
= 1
(t − t0)3
∫ t
t0
(t − s)3
[
2(q1(t)q2(t))
1
2 − 1
(t − s)3
]
ds
= 1
(t − t0)3
∫ t
t0
{
ae−6(t − s)3 2[a
2(t − 3)2 + 2a(3a− 2e2)(t − 3)− 4(a− e2)] 12
t − 3 − 1
}
ds
>
1
(t − t0)3
∫ t
t0
{
a2
e6
(t − s)3 − 1
}
ds
= a
2
4e6
(t − t0)− 1
(t − t0)3 .
Therefore, condition (C2) is satisfied. But, it is easy to verify that x(t) = te−t is a solution of the specified equation.
Now, we can look at a theorem byMu Chen and Zhiting Xu [3]. They also consider equation (1.3) and obtain the following
theorem as Theorem 2.2.
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Theorem 6. Suppose that there exist an interval (b, c) ⊂ [t0,∞), a constant d ∈ (b, c), and functions H ∈ K , ρ ∈ C1
([t0,∞), R+) such that one of the following two conditions is satisfied:
(C1) 0 ≤ p(t) ≤ 1 and
1
H(d, b)
∫ d
b
ρ(s)[H(s, b)Q1(s)− k|φ1(s, b)|γ+1]ds+ 1H(c, d)
∫ c
d
ρ(s)[H(c, s)Q1(s)− k|φ2(c, s)|γ+1]ds > 0;
(C2) −1 < p0 ≤ p(t) ≤ 0, and
1
H(d, b)
∫ d
b
ρ(s)[H(s, b)Q2(s)− k|φ1(s, b)|γ+1]ds+ 1H(c, d)
∫ c
d
ρ(s)[H(c, s)Q2(s)− k|φ2(c, s)|γ+1]ds > 0
where
φ1(s, b) =
h1(s, b)
√
H(s, b)+ ρ′(s)
ρ(s) H(s, b)
(H((s, b)))
γ
γ+1
and
φ2(c, s) =
−h2(c, s)√H(c, s)+ ρ′(s)ρ(s) H(c, s)
(H((c, s)))
γ
γ+1
.
Then, every solution of neutral delay equation (1.3) has at least one zero in (b, c).
We can adapt our example to show that Theorem 6 is also incorrect. Instead of taking h1(t, s) = h2(t, s) = 2, let us
consider h1(t, s) = h2(t, s) = 3(t − s) 12 and assume φ1(t, s) = φ2(t, s) = 3 for large b, d− b and c − d. Then,
1
H(d, b)
∫ d
b
ρ(s)[H(s, b)Q1(s)− k|φ1(s, b)|γ+1]ds = 1
(d− b)3
∫ d
b
[
2(s− b)3(q1(s)q2(s)) 12 − 1
]
ds
= 1
(d− b)3
∫ d
b
{
2ae−6(s− b)3 [a
2(s− 3)2 + 2a(3a− 2e2)(s− 3)− 4(a− e2)] 12
s− 3 − 1
}
ds
>
1
(d− b)3
∫ d
b
[a2e−6(s− 3)3 − 1]ds
= a
2(d− b)
4e6
− 1
(d− b)2 > 0
and
1
H(c, d)
∫ c
d
ρ(s)[H(c, s)Q2(s)− k|φ2(c, s)|γ+1]ds = 1
(c − d)3
∫ c
d
[2(c − s)3(q1(s)q2(s)) 12 − 1]ds
= 1
(c − d)3
∫ c
d
{
2ae−6(c − s)3 [a
2(s− 3)2 + 2a(3a− 2e2)(s− 3)− 4(a− e2)] 12
s− 3 − 1
}
ds
>
1
(c − d)3
∫ c
d
[a2e−6(c − s)3 − 1]ds
= a
2(c − d)
4e6
− 1
(c − d)2 > 0.
Therefore, condition (C2) is satisfied. But, this equation has a solution x(t) = te−t which does not have any zero after t = 0.
2. Errors in the proof
In this section, we find the error that causes the problems of the theorems presented in the previous section. All the
theorems by Qigui Yang, Lijun Yang, Siming Zhu [1], Zhiting Xu, Xiuxiang Liu [2] and Mu Chen, Zhiting Xu[3] are based on
the basic lemmas byQigui Yang et al. [1] But, there is a simplemistake in the proof of a fundamental lemma, namely Lemma1
from [1]. Let us first present the lemma for convenience.
Lemma 7. If Condition 1 holds and x(t) is an eventually positive solution of equation (1.1), then, z(t) > 0, z ′(t) ≥ 0,
(r(t)z ′(t))′ ≤ 0 on interval [T0,∞) for some T0 ≥ t0 sufficiently large. Moreover,
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(i) if 0 ≤ p(t) ≤ 1, then
(r(t)z ′(t))′ + γ q(t)[1− p(t − δ)]z(t − δ) ≤ 0;
(ii) if −1 < α ≤ p(t) ≤ 0, then
(r(t)z ′(t))′ + γ q(t)z(t − δ) ≤ 0.
The error occurs in the following section which we take directly from [1].
Case 2. x(t) is bounded; there exists a sequence {tk} such that limk→∞ x(tk) = lim supt→∞ x(t). Since the sequences{x(tk − τ)} and {p(tk)} are bounded, there exist convergent subsequences. Therefore, without loss of generality, we may
suppose that limk→∞ x(tk − τ) and limk→∞ p(tk) exist. Hence,
0 > lim
k→∞ z(tk) = limk→∞[x(tk)+ p(tk)x(tk − τ)]
≥ lim
k→∞[x(tk)+ p(tk)x(tk)].
When x(t) is decreasing, the second inequality is clearly not true. In fact, our first example is a counterexample to this lemma
since x(t) = e−t is a positive solution and z(t) = x(t)+ p(t)x(t − 2) = (1− 12e2)e−t < 0.
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