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Distance Optimization and the Extremal Variety
of the Grassmann variety G2(R
n) ∗
John Leventides†, George Petroulakis‡ and Nicos Karcanias‡
November 6, 2014
Abstract
The approximation of a multivector by a decomposable one is a distance-
optimization problem between the multivector and the Grassmann variety
of a projective space. When the multivector diverges from the Grassmann
variety the approximate solution sought is the worst possible. In this pa-
per it is showed that the worst solution of this problem is achieved when
the eigenvalues of the matrix-form of a 2-vector are all equal. Then these
solutions form a variety whose equation that describe it as well as its max-
imum distance from the related Grassmann variety are calculated. Several
geometric and algebraic properties of this extremal variety are examined,
providing a new aspect for the Grassmann varieties and the respective
projective spaces.
Key words. Distance geometry problems, Optimization, Approximations, Pro-
jective varieties, Sums of squares and representations.
1 Introduction
The problem of approximating a multivector by a decomposable one is a key
problem for many mathematical-based sciences; One of the most important and
well-known implementations is met in control theory problems, where instead of
deriving the actual controller for a system, its best approximation is calculated
with the use of multivectors in a suitable projective space which are as closest to
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the corresponding Grassmann variety as possible, [Kar. 1], [Lev.1]. Approximate
decomposability methods are also found in statistical analysis when dealing with
least square-like problems, [Kan. 1], game theory and the so called badly approx-
imate n-tuples, [Sch.1] and other fields. In general, the problem is viewed as the
minimization problem
min
z
1
,z
2
∈Rn
‖z − z1 ∧ z2‖ (1.1)
when z ∈ ∧2(Rn). If the 2-vector z is as closest to the Grassmann variety G2(Rn),
[Hod. 1] as possible then a more satisfying solution for problem (1.1) may be
achieved. This minimum distance case has been examined in [Lev.1] with the
use of multivector decompositions, providing a closed-form solution of the prob-
lem. The worst case however, would be when z has the maximum distance from
G2(R
n).
In this paper we examine the case of those 2-vectors z ∈ ∧2(Rn) for which the
solution of (1.1) is the worst possible by considering them as elements of a new set
which has the maximum distance from G2(R
n). We prove that this set contains
those 2-vectors z whose corresponding skew-symmetric matrix representations
have equal eigenvalues and that this set is actually a variety, since it may be
described by a polynomial equation. Moreover we provide a number of properties
for its geometric and algebraic structure as well as its connection with the related
Grassmann varieties, [Hod. 1] in the projective space.
Our extremal-variety approach may also constitute a very helpful tool for
general approximation problems of the form
min ‖A− B‖ (1.2)
where one is looking to approximate a lower-rank matrix/tensor B from a nom-
inal full-rank matrix/tensor A (if A is skew-symmetric and B is rank-one then
the optimization problem (1.2) is equivalent to (1.1), [Land. 1]). Our approach
will clearly show that when the eigenvalues of a multivector-related matrix are
equal, the solution of (1.1) is the worst and for some Grassmann varieties their
representations may actually be obtained, completing in this way the SVD-least
squares techniques for matrices, [Eck. 1], [Gol. 1], as well as the lower-order ten-
sor decomposition techniques, [Kol. 1], [Land. 1], in the ∧2(Rn) case, that usually
examine the distinct singular values case only without providing adequate infor-
mation about the solutions of (1.2) or (1.1) in cases of degeneracy, i.e., repeated
or equal eigenvalues.
Throughout this paper the following notation is adopted: Scalars are denoted
by lower-case letters, e.g., a, b, etc. Vectors and q-vectors (multivectors) are
written as lower underline case letters, e.g., x, y, etc. All q-vectors in this article
are considered elements of the set ∧q(Rn) or its Hodge-dual, [Mar. 1], ∧n−q(Rn)
where q ≤ n. The respective Hodge-star operator for an n-dimensional oriented
vector space V will be denoted as (·)∗. The wedge or exterior product is denoted
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as a∧b. Matrices will be denoted in upper case, italic shape letters, e.g., X, Y , etc.
To denote the compound matrix, [Mar. 2], of a matrix A, i.e., all the q× q minors
of A we use the notation Cq(A). A q-vector in ∧q(Rn) written as a1∧a2∧· · ·∧aq,
with ai in R
n, i = 1, ..., n, will be called decomposable [Mar. 1], and equivalently
a1 ∧ a2 ∧ · · · ∧ aq = Cq(A), A := [a1, a2, ..., aq]. Vector spaces, varieties or
manifolds are denoted by calligraphic capital letters, e.g., V . The Grassmann
variety, [Hod. 1] of a real projective space P(
n
q
)−1 (R), i.e., the variety of the
decomposable vectors of P(
n
q
)−1 (R), is denoted as Gq(Rn).
1.1 Background Results
In [Lev.1], it has been proved that a decomposition of a 2-vector z ∈ ∧2(Rn) into
a sum of decomposable 2-vectors may take the form
z = σkxk + σk−1xk−1 + ...+ σ1x1 (1.3)
where σk ≥ σk−1 ≥ · · · ≥ σ1 ≥ 0 are the imaginary parts of the k := [n/2]
imaginary eigenvalues ±iσ1, ...,±iσk of the matrix form of z, i.e.,
Tz =


0 z12 z13 · · · z1,n
−z12 0 z23 · · · z2,n
...
...
... · · · ...
−z1,n−1 · · · −zn−2,n−1 0 zn−1,n
−z1,n −z2,n · · · −zn−1,n 0

 (1.4)
and xk := e2k ∧ e2k−1, ..., x1 := e2 ∧ e1, which correspond to the right complex
eigenvectors (in Cn×1): e2k± ie2k−1, ..., e2± ie1 when n = 2k and 0,±iσ1, ...,±iσk,
e2k+1, e2k ± ie2k−1, ..., e2 ± ie1 when n is odd, with {ej}2kj=1, {ej}2k+1j=1 being two
orthonormal bases for Rn when n = 2k, n = 2k + 1, respectively. Decom-
position (1.3) is referred to as the prime decomposition. With the use of this
decomposition it was proved in [Lev.1] that standard distance formulae between
“points”(equivalence classes) and “points” and subspaces in the projective space,
[Wey. 1] may be expressed via si, i.e., the gap metric
gap(z, x) = |sin( ˆz, x)| = min
λ
∥∥∥∥ z‖z‖ − x‖x‖ · λ
∥∥∥∥ (1.5)
between two “points” z, x in the projective space has implied that the gap g
between z and G2(R
n) is equal to
g (z,G2(R
n)) =
√
σ2k−1 + σ
2
k−2 + ...+ σ
2
1
‖z‖ (1.6)
which is achieved at zˆ = σkxk. Our aim in the following sections would be to
elaborate on the degeneracy case σ1 = · · · = σk = σ and the significance of this
case to problem (1.1).
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1.2 New Results and Contribution of the Paper
The key result of this paper is that when a 2-vector z is written as
z = σxk + ...+ σx1 (1.7)
then z has the maximum distance from all the decomposable vectors of the projec-
tive space, i.e., the Grassmann variety. Hence, the decomposable approximation
of z (and equivalently its matrix rank-1 approximation) is the worst possible.
Furthermore, if we define the extremal set which contains those 2-vectors of the
form (1.7) as V1, then we may be able to find a polynomial equation that de-
scribes V1 as a projective variety and proceed to the solution of other related
optimization problems, such as
min
z
g(z,V1) (1.8)
Another important result of this approach is that it gives a new geometric
overview for some Grassmann varieties; we prove that for the Grassmann variety
G2(R
n), this new extremal variety V1 is pathwise connected, [Ful. 1] if n 6= 4k
and it is not connected for n = 4k. In addition, for the G2(R
4) case, V1 is
written as a union of two disjoint linear components. For the Grassmann variety
G2(R
5) we prove that we can actually find all the representations of (1.7), since
as we show their are parametrized by the projective plane P2(R), which is a very
important result for vector and matrix decompositions with degeneracy issues.
For the G2(R
5) case, we also examine the sum of squares properties for the
equation defying V1. Furthermore, we show that the gap between V1 and G2(R5)
corresponds to a pi/4 angle and that the two gaps, in a related projective space,
of a vector from V1 and G2(R5) are complementary.
The paper is organized as follows: In Section 2 a new variety V1, as well as the
equation that describes it, are presented. It is proved that this variety, consists of
2-vectors whose imaginary parts σi are equal and its gap from G2(R
n) is maximal.
The optimization problem of approximating a 2-vector by one in V1 (minimum
distance from the extremal variety) is also presented. Section 3 is separated into
3 parts examining the application of the previous results to specific Grassmann
varieties. In 3.1, the path-wise connectivity of V1 of G2(Rn) is studied and in 3.2
all the parameterizations of a 2-vector with equal eigenvalues are presented for
the G2(R
5) case. In 3.3 it is showed that the equation describing G2(R
5)∪V1 may
be written as a Polynomial Sum of Squares. Finally, in 3.4 the complementarity
of G2(R
5) and V1 is examined in the related projective space, proving that V1
and G2(R
5) form a constant pi/4 angle between them.
2 The Extremal variety V1 of G2(Rn)
In this section we show that when the eigenvalues of a skew-symmetric matrix
are equal, then the corresponding 2-vector belongs to a specific variety whose
distance from the Grassmann variety G2(R
n) is maximum.
Theorem 2.1. Let a multi-vector z ∈ ∧2(Rn) and its decomposition z = σkak ∧
bk+ ...+σ1a1∧ b1 where σk ≥ σk−1 ≥ · · · ≥ σ1 ≥ 0 and {ai, bi}ki=1 an orthonormal
set. Then z has the maximum distance from the Grassmann variety G2(R
n), if
and only if z = σ(xk + xk−1 + ...+ x1).
Proof. As shown in [Lev.1]
g (z,G2(R
n)) =
√
σ2k−1 + σ
2
k−2 + ...+ σ
2
1
‖z‖ =
√
σ2k−1 + σ
2
k−2 + ...+ σ
2
1√
σ2k + σ
2
k−1 + σ
2
k−2 + ...+ σ
2
1
(2.1)
Therefore
g (z,G2(R
n)) =
1√
1 +
σ2k
σ2k−1 + σ
2
k−2 + ...+ σ
2
1
=
√√√√√ 1
1 +
1
sk−1 + sk−2 + · · ·+ s1
(2.2)
where si = σ
2
i /σ
2
k. Thus, in order to maximize g (z,G2(R
n)), we need to solve
the maximization problem
max(sk−1 + sk−2 + · · ·+ s1) s.t. 1 ≥ sk−1 ≥ sk−2 ≥ · · · ≥ s1 (2.3)
Problem (2.3) has the obvious solution 1 = sk−1 = · · · = s1 which implies σk =
σk−1 = σk−2 = ... = σ1 = σ. Hence, the maximum distance from the Grassmann
variety is achieved by those vectors of the form z = σ(ak ∧ bk + ...+ a1 ∧ b1).
We may now connect the maximum distance result in [Lev.1] with the degen-
eracy case s = si, i = 1, ...k.
Corollary 2.1. The maximum distance from the Grassmann variety G2(R
n is
achieved by those vectors in ∧2(Rn) whose distance is
√
1− 1/k.
Proof. We proved that the maximum distance from G2(R
n is achieved by vectors
of the form z = σ(ak ∧ bk + ...+ a1 ∧ b1). Hence
g (z,G2(R
n)) =
√
σ2k−1 + σ
2
k−2 + ...+ σ
2
1√
σ2k + σ
2
k−1 + σ
2
k−2 + ...+ σ
2
1
=
√
(k − 1)σ2
kσ2
=
√
1− 1/k
Conversely, if g (z,G2(R
n)) =
√
1− 1/k then
σ2k
σ2k−1 + σ
2
k−2 + ...+ σ
2
1
=
1
k − 1
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which implies
σ2k + · · ·+ σ2k︸ ︷︷ ︸
k−1 times
= σ2k−1 + · · ·+ σ21
which in turn implies σk = σk−1 = · · · = σ1.
The above results imply that when the eigenvalues of a skew-symmetric matrix
are all equal, then its corresponding 2-vector is an element of a set whose distance
from the Grassmann variety is maximum. Therefore, the respective decomposable
approximation of the form σai ∧ bi is the worst possible. In the next theorem we
show that V1 is a projective variety where we derive the equation that describes
it.
Theorem 2.2. The set V1 is a variety described by the equation
‖z ∧ z‖ =
√
2
(
1− 1
k
)
· ‖z‖2 (2.4)
Proof. (⇒) If z ∈ V1 then, due to Theorem 2.1, z is written as z = σx1+σx2+
...+ σxk. Therefore, ‖z‖2 = kσ2 and ‖z ∧ z‖ = 2σ2
√
k(k − 1)/2 because
‖z ∧ z‖2 = 4σ4‖x1 ∧ x2 + · · ·+ xk−1 ∧ xk‖2 =
= 4σ4 < x1 ∧ x2 + · · ·+ xk−1 ∧ xk, x1 ∧ x2 + · · ·+ xk−1 ∧ xk >=
= 4σ4 ((k − 1) + (k − 2) + · · ·+ 1) = 4σ4k(k − 1)
2
From these two equations we obtain
‖z ∧ z‖ =
√
2k(k − 1)
k
· ‖z‖2 =
√
2
(
1− 1
k
)
· ‖z‖2
(⇐) As shown in [Lev.1], if
z ∧ · · · ∧ z︸ ︷︷ ︸
µ−factors
≡ z∧µ (2.5)
then
z∧µ = µ!
∑
1≤i1<...<iµ≤k
σi1σi2 · · · σiµxi1 ∧ xi2 ∧ ... ∧ xiµ , 2 ≤ µ ≤ k (2.6)
If ‖z ∧ z‖ =
√
2
(
1− 1
k
) · ‖z‖2 then with the use of formula (2.6), we have that
(k − 1)
k∑
i=1
σ4i − 2
k∑
i=1
k>j>i
σ2i σ
2
j = 0 (2.7)
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But
k∑
i=1
k>j>i
(σ2i − σ2j )2 = (σ41 + σ42 + ...+ σ4k) + ...+ (σ41 + σ42 + ...+ σ4k)︸ ︷︷ ︸
k−1 times
−2
k∑
i=1
k>j>i
σ2i σ
2
j
(2.8)
Therefore, from equations (2.7), (2.8) we have that
σi = σj, ∀i = 1, 2, ..., k, k > j > i.
Corollary 2.2. Let z = σ(xk + xk−1 + ... + x1). Then V1 can be also described
by the equation (‖z∧µ‖
µ!
)2
=
(‖z2‖
k
)µ
·
(
k
µ
)
(2.9)
Proof. Again, with the use of (2.6), for µ ≤ k, we have that
‖z∧µ‖2 = (µ!)2σ2µ ·
(
k
µ
)
(2.10)
and since z = σ(xk + ... + x1) we have that ‖z‖2 = kσ2 and the result readily
follows.
We may now obtain the following definition.
Definition 2.1. The extremal variety V1 := Extr (G2(Rn)) is the variety con-
taining all points of P(
n
2
)−1(R) of the form z = σ(ak∧bk+ ...+a1∧b1) that achieve
the maximum distance from the Grassmann variety G2(R
n).
The derivation of the equation that describes V1 is very helpful, since we may
now solve other optimization problems related to (1.1). We present the least
distance problem from V1. Note that, optimization problems subject to manifold
constraints, are usually addressed algorithmically via appropriate Numeric Alge-
braic Geometry Toolbox, [Eis. 1]. But in this case, a closed form solution may
be obtained, as we show next.
Theorem 2.3. Let the prime decomposition of a 2-vector z be written as z :=∑k
i=1 σixi ∧ yi. The distance between z and V1 is equal to
g (z,V1) =
k∑
i=1
(σi − σ¯)2 (2.11)
and is realized for v0 = σ¯
∑k
i=1 xi ∧ yi, where σ¯ =
∑k
i=1 σi/n.
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Proof. Let v ∈ V1. Then v = σ
∑k
i=1 ai ∧ bi. Therefore, due to the (generalized)
Cauchy-Schwartz Type Inequality, [Lev.2]
< z1, z2 >≤
k∑
i=1
σisi (2.12)
for two prime decompositions z1 =
∑k
i=1 σix2i−1 ∧ x2i, z2 =
∑k
i=1 siy2i−1 ∧ y2i we
have that
‖z − v‖2 =
∥∥∥∥∥
k∑
i=1
σixi ∧ yi − σ
k∑
i=1
ai ∧ bi
∥∥∥∥∥
2
=
=
k∑
i=1
σ2i + nσ
2 − 2 <
k∑
i=1
σixi ∧ yi, σ
k∑
i=1
ai ∧ bi >≥
≥
k∑
i=1
σ2i + nσ
2 − 2σ
k∑
i=1
σi := f(σ)
But f(σ) is a quadratic and is minimized when f ′(σ) = 0, i.e. σ =
∑k
i=1 σi/n :=
σ¯. In this case we have that
f(σ) =
k∑
i=1
(σi − σ¯)2 (2.13)
and its minimizer is v0 = σ¯
∑k
i=1 xi ∧ yi.
3 Properties of the Extremal Variety V1
Our aim in this section is to provide a number of properties of the newly defined
set V1 and to obtain a new aspect for the algebraic and geometric structure of the
Grassmann varieties. The properties usually examined for projective varieties,
involve connectedness, [Ful. 1], quadratic forms and sums of squares properties,
[Mum. 1], intersections-unions, [Net. 1], [Hod. 1] and others of similar nature,
[Cil. 1]. The properties of V1 may act complementary to the rest of these prop-
erties and be very helpful for the examination of the geometry of the Grassmann
varieties, [Koz. 1]. We examine the path-wise connectivity of V1 for G2(Rn) and
we show that all the 2-vectors with equal eigenvalues are parameterized by the
projective plane for the G2(R
5) case. For the same Grassmann variety the sum of
squares properties is examined and we elaborate on the complementary between
V1 and G2(R5). The latter, will imply that the gap between V1 and G2(R5) in
the projective space is equal to 1/
√
2 which corresponds to a pi/4 angle, which is
a very important new result for the geometry of the Grassmann varieties.
8
3.1 The path-wise connectivity of V1
At first, we will need the following definition.
Definition 3.1. Let z ∈ ∧2(R2k+1). If z∧k 6= 0, we define the vector rz as
rz :=
(
z∧k
)∗
‖z∧k‖ (3.1)
Theorem 3.1. (Pathwise Connectedness) Let the Grassmann variety G2(R
n).
i) If n = 2k+1 then the extremal variety V1 of G2(Rn) is pathwise connected.
ii) If n = 4k + 2 then V1 is path-wise connected.
iii) If n = 4k then V1 is not pathwise connected.
Proof. i) Let sp{z1}, sp{z2} two elements of V1. Then,
z1 =
1√
k
· (a1 ∧ b1 + · · · ak ∧ bk) , z2 =
1√
k
· (a′1 ∧ b′1 + · · · a′k ∧ b′k)
with {ai, bi}ki=1, {a′i, b′i}ki=1 being two orthonormal sets. We consider their
corresponding spectral matrices:
Usp{z
1
} :=
(
a1, b1, a2, b2, ..., rz
1
)
, Usp{z
2
} :=
(
a′1, b
′
1, a
′
2, b
′
2, ..., rz
2
)
both in SOn(R). Now, let U := U
−1
sp{z
1
} · Usp{z2} ∈ SOn(R). We consider
a skew-symmetric matrix A, such that eA = U . Then the path U(t) =
Usp{z
1
} · eAt, connects Usp{z
1
}, Usp{z
2
} in SOn(R). Indeed, eA ∈ SOn(R)
(hence U(t) ∈ SOn(R)) and U(0) = Usp{z
1
}, U(1) = Usp{z
1
} ·U−1sp{z
1
} ·Usp{z2} =
Usp{z
2
}. Therefore, if U(t) :=
(
a1 (t) , b1 (t) , ..., ak (t) , bk (t) , rz (t)
)
, then
z(t) = 1/
√
k · (a1 (t) ∧ b1 (t) + · · ·+ ak (t) ∧ bk (t)) (3.2)
connects sp{z1}, sp{z2} in V1.
ii) If n = 4k+2 and sp{z} ∈ V1 then z = 1/
√
2k + 1·(a1 ∧ b1 + · · · a2k+1 ∧ b2k+1)
or −z = 1/√2k + 1 ·(b1 ∧ a1 + · · · b2k+1 ∧ a2k+1), for z, −z ∈ sp{z}. Then,
Uz :=
(
a1, b1, a2, b2, ..., a2k+1, b2k+1
)
or U−z :=
(
b1, a1, b2, a2, ..., b2k+1, a2k+1
)
should belong to SOn(R). We define Usp{z} to be the one of the two
matrices Uz, U−z in SOn(R). In this setting, if we take two elements
sp{z1}, sp{z2} ∈ V1, we let U := U−1sp{z
1
} · Usp{z2} ∈ SOn(R). We con-
sider the skew-symmetric matrix A such that eA = U . Then the path
U(t) = Usp{z
1
} · eAt, connects Usp{z
1
}, Usp{z
2
} in SOn(R) and therefore, if
U(t) :=
(
a1 (t) , b1 (t) , ..., a2k+1 (t) , b2k+1 (t)
)
, then the path
z(t) = 1/
√
2k + 1 · (a1 (t) ∧ b1 (t) + · · ·+ a2k+1 (t) ∧ b2k+1 (t)) (3.3)
for t ∈ [0, 1] connects sp{z1}, sp{z2} in V1.
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iii) If n = 4k we define the map T : V1 → {−1, 1} such that
T (z) =
√
2k
2k (
z∧2k
)⋆
(2k)!‖z‖2k (3.4)
where
z ∧ · · · ∧ z︸ ︷︷ ︸
2k−factors
≡ z∧2k (3.5)
This map is well defined as
T (λz) =
√
2k
2k
(2k)!
λ2k
(
z∧2k
)⋆
λ2k‖z‖2k = T (z)
and if z = σ(a1∧b1+· · ·+a2k∧b2k) then z∧2k = (2k)!σ2ka1∧b1∧· · ·∧a2k∧b2k,
with ‖z‖2k = (2k)kσ2k ( since ‖z‖2 = 2kσ2). Therefore,
|T (z)| =
√
2k
2k
(2k)!σ2k
(2k)!(2k)kσ2k
= 1 (3.6)
Hence, V1 can be written as a disjoint union of T−1(−1) ∪ T−1(1).
Moreover, for the G2(R
4) case one may imply a more explicit result regarding
the connectivity of V1.
Corollary 3.1. The extremal variety V1 of G2(R4) is not connected and it is a
union of two disjoint linear components.
Proof. If z = (z1, z2, ..., z6) ∈ ∧2(R4) then the equation describing V1 is
‖z‖4 − ‖z ∧ z‖2 = 0⇔
(
6∑
i=1
z2i
)2
− 4(z1z6 − z2z5 + z3z4)2 = 0
or equivalently[
(z1 − z6)2 + (z2 + z5)2 + (z3 − z4)2
] [
(z1 + z6)
2 + (z2 − z5)2 + (z3 + z4)2
]
= 0
Hence, V1 is a union of two linear sets in P5(R), i.e., V11 = {z : z = z⋆}, V21 = {z :
z = −z⋆} which are obviously disjoint in P5(R).
Example 3.1. We will construct a path between two elements of
z1 =
1√
2
· (a1 ∧ a2 + b1 ∧ b2) , z2 =
1√
2
· (a1 ∧ a2 − b1 ∧ b2)
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of V1 for the Grassmann variety G2(R5). For these elements we have Uz
1
:=
(a1, a2, b1, b2, r) , Uz2 := (a3, a4, b3, b4,−r). Therefore
U = U−1z
1
· Uz
2
=


1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 0 0 −1


and since eA = U , then
A =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 π√
2
0 0 0 0 − π√
2
0 0 − π√
2
π√
2
0

 , e
At =


1 0 0 0 0
0 1 0 0 0
0 0 1+cosπt
2
1−cosπt
2
sinπt√
2
0 0 1−cosπt
2
1+cosπt
2
− sinπt√
2
0 0 − sinπt√
2
sinπt√
2
cos pit


Hence, U(t) = Uz
1
· eAt = (a1(t), a2(t), b1(t), b2(t), r(t)), where a1(t) ≡ a1, a2(t) ≡
a2, b1(t) ≡
1 + cos pit
2
· b1 +
1− cos pit
2
· b2 −
sin pit√
2
· r, b2(t) ≡
1− cos pit
2
· b1 +
1 + cos pit
2
· b2 +
sin pit√
2
· r, r(t) ≡ sin pit√
2
· b1 −
sin pit√
2
· b2 + cos pit. Hence, z(t) is
given by
z(t) =
1√
2
· (a1(t) ∧ a2(t) + b1(t) ∧ b2(t)) ,
where z(t) ∈ V1, z(0) = z1, z(1) = z2, ∀t ∈ [0, 1]
In the next sections we investigate the special properties that V1 may have
in relation with specific Grassmann varieties. We will present the results for the
G2(R
5) case.
3.2 V1 and the Uniqueness of Decompositions
In this section we prove a result that clearly shows the advantages of the extremal-
variety approach for best-approximation problems of the form (1.1); it reveals the
representation of the non-unique decompositions in the case of equal eigenvalues,
something not feasible with the SVD-low rank techniques for matrices or even
tensors, we mentioned in Section 1 that work for decompositions with distinct
eigenvalues.
Proposition 3.1. Let z ∈ V1 written as
z = σ · a1 ∧ a2 + σ · b1 ∧ b2 (3.7)
for n = 5. Then decomposition (3.7) is not unique and all representations are
parameterized by P 2(R).
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Proof. If z = σ · a′1 ∧ a′2 + σ · b′1 ∧ b′2 is a second representation of z, then
colspan[b1, b2, a1, a2] = colspan[b
′
1, b
′
2, a
′
1, a
′
2]. If we consider a matrix U such
that [B,A] · U = [B′, A′], U = [U1, U2], where B = [b1, b2], A = [a1, a2], B′ =
[b′1, b
′
2], A
′ = [a′1, a
′
2], then we get b
′
1 ∧ b′2 = C2[B,A] · C2[U1] and a′1 ∧ a′2 =
C2[B,A] · C2[U2], where C2[U1], C2[U2] ∈ ∧(R4). Hence, if x := C2[U1] then
x∗ := C2[U2]. Therefore,
σ · a′1 ∧ a′2 + σ · b′1 ∧ b′2 = C2[B,A] (σx+ σx∗) (3.8)
and
σ · a1 ∧ a2 + σ · b1 ∧ b2 = C2[B,A] (σe1 + σe6) (3.9)
Thus if, C2[B,A] (σx+ σx
∗) = C2[B,A] (σe1 + σe6), by taking the left inverse
matrix of C2[B,A] we have that σx + σx
∗ = σe1 + σe6. Hence, by applying the
Hodge star operator we obtain
σ · (x+ x∗) = σ · (e1 + e6) (3.10)
If x = (x1, x2, x3, x4, x5, x6), then x
∗ = (x6,−x5, x4, x3,−x2, x1) and from eqn.(3.10),we
have that
x1 + x6 = 1, x2 − x5 = 0, x3 + x4 = 0 (3.11)
Also, since x is decomposable in ∧2(R4), it satisfies the unique Quadratic Plu¨cker
Relation
x1x6 − x2x5 + x3x4 = 0 (3.12)
Therefore, eqn.(3.12) due to equations (3.11) and the fact that ‖x‖ = 1, is equiv-
alent to (
x1 − 1
2
)2
+ x22 + x
2
3 =
1
4
(3.13)
Hence, the representation of z is not unique. Also, the pair (x∗, x) corresponds
to σ · a1 ∧ a2 + σ · b1 ∧ b2, whereas (x, x∗) to σ · b1 ∧ b2 + σ · a1 ∧ a2, which are the
same representatives. Hence, we have identified x, x∗ i.e., the antipodal points of
the sphere above, which gives rise to the projective space P 2(R).
Note that, while G2(R
3) is isomorphic to the projective plane, [Hod. 1],
[Mar. 1], the extremal variety V1 of G2(R5) is parameterized by it, as the above
proposition implies. Hence, there is a strong algebro-geometric connection be-
tween V1 and G2(R5). The next properties will verify this allegation.
3.3 Polynomial Sum of Squares
In this section we continue the investigation for the algebrogeometric structure
of V1 and specifically we examine to what extent the polynomial ‖z‖4 − ‖z ∧ z‖2
implied by the equation ‖z‖2 − ‖z ∧ z‖ = 0 that describes V1 may be written as
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a Sum of Squares(SOS). This is a common problem in algebraic and projective
varieties, [Choi. 1], [Mum. 1]. It can be proved, using the Matlab SOSTOOLS
toolbox, [Pra. 1], that ‖z‖4 − ‖z ∧ z‖2 can not be written as a SOS. Instead, we
will prove that this is feasible for the variety G2(R
5) ∪ V1.
Definition 3.2. Let the 10×2 matrix A = (z ∧ (z ∧ z)∗, z∗) for z ∈ ∧2(R5). The
fourth degree homogeneous polynomials fi(z), i = 1, ..., 45 are defined as the 2× 2
minors of A, i.e., C2(A) = (f1(z), f2(z, ..., f45(z)))
t
Theorem 3.2. Let z ∈ ∧2(R5). Then ‖z ∧ z‖2 · (‖z‖4 − ‖z ∧ z‖2) =∑45i=1 f 2i (z).
Proof.
45∑
i=1
f 2i (z) = C2(A
t) · C2(A) = det
(
At · A) =
=
∣∣∣∣ ‖z ∧ (z ∧ z)∗‖2 < z ∧ (z ∧ z)∗, z∗ >< z ∧ (z ∧ z)∗, z∗ > ‖z‖2
∣∣∣∣ =
= ‖z‖2 · ‖z ∧ (z ∧ z)∗‖2 − ‖z ∧ z ∧ (z ∧ z)∗‖2 =
= ‖z‖2 · ‖z‖2 · ‖z ∧ z‖2 − ‖z ∧ z‖4 = ‖z ∧ z‖2 · (‖z‖4 − ‖z ∧ z‖2)
Corollary 3.2. The polynomial ‖z∧z‖2(‖z‖4−‖z∧z‖2) whose zero locus defines
the variety G2(R
5) ∪ V1 is a polynomial SOS.
Proof. This is straight-forward by the fact that z ∧ z = 0 defines G2(R5) and
‖z‖4 − ‖z ∧ z‖2 = 0 defines V1.
Now, the next corollary is evident.
Corollary 3.3. The equations fi(z) = 0 define the variety G2(R
5) ∪ V1.
3.4 The complementarity of G2(R
5) and V1
In this section we prove that the gaps between a fixed 2-vector z and the varieties
G2(R
5),V1 are complementary. First we will need the V1-representation of a 2-
vector.
Definition 3.3. The V1-decomposition of a 2-vector z ∈ ∧2(R5) whose prime
decomposition is z = σ1 · a1 ∧ a2 + σ2 · b1 ∧ b2 is defined as
z =
σ2 + σ1
2
· (a1 ∧ a2 + b1 ∧ b2) +
σ2 − σ1
2
· (b1 ∧ b2 − a1 ∧ a2) (3.14)
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From Theorem (2.3) and for n = 5 we see that the gap g(z,V1) between a
2-vector z and V1 is given by
g(z,V1) = σ2 − σ1√
2
√
σ22 + σ
2
1
=
√‖z‖2 − ‖z ∧ z‖√
2‖z‖ =
1√
2
√
1− ‖z ∧ z‖‖z‖2 (3.15)
Next theorem is one of the most important results of this paper, linking geomet-
rically G2(R
5) with V1.
Theorem 3.3. If θ1, θ2 are the gap angles of z ∈ P9(R) from the varieties G2(R5)
and V1 respectively, then
θ1 + θ2 =
pi
4
Proof. The prime decomposition of any z ∈ ∧2(R5) is
z = σ1 · a1 ∧ a2 + σ2 · b1 ∧ b2 = ‖z‖ ·
(
σ2
‖z‖b1 ∧ b2 +
σ1
‖z‖a1 ∧ a2
)
=
= ‖z‖ (cos θ1b1 ∧ b2 + sin θ1a1 ∧ a2)
since
sin2( ˆz, x) =
‖z‖2 · ‖x‖2− < z, x >2
‖z‖2 · ‖x‖2 =
‖z‖2 · σ22 − σ42
‖z‖2 · σ22
=
σ21
‖z‖2
for x = σ2b1∧ b2 and z = σ1a1∧a2+σ2b1∧ b2 . Also, from Definition 3.3 we have
that
z = ‖z‖·
(
σ2 + σ1√
2 · ‖z‖√2 · (a1 ∧ a2 + b1 ∧ b2) +
σ2 − σ1√
2 · ‖z‖√2 · (b1 ∧ b2 − a1 ∧ a2)
)
=
= ‖z‖ ·
(
cos θ2√
2
· (a1 ∧ a2 + b1 ∧ b2) +
sin θ2√
2
· (b1 ∧ b2 − a1 ∧ a2)
)
,
where 0 ≤ θ1, θ2 ≤ π4 . Therefore, sin θ1 = g (z,G2(R5)) , sin θ2 = g (z,V1) . Thus,
by eqn.(3.15) we have
sin θ2 =
σ2 − σ1√
2‖z‖ =
1√
2
(cos θ1 − sin θ1) = sin
(pi
4
− θ1
)
Hence, θ1 + θ2 = pi/4, since 0 ≤ θ1, θ2 ≤ π4 .
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4 Conclusions
The case where the eigenvalues of a nominal matrix are distinct provide a unique
eigenvalue decomposition and thus a unique representation of the approximation
of the matrix. When the eigenvalues are repeated the eigenvalue decompositions
are automatically non-unique but the possible approximations are of uncertain
nature, not being able to quarantee how close they really are to the initial matrix.
In this paper we have answered the question that when all the eigenvalues of a
skew-symmetric matrix are equal then the approximation is the worst possible
and the corresponding 2-vector of the matrix is an element of a variety that
has a maximum distance from the related Grassmann variety in the projective
space. Furthermore we have calculated the equation that describes this extremal
variety, similarly to the QPR set for the Grassmann varieties. Furthermore,
several properties of the new extremal variety have been examined such as the
path-wise connectedness and as its relation in geometric terms with a Grassmann
variety. Future research will deal with futher examination of the extremal variety
V1 for optimization problems of the form
min
z
1
,z
2
,...,z
p
∈Rn
‖z − z1 ∧ z2 ∧ · · · ∧ zp‖ (4.1)
and study the geometry of the corresponding higher order Grassmann varieties.
References
[Choi. 1] M.-D. Choi, T.-Y. Lam and B. Reznick. Sums of squares of real poly-
nomials. Symp. on Pure Math., AMS, Vol. 58, pages 103-126, 1995.
[Cil. 1] C. Ciliberto, A. V. Geramita, B. Harbourne, R. M. Miro-Roig and
K. Ranestad. Projective Varieties with Unexpected Properties. Walter de
Gruyter Inc., Berlin, Germany, 2005.
[Eck. 1] C. Eckart and G. Young. The approximation of one matrix by another
of lower rank. Psychometrika, Vol. 1, pages 211-218, 1936.
[Eis. 1] D. Eisenbud, D. R. Grayson, M. Stillman and B. Sturmfels. Computations
in algebraic geometry with Macaulay 2. Springer-Verlag, 2001.
[Ful. 1] W. Fulton and J. Hansen. A connectedness theorem for projective vari-
eties, with applications to intersections and singularities of mappings. Annals
of Mathematics, Vol. 110, pages 159-166, 1979.
[Gol. 1] G. H. Golub, A. Hoffmann and G. W. Stewart. A generalization of the
Eckart-Young-Mirsky matrix approximation theorem. Lin. Alg. and its Appl.,
Vols. 88/89, pages 317-327, 1987.
15
[Hod. 1] W. Hodge and D. Pedoe. Methods of Algebraic Geometry, Vol. 2. Cam-
bridge University Press, 1952.
[Kan. 1] K. Kanatani. Statistical Optimization for Geometric Computation: The-
ory and Practice. Dover Publications, 2005.
[Kar. 1] N. Karcanias and J. Leventides. Grassmann matrices, determinantal
assignment problem and approximate decomposability. Proceedings of 3rd
IFAC Symposium on Systems Structure and Control Symposium (SSSC 07),
17-19 October, Foz do Iguacu, Brazil, 2007.
[Kol. 1] T. Kolda and B. Bader. Tensor Decompositions and Applications. Siam
Rev., Vol. 51, No. 3, pages 455-500, 2009.
[Koz. 1] S. E. Kozlov. Geometry of real Grassmann manifolds-V. J. Math. Sci.,
Vol. 104, No. 4, pages 1318-1328, 2001.
[Land. 1] J. M. Landsberg. Tensors: Geometry and applications. AMS, 2012.
[Lev.1] J. Leventides, G. Petroulakis and N. Karcanias. The Approximate De-
terminantal Assignment Problem. Lin. Alg. Appl., Vol. 461, pages 139-162,
2014.
[Lev.2] J. Leventides, G. Petroulakis and N. Karcanias. A new Cauchy-Schwartz
Type Inequality in ∧2(Rn) with applications to Generalized Distance Prob-
lems. Submitted.
[Mar. 1] M. Marcus. Finite Dimensional Multilinear Algebra, Parts 1 and 2.
Marcel Deker, New York, 1973.
[Mar. 2] M. Marcus and H. Minc. A Survey of Matrix Theory and Matrix In-
equalities. Allyn and Bacon, Boston, 1964.
[Mum. 1] D. Mumford. Varieties defined by quadratic equations. Questions on
Algebraic Varieties, Corso CIME, pages 30-100, Rome, 1969.
[Net. 1] Y. Netsvetaev. Projective Varieties defined by small number of equations
are complete intersections. Topology and Geometry, Springer, Vol. 1346,
pages 433-453, 1988.
[Pra. 1] P. Prajna, A. Papachristodoulou and P. Parrilo. SOSTOOLS: Sum of
Squares Optimization Toolbox for Matlab- User’s Guide. Eprints for the
optimization community, 2002.
[Sch.1] W. M. Schmidt. Diophantine Approximation. Springer, 1996.
[Wey. 1] H. Weyl. On Unitary Metrics in Projective Space. Annals of Mathe-
matics, 2nd Series, Vol. 40, No. 1, pages 141-148, 1939.
16
