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ABSTRACT
Floating offshore wind turbines may be the most practical offshore wind energy technology
for deep waters. The dynamics of floating wind turbine systems is highly complicated as they
are subject to irregular winds and waves, and platform motions are coupled by gyroscopic effects
of the whirling blades. Computing the blade vibration is particularly challenging. The blades
are highly flexible and spin around a shaft on a moving tower, introducing large deformations
and irregular non-inertial frames. Blade vibration, turbine spin, and platform motion each have
distinctively different frequency range, resulting in a multi-scale problem. This study is motivated
by solving vibration of blades on a floating offshore wind turbine, in which the underlying theory
is the dynamics of arbitrarily-shaped beams having large deformations and overall motions.
Developments of two new fundamental dynamic theories are presented; a separation of dis-
placements technique and a linearization method for small angles and small strains are proposed.
A geometrically-exact nonlinear beam theory is developed based on conservation of momentum
for application to arbitrarily-shaped beams having large deformations and overall motions. Coordi-
nate transformations are used to derive the nonlinear inertial forces and moments and the nonlinear
relationships between displacements and strains, enabling rigorous consideration of kinematic and
geometric nonlinearities. A geometrically-exact nonlinear theory is subsequently developed for
pipes conveying fluid. The derivation follows that of momentum-based beam theory: the dynamic
effects of the fluid are included based on the total momentum balance of both the fluid and pipe.
The fluid is viscous and is assumed to be incompressible and homogeneous. The resulting pipe
theory addresses geometric and kinematic nonlinearities and inertial coupling effects. The separa-
tion of displacements technique combined with the linearization method enables nonlinear beam
or pipe dynamics to be rigorously reduced to a series of piecewise-linear models.
The practical value of these theoretical developments is demonstrated through numerical imple-
mentation and examples. The finite volume method is conveniently used for discretization because
the underlying theories are based on a conservation law. Two piecewise-linear dynamic solvers,
ii
each for beams and pipes, are shown to capture nonlinear dynamics using linear solutions without
iteration at each time-step. Momentum-based beam theory combined with multibody momentum
cloud method is applied to model the fully aero-hydro-servo-elastic coupling dynamics of float-
ing wind turbine systems. The momentum-based theory for pipes conveying fluid is demonstrated
through practical application to model a top-tensioned marine riser.
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1. INTRODUCTION AND LITERATURE REVIEW
This dissertation focuses on the development of a new geometrically-exact nonlinear beam the-
ory and a sister theory for pipes conveying fluid, and on the application of these theories to ocean
engineering structures, including floating offshore wind turbines and a top-tensioned marine riser.
Euler-Bernoulli beam theory was developed centuries ago to model linear bending. Timoshenko
improved the Euler-Bernoulli theory in the 1920s by including shear deformation and rotational
inertia. These classical linear beam theories are not sufficient for nonlinear beam dynamics, and
geometrically-exact beam theory was developed in the 1980s to address beam nonlinearities. Use
of time-domain computer simulations has significantly increased since that time and many practi-
cal applications would benefit from coupling advanced simulation techniques with nonlinear beam
models. Unfortunately, it is difficult to couple the pre-existing geometrically-exact beam formula-
tions in inertial frames with multibody system models, and difficult to discretize these formulations
for numerical implementation. The proposed new beam model has been formulated from the out-
set in non-inertial reference frames, which has enabled significant improvements over pre-existing
beam theories. The new formulation enables both better compatibility with multibody models and
easier numerical discretization. The background and motivation of this dissertation is presented in
Section 1.1. Relevant historical literature about beam theories, theories for pipes conveying fluid,
and floating offshore wind turbines, are reviewed in Section 1.2. The main contributions and the
organization of this dissertation are summarized in Section 1.3 and 1.4, respectively.
1.1 Background and Motivation
Placing wind farms in the ocean has distinct advantages over onshore locations: availability
of adequate space near the electricity consumption centers in populated coastal areas; desirable
wind characteristics including higher wind velocities and steadier wind fields, and the possibility
of building larger, more efficient turbines because of reduced public concern about noise and visual
impact. However, development of offshore wind has been hindered by deep waters, which makes
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bottom-fixed structures prohibitively expensive. Floating offshore wind turbines (FOWT’s) may be
the most practical offshore wind energy technology for deep waters. The first commercial floating
offshore wind farm, Hywind Scotland, was commissioned in October 2017, which consists five
of the 6-MW spar-type FOWT’s [1]. Development of FOWT system has become an intensive
research field in recent years.
The dynamics of FOWT systems is highly complicated as they are subject to irregular and non-
linear loads induced by both winds and waves, and global rotational motions of floating platforms
are coupled by gyroscopic effects of the whirling blades. Blade vibration, turbine spin, and plat-
form motion each have distinctively different frequency range, resulting in a multi-scale problem.
Computing the coupled dynamics between turbine blade vibration and floating platform motions is
particularly challenging because blades spin around a shaft at the top of a moving tower, introduc-
ing irregular non-inertial frames. The system dynamics becomes more challenging for the more
advanced FOWT designs. Increasing turbine size leads to longer, slender, and more flexible blades
that are subject to large deformations. Highly-compliant floating platform designs are proposed
for FOWT to reduce manufacture and installation costs [2, 3, 4], but these lower-cost floating plat-
forms are subject to large angular motions. Wang and Sweetman develop the momentum cloud
method for multibody systems and apply it to FOWT’s, in which a FOWT is modeled as three
rigid bodies [5] or six rigid bodies [6]. The existing in-house momentum cloud method code for
FOWT solves the equations of motion expressed in terms of sequenced Euler angles, such that the
code does not rely on small angular displacement assumptions. That code is directly applicable
to highly-compliant FOWT’s, but in the work by Sweetman and Wang the blades are modeled as
rigid bodies.
The present work develops new theory directly applicable to computing the dynamics of the
blades on FOWT’s. These blades are flexible slender structures and the dynamics of the blades
present unique technical challenges: turbine blades have complicated 3-dimensional (3D) geome-
try including irregular cross-sections and structural twist along the axial direction; the blades are
heavily loaded by aerodynamic loads and gravity inducing large deformations, and they are also
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Figure 1.1: Nonlinearities of beam dynamics.
subject to complicated overall motions resulting from turbine spin and platform motions, introduc-
ing non-inertial frames. The underlying theory for such blade structures is the nonlinear dynamics
of arbitrarily-shaped beams having large deformation and overall motions.
There are several types of nonlinearities inherently associated with beam dynamics (Fig. 1.1):
(a) geometric nonlinearities are nonlinear relationships between displacements and strains, which
are induced by large deformations and cause geometric stiffening [7, 8]; (b) constitutive nonlin-
earities are nonlinear relationships between stress and strain resulting from material properties, or
nonlinear relationships between stress and resultant forces and moments resulting from geometric
deformations; (c) kinematic nonlinearities are nonlinear relationships among displacements, ve-
locities, and accelerations that are associated with overall rotations and/or angular deformations,
such as centrifugal and Coriolis effects; (d) differential inertial nonlinearities occur when mass
properties of differential cross-sectional elements measured in local coordinates, such as moment
of inertia per unit length, depend on cross-sectional deformations; non-differential changes to the
mass moment of inertia associated with global beam deformations are included in kinematic non-
linearities; (e) various nonlinear structural damping effects also exist.
Modeling of FOWT blades as beam structures poses significant challenges because these irregularly-
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shaped blades are subject to large deformations, geometric stiffening, global rotations, and irreg-
ular motions with the floating platform. Inclusion of geometric and kinematic nonlinearities is
important for accurate modeling of FOWT blades. Constitutive equations used in beam theo-
ries are commonly obtained from a separate cross-sectional analysis, including effects of irregular
cross-sections and composite materials. It is reasonable to treat mass properties of differential
cross-sectional elements of relatively stiff beams as constants. Therefore, differential inertial non-
linearities are commonly negligible for the blades, while still preserving nonlinear inertial forces
and moments associated with kinematic nonlinearities.
Linear Euler-Bernoulli beam theory has been employed in early blade solvers, but important
effects of structural coupling and large deflections were neglected in those models. A combined
multibody and linear Timoshenko beam element representation has been used to model wind tur-
bine blades as well, in which individual blade elements are considered as deformable bodies repre-
sented by linear finite elements (FE’s). Nonlinear beam dynamic theories, such as geometrically-
exact beam theory (GEBT), have been applied with some success. Kim et al. [9] and Zhao and Wu
[10] apply geometrically-exact theories to 3D beams having simple planar rotation. Application of
GEBT to beams having large deformations and general overall motions is found in a few studies:
Hodges [11, 12] presents a GEBT formulation similar to the one proposed by Simo and Vu-Quoc
[13], in which dynamic quantities are referred to inertial frames in both formulations.
GEBT can properly address the geometric and kinematic nonlinearities and inertial effects of
blades having large deformations and overall motions. However, applying GEBT to FOWT blades
is rather difficult. First, the existing GEBT formulations are developed in inertial reference frames
such that the overall rigid-body motions are implicitly coupled with local deformations in the
governing equations, which makes these formulations difficult to combine with a multibody rep-
resentation of a complete FOWT system. Second, the application of numerical methods to GEBT
is complicated because interpolation of rotations requires special treatment to address the nonlin-
ear character of 3D finite rotations [14, 15, 16, 17]. The conventional FE method interpolates a
continuous quantity between nodes as a sum of shape functions, which is not directly applicable
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to 3D finite rotations because most rotation parameterizations are non-additive quantities. Numer-
ical implementation of the existing GEBT becomes even more complicated when beams undergo
large overall motions. The overall motion of an undeformed beam and the rigid-body motion of
each deformed element both need to be considered carefully to ensure strain remains invariant to
rigid-body motions [18]. The overall rigid-body rotation and the local deformation rotation are
also not directly additive. The new beam theory developed in this work is geometrically-exact
and overcomes the shortcomings of the existing formulations. The new formulation is developed
in a non-inertial frame with dynamic quantities referred to the moving frame. Overall rigid-body
motions are explicitly included to enable direct coupling with multibody system models, which is
critical for application to FOWT blades because multibody solvers are commonly used to solve
the FOWT system motions. The new formulation in non-inertial frames combined with new tech-
niques also allows straightforward application of finite discretization to beam models.
Many other flexible slender structures in ocean engineering are subject to large deformations
and overall motions, such as floating pipelines and marine risers. Many theories have been previ-
ously developed to compute dynamic behaviors of flexible pipes conveying fluid, many of which
are expansions of beam models to include internal flow, but no geometrically-exact theory for
pipes conveying fluid has been derived. This work also presents the development of the first




Beam theories are used to reduce 3D slender structures to one-dimensional (1D) beam models.
The Euler-Bernoulli beam theory was developed in the mid 18th century and continues to be widely
used today. Timoshenko improves the Euler-Bernoulli beam theory by including the effects of
shear deformation and rotational inertia. These classical beam theories are inadequate to properly
address nonlinear behaviors of some beam structures. Nonlinear strain measures are used with
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classical beam theories in order to partially address geometric nonlinearities, yet this approach
relies on the same fundamental assumptions made in the Euler or Timoshenko theories.
Modern beam theories are developed to address beam nonlinearities. GEBT is a class of non-
linear beam theories [19, 20], which allows for nonlinear displacement-strain relationships and
nonlinear beam kinematics. Reissner [21] derives the nonlinear strain measures using the princi-
ple of virtual work for static two-dimensional (2D) beams. Reissner [22, 23] extends the deriva-
tion from a 2D plane to a 3D space to develop a large-displacement static theory for space-curved
beams. Simo [24] and Simo and Vu-Quoc [25] derive nonlinear kinematics and strain measures for
beams in a 3D space and propose a geometrically-exact dynamic beam theory. Simo and Vu-Quoc
[26] further develop the theory to include shear and torsion-warping deformations. Bauchau and
Hong [27, 28] develop a small-strain nonlinear beam model in which cross-sections do not deform
in their planes while St. Venant warping functions are used for out-of-plane deformations. Daniel-
son and Hodges [29] derive a nonlinear displacement-strain relationship for curved and twisted
beams with large displacements and rotations, and significantly simplify the strain measures based
on small-strain and small-local-rotation assumptions. Danielson and Hodges [30] further develop
this work into a static nonlinear beam theory for moderate local rotation. Hodges [11] derives a
mixed-form intrinsic formulation of GEBT by extending the static theory to dynamic cases using a
variational calculus approach to apply Hamilton’s principle. Other GEBT formulations also exist:
Bauchau and Hong [28] establish a displacement-based formulation; Zupan and Saje [31] and Su
and Cesnik [32] establish a strain-based formulation.
Constitutive relationships play an important role in nonlinear beam theories. Deriving consti-
tutive equations from strain energy functions is a widely used approach in early work [24, 11, 26].
Using a separate cross-sectional analysis to reduce dimensions (3D body to 1D beam) and to
derive constitutive equations are more popular in the recent literature, especially for compos-
ite beams. Variational asymptotic beam sectional analysis (VABS) is proposed in which the
variational asymptotic method is used to evaluate the constitutive properties of cross-sections
[33, 34, 35, 36, 37]. Cross-sections are modeled using 2D FE’s in VABS such that a 3D geo-
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metrically nonlinear analysis for slender structures is split into a 2D cross-sectional analysis and
a 1D nonlinear beam analysis. Recent studies on composite wind turbine blades [38, 39] show
that VABS is sufficient to provide cross-sectional constitutive matrices including effects such as
cross-section warping, irregular shape, and varying properties of composite materials. Additional
assumptions may be applied in cross-sectional analyses depending on how the constitutive equa-
tions are derived: different material models can be assumed with different strain energy functions,
and certain cross-sectional strains or warping measures often are assumed to be small.
Flexible beam structures having large overall motions are found in many engineering applica-
tions, such as wind turbine blades, satellite antennas, and robotic arms. Many recent studies of
beam dynamics address coupling effects between overall beam motion and local beam deforma-
tion. Vibration of simply rotating beams has been extensively investigated, including application
of classical beam theories and nonlinear strains in many studies [40, 41, 42, 43, 44, 45, 46]. Simo
and Vu-Quoc [47, 48] apply GEBT to planar beams having large deformations and simple rota-
tions. Kim et al. [9] and Zhao and Wu [10] apply similar geometrically-exact theories to 3D beams
having planar rotations. Dynamics of 3D beams undergoing general overall motions also has been
studied, including application of classical beam theories [49, 50, 51, 52]; these formulations gener-
ally neglect some of the effects of structure coupling and large deformations. Application of GEBT
to 3D beams having large deformations and general overall motions is found in a few studies, e.g.,
Simo and Vu-Quoc [13] and Hodges [11, 12]. Hodges [12] presents an inertial frame formulation
similar to the one proposed by Simo and Vu-Quoc [13]: dynamic quantities are relative to inertial
frames in both GEBT formulations.
Implementation of modern nonlinear beam theories relies on numerical methods, most com-
monly the FE method. The conventional FE method interpolates a continuous quantity between
nodes as a sum of shape functions, which is not directly applicable to 3D finite rotations as most
rotation parameterizations are non-additive quantities. Application of the FE method to GEBT is
complicated: interpolation of rotations requires special treatment to address the nonlinear char-
acter of 3D finite rotations [14, 15, 16, 17]. Strain-based and intrinsic formulations of GEBT are
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employed to allow application of FE interpolation to additive quantities [53, 54], in which rotations
are not interpolated as primary valuables but are reconstructed through other quantities. Numer-
ical implementation becomes even more complicated for beams undergoing large general overall
motions. The overall rigid-body rotation of an undeformed beam and the local rigid-body rotation
of each deformed element are not directly additive, and both need to be considered carefully to
ensure strain is invariant with rigid-body motion [18]. Removal of rigid-body rotation prior to nu-
merical interpolation is proposed by Wang et al. [55]; the rigid-body rotation is then restored after
interpolation to establish the governing equations in a inertial frame.
Several numerical methods are developed for moving beams in the context of flexible multi-
body dynamics [56]: (a) the floating frame method, (b) the incremental FE approach, (c) the finite
segment method, (d) the large rotation vector method, and (e) the absolute nodal coordinate ap-
proach. The floating frame method includes two sets of coordinates: one set is the intermediate
floating frame that describes the rigid-body motion of a beam; the other set describes the local de-
formations in the floating frame. Local deformations are usually solved using classical beam the-
ories because the formulation of a modern nonlinear beam theory in an intermediate non-inertial
frame is not commonly available [49, 50]. The incremental FE approach is based on convected
coordinate systems in which individual beam elements are considered as deformable multibodies.
The finite segment method differs from the incremental FE approach in that beam segments are as-
sumed as rigid multibodies connected by springs and/or dampers. Both the incremental FE method
and the finite segment method make use of multibody dynamic theories to compute the body mo-
tion of each beam element [57, 58]. The large rotation vector method is equivalent to application of
the FE method to nonlinear beam theories in inertial frames, which requires special interpolation of
finite rotations [14, 15, 59]. The absolute nodal coordinate approach differs from the large rotation
vector method in that the rotational variables are eliminated from the formulation: higher-order
global shape functions are used to interpolate absolute translational displacements only, such that
rotations are included implicitly [60, 61, 62].
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1.2.2 Pipes Conveying Fluid
Pipes conveying fluid are widely used in many industries and have been studied extensively for
decades. Numerous studies have been well documented in review papers [63, 64, 65, 66, 67] and
books [68, 69]. Both beam and shell models have been used to describe the static and dynamic
behaviors of pipes conveying fluid. Beam models are generally applied to slender pipes having
relatively thick walls, which are suitable for the most engineering applications. The present work
extends the new momentum-based beam model to include dynamic fluid effects.
Linear theories based on Euler-Bernoulli or Timoshenko beams are well established and have
been applied to pipes conveying fluid; recent studies focus on more advanced theories for pipe
structures. Semler et al. [70], Stangl et al. [71], and Ghayesh et al. [72] apply Euler-Bernoulli
beam theory to straight pipes with nonlinear axial strains in order to account for foreshortening
in the axial direction caused by lateral displacements. Wadham-Gagnon et al. [73] develop a 3D
model for straight cantilever pipes conveying fluid similarly based on Euler-Bernoulli beam theory
plus nonlinear axial strains; the model is expanded to include intermediate spring supports [74, 75]
and tip-mass [76, 77, 78]. Pipe structures having various boundary conditions and supporting
constraints are shown to have significantly different dynamic behaviors and stability characteristics
[79, 80]; Kheiri et al. [81] and Zhang et al. [82] derive pipe models that directly incorporate general
elastic boundary conditions in the governing equations.
Pipeline curvature should be properly considered in displacement-strain relationships and sys-
tem kinematics for initially-curved pipes or highly-flexible large-displacement pipes. Misra et
al. [83, 84] develop linear inextensible and extensible models for curved pipes including initial
curvatures. Dupuis and Rousselet [85, 86] derive a nonlinear extensible model for curved pipes
based on Timoshenko beam theory and partially include the geometric and kinematic nonlinear-
ities with infinitesimal strain theory. Jung and Chung [87] model a semi-circular pipe conveying
fluid as a curved Euler-Bernoulli beam with an extensible centerline using the Lagrange strain the-
ory. Various methods are used to simulate the dynamic motions of curved pipes conveying fluid,
including the transfer matrix method [88], the differential quadrature method [89], and the isogeo-
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metric analysis [90]. A 3D nonlinear beam model recently has been developed for highly-flexible
pipes conveying fluid and compared with experimental results [91, 92].
Pipes conveying fluid subject to overall motions are common, including hydraulic lines on
aircraft or heavy machinery, onshore pipelines impacted by earthquakes, and offshore pipelines
moving with vessels or floating platforms. The inertial loads associated with internal flow and
inertial coupling between overall rigid-body motions and the pipe deformations can significantly
affect the dynamic response of these structures. Studies of inertial effects for pipes conveying
fluid are less common. [93, 94] study rotating cantilever pipes conveying fluid based on Euler-
Bernoulli beam theory. [95] develop a 3D nonlinear model for straight pipes conveying fluid that
is similar to the one proposed by [73], but accounts for large translational overall motions using
the Kane’s method. [96] apply Euler-Bernoulli beam theory to the dynamic stability and responses
of a 3D cantilever pipe subject to under base excitation at the fixed-end and having a tip-mass.
Geometric and kinematic nonlinearities are often significant when a pipe structure: (a) is subject to
non-negligible axial stresses and strains; (b) has a complicated 3D geometry; (c) is highly flexible
or experiences large deformations, or (d) is subject overall motions translating or rotating in space.
However, no geometrically-exact theory is believed to exist for pipes conveying fluid.
A separate group of studies addresses fluid-conveying pipe theories applicable to marine risers
and offshore pipelines. Chucheepsakul and co-workers [97, 98, 99] propose 2D and 3D models for
flexible marine risers, in which large nonlinear axial strains are considered while shear strains and
rotational inertia are neglected as the underlying model is Euler-Bernoulli beam. Chatjigeorgiou
[100, 101] develops a 3D nonlinear model for extensible catenary risers, in which the Euler angle
formulations are used to represent large displacements and geometric and kinematic nonlinearities
only for initially-straight pipes. Multi-phase flows including gas, fluids, and solids, are commonly
found in offshore oil and gas applications. Some recent studies investigate the effects of multi-
phase internal flow on pipe dynamics through physical experiments [102, 103, 104] and numerical
modeling [105, 106, 107, 108]. The pipe structures in offshore applications are different from
their onshore counterparts in environmental loads: current, wave, and vortex shedding all induce
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excitations to pipes. Special techniques, such as Morison’s equation, are required to compute the
environmental excitations [109, 110, 111, 112].
1.2.3 Floating Offshore Wind Turbines
Fully-coupled aero-hydro-servo-elastic modeling is necessary for complete analysis and design
of FOWT systems. Detailed simulation of these highly nonlinear systems should ideally include
aeroelastic effects of turbine blades, hydrostatic and hydrodynamic loads on the floating platform,
control mechanism of the electromechanical/generator systems, structural dynamics of flexible
components, inertial effects of the overall multibody system, and forcing of mooring system. Ad-
vanced analyses are applied to assess FOWT systems. Studies on rotating blades of bottom-fixed
wind turbines show that blade vibration is critical for accurate estimation of aerodynamic loads,
power output, and fatigue life [113, 114, 115, 116, 117, 118, 119]. Tran and Kim use computational
fluid dynamics (CFD) simulation and a fluid-body interaction approach to analyze the aerodynam-
ics and hydrodynamics of a moving FOWT, in which the FOWT is modeled as a rigid structure
[120, 121, 122, 123]. Use of high-fidelity CFD simulation techniques has become increasingly
popular for aerodynamic and hydrodynamic modeling in the recent years [124, 125, 126], but these
techniques have mainly been applied to FOWT’s that are assumed to be multi-rigid-body systems,
because coupled simulation with structure flexibility and fluid interaction using CFD is extremely
costly. Blade element momentum (BEM) and generalized dynamic wake (GDW) theories are com-
monly applied to aerodynamic modeling, and are available in existing FOWT software packages.
Aero-hydro-coupled modeling is made possible by combing BEM or GDW aerodynamic models
with conventional hydrodynamic methods used in oil and gas industry, such as Morison’s equa-
tion or potential flow theory [127]. The National Renewable Energy Lab (NREL, USA) develops a
fully-coupled package called “Fatigue, Aerodynamics, Structures, and Turbulence” (FAST), which
uses a modular framework and employs small angular displacement assumptions in its solution to
the governing equations and in its hydrodynamic module [128]. The International Energy Agency
(IEA) has conducted several rounds of code-to-code comparisons for FOWT modeling. IEA has
found the simulations to be reasonably accurate but also indicated specific areas for potential en-
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hancements [129, 130, 131]. One of the identified potential improvements is dynamic modeling
for FOWT blades [132, 133].
Highly-compliant floating platform designs are proposed for FOWT’s to reduce manufacture
and installation costs [2, 3, 4], but these platforms will be subject to large angular motions. Wang
and Sweetman develop the momentum cloud method for multibody systems and apply it to highly-
compliant FOWT’s. The momentum cloud method (MCM) is based on applying the conservation
of momentum directly to a multi-rigid-body system, and makes use of prescribed motions between
each contiguous body [6]. The absolute translation of the center of mass of the system and the
rotation of a base body within the system are chosen to be the reference coordinates. The relative
rotations between the base body and contiguous bodies along the kinematic chain within the sys-
tem are chosen to be relative coordinates, the effects of which are captured as a series of cascading
transformation matrices. The final result is that the motion of an N-body system can be conve-
niently represented using six equations of motion (EOM’s) that are updated at each time-step for
the evolving configuration of the system. The solutions to three coupled rotational EOM’s based
on conservation of angular momentum of the system are Euler angles describing the rotation of
the base body. The solutions to three coupled translational EOM’s based on conservation of linear
momentum of the system are the translation of the system measured at its center of mass, which
are then transferred into translation of the base body. Additionally, inverse dynamic analysis can
be used to obtain internal forcing between any two contiguous bodies. The advantage of MCM is
that only six EOM’s are to be solved as long as the relative motions between adjoining bodies are
prescribed, regardless the complexity of the multibody system. An in-house multibody code has
been developed using MCM. The resulting code has been applied to several FOWT models, each
of which consists of two rigid bodies [2], three rigid bodies[5], or six rigid bodies [6]. This code
does not rely on small angular displacement assumptions and it is applicable to highly-compliant
FOWT’s. Blades were modeled as rigid bodies in the pre-existing code.
FOWT blades are irregularly-shaped beam-like structures that are typically made of composite
materials and that are subject to large deformations and overall motions. The composite mate-
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rials used for the blades are generally treated as being anisotropic linear elastic. A separate 2D
linear cross-sectional analysis is commonly employed to obtain constitutive matrices, in which
structural coupling effects are included through the off-diagonal terms of the resulting constitutive
matrices. Cross-sectional eccentricity generally exists because of the particular construction of the
blades. Cross-sectional deformations of the blades are generally negligible, such that differential
inertial nonlinearities can reasonably be neglected. FOWT blade dynamics are solved using linear
Euler-Bernoulli beam model in the early blade codes, such as FLEX [134] and FAST ElastoDyn
[135], neglecting the effects of structure coupling and large deflections. A combined multibody
and linear Timoshenko beam element representation has been used to model blades in SIMPACK
Wind [127], Blade [136], and HAWC2 [137], in which individual blade elements are considered
as deformable bodies represented by linear finite elements. GEBT is first applied in BeamDyn,
the latest blade module of FAST package [138], to compute the dynamics of wind turbine blades.
Wiener-Milenković rotation parameters are used in BeamDyn to represent 3D rotations. Special
treatments and complicated numerical techniques are used in BeamDyn: rigid-body rotation is
removed before interpolation in each Legendre spectral finite element and is restored after interpo-
lation to formulate the nonlinear governing equations in an inertial frame, which are solved using
Newton–Raphson iterative method [55, 139].
1.3 Main Contributions
A geometrically-exact nonlinear beam theory is derived in this dissertation using a momentum-
based approach, which is called momentum-based beam theory (MBBT). MBBT is a new formu-
lation of GEBT that is derived in non-inertial reference frames such that the overall rigid-body mo-
tions of a beam are explicit in the governing equations, which makes the resulting formulation is
readily compatible with multibody dynamic models. Coordinate transformation matrices are used
throughout the derivation such that MBBT can be expressed in arbitrary coordinate systems, which
enables the application of separation of displacements technique to establish general Lagrangian
formulations with respect to arbitrary configurations. The derivation is based on conservation of
momentum in vector form and the resulting EOM’s retain intuitive physical significance, which al-
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lows rational linearization using practical engineering assumptions. The value of rational lineariza-
tion is demonstrated by the development of several linearized and simplified versions of MBBT.
A linearized updated Lagrangian formulation is achieved using a new separation of displacements
technique and local linearization method based on small angles and small strains. The resulting
formulation can effectively represent nonlinear beam dynamics using a series of piecewise-linear
models, and can be solved using linear solutions without iteration at each time-step. The con-
ventional linear FE or finite volume (FV) methods are directly applicable to the piecewise-linear
beam models. The FV method is selected for use in this study. It is the most straightforward
discretization method because the underlying beam theory is based on a conservation law.
A sister momentum-based theory for pipes conveying fluid is also developed as part of this
dissertation. The new theory is the first dynamic theory for pipes conveying fluid that rigorously
addresses geometric and kinematic nonlinearities of the pipe and inertial coupling effects between
the pipe and fluid. The new theory is derived following the derivation methodology of MBBT. The
dynamic effects of internal flow are included by summing the total momentum of both the fluid
and pipe. The interactions between fluid and pipe wall, such as well pressure and wall friction, are
implicitly included because internal effects do not affect the total momentum balance. The new
pipe theory is formulated in non-inertial frames, similarly to MBBT, and addresses large deforma-
tions and overall motions, which makes it particularly suitable for ocean engineering applications,
such as marine risers. Separation of displacements and local linearization techniques are similarly
applied to the momentum-based theory for pipes conveying fluid to reduce the nonlinear dynam-
ics to a series of piecewise-linear pipe models. The new theory is numerically implemented and
demonstrated using the FV method.
The practical value of these two new theories are demonstrated through ocean engineering
applications: MBBT is combined with MCM to model the fully-coupled FOWT systems, including
a highly-compliant design; the momentum-based theory for pipes conveying fluid is applied to
simulate a top-tensioned marine riser moving with a floating platform. A multi-scale weakly-
coupled scheme is proposed for the coupled dynamic analyses of FOWT systems (Fig. 1.2), in
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Figure 1.2: Coupling framework used in FOWT simulation.
which blade dynamics are computed using a smaller time-step size ∆t and platform motions are
computed using a larger time-step size ∆T . An advanced numerical simulation tool is developed
for fully aero-hydro-servo-elastic-coupled simulations of FOWT’s. Interesting dynamic behaviors
are demonstrated in the simulations of FOWT’s and the riser, enabling valuable insights into these
ocean engineering systems.
1.4 Organization of Dissertation
The new MBBT is derived in Chapter 2. A set of coordinate systems are introduced for beam
kinematics. Coordinate transformations and rotational displacements can be parameterized using
any three-valuable finite rotation formulation. Nonlinear inertial forces and moments are derived
based on conservation of momentum. The nonlinear relationships between displacements and
strains are rigorously considered, enabling full consideration of geometric and kinematic nonlin-
earities. General nonlinear EOM’s are first derived in a differential form, and then are simplified
using practical engineering assumptions, including developments of a linearized model for small
angles and small strains and a discretized model using the FV method. A separation of displace-
ments technique is developed, which enables nonlinear beam dynamics to be rigorously reduced to
a series of piecewise-linear models. The proposed model is unique amongst existing geometrically-
exact beam formulations in that it is formulated using dynamic quantities relative to intermediate
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non-inertial coordinates, allowing general Lagrangian formulations to be established in floating
frames with inertial coupling effects, which is compatible with multibody models. The theoretical
developments is demonstrated through numerical implementation and convergence analyses.
The momentum-based theory for pipes conveying fluid is developed in Chapter 3. This non-
linear geometrically-exact theory is derived based on the total momentum balance of the fluid and
pipe. The fluid is viscous and is assumed to be incompressible and homogeneous, and the varying
fluid pressures along a pipe are considered. The fully nonlinear differential governing equations
are derived in floating non-inertial frames, which rigorously account for geometric and kinematic
nonlinearities and inertial coupling effects for pipes having large displacements and overall rigid-
body motions. The separation of displacements technique combined with a small incremental
displacement assumption are used to subsequently derive a linearized updated Lagrangian formu-
lation, which allows large-displacement nonlinear dynamics to be rigorously reduced to a series of
piecewise-linear models. The resulting time-stepping scheme is numerically implemented using
the FV method. The effectiveness of these theoretical developments is demonstrated in several
numerical examples, including a marine riser subject to top tension and forced motion.
Fully-coupled dynamic analyses for FOWT systems are presented in Chapter 4. The com-
bination of the latest developments in nonlinear beam theory and multibody dynamics, MBBT
and MCM, enables aero-hydro-servo-elastic-coupled analyses of FOWT’s. MBBT that is formu-
lated in floating non-inertial frames is particularly suitable for floating wind turbine applications.
The MBBT nonlinear blade model is coupled with a multibody momentum cloud model through
a multi-time-scale coupling scheme. The value of the proposed method is demonstrated through
several numerical examples, including a highly-compliant FOWT design. Frequency-domain anal-
ysis and singular value decomposition are used in the coupled dynamic analyses. Key findings are
discussed, including platform oscillations caused by blade pitch control, imbalance yaw moment
caused by axial-asymmetric blade deflections, and the basic feasibility and potential fatigue load-
ing on the blades of a complete highly-compliant FOWT design.
Conclusions and recommendations on future work are presented in Chapter 5.
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2. MOMENTUM-BASED BEAM THEORY∗
2.1 Introduction
The new beam theory presented in this chapter was originally motivated by the desire to model
the dynamic response of blades on highly-compliant floating offshore wind turbines, in which the
blades undergo planar rotation combined with complicated irregular large overall motions. The
blades are also heavily loaded, such that nonlinearities are important in predicting the overall re-
sponse. The specific objective of this chapter is to develop a new geometrically-exact model for
arbitrarily-shaped beams having large deformations and large overall motions in non-inertial float-
ing frames, and to verify this new theory through implementation of an effective numerical method
that can be quantitatively compared with existing methods to compute nonlinear beam dynamics.
The resulting momentum-based beam theory (MBBT) has been shown to rigorously include the
effects of geometric and kinematic nonlinearities, and to include the inertial coupling effects intro-
duced by floating frames. The new theory is different from other existing geometrically-exact beam
theory (GEBT) formulations: it is formulated in a floating frame with dynamic quantities relative
to the non-inertial frame, which enables the total Lagrangian formulation [140] to be established
including inertial coupling effects. The resulting formulation explicitly includes overall rigid-body
motion, which makes it readily compatible with multibody dynamic models. The derivation is
based on conservation of momentum in vector form and use of coordinate transformation matri-
ces. The resulting EOM’s retain intuitive physical significance, which allows rational linearization
using practical engineering assumptions. The value of the coordinate transformation and of ratio-
nal linearization is demonstrated by the subsequent development of a separation of displacements
technique and derivation of a linearized updated Lagrangian formulation. This chapter includes
the complete derivation of MBBT and its further theoretical developments, as well as numerical
implementation of these developments. MBBT is derived in Section 2.2, and is linearized, simpli-
∗Reprinted with permission from “A geometrically-exact momentum-based non-linear theory applicable to beams
in non-inertial frames” by Shanran Tang and Bert Sweetman, 2019. International Journal of Non-Linear Mechanics,
Copyright [2019] by Elsevier .
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fied, and discretized in Section 2.3. Separation of displacements and the resulting piecewise-linear
MBBT are presented in Section 2.4, including linearization of the EOM’s about a deformed con-
figuration. A static and a dynamic MBBT numerical solver are each developed in Section 2.5, in
which convergence analyses and several numerical examples are presented.
2.2 Governing Equations
MBBT is derived using two fundamental assumptions: (a) cross-sectional deformations are
assumed to be small, such that cross-sectional mass properties, mass and mass moment of inertia
per unit length, are constant in time, the result of which is that differential inertial nonlinearities are
not considered; (b) the cross-sectional elastic forces and moments are functions of strain measures
and/or time derivatives of strain measures, such that the constitutive relations do not introduce new
unknowns to the system of governing equations. The derivation includes rigorous consideration of
geometric and kinematic nonlinearities subject to these assumptions.
2.2.1 Coordinate Systems
The coordinate systems used in MBBT are presented in Fig. 2.1. An inertial Cartesian coor-
dinate system, XY Z, with origin O fixed to the earth, is denoted as global coordinate g. A non-
inertial Cartesian coordinate, xyz, is fixed to the undeformed beam at point W , and is defined as
floating coordinate f . Translations and rotations of f relative to g represent the overall rigid-body
motion of an undeformed beam. Curvilinear coordinate s is attached to the elastic axis of an un-
deformed, unstressed beam; another curvilinear coordinate S is similarly attached to the elastic
axis of the deformed beam. Two sets of local coordinates are defined at each point along s and S.
The non-inertial local undeformed coordinate l is fixed to elastic center P0, and includes Cartesian
coordinates abc with b and c on the cross-sectional plane and a tangent to the undeformed elastic
axis s at P0. Correspondingly, deformed local coordinate d includes Cartesian coordinatesABC,
with origin P fixed to the elastic center of the displaced cross-section. Deformed local coordinate
d rotates with the cross-section such that B and C remain on the cross-sectional plane but A is

































Figure 2.1: Coordinate systems of a beam.
2.2.2 Displacements and Kinematics
The absolute displacement measured in global coordinate g of any point along the beam can
be expressed as a sum of two parts: the displacement resulting from a prescribed overall rigid-
body motion of the undeformed beam, plus the unknown displacements resulting from the local
beam deformation. The unknown displacements are measured in local undeformed coordinate l:
translational displacements ui(s, t) are the components of a vector from P0 to P resolved onto
the abc coordinates; rotational displacements θi(s, t) are defined using three rotational variables
that describe the 3D finite rotations from coordinate l to d, in which s is the location of P0; t is
time, and i = 1, 2, 3. Translational and rotational displacements can be expressed as 3D first-order
tensors in vector form: ul = [u1, u2, u3]
T ; θ = [θ1, θ2, θ3]
T . Bold font is used to indicate vectors
or matrices throughout this dissertation.
Coordinate transformation matrices are used to transfer vectors from one coordinate system
to another. The subscripts of a transformation matrix indicate the post- and pre-transformation
coordinates, and the subscript of a vector indicate in which coordinate the vector is resolved. For
example, transformation matrix Tdl enables a translational displacement vector resolved in local
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undeformed coordinate l to be resolved in deformed coordinate d as: ud = Tdlul. Transformation
matrices represent the change of directions between coordinates and are equivalent to rotation
tensors that describe the rotation between basis vectors. The resulting transformation matrices are
orthogonal: Tld = T Tdl = T
−1
dl and ul = Tldud. No Einstein summation convention is applied.
Transformation matrices are functions with respect to s and t, and can be computed using rotational
displacements.
Angular velocities and accelerations are expressed using transformation matrices:
ω̃d = TdlṪld (2.1)








(TfgṪgf ) = ṪfgṪgf + TfgT̈gf (2.4)
in which vector ωd is the angular velocity of local deformation at a cross-section measured in
coordinate d; vector Ωf is the angular velocity of overall rigid-body motion measured in coordinate
f ; ˙( ) and (̈ ) denote the first and second time derivatives, and (̃ ) denotes the skew-symmetric
matrix of a vector, which can be used to represent cross products as matrix multiplications.
The absolute translational velocity of a differential cross-sectional element on a beam is mea-





f + TgfTflul + TgfTflTldR
PG





f + ṪgfTflul + TgfTflu̇l + ṪgfTflTlded + TgfTflṪlded (2.5)




g . Time deriva-
tives of RWP0f and Tfl are equal to zero because there is no relative motion between the local
undeformed coordinates and floating coordinate f . Cross-sectional eccentricity is assumed to be
constant in time, ėd = 0, because cross-sectional deformations are assumed to be small.
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2.2.3 Momentum Balance
Momentum balance is applicable to the absolute momentum measured in an inertial coordinate























is the absolute angular momentum about the center of mass G; m is the mass per unit length and




g are the total forces and moments about
G resulting from external loads; F intg and M
int,G
g are the total internal forces and moments about
G resulting from beam deformation.
The left-hand side of Eq. (2.6) results from taking the time derivative of the absolute transla-





f + T̈gfTflul + 2ṪgfTflu̇l + TgfTflül
+ T̈gfTflTlded + 2ṪgfTflṪlded + TgfTflT̈lded) (2.8)
in which aWg = v̇
W
g is the absolute acceleration of point W .
Multiplying the combination of Eqs. (2.6) and (2.8) by Tfg and substituting Eqs. (2.1) - (2.4)
into the result yields a physically-intuitive formula that represents the change in linear momentum
in non-inertial floating coordinate f :







f + Tflul + TflTlded) + Ω̃fΩ̃f (R
WP0
f + Tflul + TflTlded)
+ TflTld( ˙̃ωded + ω̃dω̃ded) + 2Ω̃fTfl(u̇l + Tldω̃ded) + Tflül] (2.9)
21
The derivation for angular momentum balance in floating coordinate f follows the same logic:
computing the time derivative of HGg , multiplying the combination of Eq. (2.7) and Ḣ
G
g by Tfg,





d (TdlTlfΩf + ωd) + TflTldω̃dI
G
d (TdlTlfΩf + ωd)
+TflTldI
G
d (TdlTlfΩ̇f + ω̇d)− TflTldIGd ω̃dTdlTlfΩf (2.10)
2.2.4 Strain Measures and Internal Forces and Moments
The relationships between unknown displacements, ul and θ, along the beam and the associ-
ated internal forces and moments are needed for solution of Eqs. (2.9) and (2.10). Angular strains
are computed from curvature vectors; linear strains are computed using differential position vec-
tors.
The curvature vector kl of the undeformed curvilinear coordinate s, and kd of the deformed
curvilinear coordinate S, each describe the change in direction of a curvilinear coordinate per unit
length, measured in the local Cartesian coordinates l and d respectively. The skew-symmetric
matrix of the local curvature vector at any point can be computed as k̃l = TlfT ′fl or k̃d = TdfT
′
fd,
in which Tdf = TdlTlf and ( )′ denotes spatial derivatives with respect to s. The local angular
strain, κ, can be computed along the beam as the difference between these curvature vectors:
κ=kd − kl
=axial(TdlTlfT ′flTld + TdlTlfTflT
′
ld)− axial(TlfT ′fl)
=axial(Tdlk̃lTld + TdlT ′ld − k̃l) (2.11)
where axial( ) denotes the axial vector computed from a skew-symmetric matrix.
Derivation of linear strain follows a similar logic applied to differential position vectors instead
of curvature vectors. Differential position vectors r′l of the undeformed curvilinear coordinate s,






















Figure 2.2: Linear strain of a beam.
element along the beam axis, measured in the local Cartesian coordinates l and d respectively.
Differential position vectors at a point can be computed as r′l = Tlf (R
WP0
f )




Transformation matrices Tlf and Tdf effectively rotate the spatial derivatives of position vectors
to the common coordinate system f (Fig. 2.2), such that these vectors can be subtracted. The













′ + T ′flul + Tflu
′
l]− Tlf [T ′flRWP0l + Tfl(RWP0l )′]
=Tdl(e1 + k̃lul + u
′
l)− e1 (2.12)





′ = e1 and e1 = [1, 0, 0]T is a unit vector, because r′l yields a
tangent unit vector that is always aligned with the a-direction of local undeformed coordinate l.
Eqs. (2.11) and (2.12) represent the strain measures of a beam subject to large angular and
translational deflections, and include full consideration of geometrical nonlinearities. These strain
measures are invariant for rigid-body motions. The elastic force and moment of a cross-section at
23
s are assumed to be functions of strain measures and/or the time derivatives of strain measures:
Fd(s, t) = Fd(γ,κ, γ̇, κ̇) (2.13)
MPd (s, t) = M
P
d (γ,κ, γ̇, κ̇) (2.14)
in which Fd is the cross-sectional elastic force measured in deformed local coordinate d, andMPd
is the cross-sectional elastic moment about elastic center in coordinate d. Eqs. (2.13) and (2.14)
represent the constitutive relations for a material, and are applicable for linear elastic, hyperelasic,
or viscoelastic models.
Momentum balance equations, (2.9) and (2.10), are expressed about the mass center of the
differential element. The total internal force exerted on the differential element can be computed
directly as the sum of cross-sectional elastic forces, but the total internal moment must be transfered
from the elastic center to the mass center including the effects of elastic forces and eccentricities.
Internal forces are exerted at each end of a differential element (s− and s+). The total internal






+)− Tfd(s−)Fd(s−)] = (T ′flTld + TflT ′ld)Fd + TflTldF ′d (2.15)
The total of the internal moments exerted at each end of the element expressed about the mass


























−TflTldẽdk̃dFd − TflTldẽdF ′d + TflTld(γ̃ + ẽ1)Fd (2.16)
in whichRGPd = −ed and ∂∂s(RPP+d −RPP+d ) = ∂∂s(RP−P+d ) = r′d = γ + e1 as per Eq. (2.12).
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2.2.5 Equations of Motion
Translational and rotational EOM’s are derived based on conservation of momentum in non-
inertial coordinate f by substituting Eqs. (2.15) and (2.16) into Eqs. (2.9) and (2.10), respectively:










f + Tflul + TflTlded) +mΩ̃fΩ̃f (R
WP0
f +mTflul + TflTlded)
+mTflTld( ˙̃ωded + ω̃dω̃ded) + 2mΩ̃fTfl(u̇l + Tldω̃ded) +mTflül (2.17)










−TflTldẽdk̃dFd − TflTldẽdF ′d + TflTld(γ̃ + ẽ1)Fd
= Ω̃fTflTldI
G
d (TdlTlfΩf + ωd) + TflTldω̃dI
G
d (TdlTlfΩf + ωd)
+TflTldI
G
d (TdlTlfΩ̇f + ω̇d)− TflTldIGd ω̃dTdlTlfΩf (2.18)
Eqs. (2.17) and (2.18) are the nonlinear 6-DOF EOM’s expressed using transformation matri-
ces in the floating frame. These EOM’s are established as a part of a total Lagrangian formulation;
the primary unknown variables are displacements ul and θ relative to non-inertial coordinate l,
which represents the undeformed configuration. A complete, displacement-based formulation of
MBBT is represented by the EOM’s of Eqs. (2.17) - (2.18), constitutive relations of Eqs. (2.13)
- (2.14), strain measures of Eqs. (2.11) - (2.12), angular motions of Eqs. (2.1) - (2.4), and the
rotation formulations for transformation matrices. Any three-variable finite rotation formulation
can be used to compute transformation matrices Tld and Tdl as functions of θ, such as Euler an-
gles, Rodrigues’ formula, or Lie group. Inertial forces and moments associated with the overall
rigid-body motion of an undeformed beam are explicitly included in Eqs. (2.17) and (2.18). Signif-
icant inertial forces and moments generally result from translational acceleration, aWf , rotational
velocity, Ωf , and rotational acceleration, Ω̇f . The inertial term that includes Ω̃fΩ̃f in Eq. (2.17)
represents the centrifugal force introduced by rigid-body motion. The inertial term that includes
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2Ω̃f in Eq. (2.17) represents the Coriolis effect. The first term in the right-hand-side of Eq. (2.18)
implies that rigid-body motion alone (Ωf 6= 0, ωd = 0) can cause an inertial moment in the float-
ing frame. The explicit representation of rigid-body motion in MBBT enables the beam theory to
be readily coupled with multibody dynamics in which rigid-body motion and local deformation
can be numerically solved either by separate codes or by a coupled routine.
The floating coordinate system represents the arbitrary absolute motion of an undeformed beam
described by vectors aWf , Ωf , and Ω̇f in Eqs. (2.17) - (2.18). MBBT enables computation of
local dynamics relative to the floating coordinate system. Moreover, Eqs. (2.17) - (2.18) can be
transferred to global inertial coordinate g or to local deformed (material) coordinate d through
multiplication of the EOM’s by transformation matrices Tfg or Tfd, respectively. No re-derivation
of the EOM’s is required because the original EOM’s include full consideration of relative motions
among these coordinate systems.
2.2.6 Relation to Existing GEBT
MBBT is unique amongst other GEBT formulations in that dynamic quantities are relative to
non-inertial frames and coordinate transformation matrices are used throughout the derivation. The
vector-based formulation and the overall framework of the derivation are both useful for subsequent
theoretical developments. The vector-based formulation using the relative dynamic quantities re-
tains physical significance for each term and enables rigorous application of practical engineering
assumptions, which leads to rational linearization in Section 2.3.1 and subsequent simplification
in Section 2.3.2. The overall derivation framework using transformation matrices is essential for
the separation of displacements technique developed in Section 2.4.1.
The final nonlinear result fo MBBT can be shown to be mathematically equivalent to the ex-
isting inertial frame formulation of GEBT, as would be expected because each derivation is based
on the same physical assumptions. An inertial frame formulation of MBBT can be developed fol-
lowing the non-inertial frame formulation. Multiplying Eq. (2.6) by TdlTlfTfg and substituting
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Eq. (2.15) into the resulting equation yields:














= Ω̃dLd + L̇d (2.19)
where Ωd = Ωd + ωd = TdfΩf + ωd is the absolute angular velocity, and Ld = mvGd =
m(vPd + Ω̃ded) is the absolute linear momentum measured in coordinate d. The absolute angular
momentum about the elastic center can be computed in inertial coordinate g:
HPg = TgdH
P
d = Tgd(ẽdLd + I
G
d Ωd) = ẽgLg +H
G
g (2.20)
Multiplying the time derivative of Eq. (2.20) by TdlTlfTfg and combining Eqs. (2.6), (2.7), (2.15),




= TdlTlfTfg( ˙̃egLg + ẽgL̇g + Ḣ
G
g )
= Ω̃dẽdLd + ẽd[F
ext
d + k̃dFd + (Fd)




′ − ẽd[k̃dFd + (Fd)′] + (γ̃ + ẽ1)Fd
= −ṽPd Ld +M ext,Pd + k̃dMPd + (MPd )′ + (γ̃ + ẽ1)Fd (2.21)
where Ω̃dẽdLd = (ṽGd − ṽPd )mvGd = −ṽPd Ld is the inertial-coupling term that represents the
moment about the elastic center introduced by the inertial force acting at the center of mass, which
does not exist if the EOM is established about the mass center. Eqs. (2.19) and (2.21) are the inertial
frame formulation, and are identical to the EOM’s presented as Eqs. (1a) and (1b) in [12], in which
dynamic quantities (Ωd and vPd ) and the underlying displacements are relative to an inertial frame.
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Hodges’ formulation or Eqs. (2.19) and (2.21) can also be used as the basis for an alternate
derivation of MBBT in a non-inertial frame. This alternate derivation is approximately as com-
plicated as the proposed MBBT derivation, and does not offer the useful intermediate results that
makes MBBT valuable. The alternate derivation includes several steps: (a) transfer the refer-
ence coordinate into the non-inertial frame using variable transformation matrices; (b) transfer
the reference point of angular momentum from the elastic center to the center of cross-sectional
mass using Eq. (2.20); (c) Algebraically re-formulate the resulting dynamic quantities, and finally
(d) derive the non-inertial frame formulation using the identity regarding antisymmetric operations:
α̃β̃ = β̃α̃+ (˜̃αβ), in which α and β are arbitrary 3D vectors.
2.3 Linearization, Simplification, and Discretization
The governing equations of the fully nonlinear MBBT are linearized based on physical en-
gineering assumptions. The linearized MBBT is then further simplified for application to three
practical engineering cases. The linearized formulation is also re-derived in a discretized integral
format using the FV method.
2.3.1 Linearized MBBT
Three additional assumptions are introduced for the linearization of MBBT: (a) rotational de-
formations along the beam are assumed to be small; (b) strain measures are assumed to be small,
and (c) constitutive equations are assumed to be linear functions of strain measures. Transforma-
tion matrices Tld and Tdl and derivatives of these matrices can be simplified considerably if the
magnitudes of rotational displacements and their derivatives are small: |θ(s, t)|, |θ̇(s, t)|, |θ̈(s, t)|,
and |θ′(s, t)|  1. The 1-2-3 sequenced Euler angle formulation is selected here to compute
coordinate transformation matrices [6]. This Euler angle formulation is straightforward and no
singularity issues arise in this application, which is limited to small angles. Alternate rotation
formulations could be applied. Assuming sin(θ) ≈ θ and cos(θ) ≈ 1 in Euler angle formulation
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yields the simplified transformation matrices Tld and Tdl for small angles:
Tld ≈ I + θ̃ (2.22)
Tdl = T
T
ld ≈ I − θ̃ (2.23)
in which I is identity matrix.
Linearized angular velocity and acceleration are obtained by substituting Eqs. (2.22) - (2.23)











The spatial derivatives of translational displacements are small under small-strain assumption:
|κ|, |γ|, and |u′l(s, t)|  1. The linearized strain measures are found by substituting Eqs. (2.22) -
(2.23) into Eqs. (2.11) - (2.12) and neglecting all terms of second-order and higher:
κ ≈ axial(k̃lθ̃ − θ̃k̃l + θ̃′) = k̃lθ + θ′ (2.26)
γ ≈ ẽ1θ + k̃lul + u′l (2.27)
Internal forces and moments are computed using the strain measures and constitutive matrices













where K is the cross-sectional constitutive matrix, which is constant in time. The constitutive
matrix can be obtained using one of several existing cross-sectional analysis methods, some of
which enable inclusion of small cross-sectional deformations [34, 35, 36].
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The linearized EOM’s of MBBT are derived by substituting Eqs. (2.22) - (2.28) into the non-
linear Eqs. (2.17) - (2.18) and neglecting the terms of second-order and higher in those quantities
assumed to be small:
F extf ≈ m[aWf + ( ˙̃Ωf + Ω̃fΩ̃f )(RWP0f + Tfled)
+ ( ˙̃Ωf + Ω̃fΩ̃f )Tflul + 2Ω̃fTflu̇l + Tflül
− ( ˙̃Ω + Ω̃fΩ̃f )Tflẽdθ − 2Ω̃fTflẽdθ̇ − Tflẽdθ̈]
−T ′fl[K11(ẽ1θ + k̃lul + u′l) +K12(k̃lθ + θ′)]
−Tfl[K11(ẽ1θ + k̃lul + u′l) +K12(k̃lθ + θ′)]′ (2.29)














˜(TlfΩ̇f )− Tfl ˜(IGd TlfΩ̇f )]θ
−T ′fl[K21(ẽ1θ + k̃lul + u′l) +K22(k̃lθ + θ′)]
−Tfl[K21(ẽ1θ + k̃lul + u′l) +K22(k̃lθ + θ′)]′
+Tflẽdk̃l[K11(ẽ1θ + k̃lul + u
′
l) +K12(k̃lθ + θ
′)]
+Tflẽd[K11(ẽ1θ + k̃lul + u
′
l) +K12(k̃lθ + θ
′)]′
−Tflẽ1[K11(ẽ1θ + k̃lul + u′l) +K12(k̃lθ + θ′)] (2.30)
Eqs. (2.29) and (2.30) are the linearized translational and rotational EOM’s of MBBT resolved
in non-inertial coordinate f . No additional equations are required to solve for the unknown dis-
placements ul and θ, because the linearized rotation formulations and strain measures have been
substituted into the EOM’s. Significant engineering insights into moving beam structures can
be inferred from Eqs. (2.29) and (2.30): structural coupling between translational and rotational
responses is captured by strain measures in the elastic terms, and dynamic coupling between trans-
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lation and rotation is captured by eccentricity in the inertial terms.
2.3.2 Simplifications for Practical Engineering Cases
Three reduced formulations of linearized MBBT are derived for practical engineering appli-
cations. Linearized MBBT is shown to be equivalent to Timoshenko beam theory for straight,
non-twisted beams in an inertial coordinate system. Linearized MBBT also can be recognized as
an extension of Timoshenko beam theory for more complicated beam structures that have eccen-
tricities, irregular shapes, fully-populated stiffness matrices, or overall rigid-body motion.
2.3.2.1 Beams in Inertial Frames
Coordinate f becomes an inertial system if aWf = 0, Ωf = 0, and Ω̇f = 0. The EOM’s for
beams in an inertial coordinate system can be simplified from Eqs. (2.29) and (2.30):
F extf ≈ mTflül −mTflẽdθ̈
−T ′fl[K11(ẽ1θ + k̃lul + u′l) +K12(k̃lθ + θ′)]
−Tfl[K11(ẽ1θ + k̃lul + u′l) +K12(k̃lθ + θ′)]′ (2.31)
M ext,Gf ≈ TflIGd θ̈
−T ′fl[K21(ẽ1θ + k̃lul + u′l) +K22(k̃lθ + θ′)]
−Tfl[K21(ẽ1θ + k̃lul + u′l) +K22(k̃lθ + θ′)]′
+Tflẽdk̃l[K11(ẽ1θ + k̃lul + u
′
l) +K12(k̃lθ + θ
′)]
+Tflẽd[K11(ẽ1θ + k̃lul + u
′
l) +K12(k̃lθ + θ
′)]′
−Tflẽ1[K11(ẽ1θ + k̃lul + u′l) +K12(k̃lθ + θ′)] (2.32)
2.3.2.2 Straight Beams without Initial Curve or Twist
The EOM’s for beams in an inertial coordinate system can be further simplified if the beam is
straight, such that local undeformed coordinate l is aligned with Cartesian coordinate system xyz.
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Substituting Tfl = I and kl = 0 into Eqs. (2.31) and (2.32) yields:
F extl ≈ mül −mẽdθ̈ − [K11(ẽ1θ + u′l) +K12θ′]′ (2.33)





−ẽ1[K11(ẽ1θ + u′l) +K12θ′] (2.34)
Eqs. (2.33) and (2.34) can be simplified further if the beam is symmetric such that eccentricity is
zero (ed = 0):
F extl ≈ mül −K ′11(ẽ1θ + u′l)−K11(ẽ1θ + u′l)′ (2.35)
M extl ≈ IGd θ̈ −K ′22θ′ −K22θ′′ − ẽ1K11(ẽ1θ + u′l) (2.36)
2.3.2.3 2D Beams Having Negligible Axial Deformation
The EOM’s represented by Eqs. (2.35) and (2.36) can be simplified further if axial force and de-
formation are negligible. The resulting equations are applicable to straight 2D beams with loading

























in which Izz is moment of inertia per unit length; x is the beam axis; K1 = κAG and K2 = EI ,
where κ is Timoshenko shear coefficient, A is the cross-section area, G is the shear modulus, E is
the elastic modulus, and I is the second moment of area.
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2.3.3 Spatial Discretization
A spatially discretized model of linearized MBBT is derived to demonstrate that conventional
discretization methods can be applied directly to the linearized formulation without special treat-
ment. The FV method is selected because the discretized formulation can be established easily for
a control finite volume, as MBBT is based on a conservation law. The discretization could alterna-
tively be done using the FE method, which is more common to structural dynamics, although the
discretization would be slightly more complicated.
A finite control volume attached to a deformed beam segment is shown in Fig. 2.3. The jth
and (j+1)st cross-sections are end boundaries of the nth segment. The balance of absolute linear










in which F n,extg and F
n,int
g are the total external and internal forces exerted on the nth segment,
respectively. The total internal force, F n,intg , is the sum of elastic forces applied at the jth and
(j+1)st cross-sections, which can be computed using Eq. (2.28). There is no momentum flux term
in the right-hand side of Eq. (2.39) because the control volume itself moves and deforms with the
beam segment. Substituting Eq. (2.5) into Eq. (2.39), multiplying the resulting equation by Tfg,
and then applying the small-angle and small-strain assumptions (Eqs. (2.22) - (2.27)) yields:
Mn[aWf + (


















− ( ˙̃Ω + Ω̃fΩ̃f )T nflẽnθn − 2Ω̃fT nflẽnθ̇n − T nflẽnθ̈n]
≈ F n,extf − T nflT njl (Kj11γj +Kj12κj) + T nflT nj+1l (Kj+111 γj+1 +Kj+112 κj+1) (2.40)































Figure 2.3: The nth beam finite control volume.
Rnf is the position vector pointing from W to the elastic center P
n
0 averaged over the nth segment


































F n,extf is the sum of external forces exerted on the nth segment measured in coordinate f ; T
nj
l and
T nj+1l are the transformation matrices among different undeformed local coordinates at s
j , sn, and
sj+1;Kj11 andK
j
12 are the cross-sectional constitutive matrices of the jth cross-section, and vectors





l , and e
n are known constants related only to the undeformed beam properties.
A deformed local coordinate, dn, is introduced with origin fixed to P n and Cartesian coor-
dinates AnBnCn (Fig. 2.3). The translation and rotation of coordinate dn are specified by the
averaged displacements, unl and θ
n. The mass moment of inertia of the nth finite control volume,
Indn , is evaluated in coordinate d
n about the center of mass, Gn.
The mass moment Indn is generally a time-dependent parameter that has a nonlinear relationship
with the instantaneous deformation of the nth segment, but which can reasonably be assumed
constant for most structural applications having relatively small finite segments and small strains.
The balance of absolute angular momentum for the nth segment similarly is derived in a linear,





nT nlfΩf + T
n
flI






n + T nflI




n ˜(T nlfΩf )− Ω̃fT nfl ˜(InT nlfΩf )]θn + [T nflIn ˜(T nlfΩ̇f )− T nfl ˜(InT nlfΩ̇f )]θn


















−T nflT njl (Kj21γj +Kj22κj) + T nflT nj+1l (Kj+121 γj+1 +Kj+122 κj+1) (2.41)
whereMn,extf is the sum of external moments acting on the nth segment about the center of mass;
Kj21 andK
j






l are vectors pointing from elastic centers P
j to P n and from P n to P j+1, respectively.
Eqs. (2.40) and (2.41) are discretized FV formulations of the EOM’s of linearized MBBT.
2.4 Piecewise-linear MBBT
A special formulation of MBBT is developed that allows application of linearized dynamic
theory to large nonlinear structural displacements. Two critical advantages of the new MBBT
over exiting GEBT formulations are the capacity for rational linearization of the EOM’s and for
expression of the EOM’s relative to arbitrary non-inertial frames. The combined strength of these
two capabilities enables development of a piecewise-linear version of MBBT using a separation
of displacement technique. The piecewise-linear MBBT can be implemented in the time-domain
when the incremental rotation within each time-step conforms to small-angle assumptions.
2.4.1 Theory
The theoretical basis of separation of displacements is to express the total deformation at any
time as a sum of a quasi-static base configuration plus dynamic displacements relative to that
base. This separation of displacements is a purely mathematical manipulation: an arbitrary beam
configuration without any particular physical significance can be selected as the base configuration
and considered to be quasi-static; the time derivatives of the dynamic displacements represent
the total velocities and accelerations resulting from deformation. Selection of a base configuration
such that dynamic rotations are sufficiently small for application of small-angle assumptions allows
linearized MBBT to be used to solve for dynamic displacements, while nonlinearities associated
with large displacements can be preserved for the base configuration.
The total translational and rotational displacements are each separated into a quasi-static dis-
placement plus a dynamic displacement:
ul(s, t) = Ul(s) + u
∗
l (s, t) (2.42)
φl(s, t) = Φl(s) + φ
∗
l (s, t) (2.43)
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in which Ul(s) is the quasi-static portion of the translational displacement measured from unde-
formed coordinate l; u∗l (s, t) is the dynamic part of the translational displacement; total rotation
vector φl(s, t) describes the rotation of a differential element from its undeformed to deformed
configurations; rotation vector Φl(s) represents the rotation from the undeformed configuration to
the base configuration, and vector φ∗l (s, t) is the dynamic rotation vector.
The base configuration is represented by an additional curvilinear coordinate system denoted as
coordinateQ (Fig. 2.4). CoordinateQ shares the same origin as curvilinear coordinates s and S, but
its curvilinear axis is through each cross-sectional elastic center for a prescribed base configuration.
Coordinate Q is displaced from s by constant displacementUl(s). A local element-fixed Cartesian
coordinate system, a∗b∗c∗, is introduced as coordinate q, with origin at the elastic center P ∗ and
with directions described by rotation vector Φl(s) (Fig. 2.4). The transformation matrices between
coordinate q and coordinates l and d are given by Tld = TlqTqd and Tdl = TdqTql. Eq. (2.42) is
rewritten as:
ul(s, t) = Ul(s) + Tlq(s)u
∗
q(s, t) (2.44)







T is the dynamic translational displacement measured in coordinate q.

















where U̇l = Ül = 0, and Ṫlq = T̈lq = 0.





3) measured in coordinate q yields: φ
∗
q ≈ θ∗; Tqd ≈ I + θ̃∗; Tdq ≈ I − θ̃∗;
ωd ≈ θ̇∗, and ω̇d ≈ θ̈∗.
Computation of strain measures necessarily is based on the total deformation including both


































Figure 2.4: Base configuration and coordinate systems of a beam.
uration are computed using nonlinear strain and Euler angle formulation. The strain measures
associated with dynamic displacements can be linearized about the base configuration by applying





ld ≈ k̃q − θ̃∗k̃q + k̃qθ̃∗ + θ̃∗
′
(2.47)




lq is the skew-symmetric matrix of the local curvature
vector of the base configuration measured in coordinate q. Angular strain is linearized about the
base configuration and is computed by substituting Eq. (2.47) into Eq. (2.11):
κ = axial(k̃d − k̃l) ≈ κq + k̃qθ∗ + θ∗
′
(2.48)
where κq = kq − kl is the angular strain caused by deflection of base configuration.
The linear strain is treated in a similar fashion: substituting Eq. (2.44) into Eq. (2.12) assuming
small dynamic angles. Linearizing the resulting equation yields an expression for strain linearized
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about the base configuration:
γ ≈ γq + (γ̃q + ẽ1)θ∗ + k̃qu∗q + u∗
′
q (2.49)
c in which γq = Tql(e1 + k̃lUl +U ′l )− e1 is the strain caused by base configuration deflections.
Substituting Eqs. (2.44) - (2.46) into the nonlinear EOM’s of Eqs. (2.17) - (2.18) yields the
governing EOM’s including separation of displacements. The resulting EOM’s are linearized by
applying small-angle assumptions, substituting (2.48) - (2.49), and then neglecting the second- and
higher-order terms in dynamic displacements:
F extf ≈m[aBf + ( ˙̃Ω + Ω̃fΩ̃f )(RWP0f + TflUl + Tfqed)







− ( ˙̃Ωf + Ω̃fΩ̃f )Tfqẽdθ∗ − 2Ω̃fTfqẽdθ̇∗ − Tfqẽdθ̈∗]
−T ′fq[K11(γq + γ̃qθ∗ + ẽ1θ∗ + k̃qu∗q + u∗
′
q ) +K12(kq − kl + k̃qθ∗ + θ∗
′
)]
−Tfq[K11(γq + γ̃qθ∗ + ẽ1θ∗ + k̃qu∗q + u∗
′




M ext,Gf ≈Ω̃fTfqIGd TqfΩf + TfqIGd TqfΩ̇f + TfqIGd θ̈∗
+[Ω̃fTfqI
G




˜(TqfΩf )− Ω̃fTfq ˜(IGd TqfΩf )]θ∗ + [TfqIGd ˜(TqfΩ̇f )− Tfq ˜(IGd TqfΩ̇f )]θ∗
−T ′fq[K21(γq + γ̃qθ∗ + ẽ1θ∗ + k̃qu∗q + u∗
′
q ) +K22(kq − kl + k̃qθ∗ + θ∗
′
)]
−Tfq[K21(γq + γ̃qθ∗ + ẽ1θ∗ + k̃qu∗q + u∗
′


















q ) +K12(kq − kl + k̃qθ∗ + θ∗
′
)]′
−Tfq(γ̃q + ẽ1)[K11(γq + γ̃qθ∗ + ẽ1θ∗ + k̃qu∗q + u∗
′





in which Tfq = TflTlq. Eqs. (2.50) and (2.51) are a general Lagrangian formulation of the EOM’s
of MBBT that are linearized about a prescribed base configuration using separation of displace-
ment. Geometric and kinematic nonlinearities are fully preserved for the base configuration. In-
ertial properties m and IGd can be evaluated either for the undeformed configuration, or evaluated
for the base configuration such that differential inertial nonlinearities associated with base defor-
mations are also preserved.
2.4.2 Discretized Matrix Formulation
A discretized FV representation of beam motions about a prescribed base configuration is de-
rived from Eqs. (2.50) and (2.51) by applying the FV method, following the same steps as in
Section 2.3.3. The resulting linear discretized EOM’s are:
Mn[aWf + (























− ( ˙̃Ωf + Ω̃fΩ̃f )T nfqẽnθ∗,n − 2Ω̃fT nfqẽnθ̇∗,n − T nfqẽnθ̈∗,n]




nT nqfΩf + T
n
fqI











n ˜(T nqfΩf )− Ω̃fT nfq ˜(InT nqfΩf )]θ∗,n + [T nfqIn ˜(T nqfΩ̇f )− T nfq ˜(InT nqfΩ̇f )]θ∗,n


















−T nfqT njq (Kj21γj +Kj22κj) + T nfqT nj+1q (Kj+121 γj+1 +Kj+122 κj+1) (2.53)





mTflTlqds is the transformation matrix between coordinates f and q aver-






mTflds is the base translational displace-








mTfqds is the unknown aver-
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is the unknown averaged dynamic rotational displacement of the nth segment. Eqs. (2.52) and
(2.53) are equivalent to Eqs. (2.40) and (2.41) with local undeformed coordinate l replaced by
coordinate q such that dynamic displacements are relative to a base configuration.
The strain measures in Eqs. (2.52) and (2.53) include the effects associated with base deflec-
tions. These strain measures can be computed in a discretized form by applying linear interpolation
to Eqs. (2.48) and (2.49).

































where ∆sj , ∆sn−1j , ∆sjn are curvilinear distances: ∆sj=sn-sn−1; ∆sn−1j=sj-sn−1; ∆sjn=sn-sj ,
and kjq is the curvature vector of the prescribed base configuration at s
j (see Fig. 2.3). Eqs. (2.52)
and (2.53) can be combined with strain measure interpolations, Eqs. (2.54) and (2.55), and then
























































 0 0 MnT nfq −MnT nfqẽn 0 0















= [Knela] + [K
n
ine] (2.59)
where [Knela] is the elastic stiffness and [K
n
ine] is the inertial stiffness representing the inertial
effects on stiffness due to overall rigid-body motion. The elastic stiffness matrix can be computed
from the cross-sectional constitutive matrices and the geometry of the undeformed configuration.
[Knela] =













in which the submatrices are explicitly computed from known structural properties and geometric
configurations (see Appendix A). The inertial stiffness matrix can be computed as:
[Knine] =
 0 0 Dn13 Dn14 0 0











Dn14 = −Mn ˙̃ΩfT nfqẽn −MnΩ̃fΩ̃fT nfqẽn
Dn24 = −Ω̃fT nfq ˜(InT nqfΩf ) + Ω̃fT nfqIn ˜(T nqfΩf )− T nfq ˜(InT nqfΩ̇f ) + T nfqIn ˜(T nqfΩ̇f )





. Two types of velocity-proportional forces are accounted for in the effective damp-
ing terms. The first type captures conservative inertial effects associated with the overall rigid-body
motion of the beam, [Cnine], which can introduce either positive or negative damping. The second
type is traditional nonconservative structural damping, [Cnstr]. Total effective damping can be as-
sumed to be the sum of these two types, with the latter type proportional to the corresponding















in which µK and µM are stiffness and mass damping coefficients, and [Cnine] is computed as:
[Cnine] =
 0 0 Cn13 Cn14 0 0











n + T nfqI
n ˜(T nqfΩf )− T nfq ˜(InT nqfΩf )
The internal forces and moments include linear contributions due to dynamic displacements
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plus nonlinear contributions due to base deflections. The linear contributions are represented by
[Knela]. The internal forces and moments associated with the base deflections are generally non-











Assuming linear elastic constitutive equations enables computation of F n,elaf and M
n,ela
f using






























q − kjl )]












q − kj+1l )]
−T nfqT njq [Kj21γjq +Kj22(kjq − kjl )] + T nfqT nj+1q [Kj+121 γj+1q +Kj+122 (kj+1q − kj+1l )]
(2.64)




















represents the inertial loading vector of the nth beam segment.
The inertial loading results from the overall rigid-body motion of the beam:
F n,inef = −MnaWf −Mn ˙̃Ωf (Rnf + T nflUnl )−Mn ˙̃ΩfT nfqen
−MnΩ̃fΩ̃f (Rnf + T nflUnl )−MnΩ̃fΩ̃fT nfqen (2.65)
Mn,inef = −Ω̃fT nfqInT nqfΩf − T nfqInT nqfΩ̇f (2.66)
A matrix formulation for the undeformed beam configuration similar to Eq. (2.56) can be sim-













f , and letting κq and γq equal to zero.
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2.4.3 Implementation
The piecewise-linear MBBT can be implemented in the time-domain as a linearized updated
Lagrangian formulation for large-displacement, nonlinear beams using separation of displace-
ments. A time-stepping scheme is developed to solve the assembled system of Eq. (2.56) in which
the base configuration for any time-step is selected as the configuration at the end of the prior time-
step. Incremental time-steps are sufficiently small such that incremental dynamic displacements
can be computed using the linearized MBBT. Quantities that need to be updated for each time-
step are: the base translational displacement, mUnl ; the transformation matrix between floating
coordinate and local base coordinates, mT nfq; the transformation matrix between local coordinates
along the base configuration, mT njq and
mT nj+1q ; the strain associated with base deflections,
mγjq ;






q . The left
superscript m denotes the quantity evaluated at the mth time-step; the right superscript indicates
locations along the beam, e.g., mu∗,nq and
mθ∗,n are the incremental displacements of the nth beam
segment solved at themth time-step based on the configuration updated from the (m-1)st time-step.




























































in which mT jlq,
mT jql, and




T = m−1T jlq
[












The evolving base configuration is updated from the prior time-step including all nonlinear and
large-angle effects. The coefficient matrices and loading vectors in Eq. (2.56) are renewed for the
(m+1)st time-step at the end of the mth time-step using the updated quantities from Eqs. (2.67) -
(2.77). Initial conditions for Eq. (2.56) are also renewed at each time-step. Initial displacements
are set to zero because they are relative to the new base configuration. Initial velocities are obtained













An explicit linear system of ordinary differential equations (ODE’s) for the (m+1)st time-step
is then established by assembling the renewed Eq. (2.56) for all beam segments, which can be
solved explicitly for the renewed initial conditions using an existing ODE solver.
2.5 Numerical Examples
Two FV solvers are developed to solve the system of governing equations. The first solver is
a piecewise-linear dynamic solver that computes beam motions based on piecewise-linear MBBT
using a continuously evolving base configuration. The second solver is a static simplification
of the dynamic solver, in which the mass and damping matrices are set to be zero and only the
elastic and forcing terms are updated with solution steps. The dynamic solver uses the MATLAB
“ode45” numerical integrator to integrate the locally linearized system within each time-step. The
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resulting incremental dynamic displacements are used to update the base configuration for the next
time-step. The relative tolerance of ode45 is set to 10−6 in all examples. The fixed- and free-end
boundary conditions are considered at cross-sections j=1 and j=N+1, respectively. The fixed end
is simulated using an imaginary zeroth beam segment (n=0) at s = −∆s11 with displacements
θ0 = −θ1 and u0l = −u1l , such that the fixed-end condition is enforced at the first cross-section.





22 = 0. A constant mass moment of inertia is selected for each beam segment as
the mass moment evaluated for the undeformed segment. Four numerical examples are presented
to demonstrate the effectiveness of the proposed MBBT solvers and the underlying theories.
2.5.1 Convergence and Order of Accuracy
The convergence and order of accuracy of the proposed piecewise-linear method are quantita-
tively verified. The benchmark problem used to verify the spatial convergence is pure bending of a
cantilever beam subject to tip moment. This case is an established benchmark for which a nonlin-
ear analytic static solution exists [25]. A straight cantilever beam of length 1 and uniform bending
stiffness 2 is subject to static tip moment of 4π. The exact static solution predicts a closed circle
with a diameter of 1/2π. The static MBBT solver is used to compute this benchmark problem with
seven progressively finer discretization models. The number of equal-length elements in each these
beam models is 5, 10, 20, 50, 100, 200, and 500. Starting from the initial straight configuration,
the static solver computes element displacements and updates the configuration until the root mean
square of the residual of element displacements is less than 10−6. All models are found to reach
their convergent solutions within 20 iterations. The convergent solution of each model is compared
to the exact solution using the root-mean-square error (RMSE). The RMSE is computed by taking
the root mean square (RMS) of the errors between the exact translational element displacements
predicted by the analytical circle and the numerical results predicted by MBBT. Fig. 2.5 shows that
RMSE decreases with element size with second order of accuracy in spatial discretization.
The same benchmark problem is used to show convergence in temporal discretization. The
cantilever beam now is provided with physical properties necessary to quantify dynamic effects:
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Figure 2.5: Change of root-mean-square error with element size.
the beam is 0.00331 m high, 0.00331 m wide, 1 m long, and is made of steel with Young’s modulus
of 200 GPa, shear modulus of 79.3 GPa, and density of 7850 kg/m3. The stiffness and mass damp-
ing coefficients are set to 10−6 and 0 in the solver, respectively. The beam is discretized into 200
elements, and its deformation from the initial straight configuration at 0.0064 s is computed. The
exact dynamic solution is unknown, so the solution computed using time-step size ∆t=5×10−6 s is
treated as a reference solution for analyses of ratios of differences between solutions computed with
different time-step sizes. Table 2.1 shows the time-step sizes used and the convergence analyses, in
which vector u∆t includes all translational element displacements along the beam computed using
time-step size of ∆t. The results demonstrate the piecewise-linear scheme is consistently conver-
gent in this case but large time-step size can lead to unacceptable solutions (∆t=128 × 10−5 s).
The order of accuracy (the last column of Table 2.1) is not constant because the specified time-step
is for the base configuration update. The ode45 integrator computes an explicit linear ODE system
within each time-step, using a six-stage, fifth-order, Runge-Kutta method with its own adaptive
internal steps.
Fig. 2.6 shows the static solutions computed using the 10-element and 200-element discretiza-
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Table 2.1: Convergence analysis on time-step size.




128e-5 7.480e-2 144% 7.913e-2 3.415
64e-5 7.948e-3 15.3% 7.418e-3 2.270
32e-5 1.286e-3 2.48% 1.538e-3 0.268
16e-5 1.014e-3 1.96% 1.277e-3 2.308
8e-5 2.988e-4 0.576% 2.580e-4 2.159
4e-5 6.982e-5 0.135% 5.778e-5 1.524
2e-5 3.308e-5 0.064% 2.009e-5 0.564
1e-5 1.359e-5 0.026% 1.359e-5 –
Figure 2.6: The cantilever beam subject to tip moment.
tions, and the dynamic solutions at 0.0064 s computed using the 200-element model with various
time-step sizes. Convergence is verified for the finite volume discretization and the piecewise-
linear MBBT method. The finite volume method is shown to have second-order accuracy and is
used to demonstrate that conventional discretization methods are applicable without special treat-
ment; other discretization methods could alternatively be used to improve accuracy or efficiency.
The piecewise-linear time-stepping scheme is shown to be numerically stable when the time-steps
are sufficiently small for incremental dynamic displacements to be small enough for linearization.
Convergence should be tested for a particular problem to select a suitable time-step size. The time-
step size needed for piecewise-linear models is expected to be smaller than needed for a non-linear
iterative scheme, such as the Newton–Raphson method, though each step is expected to be less
computationally intensive as no iteration is used.
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Figure 2.7: 45◦-curved cantilever beam.
2.5.2 Initially-curved Beam
A 45◦-curved cantilever beam subject to static tip load is another classical problem that was
first presented by [141]. It includes bending, shear, torsion, and extension deformations of a 3D
beam and has been studied in many articles on nonlinear beams with large deformations [25, 142,
31, 143]. The 45◦-curved cantilever has a radius of 100 with a unit square cross-section (Fig. 2.7).
Young’s modulus is 107, and shear modulus is 0.5×107. A static tip load F is applied in the positive
y-direction with two different magnitudes: F=300 and F=600. The piecewise-linear static solver
is used to compute the beam deflection using three different discretization models. The models
differ only by the number of equal-length elements into which the beam is divided.
Table 2.2 shows the spatial coordinates of the tip computed using various non-linear beam
theories and by ANSYS v18.2. Displacements are computed at the mass center of each element
in the finite volume method. Therefore, the curved beam is modeled with its free-end extended
by one half-element length and with the static load acting at the center node of that last element,
such that the finite volume results are directly comparable with the FE results at the same tip node.
The 2-node Timoshenko beam element used in ANSYS has the same second-order accuracy as the
proposed finite volume method, and the results from these two methods converge similarly. The
piecewise-linear MBBT solutions agree well with equivalent results from other non-linear beam
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Table 2.2: Tip coordinates (x,y,z) of the deformed curved beam.
Tip load F = 300 F = 600
Present (20 elements) 58.79, 40.23, 22.26 47.15, 53.43, 15.69
Present (40 elements) 58.78, 40.20, 22.25 47.15, 53.47, 15.69
Present (60 elements) 58.78, 40.20, 22.25 47.15, 53.47, 15.69
ANSYS (20 beam elements) 58.56, 40.45, 22.13 46.91, 53.59, 15.58
ANSYS (40 beam elements) 58.57, 40.44, 22.12 46.91, 53.60, 15.57
ANSYS (60 beam elements) 58.57, 40.44, 22.12 46.91, 53.60, 15.57
ANSYS (632 solid elements) 58.74, 40.22, 22.23 46.93, 53.59, 15.59
Simo and Vu-Quoc (1986) 58.84, 40.08, 22.33 47.23, 53.37, 15.79
Cardona and Geradin (1988) 58.64, 40.35, 22.14 47.04, 53.50, 15.55
Zupan and Saje (2003) 58.78, 40.16, 22.28 47.15, 53.43, 15.74
Romero (2008) 58.54, 40.48, 22.12 46.89, 53.60, 15.56
solvers, demonstrating capture of 3D large deformations of an initially-curved beam.
2.5.3 Rotating Straight Beam
Direct application of MBBT in a non-inertial frame is demonstrated in this example. The
piecewise-linear dynamic solver and a nonlinear FE code are applied to simulate the response
of a straight cantilever beam having an overall rotation of 10 rad/s about the y-axis at its fixed-
end (Ωy=10 rad/s). The cantilever beam is 0.5 m high, 0.25 m wide, 10 m long, and is made
of steel with the same material properties as in Section 2.5.1. The beam is subject to 5000 kN
static tip force in negative y-direction plus a dynamic load distributed uniformly along the beam:
wexty (t) = W sin(ωt) kN/m. The dynamic loading frequency is selected as the natural frequency of
the beam estimated using Timoshenko beam theory: ω = 25.6 rad/s. The amplitude of the dynamic
load is equivalent to application of five times the magnitude of gravity: W = −48.13 kN/m. The
beam is discretized into 30 equal-length elements and the time-step size is 0.005 s in both the
MBBT and ANSYS solvers.
Fig. 2.8 shows time-histories of tip displacements. Good agreement between solvers is ob-
served in the x- and y-directions but not in the z-direction. Results from the MBBT solver show
the expected Coriolis effect on response in the z-direction. This inertial effect caused by the beam
rotation about its y-axis couples velocity in the x-direction with Coriolis force in the z-direction,
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Figure 2.8: The cantilever beam subject to static and dynamic loads and rotation.
and velocity in the z-direction with Coriolis force in the x-direction. In this example, bending in the
y-direction introduces axial motion in the x-direction due to foreshortening, and the resulting axial
motion introduces Coriolis force in the z-direction. Coriolis force also exists in the x-direction, but
the beam axial stiffness in this case is sufficiently large that the resulting deformation is minimal.
The Coriolis effect demonstrated here is captured through the coupled inertial “damping term” in







l . This inertial term is proportional to velocity
such that the Coriolis-excited response in the z-direction is out of phase with displacements in the
other directions (Fig. 2.8).
2.5.4 Initially-twisted Wind Turbine Blade
Wind turbine blades are complex beam structures with varying cross-sections and twisted ge-
ometry. Blades used on floating offshore wind turbines also experience large irregular overall
motions. The proposed beam theory is perfect for application to these complex beam structures in
non-inertial frames. The theory is demonstrated on one blade of the National Renewable Energy
Laboratory (NREL) 5-MW reference wind turbine [144]. The BeamDyn code is used as a bench-
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Table 2.3: Comparisons of blade tip displacements.
Displacement (m) Edgewise Flapwise Axial
RMSMBBT 3.167e-1 5.730e-2 1.408e-3
RMSBeamDyn 3.130e-1 5.553e-2 1.388e-3




mark. BeamDyn is a modular code included in the FAST package made available by the NREL.
BeamDyn is based on nonlinear FE formulation of GEBT [128, 138, 55]. The blade is 61.5-m long
and is rotating about its root at 12.1 RPM in a vertical plane. Gravity is the only external load ap-
plied in this example (g = 9.80665 m/s2). The blade is discretized into 23 elements in the MBBT
solver, and is represented by a single fifth-order Legendre spectral finite element in BeamDyn. The
stiffness damping coefficient is set to 0.003 and the time-step is set to 0.005 s in both solvers.
Figs. 2.9 and 2.10 respectively show the blade tip displacements and root bending moments for
the first minute of simulation. Table 2.3 lists the RMS of displacements of tip translation evaluated
for the last 3 minutes of a 5-minute simulation to neglect startup transients. The results from two
very different geometrically-exact beam solvers show excellent agreement. BeamDyn is based on
an existing GEBT formulation, in which rotational quantities are total rotations referred to an in-
ertial frame. Special treatment is used for discretization of rotational quantities. The rigid-body
rotations of the blade and of each blade element are removed from the total rotation. The remain-
ing relative rotation within each element is then interpolated using Lagrangian-interpolant shape
functions. The total rotation of each element is restored afterwards to establish governing equa-
tions in an inertial frame [55]. The MBBT implementation is more straightforward. The overall
rigid-body rotation is separated explicitly in the MBBT formulation and spatial discretization is
applied directly to the linearized MBBT formulation in a floating non-inertial frame.
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Figure 2.9: Time-histories of blade tip displacements.
Figure 2.10: Time-histories of blade root bending moments.
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2.6 Conclusions
A new momentum-based beam theory (MBBT) has been derived in a floating non-inertial
frame for arbitrarily-shaped beams having large deformations and overall motions. MBBT is a
geometrically-exact non-linear dynamic beam theory that fully addresses geometric and kinematic
nonlinearities and inertial coupling effects. Expressing MBBT in an inertial frame has been shown
to be mathematically equivalent to an existing formulation of GEBT. Specific advantages of the
new theory have been demonstrated through linearization, simplification, and the development
of a separation of displacements technique. Separation of displacements enables application of
piecewise-linear MBBT to large non-linear dynamic displacements. The effectiveness of the the-
oretical developments has been demonstrated through numerical implementation. A finite volume
formulation of linearized MBBT has been developed and implemented in two solvers: a piecewise-
linear static solver, and a piecewise-linear dynamic solver that computes dynamic motion relative
to a series of evolving base configurations in a non-inertial frame. The static MBBT solver has
been shown to effectively capture geometric nonlinearities. The dynamic MBBT solver has been
demonstrated to effectively capture non-linear geometric and kinematic behaviors and inertial cou-
pling effects using only linear solutions without iteration at each time-step.
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3. MOMENTUM-BASED THEORY FOR PIPES CONVEYING FLUID
3.1 Introduction
A new geometrically-exact nonlinear dynamic theory for pipes conveying fluid is developed us-
ing momentum-based approach. Conventional GEBT formulations are derived in inertial frames,
mostly using the variational approach; the derivation method and resulting formulations are dif-
ficult to be expanded to include the dynamic effects of internal flow. MBBT is derived based on
conservation of momentum in vector form using dynamic quantities relative to non-inertial frames.
The particular derivation framework of MBBT allows it to be expanded to include fluid flow much
more easily than other GEBT formulations. MBBT is expanded for pipes conveying fluid to in-
clude the geometric and kinematic nonlinearities for the pipe and inertial coupling effects between
the pipe and fluid. The strength of the momentum-based approach is that the total momentum
balance includes both the fluid and pipe, such that interaction forces between the fluid and pipe
wall are implicitly included because internal forces do not affect the total momentum balance.
The result is the first dynamic theory for pipes undergoing large deformations and overall motions
that rigorously addresses geometric and kinematic nonlinearities and inertial coupling effects. The
fully nonlinear differential governing equations are first derived in a total Lagrangian formulation
in Section 3.2. The separation of displacements technique is applied in Section 3.3 to derive an up-
dated Lagrangian formulation, which is further linearized using additional physical assumptions.
A piecewise-linear time-stepping scheme and finite volume discretization are proposed for numer-
ical implementation in Section 3.4. Several numerical examples are presented in Section 3.5 to
demonstrate the effectiveness of the theoretical developments, including a rotating cantilever pipe,
a semi-circular curved pipe, and a top-tensioned riser subject to imposed motions.
The coordinate systems, displacements and kinematics, strain measures, and separation of dis-
placement technique are all applied to pipes conveying fluid in the same way as they were applied




The proposed theory is derived using several fundamental assumptions: (a) the pipe is slen-
der and has a relatively thick wall, such that it can be modeled using beam theory and the pipe
combined with conveying fluid can be reduced to a line model; (b) cross-sections are assumed to
be circular and uniform along the pipe, such that eccentricity can be neglected; (c) cross-sectional
deformations are assumed to be small, such that cross-sectional mass properties, mass and mass
moment of inertia per unit length, are constant in time, and the cross-sectional area is also con-
stant in time; (d) the cross-sectional elastic forces and moments are functions of strain measures
and/or time derivatives of strain measures, such that the constitutive relations do not introduce
other unknowns and the Poisson effect is neglected; (e) the fluid is assumed to be incompressible
and homogeneous, such that the fluid density is constant; (f) fluid rotation around the axis of the
pipe and flow eddies are negligible, and (g) the flow rate at the pipe inlet is assumed to be constant.
3.2.2 Coordinate Systems
An inertial Cartesian coordinate system, XY Z, with origin O fixed to the earth, is denoted
as global coordinate g. A non-inertial Cartesian coordinate, xyz, is fixed to the undeformed
pipe at point W , and is defined as floating coordinate f . Translations and rotations of f relative
to g represent the overall rigid-body motion of an undeformed pipe. Curvilinear coordinate s is
attached to the centerline of an undeformed pipe; another curvilinear coordinate S is similarly
attached to the centerline of the deformed pipe. Two sets of local coordinates are defined at each
point along s and S. The non-inertial local undeformed coordinate l is fixed to mass center G0,
and includes Cartesian coordinates abc with b and c on the cross-sectional plane and a tangent
to the undeformed centerline s at G0. Deformed local coordinate d includes Cartesian coordinates
ABC, with origin G fixed to the mass center of the displaced cross-section. Deformed local
coordinate d rotates with the cross-section such that B and C remain on the cross-sectional plane


























Figure 3.1: Coordinate systems of a pipe.
3.2.3 Displacements and Kinematics
The absolute displacement measured in global coordinate g of any point along the pipe can be
expressed as a sum of two parts: the displacement resulting from a prescribed overall rigid-body
motion of the undeformed pipe, plus the unknown displacements resulting from the pipe deforma-
tion. The unknown displacements are measured in local undeformed coordinate l: translational
displacements ui(s, t) are the components of a vector from G0 to G resolved onto the abc coor-
dinates; rotational displacements θi(s, t) are defined here using the 1-2-3 sequenced Euler angles
of finite rotations from coordinate l to d; other 3-variable rotation parameterizations could alter-
natively be used. Translational and rotational displacements can be expressed as 3D first-order
tensors in vector form: ul = [u1, u2, u3]
T ; θ = [θ1, θ2, θ3]
T .
Rotational coordinate transformation matrices are used to transfer vectors from one coordinate
system to another. The transformation matrices are orthogonal and can be computed based on the









t11 = cos θ2 cos θ3
t12 = − cos θ2 sin θ3
t13 = sin θ2
t21 = cos θ1 sin θ3 + cos θ3 sin θ1 sin θ2
t22 = cos θ1 cos θ3 − sin θ1 sin θ2 sin θ3
t23 = − cos θ2 sin θ1
t31 = sin θ1 sin θ3 − cos θ1 cos θ3 sin θ2
t32 = cos θ3 sin θ1 + cos θ1 sin θ2 sin θ3
t33 = cos θ1 cos θ2
Angular velocities and accelerations are expressed using transformation matrices:
ω̃d = TdlṪld (3.2)








(TfgṪgf ) = ṪfgṪgf + TfgT̈gf (3.5)
in which vector ωd is the angular velocity of local deformation at a cross-section measured in
coordinate d; vector Ωf is the angular velocity of overall rigid-body motion measured in coordinate
f ; ˙( ) and (̈ ) denote the first and second time derivatives, and (̃ ) denotes the skew-symmetric
matrix of a vector, which can be used to represent cross products as matrix multiplications.
3.2.4 Strain Measures and Elastic Forces and Moments
The nonlinear relationships between displacements and strain measures are rigorously consid-
ered in the computation of angular and linear strains. The strains computation remains the same as
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in Section 2.2.4.
Two curvature vectors are used to describe the change in direction of curvilinear coordinates per
unit length, kl of the undeformed curvilinear coordinate s and kd of the deformed curvilinear co-
ordinate S, measured in the local Cartesian coordinates l and d respectively. The skew-symmetric
matrix of the local curvature vector at any point can be computed as k̃l = TlfT ′fl or k̃d = TdfT
′
fd,
in which Tdf = TdlTlf and ( )′ denotes spatial derivatives with respect to s. The local angular
strain, κ, can be computed along the pipe as the difference between these curvature vectors:
κ = kd − kl = axial(Tdlk̃lTld + TdlT ′ld − k̃l) (3.6)
where axial( ) denotes the axial vector computed from a skew-symmetric matrix.
Derivation of linear strain follows similar logic applied to differential position vectors instead
of curvature vectors. Differential position vectors r′l of the undeformed curvilinear coordinate s,
and r′d of deformed curvilinear coordinate S, each describe the change in shape of a differential
element along the centerline, measured in the local Cartesian coordinates l and d respectively.
Differential position vectors at a point can be computed as r′l = Tlf (R
WG0
f )




Transformation matrices Tlf and Tdf effectively rotate the spatial derivatives of position vectors to
the common coordinate system f (Fig. 3.2), such that these vectors become additive. The resulting
linear strain, γ, includes axial and shear strains and excludes rigid element rotations:
γ = r′d − r′l = Tdl(e1 + k̃lul + u′l)− e1 (3.7)





′ = e1 and e1 = [1, 0, 0]T is a unit vector, because r′l yields
a tangent unit vector that is always aligned with the a-direction of local undeformed coordinate
l. Vector r′d is similarly tangent to the deformed centerline but is not always aligned with the
A-direction.
Eqs. (3.6) and (3.7) represent the strain measures of a beam-type structure subject to large angu-






















Figure 3.2: Linear strain of a pipe.
strain measures are invariant with rigid-body motions. The resultant elastic force and moment of
a cross-section at s are assumed to be functions of strain measures and/or the time derivatives of
strain measures:
Fd(s, t) = Fd(γ,κ, γ̇, κ̇) (3.8)
Md(s, t) = Md(γ,κ, γ̇, κ̇) (3.9)
in which Fd is the elastic force measured in deformed local coordinate d, and Md is the elastic
moment about mass center in coordinate d. Eqs. (3.8) and (3.9) represent the constitutive relations
for the pipe, and are applicable for linear elastic, hyperelasic, or viscoelastic material models.
3.2.5 Flow Model
The internal fluid is assumed to flow along the deformed curvilinear coordinate S while flow
eddies are assumed to be negligible. The positive flow is in the +S direction and tangent to the
deformed centerline of the pipe. The full range of deformations of the pipe are considered; the flow
direction is generally not perpendicular to each cross-section (BC-plane) of the deformed pipe as
the result of shear deformation. The actual flow direction can be expressed using the tangent unit
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Tdl(e1 + k̃lul + u
′
l)
|Tdl(e1 + k̃lul + u′l)|
= Tdl
e1 + k̃lul + u
′
l
|e1 + k̃lul + u′l|
(3.10)
The fluid velocity, Vl = V e1, is perpendicular to the cross-sections in the undeformed pipe, the
fluid-passing area of which is Af and is assumed to be constant as per the small cross-sectional
deformation assumption. The combined assumptions of incompressible and homogeneous fluid
and constant flow rate indicate the mass flow rate in the deformed pipe must remain the same as
in the undeformed condition: Q = ρfAfV = ρfAfd(s)Vd(s), in which Q is the constant mass flow
rate; ρf is the fluid density; Vd(s) = Vd(s)ed is the flow velocity along the deformed centerline,
and Afd(s) is the actual fluid-passing area perpendicular to the flow velocity along the deformed
centerline. The value of Afd(s) can be computed as the projection of A
f using the dot product of
their normal unit vectors, Afd(s) = (e
f








A differential cross-section attached to the pipe is considered as a control volume including
both the solid and fluid. Pipe deformation and overall rigid-body motion induce lateral motion
to the fluid and changes the direction of the axial flow. The motion of the fluid inside a control
volume consists of the motion of the control volume plus the relative motion between the pipe and




g + Ṫgf (R
WG0
f + Tflul) + TgfTflu̇l − TgfTflTld(Tdlu̇l · efd)efd + TgfTflTldVd
(3.12)
in which vWg = Ṙ
OW
g . The first three terms on the right-hand-side taken together represent the
absolute velocity of a control volume attached to a pipe cross-section. The last two terms represent
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the relative motion between the pipe and fluid. Time derivatives ofRWG0f and Tfl are zero because
there is no relative motion between the local undeformed coordinates and floating coordinate f .
Fluid is constrained laterally by the pipe wall but flows independently in the axial direction with
velocity Vd. The axial flow velocity relative to the pipe is given by (Vd − Tdlu̇l · efd), and the
momentum flux through a pipe-attached control volume can be computed in inertial coordinate g
as: mfTgfTflTld(Vd − Tdlu̇l · efd)efd , in which mf = ρfAf is the mass of fluid per unit length.
The fluid pressure P (s) along the pipe is a primary unknown variable, for which a scalar
governing equation can be derived along the deformed centerline. The pressure difference along
the pipe is used to compute the pipe flow: the sum of pressure difference, pipe friction force, and
gravity force in the axial direction is equal to the fluid mass multiplied by fluid axial acceleration.
The Darcy–Weisbach formulation is used to compute friction loss:
−Af ∂
∂s
[(Pe1) · efd ]− fD
V Q
2D
+mf (TdlTlfTfgg) · efd = mfafd (3.13)
whereD is the inner diameter of the pipe; fD is the Darcy friction factor, and a
f
d is the absolute axial




(vfg )] · efd
= [TdlTlfa
W
f + TdlTlf (
˙̃Ωf + Ω̃fΩ̃f )(R
WG0




(Vd − Tdlu̇l · efd) (3.14)
in which aWf = Tfgv̇
W
g is the translational acceleration of the overall rigid-body motion.
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3.2.6 Momentum Balance
The absolute linear and angular momenta of a coupled cross-sectional control volume that
includes both the pipe and fluid can be expressed in inertial coordinate g as:
Lg = (m
p +mf )(vWg + ṪgfR
WG0
f + ṪgfTflul + TgfTflu̇l) +m
fTgfTflTld(Vd − Tdlu̇l · efd)efd
(3.15)
Hg = TgfTflTldIdTdlTlfΩf + TgfTflTldIdωd (3.16)








C) is the mass
moment of inertia of the differential control volume, where Jp is the polar moment of inertia of
the pipe cross-section; IpB and I
p
C are the second moments of inertia of the pipe cross-section about
axes B and C respectively; IfB and I
f
C are the second moments of inertia of the fluid cross-section
about axes B and C respectively.
Momentum balance is applied to the absolute momenta of the pipe-fluid system, measured in
an inertial coordinate system. The interactions between the fluid and pipe wall within a control
volume, such as wall pressure and wall friction, are internal effects that do not affect the total
momentum balance of the control volume. Any change in momentum results from the change of








g − (Vd − Tdlu̇l · efd)
∂
∂s









in which F extg and M
ext
g are the total forces and moments about G resulting from external loads;
F intg andM
int
g are the total internal forces and moments resulting from pipe deformation and fluid
pressure. The last term in Eq. (3.17) represents the changing rate of momentum flux through the
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differential control volume.
Computing the time derivative of Lg and multiplying Eq. (3.17) by Tfg yields a physically-
intuitive equation representing the change in linear momentum in non-inertial coordinate f :
F extf + F
int
f
= (mp +mf )[aWf +
˙̃Ωf (R
WG0
f + Tflul) + Ω̃fΩ̃f (R
WG0
f + Tflul) + 2Ω̃fTflu̇l + Tflül]
+mfΩ̃fTflTld(Vd − Tdlu̇l · efd)efd +mfTfl
∂
∂t
[Tld(Vd − Tdlu̇l · efd)efd ]
+mf (Vd − Tdlu̇l · efd)
∂
∂s
[TflTld(Vd − Tdlu̇l · efd)efd ] (3.19)
The derivation for the angular momentum balance in floating coordinate f follows the same
logic: computing the time derivative ofHg and multiplying Eq. (3.18) by Tfg yields:
M extf +M
int
f = Ω̃fTflTldId(TdlTlfΩf + ωd) + TflTldω̃dId(TdlTlfΩf + ωd)
+TflTldId(TdlTlfΩ̇f + ω̇d)− TflTldIdω̃dTdlTlfΩf (3.20)
The total internal force exerted on a control volume can be computed directly as the sum of the
pipe elastic forces and fluid pressure forces. Internal forces are exerted at each end of a differential
control volume (s− and s+), such that the total internal force is:




ld)(Fd − AfP ) + TflTld(F ′d − AfP ′) (3.21)
in which P = Pe1. The sum of the internal moments exerted at each end of a differential control
volume is:






d + TflTld(γ̃ + ẽ1)(Fd − AfP ) (3.22)
Translational and rotational equations of motion (EOM’s) in non-inertial coordinate f are de-
rived based on the total momentum balance of a control volume by substituting Eqs. (3.21) and
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(3.22) into Eqs. (3.19) and (3.20), respectively:




ld)(Fd − AfP ) + TflTld(F ′d − AfP ′)
= (mp +mf )[aWf +
˙̃Ωf (R
WG0
f + Tflul) + Ω̃fΩ̃f (R
WG0
f + Tflul) + 2Ω̃fTflu̇l + Tflül]
+mfΩ̃fTflTld(Vd − Tdlu̇l · efd)efd +mfTfl
∂
∂t
[Tld(Vd − Tdlu̇l · efd)efd ]
+mf (Vd − Tdlu̇l · efd)
∂
∂s
[TflTld(Vd − Tdlu̇l · efd)efd ] (3.23)






d + TflTld(γ̃ + ẽ1)(Fd − AfP )
= Ω̃fTflTldId(TdlTlfΩf + ωd) + TflTldω̃dId(TdlTlfΩf + ωd)
+TflTldId(TdlTlfΩ̇f + ω̇d)− TflTldIdω̃dTdlTlfΩf (3.24)
Eqs. (3.23) and (3.24) are the nonlinear six-degree-of-freedom (6-DOF) EOM’s expressed us-
ing transformation matrices in the floating frame. The complete formulation of the proposed
geometrically-exact pipe-fluid model is represented by the EOM’s of Eqs. (3.23) (3.24), strain
measures of Eqs. (3.6) (3.7), constitutive relations of Eqs. (3.8) (3.9), fluid model of Eqs. (3.10)
(3.11) (3.13), angular motions of Eqs. (3.2) - (3.5), and the Euler angle rotation formulations of
Eq. (3.1). The primary unknown variables are pipe displacements ul and θ and fluid pressure
P . The proposed nonlinear model is formulated as in a total Lagrangian formulation in vector
form with dynamic quantities relative to the non-inertial undeformed frame. Overall rigid-body
motions introduce significant inertial forces and moments, which are explicitly included in the
EOM’s through translational acceleration, aWf , rotational velocity, Ωf , and rotational acceleration,
Ω̇f . Gravity is included in the external force term F extf . The external moment does not include
gravitational effects because the angular EOM is established about the center of mass.
3.3 Separation of Displacements and Linearization
A major advantage of MBBT is that the EOM’s can be formulated with dynamic quantities
relative to arbitrary non-inertial frames using separation of displacements. The same technique
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is applied here to refer all dynamic quantities to a continuously evolving quasi-static configura-
tion, which allows the fully nonlinear pipe-fluid model to be rigorously reduced into a series of
piecewise-linear models. The fully nonlinear system of governing equations is first derived for an
arbitrary quasi-static base configuration using separation of displacements, and then the resulting
system is linearized using several additional assumptions.
3.3.1 Separation of Displacements
Total deformations are separated into a quasi-static base configuration whose time derivatives
equal zero, plus dynamic displacements relative to that quasi-static base configuration. This sep-
aration of displacements is a purely mathematical manipulation: an arbitrary pipe configuration
without any particular physical significance can be selected as the base configuration and consid-
ered to be quasi-static. Time derivatives of the dynamic displacements represent the total velocities
and accelerations relative to the undeformed configuration. The total translational and rotational
displacements are each separated into a quasi-static displacement plus a dynamic displacement:
ul(s, t) = Ul(s) + u
∗
l (s, t) (3.25)
φl(s, t) = Φl(s) + φ
∗
l (s, t) (3.26)
in which Ul(s) is the quasi-static portion of the translational displacement measured from unde-
formed coordinate l; u∗l (s, t) is the dynamic part of the translational displacement; total rotation
vector φl(s, t) describes the rotation of a differential element from its undeformed to deformed
configurations; rotation vector Φl(s) represents the rotation from the undeformed configuration to
the base configuration, and vector φ∗l (s, t) is the dynamic rotation vector.
The base configuration is represented by an additional curvilinear coordinate system denoted
as coordinate Q (Fig. 3.3). Coordinate Q shares the same origin as curvilinear coordinates s and
S, but its curvilinear axis is the centerline of a prescribed base configuration. Coordinate Q is
displaced from s by quasi-static displacement Ul(s). A local element-fixed Cartesian coordinate


































Figure 3.3: Base configuration and coordinate systems of a pipe.
with directions described by rotation vector Φl(s) (Fig. 3.3). The transformation matrices between
coordinate q and coordinates l and d are given by Tld = TlqTqd and Tdl = TdqTql. Euler angles




3) measured from coordinate q are employed for
Tdq and Tqd based on the same Euler angle rotation formulation as in Section 3.2.3. Eqs. (3.2),
(3.4), and (3.25) then can be rewritten as:
ω̃d = TdqṪqd (3.27)
˙̃ωd = ṪdqṪqd + TdqT̈qd (3.28)
ul(s, t) = Ul(s) + Tlq(s)u
∗
q(s, t) (3.29)







T is the dynamic translational displacement measured in coordinate q,



















where U̇l = Ül = 0.
The governing equations formulated using separation of displacements technique can be ob-
tained by substituting Eqs. (3.27) - (3.31) into Eqs. (3.13), (3.23) and (3.24):
−Af ∂
∂s
[(Pe1) · efd ]− fD
V Q
2D
+mf (TqfTfgg) · eq
= mf [Tqfa
W
f + Tqf (
˙̃Ωf + Ω̃fΩ̃f )(R
WG0










(Vd − u̇∗q · eq) (3.32)




qd)(Fd − AfP ) + TfqTqd(F ′d − AfP ′)
= (mp +mf )[aWf + (
˙̃Ωf + Ω̃fΩ̃f )(R
WG0







+mfΩ̃fTfq(Vd − u̇∗q · eq)eq +mfTfq
∂
∂t
[(Vd − u̇∗q · eq)eq]
+mf (Vd − u̇∗q · eq)
∂
∂s
[Tfq(Vd − u̇∗q · eq)eq] (3.33)






d + TfqTqd(γ̃ + ẽ1)(Fd − AfP )
= Ω̃fTfqTqdId(TdqTqfΩf + ωd) + TfqTqdω̃dId(TdqTqfΩf + ωd)
+TfqTqdId(TdqTqfΩ̇f + ω̇d)− TflTldIdω̃dTdqTqfΩf (3.34)
in which Tfq = TflTlq; eq = Tqde
f
d is the unit tangent vector of the deformed centerline measured
in coordinate q, and Tdqu∗q · efd = u∗q · Tqdefd using a property of the dot product. This system of
governing equations includes seven coupled scalar equations that are used to solve for the seven










3. These unknown dynamic displacements are
relative to an arbitrarily prescribed base configuration. The governing equations of Eqs. (3.32),
(3.33), and (3.34) provide a general Lagrangian formulation expressed in floating coordinate f ,
and they are equivalent to the total Lagrangian formulation of Eqs. (3.13), (3.23), and (3.24),
respectively, if the base configuration is selected as the undeformed pipe configuration.
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3.3.2 Piecewise Linearization
Piecewise linearization can be used in the time-domain to compute the dynamic motions for
pipes conveying fluid. The base configuration for a time-step can be selected as the configuration
at the end of the prior time-step, such that the dynamic displacements (u∗q , θ
∗
q ) are the incremen-
tal displacements occurring at the current time-step. Three additional assumptions are applied to
enable the nonlinear model of a pipe conveying fluid to be linearized about an evolving base con-
figuration: (a) incremental dynamic displacements (u∗q , θ
∗
q ) along the pipe can be assumed small
within one time-step; (b) constitutive relationships for the pipe are assumed to be linear elastic,
and (c) the flow direction is assumed to be perpendicular to the local deformed pipe cross-section
such that the effect on flow direction due to pipe shear deformation can be neglected.
Transformation matrices Tqd and Tdq can be simplified considerably if the magnitudes of rota-
tional displacements are assumed small. Setting sin(θ∗i ) ≈ θ and cos(θ∗i ) ≈ 1 in the Euler angle
formulation yields expressions for transformation matrices Tqd and Tdq simplified for small angles:
Tqd ≈ I + θ̃∗ (3.35)
Tdq = T
T
qd ≈ I − θ̃∗ (3.36)
in which I is the identity matrix. The linearized angular velocity and acceleration are obtained by
substituting Eqs. (3.35) - (3.36) into Eqs. (3.27) and (3.28) and neglecting all terms of second-order
and higher in θ∗i , θ̇
∗





















Strain measures are computed for the total displacements relative to the undeformed con-
figuration using the sum of quasi-static base displacements plus incremental dynamic displace-
ments. Strain measures can be assumed linear near the base configuration for small dynamic
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displacements. The total curvature vector is then computed as: k̃d = TdqTqlTlfT ′flTlqTqd +
TdqTql(TlqTqd)
′ ≈ k̃q − θ̃∗k̃q + k̃qθ̃∗ + θ̃∗′ in which k̃q = TqfT ′fq = TqlTlfT ′flTlq + TqlT ′lq is
the skew-symmetric matrix of the local curvature vector of the base configuration. Angular strain
linearized near the base configuration is computed by substituting k̃d into Eq. (3.6):
κ = axial(k̃d − k̃l) ≈ κq + k̃qθ∗ + θ∗
′
(3.39)
where κq = kq − kl is the angular strain associated with deflection of the base configuration. The
linear strain is treated in a similar fashion: substituting Eq. (3.29) into Eq. (3.7) and assuming
small dynamic displacements. Linearizing the resulting equation yields an expression for strain
linearized near the base configuration:
γ ≈ γq + (γ̃q + ẽ1)θ∗ + k̃qu∗q + u∗
′
q (3.40)
in which γq = Tql(e1 + k̃lUl + U ′l ) − e1 is the strain associated with deflection of the base
configuration. Only the dynamic strain measures are assumed small and linearized in Eqs. (3.39)
and (3.40). Strain measures computed for the base configuration are finite strains that preserve the
nonlinearities associated with large deformations from the original undeformed configuration.
Elastic forces and moments can be computed using the strain measures and constitutive matri-













in whichK is the cross-sectional constitutive matrix, which is constant in time.
The internal flow direction is assumed to be perpendicular to the local deformed cross-section,
such that the unit vector representing the flow direction is the unit vector in theA-direction:
eq = Tqde
f
d ≈ Tqde1 (3.42)
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Substituting efd ≈ e1 into Eq. (3.11) indicates constant flow along the pipe:
Vd ≈ V e1 (3.43)
The governing equations linearized about a quasi-static base configuration are derived by sub-
stituting Eqs. (3.35) - (3.43) into Eqs. (3.32) - (3.34), and then neglecting the second- and higher-
order terms in incremental dynamic displacements:
−AfP ′ − fD
V Q
2D
+mf (TqfTfgg) · e1 +mf (TqfTfgg) · (θ̃∗e1)
≈mf [TqfaWf + Tqf ( ˙̃Ωf + Ω̃fΩ̃f )(RWG0f + TflUl + Tfqu∗q) + 2TqfΩ̃fTfqu̇∗q] · e1
+mf [Tqfa
W
f + Tqf (
˙̃Ωf + Ω̃fΩ̃f )(R
WG0
f + TflUl)] · (θ̃∗e1) (3.44)


















′ +K12(kq − kl + k̃qθ∗ + θ∗
′
)′ − AfP ′e1]
≈(mp +mf )[aWf + ( ˙̃Ωf + Ω̃fΩ̃f )(RWG0f + TflUl + Tfqu∗q) + 2Ω̃fTfqu̇∗q + Tfqü∗q]
+mfV Ω̃fTfqe1 −mfV Ω̃fTfqẽ1θ∗ −mfΩ̃fTfq(e1eT1 )u̇∗q −mfV Tfqẽ1θ̇∗ −mfTfq(e1eT1 )ü∗q
+mfV [V Tfq(e1 − ẽ1θ∗)− Tfq(e1eT1 )u̇∗q)]′ −mfV (u̇∗q · e1)(Tfqe1)′ (3.45)


















′ +K22(kq − kl + k̃qθ∗ + θ∗
′
)′]






q ) +K12(kq − kl + k̃qθ∗ + θ∗
′
)− AfPe1]
≈Ω̃fTfqIdTqfΩf + TfqIdTqfΩ̇f + TfqIdθ̈∗ + [Ω̃fTfqId − Tfq ˜(IdTqfΩf ) + TfqId ˜(TqfΩf )]θ̇∗
+[Ω̃fTfqId ˜(TqfΩf )− Ω̃fTfq ˜(IdTqfΩf ) + TfqId ˜(TqfΩ̇f )− Tfq ˜(IdTqfΩ̇f )]θ∗ (3.46)
in which the following vector manipulations are employed: α̃β = −β̃α; (α · β)η = (ηβT )α,
and α,β, η are arbitrary 3D vectors. Eqs. (3.44) - (3.46) are the EOM’s of momentum-based
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theory for pipes conveying fluid linearized about a quasi-static base configuration using separation
of displacement with the three additional assumptions. Geometric and kinematic nonlinearities
remain preserved for the base configuration. No additional equations are required to solve for the
unknown variables u∗q , θ
∗, and P , because the linearized rotation formulations and strain mea-
sures have been substituted into these EOM’s. Eqs. (3.44) - (3.46) become a linearized updated
Lagrangian formulation if the quasi-static base configuration is selected as the configuration com-
puted from the prior time-step. A time-stepping scheme is developed in the next section, in which
the displacement results computed at each time-step are used to update the evolving base configu-
ration.
3.4 Numerical Implementation
A time-stepping scheme is developed that allows a nonlinear pipe-fluid model to be reduced
into a series of piecewise-linear models. The piecewise-linear governing equations are spatially
discretized using the finite volume method, resulting in a system of ordinary differential equations
(OED’s) which can be numerically solved using an existing ODE solver and appropriate boundary
conditions.
3.4.1 Finite Volume Discretization
The spatial discretization used for the piecewise-linear model is derived using the finite volume
method. Application of the finite volume method is convenient in this case because the underlying
theory is based on a conservation law. The governing equations could alternately be discretized
using the finite element method. A finite control volume attached to a deformed pipe segment
is shown in Fig. 3.4. The jth and (j+1)st cross-sections are end boundaries of the nth segment,
and Gn is the center of mass of the nth segment. The discretized governing equations for the nth
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segment can be derived based on Eqs. (3.44) - (3.46):
AfP j − AfP j+1 − fDV Q∆s
n
2D
+mf,n(T nqfTfgg) · e1 +mf,n(T nqfTfgg) · (θ̃∗,ne1)












l )] · (θ̃∗,ne1) (3.47)
F ext,nf − T nfqT njq (K11γj +K12κj − AfP je1) + T nfqT nj+1q (K11γj+1 +K12κj+1 − AfP j+1e1)
≈(mp,n +mf,n)[aWf + ( ˙̃Ωf + Ω̃fΩ̃f )(Rnf + T nflUnl + T nfqu∗,nq ) + 2Ω̃fT nfqu̇∗,nq + T nfqü∗,nq ]
+mf,nV Ω̃fT
n
fqe1 −mf,nV Ω̃fT nfqẽ1θ∗,n −mf,nΩ̃fT nfq(e1eT1 )u̇∗,nq −mf,nV T nfqẽ1θ̇∗,n




2e1 − V 2ẽ1θ∗,n − 2V (e1eT1 )u̇∗,nq ] (3.48)
M ext,nf − T nfqT njq (K21γj +K22κj) + T nfqT nj+1q (K21γj+1 +K22κj+1)







j+1 − AfP j+1e1)








n ˜(T nqfΩf )− Ω̃fT nfq ˜(InT nqfΩf ) + T nfqIn ˜(T nqfΩ̇f )− T nfq ˜(InT nqfΩ̇f )]θ∗,n (3.49)
in which P j and P j+1 are the fluid pressures at the jth and (j+1)st cross-sections; ∆sn = sj+1 −
sj is the curvilinear length of the nth segment; mf,n = ρfAf∆sn is the fluid mass within the
control volume; mp,n is the pipe mass of the nth segment; In is the mass moment of inertia of
the nth segment excluding the fluid torsional inertia; T nqf and T
n
fq are the transformation matrices
between floating coordinate f and the local base coordinate q at the center of the nth segment; T njq
and T nj+1q are the transformation matrices among different local base coordinates at the jth and
(j+1)st cross-sections and the center of the nth segment; Rnf = R
WGn

























Figure 3.4: The nth pipe finite control volume.
the nth segment; Rnjq and R
nj+1
q are vectors pointing from mass center G
n to the centers of the
jth and (j+1)st cross-sections; F ext,nf andM
ext,n
f are the total external force and external moment
about Gn exerted on the nth segment, respectively; u∗,nq and θ
∗,n are the incremental dynamic
displacements of the nth segment, and the strain measures at cross-sections can be computed based
on Eqs. (3.39) and (3.40) using linear interpolation:


















where ∆sj , ∆sn−1j , ∆sjn are curvilinear distances: ∆sj=sn-sn−1; ∆sn−1j=sj-sn−1; ∆sjn=sn-sj
(see Fig. 3.4).
3.4.2 Evolving Base Configuration
The separation of displacements technique is combined with linearization of the dynamic sys-
tem to represent large nonlinear displacements as a series of piecewise-linear displacements. A
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time-stepping scheme is developed to solve Eqs. (3.47) - (3.49), in which the base configuration
for any time-step is selected as the configuration computed at the end of the prior time-step with
velocities from that time-step. The evolving base configuration is updated from the prior time-step
including all nonlinear and large-angle effects. Quantities that need to be updated for each time-
step are: the base translational displacement, mUnl ; the transformation matrix between floating
coordinate and local base coordinates, mT nfq; the transformation matrix between local coordinates
along the base configuration, mT njq and
mT nj+1q ; the linear strain associated with base deflections,




left superscript m denotes the quantity evaluated at the mth time-step; the right superscript indi-
cates locations along the beam, e.g., mu∗,nq and
mθ∗,n are the incremental displacements of the nth
beam segment solved at the mth time-step based on the configuration updated from the (m-1)st























































in which mT jlq,
mT jql, and
mU jl are evaluated at the jth cross-section by linear interpolation:
mT jlq=(
mT jql)
T = m−1T jlq
[












The base configuration is updated including nonlinear effects after each time-step. The gov-
erning equations are renewed for the (m+1)st time-step at the end of the mth time-step using the
updated quantities from Eqs. (3.52) - (3.62). Initial conditions are also renewed at each time-step.





∗,n) are set to zero because they are relative to the new
base configuration. Initial velocities are obtained by transferring the velocities from the prior step









∗,n = mT ndq
mθ̇∗,n (3.63)
The governing equation of fluid pressure, Eq. (3.47), can be solved in a weakly-coupled man-
ner. Eq. (3.47) is solved algebraically with respect to P between time-steps using the values
updated from the prior time-step. The pressures computed between time-steps along the pipe are
then treated as known constants in Eqs. (3.48) and (3.49) for the current time-step.
3.4.3 Boundary Conditions and Assembled System
The fixed-end boundary condition at the first cross-section (j=1) is imposed using an imaginary
zeroth beam segment (n=0) at s = −∆s11 with displacements θ0 = −θ1 and u0l = −u1l , such
that displacements at the first cross-section are effectively zero. The free-end boundary condition
at the (N+1)st cross-section is imposed by setting the stiffness matrices of the (N+1)st cross-






22 = 0. Fluid pressures along the pipe are
computed algebraically through the evolving base configuration assuming constant flow, such that
the boundary pressure can be applied at either end of the pipe.
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The complete pipe-fluid model is represented using an assembled system of ODE’s. The sys-
tem of ODE’s with respect to 6×N incremental dynamic displacements results from substituting
Eqs. (3.50) - (3.51) into governing Eqs. (3.48) - (3.49) and assembling the resulting equations for
each of the N segments. Structural damping effects can be modeled by including a damping ma-
trix that is assumed to be proportional to the stiffness and mass matrices. The resulting system
of ODE’s is linear and explicit, which can be solved for 6×N unknown displacements using an
existing ODE solver at each time-step. The governing system of ODE’s and fluid pressures are
updated between time-steps for each evolving quasi-static base configuration.
3.5 Numerical Examples
The combined pipe-fluid theory and piecewise linearization are demonstrated through a series
of numerical examples. The MATLAB “ode45” solver is used to solve the evolving system of
ODE’s at each time-step, with relative tolerance set to 10−6 in all examples. The Haaland equa-
tion [145] is employed to compute the Darcy friction factor. The linear elastic stiffness matrix is
adopted for the pipe cross-section: K = diag(EAp, EI, EI, 2GI,GAp, GAp), in which Ap is the
cross-sectional area of the pipe wall; I is the moment of inertia of the pipe cross-section; E and G
are Young’s modulus and the shear modulus, respectively. The following dimensionless quantities




































(for semi-circular curved pipes)
(3.65)
in which L is the length of a pipe; R is the radius of a semi-circle curved pipe; Ω is the magnitude
of the overall pipe rotation velocity (rad/s), and ω is the circular frequency of pipe vibrations.
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Figure 3.5: Rotating cantilever pipe conveying fluid.
3.5.1 Rotating Cantilever Pipe
The effectiveness of the new pipe-fluid combined model is verified through comparison with
several reference results [94, 146, 147]. A white-noise, small-amplitude perturbation is applied
to the tip of the cantilever pipe (Fig. 3.5), and the power spectral density of the tip response is
computed. The resulting peak frequencies approximate the natural frequencies of the cantilever
pipe. The pipe is discretized into 40 elements and the time-step size is set to 0.0005 s; these
parameters were selected using convergence tests. Direct comparison with the reference results is
enabled by assuming inviscid fluid and zero fluid pressures throughout the pipe.
The natural frequencies are assessed using the new methodology for cantilever pipe without
fluid but subject to overall rotation. The left-hand half of Table 3.1 shows the lowest three di-
mensionless frequencies computed using other methodologies, including an ANSYS model based
on 20 Timoshenko beam elements and an Euler-Bernoulli beam model with nonlinear strains [94].
The natural frequencies match well when there is no rotation (µΩ=0) and consistently increase with
rotation speed. The first natural frequency computed using the new geometrically-exact model in-
creases faster with rotation speed than that computed using the Euler-Bernoulli model, indicating
that the new combined model could more accurately capture geometric stiffening effects.
The natural frequencies are assessed for a non-rotating cantilever pipe conveying fluid over a
range of flow velocities. The right-hand half of Table 3.1 shows the comparison among experi-
mental results [146], numerical results based on linear Timoshenko beam theory [147], and the
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Table 3.1: Dimensionless frequencies, µω, of a cantilever pipe.
Rotating without flow Non-rotating with flow
(µA=3.90×103, µm=0) 1st 2nd 3rd (µA=1.80×104, µm=0.5035) 1st 2nd 3rd
µΩ=0, µV =0 µΩ=0, µV =0
Combined model 3.49 21.49 59.53 Combined model 3.51 21.98 61.03
Yoon and Son, [94] 3.34 22.02 – Zhai et al., [147] 3.51 21.94 61.28
ANSYS 3.50 22.49 58.28 Sinha et al., [146] (µm=0.5156) 3.15 19.68 54.80
µΩ=1, µV =0 µΩ=0, µV =0.27
Combined model 3.66 21.78 59.76 Combined model 3.39 21.88 61.03
Yoon and Son, [94] 3.37 22.14 – Zhai et al., [147] 3.46 21.91 61.25
µΩ=2, µV =0 µΩ=0, µV =0.81
Combined model 4.10 22.15 60.14 Combined model 3.39 21.75 61.03
Yoon and Son, [94] 3.44 22.52 – Zhai et al., [147] 3.00 21.61 60.97
µΩ=3, µV =0 µΩ=0, µV =1.35
Combined model 4.69 22.87 60.76 Combined model 3.82 21.00 60.30
Yoon and Son, [94] 3.56 23.12 – Zhai et al., [147] 1.79 21.01 60.42
new combined model results. Natural frequencies agree well for the higher orders and when flow
velocity is zero. However, the first natural frequency computed using the new model does not
consistently decrease with flow velocity like the results computed using the linear Timoshenko
model.
This example is next expanded to include the effects of both fluid flow and overall rotation.
Fig. 3.6 shows static deformations of the rotating pipe subject to different rotation speeds with
dimensionless fluid parameters µm=0.5035 and µV =1.35. The bending deformation increases with
rotation speed in this case: the bending of the pipe in its rotating plane is caused by the Coriolis
force induced by the flowing fluid in a rotating frame and is slightly offset by centrifugal force.
3.5.2 Semi-circular Curved Pipe
The new pipe-fluid combined model is next assessed through computation of the dynamic
vibrations of a curved pipe conveying fluid. A semi-circular curved pipe with two fixed supports is
modeled (Fig. 3.7). The pipe is discretized into 25 elements and the time-step size is set to 0.0001 s,
based on convergence tests. The natural frequencies of in-plane vibrations are investigated as in
Section 3.5.1: white-noise, small-amplitude perturbations are applied in the x-direction at the 6th
element and in the z-direction at the 16th element to excite in-plane vibration. These elements
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Figure 3.7: Semi-circular curved pipe conveying fluid.
are selected as being close to the quarter-point and point of trisection. The fluid is assumed to
be inviscid and fluid pressures throughout the pipe are set to zero for comparison with existing
reference results.
Table 3.2 presents the natural frequencies of the in-plane vibration identified from power spec-
tral densities computed at various locations along the curved pipe. The results computed using the
new combined model agree well with two sets of established reference results: a small-strain Euler-
Bernoulli beam with an extensible centerline [84], and an Euler-Bernoulli model with nonlinear
Lagrange strains [87].
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Table 3.2: Dimensionless frequencies, µ∗ω, for in-plane vibration of a semi-circular pipe.








Combined model 4.79 9.44 18.00 Combined model 4.55 9.00








Combined model 4.70 9.57 17.17 Combined model 4.46 9.04








Combined model 4.45 9.83 16.67 Combined model 4.29 9.17








Combined model 4.08 10.17 16.13 Combined model 4.03 9.30








Combined model 3.68 10.34 15.88 Combined model 3.68 9.34
Misra et al., [84] 3.57 9.65 17.17 Jung and Chung, [87] 3.76 9.62
The effectiveness of capturing 3D deformations and inertial effects in non-inertial frames is
demonstrated through a semi-circular pipe conveying fluid (µA=104, µm=0.5, µ∗V =1) subject to
overall rotation about the z-axis (Fig. 3.7). Fig. 3.8 and Fig. 3.9 respectively show the static in-
plane and out-of-plane deformations with the pipe subject to various rotation speeds. The in-plane
deformation is significantly affected by centrifugal force: the pipe deforms further outwards from
the rotating axis as rotation speed increases (Fig. 3.8). The Coriolis effect induces out-of-plane
deformations: the Coriolis force acts in the negative y-direction when the fluid flows away from
the rotating axis and acts in the positive y-direction when the fluid flows towards to the z-axis,
which causes deformation in the opposite direction (Fig. 3.9).
3.5.3 Top-tensioned Riser
Marine risers are long steel pipes conveying fluid from the seabed to the water surface, which
are critical structures in the offshore oil and gas industry. Top-tensioned risers are supported only
at the top and bottom; the long span can be subject to significant dynamic effects. The new pipe-
fluid combined model is demonstrated through application to a typical top-tensioned production
riser conveying oil. The outer diameter of the riser is 254 mm; the inner diameter is 228.6 mm; the
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Figure 3.8: In-plane deformation of rotating semi-circular pipe conveying fluid.
(Deformation is magnified by a factor of 20.)
Figure 3.9: Out-of-plane deformation of rotating semi-circular pipe conveying fluid.






Figure 3.10: Top-tensioned riser.
unstretched length is 300 m; Young’s modulus is 209 GPa; pipe density is 7800 kg/m3; oil density
is 900 kg/m3; oil dynamic viscosity is 0.009 Pa-s; pipe wall roughness is 0.05 mm; pipe Poisson’s
ratio is 0.3, and the stiffness damping coefficient is set to 0.001. The wellhead pressure is assumed
to be 20.68 MPa (≈3000 psi); a production rate of 50,000 barrels per day is measured with a flow
velocity of 2.242 m/s. The connection at the lower end of the riser is treated as a fixed connection
at the wellhead on the seabed, and the upper end is treated as a fixed connection at the deck of
the floating platform (Fig.3.10). The riser is subject to gravity, buoyancy, external hydrodynamic
forces caused by moving through the sea water, with the top end of the riser forced through a
prescribed time-history. The hydrodynamic loads are computed using Morison’s equation with
inertia coefficient of 1.8 and drag coefficient of 1.0. The riser is discretized into 100 elements and
the time-step size is set to 0.001 s, based on convergence tests.
The new pipe-fluid combined model is shown to capture the effects of top tension, flow veloc-
ity, and fluid pressure through application to four different cases: (a) the riser under a common
operational condition, in which the upper end undergoes axial stretching prescribed by Eq. (3.66)
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combined with sinusoidal lateral motion prescribed by Eq. (3.67); (b) the riser subject to the lateral
motion prescribed by Eq. (3.67) but the axial stretching is neglected; (c) the riser without axial
stretching and the upper end valve closed, such that there is fluid pressure within the riser but zero
flow velocity, and (d) the riser without axial stretching and the lower end valve closed, such that
the flow velocity is zero and the upper end fluid pressure is atmospheric.
Uz(t) =

0.3t if 0 < t < 1s,




0 if 0 < t < 1s,
5 sin[0.2π(t− 1)] if t ≥ 1s.
(3.67)
Fig. 3.11 shows the riser deformations for each of the four cases at various time-steps. Com-
paring the results from Cases (a) and (b) shows that the riser is significantly stiffer when subject
to large axial tension. The results from Cases (b) and (c) are nearly identical, implying that the
flow velocity in this example (µv=1.072) has negligible effect on riser deformations. Comparing
the results from Cases (c) and (d) shows that internal fluid pressure significantly affects the riser
dynamics in the absence of large axial tension: the riser is more flexible and experiences sharper
bending deformations when it is subject to higher internal pressure. Fig. 3.12 shows the maxima
of the computed bending moments along the length observed at any time throughout the periodic
lateral motion of the upper end. The largest bending moments are formed at each of the two fixed-
ends. Increased axial tension is shown to reduce bending while increased fluid pressure increases
bending, which conforms to conventional understanding of riser behavior.
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Figure 3.11: Riser deformations at various time-steps.
(Case (a): dash-dot line; Case (b) red solid line; Case (c): dashed line; Case (d): dotted line.)
Figure 3.12: Maximum bending moments along the riser.
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3.6 Conclusions
A geometrically-exact theory has been developed for pipes conveying fluid using a momentum-
based approach. Pipe dynamics is computed similarly to the geometrically-exact momentum-based
beam theory. The dynamic equations of motion of the pipe are derived including the momentum
of both the pipe and the fluid moving within it. The flow model allows for viscous fluid effects,
but the fluid is assumed to be incompressible and homogeneous. The proposed theory rigorously
addresses geometric and kinematic nonlinearities of the pipe, and the dynamic coupling between
the fluid and pipe is implicitly considered through the combined momentum. Fully nonlinear gov-
erning equations are formulated in floating non-inertial frames. A linearized updated Lagrangian
formulation is derived to solve these equations of motion in the time-domain, which allows large-
displacement nonlinear dynamics to be reduced to a series of piecewise-linear models and enables
conventional discretized methods, such as finite volume and finite element, to be directly applied.
The resulting methodology has been shown to be effective for large deformations and non-inertial
frames. The resulting time-stepping scheme is implemented using the finite volume method and
is used to simulate several recognized academic examples, plus a more practical simulation of a
top-tensioned marine riser. Internal flow in the moving pipes has been shown to significantly af-
fect the dynamic behavior of the pipe-fluid system. The pipe-fluid combined model has also been
shown to quantify the dynamic effects of axial tension and internal fluid pressure for a typical ma-
rine riser. The newly developed theory is the first theory that enables the dynamics of a combined
pipe-fluid system directly formulated in non-inertial frames and includes a geometrically-exact
representation of the pipe.
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4. NONLINEAR COUPLED DYNAMICS OF FLOATING OFFSHORE WIND TURBINES
4.1 Introduction
The latest developments in nonlinear beam theory and multibody dynamics are combined in
this chapter to enable fully-coupled dynamic analyses for FOWT systems. The value of combining
momentum-based beam theory (MBBT) and momentum cloud method (MCM) is demonstrated
through a numerical investigation of the coupling effects between blade vibration and platform
motions. The OC3-Hywind spar with 5-MW reference turbine (NREL [144, 148]) is modeled as a
system consisting of three rigid bodies (spar/tower, nacelle, and hub) and three flexible blades. Two
different floater designs, the original OC3-Hywind spar and a truncated highly-compliant spar, are
each simulated for realistic environmental conditions. The floating platform and turbine blades
have substantially different mass and stiffness, which combined with the spin of the rotor results in
a multi-scale problem: blade vibration, turbine spin, and platform motions each have distinctively
different frequency ranges. A multi-time-scale coupling scheme between rigid and flexible bodies
is developed as part of this work. The MCM is used to solve the three-rigid-body system with a rel-
atively large time-step, and MBBT is applied between these larger steps to compute the vibration
and reactions of the flexible blades with a smaller time-step size. Response time-histories are com-
puted for six different cases. The resulting time-histories of blade response are investigated using
singular value decomposition (SVD) and computing power spectral densities of proper orthogonal
modes. SVD has been shown to be effective on nonlinear beam vibration [149, 150] and superior
to eigenmodes or Lanczos modes for wind turbine blades [151]. Nonlinearities associated with
FOWT systems and the blades are discussed in Sections 4.2 and 4.3. The numerical framework of
the proposed method is presented in Section 4.4. Structural configurations, simulation conditions,
and validation tests are presented in Section 4.5. Results are analyzed and discussed in Section 4.6,
including key findings on dynamic coupling between blades and platform motions, dynamic cou-
pling effects on fatigue loading, and observation on the highly-compliant FOWT concept.
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4.2 Nonlinear FOWT Systems
FOWT systems are highly nonlinear, and the associated nonlinearities are closely coupled.
Time-domain simulation is required to accurately model these complicated dynamic effects. Fig. 4.1
shows the nonlinearities associated with FOWT systems. Irregular winds are generated using linear
(Gaussian process) turbulence models. Nonlinear aerodynamic loads are computed for the instan-
taneous wind velocity and angle of attack relative to each of the moving blade elements. These
loads are computed using the blade element momentum method, such that aeroelastic effects are
included. Nonlinear turbine control actively adjusts the pitch angle of the blades, which directly
impacts the wind forces on the turbine. Nonlinear hydrostatic effects are included by computing
the buoyancy force and the location of the center of buoyancy using the instantaneous position
of the platform, including the changes of the water plane and to the submerged portion due to
platform motion. Nonlinear hydrodynamics are included by computing the hydrodynamic forces
using Morison’s equation and the instantaneous fluid velocity and acceleration relative to each of
the moving spar segments. The fluid motions induced by irregular waves are computed using linear
wave theory and are considered in the computation of hydrodynamics. Nonlinear restoring forces
and moments provided by the mooring lines are computed using the instantaneous relative posi-
tions between the platform and the anchor points, but the mooring line themselves are modeled
as linear springs. A quasi-static model is used for each mooring line, in which the inertial and
dynamic effects and sag of the mooring line are neglected. Nonlinear multibody dynamics are in-
cluded using the MCM, in which the Euler angle formulation is used to represent the instantaneous
configuration and exact kinematics of the multibody system. Gyroscopic effects of the whirling
blades are captured implicitly through the dynamic coupling between the flexible blades and the
multibody system, with the gyroscopic moments resulting from summing the inertial effects of the
elements of each blade in a moving reference frame. Nonlinear blade dynamics and the dynamic
coupling scheme between the blades and the multibody system are presented in Sections 4.3 and
4.4, respectively.
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Figure 4.1: Nonlinearities associated with FOWT systems.
4.3 Nonlinear Blade Dynamics
Kinematic and geometric nonlinearities are highly critical to accurate modeling of FOWT blade
dynamics, while constitutive, damping, and differential inertial nonlinearities can reasonably be
neglected for the blades. Kinematic nonlinearities primarily result from the blades being subject to
overall turbine rotations and platform motions, which introduces significant nonlinear inertial loads
through kinematic nonlinearities, such as centrifugal and Coriolis forces. Geometric nonlinearities
primarily result from the blades being subject to geometric stiffening effects due to the large axial
tensions induced by centrifugal forces; nonlinear strain measures are shown to be necessary to
address the axial foreshortening effect for capturing the geometric stiffening of spinning blades.
Table 4.1 shows how different beam models address kinematic and geometric nonlinearities for the
blades. The inertial loads associated with the overall rigid-body motion of a blade are computed
for the linearly-deformed configuration in the linearized MBBT, such that kinematic nonlinearities
are partially included. However, the linearized strain measures are computed in the linearized
MBBT including only the initial twist and curvature associated the undeformed beam, such that
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Table 4.1: Blade models.
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the nonlinear geometric stiffening effects are neglected. Both inertial loads and strain measures are
computed including nonlinear effects for the evolving base configuration in the piecewise-linear
MBBT formulation. The evolving base configuration is updated between time-steps in a nonlinear
geometrically-exact manner, including kinematic and geometric nonlinearities associated with the
evolving configuration. The result is that the piecewise-linear MBBT solver is able to accurately
capture the nonlinear blade dynamics if the time-step size used is sufficiently small for piecewise
linearization, and it is used in the following coupled FOWT simulations.
4.4 Dynamic Coupling
4.4.1 Rigid-flexible-body Coupling
A spar-type FOWT is modeled as a multibody system that consists of three flexible blades plus
three rigid bodies: the floating spar and tower, nacelle, and hub. The three-rigid-body system is
solved using an existing in-house code based on the MCM, and blade dynamics are solved using
the new beam solver based on the piecewise-linear model implementation of MBBT.
System motions of the three-rigid-body system are computed using external loads resulting
from gravity, hydrostatic and hydrodynamic loads on the floater, loads from mooring lines, and
loads from the blades acting on the rotating hub. Blade dynamics are computed using the external
loads acting on the blades (F extf and M
ext,G
f ) and floating frame motions (A
W
f , Ωf , and Ω̇f ). The
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external loads acting on the blades are gravity and aerodynamic loads. The floating frame motions
represent the blade overall rigid-body motions resulting from the moving platform and rotating
hub. Inertial effects caused by the floating frame motions, such as centrifugal and Coriolis forces,
are not considered as external loads because they are included as inertial terms in MBBT.
Each blade is modeled as a cantilever beam having a fixed-end boundary at its root, which is
attached to the moving hub. Blade deflections due to external loads and the floating frame motions
are computed using the MBBT solver. The resulting deflections are used to compute the resultant
forces and moments at the roots of the blades, which are returned to the MCM code as external
loads on the hub. The motion of the base body (spar/tower) is computed using the MCM code,
and combined with the relative motions along the kinematic chain to compute the translational
acceleration (AWf ) and the rotational velocity and acceleration (Ωf , Ω̇f ) of the overall rigid-body
motion for each blade. These motions combined with gravity and aerodynamic loading are used
in the MBBT solution for blade vibration and response. All inertial effects are coupled explicitly
by the inertial terms in MBBT, and the root forces and moments acting on the multibody system
inherently include gyroscopic effects of the whirling blades.
4.4.2 Computational Method
The framework of the fully-coupled FOWT analysis is shown as Fig. 4.2. Aerodynamic loads
on each blade element are computed using AeroDyn v13, which is based on blade element momen-
tum theory and developed by NREL [152]. Wave loads on the spar are computed using Morison’s
equation considering the instantaneous position and motion of the spar. Hydrostatic restoring
forces and moments are computed using the buoyancy of the spar based on its instantaneous posi-
tion. Mooring forces are computed by representing each taut-leg mooring lines as a massless linear
spring along the axis of the line. Large angular displacements of the floater are rigorously consid-
ered in the hydrodynamic, hydrostatic, mooring, and multibody modules. The DISCON control
routine developed for the OC3-Hywind 5-MW turbine by NREL activates shaft torque control
or blade pitch control depending on wind loading. Power output and instantaneous hub spin are
computed using a single differential equation to represent the turbine drivetrain.
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Figure 4.2: Coupling framework.
The proposed coupling framework is implemented as a multi-scale and weakly-coupled model.
Two different time-step sizes are applied because the blade vibration has much higher natural
frequencies than the global platform motions. Aerodynamics and dynamics of the blades and hub
rotations are computed using a smaller time-step size (∆t) than that used in the multibody system
and its related modules including turbine control routine (∆T ). The forces and moments acting
at the blade roots are computed at multiple small time-steps and are averaged over each large
time-step to apply at the averaged root positions in the multibody system. The dynamic model is
described as weakly coupled as no iteration is performed between the MBBT and MCM solvers.
4.5 Simulations
4.5.1 Structure Configurations
All simulation examples use numerical models based on the NREL 5-MW OC3-Hywind float-
ing wind turbine design [144, 148]. The 5-MW OC3-Hywind model is a spar-type conceptual
FOWT design that is commonly used as a reference example in academic studies. The cut-in,
rated, and cut-out wind speeds of the 5-MW wind turbine are 3 m/s, 11.4 m/s, and 25 m/s, respec-
tively, and the rated rotor speed is 12.1 revolutions per minute (RPM). The OC3-Hywind model











Figure 4.3: 120-m spar design and 74-m truncated spar design.
new spar platform designs have been developed based on the OC3-Hywind model by Gao and
Sweetman [4] with drafts ranging from 62 m to 97 m. These truncated spar designs conform to
the industry standard structural guide, API Bulletin 2U, and have significantly lower stiffnesses in
pitch and roll, making them highly-compliant relative to the original design. Truncated designs
offer reduced manufacture and installation costs at the expense of reduced power output. A spar
draft of about 74 m was found to optimize the trade-off between cost and electricity harvest [4].
Dynamic coupling effects are investigated through comparison between the dynamic responses of
the original stiff 120-m spar design and a compliant 74-m truncated design (Fig. 4.3).
The mooring system is modified from the original three catenary line system to a four taut-leg
mooring system. The mooring lines are anchored 804.7 m away from the spar centerline (spar
diameter of 9.4 m) and 320 m below the still water level. They are attached to the spar 7.6 m below
the center of mass of the spar/tower (Fig. 4.3). The taut-leg mooring lines are assumed to have
axial stiffness of 384,243,000 N per unit strain. Additional yaw stiffness of 98,340,000 Nm/rad
and additional yaw damping of 13,000,000 Nm/(rad/s) are numerically applied to both spar models,
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as were applied in the original OC3-Hywind numerical modeling at NREL [148].
4.5.2 Environmental Conditions
Two load cases are simulated in this study. The first load case represents a typical operational
condition, which is equivalent to an industry-standard Design Load Case, DLC 1.2 in IEC 61400-
3 [153]. An irregular wind field is numerically simulated using the TurbSim code from NREL
[154] using the normal turbulence model (NTM). The mean wind speed is 11.4 m/s at the 90 m
hub height, which is the rated wind speed of the 5-MW turbine. The model is also subject to
irregular waves, which are generated with significant wave height of 1.8 m, peak period of 6.1 s,
and conforming to the JONSWAP spectrum assuming a fully-developed sea. The second load
case represents an extreme operational condition, equivalent to DLC 1.6a in IEC 61400-3. The
irregular winds have a mean wind speed of 25 m/s, which is the cut-off wind speed of the turbine.
An extreme irregular wave process representing the 50-year extreme in the western region of the
Gulf of Mexico is selected: the significant wave height is 11.3 m with peak period 14.4 s as per
the industry standard, API-2INT-MET. The directions of waves and winds are assumed to be co-
directional in both load cases.
4.5.3 Validation Test
The new dynamic method that couples MBBT and the MCM is verified through benchmarking
against the widely recognized FAST package for the 120-m OC3-Hywind FOWT with the mod-
ified mooring system. A time-domain simulation is performed using FAST (version 8) and the
fully-coupled MBBT-MCM model. The validation test is to model the FOWT starting with zero
initial displacements and the rotor spinning at a constant 12.1 RPM. A constant force of 1000 kN
is applied to the tower in the positive surge direction at the still water level, in absence of waves
or winds (Fig. 4.4). Each blade in the MBBT model is discretized into 23 elements; each blade in
FAST BeamDyn is represented by single fifth-order Legendre spectral finite element. A conver-
gence test was performed to verify each of the two time-step sizes used in flexible blade dynamics








Figure 4.4: Directions of motions.
for the MBBT solver are nearly identical to those computed using 0.003 s for both solvers. The
time-step sizes are set to be 0.02 s and 0.005 s for all remaining examples.
Figs. 4.5 and 4.6 show the platform and blade responses computed by FAST and the new
MBBT-MCM coupled model. The test results show good agreement, despite the two methods be-
ing based on different numerical models for the blade, mooring, hydrostatics, and hydrodynamics.
4.5.4 Simulation Cases
The MBBT-MCM couple model combined with the aerodynamic solver (AeroDyn) and control
routine (DISCON) from the FAST package are used to simulate six different cases (Table 4.2).
The FOWT’s with the 120-m spar and the 74-m spar are each simulated subject to the typical and
extreme operational conditions specified in Section 4.5.2. Two fixed cases are also included, in
which the spar/tower is held fixed throughout the simulation. The position at which each case is
fixed is selected as the mean angular position computed from a fully-dynamic simulation. The
“120-m fixed” case has platform roll, pitch, and yaw angles are each fixed to the steady-state mean
value computed from the 120-m floating spar subject to the typical operational condition. The “74-
m fixed” case has a platform roll, pitch, and yaw angles fixed to the steady-state mean values as the
74-m floating spar simulated subject to the typical operational condition. All simulation cases are
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Figure 4.5: Platform motions in validation tests.
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Figure 4.6: Blade responses and reactions in validation tests.
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Table 4.2: Simulation cases.
Case 120-m Typical 120-m Extreme 120-m Fixed 74-m Typical 74-m Extreme 74-m Fixed
Structure 120-m Floating Spar 120-m Floating Spar Fixed Tower 74-m Floating Spar 74-m Floating Spar Fixed Tower
Wind 11.4 m/s @90 m, NTM 25 m/s @90 m, NTM 11.4 m/s @90 m, NTM 11.4 m/s @90 m, NTM 25m/s @90 m, NTM 11.4 m/s @90 m, NTM
Wave Tp=6.1 s, Hs=1.8 m Tp=14.4 s, Hs=11.3 m – Tp=6.1 s, Hs=1.8 m Tp=14.4 s, Hs=11.3 m –
computed in the time-domain for 800 s, including the startup transition; the platform and blades
have zero initial displacement and zero initial turbine rotation speed.
4.6 Results and Discussion
4.6.1 Highly-compliant FOWT
The feasibility of the highly-compliant FOWT design with the 74-m spar is demonstrated
through the simulation cases including the floating spar subject to both the typical and extreme
operational conditions. The compliant FOWT does not experience substantial oscillatory motions
when subject to the typical operational condition and survives in the extreme operational condition.
Fig. 4.7 shows the turbine start-up and steady-state operation when subject to the typical con-
dition. Blade pitch remains zero because aerodynamic torque is below the activation threshold
of blade pitch control. Fig. 4.8 shows the platform motions, including a large steady-state mean
pitch angle of 16.2◦. The compliant platform barely oscillates under the typical wind and wave
excitations.
Acceptable dynamic system performance of the highly-compliant design is verified in the ex-
treme operational condition. Fig. 4.9 shows benign behaviors for both FOWT designs in the steady-
state. The power output is regulated by the control system to between 5 to 5.5 MW by increasing
blade pitch angle to around 23◦. The 74-m spar experiences larger platform pitch angles and greater
surge oscillation than the 120-m spar. The wind turbine on the compliant platform operates nor-
mally despite the platform motions. The mean platform pitch angle in the extreme condition for
the compliant design is smaller than that in the typical condition, because the increased blade pitch
significantly reduces the wind thrust force per megawatt generated.
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Figure 4.7: Turbine performance of 74-m spar in the typical operational condition.






































Figure 4.8: Platform motions of 74-m spar in the typical operational condition.
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Figure 4.9: 120-m spar and 74-m spar in the extreme operational condition.
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4.6.2 Control-induced Platform Oscillations
Blade pitch control is shown to cause substantial platform oscillations in the simulation case of
the 120-m floating spar subject to the typical operational condition. Fig. 4.10 shows the dynamic
coupling between active blade pitch control and platform motions. The FOWT experiences strong
oscillatory platform motions when blade pitch control is active, but only minimal oscillations if the
blades remain at a fixed angle relative to the hub. Constant blade pitch angle results in a nearly-
constant aerodynamic drag coefficient. Therefore, wind thrust increases as the platform pitches
upwind because the relative wind speed on the rotor increases, and the wind thrust decreases as
the platform pitches downwind, resulting in a strong damping effect. The active control algorithm
increases the blade pitch angle at times of high wind to protect gearbox and generator, which also
effectively changes the drag coefficient and wind thrust of the rotor. Fig. 4.11 shows the mechanism
of the dynamic coupling. The blade pitch angle increases with the apparent wind associated with
the tower pitching into the wind; as the tower pitches downwind the blade pitch is decreased to
maximize generator output in the reduced apparent wind. This behavior results in an oscillatory
wind thrust force coupled with tower pitch motion, and leads to a control-induced resonance.
This dynamic coupling phenomenon has been observed and studied, e.g. [155, 156]. The control
routine for a FOWT system should be designed and tested including its effects on overall platform
dynamics, and blade pitch control can be used to control floating platform motions [157, 158].
4.6.3 Imbalanced Aerodynamic Loads
Significant dynamic responses observed in the simulation case of the 74-m floating spar in the
typical condition are found to be caused by imbalanced aerodynamic loads. Fig. 4.12 shows the
power spectral densities (PSD’s) of platform pitch, roll, and yaw motions in steady-state (200 to
800 s). Wave loading excites platform pitch oscillation, and pitch and yaw motions are coupled by
gyroscopic effects. The peak of the wave spectrum can be seen in the PSD’s of pitch and yaw at
about 0.16 Hz (1/6.1 s). The highest peak in the PSD of platform roll is at about 0.03 Hz, which
is roll natural frequency. Multiple peaks in these PSD’s are also observed at 0.6, 1.2, and 1.8 Hz,
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Figure 4.10: Platform motions of 120-m spar in the typical operational condition.
























Figure 4.11: Turbine performance of 120-m spar in the typical operational condition.
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Figure 4.12: PSD’s of 74-m spar in the typical operational condition.
especially for yaw motion. These responses are found to be caused by the imbalance of turbine
aerodynamic loads acting on the top of tower, which are associated with blade rotation at 12 RPM
(3×12/60 s = 0.6 Hz).
The imbalanced aerodynamic loads are found to be induced by the axial-asymmetric deflections
of blades. Individual blade deflects differently at various position in single revolution, such that
the three-blade turbine cannot be considered as an axial-symmetric body. Two special cases are
simulated to demonstrate the cause of the imbalanced aerodynamic loads. The 5-MW wind turbine
is simulated without precone or shaft tilt on a upright fixed tower in a 13 m/s uniform wind field,
such that the turbine rotates on a vertical plane. Gravity is considered in the first case while is
neglected in the second one. Fig. 4.13 shows the time-history of the aerodynamic yaw moment
at steady-state, in which non-zero mean and periodic variation are observed in the first case. The
blades deflecting differently subject to gravity about the spinning axis creates axial asymmetry in
the uniform wind field, which generates axial-asymmetrical aerodynamic loading. The resulting
aerodynamic effects of the loading asymmetry is most prominent in the yaw direction because
yaw moments would be zero for an axial-symmetric turbine rotating in an uniform wind field,
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Figure 4.13: Comparison of resultant aerodynamic yaw moment.
and because yaw stiffness and damping are very low for a spar floater. The axial-asymmetric
deflections of blades also affect aerodynamic forces and moments in all other directions. Similar
axial-asymmetric blade deflections and imbalanced aerodynamic loads could also result from wind
shear profile or a tilted rotor plane.
4.6.4 Coupled Dynamics
The couped dynamics of FOWT systems are investigated using power spectral analysis of sin-
gular value decomposition (SVD) results. SVD is a common method to orthogonally decompose
discretized data, which can be used to numerically extract proper orthogonal modes (POM’s) from
vibratory displacements. The resulting POM’s are orthogonal mode shapes that are mathematically
optimized representations of a data set. The displacements ofN DOF’s of a structure are expressed
as column vectors x(t) making up a N ×M matrix that includes time-histories of M time-steps:
X =
[




x1(t1) . . . x1(tM)
... . . .
...
xN(t1) . . . xN(tM)
 (4.1)
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The SVD of matrixX can be computed as:
X = USV T (4.2)
in whichU is aN×N orthonormal matrix of eigenvectors ofXXT ; V is anM×M orthonormal
matrix of eigenvectors ofXTX; and S is a N ×M matrix whose main diagonal has non-negative
real numbers that are the singular values of matrix X . The POM’s are given by the column vec-
tors in matrix U , and the time-histories of the magnitude of each POM are given by the first N
column vectors in matrix V . The ratio of the singular value associated with each POM to the sum
of all singular values indicates the percentage that the corresponding mode contributes to the total
response. POM’s differ from conventional eigenmodes in that they are not solely dependent on
structure properties but also include load effects, and they are not associated with any particular
frequencies. Time-histories of the magnitude of each POM can be extracted from simulation re-
sults, and spectral analysis of these POM’s can be used to reveal the main frequency features of
nonlinear blade vibration.
The 120-m floating case subject to the typical condition and experiencing control-induced os-
cillations is investigated to assess the dynamic coupling between blade vibration and platform
oscillations. SVD is applied to compute the singular values and POM’s of a blade for the last 10
minutes of simulation (200 to 800 s). The ratios of singular values of the first three POM’s are
92.8%, 6.1%, and 0.6%, respectively, indicating the first two POM’s are accounted for nearly 99%
of the blade deflections. Fig. 4.14 shows the PSD’s of the first two POM’s. Dynamic coupling
between blade vibration and overall system is demonstrated as the peaks at the frequency of the
wind-pitch resonance (0.03 Hz) are observed in both PSD’s. Dynamic coupling between blade
vibration and rotor spin is also demonstrated: the second, third, and fourth peaks of the first POM
(0.4, 0.2, and 0.6 Hz) and the first peak of the second POM (0.2 Hz) are all associated with turbine
rotation. The peak at 1.04 Hz is associated with the first edgewise bending natural frequency of
the blade [159].
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Figure 4.14: PSD’s of the blade POM’s for 120-m spar in the typical operational condition.
Figure 4.15: PSD of the first blade POM for 74-m spar in the typical operational condition.
The 74-m floating case subject to the typical condition is also investigated. The ratios of sin-
gular values of the first three POM’s of a blade are 94.5%, 4.8%, and 0.3%, respectively. Fig. 4.15
shows the PSD of the first POM. Blade dynamics are closely coupled with rotor spin when the plat-
form hardly oscillates: frequency peaks of the first POM are spaced evenly with a 0.2 Hz interval.
4.6.5 Fatigue Loading Comparison
The simulation results computed using the MBBT-MCM coupled model for the six cases are
found to capture important dynamic behaviors of FOWT systems, and are further used for fatigue
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analysis. The effects of coupled dynamics on fatigue loading are investigated by comparing the
short-term damage-equivalent loads (DEL’s). The short-term DEL’s of the loads at blade roots and
turbine shaft are computed using the MLife code from NREL [160, 161] for 10-minute results
(200 to 800 s) of all six simulation cases. Miner’s rule, rainflow cycle counting, and Goodman
correction with Goodman exponent equal to one are used in MLife for damage computation. DEL
is the one-sided amplitude of an oscillatory load that has a set mean value and a set frequency and
causes the same fatigue damage as a given load time-history. All the DEL’s are computed based
on mean value equal to zero and frequency equal to 1 Hz, and applying the Goodman correction
for mean stress. The ultimate loads are estimated from maximum loading in the extreme condition
simulations and a total safety factor of 1.755 (1.35 loading safety factor combined with 1.3 material
safety factor) [159]. The Whöler exponent is set to be 10 for composite blade or 3 for steel shaft,
as is common practice.
Table 4.3 shows the short-term DEL’s of flapwise-edgewise combined bending moment, com-
bined shear force, and axial force at the root of a blade, and the shaft torque. The estimated ultimate
loads are 1.775e7 Nm, 6.475e5 N, 1.481e6 N, and 8.909e6 Nm, respectively. The 120-m fixed case
has a tower pitch angle of 4.5◦; the 74-m fixed case has a tower pitch angle of 16.2◦. Fatigue dam-
age at blade root predicted for the fixed cases is compared and tower pitch is found to be adverse
to fatigue life, because gravity loading in the flapwise bending has an increased mean. Fatigue
damage predicted for the fixed cases and the floating cases is compared for the typical operational
condition. Platform oscillations are found to adversely affect fatigue life. The 120-m floating case
experiencing the wind-pitch resonance has larger DEL’s than its fixed counterpart, while the DEL’s
for the 74-m floating spar that barely oscillates are similar to those for the fixed case. Fatigue dam-
age predicted for the original 120-m spar and the compliant 74-m spar is found to be similar for the
extreme operational condition. These results reflect only the DEL’s at the blade root and the shaft
for a very limited number of cases. A more detailed fatigue assessment would need to consider
fatigue damage along the blade and at other fatigue-sensitive locations on a FOWT structure, and
to include substantially more environmental conditions.
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Table 4.3: Short-term damage-equivalent loads.
120-m Fixed 120-m Typical 120-m Extreme 74-m Fixed 74-m Typical 74-m Extreme
Bending Moment (Nm) 2.208e6 3.242e6 4.757e6 3.200e6 3.562e6 4.759e6
Shear force (N) 7.576e4 9.207e4 1.733e5 9.708e4 1.029e5 1.679e5
Axial force (N) 2.201e5 2.369e5 2.682e5 2.021e5 1.987e5 2.560e5
Shaft Torque (Nm) 1.762e5 3.646e5 8.679e5 1.552e5 1.998e5 9.955e5
4.7 Conclusions
A multi-scale dynamic coupling method has been developed that combines momentum-based
beam theory (MBBT) with multibody momentum cloud method (MCM). The MBBT-MCM cou-
pled model has been shown to be an effective numerical tool for simulating the coupled dynamics
of floating offshore wind turbines. Six cases are simulated with each being subject to either an
typical or an extreme operational condition. The proposed multi-scale coupling scheme has been
demonstrated to effectively capture various coupling dynamic behaviors of FOWT systems. A
highly-compliant FOWT design has been found feasible for the typical and extreme operational
conditions simulated in this study. An improperly-designed blade pitch control has been shown to
induce platform oscillations through wind-pitch resonance. Imbalanced aerodynamic loads have
found to be induced by axial-asymmetric deflections of the blades. Turbine rotation and floating
platform motions have been shown to significantly affect blade vibration. The damage-equivalent-
loads computed for the six simulation cases have used to show that large platform oscillations




A geometrically-exact beam formulation, momentum-based beam theory (MBBT), and a non-
linear geometrically-exact dynamic theory for pipes conveying fluid are derived in this dissertation.
Separation of displacements and local linearization techniques are used with these theories to de-
velop piecewise-linear models for computation of large-displacement nonlinear dynamics. The
new theoretical and numerical developments are implemented in ocean engineering applications,
including floating offshore wind turbines (FOWT’s) and a top-tensioned marine riser.
MBBT is derived in Chapter 2, in which coordinate transformation matrices are used through-
out the derivation to rigorously consider geometric and kinematic nonlinearities. The resulting
theory is different from other existing geometrically-exact beam formulations in that it is derived
based on momentum conservation in vector form and it can be expressed with respect to arbitrary
non-inertial reference frames. The vector-based formulation enables easy application of practical
engineering assumptions, which leads to linearized and simplified versions of the fully nonlinear
MBBT. These simplified theories bridge the gap between the classical Timoshenko beam theory
and modern geometrically-exact beam theories, allowing users to select a beam theory suitable
for their particular applications. The formulation in non-inertial frames enables separation of dis-
placement and easy coupling with multibody models. Combining linearization and separation of
displacement techniques enables the development of a piecewise-linear formulation and a time-
stepping scheme, allowing nonlinear dynamics to be reduced into a series of piecewise-linear
models, in which conventional discretization methods are applicable. A piecewise-linear finite
volume beam solver is developed and shown to effectively solve dynamics of beams having large
deformations and overall motions.
A momentum-based dynamic theory for pipes conveying fluid is derived in Chapter 3. The
methodology used to derive MBBT is modified to include dynamic effects of the internal flow, in
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which the total momentum is computed as a sum over both the fluid and pipe. The resulting theory
is the first model that rigorously addresses geometric and kinematic nonlinearities and inertial
coupling effects for pipes conveying fluid and having large deformations and overall motions. The
fluid is viscous and assumed to be incompressible and homogeneous, and fluid pressures along the
pipe are the primary variables in this model. The linearization and separation of displacements
techniques are adopted for application to the pipe theory. The resulting piecewise-linear finite
volume pipe solver is applied to rotating pipes and a top-tensioned marine risers to demonstrate
the significant effects of inertial coupling and internal pressure.
A multi-scale weakly-coupled method is developed in Chapter 4 to combine MBBT and a
multibody model for application to FOWT’s. The piecewise-linear MBBT beam solver is used
to compute blade dynamics by modeling each blade as a cantilever beam with the fixed-end at-
tached to the moving hub. The existing in-house multibody code based on the momentum cloud
method is used to compute the coupled dynamics of the three-rigid-body system consisting of the
spar/tower, nacelle, and hub. An advanced numerical tool is developed for fully-coupled aero-
hydro-servo-elastic simulation of FOWT systems, which is used to demonstrate the effectiveness
of the proposed coupling method. Two different spar-type FOWT designs are investigated, one of
which is a highly-compliant design. Each design is subject to two time-domain simulations, rep-
resenting a typical and an extreme operational conditions. Various coupling dynamic effects are
investigated, including the coupling between blade vibration and platform motions, the coupling
between blade pitch control and platform motions, and the coupling between blade vibration and
turbine rotation. Aerodynamic imbalance loading cause by axial-asymmetric deflections of blades
is analyzed. Fatigue effects are quantified as short-term damage-equivalent-loads, and platform
motions are shown to adversely affect blade fatigue performance.
5.2 Future Work
Several potential future developments have been identified.
(a) A finite element discretization method for the piecewise-linear beam or pipe model may
be developed to enhance the likelihood of the new theory gaining widespread acceptance through
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compatibility with conventional finite element analysis and design tools. A finite element dis-
cretization might also enable better accuracy and/or efficiency than the finite volume method.
(b) A fully nonlinear numerical method may be developed to directly solve the geometrically-
exact nonlinear governing equations for beams or pipes without relying on the piecewise-linear
models.
(c) A linearized model for pipes conveying fluid and having large overall motions may be
derived by further simplifying the proposed pipe theory with additional assumptions.
(d) The theory for pipes conveying fluid may be expanded to include the Poisson effect of pipe
walls. A single combined element may be a very efficient method to model nonlinear dynamic
pipe-fluid systems.
(e) A new methodology to assess fatigue damage on FOWT blades for different FOWT designs
may be developed, in which fatigue estimations are based on the proposed fully-coupled simulation
tool.
(f) Physical experiments on beams and pipes subject to large overall motions would be valuable
for verification of the new nonlinear dynamic beam and pipe theories.
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