Abstract-This paper considers the estimation of reliability and availability of intrusion-tolerant systems subject to non-detectable intrusions. Our motivation comes from the observation that typical intrusion tolerance techniques may in certain circumstances worsen the non-functional properties they were meant to improve, such as dependability. We start by modeling attacks as adversarial efforts capable of affecting the intrusion rate probability of components of the system. Then, we analyze several configurations of intrusion-tolerant replication and proactive rejuvenation, to find which ones lead to security enhancements. We consider different attack and rejuvenation models and take into account the mission time of the overall system and the expected time to intrusion of its components. In doing so, we identify thresholds that distinguish between improvement and degradation. We compare the effects of replication and rejuvenation and highlight their complementarity, showing improvements of resilience not attainable with any of the techniques alone, but possible only as a synergy of their combination. We advocate the need for thorougher system models, by showing fundamental vulnerabilities arising from incomplete specifications.
I. INTRODUCTION
The design of dependable and secure distributed systems usually considers the use of enhancing techniques, such as replication [1] and rejuvenation [2] , in order to cope with faults and intrusions. In this paper we highlight attack scenarios for which the reliability and availability of dependable systems capable of tolerating intrusions (a.k.a., intrusion-tolerant systems [3] ) might be decreased, when compared to non-enhanced systems. We show how oversimplified system models, with incomplete specifications, may leave room for intrinsic vulnerabilities.
From a reliability theory [4] standpoint, fault tolerance has been extensively studied as a common approach to deal with fail-prone components. A straightforward intuition is that techniques of redundancy in space (replication) and time (rejuvenation) usually make a system more dependable. Replication enables a system to withstand the failure of some nodes (a.k.a., replicas or components) up to a certain fault tolerance threshold, e.g., f out-of n; rejuvenation (a.k.a., repair or recovery) allows malfunctioning nodes to be restored to a healthy state.
In the context of malicious attacks, intrusion tolerance techniques [3] go beyond traditional fault tolerance. Besides enabling dependable systems to cope with crashes and (typically random) abnormal behaviors, it also tolerates undetected intrusions, where parts of the system become under control of an adversary. Intrusion tolerance explicitly aims to preclude such intrusions from implying global security failures, e.g., loss of confidentiality. One could believe that techniques used for traditional fault tolerance imply the same improvements for intrusion-tolerant systems. However, different requirements usually imply different levels of sophistication and thus different characteristics. For example, the ratio (f /n), between the threshold of tolerable intrusions (f ) and the degree of replication (n), usually decreases. Also, implementation of rejuvenations must become resilient to nodes that might have already been stealthily intruded. Because of these differences, the security-enhancement being sought may be jeopardized, if the estimation of reliability (R) or availability (A) are neglected.
It is often argued that one of the pitfalls of replication and rejuvenation techniques is their inability to cope with common-mode failures. We delimit our scope by not addressing the ways in which diversity (in space or time) can be adequately implemented to circumvent such problem (see examples in [5] ). Nevertheless, we point out that, even assuming a probabilistic independence of intrusion between nodes, dependability properties may still be brought down in intrusion-tolerant systems. We consider that existing practical scenarios (as we shall exemplify) fit well our models.
This paper aims to promote thorougher system model specifications for dependable systems, in a way that allows the measurement of the dependability properties whose improvement is being attempted. We exemplify variations of reliability and availability brought upon by different models of attack, ratios of fault threshold over replication degree and rejuvenation strategies.
We summarize the contributions of this paper as follows: 1) we propose an intrusion model that is directly dependent of the adversarial effort for intruding nodes and compare results for different instantiations of attack; 2) we identify scenarios where intrusion-tolerant replication intrinsically decreases reliability and availability of a system under attack;
3) we find configurations towards reliability and availability improvement goals, for finite, unbounded and infinite mission times, identifying in particular a synergy between replication and rejuvenation. The remainder of the paper is organized as follows: Section II introduces our preliminary system model; Section III illustrates analytic and quantitative results, focusing on reliability, and formalizes a notion of resilience-improvement; Section IV extends the system model to consider rejuvenations and presents results for systems where this technique is employed, now focusing on availability; Section V describes some related work; Section VI concludes the paper with some final remarks. In adittion, an Appendix presents mathematical details that sustain the results of the paper.
II. PRELIMINARY SYSTEM MODEL Definition 1. An intrusion-tolerant replicated n, f system, with 0 < f < n, is a system made up of n nodes, correct while the simultaneous number of intruded nodes does not exceed f . 1, 0 is called the reference system -one that fails when its single node is intruded.
With "intruded" we intend a meaning more general than faulty. For example, we want to include cases where a node might continue to execute correctly, despite already under the control of a malicious adversary. Such control may be as subtle as being able to decide at any time to interfere with the service running on the node.
Initially we are interested in comparing characteristics of n, f with those of 1, 0 , when the former is built as an architectural enhancement of the later, using intrusiontolerant replication. Many implementations fit this model. For example: f = n − 1 for some synchronous crash faulttolerant (Crash FT) protocols [1] ; f = (n − 1)/2 for some Byzantine fault-tolerant (BFT) systems with synchrony [1] or using trusted components (e.g., [6] ); f = (n − 1)/3 for general BFT systems (e.g., [7] , [8] ). Definition 2. The mission time (MT) of a system is the uninterrupted interval of time during which the system is intended to be correct. MT may be finite and known, finite but unknown, or infinite.
Definition 3. The reliability (R) of n, f is the probability that the system will never fail during its MT.
Definition 4.
The availability (A) of n, f is the probability that the system is not failed at an instant of time randomly chosen, uniformly from the MT period.
Definition 5. A dependability property (e.g., R or A) of a n, f system is said to be desirable if it is better than in 1, 0 . For example, if R n,f > R 1,0 , then n, f is said to have desirable R.
Assumption 1 (Intrusion model). The system has a n, f architecture, with state represented by a vector φ of length n. The state of each node j, with j ∈ {1, ..., n}, is given by φ j ∈ {0, 1}, with 0 for healthy and 1 for intruded. Each node starts in a healthy state and transitions probabilistically to an intruded state, according to an intrusion rate probability (IRP) density λ j (t), at each instant (t), directly proportional to an intrusion adversarial effort (IAE) exerted on the node. The proportionality ratio IRP/IAE is the same for all nodes.
The distinction between IRP and IAE allows avoiding the specification in advance of the behavior of the attacker. The proportionality relation implies that all nodes have the same probability of being intruded when subjected to the same IAE, even though an attacker may still choose to attack different nodes with different variations of effort. In our simple examples, we shall omit the proportionality constant and use λ j (t) indistinctively to specify IRP and IAE. Following a conservative estimation of reliability, it is considered that global failure of a n, f system occurs at the first instant of time in which more than f nodes are in intruded state. We now proceed with two alternative attack models, both of practical interest.
Assumption 2 (Attack models). The system will be attacked in one of the following manners:
• Parallel Attack ( ) -The IAE is equal on all healthy nodes and has constant intensity (λ).
• Sequential Attack (∴) -The IAE targets one healthy node at a time, with constant intensity (λ)
Formally (and omitting t): a -attack satisfies (∀j) (λ j ≡ λ × (1 − φ j )); a ∴-attack satisfies (∃j :
These two assumptions do not consider cases of exploitation of common vulnerabilities capable of leading to immediate simultaneous intrusion. Our implicit assumption is that replication considers intentional diversity to cope with some vectors of attack [5] , from which systems usually try to protect themselves. Nonetheless, we intend to show that even with independence of intrusions reliability and availability can still be lowered by the use of replication. It is also worth mentioning a commonly overlooked fact: although independence is better than a possibility of simultaneous collective intrusion, it is not an optimal situation. As noted in [9] , "better than independence can actually be attained".
Actually, there are two orthogonal axes of dependence: one is respective to intrusions (our model is indeed of independence, because the ratio IRP/IAE is a constant, which implies that intrusions do not become easier with time nor after other intrusions); another is respective to architectural aspects of attack (e.g., in the -attack model nodes are attacked independently of others, whereas in the ∴ there is a good dependence in that each node under attack protects all remaining healthy nodes from being attacked).
At first glance, it may seem that the different attack models are only a matter of an attacker's choice, i.e., choosing ETTF for sequential attack model. For each system, the horizontal coordinate of the plotted points is the minimal n that allows a certain threshold f . Note some awkwardnesss in system Lim FT (b, ), where the ratio f /n is not monotonic for the sequence of plotted points (enabling f from 0 to 10) -note in f (n) the division by a non-integer.
versus ∴ attack and/or choosing dispersed (lower λ) versus focused (higher λ) effort. However, these options might be constrained, for example if the system's architecture does not expose itself to attacks. Also, for some types of attack, the malicious goal of stealthiness may limit the effort on each node (e.g., too many incorrect password attempts per day may trigger some alarm). In such cases, a -attack on n nodes might not be replaceable by a ∴-attack with a focused effort n times higher in a single node at a time, because otherwise it would be detected.
Some examples consistent with our assumptions:
• A set of nodes, each protected with a random-onetime-password, for a -attack using random password attempts, with equal frequency in all nodes.
• A set of software nodes, each diversified with instruction set randomization [9] , for a buffer-overflowattack. Here, the vulnerability might not be eliminated, but the way to exploit it becomes obfuscated -the code injection leading to intrusion varies per node.
• A set of nodes geographically dispersed, for a socialengineering ∴-attack, requiring human presence and performed by a single person.
III. TIME, RELIABILITY, RESILIENCE
In this section we try to determine the reliability (R) of n, f systems, under both models of attack, considering different perspectives: 1) Which n, f systems have a desirable expected time to failure (ETTF)? 2) For which mission time (MT) does a n, f system have a desirable R?
3) Given a MT, a goal of R and a functional relation between the replication degree n and the intrusion tolerance threshold f , how to adjust f or n? 4) How to define goals of R-improvement and how to achieve them?
A. Expected Time to Failure
For 1, 0 the parallel ( ) and sequential (∴) models of attack are equivalent. In both, the probability that the single node becomes intruded follows an exponential distribution (see Appendix). Here, the ETTF (µ 1,0 = 1/λ) is the inverse of the node's intrusion rate probability (IRP) (λ).
The ETTF is a metric often used for a quick intuition about the reliance of a system. Also, the MT of a system is often defined as a function of its ETTF. Thus, we now determine the circumstances in which the ETTF increases or decreases with the number of nodes. Let µ n,f stand for the ETTF of a n, f system. We want to know if the ratio b n,f = µ n,f /µ 1,0 is higher or lower than 1.
To be practical, we shall group systems by functional relations n(f ), e.g., n = f +1 or n = 2f +1, typically characterizing different types of protocol and types of tolerated faults. We shall use suggestive names, such as Crash and (synchronous or asynchronous) BFT, to label such groups, but the analysis will be based not on the type of faults, but only on the relation between n and f .
For parallel attacks, the ratio is b n,f = H n − H n−(f +1) , as deduced in [10] , with H n = n i=1 i −1 being the harmonic-number function. Figure 1 shows curves for several cases. In the extreme of higher ETTFs is the type of system (•) that works correctly while at least one node is healthy (f = n − 1), having µ n,n−1 = µ 1,0 × H n . The system maintains a desirable ETTF while µ n,f > µ 1,0 .
When the intrusion tolerance threshold ratio f /n decreases below a certain limit, the system eventually transitions to an undesirable ETTF. The Lim FT curve ( ) illustrates, for several values f , the limit case of desirable ETTF. Asymptotically (in the limit n → ∞), the transition occurs for f /n = (1 − 1/e) ≈ 0.63, with e ≈ 2.718 being Euler's number. For lower f /n ratios, the global ETTF decreases while the threshold f increases, as seen in curves with f = (n − 1)/2 ( ) and f = (n − 1)/3 ( ), as typically used in intrusion-tolerant systems, namely of type Byzantine fault-tolerant (BFT). Though decreasing, for these cases the ETTF still converges to a positive value. For example, with f = (n − 1)/3 the ETTF tends to log(3/2) ≈ 40.5% of µ 1,0 . In a further extreme, when the ratio f /n itself converges to 0 while increasing f , the ETTF also converges to 0, as shown with the Sqrt FT curve ( ), with n = f 2 + 1. The extreme case happens without intrusion tolerance, i.e., f = 0 (not shown in the figure), implying a global ETTF of µ n,0 = µ 1,0 /n, with faster convergence to 0 as n increases.
For sequential attacks, the ETTF is much higher, with b n,f = f + 1 (also deduced in [10] ), if λ is fixed when varying n. Each node has an expected time to intrusion of µ 1,0 , once it starts being attacked. The higher increase of ETTF with f is now the result of a (good) dependence between the intrusion adversarial effort (IAE) on different nodes. Intuitively, a node being attacked draws all the attention from the attacker and thus, while healthy, it protects the other nodes from being attacked. Figure 2 highlights the ETTF in function of n, for different f, n systems. Note that if this graphic was plotted in function of f , all curves would superpose, as µ n,f is now a pure function of f .
In conclusion, the differences in types of attack ( versus ∴), may make the difference between improving or worsening the ETTF of a system, when augmenting its configuration from 1, 0 to n, f . This should bring to attention the importance of considering architectural aspects, that may limit the types of attack, when deciding on how to achieve intrusion tolerance.
B. Reliability per Mission Time
The ETTF is a useful metric, but there is no fundamental reason for it to be the desired MT. Thus, we now consider a more dynamic perspective and analyze the reliability (R) for different MT values. We are interested in knowing what are the MT for which intrusion tolerance does not worsen the system's reliability, when compared to that of 1, 0 . This information is important when one wants to define an adequate MT given a n, f system, or, vice-versa, select the best n, f system given a predetermined MT.
We shall use symbol τ to express time with an implicit unit of µ 1,0 (the expected time to intrusion of a node under attack). In Appendix we include the explicit mathematical formulas for R, in both attack models, involving hypergeometric functions. Parallel Attack Model. Table I and Figure 3 show the variation of R n,f (τ ) for several pairs n, f . When little time has passed, an intrusion-tolerant system with f > 0 has desirable R, because it is not yet likely that many nodes have been intruded. As time passes, more nodes are likely to have been intruded and thus a low ratio f /n may imply lower R. In Figure 3 we show solutions (τ max ) of the MT for which R transitions from desirable to undesirable. In other words, [0, τ max ] is the interval for which R n,f (τ ) ≥ R 1,0 (τ ).
For example, consider a context that requires n = 3f + 1 and for which each node under attack has an estimated expected time to intrusion of 1 year. From Table I , we see that, when compared to 1, 0 , a system 4, 1 has desirable R for τ = 0.2, i.e. a MT of 2.4 months, because (R 4,1 (0.2) > R 1,0 (0.2)). However, for τ = 0.5, i.e., a MT of 6 months, the respective R is undesirable, because (R 4,1 (0.5) < R 1,0 (0.5)). In Figure3 we determine τ = 0.264 as the transition value for 4, 1 .
This example illustrates why intrusion tolerance is not on its own aligned with dependability. In this case (parallel attacks and n = 3f + 1), the specification of MT (or, more precisely, M T /µ 1,0 ) is needed to determine if intrusion tolerance brings an advantage or a disadvantage.
On a more global look to Table I and Figure 3 , we note that different functional relations between n and f imply different MT-ranges of desirable R:
1) any MT -e.g., the Crash FT curve is higher than the Reference curve for any positive MT; 2) MT up to some τ max > 1 -e.g., the Lim FT curve (with f ≥ 2) intersects the Reference curve for τ > 1; 3) MT up to some τ max < 1 -e.g., the BFT curves (with f > 0) intersect the Reference curve for τ < 1; 4) never -e.g., system 2, 0 in Table I has R lower than the Reference, for any positive MT. Figure 4 . Mission time (MT) for same reliability (R), for sequential attacks. Each curve is associated with an intrusion tolerance threshold f , being independent of n. Each point τ, τ means that, for a MT τ in 1, 0 , the respective n, f system has the same R when its MT is τ . Curve a (•), with f = 0, is the identity τ =τ .
Sequential Attack Model. In this model, the time required to intrude more than f nodes is independent of the total number of nodes (n). For any MT, the R always grows with the intrusion-tolerance threshold f . Formally,
Still, for any n, f , R still converges to 0, as time increases. Due to space constraints we omit a table with numerical values of R.
For the ∴-attack model, a graphic equivalent to the one in Figure 3 would have no curve intersections, thus, we proceed directly to a new perspective with Figure 4 , showing how, for a fixed R, an increase of f allows an increase of MT. This graphic allows the determination of the adequate f , whenever wanting to increase the MT while maintaining the R of the overall system. Note that near τ = 1 the multiplicative factor of MT-improvement is approximately linear with f , but for smaller values of τ the MT-improvement is much higher. For example, if having a 1, 0 system being used for a MT τ = 0.01, then a threshold f = 4 yields the same R for a new MT of τ = 1.28, i.e. 128× bigger. However, if R is instead compared with that of 1, 0 for MT τ = 1, then the replicated system can only be used for τ = 5.43. The analytic solution for R 
C. Transition times for resilience
It is easy to understand what it means to increase the MT by a multiplicative factor. However, with R (a probability), the scale is not linear and thus it may not be meaningful to ask for a linear improvement (e.g., double the R). To deal with this, Equation 1 defines a new scale, to which we suggestively call resilience (ρ), increasing linearly with the number of bits with which the R approximates to 1.
Note the resemblance with a common notion of security of cryptographic schemes [11] , in which a system has k bits of security if the best attack known to break it requires a search of complexity O(2 k ). Note also that, if using a logarithmic base 10, this would resemble the typical measure of "nines" for availability (A). We now find the values of MT for which the ρ of n, f is c-times higher than that of 1, 0 . By solving ρ n,f ≥ c × ρ 1,0 , in order of τ , we get:
Table II presents some numerical solutions for the limits of MT for which n, f systems should be designed for, when considering a desired of ρ-improvement factor c, for a attack model. Some interesting facts:
• Every n, f system has a maximum resilience factor c that it can sustain. For n = f + 1, the ρ-improvement factors are valid either for any MT (τ max = ∞) or for none at all. For the other illustrated systems, improvement factors are valid only for a finite duration of time.
• For n > 1, f = 0 always implies lower ρ, i.e., (∀n > 1) (∀c ≥ 1) (∀t > 0) (ρ n,0 < c × ρ 1,0 ).
• For any f ≥ 1, some ρ-improvements (i.e., c > 1) can be obtained for a small MT. However, only large ratios f /n allow ρ-improvements for large values of MT. As an example of interpretation, consider τ max = 0.0319, obtained in Table II for c = 2 and 7, 2 , a possible BFT system with configuration n = 3f + 1. From Equation 4 , in Appendix, we calculate the reliability (R) for such MT. For 1, 0 we get R 1,0 (0.0319) ≈ 0.969%, corresponding to a resilience of ρ ≈ 5.0. For 7, 2 we get R 7,2 (0.0319) ≈ 0.999%, i.e., ρ ≈ 10.0. Thus, we have ρ 7,2 ≈ c × ρ 4,1 , with c = 2, for M T ≈ 0.0319 × µ 1,0 . If, for example, µ 1,0 is 1 year, then a 7, 2 system doubles the ρ of a non-replicated system if it is used for only 11.4 days (0.0319 × 1 year). Cells contain τmax, the maximum τ for which ρ n,f (τ ) ≥ c × ρ 1,0 (τ ).
Highlighted in blue, italic and slightly larger font-size are the cases where the respective improvement factor is valid for τ up to at least 1.
Due to space constraints we omit the respective table for the sequential case, for which resilience is generally better.
IV. AVAILABILITY AND THE ROLE OF REJUVENATIONS
In this section we analyze the security augmentation brought upon by the use of rejuvenation [7] , [12] , [13] . Consistently with our model of intrusions and attacks (assumptions 1 and 2), we assume that the eventual intrusion of a node, at a given time, does not make easier the future intrusion of other nodes or of the same node after rejuvenation. As mentioned in Section I, this type of independence is usually achieved by the use of diversity, which can be effective for certain vectors of attack. However, within our scope, we keep agnostic to such implementations and simply assume they are effective for our purposes.
In the interest of space we have omitted from the previous section the analysis of availability (A). Its focus is not on the first global failure (probability of never failing), but instead on the accumulated delivery of service (probability of not being failed at a random instant). When not considering rejuvenations, A can be deduced by integrating the reliability (R) across time (Equation 8 in Appendix). Now that we consider rejuvenations, it becomes more pertinent to consider A (Equation 11 in Appendix). Both R and A increase with rejuvenations, because it becomes more difficult for an attack to succeed in surpassing the intrusion tolerance threshold f . However, A has the extra benefit of accounting also the moments of correctness obtained after a first global failure. Thus, A is positive even for an infinite mission time (MT). This is relevant whenever global failure is not considered a catastrophic event and the reestablishment of service is considered worthy.
A. System Model Extension
If we could detect attacks and/or intrusions, then a reactive-rejuvenation scheme could be implemented [14] .
For example: a detected attack could be mitigated by rejuvenating components more frequently; a detected intrusion could be amended by immediately rejuvenating the respective node. However, in our context of stealthiness, we can rely only on proactive-rejuvenation schemes.
We now proceed with two models of proactiverejuvenation: parallel ( ) and sequential (∴).
Assumption 3 (Periodic Rejuvenations). In a n, f system, let ∆ > 0 be the time between (periodic) rejuvenations of the same node. Let δ < ∆ (with δ ≥ 0) be the smallest time between rejuvenations of different nodes. For all j ∈ {1, ..., n}, node j begins its i th rejuvenation (with i ∈ N 1 ), at instant (j − 1) × δ + i × ∆ and completes it in a constant amount of time r, with r = δ × k, r = ∆ × (k/n) and k ∈ N 0 . Rejuvenations can be of two types: parallel ( ), if δ = 0, or sequential (∴) otherwise. A system without rejuvenation is as a -rejuvenating system with ∆ = ∞.
Some observations about Assumption 3:
• For -rejuvenations we have r = k = 0, since nodes rejuvenate simultaneously (δ = 0) every ∆ time units and k ∈ N 0 is constant.
• The number of offline nodes (i.e., being rejuvenated) at any instant in time is either k = 0, if r = 0, or a positive integer k = r/δ. Thus, the number of online nodes is constant: n = n − k. Each node is online for durations ∆ − r, interleaved with offline durations r.
• n now accounts also with the k offline nodes.
• Parameters r, δ and ∆ will be expressed in time units of µ 1,0 , using symbol τ , as was already done with MT. The choice of the rejuvenation scheme might not be arbitrary. For example, if the system implements non-stop operations, the rejuvenation process might require transfer of state from online nodes to rejuvenating nodes, thus making a ∴ scheme more appropriate than a one. In such cases, parameters k and r are relevant in terms of implementation. Actually, inability to enforce a fixed bounded limit on r may result in security vulnerabilities for some protocols, as noted for example in [12] . However, for the purpose of estimating R or A, a ∴-rejuvenating system, with n nodes and r time per individual recovery, is equivalent to one with n = n − k nodes and instantaneous rejuvenation (r = 0) of nodes. Thus, henceforth we shall use a reduced notation (in subscript) to distinguish the type of rejuvenation:
• , ∆ : parallel ( ) rejuvenations with period ∆ and assuming δ = 0.
• ∴, δ : sequential (∴) rejuvenations, with consecutive nodes being rejuvenated at instants separated by δ.
B. Parallel rejuvenation
On each parallel ( ) rejuvenation, a n, f system resets to a completely healthy state. Formally, be obtained (Equation 10 in Appendix) as a product of reliabilities (R n,f ) in time-windows of width ∆ or less. Notably, for the reference system 1, 0 (or any other with f = 0), rejuvenation does not affect R, because: (1) the intrusion of a node corresponds to the immediate failure of the system; and (2) the rejuvenation of a healthy node does not alter its intrusion rate probability (IRP). Consequently, if it is not possible to have fault tolerance, then a Rimprovement can only be obtained by using more reliable nodes. However, for n, f systems with f > 0, rejuvenation allows the healing of intruded nodes before the number of simultaneous intrusions exceeds f . This discussion shows that replication and rejuvenation have complementary roles:
• intrusion-tolerant replication, with f > 0, improves R for small MT, but it is prejudicial for large MT; • rejuvenation cannot bring benefits before its first application, but it truncates the long-term degradation of the system, periodically bringing it back to a young stage. By applying both techniques together, the R-improvement might be valid even for an unbounded MT (finite but not known in advance). To achieve such overall improvement, for a n, f system, the period ∆ should be less than the value of time (in Figure 3) for which n, f without rejuvenation has undesirable R. In this way, for example even BFT systems under parallel-attack can have desirable R for unbounded MT. However, if M T = ∞, then the R of any n, f system is 0, whereas the A is still positive.
C. Sequential rejuvenation
In a sequential (∴) rejuvenation scheme, even though the rejuvenation instants are periodic, there is no periodic instant where the overall system state is deterministically reset. Thus, a strong-enough attacker may have a high probability of intruding nodes at a faster pace than their rejuvenation, consequently maintaining the number of intruded nodes above the threshold f for durations much longer than ∆. In a ∴-attack-model, we assume an optimal intrusion adversarial effort (IAE) sequence, with the attacker always attempting to intrude the node which will remain un-rejuvenated for the longest time. Fig 5 shows the respective diagram.
The rules of probabilistic transition between states are easy to define and simulate. As an example, Figure 6 shows results for a ∴-attack model, when varying δ (the offset between ∴-rejuvenations). We consider cases with k = 1 and thus δ = r. The graphic shows that different n, f systems have desirable A (i.e., higher than in 1, 0 ) for different offsets δ of rejuvenations: for any δ if 2, 1 ; only for δ < ∼ 0.26 if 3, 1 ; only for δ < ∼ 0.1 if 4, 1 . Due to space constraints we skip the case of parallel rejuvenations.
D. A practical comparison of configurations
So far we have compared several n, f configurations, two models of attack, two models of rejuvenation and different perspectives of parameter selection. However, in real cases, further practical restrictions may condition the criteria for optimal configuration. We now proceed with an illustrative comparison-example. Consider that:
1) the underlying protocol requires n = 2f + k + 1, e.g., a typical synchronous or stateless BFT system with rejuvenation (e.g., [14] ); 2) the number of nodes is bounded to n ≤ 4; 3) the system will be attacked either sequentially with a focused IAE of λ = 3 per node, or in parallel with a dispersed IAE of λ = 3/ (n − k) per node. 4) the rate at which nodes can rejuvenate is proportional to the number of available off-line nodes, e.g., new (diversified) software replicas are generated using the computational resources of nodes that are not online.
With these restrictions, we want to answer the following question: what is the configuration that enables a higher A, for an infinite MT? In answering this question, for different values of r (the time that a node takes to rejuvenate) we shall compare 5 different scenarios fitting the restrictions.
In order to make a fair comparison, for -rejuvenations we consider the existence of an offline virtual node (vk) in -rejuvenations, helping in the preparation of new replicas. This allows us to satisfy the restriction on the number of nodes: n+vk = 4. Additionally, since we would have r ≡ 0 for the -rejuvenation cases (Assumption 3), we consider that for the purposes of this comparison r is the time spent by the virtual node to prepare each other node's rejuvenation.
Among the 5 scenarios, one (the reference) has f = 0 and k = 3, while the other four have f = 1, contemplating the possible combinations of two types of attack ( and ∴) with two types of rejuvenation ( and ∴). We proceed with a compact notation to describe the base configurations:
• Single node: n, f, k, vk = 4, 0, 3, 0 ; rej, δ, ∆ = ∴, r/3, (4/3)r ; λ = 3.
• ∴-rej.: n, f, k, vk = 4, 1, 1, 0 ; rej, δ, ∆ = ∴, r, 4r ; λ = 1 for -attack; λ = 3 for ∴-attack.
• -rej.: n, f, k, vk = 3, 1, 0, 1 ; rej, δ, ∆ = , 0, 3r ; λ = 1 for -attack; λ = 3 for ∴-attack. Note that the online characteristics of the single node configuration are equivalent to those of a -rejuvenation scheme with: n, f, k, vk = 1, 0, 0, 3 ; rej, δ, ∆ = , 0, r/3 ; λ = 3. For any case we have:
• at any given time, n − k out-of n real nodes are online, k out-of n real nodes are rejuvenating, k + vk nodes contribute to reduce δ; • the global rejuvenation period is ∆ = r × n/ (k + vk);
• the min time between rejuvenations of different nodes is δ = r/k for ∴-rejuvenations, or δ = 0 otherwise; • the IAE exerted in each node under attack is λ = 3/ (n − k), which means n j=1 λ j (t) ≤ 3. In Figure 7 we plot the availability of such systems, in function of parameter r (time required to recover each node). This figure shows interesting results:
1. For the same rejuvenation type, a focused ∴-attack (λ = 3) is more effective than a dispersed -attack (λ = 1). This was expected, given that in a ∴-attack an optimal sequence of intrusions is pursued and that in the -attack the sum of IAE decreases with the number of healthy nodes.
2. For f = 1, as r grows, ∴-rejuvenations eventually yield a lower availability than ones (see thumbnail in Figure 7) . This was expected, as ∴-rejuvenations cannot guarantee a periodic complete recovery. Thus, a fast enough intrusion of nodes may keep the system failed for a long time.
3. As r grows, the system with lowest intrusion tolerance threshold (f = 0) but higher rejuvenation rate eventually becomes more available than the alternatives. This means that, if single nodes cannot be rejuvenated quickly enough, then it is better to increase k than f . 
V. RELATED WORK
Intrusion Tolerance. Much research has been done on intrusion-tolerant protocols (e.g., [3] , [7] , [6] , [8] ). We do not focus on protocols, but instead on high level properties, such as the functional relation between replication degree n and intrusion tolerance threshold f . One of our main motivations is to show that intrusion tolerance is not necessarily aligned with reliability or availability. Such alignment depends on a set of parameters that must combine together in a way that gives rise to desirable dependability properties.
Reliability. Reliability has been widely studied [4] , both in theory and practice. Many works consider detailed estimations of reliability. [15] (one out of many possible examples) studies a particular type of system and analyzes the probability that simultaneous faults actually lead to failure, thus distinguishing fatal from nonfatal faults. We instead follow a high level approach and, focusing on a context of malicious attack, base our estimates on simple and conservative modeling decisions: intrusions cannot be detected and any number of intrusions above the threshold implies immediate failure. Our analysis used some analytic results from [10] .
Rejuvenations. The effect of rejuvenation schemes is the topic of previous research works. For example, [16] , [14] , [2] evaluate tradeoffs between pro-active and reactive recoveries. In a similar way, we compare different models of rejuvenation, but avoid reactive schemes, given our scope of stealth intrusions. The work in [17] mentions the infeasibility of enforcing a threshold of intrusions and considers proactive recovery as a possible mitigation. It also points out caveats in asynchronous systems that depend on synchronous rejuvenations. In this paper we are not concerned with proving the feasibility of rejuvenations -we just assume their possibility. From there we study the configurations that provide an augmentation to reliability and availability.
Diversity. Much research has been done on the need of diversity in systems with rejuvenation (e.g., [18] , [19] , [20] , [13] ) and on how to avoid common modes of failure (e.g., [5] ). We do not address the problem of node vulnerabilities, but are instead just concerned with the specification of intrusions as the result of direct attack efforts. We are interested in finding configurations that allow the best dependability properties. Nevertheless, we show that degradation is possible even when intrusion independence exists.
VI. CONCLUSIONS
In this paper we showed how some (often neglected) parameters play an important role in determining the reliability and availability of intrusion-tolerant systems. We focused on the impact of mission time (MT), rejuvenation strategy and attack model. Based on our analytical and simulation-based study we found four main insights that should be taken into account when designing dependable systems: 1) To assess the benefits of replication and rejuvenation, it is essential to specify the MT, or, more precisely, its relation with the expected time to intrusion of individual nodes. Its non-specification allows opportunity for undesired levels of reliability and/or availability. For example, intrusion-tolerant replication may be counter-productive in the long term if parallel attacks are in place and malicious stealth intrusions are expected. Even a simple distinction between finite, unbounded or infinite MT might help distinguishing configurations in respect to their dependability-enhancement.
2) The choice of rejuvenation type -sequential or parallel -is important for the overall reliability and availability of the system. For example, sequential rejuvenations, incapable of guarantying that the overall system is reset to a complete healthy state, allow a subtle time-window of attack not present in truly periodic parallel rejuvenations.
3) Replication and rejuvenation have complementary roles by improving the reliability and availability of systems for two opposite extremes of a mission timeline. For some configurations, reliability is benefited from the synergy of replication and rejuvenation, even for unbounded (but not infinite) mission times. This benefit can be expressed by the defined measure of resilience, which allows a linear expression of goals-of-improvement. 4) By specifying a relation between an effort of attack and the respective intrusion rate of nodes, it is possible to circumvent the problem of not being able to predict the behavior and power of a malicious adversary. In our examples, we considered that an "effort" exerts a proportional probabilistic rate of intrusion.
The study presented in this paper is a step in understanding how to use intrusion tolerance techniques to provide tolerance to uncertainty of assumptions, making it possible to design dependable systems that better withstand any instantiation of some hidden or unspecified parameters.
