An edge-ordered graph is a graph with a linear ordering of its edges. Two edge-ordered graphs are equivalent if their is an isomorphism between them preserving the ordering of the edges. The edge-ordered Ramsey number r edge (H; q) of an edge-ordered graph H is the smallest N such that there exists an edge-ordered graph G on N vertices such that, for every q-coloring of the edges of G, there is a monochromatic subgraph of G equivalent to H. Recently, Balko and Vizer announced that r edge (H; q) exists. However, their proof uses the Graham-Rothschild theorem and consequently gives an enormous upper bound on these numbers. We give a new proof giving a much better bound. We prove that for every edge-ordered graph H on n vertices, we have r edge (H; q) ≤ 2 c q n 2q−2 log q n , where c is an absolute constant. We also explore the edge-ordered Ramsey number of sparser graphs and prove a polynomial bound for edge-ordered graphs of bounded degeneracy. We also prove a strengthening for edge-labeled graphs, graphs where every edge is given a label and the labels do not necessary have an ordering.
the edge-ordered Ramsey number r edge (H) is simply the usual Ramsey number r(K n ). However, it is not obvious that the edge-ordered Ramsey number exists in general. Balko and Vizer [2] proved that these numbers in fact do exist. Theorem 1.1 ([2] ). For each edge-ordered graph H, there exists an edge-ordered graph G such that any two-coloring of the edges of G contains a monochromatic copy of H.
However, their proof is based on the Graham-Rothschild theorem [2] , which gives an enormous bound on the edge-ordered Ramsey number [19, 31] . Theorem 1.1 also follows from a general Ramsey-type theorem of Hubička and Nešetřil, Theorem 4.33 in [22] , but their proof does not yield an explicit bound.
We improve the bound on these Ramsey numbers to single exponential type.
Theorem 1.2. For each positive integer n, there is an edge-ordered graph G on N = exp(100n 2 log 2 n) vertices 2 such that, for every two-coloring of the edges of G, there exists a monochromatic subgraph containing a copy of every n-vertex edge-ordered graph H.
Theorem 1.2 gives the following immediate corollary.
If H is an edge-ordered graph on n vertices, then r edge (H) ≤ 2 100n 2 log 2 n .
For more than two colors, one can deduce a bound from the two color case. Note that if H. Indeed, given a rs-coloring of F , we can partition the set of rs colors into s subsets of r colors, find a copy of G in F with using only colors from one such subset, and find a monochromatic copy of H within this copy of G. Applying this recursively with r = 2 gives a bound on r edge (H; q) which is an exponential tower of n's of height roughly log q. However, carefully extending the proof of Theorem 1.2 gives a much better bound. Theorem 1.4. Let n and q be positive integers with q ≥ 2. There exists an edge-ordered graph G on N := exp(8 q+1 n 2q−2 (log n) q ) vertices such that, for every q-coloring of the edges of G, there exists a monochromatic subgraph containing a copy of every n-vertex edge-ordered graph H. Theorem 1.4 gives the following immediate corollary. Corollary 1.5. For every edge-ordered graph H on n vertices and integer q ≥ 2, we have r edge (H; q) ≤ 2 8 q+1 n 2q−2 (log n) q .
After the Ramsey number of the complete graph, the Ramsey number of sparse graphs is one of the most studied topics in Ramsey theory. A natural notion of sparseness in a graph is degeneracy. A graph is d-degenerate if every induced subgraph has a vertex of degree at most d. Burr and Erdős [5] conjectured that, for every positive integer d, there exists a constant c(d) such that every d-degenerate graph H on n vertices has Ramsey number at most c(d)n. This conjecture was proved recently by Lee [25] .
It is natural to study analogous questions for edge-ordered Ramsey numbers. Balko and Vizer [2] proved some results in this direction with additional assumptions about the edge-ordered graphs. We prove a polynomial bound for edge-ordered Ramsey number of graphs of bounded degeneracy. Theorem 1.6. If H is an edge-ordered d-degenerate graph on n vertices, then r edge (H) ≤ n 600d 3 log(d+1) .
In the above, we defined an edge-ordering of a graph by assigning a unique integer label to each edge of the graph. We can generalize the notion of edge-orderings to edge-orderings with possibly repeated labels, where the integer labels are not necessarily unique. In this case, we say two edgeordered graphs with possibly repeated labels H 1 and H 2 are equivalent if there is an isomorphism between them preserving the ordering of the integer labels. In particular, equally labeled edges must be mapped to equally labeled edges. We again write G edge − −− → H, if every two coloring of the edges of G contains a monochromatic copy of H. We show that, in this case, edge-ordered Ramsey numbers still exist. In fact, we obtain a stronger result for edge-labeled graphs, graphs where every edge is given a label and the labels do not necessary have an ordering. For edge-labeled graphs G and H, we say G contains a copy of H if there is a subgraph of G with an isomorphism to H preserving the edge labels. Theorem 1.7. Let q, n, m ≥ 2, and M = q(m − 1) + 1. There exists an edge-labeled graph G with labels in [M ] such that, for every q-coloring of the edges of G, there is a set S of m distinct labels and a color c such that every possible edge-labeling of a clique on n vertices with labels in S appear monochromatically in color c. In particular, if we let m = n 2 , the edge-labeled graph G contains a monochromatic in color c copy of every edge-ordered graph with possibly repeated labels on n vertices.
Our argument uses a multicolor variant of the cylinder regularity lemma of Duke, Lefmann, and Rödl [12] and chooses a graph G whose size is triple exponential in m and double-exponential in q and n. One could alternatively prove this result by further developing the techniques already used in this work and it gives a graph G whose size is of double exponential type in m, q, n. However, for brevity, we chose to only include the proof of Theorem 1.7 using the cylinder regularity lemma.
Beyond complete graphs and sparse graphs, there is a rich study of Ramsey numbers of other graphs (see for example, the survey [9] ). It is natural to consider analogous questions for edgeordered graphs, and we do so in Section 8.
Organization of the paper. In Section 2 we establish some notation and results that we use in the proofs of our main theorems. In Section 3, we outline the proofs of Theorems 1.2 and 1.4. In Section 4, we prove Theorem 1.2. In Section 5, we prove Theorem 1.4. In Section 6, we prove Theorem 1.6. In Section 7, we prove Theorem 1.7. In Section 8, we discuss a variety of results and open problems on edge-ordered Ramsey numbers.
Preliminaries 2.1 Notation
Throughout the paper we omit floors and ceilings when they are not crucial. All log's and exp's are base 2 unless otherwise specified. For a positive integer n, let [n] denote the set {1, . . . , n}. An interval is a set of consecutive integers. For positive reals a 1 , a 2 , a 3 , let (a 1 ± a 2 )a 3 denote the range [(a 1 − a 2 )a 3 , (a 1 + a 2 )a 3 ]. A partition X 1 ∪ · · · ∪ X n of a set X is equitable if the size of any two X i 's differs by at most 1. In this work, the letter F typically denotes a graph with no edge-ordering and the letters G and H typically denote edge-ordered graphs. In a graph H (edge-ordered or not), let V (H) and E(H) denote the set of vertices and edges of H, respectively. We use the following notation for unordered graphs. 
We use the following notation for edge-ordered graphs. 
Regularity in edge-ordered graphs
We use the following notion of regularity. Definition 2.3. In a graph F , a pair of disjoint vertex subsets (X, Y ) is (α, ε)-regular if, for all X ′ ⊂ X and Y ′ ⊂ Y with |X ′ | ≥ ε|X| and |Y ′ | ≥ ε|Y |, we have
The next fact follows immediately from the definition.
The following standard lemma shows that most vertex degrees between two subsets in a regular pair are near the average degree. 
Proof. Suppose for sake of contradiction that there are more than 2ε|X| vertices x ∈ X such that deg(x, Y ) / ∈ (α ± ε)|Y |. Then there exists a set X ′ of at least ε|X| vertices such that either
The next standard lemma shows that regularity is inherited in large subsets. Lemma 2.6. Suppose that, in a graph F , vertex subsets X, X ′ , Y, Y ′ are such that the pair (X, Y ) is (α, ε)-regular, X ′ ⊂ X, and Y ′ ⊂ Y . Then, for ε ′ = ε · max(|X|/|X ′ |, |Y |/|Y ′ |), the pair
Proof. For all X ′′ ⊂ X ′ and Y ′′ ⊂ Y ′ with |X ′′ | ≥ ε ′ |X ′ |, and |Y ′′ | ≥ ε ′ |Y ′ |, we have |X ′′ | ≥ ε|X| and |Y ′′ | ≥ ε|Y |, so by (α, ε)-regularity of the pair (X, Y ), we have
This proves that the pair (
The next lemma shows that, across regular pairs, most co-degrees are near what one would expect in a random graph with the same edge density. Lemma 2.7. Let α and ε be such that α ∈ (0, 1 2 ) and ε ∈ (0, α 5 ). Let F be a graph and X, Y, Z be pairwise disjoint subsets of vertices such that the pairs (X, Z) and (Y, Z) are (α, ε)-regular. Then,
and bad otherwise. By Lemma 2.5 on the (α, ε)-regular pair (X, Z), there exists a subset X ′ of X such that |X \ X ′ | ≤ 2ε|X| and such that, for all
Hence, as the pair (Y, Z) is (α, ε)-regular, by Lemma 2.6, the pair (Y, Z x ) is (α, ε α−ε )-regular. By Lemma 2.5 on the pair (Y, Z x ), there exists a set Y x consisting of all but at most 2 ε α−ε |Y | vertices of Y such that, for all y ∈ Y x , we have deg (F ) (y, Z x ) ∈ (α ± ε)|Z x |. In this case, all such y satisfy
where in the last inequality we used |Z x | ≤ (α + ε)|Z| and the bound (
Hence, the vertex pair (x, y) is good. Thus, there are at most 2 ε α−ε |Y | bad vertex pairs for each of the at most |X| vertices x ∈ X ′ . There are also at most |Y | bad vertex pairs for each of the at most 2ε|X| vertices x ∈ X \ X ′ . This gives a total of at most ( 2ε
We now define ε-regularity for edge-ordered complete graphs and prove the existence of ε-regular edge-ordered complete graphs. Definition 2.8. An edge-ordered complete graph G on N vertices is ε-regular if, for all intervals I ⊂ N 2 of length at least ε N 2 , and all subsets X and Y of size at least εN , the pair (X, Y ) is (α I , ε)-regular in the graph G I . Lemma 2.9. For all ε ∈ (0, 1/2) and for all N ≥ (2/ε) 6 , there exists an ε-regular edge-ordered complete graph on N vertices.
Proof. Let N ≥ (2/ε) 6 . Let G be a complete graph on N vertices, and define an edge-ordering of G by labeling the edges from a uniformly random permutation of 1, . . . , N 2 . To prove that G is ε-regular, it suffices to prove that, for every interval I of length at least ε N 2 and every pair (X ′ , Y ′ ) of disjoint subsets each of size at least ε 2 N , we have
This guarantees that any pair (X, Y ) of disjoint sets each of size at least εN is (α I , ε)-regular. Call a triple (I, X ′ , Y ′ ) bad if (2.2) fails, |I| ≥ ε N 2 , and |X ′ |, |Y ′ | ≥ ε 2 N . We claim that, with high probability, no triple (I, X ′ , Y ′ ) is bad. Fix an interval I of size at least ε N 2 and vertex subsets X ′ and Y ′ of size at least ε 2 N . The unordered graph G I has precisely the same distribution as G N,|I| , a uniformly random graph with exactly |I| edges. Hence, the number of edges between X ′ and Y ′ with label in I is distributed as a ( N 2 , |I|, |X ′ ||Y ′ |) hypergeometric distribution, which is at least as concentrated as the corresponding binomial distribution (see, for example, Section 6 of [21] ), which has mean α I |X ′ ||Y ′ |. Thus, we may apply the Chernoff bound to obtain
The second inequality used that |X ′ |, |Y ′ | ≥ ε 2 N and α I ≤ 1. The last inequality used that ε ≥ 2N −1/6 . There are at most N 4 intervals I of length at least ε N 2 , because there are at most N 2 choices for each endpoint. There are at most 2 2N pairs of disjoint subsets vertices (X ′ , Y ′ ) each of size at least ε 2 N . Hence, by the union bound, we have,
Thus, there exists an edge-ordered complete graph G on N vertices that is ε-regular. Remark 2.10. If there exist X ′ and Y ′ of size at least ε 2 N , violating (2.2), then, by considering random subsets, there also exist subsets of size exactly ε 2 N violating (2.2). Hence, instead of considering subsets X ′ and Y ′ of size at least ε 2 N , it suffices to union bound over subsets X ′ and Y ′ of size exactly ε 2 N , of which there are N ε 2 N ≤ exp(ε 2−o(1) N ) choices for each of X and Y . In doing so, we can improve the bound N ≥ (2/ε) 6 to N ≥ ε 4+o (1) , but this does not significantly improve our main results.
Counting lemma
The following lemma counts the number of n-cliques spanning n pairwise regular vertex subsets. Lemma 2.11. Let p ∈ (0, 1 2 ) and p i,j ∈ (p, 1) for 1 ≤ i < j ≤ n. Let ε satisfy 0 < ε ≤ (p/4) n . Let F be a graph and W 1 , . . . , W n be pairwise disjoint vertex subsets such that the pair (W i , W j ) is (p i,j , ε)-regular for 1 ≤ i < j ≤ n. The number of n-cliques with one vertex in each W i is in the range
Proof. We induct on n. The base case n = 1 is true, as there are exactly |W 1 | cliques of size 1. Now assume n ≥ 2 and the assertion is true for n − 1. Call a vertex w n ∈ W n good if,
for all i < n and bad otherwise. For each i < n, by Lemma 2.5 on the (p i,n , ε)-regular pair (W i , W n ), all but at most 2ε|W n | vertices w n ∈ W n satisfy (2.3). By taking a union over all i = 1, . . . , n − 1, all but at most 2εn|W n | vertices w n ∈ W n are good. We count the number of n-cliques w 1 , . . . , w n with w i ∈ W i for all i by caseworking on w n . Let M be the number of such n-cliques. Let M good be the number of such n-cliques where vertex w n is good. Similarly, let M bad be the number of such n-cliques where vertex w n is bad. In this way,
First suppose w n is good. For i = 1, . . . , n − 1, let W ′ i be the neighbors of w n in W i . As w n is good, we have that, for all i = 1, . . . , n − 1,
The number of n-cliques containing w n is exactly the number of (n − 1)-cliques spanning W ′ 1 , . . . , W ′ n−1 . As (p/4) n−1 ≥ ε p/4 > ε p−ε , we can apply the induction hypothesis on W ′ 1 , . . . , W ′ n−1 with p ′ i,j = p i,j for 1 ≤ i < j ≤ n − 1 and ε ′ = ε p−ε to obtain that the number of (n − 1)-cliques spanning W ′ 1 , . . . , W ′ n−1 is at most
In the first inequality, we used ε ≤ ( p 4 ) n < p 4n−3 so 4(n−1) p−ε < 4n−3 p . In the second inequality, we used that |W ′ i | ≤ |W i |(p i,n + ε) ≤ (1 + ε p )|W i |p i,n for all i = 1, . . . , n − 1. In the third inequality, we used that (1 + y)(1 + x) ≤ 1 + y + 2x for x, y ∈ (0, 1) and that 4εn−3ε p n and ε(n−1) p are less than 1 for all n, ε, p given by the lemma's assumptions. In the last inequality, we used that 2(n − 1) ≤ 1 p n−1 . There are at most |W n | good vertices w n , so the total number M good of n-cliques containing a good vertex in W n is at most |W n | times the term in the last line of (2.3). Hence,
Now suppose that w n is bad. There are at most 2εn|W n | choices of w n . The number of n-cliques containing w n is bounded above by the number of (n−1)-cliques spanning W 1 , . . . , W n−1 . Applying the induction hypothesis on sets W 1 , . . . , W n−1 with the same values of p i,j for 1 ≤ i < j ≤ n − 1 and the same ε, we have that each such w n is part of at most
(n − 1)-cliques. Hence, the total number of n-cliques containing a bad w n satisfies
It follows that the total number of n-cliques, M , satisfies
By a similar computation to (2.3), and using the inequality the inequality (1−a)(1−b) > 1−a−b for positive a and b, we obtain that the number of n-cliques in F containing a particular good w n is at least
There are at least (1 − 2εn)|W n | good vertices of w n by an earlier argument, so the number of n-cliques containing a good vertex is at least (1 − 2εn)|W n | times the above. Hence,
as desired.
3 Proof outline of Theorems 1.2 and 1.4
Here, we outline the proof of Theorem 1.2. At the end of the section, we also describe the ideas needed to extend Theorem 1.2 to the multicolor result of Theorem 1.4. Let N = 2 100n 2 log 2 n , ε = 2 −16n 2 log 2 n , and δ 2 = 2 −6n log n . Let G be an ε-regular edge-ordered complete graph, which exists by Lemma 2.9.
Consider any red/blue coloring of the edges of G with no red copy of some edge-ordered complete graph H on n vertices. We show G has a blue copy of H. 3 Let G 1 be the edge-ordered subgraph of G consisting of the red edges of G and their corresponding edge labels. We prove a technical lemma, Lemma 4.2, which says that if G 1 has no copy of H, then G 1 satisfies a sparseness property. Formally, an edge-ordered graph G 1 is (α, γ, δ, t)-sparse if, for any interval I with |I| ≥ α −1 and any vertex subset X with |X| ≥ γ −1 , there exists an interval I ′ ⊂ I of size at least α|I| and pairwise disjoint vertex subsets W 1 , . . . , W t each of size at least γ|X| such that d
Similar notions have appeared as a way to improve Ramsey number bounds, e.g. for induced Ramsey numbers [16] and for Ramsey numbers of bounded degree graphs [8] , but none of the previous notions have factored in edge-orderings. Note that a (α, γ, δ, t)-sparse edge-ordered graph is also (α ′ , γ ′ , δ ′ , t ′ )-sparse for α ′ ≤ α and γ ′ ≤ γ and δ ′ ≥ δ, and t ′ ≤ t. Lemma 4.2 shows that if G 1 has no copy of H, then it is (n −2 , δ n 1 , δ 1 , 2)-sparse for all sufficiently small δ 1 . 4 The proof of Lemma 4.2 attempts to construct a copy of H one vertex at a time and shows that the failure of this procedure implies the desired sparseness.
We then repeatedly apply the (n −2 , δ n 1 , δ 1 , 2)-sparseness of G 1 to show, in Lemma 4.8, that, for all sufficiently small δ 2 > 0 and h = 0, . . . , ⌈log n⌉, we have
The proof is by induction on h. For the induction step, captured in Lemma 4.7, we assume that the assertion is true for some h. Given an interval I and vertex subset X we first apply the sparseness property guaranteed by Lemma 4.2 to obtain an interval I ′ ⊂ I and two vertex subsets W Y and W Z such that the fraction pairs in W Y × W Z that form red I ′ -labeled edges is at most
. Then we apply the induction hypothesis twice, first on W Y , then on W Z , carefully removing exceptional vertices before each application of the induction hypothesis, to obtain an interval I ′′ ⊂ I ′ , a collection of 2 h pairwise disjoint subsets W 1 , . . . , W 2 h of W Y , and a collection of 2 h pairwise disjoint subsets
. This completes the induction.
Specializing the above to parameter h = ⌈log n⌉, vertex subset X = [N ], and interval
gives that there is a large interval I ′ ⊂ [N ] 2 and large pairwise disjoint vertex subsets W 1 , . . . , W n ⊂ [N ] such that, for all 1 ≤ i < j ≤ n, we have d
2 , then between any two W i , almost all the I ′ -labeled edges are blue. We show that, if δ 2 is sufficiently small, then there is a blue copy of H spanning W 1 , . . . , W n .
Take an equipartition of the interval I ′ into n 2 consecutive intervals, and label the intervals by J 1,2 , . . . , J n−1,n according to the ordering of the edges of H. Consider the unordered n-partite graph F on vertex set W 1 ∪ · · · ∪ W n obtained by keeping between W i and W j exactly the edges in G with label in J i,j , and coloring the edges according to the edge-coloring of G. By the choice of edges kept in F , an n-clique spanning W 1 , . . . , W n forms a copy of H in G. Thus, to show G has a monochromatic copy of H, it suffices to find a monochromatic blue n-clique in F spanning W 1 , . . . , W n , which we do in Lemma 4.11 and outline below.
As G is ε-regular, for α := α I ′ / n 2 and all 1 ≤ i < j ≤ n, the pair (W i , W j ) is (α, ε)-regular in the graph G J i,j , and thus is (α, ε)-regular in the graph F . 5 The counting lemma (Lemma 2.11) can be used to approximate the total number of n-cliques in F , as well as the total number of cliques containing a red edge. If parameters are chosen carefully, the former is larger than the latter, implying the existence of a clique with only blue edges. In total, we use the following three applications of the counting lemma:
1. The number of n-cliques in F is approximately
2. Call an edge w i w j normal if, for all k = i, j, the codegree of w i and w j to W k is "correct", i.e. approximately α 2 |W k |. For a normal edge w i w j and k = i, j, consider the common
Hence, we may apply the counting lemma again on the n − 2 parts (W ′ k ) k =i,j to show that the number of n-cliques extending each normal edge w i w j is approximately M α|W i ||W j | . At most δ 2 fraction of the pairs in W i × W j form red edges for each i and j, so the total number of n-cliques in F containing a red normal edge is roughly at most
n-cliques by the counting lemma on the n − 2 parts (W k ) k =i,j . As any W i and W j are (α, ε)regular, one can show (Lemma 2.7) that the number of non-normal edges between |W i | and |W j | is at most 4εα −1 n|W i ||W j |. Hence, the total number of n-cliques containing a non-normal edge, and in particular a red non-normal edge, is roughly at most
If δ 2 and ε are sufficiently small, we conclude that the graph F has a clique with no red edges, so G has a blue copy of H. Now we show how to extend the above ideas to prove Theorem 1.4, when there are q > 2 colors. Suppose G is an edge-ordered complete graph colored in q colors and has no monochromatic copy of H in any of the first q − 1 colors. For 1 ≤ k ≤ q, let G k denote the edge-ordered subgraph of G consisting of the edges of color k, and let G ≤k denote the edge-ordered subgraph consisting of the edges whose color is at most k. We show, by induction on k, that for all δ 4 sufficiently small, the edge-ordered graph
. The base case k = 1 was shown in the two-color case. For the induction step, we show, in Lemma 5.1, that if G ≤k is (α k , γ k , δ 4 , n)-sparse, and G k+1 is (n −2 , δ n 1 , δ 1 )-sparse for all sufficiently small δ 1 (which we know is true from Lemma 4.2) 6 , then G ≤k+1 is (α k+1,1 , γ k+1,1 , δ 4 , 2)sparse for some α k+1,1 , γ k+1,1 = γ k+1,1 (δ 4 ). By the same induction on h as in Lemma 4.8, if G ≤k+1 is (α k+1,1 , γ k+1,1 , δ 4 , 2)-sparse, it is also (α k+1,h , γ k+1,h , δ 4 , 2 h )-sparse for h = 0, 1, . . . , ⌈log n⌉. Setting α k+1 = α k+1,⌈log n⌉ and γ k+1 = γ k+1,⌈log n⌉ completes the induction on k.
Applying the above result to k = q −1 implies that G ≤q−1 is (α q−1 , γ q−1 , δ 4 , n)-sparse. Choosing δ 4 = n −Θq(n q−1 ) and applying this sparseness property to X = [N ] and I = [N ] 2 gives that there is an interval I ′ ⊂ [N ] 2 of size at least α q−1 N 2 and vertex subsets W 1 , . . . , W n of size at least γ q−1 N . Our choice of δ 4 guarantees that δ 4 ≪ α q−1 . Hence, as in the two-color case, the counting argument in Lemma 4.11 guarantees a monochromatic copy of H in the qth color.
Two colors 4.1 Sparseness in edge-ordered graphs
In this subsection, we prove that, if an edge-ordered graph has no copy of a graph H, then it satisfies a certain sparseness property. We use this to prove a 2 O(n 3 log 2 n) bound on the edge-ordered Ramsey number (Proposition 4.10). In the following subsection, we improve the bound using a counting argument. We start with a notion of sparseness in edge-ordered graphs.
n ), and a graph H on vertices 1, . . . , n, we say an edgeordered graph G is (α, γ, δ)-sparse with respect to H if, for all intervals I with |I| ≥ α −1 , all subsets of vertices X with |X| ≥ γ −1 , and all partitions X 1 ∪ · · · ∪ X n of X with |X i | ≥ δ|X| for all i = 1, . . . , n, the following is true. There exists an interval
(ii) |W | and |W ′ | are each at least γ|X|, and
If the graph H is omitted, we assume H is a complete graph.
The following lemma shows that an edge-ordered graph G avoiding some edge-ordered complete graph must have the sparseness property above. In Sections 4 and 5, we apply Lemma 4.2 when H is an edge-ordered complete graph, which is (n − 1)-degenerate. For such an H, Lemma 4.2 states that an edge-ordered graph G with no copy of H is (n −2 , δ n 1 , δ 1 )-sparse.
Proof. By the definition of degeneracy, the vertices of H can be labeled 1, 2, . . . , n such that, for every vertex ℓ, the number of vertices j < ℓ adjacent to it is at most d. For t and i with
, and a partition X = X 1 ∪ · · · ∪ X n with |X i | ≥ δ 1 |X| for all i, such that the following holds: for every i = i ′ and every W ⊂ X i and W ′ ⊂ X i ′ each of size at least 1 n−d δ d+1 1 |X| and interval I ′ ⊂ I of length at least |I|/n 2 , we have d I ′ (W, W ′ ) ≥ δ 1 . Under these assumptions, we show there is a copy of H in G 1 , giving the desired contradiction.
Create an equitable partition of I by partitioning it into |E(H)| consecutive intervals, and identify the intervals by J i,i ′ for (i, i ′ ) ∈ E(H) according to the ordering of the edges of H. More precisely, if I = [a + 1, a ′ ] and the edge (i, i ′ ) ∈ E(H) is the jth smallest edge in the ordering of the edges of H, then
This ensures that, for all
. . , X t,n with X t,i ⊂ X i for t < i ≤ n such that the following three statements hold:
To finish the proof of Lemma 4.2 from the claim, apply the claim for t = n to obtain vertices v 1 , . . . , v n . Since the intervals J i,i ′ for (i, i ′ ) ∈ E(H) are ordered according to the ordering of the edges of H, the vertices v 1 , . . . , v n form an edge-ordered copy of H, as desired.
We now prove the claim by induction on t. For t = 0, the statement is true by taking X 0,i = X i for i = 1, . . . , n. Properties (i) and (ii) are vacuous and property (iii) is satisfied as |X i | ≥ δ 1 |X| = δ D(0,i)+1 1 for i = 1, . . . , n by assumption. Now assume the claim is true for some t − 1, where t ≤ n, so that there exist v 1 , . . . , v t−1 and sets X t−1,t , . . . , X t−1,n for which properties (i), (ii), and (iii) hold. If t = n, we simply take v n to be an arbitrary element of X n,n , which is nonempty by the induction hypothesis. Then property (i) is satisfied by the induction hypothesis, and properties (ii) and (iii) are vacuous. Now assume t < n. First, we show that, for all i = t + 1, . . . , n with (t, i) ∈ E(H), less than
By the construction of v 1 , . . . , v t−1 , X t−1,t , . . . , X t−1,n from the induction hypothesis, we have
The last inequality uses that D(t − 1, i) ≤ d for all i. In the case D(t − 1, i) = d, we know t > d so 1 n−t > 1 n−d , and in the case D(t − 1, i) < d, we use the bound 1 n−t ≥ δ 1 ≥ 1 n−d δ 1 . Additionally, the induction hypothesis gives
, this choice of interval I ′ = J t,i and sets W and W ′ gives a contradiction of the assumption at the beginning of the lemma. By the preceding argument, for each i = t + 1, . . . , n with (t, i) ∈ E(H), there are less than
. . , X t,n satisfy properties (i), (ii), and (iii) of the claim.
where the second inequality is by the induction hypothesis. For all i = t + 1, . . . , n such that
This completes the induction, proving the claim, and thus the lemma.
Lemma 4.2 proves that an H-free edge-ordered graph G is (α, γ, δ)-sparse for certain (α, γ, δ). Here, we introduce another notion of sparseness, (α, γ, δ, t)-sparse. In this definition, (α, γ, δ, 2)sparseness is implied by (α, γ, δ)-sparseness, but is only slightly weaker. For our two-color result, Theorem 1.2, we only need that H-freeness implies (α, γ, δ, 2)-sparseness. However the extra strength of (α, γ, δ)-sparseness is needed for the multicolor generalization, Theorem 1.4. Definition 4.3. For α, γ, δ ∈ (0, 1) and positive integer t, we say an edge-ordered graph G is (α, γ, δ, t)-sparse if, for all intervals I with |I| ≥ α −1 and all subsets of vertices X with |X| ≥ γ −1 , there exists an interval I ′ ⊂ I and pairwise disjoint subsets of vertices W 1 , . . . , W t such that
The following facts immediately follow from Let α, α ′ , γ, γ ′ , δ, δ ′ > 0 be such that α ≥ α ′ and γ ≥ γ ′ and δ ≤ δ ′ , and let t and t ′ be integers with t ≥ t ′ ≥ 1. An (α, γ, δ)-sparse edge-ordered graph is also (α ′ , γ ′ , δ ′ )-sparse, and an (α, γ, δ, t)-sparse edge-ordered graph is also (α ′ , γ ′ , δ ′ , t ′ )-sparse.
We use the following simple proposition twice in the proof of the next lemma. Proposition 4.6. Let c ≥ 1 and δ ∈ (0, 1). In a graph F , if X and Y are disjoint sets of vertices such that d (F ) (X, Y ) ≤ δ then the number of vertices x in X such that deg (F ) 
The number of edges between X and Y is at most δ|X||Y |, but it is also at least cδ|Y | times the number of bad vertices. Hence, the number of bad vertices is at most δ|X||Y | cδ|Y | = |X|/c.
The following lemma gives us sparseness properties with larger values of t. 
Proof. Let I be an interval with at least (α 2 α ′ ) −1 integers. Let X be a subset of the vertices of G 1 of size at least ( 1 2 γγ ′ ) −1 . Applying the (α ′ , γ ′ , δ ′ , 2)-sparse property of G 1 to the interval I and set X gives an interval I 1 ⊂ I and subsets W Y and W Z of X with the following properties:
By Proposition 4.6 on the parameters c = 2 and δ ′ and the graph G
Apply the (α, γ, δ, t)-sparse property of G 1 to the interval I 1 and the set of vertices W ′ Y to obtain an interval I 2 ⊂ I 1 and disjoint subsets Y 1 , . . . , Y t of W ′ Y with the following properties:
. . , Y t each have size at least γ|W ′ Y |, and (iii) for all i and j with 1 ≤ i < j ≤ t, we have
For all i = 1, . . . , t, we have Y i ⊂ W ′ Y . By (4.1) and the fact that
For any i = 1, . . . , t, by Proposition 4.6 on the parameters c = 2t and 2δ ′ and the graph G I 2 with sets W Z and Y i , at most a 1 2t fraction of the vertices z ∈ W Z satisfy deg
As there are at most t choices of i, there exists a subset W ′ Z ⊂ W Z of size at least |W Z | − t · 1 2t |W Z | = 1 2 |W Z | such that, for all z ∈ W ′ Z and all i = 1, . . . , t, we have
Apply the (α, γ, δ, t)-sparse property of G 1 to the interval I 2 , and the set of vertices W ′ Z to obtain an interval I 3 ⊂ I 2 and disjoint subsets Z 1 , . . . , Z t of W ′ Z with the following properties:
. . , Z t each have size at least γ|W ′ Z |, and (iii) for all i and j with 1 ≤ i < j ≤ t, we have
For all i and j between 1 and t, we have Z j ⊂ W ′ Z , and combining with (4.1) and I 3 ⊂ I 2 gives
Observe that
Additionally, for all i = 1, . . . , t,
Set I ′ = I 3 , and for i = 1, . . . , t, set W i = Y i and W t+i = Z i . By (4.1), (4.1), (4.1), (4.1), (4.1), and (4.1), interval I ′ and sets W 1 , . . . , W 2t satisfy (i), (ii), (iii) in Definition 4.3 for (α 2 α ′ , 1 2 γγ ′ , δ, 2t)sparseness. This holds for any X and I, so G 1 is (α 2 α ′ , 1 2 γγ ′ , δ, 2t)-sparse, as desired. Proof. The base case h = 0 states that G 1 is (1, 1, δ 2 , 1)-sparse, which is true by taking I ′ = I and X 1 = X for any I and X: properties (i) and (ii) in Definition 4.3 are satisfied and (iii) is vacuous.
For the induction step, suppose G 1 is (α h , γ h , δ 2 , 2 h )-sparse for some integer h. Set δ 1 = δ 2 2 h+2 . As δ 1 < 1 n , we may apply Lemma 4.2 to obtain that
we have, by Fact 4.5, G 1 is (α h+1 , γ h+1 , δ 2 , 2 h+1 )-sparse. This completes the induction, proving the corollary.
All graphs on n vertices are (n − 1)-degenerate. Setting h = ⌈log t⌉ and d = n − 1 and using Fact 4.5 and the bound 2 ⌈log t⌉ < 2t gives the following corollary of Lemma 4.8. Corollary 4.9. Let δ 2 ∈ (0, 1 n ), t ≥ 1, and H be an edge-ordered complete graph. Let G 1 be an edge-ordered graph with no copy of H. Then G 1 is (n −4t+2 , ( δ 2 8t ) n⌈log t⌉ , δ 2 , t)-sparse. In the proof of Theorem 1.2, we assume a two-colored edge-ordered ε-regular graph G has no red copy of H. Corollary 4.9 gives a sparseness property on the red subgraph G 1 of G. This sparseness property yields an interval I ′ and n sets W 1 , . . . , W n such that, between any two W i , the fraction of pairs that are red I ′ -labeled edges is small. We now show that there is a blue copy of H spanning W 1 , . . . , W n .
One way to show this is to apply Lemma 4.2 again. This method gives an upper bound on the edge-ordered Ramsey number of the form 2 O(n 3 log 2 n) . We first show this method, and then present an alternative approach that improves the bound, but is a bit longer and uses additional ideas. Proof. If n ≤ 3, the edge-ordered Ramsey number is simply the usual Ramsey number, so assume n ≥ 4. Let N = 2 180n 3 log 2 n , ε = 2 · 2 −30n 3 log 2 n , δ 1 = 2 −12n 2 log n , and δ 2 = 2 −5n log n . Let G be an ε-regular edge-ordered complete graph on N vertices, which exists by Lemma 2.9. Assume for contradiction that G is colored such that the red subgraph G 1 and the blue subgraph G 2 each have no monochromatic copy of H. By Corollary 4.9, there exist an interval I of size at least n −4n+2 N 2 and subsets W 1 , . . . , W n of size at least ( δ 1 8n ) n⌈log n⌉ N > ( δ 1 8n ) 2n log n N > 2 −25n 3 log 2 n N such that, for any 1 ≤ i < j ≤ n, we have
It follows that there are equal-sized pairwise disjoint sets X 1 , . . . , X n of size 2 −25n 3 log 2 n N such that
Indeed, the above holds by taking X i ⊂ W i to be a uniformly random subset of W i of the appropriate size, and using E[d
Markov's inequality, and a union bound. Lemma 4.2 implies that G 2 is (n −2 , δ n 2 , δ 2 )-sparse. Applying this sparseness to the set X = X 1 ∪ · · · ∪ X n and the interval I gives an interval I ′ ⊂ I and subsets W ′ 1 and W ′ 2 such that W ′ 1 ⊂ X i and W ′ 2 ⊂ X j for some i = j, and (i) |I ′ | ≥ n −2 |I| ≥ n −4n N 2 , (ii) |W ′ 1 | ≥ δ n 2 |X| and |W ′ 2 | ≥ δ n 2 |X|, and
This means the total density of I ′ -labeled edges between W ′ 1 and W ′ 2 satisfies d (G)
Since |W ′ 1 | ≥ δ n 2 |X| ≥ δ n 2 · 2 −25n 3 log 2 n > εN and similarly, |W ′ 2 | > εN , we have, by ε-regularity of G, that d (G)
This contradicts (4.1) and completes the proof.
Applying the counting lemma
We now give an alternative approach to finding a blue copy of H that improves on the bound in Proposition 4.10, which ultimately gives Theorem 1.2. Instead of iterating the sparseness property, we instead use a counting approach. The following lemma is the key step.
Lemma 4.11. Let n ≥ 4 and α, δ 3 , ε > 0 satisfy α < 1 n , δ 3 < α 8n 2 , and ε < 1 8 α 2n+1 . Let F be an npartite graph with parts W 1 , . . . , W n . Suppose that, for all i = j, the pair (W i , W j ) is (α, ε)-regular. If some of the edges of F are colored red such that, for any distinct i and j, at most a δ 3 fraction of the pairs between W i and W j are red edges. Then F contains an n-clique with no red edges.
Proof. Let
From the assumptions, (α/2) n > α 2n > ε. Hence, we can apply Lemma 2.11 on the subsets W 1 , . . . , W n and the parameters p ′ i,j = α for all 1 ≤ i < j ≤ n and ε ′ = ε. This gives that the number of n-cliques in F is at least
For i = j, call an edge w i w j with w i ∈ W i and w j ∈ W j normal if, for every k ∈ [n] \ {i, j}, we have
As the pairs (W i , W k ) and (W j , W k ) are (α, ε)-regular, we may apply Lemma 2.7 on the sets X = W i , Y = W j and Z = W k for k = i, j to obtain that the number of non-normal edges between W i and W j is at most (n − 2) · 4εα −1 |W i ||W j | < 4εα −1 n|W i ||W j |.
We now show that F has, relative to the number M , few n-cliques containing a red edge. We do so by caseworking on whether a given red edge is normal. Suppose w n−1 w n is a red edge with w n−1 ∈ W n−1 and w n ∈ W n .
Case 1: w n−1 w n is red and normal. For i = 1, . . . , n − 2, let W ′ i be the common neighbors of w n−1 and w n in W i . As edge w n−1 w n is normal, we have |W ′ i | ∈ (α 2 ± 2ε)|W i | for i = 1, . . . , n − 2. Because the pair (W i , W j ) is (α, ε)-regular for all 1 ≤ i < j ≤ n − 2, the pair (W ′ i , W ′ j ) is (α, ε α 2 −2ε )regular by Lemma 2.6. The tuples (w 1 , . . . , w n−2 ) with w i ∈ W i for i = 1, . . . , n − 2 such that (w 1 , . . . , w n ) forms an n-clique are exactly those tuples such that w i ∈ W ′ i for i = 1, . . . , n − 2 and such that (w 1 , . . . , w n−2 ) forms an (n − 2)-clique. As (α/2) n−2 > ε α 2 −2ε , we can apply Lemma 2.11 on the sets W ′ 1 , . . . , W ′ n−2 with the parameters p i,j = α for all 1 ≤ i < j ≤ n − 2 and ε ′ = ε α 2 −2ε . Hence, the number of such (n − 2)-cliques is at most
In the first inequality, we used that 4εn α n−2 (α 2 −2ε) < 8εn α n < 8α n+1 n < 1 and |W ′ i | ≤ (α 2 + 2ε)|W i |. In the second inequality, we used (α 2 + 2ε) n−2 ≤ α 2(n−2) e 2ε(n−2)/α 2 < 2α 2(n−2) . By construction of W 1 , . . . , W n , the total number of red edges between W n−1 and W n is at most δ 3 |W n−1 ||W n |, so the total number of n-cliques containing a red normal edge between W n−1 and W n is at most δ 3 · 4α −1 M < M 2n 2 . Case 2: w n−1 w n is red and non-normal. The number of n-cliques containing w n−1 and w n is bounded by the number of (n − 2)-cliques spanning W 1 , . . . , W n−2 . As (α/2) n−2 > ε, we can apply Lemma 2.11 on the sets W 1 , . . . , W n−2 with the parameters p ′ i,j = α for all 1 ≤ i < j ≤ n − 2 and ε ′ = ε. Hence, the number of n-cliques (w 1 , . . . , w n ) extending w n−1 and w n is at most
As argued above, the number of non-normal edges in W n−1 × W n is at most 4εα −1 n|W n−1 ||W n |, so the total number of n-cliques with a non-normal edge between W n−1 and W n is at most 4εα −1 n · 2α −(2n−3) M < nα 3 M < M n 2 . In total, the number of n-cliques in F containing a red edge between W n−1 and W n is at most ( 1 2n 2 + 1 n 2 ) · M = 3M 2n 2 . By a symmetric argument, this number also bounds the number of n-cliques containing a red edge between W i and W j for any i and j with 1 ≤ i < j ≤ n. Thus, the total number of n-cliques of F containing any red edge is at most n 2 · 3M 2n 2 < 3 4 M , which is less than the quantity in (4.2), as 1 − 4εn α n > 1 − 4α n n > 1 − 1 4 = 3 4 . Hence there exists an n-clique of F containing no red edge.
We now can prove Theorem 1.2.
Proof of Theorem 1.2. If n ≤ 3, the edge-ordered Ramsey number is simply the usual Ramsey number, so assume n ≥ 4. Let N = 2 100n 2 log 2 n , ε = 2 −16n 2 log 2 n , and δ 2 = 2 −6n log n , so that N ≥ (ε/4) 6 . Let G be an ε 2 -regular edge-ordered complete graph on N vertices, which exists by Lemma 2.9. Consider a red-blue edge-coloring of G. Suppose there exists some edge-ordered graph H ′ such that G has no red copy of H ′ . We show G has a blue copy of every edge-ordered complete graph H on n vertices. Fix such an H.
Let G 1 be the edge-ordered graph obtained from G by keeping the red edges of G and their corresponding edge labels, By Corollary 4.9 with parameter δ 2 , because the edge-ordered graph G 1 contains no copy of H ′ , the edge-ordered graph G 1 is (n −4n+2 , ( δ 2 8n ) n⌈log n⌉ , δ 2 , n)-sparse. Hence, applying the sparsity property on interval I = [1, N 2 ] and vertex subset X = [N ] gives an interval I ′ ⊂ I and sets W 1 , . . . , W n such that
Let J 1,2 , . . . , J n−1,n be n 2 intervals forming an equitable partition of I ′ , ordered according to the order of the edges of H, as in (4.1). Let α =
. In this way, α > |I ′ | n 2 ( N 2 ) ≥ n −4n and
< ε 2 for all 1 ≤ i < j ≤ n. Let F be an unordered n-partite graph with parts W 1 , . . . , W n , such that the edges between W i and W j are precisely the edges of G between W i and W j whose label is in J i,j . In this way, an n-clique in F forms a copy of H in G. Color the edges of F according to the coloring of G. For all i and j with 1 ≤ i < j ≤ n, we have J i,j ⊂ I ′ , so, in F , between any distinct W i and W j , the fraction of pairs that are red edges is at most δ 2 . Recall that |W i | > εN for all i, so, as G is ε 2 -regular, for all 1 ≤ i < j ≤ n, the pair (W i , W j ) is (
, ε 2 )-regular in the graph G J i,j , and hence in the graph F . By Fact 2.4, every pair (W i , W j ) is (α, ε)-regular in the graph F . As α ≤ 1 ( n 2 ) < 1 n , δ 2 < α 8n 2 , and ε < 1 8 α 2n+1 , we may apply Lemma 4.11 with the parameters α, δ 3 = δ 2 , and ε, the graph F with parts W 1 , . . . , W n , and the coloring inherited from G. This tells us that F contains an n-clique with no red edges. Hence F has a blue n-clique, so G has a blue copy of H.
More than two colors
In this section, we prove Theorem 1.4. Throughout the section, when G is a q-colored edge-ordered complete graph, we identify the colors as 1, . . . , q. Further, for k = 1, . . . , q, let G k denote the edge-ordered subgraph of G where we keep only the edges of color k, and we let G ≤k denote the edge-ordered graph where we keep only the edges whose color is at most k.
Lemma 5.1. Let q, k be positive integers with q > k and α, α ′ , γ, γ ′ , δ, δ ′ ∈ (0, 1). Let G be a q-colored edge ordered complete graph.
In the first inequality, we used that |W | = |W ′ | ≥ γ ′ |X i | = γ ′ |X i ′ |, and in the last inequality, we used item (iii) in each of the two lists above. This proves that G ≤k+1 is (αα ′ , γγ ′ , n 2 (γ ′ ) −2 δ + δ ′ , 2)sparse.
We now have the following corollary.
Lemma 5.2. Let n ≥ 4 and q ≥ 2 be positive integers, and let G be a q-colored edge-ordered complete graph. Suppose that, for every k = 1, . . . , q and every δ 1 ∈ (0, 1 n ), the edge-ordered graph G k is (n −2 , δ n 1 , δ 1 )-sparse. Then, for all integers k = 1, . . . , q and h ≥ 1, and for all δ 4 ∈ (0, 1
Proof. For k ≥ 1 and h ≥ 1 and any δ 4 ∈ (0, 1 n 2 ), let
We prove the lemma by induction on k and h. For the base case k = 1, we need to show, for all h ≥ 1 and all δ 4 ∈ (0, 1 For the induction step, we first show that if Lemma 5.2 is true for parameters (k − 1, ⌈log n⌉), then it is true for parameters (k, 1). Then, we show that if Lemma 5.2 is true for parameters (k, h) and (k, 1), then it is true for parameters (k, h + 1).
For the first part of the induction step, fix k ≥ 2 and δ 4 ∈ (0, 1 n 2 ). Let h = ⌈log n⌉. Assume that for k ′ = 1, . . . , q and δ ∈ (0, 1 n ), the edge-ordered graph G k is (n −2 , δ n 1 , δ 1 )-sparse, and assume for induction that Lemma 5.2 is true for parameters (k − 1, h). Set Then G ≤k−1 is (α k−1,h , γ k−1,h (δ * 4 ), δ * 4 , 2 h )-sparse by the induction hypothesis. Hence, by Fact 4.5, it is (α k−1,h , γ k−1,h (δ * 4 ), δ * 4 , n)-sparse. Furthermore, G k is (n −2 , δ n 1 , δ 1 )-sparse by our assumption in the statement of Lemma 5.2. Hence, applying Lemma 5.1, we have that G ≤k is (α k−1,h n −2 , γ k−1,h (δ * 4 ) · δ n 1 , n 2 δ −2n 1 δ * 4 + δ 1 , 2)-sparse. We have α k−1,h n −2 ≥ n −2 k−1 n k−2 (2 ⌈log n⌉ −1)−2 > n −2 k n k−1 = α k,1 since 2 ⌈log n⌉ ≤ 2n. Additionally,
In the first inequality, we used that δ n 1 > δ hn(4n log n) k−2 1 and n −2 2 2h > n −2 4n 2 > δ 2 1 . In the second inequality, we used that δ 1 > δ 4 4 and (2n + 4)⌈log n⌉ < 4n log n for n ≥ 4. Lastly, we have
Thus, by Fact 4.5, G ≤k is (α k,1 , γ k,1 (δ 4 ), δ 4 , 2)-sparse, completing the first induction step.
For the second induction step, fix k ≥ 1, h ≥ 1, and δ 4 ∈ (0, 1 n 2 ). Now assume that the (k, h) and (k, 1) cases are true, and set δ * 4 = δ 4 2 h+2 . By assumption, G ≤k is (α k,h , γ k,h (δ 4 ), δ 4 , 2 h )-sparse and (α k,1 , γ k,1 (δ * 4 ), δ * 4 , 2)-sparse, so, by Lemma 4.7 with t = 2 h , we have G ≤k is
We know α 2 k,h α k,1 = α k,h+1 , and
We conclude that G ≤k is (α k,h+1 , γ k,h+1 (δ 4 ), δ 4 , 2 h+1 )-sparse. This completes the induction, proving Lemma 5.2.
We now prove Theorem 1.4.
Proof of Theorem 1.4. If n ≤ 3, the edge-ordered Ramsey number is simply the usual Ramsey number, so assume n ≥ 4. By Theorem 1.2, Theorem 1.4 is true for q = 2, so assume q ≥ 3. Let N = 2 8 q+1 n 2q−2 (log n) q , let ε = exp(−2 3q−3 n 2q−2 (log n) q ), and let δ 4 = n −2 q n q−1 . Let G be an ε-regular edge-ordered complete graph on N vertices, which exists by Lemma 2.9. Fix a q-coloring of G and recall that, for i = 1, . . . , q, G i is the edge-ordered graph on N vertices consisting of the edges of G with color i. Suppose for i = 1, . . . , q − 1, there exists an edge-ordered graph H i such that G i contains no copy of H i . We now show that, for any edge-ordered graph H on n vertices, the edge-ordered graph G q contains a copy of H. Fix such an H.
By Lemma 4.2, for any δ 1 ∈ (0, 1/n), the graphs G 1 , . . . , G q−1 are each (n −2 , δ n 1 , δ 1 )-sparse. Then we may apply Lemma 5.2 to the edge-ordered graph G with parameters q − 1, h = ⌈log n⌉, and δ 4 to obtain that G ≤q−1 is (n −2 q n q−1 (2 h −1) , ( δ 4 2 2h ) hn(4n log n) q−1 , δ 4 , 2 h )-sparse. Apply this sparseness property to interval I = [1, N 2 ] and vertex subset X = [N ]. As 2 h − 1 ≤ 2n − 3 and 2 q−1 n q−2 ≥ 4n, there exists an interval I ′′ of size at least n −2 q−1 n q−2 (2 h −1) |I| ≥ n −2 q n q−1 +12n |I| and 2 h sets W 1 , . . . , W 2 h each with size satisfying
for all 1 ≤ i < j ≤ 2 h , and in particular all 1 ≤ i < j ≤ n. The second inequality uses that 2⌈log n⌉ < 3 log n for n ≥ 4. The third inequality uses that (1 + 3 2 q n q−1 )(1 + log n) < 2 log n for n ≥ 4 and q ≥ 3. Let J 1,2 , . . . , J n−1,n be n 2 intervals forming an equitable partition of I ′ , ordered according to the order of the edges of H, as in (4.1). Let α =
. In this way, α ≥ |I ′′ | n 2 ( N 2 ) ≥ n 12n−2 δ 4 . Let F be an unordered n-partite graph with parts W 1 , . . . , W n , such that the edges between W i and W j are precisely the edges of G between W i and W j whose label is in J i,j . In this way, a clique in F forms a copy of H in G. Color an edge of F red if its color in G is one of 1, . . . , q − 1. For all i and j with 1 ≤ i < j ≤ n, we have J i,j ⊂ I ′′ . Hence, in F , by construction of W 1 , . . . , W n , between any distinct W i and W j , the fraction of pairs that are red edges is at most δ 4 . Recall that |W i | > εN for all i, so, as G is ε 2 -regular, for all 1 ≤ i < j ≤ n, the pair (W i , W j ) is (
, ε 2 )-regular in the graph G J i,j , and hence in the graph F . By Fact 2.4, every pair (W i , W j ) is (α, ε)-regular in the graph F .
As α ≤ 1 ( n 2 ) < 1 n , and δ 4 < α n 12n−2 < α 8n 2 , and ε < 1 8 α 2n+1 , we may apply Lemma 4.11 with parameters α, δ 3 = δ 4 , and ε to the graph F with parts W 1 , · · · , W n and the coloring defined above. This tells us that F contains an n-clique with no red edges. By definition of the coloring of F , this clique forms a copy of H in G that is monochromatic in color q. This completes the proof.
Sparse graphs
In this section, we prove Theorem 1.6, which states that the edge-ordered Ramsey number of an edge-ordered d-degenerate graph H on n vertices is at most n 600d log(d+1) .
Proof of Theorem 1.6. If n ≤ 3 vertices, the edge-ordered Ramsey number is the usual Ramsey number, so assume n ≥ 4. Let N = n 600d 3 log(d+1) , let ε = 2n −100d 3 log(d+1) , let δ 1 = n −5d , and let δ 2 = n −29d 2 . Let G be an ε-regular edge-ordered complete graph on N vertices, which exists by Lemma 2.9. Assume for contradiction that G is colored such that the red subgraph G 1 and the blue subgraph G 2 each have no monochromatic copy of H. By Lemma 4.8 with h = ⌈log(d + 1)⌉, the edge-ordered graph
In the second inequality, we used that h = ⌈log(d + 1)⌉ so h(d+1) ≤ 2d log(d+1) and 2 h+2 (n−d) ≤ 8d(n − d) < δ −1/2 2 . Thus, G 1 is (n −4d+2 , δ 3d log(d+1) 2 , δ 2 , d + 1)-sparse. Hence, there exists an interval I of size at least n −4d+2 N 2 and subsets W 1 , . . . , W d+1 of size at least δ 3d log(d+1) 2 N such that, for all j = j ′ , we have d
Fix a (d+1)-coloring of H using colors 1, . . . , d+1 and let j i denote the color of vertex i. There exist vertex subset X 1 , . . . , X n of size ⌈n −1 min j |W j |⌉ such that all the X i 's are disjoint and X i ⊂ W j i . By choosing X 1 , . . . , X n uniformly at random over all such ways of choosing such subsets, we also can guarantee that d
all such i and i ′ are of distinct colors, so the expectation of d
, which is less than δ 2 , so the probability that d
by Markov's inequality, and the desired property follows from the union bound.
Let X = X 1 ∪ · · · ∪ X n . By Lemma 4.2, G 2 is (n −2 , 1 n−d δ d+1 1 , δ 1 )-sparse with respect to H 2 . Hence, there exists I ′ ⊂ I, an edge (i, i ′ ) ∈ E(H 2 ) with i = i ′ , and vertex subsets W ′ 1 ⊂ X i and
Above, we used that n −1 δ 2d 1 |X i |εN . Then we have
Hence, by ε-regularity of G, since |I ′ | > ε N 2 and |W ′ 1 |, |W ′ 2 | > εN , we have
Since d ≥ 1, n ≥ 4, and ε < 1 2 n −4d , this is a contradiction and completes the proof.
7 Edge-labeled graphs
For a cylinder K, we write V i (K) = W i for all i = 1, 2, . . . , k. A cylinder K is ε-regular if all the k 2 pairs of subsets (W i , W j ) for 1 ≤ i < j ≤ k are ε-regular. A cylinder partition K is a partition of the cylinder V 1 ×V 2 ×· · ·×V k into cylinders. The partition K is cylinder-ε-regular if all but at most an ε-fraction of the k-tuples (v 1 , . . . , v k ) ∈ V 1 × · · · × V k are in ε-regular cylinders in the partition K.
Then there exists a cylinder-ε-regular partition of K of V 1 ×· · ·×V k into at most 4 k 2 ε −5 parts such that for each K ∈ K and i ∈ [k], we have |V i (K)| ≥ β|V i |.
The above regularity lemma can be extended to multiple colors in a standard way (see e.g. Section 1.9 of [23] ). Recall that, for graphs F colored by 1, . . . , q, we let F s denote the subgraph obtained by keeping the edges of F of color s. Theorem 7.2. Let q, k ≥ 2 be integers, ε ∈ (0, 1 2 ) and β = ε k 2 ε −5 . Suppose that F = (V, E) is an k-partite graph with k-partition V = V 1 ∪ · · · ∪ V k whose edges are colored by [q] . Then there exists a partition K of V 1 × · · · × V k into at most 4 k 2 ε −5 cylinders that is cylinder-ε-regular in each of the graphs F 1 , . . . , F q and such that, for each K ∈ K and i ∈ [k], we have |V i (K)| ≥ β|V i |.
It is worth noting the surprising fact that the bounds in the multicolor cylinder regularity lemma do not depend on the number q of colors. The proof follows a similar density increment argument to [12] , and we sketch the proof below. Recall d (Fs) (U, U ′ ) = e (Fs) (U,U ′ )
where e (Fs) (U, U ′ ) is the number of edges between U and U ′ in graph F s , i.e. of color s. Consider the potential function
We start with the trivial partition, and obtain in steps a sequence of refinements for which the potential function increases until we arrive at a partition which is cylinder-ε-regular in each of F 1 , . . . , F s . From a partition K i in step i, if it is not is cylinder-ε-regular in each of F 1 , . . . , F s , then there is some F j for which K i is not cylinder-ε-regular. Using this, we obtain in step i + 1 a refinement K i+1 of K i such that each part of K i is refined into at most 4 parts (and hence |K i+1 | ≤ 4|K i |), and for each K ⊂ K ′ with K ∈ K i+1 and K ′ ∈ K i , we have |V i (K)| ≥ ε|V i (K ′ )| for all i ∈ [k], and q(K i+1 ) ≥ q(K i ) + ε 5 . It follows that there are at most k 2 ε −5 steps before arriving at a cylinder-ε-regular partition K. Hence, there are at most 4 ( k 2 )ε −5 parts and |V i (K)| ≥ ε ( k 2 )ε −5 |V i | for all K ∈ K and i ∈ [k].
Corollary 7.3. Let q, k ≥ 2 be an integers, ε ∈ (0, 1 q ), and β = k −1 ε k 2 ε −5 . Suppose that F = (V, E) is an N -vertex graph colored in q colors. There exist k pairwise disjoint vertex subsets U 1 , . . . , U k of size at least βN such that, for all 1 ≤ i < j ≤ k, the pair (U i , U j ) is ε-regular in each of F 1 , . . . , F q .
Proof. Let V = V 1 ∪ · · · ∪ V k be an arbitrary equitable k-partition. Apply Theorem 7.2 to obtain a partition K of V 1 × · · · × V k that is cylinder ε-regular in each of F 1 , . . . , F q . For each s ∈ [q], all but at most an ε fraction of k-tuples (v 1 , . . . , v k ) are in ε-regular cylinders. Since εq < 1, there exists a cylinder U 1 × · · · × U k that is ε-regular in each of F 1 , . . . , F q . Each U i has size at least ε k 2 ε −5 |V i |, which is at least k −1 ε k 2 ε −5 N , as desired.
Proof of Theorem 1.7. The cases n = 1, 2 are trivial, so we may assume n ≥ 3. Let L = q(m−1)+1. Let Q = q L m . Let k be the Ramsey number r(K n ; Q). Let ε = ( 1 8qL ) n . Let β = k −1 ε −k 2 ε −5 . Let N = 32Lβ −2 . In this way, Q = 2 Θ(m log q) , k ≤ Qn n,...,n ≤ 2 O(Qn log Q) ≤ 2 n2 Θ(m log q) , and N ≤ 2 2 n2 Θ(m log q)
. Let L = {1, . . . , L}. For an edge-labeled graph G, an edge-label ℓ, and vertex
is the number of edges between U and U ′ with label ℓ.
We claim there exists an edge-labeled complete graph G on N vertices with labels in [L] having the following property: for every label ℓ ∈ [L], and every pair of disjoint vertex sets U and W of size at least βN , we have d 
, and, as there are q(m − 1) + 1 labels and q colors, there exists some color s such that at least m labels ℓ satisfy d
2qL . As we chose k = r(K n ; Q) with Q = q L m , there exists s ∈ [q] and S ⊂ [L] of size m such that F 0 has an n-clique monochromatic in the color (s, S), which, without loss of generality, is formed by vertices 1, . . . , n. This means that, for all 1 ≤ i < j ≤ n and all ℓ ∈ S, we have d
2qL . We complete the proof of Theorem 1.7 by showing that G s contains as a subgraph every possible edge-labeled clique H on n vertices with labels in S. For 1 ≤ i < i ′ ≤ n, let ℓ i,i ′ ∈ S denote the label of edge (i, i ′ ) in H. Let F be the n-partite graph on U 1 ∪ · · · ∪ U n where, for 1 ≤ i < i ′ ≤ n, an edge is kept between U i and U i ′ if it has color s and label ℓ i,i ′ . In this way, an n-clique in F is a copy of H in G which is monochromatic in color s.
, it is ε-regular in the graph F , and thus (p i,i ′ , ε)-regular in the graph F . Since ε = (p/4) n , by Lemma 2.11, the number of n-cliques in F is at least
Thus, F has an n-clique, and thus G has a monochromatic copy of H.
Concluding remarks
Many questions on Ramsey numbers can also be asked of edge-ordered Ramsey numbers. It would be interesting to make progress on these questions. In this section, we describe a few extensions of our results and some directions for future work.
Closing the gap for complete graphs
A major open question left by our work is to better estimate how large r edge (H) can be for edgeordered complete graphs on n vertices. We showed that r edge (H) ≤ 2 O(n 2 log 2 n) for all edge-ordered graphs H on n vertices. We also know r edge (H) ≥ r(H). Hence, when H is an edge-ordered complete graph, r edge (H) is always at least exponential in the number of vertices of H. For complete graphs with a lexicographical edge-ordering, this lower bound is tight, but for general edge-ordered complete graphs H, we do not know whether this is tight.
In some settings, we are interested in guaranteeing a property that is stronger than having a monochromatic copy of a single graph. For one such property, we have a slightly better lower bound.
Definition 8.1. Given a family F of edge-ordered graphs, an edge ordered graph G is Ramsey F universal if, for every two-coloring of the edges of G, there exists a monochromatic subgraph containing a copy of every edge-ordered graph in F.
Let F n be the family of all edge-ordered graphs on n vertices. Theorem 1.2 finds an edge-ordered graph on 2 O(n 2 log 2 n) vertices that is Ramsey F n universal, and Theorem 1.4 proves an analogous result for q colors. On the other hand, a Ramsey F n universal graph G needs N ≥ 2 Ω(n log n) vertices to simply fit all the graphs in F n as subgraphs of G: there are at most N n different n-vertex edge-ordered complete graphs that can appear in G, but there are n 2 ! ≥ 2 Ω(n 2 log n) edge-ordered complete graphs, so N ≥ 2 Ω(n log n) .
Edge-ordered Ramsey numbers of other graphs
For edge-ordered graphs H 1 and H 2 , let r edge (H 1 , H 2 ) denote the smallest N such that there exists an edge-ordered graph G on N vertices such that every red-blue coloring of the edges of G either contains a red copy of H 1 or a blue copy of H 2 .
Sparse graphs
We conjecture that Theorem 1.6 can be improved. The Burr-Erdős conjecture has a natural analogue for edge-ordered Ramsey numbers that is stronger than Conjecture 8.2, namely that, for all d ≥ 1, there exists a constant c(d) such that every edge-ordered d-degenerate graph H on n vertices satisfies r edge (H) ≤ c(d)n. At the moment, we could not rule out this statement, as we do not know of edge-ordered d-degenerate graphs with superlinear edge-ordered Ramsey number. However, we conjecture such examples exist, and in fact that Conjecture 8.2 is tight up to the constant in the exponent. As evidence towards Conjecture 8.3, we note that, for n sufficiently large, a random edgeordered graph on N ≤ n 0.99d vertices almost surely contain no copies of a fixed edge-ordered d-degenerate graph with the maximum number of edges. A d-degenerate graph on n ≥ d + 1 vertices can have m = dn − d 2 edges, and let H be such a graph with an arbitrary edge-ordering. If G is a randomly edge-ordered complete graph, the expected number of copies of H is at most N n /m! < N n (e/m) m < N n (3/dn) dn ≪ 1.
Another natural question is to better estimate the edge-ordered Ramsey numbers for paths, trees, and cycles. Balko and Vizer [2] proved that the edge-ordered Ramsey number of a path with a monotone edge-ordering is linear in the number of vertices. By Theorem 1.6, the edgeordered Ramsey number of paths, trees, and cycles is polynomial in the number of vertices, but the polynomials are of large degree.
Bounded chromatic number
For the usual Ramsey number, all dense graphs, i.e. graphs on n vertices with Ω(n 2 ) edges, have qualitatively the same behavior of the Ramsey number: by considering a random coloring, all dense graphs have a Ramsey number exponential in the number of vertices. It is not clear whether the same is true for edge-ordered Ramsey numbers.
Balko and Vizer prove that, if H 1 and H 2 are edge-ordered graphs on n vertices and H 2 is bipartite with m edges, then r edge (H 1 , H 2 ) ≤ 2 O(nm log n) . Our techniques improve this bound and generalize it to graphs of larger chromatic number. Let F n,t denote the family of all edge-ordered graphs on n vertices with chromatic number at most t, and recall F n is the family of edge-ordered graphs on n vertices. Theorem 8.4. For all positive integers n and t with t ≥ 2, there exists an Ramsey F n,t universal edge-ordered graph on 2 O(nt(log n)(log t)) vertices. Additionally, r edge (H 1 , H 2 ) ≤ 2 O(nt(log n)(log t)) for all H 1 ∈ F n and H 2 ∈ F n,t .
For brevity, we sketch a proof of the second part here and omit the details. Similar to the proofs of Theorems 1.2 and Theorem 1.6, we take G to be an ε-regular edge-ordered complete graph on N vertices where ε is roughly N −1/6 . We show this G gives both guarantees in Theorem 8.4. Suppose that G is 2-colored with no red copy of some edge-ordered graph H 1 ∈ F n . Then G is (n −2 , δ n 1 , δ 1 )sparse for all sufficiently small δ 1 . Fix some edge-ordered graph H 2 ∈ F n,t . Using Lemma 4.8 with parameter h = ⌈log t⌉, we find an interval I and t parts that have few red-I edges between them in red graph. As in the proof of Theorem 1.6, from these t parts, we obtain n parts W 1 , . . . , W n such that, for (i, i ′ ) ∈ E(H 2 ), there are few red-I edges between W i and W i ′ . The counting argument of Lemma 4.11 finds a clique in an appropriately chosen graph F , corresponding to a blue copy of H 2 in the graph G. Hence, we found a blue copy of H 2 for all H 2 ∈ F n,t , completing the proof.
By Theorem 8.4, we have tighter estimates on the edge-ordered Ramsey number of dense graphs of small chromatic number than for complete graphs. By Theorem 8.4, if t is a constant, then for all H ∈ F n,t with Ω(n 2 ) edges, the edge-ordered Ramsey number is between 2 Ω(n) and 2 O(n log n) . Furthermore, similar to an argument in Subsection 8.1, any Ramsey F n,t universal edge-ordered graph has at least 2 Ω(n log n) vertices, so the smallest Ramsey F n,t universal graphs have 2 Θ(n log n) vertices.
Relating vertex-ordered and edge-ordered Ramsey numbers
Edge-ordered Ramsey numbers somewhat resemble (vertex-)ordered Ramsey numbers. A vertexordering of a graph is a total ordering of its vertices. Alternatively, a vertex-ordering can be given by an assignment of a unique integer label to each vertex in the graph. We say two vertex-ordered graphs H 1 and H 2 are equivalent if their is an isomorphism between H 1 and H 2 preserving the ordering of the vertices. Given a vertex-ordered graph H, the vertex-ordered Ramsey number r < (H) is the minimum N such that any two-coloring of the edges of a complete graph on vertices 1, . . . , N contains a monochromatic subgraph equivalent to H. Note that, when H is a complete graph, we have r < (H) = r(H). Conlon, Fox, Lee, and Sudakov [10] proved that r < (H) ≤ r(H) c log 2 n for general vertex-ordered graphs H on n vertices.
In some cases, vertex-ordered Ramsey numbers and edge-ordered Ramsey numbers can be related. Let H < be a vertex-ordered graph, and H edge be the graph H < with the corresponding lexicographical edge-ordering. Then, r edge (H edge ) ≤ r < (H < ). To see this, take a complete graph G on vertices 1, . . . , N = r < (H < ) with a lexicographical edge-ordering. In G, the edge-ordered copies of H edge in G are exactly the vertex-ordered copies of H < , so G edge − −− → H edge . In general, there doesn't appear to be a clear way to connect vertex-ordered and edge-ordered Ramsey numbers. Indeed, in some instances, the bounds can be quite far apart. For example, if H is a matching on n vertices, the vertex-ordered Ramsey number, for most vertex-orderings, is super-polynomial in n [10, 1], but the edge-ordered Ramsey number is the usual Ramsey number, and hence linear in n.
Edge-ordered Ramsey numbers of hypergraphs
Hypergraph Ramsey numbers have also been actively studied (see, e.g. [9, 28] ). Their existence was initially proved by Ramsey [29] , and better bounds were obtained by Erdős and Rado [15] . We can define edge-ordered hypergraph as a hypergraph with an ordering on the hyperedges. We say two edge-ordered hypergraphs H 1 and H 2 are equivalent if there is an isomorphism between them preserving the ordering of the hyperedges. We write G edge − −− → H if every 2-coloring of G contains a monochromatic subhypergraph equivalent to H. In this way, for any k ≥ 2, one can define the edge-ordered Ramsey number of a k-uniform edge-ordered hypergraph H as the smallest N such that there exists a k-uniform edge-ordered hypergraph G on N vertices such that G edge − −− → H. As a first question, we ask whether edge-ordered Ramsey numbers exist for hypergraphs.
Edge-induced Ramsey numbers
A graph H is said to be an induced subgraph of G if V (H) ⊂ V (G) and two vertices of H are adjacent if and only if they are adjacent in G. For graphs G and H, we write G ind − − → H if any two-coloring of the edges of G contains an monochromatic induced copy of H. The existence of induced Ramsey numbers was proven independently by Deuber [11] , Erdős, Hajnal, and Pach [14] , and Rödl [30] . The best known bounds were given by Conlon, Fox, and Sudakov [8] .
We can generalize induced Ramsey numbers to edge-ordered graphs. For edge-ordered graphs G and H, we write G For brevity, we sketch a proof here and omit the details. We follow the same argument as in Theorem 1.2, except that now we define G by taking a random graph chosen from G N,1/2 , as opposed to a complete graph. We then order the edges of G randomly as before. The quasi-randomness of the non-edges allows us to find induced copies of the smaller graph H as easily as before: using the quasi-randomness of the non-edges, we can prove, similar to Lemma 4.2, that if the red subgraph G 1 has no induced copy of H, it is (n −2 , δ O(n) 1 , δ 1 , 2)-sparse for all sufficiently small δ 1 . We can then iterate this as in Lemma 4.8 to show that G 1 is (n −4n+2 , δ O(n log n) 2 , δ 2 , n)-sparse for all sufficiently small δ 1 . Then we apply Lemma 4.11 to find a clique with no red edges on appropriately chosen graph F , corresponding to a blue induced copy of H in G.
Size edge-ordered Ramsey numbers
The size Ramsey number of a graph H, introduced by Erdős, Faudree, Rousseau and Schelp [13] , denotedr(H), is the minimum numberr(H) such that there exists a graph G withr(H) edges such that any two-coloring of the edges of G has a monochromatic copy of H. We can similarly define the size edge-ordered Ramsey number of an edge-ordered graph H to be the minimum numberr edge (H) such that there exists an edge-ordered graph G withr edge (H) edges such that any two coloring of the edges of G has a monochromatic edge-ordered copy of H. By taking G to be a complete graph, we have thatr(H) ≤ r(H) 2 for all graphs H, and similarly, for edge-ordered graphs, we also havê r edge (H) ≤ r edge (H) 2 . For the usual Ramsey number, Chvátal observed (see [13] ) that equality holds:r(K n ) = r(Kn)
2
. A similar question can be asked for size edge-ordered Ramsey numbers. A classic result of Beck [3] states that the size Ramsey number of paths is linear in the number of vertices. This was later extended to show that the size Ramsey number is linear for bounded degree trees [17] and cycles [20] . A similar question can be asked for size edge-ordered Ramsey numbers. The edge-ordered Ramsey number is linear for stars and matchings, as all edge-ordered stars are equivalent and all edge-ordered matchings are equivalent. For monotone edge-ordered paths, Balko and Vizer [2] showed that the edge-ordered Ramsey number is linear in n, so the size edge-ordered Ramsey number is at most quadratic.
