The problem of testing equality of the entire second order structure of two independent functional processes is considered. A fully functional L 2 -type test is developed which evaluates, over all frequencies, the Hilbert-Schmidt distance between the estimated spectral density operators of the two processes. Under the assumption of a linear functional process, the asymptotic behavior of the test statistic is investigated and its limiting distribution under the null hypothesis is derived. Furthermore, a novel frequency domain bootstrap method is developed which leads to a more accurate approximation of the distribution of the test statistic under the null than the large sample Gaussian approximation derived. Asymptotic validity of the bootstrap procedure is established under very general conditions and consistency of the bootstrap-based test under the alternative is proved. Numerical simulations show that, even for small samples, the bootstrap-based test has a very good size and power behavior. An application to a bivariate real-life functional time series is also presented.
Introduction
Functional time series form a natural class of functional data which occurs in many applications such as daily curves of financial transactions, daily images of geophysical and environmental data and daily curves of temperature measurements.
Such curves or images are viewed as functions in appropriate spaces since an observed intensity is available at each point on a line segment, a portion of a plane or a volume. Moreover, and most importantly, such functional time series exhibit temporal dependence and ignoring this dependence may result in misleading conclusions and not approperiate inferential procedures. Horváth et al. (2013) and Paparoditis and Sapatinas (2016) . In contrast to comparing mean functions, the problem of comparing the entire second order structure of two independent functional time series has been much less investigated. Notice that for i.i.d. functional data this problem simplifies to the problem of testing the equality of (the lag zero) covariance operators, see, e.g., Panaretos et al. (2010) , Fremdt et al. (2012) (finite-dimensional projections), Pigoli et al. (2014) (distance measures) and Paparoditis and Sapatinas (2016) (fully functional). The same problem of testing the equality of the (lag-zero) covariance operators of two sets of independent functional time series has also been investigated by Zhang and Shao (2015) using a finite-dimensional projections approach and by Pilvakis et al.
(2020) using a fully functional test.
However, the comparison of the entire second order structure of independent functional time series, is a much more involved problem due to the temporal dependence between the random elements considered. In describing the second order structure of functional time series, the spectral density operator, introduced in the functional set-up by Panaretos and Tavakoli (2013) , is a very useful tool since it summarizes in a nice way the entire autocovariance structure of the underlying functional time series; see also Hörmann et al. (2015) and van Delft and Eichler (2018) . It is, therefore, very appealing to develop a spectral approach for testing equality of the entire second order structure of two functional time series. A testing procedure into this direction has been proposed by Tavakoli and Panaretos (2016) where projections on finite dimensional spaces of the differences of the estimated spectral density operators of the two functional time series have been used. Although projectionbased tests have the advantage to lead to manageable limiting distributions, and can be very powerful when the deviations from the null are captured by the finitedimensional space projected, such tests have no power for alternatives which are orthogonal to the projection space. It is, therefore, important to develop a fully functional test for the testing problem at hand. That is, a test which evaluates the differences between the entire, infinite dimensional, structure of the two spectral density operators compared. Notice that in the finite-dimensional case, i.e., for (univariate or multivariate) real-valued time series, such tests have been developed among others by Eichler (2008) and Dette and Paparoditis (2009) 
The contribution of this paper is twofold. First, we develop a fully functional approach for testing equality of the entire second order structure between two independent functional processes. The testing procedure proposed, evaluates, for each frequency, the Hilbert-Schmidt norm between the (estimated) spectral density operators of the functional process at hand. Integrating these differences over all possible frequencies, leads to a global, L 2 -type, measure of deviation which is used to test the null hypothesis of interest. Under the assumption of linear Hilbertian processes, we derive the limiting distribution of an appropriately centered version of such a test statistic under the null. Second, and because of the slow convergence of the distribution of the test statistic under the null against its derived limiting Gaussian distribution, we develop a novel frequency domain bootstrap procedure to estimate this distribution. The method works under minimal conditions on the underlying functional process and its range of applicability is not restricted to the particular class of processes considered to derive the limiting distribution of test statistic used in this paper. We prove under such general conditions, that the bootstrap procedure correctly approximates the distribution of the proposed test statistic under the null. Furthermore, consistency of the bootstrap-based test under the alternative is established. Our theoretical deviations are accomplished by a simulation study which shows a very good behavior of the bootstrap procedure in approximating the distribution of interest and the good size and power performance of the test based on bootstrap critical values. Furthermore, a real-life data application is presented which together with some test-diagnostics presented enables an interesting discussion of the test results obtained.
The remaining of the paper is organized as follows. Section 2 contains the main assumptions on the underlying functional linear processes and states the hypothesis testing problem under study. Section 3 is devoted to the suggested test statistic and its asymptotic behavior while Section 4 discusses a frequency domain bootstrap procedure to estimate the distribution of the test statistic under the null. 
We are interested in testing for equality of the entire second order structure of the two functional processes given in (2.1). Notice that considering linear processes in Assumption 1 should not be considered as restrictive since we are interested in comparing solely the autocovariance structure of the underlying functional processes.
Furthermore, and as we will see latter on, the assumption of Gaussian innovation functions ε t and e t is not essential for our testing procedure. This assumption is solely imposed in order to simplify the already quite involved technical arguments used to derive the limiting distribution of the test statistic considered.
For the testing problem considered it turns out that a spectral approach is very appealing. Toward this notice first that we can define a spectral density operator in the sense of Panaretos and Tavakoli (2013) 
with r X,t and r Y,t denoting the autocovariance kernels of X and Y at lag t, respec- 
The Test Statistic and its Asymptotic Behavior
We first estimate the unknown spectral density operator F X,λ by an integral operator F X,λ induced by right integration with the kernel
and, similarly, 
Then, under H 0 ,
where is replaced by the pooled estimator 
i.e., Theorem 3.1 implies that the studentized test t U is an asymptotically α-level test under H 0 , for any desired level α ∈ (0, 1).
Bootstrapping The Test Statistic
A problem in implementing the above test occurs from the well-known fact that, H 0 , and we prove its asymptotic validity.
We begin by recalling the fact that for any k ∈ N and any set of points 0 ≤ s 1 <
finite Fourier transforms
. . .
where N C denotes a circularly-symmetric complex Gaussian distribution with mean zero and complex-valued covariance matrix Σ λ . Furthermore, for two different fre- 
, is the periodogram kernel, motivate the following bootstrap procedure to approximate the distribution of the test statis-
Step 1:
, estimate the pooled spectral density operator F λt by
and denote by f λt (σ, τ ), for σ, τ ∈ {s 1 , s 2 , . . . , s k }, the corresponding estimated pooled spectral density kernel.
Step 2: Generate two independent vectors J Furthermore, set for simplicity J *
Step 3:
Step 4: Approximate the distribution of the test statistic U T defined in (3.1) by the distribution of the bootstrap test statistic U * T,k given by
X,λt and J * Y,λt are generated can be set equal to the set of sampling points at which the functional random elements X t and Y t are observed in reality. However, and as it is commonly done in functional data analysis, these finite-dimensional vectors can be transformed to functional objects using a basis in L 2 , for instance, the Fourier basis. In this case, the bootstrap approximation of the test statistic U T defined in (3.1) will then be given by
From an asymptotic point of view both bootstrap approximations, U * T,k and U * T , will lead to the same result, provided that for U * T,k the number of points k increases to infinity as the sample size T increases to infinity. In our theoretical derivations we will concentrate on U Following the bootstrap procedure described in Steps 1-4, a bootstrap-based test
where t * U ,1−α denotes the upper 1 − α percentage point of the distribution of the bootstrap studentized test
where U * T is defined in (4.3) and µ * 0 and θ * 0 are obtained by replacing the unknown spectral density kernel f X,λ in the expressions for µ 0 and θ 0 given in Theorem 3.1
Notice that this distribution can be evaluated by Monte Carlo.
Remark 4.2.
It is worth mentioning that, by the definition of µ * 0 and θ * 0 , the bootstrap studentized test t * U imitates correctly also the randomness in t U which is introduced by replacing the unknown spectral density kernel f X,λ appearing in µ 0 and θ 0 by its pooled estimator f λ ; see (3.3) . A computationally simpler alternative will be to ignore this asymptotically negligible effect, that is, to use, instead of t * U given in (4.4), the studentized version t
Before describing the asymptotic behavior of the bootstrap test statistic U * T defined in (4.3), we state the following assumption which clarifies our requirements on the pooled spectral density kernel estimator f λ used.
Assumption 2 : The pooled spectral density kernel estimator f λ satisfies
where f λ is the spectral density kernel of the pooled spectral density operator
Notice that the above assumption can be easily verified by using results for uniform consistency of spectral density estimators of univariate time series, since
can be interpreted as a kernel estimator of the spectral density of the univariate time 
in probability, where
and F λ is the pooled spectral density operator given in Assumption 2.
Notice that, under H 0 , µ 0 = µ 0 and θ 
The above result, together with Theorem 4.1 and Slutsky's theorem, imply that the power of the studentized test t U based on the bootstrap critical values obtained from the distribution of the bootstrap studentized test t * U converges to unity as T → ∞, i.e., the test t U is consistent.
Numerical Results

Choice of the Smoothing Parameter. Implementing the studentized test
t U requires the choice of the smoothing bandwidth b. For univariate and multivariate time series, this issue has been investigated in the context of a cross-validation type criterion by Beltrão and Bloomfield (1987) , Hurvich (1985) and Robinson (1991) .
However, adaption of the multivariate approach of Robinson (1991) to the spectral density estimator f X,λ (σ r , τ s ), for r, s ∈ {1, 2, . . . , k}, faces problems due to the high dimensionality of the periodogram operator involved.
We propose a simple approach to select the bandwidth b used in our testing procedure which is based on the idea to overcome the high-dimensionality of the problem by selecting a single bandwidth based on the "on average" behavior of the 
and the averaged pooled spectral density estimator
Notice that I T (λ) can be interpreted as the periodogram at frequency λ of the pooled, real-valued univariate process
an estimator of the spectral density g of {V t , t ∈ Z}. We then choose the bandwidth b by minimizing the objective function
N t = {s : −N ≤ s ≤ N and s = ±t}. That is, g −t (λ t ) is the leave-one-out kernel estimator of g(λ), i.e., the estimator obtained after deleting the t-th frequency; see also Robinson (1991) .
Due to the computational complexity of the simulation analysis studied in the next section, the use of this automatic choice of the bandwidth b will only be illustrated in the real-life data example considered in Section 5.3.
5.2.
Monte-Carlo Simulations. We generated functional time series stemming from the following functional moving average (FMA) processes, given by
All curves were approximated using 21 equidistant points in the unit interval and transformed into functional objects using the Fourier basis with 21 basis functions. temperature measurements for each day for a total of T = 92 days in both groups.
These measurements were transformed into functional objects using the Fourier basis with 21 basis functions. All curves were rescaled in order to be defined in the unit interval. Figure 5 .2 shows the centered temperature curves of the winter and summer periods, i.e., the curves in each group are transformed by subtracting the corresponding group sample mean functions.
Using the cross-validation algorithm described in Section 5.1, the bandwidth chosen is equal to b CV = 0.075 (see Figure 5 .3(a)) and the corresponding p-value of the bootstrap based studentized test is equal to 0.030 (based on B = 10, 000 bootstrap replications), leading to a rejection of the null hypothesis for almost all commonly used α-levels. This implies that the dependence properties, as measured by autocovariances, of the temperature measurements of the winter period differ significantly from those of the summer period.
In order to understand the reasons leading to this rejection, we decompose the standardized test t U after ignoring the centering sequence b −1/2 µ 0 and approximating 
where of Q T,λ j at a log-scale. As it is easily seen from this figure, the large value of the test statistic U T which leads to a rejection of the null hypothesis is mainly because of the large differences between the two spectral density operators at the low frequency regions. That is, differences in the long term periodicities between the winter and the summer temperature curves seem to be the main reason for rejecting the null hypothesis. This is probably due to the fact that short term weather instabilities are very common during the winter period in Cyprus compared to the rather long term stable weather conditions which occur during the summer period.
Conclusions
We have proposed a fully functional, frequency domain real-life data example has been analyzed using the method presented in this paper.
Appendix A. Auxiliary Results and Proofs
First, we introduce some notation that will be used throughout our proofs. 
e s 1 (σ)e s 2 (τ ) exp(−iλ (s 1 − s 2 ) ). 
which is finite under Assumption 1.
The proof of Theorem 3.1 uses the following two lemmas, the proofs of which are given in the Supplementary Material.
Lemma A.1. Suppose that the assumptions of Theorem 3.1 hold true. Then
where 
for θ 0 defined in Theorem 3.1, where
Proof of Theorem 3.1. From Theorem 1.2 of the Supplementary Material we obtain
This gives 
(A.5)
We can further split up 
and use the Karhunen-Lóeve expansion for the Gaussian innovations ε t and e t . In particular, we have
where ϕ l ∈ L 2 , l ∈ N, denotes the set of orthonormal eigenfunctions of the operator C ε and the random variables ξ
Notice that the above expression for ε s (σ) is valid in L 2 -sense and that Fubini's theorem gives cov(ξ
A similar expansion holds true for e s with a possibly different set of othonormal eigenfunctions (φ l ) l∈N instead of (ϕ l ) l∈N . Now, we define approximating periodogram operators
and similarly for I Then, we can introduce
From this, we get
To this end, first note that under Gaussianity |EL T,0 |+|EL
to independence of the spectral density operators at different frequencies |t 1 | = |t 2 |.
Thus, it suffices to investigate var(
T,0 )). With the same arguments as in the proof of Lemma A.2 it suffices to show that
converges to zero as K → ∞ in the cases t 1 = ±s 1 , t 2 = ±s 2 and t 1 = ±s 2 , t 2 = ±s 1 .
Exemplarily we only investigate
With similar arguments as in Lemma A.2 it can be shown that all remaining summands vanish, too. Using symmetry arguments and adding zeros, it suffices to consider sup
and similar terms. To this end, let
In analogy to the proof of Lemma A.2, (A.7) can be bounded from above by
for some finite constant K, where the last inequality can be obtained similarly to Lemma 1.7 and Theorem 1.3 in the supplement. Mercer's Theorem finally gives
We aim at applying a CLT of de Jong (1987) for weighted U -statistics of independent random vectors. To this end, we rewrite
where
Straightforward calculations yield that
in L 2 . Now, we apply Theorem 2.1 of de Jong (1987) to
where H t 1 ,t 2 is a Borel function and
in their notation. First, note that the assumption of Gaussian innovations implies 
Subsequently, we only consider the non-trivial case of θ L > 0. For condition (a), it remains to verify that
This is an immediate consequence of var(H t 1 ,t 2 ) = 0 for |t 1 − t 2 | > bT and can then be decomposed as
with an obvious notation for M * T and L * T . In the following we use the notation
and the expansion
Notice that J * X,λt , v j is for every j ∈ N, a complex Gaussian random variable. We show that 12) where the last two equalities follow using the derivations in (A.11).
Consider first (A.9). We have using (A.11) that
and, therefore,
reduced to four terms with a typical one given by
and which is easily seen to be of order O P ((T b) −1 ). Similar arguments applied to the other three terms show that they also are asymptotically negligible from which we get
In view of (A.13) this implies that
Consider next (A.10). Notice that
with an obvious notation for
, r 2 ) = 0 for |t| = |s| we get using (A.12) and
where the last convergence follows by the same arguments as in the proof of assertion where
and
Then, to establish the desired weak convergence it suffices to prove that 
yields the expression r 2 ) ).
Taking into account the independence of the random variables involved, (t 1 = t 2 ), the covariance terms in the above sum are very similar with a typical one given, for
where the O P (T −2 b −1 ) term is uniform in t 1 and t 2 because converge to the same limit as σ 4 (T ) converges, from which we conclude assertion (b).
Condition (ii) follows immediately from the fact that, as K → ∞,
HS .
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Supplement to "Testing Equality of Spectral Density Operators for Functional Processes"
The online supplement contains some useful technical tools, some new results on frequency domain properties of linear Hilbertian stochastic processes and the proofs that were omitted in this paper.
