Abstract-We propose an adaptive redundancy control method for erasure-code-based real-time data transmission over the Internet. The loss rate is an important quality of service (QoS) parameter for real-time data transmission. However, real-time data transmission over best-effort networks, such as the Internet, suffers from a frequent packet loss due to traffic congestion. Erasure-code-based loss recovery scheme is widely used for loss recovery on the Internet. We propose a redundancy estimation algorithm which considers consecutive losses since the loss recovery rate depends on the amount of redundancy data. A continuous time Markov chain is used for modeling the loss process and adjusting the number of redundant packets. Measurements and simulation results show that the proposed scheme can be used as an efficient loss recovery algorithm for real-time data transmission over the Internet.
I. INTRODUCTION
T ELECONFERENCING systems have recently become a popular research topic owing to growth of network bandwidth and improvements in transmission techniques. However, in spite of remarkable advances in network techniques, real-time applications over best-effort networks, such as the Internet, still suffer frequent packet loss due to buffer overflow [1] - [4] . Packet loss will become more serious in the future due to continuing explosive growth in the number of Internet users. Several approaches have been proposed to reduce the effect of packet losses [5] .
The forward error correction (FEC) technique is useful as a resilient packet loss mechanism. FEC recovers lost information without retransmission by transmitting redundant information with the initial transmission [6] , [7] . This technique is appropriate for real-time applications because it reduces the time needed to recover lost packets and an additional channel is not Manuscript received February 2, 2001 . The associate editor coordinating the review of this paper and approving it for publication was Prof. Jenq-Neng Hwang.
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Publisher Item Identifier S 1520-9210(01)07790-2. needed for retransmission. Despite the widespread use of error correction mechanisms in many fields of information processing and the extensive research that has been done on the usage of FEC techniques in Internet protocols (IPs), the usage of FEC in the IP is limited due to bandwidth overhead. An efficient redundancy control mechanism is required with FEC because this technique increases overhead, such as additional forward bandwidth, and creates difficulty in redundancy control. The erasure code is an FEC technique based on linear block code that can be used for various types of media including audio and video. Linear block codes have been used for error correction and loss recovery. However, in the transport and application layers of communication systems, the block codes can be used only for loss recovery because the loss location is easily identified using the sequence numbers of real-time transport protocol (RTP) packets. Among the FEC methods using several finite fields, the Reed-Solomon (RS) code can be conveniently expanded. This code shows a positive quality for consecutive loss recovery, even though it uses a complex algorithm and requires complex computation. In this technique, redundant packets are generated from original data packets based on a linear block code algorithm. The redundant and original data packets are grouped into a transmission group (TG) [8] . A TG, a unit of coding block, consists of data and redundant packets. To use the erasure-code-based FEC, the RTP payload format is proposed [7] . We propose an adaptive redundancy control method for erasure-code-based real-time data transmission using feedback information that contains loss characteristics of a channel. This paper is organized as follows. A performance analysis method of an erasure code for consecutive losses is presented in Section II. A redundancy control algorithm is described in Section III. In Section IV, numerical results are discussed. Finally, conclusions are presented in Section V.
II. A PERFORMANCE ANALYSIS METHOD OF AN ERASURE CODE FOR CONSECUTIVE LOSSES
If we assume that data packets are encoded into packets, the TG size becomes . We can call this coding mechanism ( ) code. The receiver can recover original data packets based on any packets out of encoded packets. In this code, a TG consists of data packets and redundant packets for loss recovery [8] . We refer to these redundant packets as parity packets. The erasure code is a media-independent scheme.
First, we consider the case where each packet loss is identical and independent. In this case, each packet is lost with a probability of . We can use this model under the condition of rare packet loss and a large time-gap among lost packets. Also, the probability that the number of consecutive packets lost becomes is and the mean number of consecutively lost packets is described as (1) If real-time data packets are sent using ( ) erasure code and each packet loss probability is identical with probability , the packet loss probability after recovery at the receiver can be expressed as follows [9] : (2) In the case where each packet loss is not independent, a Markov model can be used [10] , [11] . We assume that packet loss is described by the two-state continuous time Markov chain that consists of state 0 and state 1. A packet transferred Fig. 3 . Individual packet loss probability P according to transmission order (k = 5, n = 8, and P = 10%).
at time is lost if , and not lost if . The lengths of loss and nonloss periods are assumed to be exponentially distributed with mean values of and , respectively. The infinitesimal generator of this Markov chain is given by (3) The stationary distribution associated with this chain is given by (4) where and . Let . Then, this probability is given by [12] Measurement of packet loss characteristics should be considered for practical implementation. We use the mean length of loss period and nonloss period to estimate loss characteristics. Let be the mean length of loss period, and be the mean length of nonloss period. Then, and . In this proposed algorithm, we assume that and are used for feedback information for the redundancy estimation. and can be measured by using the inter-departure time of data and parity packets at the receiver. Fig. 1 shows an example of measurement. TG is the th transmission group. At the sender, the coding rate is changed after reception of a feedback packet from the receiver. The coding rate is changed by the redundancy estimation algorithm that is proposed in the next section. Let be the total number of transmitted packets, be the number of lost packets, and be the number of loss bursts. At the receiver, and are calculated from the sequence number of transmitted packets and the inter-departure time of transmitted packets. We assume that the sequence number and the next packet departure time are transmitted with data and parity packets. The coding rate change can affect measurement procedure. If the change of TG size is not fast, and the round-trip time of feedback information is small compared with feedback interval, the measurement method will be a good approximation method because the effect of coding rate change within feedback interval could be negligible. Fig. 2 shows generation and transmission timing of packets in the case where the (8,5) erasure code is used. This figure shows that three parity packets are generated from five original data packets, and the inter-departure time of encoded packets is determined by the coding rate and the packetization interval of original data packets.
Let be the inter-departure time of data and parity packets at the sender, be the packet loss probability, and be the average number of consecutive losses. and are obtained by (6) (7) Then, and are expressed as
The parameters of the Markov chain can be derived from , , and as follows:
The inter-departure time is determined from the TG size, the number of original data packets in a TG, and the packetization interval of original data packets. If we use the code and the packetization interval of original data packets is , is given by (12) Based on the on-off Markov model, the probability of receiving fewer than packets out of can be obtained. Let be the probability that a receiver receives packets among transmitted packets, be the probability of being in state 1 after the same procedure, and be the probability of being in state 0 after the same procedure. Then, is obtained as follows [13] : (13) where (14) (15) Fig. 9 . Repair using redundant transmission. can be obtained recursively by using the boundary conditions that are given by [13] (16) (17) (18) (19) where indicates the probability that the system initially resides in state 0, and indicates the probability that the system initially resides in state 1. Let be the probability that the erasure decoder could not recover all packets of a TG in the case of using ( ) erasure code. Then, is the probability that the number of received packets out of packets is lower than . Thus, is described as
Let be the probability that the th packet of a TG is lost during transmission, and the number of received packets in the TG is fewer than . Let be the number of received packets in a TG, be the number of received packets after the transmission of the th packet, and be the number of received -denotes the value larger than 18 packets before transmission of the th packet. Then, is given by th packet of the TG is lost (21) is the probability that is smaller than when is , and the th packet is lost. This probability is divided into two cases. The first case occurs when the number of lost packets is large before the lost of th packet. In this case, the packet could not be recovered, although all remaining packets are received without loss. In this case, and because the th packet cannot be recovered, regardless of the number of received packets after th packet in the TG. The second case occurs when . In this case, is the probability that the number of received packets after the th packet is less than when the th packet is lost. Using the time reversible property of Markov chain, is described by th packet of the TG is lost if
If we consider both cases, is given by if if (23) We define the set of data packet in a TG as th packet of the TG is a data packet (24)
After the erasure code encoding procedure, is . Using (21), the mean data packet loss rate after recovery is as follows:
Here, is changed by in the case where each packet loss is not independent. In order to minimize , the transmission order is important. Fig. 3 shows the individual packet loss probability when , , and %. This figure shows that is not identical in a TG. The increases as the mean number of consecutive losses becomes larger, and decreases as becomes smaller. The mean data packet loss rate can be minimized by changing the transmission order of data and parity packets. For minimization of data packet loss, half of the data packets should be transmitted at the beginning of a TG and the remaining packets should be transmitted at the end of a TG. If (8, 5) erasure code is used, should be either {1, 2, 3, 7, 8} or {1, 2, 6, 7, 8} for loss minimization. Fig. 4 shows a typical example when is {1, 2, 3, 7, 8}, and data packets of the TG are the first, second, third, seventh, and eighth packet.
III. REDUNDANCY CONTROL ALGORITHM
In the proposed method, we assume that , , and are measured at the receiver, and are calculated from measured results, and and are transmitted to the sender by feedback packets. At the sender, the TG size of real data transmission is calculated by the redundancy control algorithm that is proposed in this section. Fig. 5 shows the system structure of the proposed redundancy control algorithm.
The number of data packets in a TG is an important parameter. The delay increases and the loss rate after recovery decreases as becomes larger. A tradeoff exists between the delay and the loss rate. Therefore, the number of data packets in a TG could be determined based on the network delay and the packet generation interval. We assume that encoding/decoding delay is negligible because the encoding and decoding processing speed of common PCs is very fast [8] . In this case, the following equation must be satisfied: (26) In (26), is the packetization interval, is the network delay, and is the transmission delay given as QoS. Here, must satisfy the following equation:
(27) Also, the TG size can be estimated by the characteristics of packet loss. In the proposed mechanism, the feedback information includes the mean length of the loss and nonloss periods and , respectively. At the receiver, can be estimated by . Here, is the estimated minimum TG size satisfying the condition that is less than the target loss rate, and the estimated redundancy is . In the redundancy estimation algorithm, is increased until is smaller than the target loss rate. If either or is large, much time is required to calculate TG. In this case, a pre-calculated value for according to the mean length of loss and nonloss periods can be used. Fig. 6 shows an example of calculated value when ms, , and target loss rate %. Let be the estimated TG size based on the feedback data. A smoothed TG size can be obtained from and a previous smoothed TG size as follows:
In (28), is a smoothing factor. Therefore, has a value between 0 and 1. Considering rapid change of loss characteristics, (a smoothed deviation of ) should be obtained as follows:
(29) Then, can be obtained as follows:
Here, is a deviation factor.
IV. NUMERICAL AND SIMULATION RESULTS

A. Performance of Erasure Code
In our results, we assume that the packetization interval of original data packet is 20 ms, which is the packetization interval of many vocoders including GSM. Fig. 7 shows the packet loss rate according to the mean length of loss period. The (8, 5) erasure code is used. When (8, 5) erasure code is applied to the case where the transmission loss rate is 8% and the mean length of loss period is 10 ms, the loss rate of data packets after loss recovery is 0.8%. However, when the mean length of loss period is 25 ms with the same transmission loss rate, the loss rate of data packets after loss recovery is 2.9%. From this figure, we can see that the packet loss rate after recovery is considerably increased as the length of loss period increases. Fig. 8 shows the packet loss rate after loss recovery according to the mean length of loss period and the various kinds of erasure codes when the transmission loss rate is 10%. The packet loss rate after recovery is decreased as the TG size increases. For example, when the (4,2) erasure code is used, the transmission loss rate is 10% and the mean length of loss period is 10 ms, the packet loss rate after recovery is 2%. However, when the (8,4) erasure code is used, the packet loss rate after recovery is 0.7%.
We compared the performance of systematic erasure code with that of redundancy audio transmission, which is widely used for audio data transmission in Internet telephone services [6] . The operation principle is illustrated in Fig. 9 . The third packet is lost during transmission and the receiver recovers lost information using redundant data of the fourth packet that is the compressed or the same data of the third packet. Fig. 10 shows the packet loss rates after recovery in the case of using (6,3) systematic erasure code and redundancy audio transmission. The required bandwidth of both schemes are not significantly different. The packet loss rates after recovery for systematic erasure code is lower than that for redundancy audio transmission. However, the use of systematic erasure code incurs more delay. A tradeoff exists between bandwidth and delay. Table I shows the estimated TG size according to the target loss rate, the transmission packet loss rate , and the mean length of loss period when . When the target loss rate is 1%, , the transmission packet loss is 9%, and the mean length of loss period is 12 ms, the estimated TG size becomes 9. Also, as the target packet loss is increased, the TG size must be increased.
B. Measurement of Packet Loss
We measured the loss behavior of audio packets over one Internet connection. Although the link considered in our experimental measurements is not representative of all links of the Korean Internet, this link has connections with most Internet backbone links. Figs. 11 and 12 show the packet loss rate between ETRI and Ajou University. Measurements were made using a PCM coder with packetization intervals of 20 and 60 ms. Summarized results are shown in Table II . Using an interval of 20 ms, the loss rate is 9.62% and the mean length of loss period is 27 ms. With an interval of 60 ms, the loss rate is 12.94% and the mean length of loss period is 27.8 ms. From these results, we can see that the mean length of loss period is not significantly affected by the packetization interval.
Let be the number of packet loss in a loss burst; then we can define probability mass function of as follows:
Figs. 13 and 14 show for experimentally measured results, two-state Markov model and random loss model. As shown in these figures, of measured results and two-state Markov model is similar, and two-state Markov model is more accurate than random loss model. The two-state Markov model is useful as a modeling method of packet loss environment in the Internet.
C. Simulation of Redundancy Control Algorithm
Using the measured packet loss process, we perform a simulation of the redundancy control algorithm. Fig. 15 shows the simulation process. The packet loss process that was used in this simulation was derived from experimental results. We used this loss process for packet loss simulation. Here, we assume that feedback information is periodically transmitted, and feedback delay is constant. If the transmission interval is very long compared with feedback delay, and smoothing factor is near 1, the effect of feedback delay jitter becomes negligible because one feedback data will affect with a ratio of . If the feedback transmission interval is large, small delay jitter will affect coding rate during small time compared with feedback interval.
The mean loss rate after loss recovery according to SMO and CDEV is shown in Fig. 16 . Here, we assume that the transmission interval of feedback packets is 500 ms, the feedback delay of feedback packets is 100 ms, and the target loss rate is 1%. Also, we use the loss sequence obtained from experimental results when the packetization interval is 20 ms. As shown in Fig. 16 , when the SMO is increased, the loss probability is lower. The loss decreases with a higher CDEV value. The loss rate after recovery is decreased as and become larger, because system stability is improved as becomes larger, and the number of transmitted redundancy packets is increased as becomes larger. Therefore, must be small to reduce redundancy.
V. CONCLUSION
We have described a redundancy control algorithm for erasure-code-based real-time data transmission over the Internet. Erasure-code-based FEC methods can make bit-level recovery possible and can be used in both audio and video transmission channels. However, this mechanism causes bandwidth overhead due to the additional transmission of redundancy data blocks. It is important to determine how much redundant data should be transmitted. We adjust the size of the TG adaptively so that the target loss rate that an audio application requests can be satisfied. We used a two-state continuous time Markov chain that is suitable for modeling the consecutive loss characteristics. We derived packet loss rate after recovery of the systematic erasure code in consecutive loss environments based on a previous analysis method on nonsystematic erasure code performance in the same environments [13] . We also proposed an adaptive erasure code redundancy control algorithm using feedback data including the mean lengths of loss and nonloss period. Measurements and simulation results show that the proposed adaptive redundancy control method can be used as an efficient loss recovery algorithm for real-time data transmission over the Internet. The proposed techniques can be used for reliable transmission of audio data in teleconferencing, Internet phone, remote collaboration, and distance education systems.
