In this paper, we extend the lattice Constructions D, D and D (this latter is also known as Forney's code formula) from codes over F p to linear codes over Z q , where q ∈ N. We define an operation in Z n q called zero-one addition, which coincides with the Schur product when restricted to Z n 2 and show that the extended Construction D produces a lattice if and only if the nested codes are closed under this addition. A generalization to the real case of the recently developed Construction A is also derived and we show that this construction produces a lattice if and only if the corresponding code over Z q [X]/X a is closed under a shifted zero-one addition. One of the motivations for this work is the recent use of q-ary lattices in cryptography.
will consider the definitions without these restrictions, because our objective is to establish these concepts in the most general possible way within our proposal. Besides, previous works have shown that when we relax the restrictions on the minimum distance, lattices with good properties, such as the LDPC lattices [17] and turbo lattices [18] , can be described by using the Constructions D and D respectively.
Construction D can also be associated to Construction A in certain cases. In [5] it is shown that a lattice obtained via Construction D from a chain of a nested linear codes over F p can, except for a scaling factor, always be obtained from Construction A using a linear code over Z p a .
The Construction D, also called Construction by Code Formula, is a reformulation of Forney's code formula, which was introduced in [6, 7] . A set Γ D generated by Construction D from a family of nested linear codes C 1 ⊇ C 2 ⊇ · · · ⊇ C a over F p is given by Γ D = C a + pC a−1 + · · · + p a−1 C 1 + p a Z n .
This construction has attracted a lot of attention since its introduction [8] , [9] , [13] , [14] , [19] and [20] . It is known that Construction D does not always produce a lattice. When p = 2, it has been shown recently in [13] that the Construction D produces a lattice if and only if the chain of nested linear codes is closed under Schur product. In this case, up to a scaling factor, the lattices obtained via Constructions D and D are the same [13] .
Construction A was proposed by Harshan et al. [8, 9] . This construction produces lattices from codes over a polynomial ring F 2 [X]/X a . It has recently been shown in [9] that Construction A is equivalent to the multilevel construction of Barnes-Wall lattices from Reed-Muller codes.
In this paper, we extend the lattice Constructions D, D and D from codes over F p to linear codes over Z q , where q ∈ N. We also provide a generalization of Construction A to codes over Z q [X]/X a and study the relationship between the proposed constructions. Section 2, is devoted to a brief summary on linear codes over the ring Z q . In Section 3.1, we present the extended Construction D and show that it always produces a lattice. It is shown that a lattice obtained via extended Construction D from a chain of a nested linear codes over Z q can, up to a scaling factor, always be obtained from Construction A using a linear code over Z q a . Furthermore, we show that various results presented in [1, 3] for lattices obtained via Construction D from a family of nested binary linear codes also apply, with the necessary modifications, to lattices obtained from the extended Construction D proposed here. The extend Constructions D and D are presented in sections 3.2 and 3.3, respectively. In Section 4, the relationship between Constructions D and D, is discussed and it is provided a necessary and sufficient condition for the set Γ D obtained via construction D to be a lattice. In Section 5, we provide a generalization to the real case of the recently developed Construction A and show that this construction produces a lattice if and only if the corresponding code over Z q [X]/X a is closed under a shifted zero-one addition. It is also established the relationship between Constructions A and A. Concluding remarks are included in Section 6.
Preliminaries
In this section, we present a brief introduction to linear codes over the ring Z q of integers modulo q (q ∈ N), emphasizing some of their dissimilarities from codes over finite fields (see also [2, 4, 12] and their references).
A q-ary linear code C of length n over Z q is a Z q -submodule of Z n q , that is, an additive subgroup of Z n q . Denote by
are linearly independent and they generate C. In this case, any element v v v ∈ C can be written in a unique way as a linear combination of the vectors b b b 1 , ..., b b b k . In opposition to codes over fields there are q-ary linear codes that have no basis, for example, the code C = (2, 4) = {(0, 0), (2, 4) , (4, 8) , (6, 0), (8, 4) , (10, 8)} ⊆ Z 2 12 does not have basis because every nonempty subset of C is linearly dependent (6(a, b) = (0, 0)). Every q-ary linear code C is characterized by a minimal set of generators [10, p.64] . A generator matrix for a q-ary linear code C is any matrix whose rows form a minimal set of generators for the code C.
We define an inner product on Z n q by x x x · y y y = x 1 y 1 + · · · + x n y n , where x x x = (x 1 , ..., x n ), y y y = (y 1 , ..., y n ) ∈ Z n q . Given a linear code C ⊆ Z n q , the set C ⊥ = {x x x ∈ Z n q ; x x x · y y y = 0, ∀y y y ∈ C} is also a linear code over Z q , which is called the dual code of C.
The following result is straightforward from the previous definitions. This result guarantees the existence of parameters to be chosen in Constructions D and D in the next section.
be a family of nested q-ary linear codes. Then, there are integers k 1 ≥ k 2 ≥ · · · ≥ k a ≥ 0 and 0 ≤ r 1 ≤ r 2 ≤ · · · ≤ r a and vectors b
Moreover, if q is prime, the dimension of C i as a vector space over Z q is k i and r i = n − k i for all i ∈ {1, 2, ..., a}, then
(ii) there are linearly independent vectors h h h 1 , ..., h h h r a in Z n q such that C ⊥ = h h h 1 , ..., h h h r for all ∈ {0, 1, ..., a}.
We remark that when q is not a prime number and Z n q ⊇ C 1 ⊇ C 2 ⊇ · · · ⊇ C a is a family of nested linear codes, do not always exist integers k 1 ≥ k 2 ≥ · · · ≥ k a ≥ 0 and vectors b b b 1 , ..., b b b k 1 linearly independent in Z n q such that b b b 1 , ..., b b b k span C , for = 1, ..., a. For example, let Z 2 6 ⊇ C 1 ⊇ C 2 be a family of nested linear codes, where C 1 = (1, 2) and C 2 = (2, 4) . It is easy to see that there are no numbers
3 Constructions D, D and D from codes over finite rings
Let σ : Z → Z q be the natural ring homomorphism and σ : Z q → Z be the injective map such that σ σ (x) = x for all x ∈ Z q . The map σ is naturally extended to Z n q as σ (x 1 , ..., x n ) = σ (x 1 ), ..., σ (x n ) .
Construction D
Next we introduce the notion of Construction D from codes over finite rings and extend some results previously known for binary codes.
The set Λ D consists of all vectors of the form
where z z z ∈ qZ n and β ( )
Note that to guarantee the existence of parameters k 1 ≥ k 2 ≥ · · · ≥ k a ≥ 0 and b b b 1 , ..., b b b k 1 ∈ Z n q in the definition above, we do not require that the vectors b b b 1 , ..., b b b k 1 are linearly independent, since parameters satisfying this condition are only guaranteed when q is prime (Theorem 1).
When a = 1, Construction D coincides with Construction A for linear codes over Z q , q ∈ N. Moreover, when q = 2, each linear code C i can be seen as a vector subspace of Z n 2 . Thus, if in Definition 2 we choose as parameters q = 2, integers k i = dimC i (i = 1, ..., a) and vectors linearly independent b b b 1 , ..., b b b k 1 ∈ Z n 2 such that some rearrangement of b b b 1 , ..., b b b k 1 forms the rows of an "upper triangular" matrix, then (except for restrictions on the minimum distance of codes used) we obtain the classical Construction D presented in [3, 1] .
The next theorem provides a new representation for the set Λ D , which will be used in the following examples and theorems. In what follows, unless otherwise specified, k a+1 := 0. Theorem 3.
To complete this proof, is sufficient to observe that an integer m satisfies 0 ≤ m < q s if and only if there are β
Theorem 4. Λ D is a full rank lattice.
Proof First note that Λ D is a discrete set, since q a−1 Λ D ⊆ Z n . It remains to show that Λ D is an additive group. Indeed, Λ D is an additive group because 0 0 0 ∈ Λ D and given w w w 1 , w w w 2 ∈ Λ D we have by Theorem 3 that there are z z z 1 , z z z 2 ∈ qZ n and 0 ≤ α
Then,
Applying the division algorithm we obtain integers γ
We have then to show that those elements are also distinct when considered modulo q. Thus, to complete the proof is sufficient to observe that if
q are vectors linearly independent, can also be obtained via Construction A from a specific q a -ary linear code [5] . This result is extended next to the generalized Construction D. We assume the notations of Definition 2. Theorem 6. Let G 1 be a matrix whose rows are the vectors σ (b b b 1 ), ..., σ (b b b k 1 ) and let C be the q a -ary linear code generated by the rows of the matrix
Proof Let w w w ∈ Λ A (C). Hence, it follows that there are α (i) j ∈ {0, 1, ..., q a −1}, 1 ≤ i ≤ a and k i+1 + 1 ≤ j ≤ k i , and a vector z z z ∈ Z n such that
On the other hand, q a−1 Λ D is a lattice and q a z z z,
The next theorem and Corollary 8 extend results previously known for binary codes. Corollary 9 can be found in [1, 3] . Then there is a basis for the lattice Λ D formed by
Proof Let us assume M is an "upper triangular" matrix. LetM be the order n upper triangular matrix, whose rows are the k 1 vectors
and the others n − k 1 rows are of the form (0, ..., 0, q, 0, ..., 0). The existence and uniqueness of the matrixM is guaranteed by the hypothesis 2,
Note that the rows of the matrixM are linearly independent, because if we denote by α j
Let Λ (M) be the lattice generated by the rows of the matrixM. To complete the proof, we will show that Λ (M) = Λ D . In fact, let w w w ∈ Λ (M). Hence, there are integers β
Applying the division algorithm we obtain integers µ We remark that, using the previous theorem, is not hard to see that (up to a scaling factor) some well-known lattices, such as Z n , D n , E 8 ,Λ 16 and Λ 24 [3, Chapter 4] can be obtained via Construction D. For example, from the chain 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Proof As we have seen in the previous theorem Λ D = Λ (M), whereM is the upper triangular matrix of order n, whose rows are the k 1 vectors (1/q i−1 )σ (b b b j j j ), where 1 ≤ i ≤ a and k i+1 < j ≤ k i , plus n − k 1 vectors of the shape (0, ..., 0, q, 0, ..., 0). Therefore
2. Some row permutation of the matrix M, whose rows are b b b 1 , ..., b b b k 1 , forms an "upper triangular" (respectively, "lower triangular") matrix in the row echelon form.
Then there is a basis for the lattice Λ D formed by k 1 vectors (1/2 i−1 )σ (b b b j ), where 1 ≤ i ≤ a and k i+1 < j ≤ k i , plus n − k 1 vectors of the shape (0, ..., 0, 2, 0, ..., 0). Moreover,
Proof Note that for each i ∈ {1, ..., k 1 } the first nonzero component of σ (b b b i i i ) is equal to 1 and hence divides 2 as well as all other components of this vector. We obtain the desired result by applying Theorem 7 and Corollary 8.
In this subsection we extend Construction D to codes over Z q , q ∈ N.
Definition 10. (Construction D ) Let Z n q ⊇ C 1 ⊇ C 2 ⊇ · · · ⊇ C a be a family of nested qary linear codes. Choose integers r 1 , r 2 , ..., r a satisfying 0 ≤ r 1 ≤ r 2 ≤ · · · ≤ r a and vectors h h h 1 , ..., h h h r a in Z n q such that
where C ⊥ is the dual code of C . We define Λ D as the set consisting of all vectors x x x ∈ Z n satisfying the congruences
for every pair (i, j) satisfying 0 ≤ i < a and r a−i−1 < j ≤ r a−i , where r 0 := 0.
Note that to assure the existence of the parameters 0 ≤ r 1 ≤ r 2 ≤ · · · ≤ r a and h h h 1 , ..., h h h r a ∈ Z n q in the above definition, it is not required that the vectors h h h 1 , ..., h h h r a are linearly independent (the existence of parameters satisfying this condition is only guaranteed when q is prime (Theorem 1)).
When a = 1, Construction D coincides with the Construction A for linear codes over Z q , q ∈ N. Note also that if q = 2, r i = n − dimC i (i = 1, ..., a) and the vectors h h h 1 , ..., h h h r a are linearly independent and such that some rearrangement forms the rows of an "upper triangular" matrix, then (except for restrictions on the minimum distance of the involved used codes) we obtain the classical Construction D presented in [1, 3] .
Theorem 11. Λ D is a full rank lattice.
Proof Λ D is a discrete set, because Λ D ⊆ Z n . To see that Λ D is an additive group note that 0 0 0 ∈ Λ D and given x x x, y y y ∈ Λ D we have, for each pair of integers (i, j) satisfying 0 ≤ i < a and r a−i−1 < j ≤ r a−i , x x x · σ (h h h j j j ) ≡ 0 mod q i+1 and y y y · σ (h h h j j j ) ≡ 0 mod q i+1 and consequently, (x x x − y y y) · σ (h h h j j j ) ≡ 0 mod q i+1 . Thus x x x − y y y ∈ Λ D . Therefore Λ D is a lattice and Λ D has full rank because q a Z n ⊆ Λ D .
Next we introduce Construction D associated with codes over Z q , q ∈ N. Definition 12. (Construction D) Let Z n q ⊇ C 1 ⊇ C 2 ⊇ · · · ⊇ C a be a family of nested q-ary linear codes. We define the set Γ D as follows
When a = 1, Construction D coincides with the Construction A for linear codes over Z q . Moreover, when q is prime, we obtain the Construction D from linear codes over F q .
Note that Γ D ⊆ Z n is not always a lattice (as we will see in the Example 14). This remark lead us to the following definition.
Definition 13. The lattice obtained via Construction D, which it is denoted by Λ D , is the smallest lattice that contains Γ D . In other words,
where L is the set formed by all the lattices containing Γ D .
In the next example we explore some dissimilarities between the Constructions D, D and D. 
2 ≤ 5 and 0 ≤ α Also,
Therefore, Fig. 1 (Example 14) The elements of 6Λ D , Λ D , Γ D and Λ D inside the box [0, 36) 2 Figure 1) .
The next theorem and corollary of this section extend to lattices constructed from codes over finite rings results from [13] which deals with lattices from binary codes. 
Since Λ D is a lattice, q a z z z ∈ q a Z n ⊆ Γ D ⊆ Λ D and, for 1 ≤ i ≤ a and 1 ≤ j ≤ k i , we have
Now, let x x x, y y y ∈ Λ . Then, there are λ (i) j , µ (i) j ∈ {0, 1, ..., q i −1} and z z z 1 , z z z 2 ∈ Z n such that
Thus,
Applying the division algorithm, we obtain integers β (i) j and r
Thus x x x − y y y ∈ Λ and hence Λ is a lattice. To show that Λ is the smallest lattice containing Γ D , let Λ be a lattice such that Γ D ⊆ Λ and let v v v ∈ Λ . Hence, there are integers α
Corollary 16. Let L be the set of all lattices obtained from a family of nested q-ary linear codes Z n q = C 1 ⊇ C 2 ⊇ · · · ⊇ C a via Construction D. Then,
Connections between Constructions D and D
It has been shown in [13] that for q = 2 the Construction D produces a lattice if and only if the chain of nested linear codes is closed under the Schur product (componentwise multiplication). The next example shows that if q = 2 this result is not always true. Note also that not even when q is prime we can guarantee this result.
Example 17. Consider the nested 5-ary linear codes Z 4 5 ⊇ C 1 ⊇ C 2 , where C 1 = (1, 2, 3, 4), (1, 4, 4, 1) and 2, 3, 4) .
Note that the chain Z 4 5 ⊇ C 1 ⊇ C 2 is closed under the Schur product, but the set Γ D obtained via Construction D from this chain is not a lattice. Indeed, note that C 2 = {(0, 0, 0, 0), (1, 2, 3, 4), (2, 4, 1, 3) , (3, 1, 4, 2), (4, 3, 2, 1)} and so x x x y y y; x x x, y y y ∈ C 2 = (0, 0, 0, 0), (1, 4, 4, 1), (2, 3, 3, 2), (3, 2, 2, 3), (4, 1, 1, 4)
where is the Schur product. Thus, the chain Z 4 5 ⊇ C 1 ⊇ C 2 is closed under the Schur product. Now, note that v v v = (1, 2, 3, 4) , w w w = (1, 4, 4, 1 
∈ Γ D and therefore Γ D is not a lattice. Indeed, note that if we have c c c 1 ∈ C 1 , c c c 2 ∈ C 2 and z z z ∈ Z n such that (0, 5, 5, 5) = 25z z z + 5σ (c c c 1 ) + σ (c c c 2 ), c c c 1 = (0, 1, 1, 1), but (0, 1, 1, 1 
Taking into account the above remark we propose a new operation * in Z n q , which we call zero-one addition, as follows: For each pair of vectors x x x = (x 1 , ..., x n ) and y y y = (y 1 , ..., y n ) in Z n q , the zero-one addition is given by
x x x * y y y := (x 1 * y 1 , ..., x n * y n ) ∈ Z n q , where
for i = 1, ..., n. It is easy to see that
Note that when q = 2 the zero-one addition coincides with the Schur product (known also as Hadamard product or componentwise multiplication).
We say that a family of nested q-ary linear codes Z n q ⊇ C 1 ⊇ C 2 ⊇ · · · ⊇ C a is closed under the zero-one addition if and only if the zero-one addition of any two elements of C i is contained in C i−1 , for i = 2, ..., a. In other words, if c c c 1 , c c c 2 ∈ C i , then c c c 1 * c c c 2 ∈ C i−1 for all i = 2, ..., a.
Example 18. Note that the chain of codes Z 4 5 ⊇ C 1 ⊇ C 2 presented in the Example 17 is not closed under the zero-one addition. Indeed, suppose by contradiction that it is closed. Since (1, 2, 3, 4) * (1, 2, 3, 4) = (0, 0, 1, 1), we conclude that (1, 0, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1) ∈ C 1 . Therefore dimC 1 ≥ 3 and consequently, C 1 = (1, 2, 3, 4), (1, 4, 4, 1) (Contradiction).
In the following theorem, we give a necessary and sufficient condition for the Construction D to produce a lattice. This theorem and its corollaries extend results presented in [13] for binary codes and their proofs can be carried out analogously.
Theorem 19. Let Z n q ⊇ C 1 ⊇ C 2 ⊇ · · · ⊇ C a be a family of nested q-ary linear codes. The following statements are equivalent:
As an immediate consequence of the previous theorem, we have the following result: If a family of nested q-ary linear codes Z n q ⊇ C 1 ⊇ C 2 ⊇ · · · ⊇ C a is closed under the zero-one addition, then Construction D and Construction D, except for a scaling factor, yield the same lattice (which does not depend on the parameters k 1 , k 2 , · · · , k a or b b b 1 , ..., b b b k 1 ).
In the next example, we display a chain of linear codes that is closed under the zero-one addition, but is not closed under the Schur product and present its associated lattice.
Example 20. Consider the nested 5-ary linear codes Z 4 5 ⊇ C 1 ⊇ C 2 , where C 1 = (1, 0, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1) and 2, 3, 4) .
The chain Z 4 5 ⊇ C 1 ⊇ C 2 is closed under the zero-one addition, but it is not closed under the Schur product. Indeed, note that C 2 = {(0, 0, 0, 0), (1, 2, 3, 4) , (2, 4, 1, 3) , (3, 1, 4, 2) , (4, 3, 2, 1)} and so
x x x * y y y; x x x, y y y ∈ C 2 = (0, 0, 0, 0), (1, 0, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1), (1, 1, 1, 1), (1, 1, 0, 0) ⊆ C 1 .
Therefore Z 4 5 ⊇ C 1 ⊇ C 2 is closed the under zero-one addition. Now, notice that (1, 2, 3, 4) ∈ C 2 and (1, 2, 3, 4) (1, 2, 3, 4) = (1, 4, 4, 1) / ∈ C 1 .Therefore Z 4 5 ⊇ C 1 ⊇ C 2 is not closed under the Schur product.
As pointed out in Theorem 19 the set Γ D of this chain is a lattice and Γ D = 5Λ D . So it is easy to see that {(1, 2, 3, 4), (0, 5, 0, 5), (0, 0, 5, 5), (0, 0, 0, 25)} is a basis for Γ D (Theorem 7).
Construction A
We consider the polynomial quotient ring R a,q := Z q [X]/X a where X is a variable. A linear code over R a,q is a submodule of R n a,q . The code C corresponding to a generator matrix G ∈ R k×n a,q is given by C = {u u uG | u u u ∈ R 1×k a,q }, where the matrix multiplication is over the ring R a,q . We define the mapping φ : R a,q → Z as follows
and consider its extension from R n a,q to Z n as φ (p 1 , ..., p n ) = φ (p 1 ), ..., φ (p n ) . Next, we introduce the Construction A associated to linear codes over R a,q , which is a generalization of the real Construction A proposed by Harshan et al. in [8, 9] . Definition 21. (Construction A ) Given a linear code C over R a,q , we define the set
We say that the lattice obtained from Construction A using code C, denoted by Λ A , is the smallest lattice that contains Γ A .
The next theorem shows that given a chain of q-ary linear codes, the set Γ D obtained from Construction D can also be obtained from Construction A , that is, there is always a linear code C over R a,q such that Γ D = φ (C) + q a Z n . This result was presented in [13] for the case q = 2. The proof of this extended version can be carried out similarly by considering "adapted" generator matrices and so it will be omitted.
Theorem 22. Let Z n q ⊇ C 1 ⊇ · · · ⊇ C a−1 ⊇ C a be a family of nested q-ary linear codes and
There exists a linear code C over R a,q such that Γ D = φ (C) + q a Z n = Γ A .
Corollary 23. If a linear code C over R a,q can be written as
where Z n q ⊇ C 1 ⊇ · · · ⊇ C a−1 ⊇ C a is closed under the zero-one addition, then the set Γ A = φ (C) + q a Z n obtained from Construction A is a lattice.
Proof Note that
Theorem 19 concludes this proof.
Let p(X) = α 0 + α 1 X + · · · + α a−1 X a−1 andp(X) =α 0 +α 1 X + · · · +α a−1 X a−1 be elements in R a,q . We define zero-one addition of p(X) andp(X) as
where the operation * in the above equality second member is the zero-one addition in Z q . Now, for p p p = (p 1 , ..., p n ) andp p p = (p 1 , ...,p n ) in R n a,q , we define p p p * p p p = (p 1 * p 1 , ..., p n * p n ).
Alternatively, if write p p p,p p p ∈ R n a,q as p p p = p p p 0 + p p p 1 X +· · ·+ p p p a−1 X a−1 andp p p =p p p 0 +p p p 1 X + · · · +p p p a−1 X a−1 , where p p p i ,p p p i ∈ Z n q for i = 0, ..., a−1, p p p * p p p = (p p p 0 * p p p 0 ) + (p p p 1 * p p p 1 )X + · · · + (p p p a−1 * p p p a−1 )X a−1 .
We say that a linear code C over R a,q is closed under the shifted zero-one addition if and only if, for any elements c c c 1 and c c c 2 of C, (c c c 1 * c c c 2 )X is also an element of C. In other words,
We remark that, if a chain of q-ary linear codes Z n q ⊇ C 1 ⊇ · · · ⊇ C a−1 ⊇ C a is closed under the zero-one addition, then C = C a + XC a−1 + · · · + X a−1 C 1 is a linear code over R n a,q closed under the shifted zero-one addition.
The next theorem provides a necessary and sufficient condition for Construction A to produce a lattice. This result was also stated and proved in [13] for the case q = 2 and the proof for the general case can be done analogously.
Theorem 24. Let C be a linear code over R a,q . The set Γ A = φ (C) + q a Z n obtained from Construction A is a lattice if and only if C is closed under the shifted zero-one addition.
As a consequence of above theorem we also can obtain the following result.
Corollary 25. Let σ q a : Z n → Z n q a be the canonical ring homomorphism. A linear code C over R a,q is closed under the shifted zero-one addition if and only if σ q a (φ (C)) is a q a -ary linear code. In this case, Γ A = Λ A σ q a (φ (C)) .
Proof (⇒) Note that σ q a (φ (C)) = σ q a (Γ A ) and Γ A is a lattice, since C is a linear code over R a,q and is closed under the shifted zero-one addition. Now, notice that σ q a (φ (C)) ⊆ Z n q a , 0 0 0 ∈ σ q a (φ (C)) and given w w w 1 , w w w 2 ∈ σ q a (φ (C)) = σ q a (Γ A ), there are c c c 1 , c c c 2 ∈ Γ A such that w w w 1 = σ q a (φ (c c c 1 )) and w w w 2 = σ q a (φ (c c c 2 )) and consequently w w w 1 − w w w 2 = σ q a (φ (c c c 1 )) − σ q a (φ (c 2 )) = σ q a φ (c c c 1 ) − φ (c c c 2 ) ∈ σ q a (φ (C)).
(⇐) Suppose that C is not closed under the shifted zero-one addition. By Theorem 24, it follows that Γ A is not a lattice. Thus, there are 
is not a q a -ary linear code. Therefore, a linear code C over R a,q is closed under the shifted zero-one addition if and only if σ q a (φ (C)) is a q a -ary linear code. Finally, note that if σ q a (φ (C)) is a q a -ary linear code, then the lattice q a -ary obtained from Construction A using code σ q a (φ (C)) is Λ A σ q a (φ (C)) = σ q a σ q a (φ (C)) + q a Z n = φ (C) + q a Z n = Γ A .
Conclusion
Constructions D, D , D and A were extended here to codes over finite rings. Constructions D and D are always lattices. Construction D from linear codes over Z q produces a lattice if and only if the nested codes being used are closed under the zero-one addition. Construction A from a linear code C over Z q [X]/X a produces a lattice if and only if C is closed under a shifted zero-one addition. Further interesting directions of research may include the study of minimum norm, kissing number and center density of the lattices obtained via Constructions D, D and D from linear codes over Z q , using different metrics such as the Lee metric. Chains of recently approached codes over rings [2, 4, 12] may be considered in the search for lattices with good properties.
