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Intrinsic probability distributions for physical systems
Tzu-Chao Hung∗
Department of Physics, National Cheng Kung University, Tainan 70101, Taiwan
For a given metric gµν , which is identified as Fisher information metric, we generate new con-
straints for the probability distributions for physical systems. We postulate the existence of intrinsic
probability distributions for physical systems, and calculate the probability distribution by opti-
mizing the Fisher information metric under specified constraints. Accordingly, we get differential
equations for the probability distributions.
I. THE FISHER INFORMATION METRIC
Fisher information proposed by Fisher [1] is a way to
estimate hidden parameters in a set of random variables.
Since we want to retrieve information of certain parame-
ters ξi in a statistical set for random variables or added
noise xi. A measurement yi of the parameters have the
relation with ξi and xi write
yi = ξi + xi.
Accordingly, we assume the likelihood ρ(yi|ξi) will have
the relation that
ρ(yi|ξi) = ρ(yi − ξi) = ρ(xi),
which can be considered that yi is measurements of the
positions of a particle, and ξi is the actual positions of
the particle. Therefore, the Fisher information matrix is
defined by [2]
Ikl =
∫
dµ(yi) ρ(yi|ξi)∂ ln ρ(yi|ξi)
∂ξk
∂ ln ρ(yi|ξi)
∂ξl
=
∫
dµ(xi)
1
ρ(xi)
∂ρ(xi)
∂xk
∂ρ(xi)
∂xl
,
where
∫
dµ(xi) integrates the whole space. Let ρ(xi) =
Ψ2(xi), where Ψ is real. Then the Fisher information
matrix can be rewritten as
Ikl = 4
∫
dµ(xi)
∂Ψ(xi)
∂xk
∂Ψ(xi)
∂xl
,
which is symmetric, Ikl = Ilk.
Fisher information matrix also provides a natural dis-
tinguishability metric for probability distributions which
can be expressed by [3, 4]
ds2PD ≡
∑
j
dρ2j
ρj
= 4
∑
j
dΨ2j .
Wootters called sPD the statistical distance, which is de-
fined by “maximum number of mutually distinguishable
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intermediate probabilities.” Hence, the Fisher informa-
tion matrix can be generalized to Fisher information met-
ric, which is a Riemannian metric on a smooth man-
ifold. Due to the Fisher information metric determines
the maximum number of distinguishable probabilities. So
we postulate that to extreme the Fisher information can
give the probability distributions in a physical system.
II. PROBABILITY DISTRIBUTIONS IN
MINKOWSKI SPACE
We can use a metric gµν to describe the geometric
properties of a space-time. If there exist probability dis-
tributions intrinsically, then, we expect that the motion
of tiny particles will be described by the distributions.
In the other words, and the main idea in this article,
we postulate that a certain geometry in a physical sys-
tem exist a certain configurations of probability distri-
butions or wave functions. By identifying the metrics
for physical space with the Fisher information metric,
which determines the maximum number of distinguish-
able probabilities, and choosing the constraints, such as
normalization and localization of probabilities, via La-
grange multipliers. Therefore, according to the method
which is proposed by Frieden called extreme physical in-
formation (EPI), then we can find the probability distri-
butions for physical system [5]. And we suggest to call it
intrinsic probability distributions for physical systems.
A. Minkowski space in spherical coordinates
The Minkowski metric in spherical coordinates is ηµν =
(c2, 1, r2, r2 sin2 θ) [6]. The line element squared reads
ds2 = −dτ2 + dr2 + r2dθ2 + r2 sin2 θdφ2,
where dτ = cdt, and c is the speed of light. We defined
the Fisher information metric as follows [7] :
Iµν = ηµν .
The function Ψ could be considered that it is composed
by four estimate parameters or , briefly, variables τ , r,
θ, φ, expressed by Ψ = Ψ(τ, r, θ, φ). And with the nor-
malization condition
∫
dµ(xi)Ψ
2 = 1. We rewrite the
2diagonal terms of Fisher information metric
∫
dµ(xi)
(
∂Ψ
∂τ
)2
= −1
4
,
∫
dµ(xi)
(
∂Ψ
∂r
)2
=
1
4
,
∫
dµ(xi)
(
∂Ψ
∂θ
)2
=
1
4
r2,
∫
dµ(xi)
(
∂Ψ
∂φ
)2
=
1
4
r2 sin2 θ.
The volume integral
∫
dµ(xi) is given by∫ √−η dτdrdθdφ. We assume that the right-hand
side of the diagonal terms of Fisher information metric
are representing the expectation values, which expressed
by 〈A〉 = ∫ dµ(xi)AΨ2. Therefore, we have∫
dµ(xi)
[
−κ20Ψ2 −
(
∂Ψ
∂τ
)2]
= 0, (1)
∫
dµ(xi)
[
κ21Ψ
2 −
(
∂Ψ
∂r
)2]
= 0, (2)
∫
dµ(xi)
[
κ22r
2Ψ2 −
(
∂Ψ
∂θ
)2]
= 0, (3)
∫
dµ(xi)
[
κ23r
2 sin2 θΨ2 −
(
∂Ψ
∂φ
)2]
= 0, (4)
where the factor 1/4 is absorbed into the Lagrange mul-
tipliers κi. We note that the unit vectors in the spherical
polar coordinates are not constant, they depend on the
position vector. From the constraints of Fisher informa-
tion metric, Eq. (1-4), we can determine the gradients in
the spatial dimensions are:
∇τΨ = −i∂Ψ
∂τ
τˆ , ∇rΨ = ∂Ψ
∂r
rˆ,
∇θΨ = 1
r
∂Ψ
∂θ
θˆ, ∇φΨ = 1
r sin θ
∂Ψ
∂φ
φˆ.
Therefore we redefine the constraints of Fisher infor-
mation metric, which are
∫
dµ(xi) (∇τΨ)2 = 〈κ20〉,∫
dµ(xi) (∇rΨ)2 = 〈κ21〉,
∫
dµ(xi) (∇θΨ)2 = 〈κ22〉 and∫
dµ(xi) (∇φΨ)2 = 〈κ23〉. With a setted metric, we de-
termine the rule of gradient and define the constraints
which the probability distributions must satisfy. In or-
der to obtain the probability distributions by using the
method called extreme physical information, we deter-
mine the objective function for the Fisher information
metric for variations that vanish at the boundary, reads
L = (∇τΨ)2+(∇rΨ)2+(∇θΨ)2+(∇φΨ)2−α2Ψ2 , (5)
where α2 =
∑3
i=0 κ
2
i .
The Euler-Lagrange equation reads
∂2Ψ
∂τ2
−
[
1
r2
∂
∂r
(
r2
∂Ψ
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂Ψ
∂θ
)
+
1
r2 sin2 θ
(
∂2Ψ
∂φ2
)]
= α2Ψ . (6)
Considering the problem of finding solution of the form Ψ(τ, r, θ, φ) = T (τ)R(r)Θ(θ)Φ(φ). By separation variables,
we obtain four differential equations
d2T (τ)
dτ2
+ η2T (τ) = 0, (7)
1
r2
d
dr
(
r2
dR(r)
dr
)
+
(
α2 + η2 − ℓ(ℓ+ 1)
r2
)
R(r) = 0, (8)
1
sin θ
d
dθ
(
sin θ
dΘ(θ)
dθ
)
+
[
ℓ(ℓ+ 1)− m
2
sin2 θ
]
Θ(θ) = 0, (9)
d2Φ(φ)
dφ2
+m2Φ(φ) = 0. (10)
3The solution, Ψ(τ, r, θ, φ), is
Ψ(τ, r, θ, φ) = Ajℓ(αr)ǫ
√
(2ℓ+ 1)
4π
(ℓ − |m|)!
((ℓ + |m|)!)P
m
ℓ (cos θ)e
imφe−iητ ,
where ǫ = (−1)m for m ≥ 0, and ǫ = 1 for m ≤ 0, ℓ = 0, 1, 2, ..., |m| ≤ ℓ, η = 0,±1,±2,±3, ..., A is a normalization
constant, jℓ(x) is the spherical Bessel function of order ℓ, and P
m
ℓ the associated Legendre functions.
Now we consider the local property in radial estimation and choosing the reference point at the origin. For an
optimal measurement, we consider that
1
σ2r
∫
dµ(xi) r
2Ψ2 = 1.
The objective function for the Fisher information metric
L = (∇τΨ)2 (∇rΨ)2 + (∇θΨ)2 + (∇φΨ)2 + β2r2Ψ2 − α2Ψ2 , (11)
where β2 is a multiplier. The Euler-Lagrange equation reads
∂2Ψ
∂τ2
−
[
1
r2
∂
∂r
(
r2
∂Ψ
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂Ψ
∂θ
)
+
1
r2 sin2 θ
(
∂2Ψ
∂φ2
)]
+ β2r2Ψ = α2Ψ . (12)
Considering the problem of finding solution of the form Ψ(τ, r, θ, φ) = T (τ)R(r)Θ(θ)Φ(φ). By separation variables,
we obtain four differential equation
d2T (τ)
dτ2
+ η2T (τ) = 0, (13)
1
r2
d
dr
(
r2
dR(r)
dr
)
+
(
α2 − β2r2 − ℓ(ℓ+ 1)
r2
)
R(r) = 0, (14)
1
sin θ
d
dθ
(
sin θ
dΘ(θ)
dθ
)
+
[
ℓ(ℓ+ 1)− m
2
sin2 θ
]
Θ(θ) = 0, (15)
d2Φ(φ)
dφ2
+m2Φ(φ) = 0. (16)
The solution, Ψ(τ, r, θ, φ), reads
Ψ(τ, r, θ, φ) = B 2
1
4
(1−2ℓ)r−(1+ℓ)e−
βr2
2 L
−( 1
2
−ℓ)
α2
4β
−
1
4
+ ℓ
2
(βr2)× ǫ
√
(2ℓ+ 1)
4π
(ℓ − |m|)!
((ℓ + |m|)!)P
m
ℓ (cos θ)e
imφe−iητ ,
where ǫ = (−1)m for m ≥ 0, and ǫ = 1 for m ≤ 0, ℓ = 0, 1, 2, ..., |m| ≤ ℓ, η = 0,±1,±2,±3, ..., B is a normalization
constant and
L
−( 1
2
−ℓ)
α2
4β
−
1
4
+ ℓ
2
(βr2)
are the generalized Laguerre polynomials.
B. Connection to quantum physics
From above derivations, we find that the physical sys-
tem is specified by configurations of probability distribu-
tions according to Fisher information metric. Although
we have the differential equation, Eq. (6), to describe the
probability distribution in the spherical Minkowski space,
we still want to understand the phenomena when we put
a test particle in the space. Therefore, we express the
function Ψ(τ, r, θ, φ) in its momentum space by Fourier
transform, as [5]
Ψ(τ, r, θ, φ) =
1
(2π~)3/2
∫
dEdprdpθdpφΦ(E, pr, pθ, pφ)
×e−i(−Eτ+prr+pθθ+pφφ)/~, (17)
where we note that the dimension of Planck’s constant
h is same as angular momentum’s, ~ = h/2π. We sub-
stitute Eq. (17) into Eq. (5) and get the Lagrangian as
L =
(
− 1
~2
E2 + 2µ
~2
Ekr +
L2θ
~2
+
L2φ
~2
− α2
)
Ψ2, where E is
the total energy of the particle, pθ is the canonical mo-
4mentum to θ, Lθ is the angular momentum for the vari-
able θ, pφ is the canonical momentum to φ, and Lφ is
the angular momentum for the variable φ. The kinetic
energy in radial orientation Ekr equals to p
2
r/2µ, where µ
is the reduced mass of the test particle. A particle with
non-zero rest mass, µ 6= 0, must satisfy a conservation
equation, which is [10]
ηλνp
λpν + µ2c2 = ηλνpλpν + µ
2c2 = 0,
where c is the speed of light. Therefore, we determine
that α2 should equal to −µ2c2/~2, a fixed condition to
fulfil the required constraint equation, then we put a test
particle in the physical system, we see that the behavior
of the test particle obeys the Klein-Gordon equation.
III. PROBABILITY DISTRIBUTION IN
SCHWARZSCHILD GEOMETRY
The Schwarzschild metric [9] has the form gµν =
(−(1 − rs/r), (1 − rs/r)−1, r2, r2 sin2 θ) for the four di-
mensional coordinates (τ, r, θ, φ) with rs = 2GM/c
2 be-
ing the Schwarzschild or gravitational radius, where G
is the gravitational constant. The invariant line element
squared is given by
ds2 = −
(
1− rs
r
)
dτ2+
(
1− rs
r
)
−1
dr2+r2dθ2+r2 sin2 θdφ2,
where dτ = cdt, and c is the speed of light. We rewrite
the diagonal terms of Fisher information metric
∫
dµ(xi)
(
∂Ψ
∂τ
)2
= −1
4
(
1− rs
r
)
,
∫
dµ(xi)
(
∂Ψ
∂r
)2
=
1
4
(
1− rs
r
)
−1
,
∫
dµ(xi)
(
∂Ψ
∂θ
)2
=
1
4
r2,
∫
dµ(xi)
(
∂Ψ
∂φ
)2
=
1
4
r2 sin2 θ.
The volume integral
∫
dµ(xi) is given by∫ √−g dτdrdθdφ. We assume that the right-hand
side of the diagonal terms of Fisher information metric
are representing the expectation values, which expressed
by 〈A〉 = ∫ dµ(xi)AΨ2. Therefore, we have∫
dµ(xi)
[
−
(
1− rs
r
)
κ′20 Ψ
2 −
(
∂Ψ
∂τ
)2]
= 0, (18)
∫
dµ(xi)
[(
1− rs
r
)
−1
κ′21 Ψ
2 −
(
∂Ψ
∂r
)2]
= 0, (19)
∫
dµ(xi)
[
κ′22 r
2Ψ2 −
(
∂Ψ
∂θ
)2]
= 0, (20)
∫
dµ(xi)
[
κ′23 r
2 sin2 θΨ2 −
(
∂Ψ
∂φ
)2]
= 0, (21)
where the factor 1/4 is absorbed into the Lagrange mul-
tipliers κi. We note that the unit vectors in the spherical
polar coordinates are not constant, they depend on the
position vector. From the constraints of Fisher informa-
tion metric, Eq. (18-21), we can determine the gradients
in the spatial dimensions are:
∇τΨ = −i
(
1− rs
r
)
−1/2 ∂Ψ
∂τ
τˆ ,
∇rΨ =
(
1− rs
r
)1/2 ∂Ψ
∂r
rˆ ,
∇θΨ = 1
r
∂Ψ
∂θ
θˆ , ∇φΨ = 1
r sin θ
∂Ψ
∂φ
φˆ ,
Therefore we redefine the constraints of Fisher infor-
mation metric, which are
∫
dµ(xi) (∇τΨ)2 = 〈κ′20 〉,∫
dµ(xi) (∇rΨ)2 = 〈κ′21 〉,
∫
dµ(xi) (∇θΨ)2 = 〈κ′22 〉 and∫
dµ(xi) (∇φΨ)2 = 〈κ′23 〉. With a setted metric, we de-
termine the rule of gradient and define the constraints
which the probability distributions must satisfy. In or-
der to obtain the probability distributions by using the
method called extreme physical information, we deter-
mine the objective function for the Fisher information
metric for variations that vanish at the boundary, reads
Then the objective function can be defined as
L = (∇τΨ)2 + (∇rΨ)2 + (∇θΨ)2 + (∇φΨ)2 − α′2Ψ2 ,
(22)
where α′2 =
∑3
i=0 κ
′2
i . Now, extreming Eq. (22) gives
1
(1− rs/r)
∂2Ψ
∂τ2
− 1
r2
∂
∂r
(
r2
(
1− rs
r
) ∂Ψ
∂r
)
−
[
1
r2 sin θ
∂
∂θ
(
sin θ
∂Ψ
∂θ
)
+
1
r2 sin2 θ
(
∂2Ψ
∂φ2
)]
= α′2Ψ . (23)
Considering the problem of finding solution of the form Ψ(τ, r, θ, φ) = T (τ)R(r)Θ(θ)Φ(φ). By separation variables,
5we obtain four differential equations
d2T (τ)
dτ2
+ η′2T (τ) = 0, (24)
1
r2
d
dr
(
r2
(
1− rs
r
) dR(r)
dr
)
+
(
α′2 +
η′2
1− rs/r −
ℓ(ℓ+ 1)
r2
)
R(r) = 0, (25)
1
sin θ
d
dθ
(
sin θ
dΘ(θ)
dθ
)
+
(
ℓ(ℓ+ 1)− m
2
sin2 θ
)
Θ(θ) = 0, (26)
d2Φ(φ)
dφ2
+m2Φ(φ) = 0. (27)
The temporal dependent solution to Eq. (24) is
T (τ) = e−iη
′τ , η′ = 0,±1,±2, · · · . (28)
The azimuthal and polar dependents solutions are
Φ(φ) = eimφ , m = 0,±1,±2, · · · , −ℓ ≤ m ≤ +ℓ,
Θ(θ) = ǫ
√
(2ℓ+ 1)
4π
(ℓ − |m|)!
((ℓ + |m|)!)P
m
ℓ (cos θ) , ℓ = 0, 1, 2, · · · .
Finally, the differential equation Eq. (25) describes the
probability distributions in radial orientation, which does
not have a simple solution. When 1 ≫ rs/r, it can be
approximated by the differential equation that describes
the probability distribution in spherical Minkowski space,
Eq. (8).
A. Is there any connection to quantum physics?
From the above derivations, we assign probability dis-
tributions to describe space-times according to Fisher
information metric. Although we have the differential
equation, Eq. (23), to describe the probability distribu-
tion in the Schwarzchild space-time, we should like to
understand the phenomena when we put a test parti-
cle in a space-time. Consider the Fourier transform of
Ψ(τ, r, θ, φ) as follows:
Ψ(τ, r, θ, φ) =
1
(2π~)2
∫
dEdprdpθdpφΦ(E, pr, pθ, pφ)
×e−i(−Eτ+prr+pθθ+pφφ)/~, (29)
where the dimension of Planck’s constant h is the same as
that of the angular momentum, ~ = h/2π. We substitute
Eq. (29) into Eq. (22) and get the Lagrangian as
L =
(
− E
2
~2(1− rs/r) + (1−
rs
r
)
p2r
~2
+
L2θ
~2
+
L2φ
~2
− α′2
)
Ψ2,
where E is the energy at infinity r→ +∞, L is the total
angular momentum, pθ is the conjugate momentum to
θ, Lθ is the angular momentum for the variable θ, and
pφ is the conjugate momentum to φ, Lφ is the angular
momentum for the variable φ. A particle with non-zero
rest mass, µ 6= 0, must satisfy a conservation equation,
which is [10]
gλνp
λpν + µ2c2 = gλνpλpν + µ
2c2 = 0,
where c is the speed of light. Therefore, we deter-
mine that α2 should equal to −µ2c2/~2. If there ex-
ists an external potential field V (r), then we let α2 =
−µ2c2/~2 + V (r).
An observer at rest on the equator of the Schwarzchild
coordinate system measures the total energy of the test
particle when it passes him in its orbit, he gets E2local =
(1 − rs/r)E2. Therefore, we can define the local energy
operator as Eˆ2local = −~2∇2τ .
IV. CONCLUSION
In this article, we have proposed a method by identify-
ing the metrics for physical space with the Fisher infor-
mation metric, which determines the maximum number
of distinguishable probabilities, to obtain the probabil-
ity distributions for physical systems. From the relation
between metric gµν and Fisher information matrix, we
can postulate that there exist a certain configurations of
probability distributions under certain constraints such
that ∫
dµ(xi)
(
∂Ψ
∂xµ
)
∗
(
∂Ψ
∂xν
)
=
1
4
gµν ,
where we need to consider the complex conjugate because
wave function could be complex, but gµν are real.
Next, we have generated the wave function from ex-
treming the wave function under certain constraints,
such as normalization and localization of probabilities,
via Lagrange multipliers. From the derivation, we dis-
cover a differential equation for the wave function. For
Minkowski metric, we obtained a differential equation in
the Klein-Gordon equation form.
After discussing the Minkowski metric, we considered
the Schwarzschild metric which describes the space-time
due to a spherical mass. We obtained a differential equa-
tion for the wave function in the Schwarzschild geometry.
The differential equation, Eq. (23), can be solved by the
method of separation of variables. But the radial differ-
ential equation, Eq. (25), remaining to be solved.
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Appendix A: Hydrogen Wave Function
In this article, we can obtain the probability distribu-
tions in physical system according to identifying the the
metrics of physical spaces with the Fisher metric. Hence
we suppose the solution of the hydrogenic Schro¨dinger
equation should obey the constraints of Fisher informa-
tion metric.∫
dµ(xi)
(
∂Ψ
∂ξµ
)
∗
(
∂Ψ
∂ξν
)
= gµν . (A1)
First, we rewrite the Fisher information metric ele-
ments∫
dµ(xi)
(
∂Ψ
∂r
)
∗
(
∂Ψ
∂r
)
=
∫
dµ(xi)κ
2
1|Ψ|2, (A2)∫
dµ(xi)
(
∂Ψ
∂θ
)
∗
(
∂Ψ
∂θ
)
=
∫
dµ(xi)κ
2
2|Ψ|2 r2, (A3)∫
dµ(xi)
(
∂Ψ
∂φ
)
∗
(
∂Ψ
∂φ
)
=
∫
dµ(xi)κ
2
3|Ψ|2 r2 sin2 θ,(A4)
where β, γ, and ζ are multipliers. The volume integral∫
X dµ(xi) is
∫ √−g dτdrdθdφ. The above equations are
satisfied if and only if the probability distribution ρ is
separable. The objective functions for the Fisher infor-
mation metric read
Lr = (∇rΨ)∗(∇rΨ)− κ21Ψ2,
Lθ = (∇θΨ)∗(∇θΨ)− κ22Ψ2,
Lφ = (∇φΨ)∗(∇φΨ)− κ23Ψ2.
The Euler-Lagrange equations read
1
r2
[
∂
∂r
(
r2
∂Ψ
∂r
)]
+ κ21Ψ = 0,
1
r2 sin θ
[
∂
∂θ
(
sin θ
∂Ψ
∂θ
)]
+ κ22Ψ = 0,
1
r2 sin2 θ
[
∂2Ψ
∂φ2
]
+ κ23Ψ = 0.
We determine that κ21 = (α
2− ℓ(ℓ+1)r2 ), κ22 = 1r2 [ℓ(ℓ+1)−
m2
sin2 θ
], and κ23 =
m2
r2 sin2 θ
by comparing with Eqs. (8, 9,
10).
Let us now check the relations of Fisher information
metric, Eqs. (A2, A3, A4) with the following wave func-
tion of the hydrogen atom,
Ψ322 =
1
162
√
πa3/2
r2
a2
e−r/3a sin2 θei2φ.
Then the elements of Fisher information metric are∫
drdθdφ r2 sin θ
(
∂Ψ322
∂r
)
∗
(
∂Ψ322
∂r
)
=
1
45a2
,
∫
drdθdφ r2 sin θ
(
∂Ψ322
∂θ
)
∗
(
∂Ψ322
∂θ
)
= 1,
∫
drdθdφ r2 sin θ
(
∂Ψ322
∂φ
)
∗
(
∂Ψ322
∂φ
)
= 4.
The θ and φ terms in the right-hand side of the elements
of Fisher information metric are∫
drdθdφ r2 sin θΨ∗322
r2
r2
[
2(2 + 1)− 2
2
sin2 θ
]
Ψ322 = 1,∫
drdθdφ r2 sin θΨ∗322r
2 sin2 θ
[
22
r2 sin2 θ
]
Ψ322 = 4.
Consequently, we show that the wave functions of
hydrogen atom satisfy the Fisher information metric,
Eq. (A1).
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