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Low-frequency discrete breathers in long-range systems without on-site potential
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We propose a new mechanism of long-range coupling to excite low-frequency discrete breathers without
the on-sitepotential. Thismechanism is universal in long-range systems irrespectiveof the spatial boundary
conditions, of topology of the inner degree of freedom, and of precise forms of the coupling functions. The
limit of large population is theoretically discussed for the periodic boundary condition. Existence of discrete
breathers is numerically demonstrated with stability analysis.
Introduction: The discrete breather (DB) or the intrinsic
localized mode are spatially localized and temporally peri-
odic solutions in spatially discrete systems [1–4]. An impor-
tant difference from solitons is that DBs are more ubiqui-
tous since DBs do not require neither integrability of sys-
tems nor the balance between dispersion and nonlinearity
but require solely spatial discreteness and nonlinearity. The
discreteness suppresses the linear band of eigenfrequencies
in a bounded region, and nonlinearity provides a frequency
outside of the band. Thus, the localized oscillation can
be maintained without accepting dispersion by the linear
modes. From its ubiquitousness, it is expected that DBs can
be excited in various practical systems such as crystals[5, 6],
spin lattices[7–11], electrical lattices[12, 13], and mechani-
cal systems[14, 15].
The spatial discreteness is modeled by a lattice system,
where each lattice point has a nonlinear oscillator coupling
with other oscillators through the two-body coupling po-
tential. Thenonlinearity is classified into “hard springs” and
“soft springs”, where hard (resp. soft) springs have higher
(resp. lower) frequency for larger amplitude. Correspond-
ingly, possible frequencies of DBs are above the band with
hard springs, or below the band with soft springs. Mak-
ing DBs with high frequency is always possible as the lin-
ear band is upper-bounded in the discrete systems. On the
other hand, we need to add on-site potentials to open a
band gap below in systemswith nearest neighbor couplings.
Lower frequency is desirable to make DBs easily. Indeed,
choice of suitable frequency of driver and systems is im-
portant for observation of DBs[14]. Choosing the suitable
driver frequency in region of lower frequency is easily ac-
complished than that in region of higher frequency. More-
over, vibration with lower frequency can be detected more
easily and accurately in experiments. It is, therefore, an im-
portant progress ifwe canprovide a band gapbelowwithout
the on-site potential, since a new mechanism extends di-
versity to designmicro electromechanical systems (MEMS),
for instance, by using the nonlinear dynamical theory.
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To tackle this problem, we introduce long-range cou-
plings instead of frequently discussed nearest neighbor
couplings. Several studies on DBs have been performed in
lattices with long-range couplings [16–18], but existence of
a band gap below has not been pointed out. Another direc-
tion of long-range couplings in DBs is discussed to give the
pairwise interaction symmetric lattice (PISL), which makes
it easy to realize traveling DBs [19]. The coupling strength of
PISL decreases as square of inter-site distance, but the long-
range couplings in this article have longer interaction range
than PISL.
At first sight, it might be strange that the long-range cou-
plings help to make localized modes. We will explain the
basic idea of the mechanism from a simple example of the
mean-field coupling. Then, we numerically show existence
of the band gap below by computing the linear eigenfre-
quencies, and demonstrate existence of DBs. Moreover, we
theoretically prove that the gap survives even in the limit of
large population in the case of periodic boundary condition.
Band gap below in long-range systems: Let us start from
proving the basic idea to have the band gap below with-
out the on-site potential. We consider a family of one-
dimensional lattice systems with long-range couplings de-
scribed by the Hamiltonian
H(q,p)=
N−1∑
j=0
p2
j
2
+
1
2N∗
N−1∑
j=0
N−1∑
k=0
J j kφ(q j −qk )+
N−1∑
j=0
U (q j ).
(1)
The last term is the on-site potential, which is added to
demonstrate themodification of the band structure but will
be zero in our study. Let both φ(q) and U (q) be even and
stable around q = 0, which implies φ′(0) = U ′(0) = 0 and
φ′′(0),U ′′(0) > 0. The coupling constant J j k depends on
the site distance between the sites j and k, which are J j k =
1 (k = j ±1) and 0 (otherwise) for the nearest neighbor cou-
pling and J j k = 1 ( j ,k = 0, · · · ,N −1) for the mean-field cou-
pling. The prefactor N∗ is defined by
N∗ =
1
N
N−1∑
j=0
N−1∑
k=0
J j k (2)
depends on N in general to ensure the extensivity of the
potential term. For instance, the mean-field coupling gives
N∗ =N .
2The equations of motion are
q¨ j =−
1
N∗
N−1∑
k=0
J j kφ
′(q j −qk )−U
′(q j ) ( j = 0, · · · ,N −1). (3)
We assumed φ′(0) = U ′(0) = 0, and hence q j = 0 ( j =
0, · · · ,N−1) is a fixed point. Linearizing the above equations
of motion around this fixed point, we obtain
ξ¨ j =−
N−1∑
k=0
B j kξk , B j k =φ
′′(0)A j k +U
′′(0)δ j k (4)
where ξ j is the infinitesimal displacement from the fixed
point, and the matrix A = (A j k) j ,k=0,··· ,N−1 is defined by
A j k := δ j k − J j k/N∗. We are interested in the eigenvalues of
the matrix B = (B j k ) j ,k=0,··· ,N−1 and we focus on the prob-
lem if the eigenvalues have a gap below the band. It is easy
to find that the on-site potential uniformly raises the eigen-
values of the matrix B due to U ′′(0) > 0 and hence the gap
opens below the band. We show that the long-range nature
permits to have the band gap below even the on-site poten-
tial is absent. Hereafter, we set the on-site potential zero,
U = 0, and consider the eigenvalues of the matrix A instead
of B .
The idea to have a gap below in long-range systems is as
follows. One of typical long-range couplings is the mean-
field coupling, and it gives the matrix A as
AMF = EN −
1
N


1 1 · · ·
1 1 · · ·
...
...
. . .

 (5)
where EN is the identity matrix of size N . The second term
of AMF has the rank N −1, and hence all the eigenvalues of
AMF are 1 except for one 0 corresponding to themomentum
conservation. Therefore, the band of AMF has a clear gap
between 0 and 1.
In order to show that this band gap below survives even
if the coupling is not the mean-field but long-range, we as-
sume J j k = 1/r
α
j k
(α≥ 0), where r j k is the distance between
j th and kth sites. The eigenvalues of A is determined by the
boundary condition, and we consider the periodic bound-
ary condition and the fixed boundary condition. In the lat-
ter condition, we fix the −1th and N th particles, which have
interactions among all the other particles following the rule
of coupling constant J j k . We remark that the fixed particles
break the momentum conservation and the lowest eigen-
value of A maynot be zero. To avoid divergence of J j k for j =
k, we have to redefine the values Jkk (k = 0, · · · ,N −1). We
set Jkk = 1 in the periodic boundary condition and Jkk = 0
in the fixed boundary condition for showing that this choice
is not crucial.
Note that α ≤ 1 and α > 1 imply long-range and short-
range interaction respectively [20], and α = 2 for PISL. We
can find the band gap below for the long-range case in
the periodic (Fig.1) and fixed (Fig.2) boundary conditions.
Importance of the long-range nature is confirmed from α-
dependence of ω0 and ω1 in Figs.1(b) and 2(b), since the
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FIG. 1. (color online) Scaled eigenfrequencies of the linearized
equations of motion, which are square roots of the eigenvalues of
the matrix A. Periodic boundary condition. (a) Band structure for
some values of α. N = 32 (large symbols) and N = 128 (small sym-
bols). ω0 = 0 from the total momentum conservation. (b) α de-
pendence of the smallest positive frequency ω1 for some values of
N . (inset) N dependence for α= 0.9, 1 and 1.1 from the top to the
bottom.
gap survives for α < 1 but it tends to vanish for α > 1 as N
increases.
Band analysis for periodic boundary condition: For the
periodic boundary condition, the existence of band gap be-
low in the limit N →∞ can be proven. Let N be even. The
matrix A is a circulant matrix, and its eigenvalues are writ-
ten as
λ j = 1−
1
N∗
[
J0+2
N/2−1∑
k=1
Jk cos
2pi j k
N
+ (−1) j JN/2
]
, (6)
where J| j−k | = J j k . Due to the periodic boundary condition,
the 0th eigenvalue is always zero, λ0 = 0, and λN− j = λ j
holds for j = 1, · · · ,N − 1. Accordingly, the zone boundary
eigenvalues are λ1 = λN−1 . Our task is to prove λ1 = λN−1 >
0 for the long-range case α < 1 in the limit N →∞, which
brings
λ1 =λN−1 = 1−
2
κα
∫1/2
0
cos(2pix)
xα
d x, κα = 2
∫1/2
0
d x
xα
,
(7)
where the variable x is defined as x = j/N . Due to
|cos(2pix)| < 1 for x ∈ (0,1/2), we have λ1 = λN−1 > 0. We
underline that the above analysis is valid for α< 1 since the
two integrals appearing in (7) diverge from the contribution
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FIG. 2. (color online) Same with Fig.1 but for the fixed boundary
condition. See the text for the precise boundary condition.
around x = 0 for α > 1. In the short-range case α > 1, we
have to be careful for the factor J0, but roughly speaking,
the main contribution to the divergence around x = 0 may
permit the approximation cos(2pix) ≃ 1, and λ1 goes to 0.
Indeed, this discussion is supported by the numerical com-
putations reported in Fig.1. We, therefore, conclude that the
long-range nature is important to ensure the band gap be-
low. In this article, we skip the boundary case, α = 1. Note
that DBs in the long-range systems like (1) has been dis-
cussed in [16] and [18]. However the case that α< 1 has not
been considered (α> 1 in [16] and α= 2 in [18]).
Examples: We demonstrate existence of DBs with low
frequencies in two systems having the periodic and fixed
boundary conditions respectively. The coupling constant
J j k is fixed as J j k = 1/r
α
j k
(α ≥ 0) and Jkk = 1 (resp. 0)
for the periodic (resp. fixed) boundary condition as above.
To hit the band gap below, the interaction should be “soft
springs”: the larger amplitude gives the smaller frequency.
The first model is the so-called α-Hamiltonian mean-field
(α-HMF) model, which has the two-body interaction po-
tential of φHMF(q) = 1− cosq , where 1 is added to adjust
the potential minimum as 0. The second model is a modi-
fied Fermi-Pasta-Ulam (FPU)model whose two-body inter-
action potential is given by φFPU(q)= q
2/2+βq4/4+γq6/6.
From an analogy of theα-HMFmodel and the conventional
naming of the FPUmodels, we call this model as α-FPU-βγ
model. To realize the “soft springs”, the coefficients are fixed
as β=−2 and γ= 1, which give plateaus around x =±1. We
give the periodic boundary condition for theα-HMFmodel,
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FIG. 3. (color online) Spatially-localized periodic solutions in the
α-HMF model with the periodic boundary condition. α = 0.5. ST,
P-in-phase, P-anti-phase modes from the top to the bottom. The
period is T = 15 in all the panels. (left) Initial configurations. N = 8
(red filled squares) and 32 (blue open circles). (right) Correspond-
ing temporal evolutions of q14, · · · ,q17 for N = 32, where the am-
plitudes are divided by 2pi for a graphical reason.
α-HMF α-FPU-βγ
N = 8 N = 32 N = 8 N = 32
ST 1.0293 1.0000 1.0000 1.0000
P-in 195.57 557.04 5.4527 7.2066
P-anti 503.98 151.27 1.5271 1.0004
TABLE I. Maximum absolute value of the Floquet exponents.
and the fixed boundary condition for the α-FPU-βγmodel.
Moreover, the two models demonstrate that the essential
mechanism does not depend on topology of the inner de-
gree of freedom. Indeed, q is on the unit circle S1 in the
α-HMF model, and is on the real axis R in the α-FPU-βγ
model.
It is known that two types of DB solutions are possible:
STmodes[1] and Pmodes[21] in nonlinear lattices. Periodic
solutions of ST, P-in-phase and P-anti-phase modes are ex-
hibited in Fig.3 for the α-HMFmodel and in Fig.4 for the α-
FPU-βγmodel with α= 0.5 in both. The periods are T = 15
for the α-HMF model and T = 9 for the α-FPU-βγ model.
The corresponding frequencies are ω ≃ 0.42 and ω ≃ 0.70
respectively, and they are in the band gap below (see Figs. 1
and 2).
It is worth commenting that, in the two long-range sys-
tems, both in-phase and anti-phase modes are obtained in
the band gap below. This observation gives a sharp contrast
with the discrete nonlinear Klein-Gordon system, which has
the in-phase in the band gap below, but has the anti-phase
in the band gap above [2].
Stability of the periodic solutions are researched by com-
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FIG. 4. (color online) Same with Fig.3 but in the α-FPU-βγmodel
with the fixed boundary condition. α = 0.5. The period is T = 9 in
all the panels. In right panels, the amplitudes are divided by 2 for a
graphical reason.
puting the maximum value of the Floquet exponents ar-
ranged in Tab.I. The periodic solutions of P modes are un-
stable, and the periodicity breaks due to small disturbance.
We remark that the stability of ST mode changes from un-
stable to stable in the α-HMFmodel. This fact suggests that
the stability depends on the number of particles N in long-
range systems.
Summary and discussions: We have proposed a new
mechanism, the long-range couplings, to open a band gap
below without on-site potential. This mechanism is uni-
versal for any long-range systems irrespective of details of
the coupling functions. Existence of periodic solutions are
demonstrated in two systems, each of which has the peri-
odic boundary condition and the fixed boundary condition.
Moreover, they have different topology of the inner degree
of freedom: the unit circle as XY spin and the real axis as the
conventional spring system.
A band gap below opens even in α> 1 if numbers of par-
ticles is small. Thus, DB can be excited in small numbers
lattice systems having all-to-all interaction with short range
interaction of α> 1.
The results presented in this paper can be applied to var-
ious lattice systems with long-range interactions such as
DNAmodels[17] and spin systems[7–11]. It is also expected
that another type of DB can be expected in MEMS can-
tilever arrays[12, 13] by considering long-range interactions
between cantilevers, through the overhang for instance.
It has to be done to consider traveling DBs in long-range
systems. As discussed above, α> 1 may give a band gap be-
low for small number of particles, and it might be interest-
ing if traveling DBs are realized with low frequencies under
the concept of PISL, which hasα= 2 for the FPU-β type sys-
tem. Another important thing to do is to propose an exper-
imental setting to observe DBs being based on the mecha-
nism proposed in this article.
Dynamics of long-range systems is described by the
Vlasov equation in the limit of large population [22]. The
Vlasov equation has infinite number of the Casimir invari-
ants, and they provide strange critical exponents [23–25]
and finite-size fluctuation [26]. It has to reveal how the
Casimirs work in DBs.
Finally, we stress that introducing long-range couplings
is a quite new idea to make DBs with low frequencies. We
expect that this idea creates a new bridge between material
science and nonlinear dynamical theory, and induces suc-
cessive researches.
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