In this paper we fix a set Λ * of positive elements of the free group F n (e.g. the set of finite words occurring in a Markov subshift) as well as n partial isometries on a Hilbert space H. Based on these we define a map S : F n → L(H) which we prove to be a partial representation of F n on H under certain conditions studied by Matsumoto.
Introduction
Considering a Markov subshift on an alphabet {g 1 , . . . , g n }, R. Exel proved in [3] that n partial isometries on a Hilbert space H, satisfying the corresponding CuntzKrieger relations, give rise to a partial representation of the free group F n on H, that is, a map S : F n −→ L(H), satisfying S(t −1 ) = S(t) * and S(tr)S(r −1 ) = S(t)S(r)S(r −1 ) for all r, t in F n . In this work we fix a set Λ * of positive elements of F n which, among other requirements is assumed to be closed under sub-words, and we take a set {S 1 , . . . , S n } of partial isometries on H. We define a map S : F n −→ L(H) by S(r 1 . . . r k ) = S(r 1 ) . . . S(r k ), where S(r i ) = S j if r i = g j , S(r i ) = S and r = r 1 . . . r k is in reduced form.
Under certain conditions studied by Matsumoto in [1] , we prove that the map S is a partial representation of F n on H. Since Matsumoto's conditions generalize the Cuntz-Krieger relations our result is a generalization of Exel's result mentioned above.
This paper is based on the author's Master's thesis at the Federal University of Santa Catarina under the supervision of Ruy Exel.
Partial Representations of F n
Let us consider the Free Group F n generated by a set of n elements, G = {g 1 , . . . , g n }. The elements of F n can be written in the form r = r 1 . . . r k where each r i ∈ G ∪ G −1 . We say that r is in reduced form if r i = r −1 i+1 , for each i. Two elements r = r 1 . . . r k and s = s 1 . . . s l of F n , in reduced form, are equal if and only if l = k and r i = s i , for all i. In this way, each element, in reduced form, have unique representation and we define its length by the number of components, that is, if r = r 1 . . . r k is in reduced form then r have length k, which will be denoted by |r| = k. A element r = r 1 . . . r k of F n , in reduced form, is called a positive element if r i ∈ G, for all i, and the set of all positive elements will be called P . We consider e a element of P .
Let us fix a set Λ * ⊆ P with the following properties:
• e ∈ Λ * ,
• Λ * is closed under sub-words, that is, if ν = ν 1 . . . ν k ∈ Λ * then each element of the form ν i . . . ν i+j with i = 1 . . . k, j ∈ N is a element of Λ * .
For all µ ∈ Λ * we define the following sets:
Let us consider a Hilbert space H and a set of partial isometries
. By convention, S(e) = I, where I is the identity operator on H. In this way, for all r ∈ F n we have an operator S(r) ∈ L(H).This operator will also be called S r . We will suppose that our set of partial isometries {S 1 , . . . , S n } ⊆ L(H) generated a map S which satisfies:
(M 2 ) For all µ and ν in Λ * the operators S µ S * µ and S * ν S ν commute;
Note that for all i, S i S * i is idempotent and self-adjoint, and so a projection. By
Proof: The proof will be by induction on |µ|. For |µ| = 1, S µ = S µ S * µ S µ by hypothesis. Suppose S µ = S µ S * µ S µ for all µ ∈ Λ * with |µ| = k, and consider ν ∈ Λ * , with |ν| = k + 1. Then ν = αg j , with |α| = k, and
a) Supposing that there exists r in P such that α = νr, we have
On the other hand, if α = νr for all r ∈ P , write α = α 1 . . . α l . . . α k , ν = ν 1 . . . ν l and take the smallest index i such that α i = ν i . Then we have α 1 . . . α i−1 = ν 1 . . . ν i−1 , and so
b) Suppose ν = αr for some r ∈ P . Then
If ν = αr, for all r ∈ P as in (a), take the smallest index i such that ν i = α i . Then ν 1 . . . ν i−1 = α 1 . . . α i−1 and
Proof: Write ν = g j α, and in this way,
We will analyse the summands of
α S µ S * µ S α in the following way:
Case 1: |µ| > |α| By Lemma 3, S µ S * µ S α = 0 only if µ = αr, for some r ∈ P . We will show that there exists no such r. Suppose µ ∈ L k g j is such that µ = αr,
. . r l−1 , and so ν = g j α ∈ Λ * . This is a contradiction, because we are supposing ν / ∈ Λ * . Therefore µ = αr, for all r ∈ P , and so, by Lemma 3,
Case 2: |µ| ≤ |α| By Lemma 3, S µ S * µ S α = 0, only if α = µr, for some r em P , and by Lemma 1 if there exists such µ ∈ ∪L k g j , it is unique. In this case we have by Lemma 3 that S *
In this way, S * ν S ν = zS * α S α , where z = 0 if there exists µ ∈ k∈N L k g j such that α = µr for some r ∈ P , and z = 1 otherwise. Write ν = ν 1 . . . ν k and take the smallest index i such that ν i+1 . . . ν k ∈ Λ * . So,
where z i are 0 or 1. We will show that S * ν i ...ν k 
..ν k = 0, and so S * ν S ν = 0, in other words, S ν = 0.
Observe that if r = r 1 . . . r k is in reduced form, with r i ∈ G −1 and r i+1 ∈ G, then S(r i r i+1 ) = S(r i )S(r i+1 ) = 0, from where S(r) = 0. Also, if r = r 1 . . . r k and s = s 1 . . . s l are elements of F n in reduced form and r k = s 
, where e is the neutral element of G and I is the identity operator on H,
then S is a partial representation of the group F n on H.
Proof: Property P 1 is trivial. The proof of P 2 will be by induction on |t|. If |t| = 1, the equality between S(t −1 ) and S(t * ) is obviously true. Suppose S(t −1 ) = S(t * ) for all t ∈ F n with |t| = k. Take t ∈ F n with |t| = k + 1 and write t = tx, where | t| = k. Using the induction hypothesis and the fact that the equality is true for |x| = 1,
To verify property P 3 we will prove the following : Claim: For all r in F n and t in G ∪ G −1 , E(r) = S(r)S(r) * and E(t) = S(t)S(t) *
commute.
If r = r 1 . . . r k where r is in its reduced form, with r i ∈ G −1 and r i+1 ∈ G for some i, then S(r) = 0 and so the claim is trivial . Therefore let r = αβ −1 , where r is in reduced form and α, β ∈ P . If β / ∈ Λ * , by Theorem 1, S β = 0 from where we again see that the claim follows. Thus let us consider β ∈ Λ * . Case 1: If t ∈ G, that is, t = g j , for some j.
and similarly S(g j )S(g j ) * S(α) = S(α). It follows that E(t) and E(r) commute.
Case 2: If
and similarly,
To prove that E(t) and E(r) commute, it is enough to show that
and similarly S µ S * µ E(r) = E(r), and this proves that E(r)S µ S * µ = S µ S * µ E(r). Also by Lemma 3, if α = µs for all s ∈ P , then S * α S µ S * µ = 0 = S µ S * µ S α and also in this case E(r) and S µ S * µ commute. ii) |α| < |µ|.
By Lemma 3, if µ = αs ∀s ∈ P , then S * α S µ S * µ = 0 = S µ S * µ S α , from where the equality follows. If µ = αs for some s ∈ P , also by Lemma 3, b) |α| = 0 Since β ∈ Λ * , the equality between E(r)S µ S * µ and S µ S * µ E(r) follows from M 2 .
This proves our claim. Let us now return to the proof of P 3 , that is, S(t)S(r)S(r −1 ) = S(tr)S(r −1 ), ∀t, r ∈ F n .
To do this we use induction on |t| + |r|. The equality is obvious if |t| + |r| = 1. Suppose the equality true for all t, r ∈ F n such that |t| + |r| < k. Take t, r ∈ F n , with |t| + |r| = k, write t = tx, r = y r, with x, y ∈ G ∪ G −1 . If y = x −1 , we have
