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COMPACTIFIED JACOBIANS AND q, t-CATALAN NUMBERS, II
EVGENY GORSKY AND MIKHAIL MAZIN
ABSTRACT. We continue the study of the rational-slope generalized q, t-Catalan numbers cm,n(q, t). We describe
generalizations of the bijective constructions of J. Haglund and N. Loehr and use them to prove a weak symmetry
property cm,n(q, 1) = cm,n(1, q) for m = kn ± 1. We give a bijective proof of the full symmetry cm,n(q, t) =
cm,n(t, q) for min(m,n) ≤ 3. As a corollary of these combinatorial constructions, we give a simple formula for the
Poincare´ polynomials of compactified Jacobians of plane curve singularities xkn±1 = yn. We also give a geometric
interpretation of a relation between rational-slope Catalan numbers and the theory of (m,n)-cores discovered by J.
Anderson.
1. INTRODUCTION
Let m and n be two coprime positive integers.
Definition 1.1. Consider a rectangle with width m and height n. The rational-slope Catalan number
cm,n =
(m+ n− 1)!
m!n!
is defined (e.g. [4]) as the number of lattice paths from the northwest corner to the southeast corner of this
rectangle, staying below the diagonal connecting these corners. We will denote by Ym,n the set of all such paths,
so that |Ym,n| = cm,n.
In the case m = n + 1 the number cm,n coincides with the usual Catalan number. In [9] M. Haiman and
A. Garsia proposed a bivariate generalization of Catalan numbers whose combinatorial definition ([10]) can be
naturally extended to the rational-slope case.
Definition 1.2. Let D be the Young diagram. Following [20], we define the statistics
h
n
m
+ (D) := ♯
{
c ∈ D :
a(c)
l(c) + 1
≤
n
m
<
a(c) + 1
l(c)
}
,
and a(c) and l(c) denote the arm- and leg-length for a box c ∈ D.
Definition 1.3. ([11]) We define the rational-slope q, t-Catalan number by the formula
cm,n(q, t) =
∑
D∈Ym,n
qδ−|D|th
n
m
+
(D),
where δ = (m−1)(n−1)2 .
Note that the polynomials cm,n(q, t) are special cases of more general polynomials considered in [20]. For the
reader’s convenience, from now on we will write h+ instead of h
n
m
+ .
It has been proved in [10] that cm,n(q, t) coincides with the q, t-Catalan numbers of A. Garsia and M. Haiman
([9]) for m = n+1. It has been conjectured in [19] that cn,kn+1(q, t) coincides with the k-analogue of them. The
following two conjectures are motivated by the above coincidences. Both conjectures appeared previously in the
literature, but in different setups.
Conjecture 1.4 (Symmetry conjecture). The function cm,n(q, t) satisfies the functional equation
cm,n(q, t) = cm,n(t, q).
This conjecture is a special case of the Conjecture 22 of Loehr and Warrington ([20]). The second conjecture
is a weaker version of the first one:
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Conjecture 1.5 (Weak symmetry conjecture). The function cm,n(q, t) satisfies the functional equation
cm,n(q, 1) = cm,n(1, q).
Conjecture 1.4 was proved in [10] for m = n+1. It was deduced by Garsia and Haglund from some nontrivial
identities for q, t-Catalan numbers. For m = kn + 1 a similar statement was conjectured in [19]. No bijective
proof in any of these cases is known yet.
Theorem 1.6. The symmetry conjecture holds for m ≤ 3.
In the proof we construct an explicit bijection exchanging the area and h+ statistics (see Section 4). After the
first version of this paper was submitted, K. Lee, L. Li and N. Loehr obtained an independent proof of this result
and extended it to the case m = 4 (see [18]).
The weak symmetry property was proved by an explicit bijective construction for m = n + 1 by J. Haglund
([15]) and for m = kn + 1 by N. Loehr ([19]). Following constructions from [11], we introduce two maps
Gm : Ym,n → Ym,n and Gn : Ym,n → Yn,m. It was conjectured in [11] that Gm is a bijection.
Theorem 1.7. The maps Gm and Gn satisfy the following properties:
(1) |Gm(D)| = |Gn(D)| = δ − h+(D).
(2) There exist an involution D → D̂ such that Gm(D) =
(
Gn(D̂)
)T
.
(3) If m = n+ 1, then Gn = Gn+1.
(4) If m = kn± 1, then Gm is bijective.
(5) If m = kn+ 1, then Gm coincides with the Haglund-Loehr bijection.
Our description of the map Gm is independent of the Haglund-Loehr construction. We define these maps in
terms of semimodules over the semigroup generated by m and n. Constructing the inverse of Gm translates into
the reconstruction of a semimodule from a certain collection of data. This approach allowed us to prove bijectivity
in the case m = kn − 1, which is a new result. Using the property (1), one can show that the bijectivity of Gm
(or, equivalently, Gn) is sufficient to prove the weak symmetry conjecture.
Corollary 1.8. The weak symmetry conjecture holds for m = kn± 1.
We apply the above combinatorial results to study the geometry of the Jacobi factor, a certain moduli spaces
associated with a plane curve singularity (see [25],[2],[5] and Section 2 for the definitions). Of our particular
interest is the Jacobi factor of the plane curve singularity {xm = yn}, which can be identified with a certain affine
Springer fiber ([21],[16],[12]). The following theorem is the main result of [11]:
Theorem 1.9. ([11]) Consider a plane curve singularity {xm = yn}. Then its Jacobi factor admits an affine
cell decomposition. The cells are parametrized by Young diagrams D contained in m × n rectangle below the
diagonal. The dimension for the cell CD in the Jacobi factor can be computed in terms of D as follows:
dimCD =
(m− 1)(n− 1)
2
− h
n
m
+ (D).
It was pointed out in [11] that the weak symmetry conjecture implies a remarkably simple formula for the
Poincare´ polynomial of the Jacobi factor:
PJCx(t) =
∑
D
t2 dimCD =
∑
D
t2(δ−h+(D)) =
= t2δcm,n(1, t
−2)
WS
= t2δcm,n(t
−2, 1) =
∑
D
t2|D|.
A similar formula for the Poincare´ polynomial was conjectured by Lusztig and Smelt at the last page of [21].
In the case m = kn± 1 the Corollary 1.8 implies the following result.
Corollary 1.10. If m = kn± 1 then the Poincare´ polynomial of the Jacobi factor of the plane curve singularity
{xm = yn} has the form
PJCx(t) =
∑
D
t2|D|,
where the summation is done over all Young diagrams in m× n rectangle below the diagonal.
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Following the ideas of J. Anderson ([3]), we prove the following result. Recall that δ = (m−1)(n−1)2 . There is a
canonical embedding of the Jacobi factor into the GrassmannianGr(δ, V ), where V is the space of polynomials in
one variable of degree less or equal to 2δ − 1. The Grassmannian Gr(δ, V ) has a cell decomposition by Schubert
cells enumerated by Young diagrams contained in a δ × δ square. The cell decomposition of JCx is given by
intersections with the Schubert cells ([25],[13]).
Theorem 1.11. A cell in Gr(δ, V ) has non-empty intersection with JCx if and only if the corresponding Young
diagram is a simultaneous (m,n)-core, i.e. it does not have hooks of length m or n.
2. HOMOLOGY OF THE COMPACTIFIED JACOBIAN
2.1. Cell decomposition. In our previous paper [11] we studied the combinatorics of cell decompositions of the
Jacobi factors of some plane curve singularities.
Let x ∈ C ⊂ C2 be a unibranched plane curve singularity, let t be a normalizing parameter on C at x, and
R ⊂ C[[t]] be the complete local ring at x. Let δ = dim(C[[t]]/R). Since x ∈ C is a plane curve singularity, it
follows that t2δC[[t]] ⊂ R. Let V = C[[t]]/t2δC[[t]].
Definition 2.1. The Jacobi factor JCx is the space of R-submodules M ⊂ C[[t]], such that M ⊃ t2δC[[t]] and
dim(C[[t]]/M) = δ.
In other words, JCx is isomorphic to the subvariety of the Grassmannian Gr(δ, V ), consisting of subspaces
invariant under R-action.
Beauville proved in [5] that the compactified Jacobian of a complete rational curve is homeomorphic to the
direct product of Jacobi factors of its singularities. To study the topology of the compactified Jacobian of a
singular rational curve it is sufficient to study the topology of a single Jacobi factor.
In [25] Piontkowski showed that for some singularities the Jacobi factor admits an algebraic cell decomposition.
Following his work, we gave a combinatorial description of the cell decomposition in the case of a plane curve
singularity with one Puiseux pair. In particular, it applies to a curve singularity xm = yn for m and n coprime.
In this case the Jacobi factor coincides with a certain subvariety of the affine Grassmannian considered first by
Lusztig and Smelt in [21] (see also [16]).
Let
Γ = Γm,n = {am+ bn|a, b ≥ 0} ⊂ Z≥0
be the semigroup generated by m and n. A subset ∆ ⊂ Z≥0 is called a semimodule over Γ, if ∆+ Γ ⊂ ∆. It is
zero-normalized, if min(∆) = 0.
A number a is called a n-generator of ∆, if a ∈ ∆ and a − n /∈ ∆. Every Γ-semimodule has n distinct
n-generators.
Definition 2.2. Let ∆ be a Γ-semimodule, and x ∈ Z. We define
gn,∆(x) := ♯ ([x, x+m) \∆) .
If a semimodule ∆ is fixed, we write gn(x) instead of gn,∆(x) for the reader’s convenience.
Theorem 2.3. ([25]) The Jacobi factor for a plane curve singularity with one Puiseux pair (m,n) admits an affine
cell decomposition. The cells C∆ are enumerated by the 0-normalized Γ–semimodules ∆, and their dimensions
can be computed by the formula
(1) dimC∆ =
n∑
j=1
gn,∆(aj)
where aj are the n-generators of ∆.
It has been remarked in [11] that this definition has a natural combinatorial interpretation. Let us label the box
(x, y) of the positive quadrant by the number mn −m(1 + x) − n(1 + y). The corner box (0, 0) is labelled by
2δ − 1 = mn − m − n and the numbers decrease by m in east direction and by n in north direction. One can
check that every number from N \ Γ appears exactly once in the m × n rectangle below the diagonal (it follows
e.g. from Lemma 2.6 below).
Given a Γ–semimodule ∆, let us mark the boxes labelled by numbers from ∆ \ Γ and denote the resulting set
of boxes by D(∆).
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Theorem 2.4. ([11]) For a Γ–semimodule ∆ the set D(∆) is a Young diagram. The correspondence D between
semimodules and Young diagrams below the diagonal is bijective. The dimension of a cell C∆ in the Jacobi factor
can be computed in terms of D(∆) as follows:
(2) dimC∆ = (m− 1)(n− 1)
2
− h+(D(∆)).
Example 2.5. Consider the semigroupΓ generated by the numbers 5 and 7, and aΓ-semimodule∆ = Z≥0\{1, 2, 3, 4, 6, 9}=
{0, 5, 7, 8, 10, 11, . . .}. The diagramD(∆) is shown in Figure 1. The 5–generators of ∆ are {a0, a1, a2, a3, a4} =
{0, 7, 8, 11, 14}, and
g5(0) = ♯([0, 7) \∆) = 5, g5(7) = ♯([7, 14) \∆) = 1, g5(8) = ♯([8, 15) \∆) = 1,
and g5(11) = g5(14) = 0. Therefore
dimC∆ = g5(0) + g5(7) + g5(8) + g5(11) + g5(14) = 7.
14 7 0
23 16 9 2 −5
18 11 4 −3 −10
13 6 −1 −8 −15
8 1 −6 −13 −20
3 −4 −11 −18 −25
−2 −9 −16 −23 −30
−7 −14 −21 −28 −35
FIGURE 1. The diagram D(∆) for n = 5, m = 7, and ∆ = Z≥0\{1, 2, 3, 4, 6, 9}= {0, 5, 7, 8, 10, 11, . . .}.
2.2. Duality. Let us recall a useful symmetry property for the plane curve semigroup Γ.
Lemma 2.6. (e.g. [17],[6]) Let Γ be the semigroup of a unibranched plane curve singularity and let δ be its
δ-invariant. Then
a ∈ Γ ⇐⇒ 2δ − 1− a /∈ Γ.
For every Γ–semimodule ∆ we can consider the dual semimodule
∆∗ := {φ : φ+∆ ⊂ Γ}.
Lemma 2.7. The dual semimodule ∆∗ can be characterised by the equation
∆∗ = (2δ − 1)− (Z \∆).
Proof. Note that (2δ − 1)− (Z \∆) is a Γ–semimodule. Indeed, if x ∈ Z \∆ then x−m,x− n ∈ Z \∆.
It follows from Lemma 2.6 that
φ+∆ ⊂ Γ⇔ (2δ − 1) /∈ φ+∆.
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∆ ∆∗ ∆̂
0, 3, 4, 6, . . . 0, 3, 4, 6, . . . 0, 3, 4, 6, . . .
0, 3, 4, 5, 6, . . . 3, 4, 6, . . . 0, 1, 3, 4, 5, 6, . . .
0, 2, 3, 4, 5, 6, . . . 4, 6, . . . 0, 2, 3, 4, 5, 6, . . .
0, 1, 3, 4, 5, 6, . . . 3, 6, . . . 0, 3, 4, 5, 6, . . .
0, 1, 2, 3, 4, 5, 6, . . . 6, . . . 0, 1, 2, 3, 4, 6, . . .
TABLE 1. Semimodules ∆∗ and ∆̂ for (m,n) = (3, 4)
Indeed, if (2δ − 1) ∈ φ +∆ then φ +∆ is not a subset of Γ. Conversely, if ∃x ∈ (φ + ∆) \ Γ, then by Lemma
2.6 (2δ − 1− x) ∈ Γ, so (2δ − 1) ∈ x+ Γ ⊂ φ+∆. Therefore
φ+∆ ⊂ Γ⇔ (2δ − 1) /∈ φ+∆⇔
⇔ (2δ − 1− φ) /∈ ∆⇔ φ ∈ (2δ − 1)− (Z \∆).

Remark 2.8. Lemmas 2.7 and 2.6 are combinatorial analogues of the Gorenstein property for the plane curve
singularities (e.g. [17],[6]).
We normalize ∆∗ so that it starts from 0 and denote the normalized semimodule by ∆̂. Following Lemma 2.7,
we have
(3) ∆̂ = max(Z \∆)− (Z \∆).
Lemma 2.9. One has (̂∆̂) = ∆.
Proof. It follows from (3) that
Z \ ∆̂ = max(Z \∆)−∆,
and therefore
max(Z \ ∆̂) = max(Z \∆).

Example 2.10. We list the combinatorial types of Γ–semimodules ∆, ∆∗ and ∆̂ for (m,n) = (3, 4) in Table 2.10.
2.3. Maps Gm and Gn. Let us return to the formula (1). Given a Γ-semimodule ∆, we can consider its m-
generators a1, . . . , am and compute
gm(ai) = ♯ ([ai, ai + n) \∆) .
Theorem 2.11. ([11]) The numbers gm(ai) are decreasing. The Young diagram with columns gm(ai) can be
embedded in an m× n rectangle below the diagonal.
This result allows us to consider the map Gm from the set of diagrams below the diagonal to itself, sending
D(∆) to the diagram with columns gm(ai). We will also use the notation Gm(∆) = Gm(D(∆)) for a Γ–
semimodule ∆. In a similar way, one can define the map Gn by choosing n-generators instead of m-generators.
Note that the diagram Gn(∆) has n columns, and is embedded in an n×m rectangle below the diagonal.
Theorem 2.12. One has
Gn(∆) =
(
Gm(∆̂)
)T
.
Proof. Let us recall the notion of an m-cogenerator for the Γ–semimodule ∆ introduced in [11]: we call b an
m-cogenerator for ∆ if b /∈ ∆, but b+m ∈ ∆. Remark that by Lemma 2.7 the m-cogenerators of ∆ are in 1-to-1
correspondence with the m-generators of ∆̂. More precisely, if b is an m-generator of ∆̂, then (max(Z \∆)− b)
is an m-cogenerator for ∆.
Let a1, . . . , an be the n-generators of ∆ and let b1, . . . , bm be the m – generators of ∆̂. One can check that
gn(ai) equals the number of m-cogenerators of ∆ greater than ai:
gn(ai) = ♯ ([ai, ai +m) \∆) = ♯{j|max(Z \∆)− bj > ai} = ♯{j|ai + bj < max(Z \∆)}.
6 EVGENY GORSKY AND MIKHAIL MAZIN
Analogously by Lemma 2.9
gm(bj) = ♯{i|ai + bj < max(Z \∆)}.
It is clear that the corresponding Young diagrams are transposed to each other. 
Corollary 2.13. The map Gn is bijective if and only if the map Gm is bijective.
Corollary 2.14. The dimensions of cells in JCx labelled by ∆ and ∆̂ are the same:
dimC∆ = |Gn(∆)| = |Gm(∆̂)| = dimC∆̂.
Theorem 2.15. If m = n+ 1 then Gn+1 = Gn.
Proof. Let ∆ be a Γ–semimodule and x ∈ ∆. Let a+(x) be the minimal n-generator of ∆ greater than or equal
to x. We set a+(x) =∞ if there are no n-generators greater than x. Similarly, let a−(x) be the maximal (n+1)-
generator of ∆ less than or equal to x. Note that since 0 is an n-generator and x ∈ ∆ ⊂ Z≥0, a−(x) is always
well defined.
If x is not an n-generator then x− n ∈ ∆, so (x− n) + (n+ 1) = x+ 1 ∈ ∆. If x + 1 is not an n-generator
then x + 2 ∈ ∆ etc. By continuing this process we conclude that [x, a+(x)] ⊂ ∆. Since a+(x) − n /∈ ∆, either
a+(x) + 1 /∈ ∆ or a+(x) + 1 is a (n+ 1)-generator of ∆.
Analogously, [a−(x), x] ⊂ ∆ and either a−(x)−1 /∈ ∆ or a−(x)−1 is an n-generator of ∆. Therefore n- and
n + 1-generators of ∆ are split into pairs (a−, a+) such that [a−, a+] ⊂ ∆, and this is a 1-to-1 correspondence
except for the largest (n+ 1)-generator. Since [a−, a+] ⊂ ∆, we have [a− + n, a+ + n+ 1] ⊂ ∆ and
gn+1(a−) = ♯([a−, a− + n) \∆) = ♯([a+, a+ + n+ 1) \∆) = gn(a+).

Corollary 2.16. If m = n+ 1, then
Gn(∆̂) = (Gn(∆))
T .
Proof. By Theorems 2.12 and 2.15
Gn(∆̂) = (Gn+1(∆))
T = (Gn(∆))
T .

Example 2.17. Let us present an example where Gn and Gm are essentially different. Let (m,n) = (3, 7) and
∆ = {0, 1, 3, 4, 6, 7, 8, 9, 10, 11, 12, . . .}. Then the 3-generators are equal to 0, 1, 8, and
g3(0) = 2, g3(1) = 2, g3(8) = 0.
The 7-generators are 0, 1, 3, 4, 6, 9, 12, and
g7(0) = g7(1) = g7(3) = g7(4) = 1, g7(6) = g7(9) = g7(12) = 0.
The dual semimodule is ∆̂ = {0, 3, 6, 7, 8, . . .}. Its 3-generators are 0, 7, 8, and
g3(0) = 4, g3(7) = g3(8) = 0.
The 7-generators are 0, 3, 6, 8, 9, 11, 12, and
g7(0) = g7(3) = 2, g7(6) = g7(8) = g7(9) = g7(11) = g7(12) = 0.
We illustrate this in Figure 2.
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∆
∆̂
11
4
8
1
5 2
11
4
8
1
5 2
D(·) G3(·) G7(·)
FIGURE 2. Maps Gm and Gn
0 1 2 3 4 5 6 7
N W W N N W N N
FIGURE 3. (3, 4) core
2.4. (m,n)–cores.
Definition 2.18. A Young diagram is called a p–core if it does not have boxes with hook length equal to p.
The p-core partitions play an important role in the study of representations of symmetric groups over finite fields
(see [3],[8],[26] and references therein). J. Anderson observed that the number of partitions that are simultaneously
m- and n-cores is finite:
Theorem 2.19. ([3]) The number of partitions that are simultaneously m- and n-cores equals
1
m+ n
(
m+ n
n
)
.
The proof in [3] uses explicit bijection between (m,n)-cores and lattice paths in m × n rectangle below the
diagonal. Following the analogy between such paths and Γm,n–semimodules, we would like to present Anderson’s
bijection in slightly different form.
Proof. Given a set 0 ∈ ∆ ⊂ Z≥0, we construct the partition P (∆) by the following rule. We start from 0 ∈ ∆
and read all consecutive integers. If x ∈ ∆, we move north by 1, if x /∈ ∆, we move west by 1. The resulting
lattice path bounds from above the Young diagram of the partition P (∆).
The partition P (∆) has a hook of length m if and only if there are integers x ∈ ∆ and y /∈ ∆ such that
y = x+m. Therefore P (∆) is a simultaneous (m,n)-core if and only if ∆ is a Γm,n–semimodule. 
Example 2.20. The (3, 4)-core corresponding to ∆ = {0, 3, 4, 6, . . .} is shown in Figure 3.
Lemma 2.21. The (m,n)-core corresponding to ∆̂ is conjugate to the (m,n)-core for ∆.
Proof. By the equation (3), ∆̂ = max(Z \ ∆) − (Z \ ∆). Therefore to x ∈ ∆ we associate an N step in the
boundary of the (m,n)-core corresponding to ∆ and a W step in the boundary of the (m,n)-core corresponding
to ∆̂. Analogously, to x 6∈ ∆ we associate a W step in the boundary of the (m,n)-core corresponding to ∆ and
an N step in the boundary of the (m,n)-core corresponding to ∆̂. 
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Theorem 2.22. The number of self-dual Γ–semimodules equals(
⌊m2 ⌋+ ⌊
n
2 ⌋
⌊m2 ⌋
)
.
Proof. By Lemma 2.21 the Γ–semimodules such that ∆ = ∆̂ correspond to the self-conjugate (m,n)-cores. The
number of such cores was computed by B. Ford, H. Mai and L. Sze in [8], and it is equal to (⌊m2 ⌋+⌊n2 ⌋
⌊m
2
⌋
)
. 
Remark 2.23. ([4]) The number of self-dual modules equals(
⌊m2 ⌋+ ⌊
n
2 ⌋
⌊m2 ⌋
)
=
[(m+ n− 1)!]q
[m!]q[n!]q
|q=−1.
Let us give a geometric interpretation of the construction from Theorem 2.19. As it was discussed in the
Introduction, the vector space V = C[[t]]/t2δC[[t]] comes with a natural filtration
V = V2δ ⊃ V2δ−1 ⊃ . . . ⊃ V0 = 0, Vi := t
2δ−iV.
Therefore Gr(δ, V ) has a natural Schubert cell decomposition (see e.g. [22, p. 74-75]), which can be described as
follows.
Let P be a Young diagram contained in a δ × δ square. Let p1 ≤ · · · ≤ pδ be its rows. The Schubert cell
CP ⊂ Gr(δ, V ) consists of subspaces W ⊂ V such that
dim(W ∩ Vi) = ♯{j : pj + j ≤ i}.
Equivalently, one can assign the diagram P (W ) to a subspace W ⊂ V in the following way. Define the subset
∆(W ) ⊂ Z≥0 as follows:
∆(W ) = {d ∈ Z : ∃p ∈ W, p ∈ V2δ−d \ V2δ−d−1} ∪ [t
2δ,∞).
Now let us construct the diagram P (W ) from the subset ∆(W ) as in the Theorem 2.19. One can check that W
belongs to the Schubert cell CP (W ) ⊂ Gr(δ, V ).
Note that according to the construction, P (W ) is a simultaneous m,n-core iff ∆(W ) is a Γm,n–semimodule.
It follows immediately that if W ∈ JCx then ∆(W ) is a Γm,n–semimodule. On the other hand, J. Piontkowski
showed in [25] that for a fixed Γm,n–semimodule ∆ there always exist W ∈ JCx such that ∆(W ) = ∆. More
precisely, modulesW ∈ JCx with a fixed semimodule ∆(W ) form a cell in the Piontkowski’s cell decomposition
of JCx.
Therefore, one gets the following
Theorem 2.24. Let P be a Young diagram contained in a δ× δ square. Let CP ⊂ Gr(δ, V ) be the corresponding
Schubert cell. Then the intersection CP ∩ JCx is non-empty iff P is a simultaneous m,n-core, in which case it is
the corresponding Piontkowski’s affine cell.
3. BOUNCE STATISTICS AND POINCARE´ POLYNOMIALS
Let ∆ be a Γm,n–semimodule. Let us recall the following definition:
Definition 3.1. A number a ∈ ∆ is called an m-generator if a − m /∈ ∆. A number a /∈ ∆ is called an m-
cogenerator if a+m ∈ ∆.
In this section we construct the inverse maps G−1m in the cases m = kn ± 1. In other words, we reconstruct
a Γm,n–semimodule ∆ from the collection of integers gm(a0), gm(a1), . . . , gm(am−1), where {0 = a0 < · · · <
am−1} are the m-generators of ∆. Recall that the function gm(x) is defined by the formula
gm(x) = ♯ ([x, x+ n) \∆) ,
To simplify notations, we will use g(x) instead of gm(x) in this Section.
In Sections 3.1 and 3.3 we discuss the cases m = kn+1 and m = kn− 1 respectively. The logic in both cases
is quite similar: first we reconstruct the bounce tree (see Definitions 3.10 and 3.21), and then use it to reconstruct
the semimodule ∆.
In Section 3.5 we compare this procedure and the bounce tree with the constructions of Haglund and Loehr.
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◦ ◦ ◦ ◦ ◦ ai
FIGURE 4. In this picture n = 3, k = 3, ai is a 10-generator, and ”◦” indicates an integer not
in ∆. Note that the interval [ai − 2(kn + 1), ai − 2kn − 1)] = [ai − 20, ai − 19] has empty
intersection with ∆.
3.1. The case m = kn+ 1.. We start with some general facts on generators and cogenerators.
Lemma 3.2. Suppose that x ∈ ∆ is not an m-generator. Then x+ n is not an m-generator as well.
Proof. Indeed, if x ∈ ∆ is not an m-generator, then x − m ∈ ∆. But then x − m + n = x + n − m ∈ ∆.
Therefore, x+ n is not an m-generator. 
Lemma 3.3. Fix an integer x ∈ Z. We have
(1) The number of m-generators in [x, x+ n) equals g(x−m)− g(x).
(2) The number of m-cogenerators in [x, x + n) equals g(x)− g(x+m).
(3) The number of m-generators in the interval [x, x + n) is equal to the number of n-cogenerators in the
interval [x−m,x).
Proof. (1) For any integer y ∈ [x−m,x−m+n)\∆ the number y+m is either an m-generator in [x, x+m)
or it is in [x, x+m)\∆.Also, for any z ∈ [x, x+m)\∆ one has z−m ∈ [x−m,x−m+n)\∆.Therefore,
the number of m-generators in [x, x +m) is equal to the number of elements in [x−m,x−m+ n)\∆
minus number of elements in [x, x+ n)\∆, which is g(x−m)− g(x).
(2) Similar to the previous part: an m-cogenerator in [x, x + n) is an integer y ∈ [x, x + n)\∆, such that
y +m /∈ [x+m,x+m+ n)\∆.
(3) Follows immediately from the first two parts.

Let m = kn+ 1 from now until the end of the Section 3.1. Our goal is to reconstruct the semimodule ∆ from
the numbers g(a0), . . . , g(akn), where a0, . . . akn are the (kn+ 1)-generators of ∆ listed in the increasing order.
Lemma 3.4. Suppose that x ∈ ∆ and x−αn− 1 /∈ ∆ for some α ∈ {0, . . . , k}. Then x is a (kn+1)-generator.
Proof. Indeed, if x is not a (kn + 1)-generator, than x − kn − 1 ∈ ∆. But then (x − kn − 1) + (k − α)n =
x− αn− 1 ∈ ∆. Contradiction. 
Definition 3.5. For x ∈ ∆ we define a−(x) to be the maximal (kn+ 1)-generator less than or equal to x.
Corollary 3.6. For any x ∈ ∆ one has [a−(x), x] ⊂ ∆.
Proof. Follows from Lemma 3.4 with α = 0. 
Lemma 3.7. Consider a (kn+1)-generator ai. Then for any l > 0, the interval Jl := [ai−l(kn+1), ai−lkn−1]
has empty intersection with ∆.
Proof. The proof is by induction on l. The case l = 1 is clear. Then observe that
Jl+1 = {ai − (l + 1)(kn+ 1)} ∪ (Jl − kn).

We illustrate Lemma 3.7 with the Figure 4.
Definition 3.8. We introduce the following notations:
Nij =
⌈
aj − ai
n
⌉
and Kij =
⌈
aj − ai
kn+ 1
⌉
.
Corollary 3.9. One has the following formula: Kij =
⌈
Nij
k
⌉
.
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FIGURE 5. The 7-generators of the Γ3,7-semimodule ∆ := {0, 2, 3, 5, 6, 7, . . .} are equal to
0, 2, 3, 5, 6, 8, 11. The tree T∆ is presented in the diagram.
Proof. Note that ⌈
Nij
k
⌉
=


⌈
aj−ai
n
⌉
k

 =
⌈
aj − ai
kn
⌉
.
Suppose that Kij 6=
⌈
Nij
k
⌉
. Then there exists l, such that aj − ai ≤ l(kn + 1) and aj − ai > lkn, which is
equivalent to ai ∈ [aj − l(kn+ 1), aj − lkn). Therefore, by Lemma 3.7, ai /∈ ∆. Contradiction. 
There are two steps in the reconstruction of ∆ . First we reconstruct the bounce tree T∆, defined below, and
then we use it to recover the (kn+ 1)-generators a0, . . . , akn.
Definition 3.10. The oriented graph T∆ is defined as follows. The vertices are the (kn + 1)-generators of ∆ :
V∆ = {a0, . . . , akn}. Let ai, aj ∈ V∆ be (kn+ 1)-generators. We draw an edge ai → aj , if i 6= kn and
aj = a−(ai + n).
See Figure 5 for an example of a tree T∆.
Lemma 3.11. The graph T∆ satisfies the following properties:
(1) If ai → aj is an edge, then i < j.
(2) The graph T∆ is a tree with the root akn, and all edges are oriented towards akn.
(3) The leaves of T∆ are the (kn + 1, n)-generators of ∆, i.e. they are simultaneous n− and (kn + 1)−
generators.
Proof. (1) By construction, j ≥ i and i < kn. If i = j, then there are no (kn+ 1)-generators in the interval
[ai + 1, ai + n], hence by Corollary 3.6 [ai, ai + n] ⊂ ∆ and therefore [ai,+∞) ⊂ ∆. By Lemma 3.2
there are no (kn+ 1)-generators greater than ai. Therefore i = kn. Contradiction.
(2) Follows from the fact that there is only one edge from each vertex except the root akn, and the previous
part.
(3) If ai− n ∈ ∆ then by Lemma 3.2, ai −n is a (kn+1)-generator. But then the tree T∆ contains the edge
(ai − n)→ ai and ai is not a leaf. Therefore, every leaf is a (kn+ 1, n)-generator.
Conversely, suppose that ai is a (kn+1, n)-generator, but not a leaf of T∆. Then there exists a (kn+1)-
generator aj such that aj → ai is an edge of T∆, so aj +n > ai and the interval [ai+1, aj +n] does not
contain any (kn+1)-generators. It then follows from Corollary 3.6 that the whole interval [ai+1, aj+n]
is contained in ∆. Therefore, by Lemma 3.4 ai + 1− (n+ 1) = ai − n ∈ ∆. Contradiction.

We will need the following observation about paths in T∆ :
Lemma 3.12. Suppose that ai0 → ai1 → · · · → ail is a path in T∆.
(1) The interval [ail + 1, ai0 + ln] is a subset of ∆ and it does not contain (kn+ 1)-generators.
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(2) The number of (kn+ 1)-generators in the interval [ai0 + 1, ai0 + ln] is equal to il − i0.
(3) If aj is a (kn+ 1)-generator and ail−1 < aj ≤ ail , then Ni0j = l.
Proof. The proof of the first part is by induction on l. The l = 1 case is by definition and Corollary 3.6. Suppose
that we proved the Lemma for l − 1. Then one has
[ail + 1, ai0 + ln] = [ail + 1, ail−1 + n] ∪ ([ail−1 + 1, ai0 + (l − 1)n] + n)
The interval [ail +1, ail−1+n] does not contain (kn+1)-generators by the definition of the edge al−1 → al. In
turn, the interval ([ail−1 +1, ai0 +(l−1)n]+n) does not contain (kn+1)-generators by the induction assumption
and Lemma 3.2. Finally, the inclusion [ail + 1, ai0 + ln] ⊂ ∆ follows from Corollary 3.6.
The second part follows immediately from the first. For the third part, observe that since there are no (kn+1)-
generators in the interval [ail−1 + 1, ai0 + (l − 1)n], we get
ai0 + (l − 1)n < aj ≤ ail ≤ ai0 + ln.
Therefore, Ni0j =
⌈
aj−ai0
n
⌉
= l. 
Theorem 3.13. One can reconstruct the tree T∆ from the numbers g(a0), . . . , g(akn).
Proof. We will reconstruct T∆ in the following order. First, we reconstruct the path from a0 to akn. Then we take
the smallest (kn+ 1)-generator al, which is not covered yet, and reconstruct the path
al → al+bl
0
→ al+bl
0
+bl
1
→ · · · → akn.
We repeat this procedure until we run out of generators.
On each step we need to find numbers bl0, bl1, bl2, . . . . According to Lemma 3.12, bli is equal to the number of
(kn+ 1)-generators in the interval I li := (al + in, al + (i+ 1)n]. We use this to define bli for all i ∈ Z.
We will also need numbers cli, counting n-cogenerators in the same intervals I li . According to Lemma 3.3, bli
is equal to the number of n-cogenerators in the interval J li := (al + in− (kn+ 1), al + in]. Note that
J li = {al + in− kn} ⊔ I
l
i−k ⊔ · · · ⊔ I
l
i−1
By construction, al is a leaf of the tree T∆. By Lemma 3.11, al is a (kn + 1, n)-generator of ∆. Therefore,
al + in− kn = al + n(i− k) is an n-cogenerator if and only if i = k − 1. We conclude that bli can be expressed
via cli−k, . . . , cli−1 as follows:
(4) bli =


j=i−1∑
j=i−k
clj , i 6= k − 1
1 +
j=i−1∑
j=i−k
clj , i = k − 1.
On the other hand, for i ≥ 0 one can use Lemmas 3.3 and 3.12 to express cli through bl0, bl1, . . . , bli using
numbers g(aj) :
(5) cli = g(al+bl
0
+bl
1
+···+bl
i−1
)− g(al+bl
0
+bl
1
+···+bl
i
), cl0 = g(al)− g(al+bl
0
),
Indeed, g(al+bl
0
+bl
1
+···+bl
i
) is equal to the number of integers not in ∆ in the interval [al+bl
0
+bl
1
+···+bl
i
, al+bl
0
+bl
1
+···+bl
i
+
n), which is the same as in the interval [al + in, al + (i+ 1)n) by the first part of Lemma 3.12.
Equations (4) and (5) together provide recurrence relations on numbers bli and cli. To start the recursive algo-
rithm, one needs to find numbers cl−k, . . . , cl−1.
Recall the numbers Nij =
⌈
aj−ai
n
⌉
and Kij =
⌈
aj−ai
kn+1
⌉
. Since we know all edges of the tree T∆ with initial
points less then al, we can use Lemma 3.12 to find numbers Nij for any i, j ≤ l. Then, using Corollary 3.9, we
can find numbers Kij for any i, j ≤ l. We can also compute
f(ai) := ♯ (∆ ∩ (−∞, ai)) =
∑
j<i
Kji,
for all i ≤ l. Indeed, fix a remainder 0 ≤ r < kn+ 1, such that the corresponding (kn + 1)-generator aj ≡ r (
mod kn + 1) is less than ai. Then there are exactly Kji integers in ∆ ∩ (−∞, ai) with remainder r modulo
kn+ 1.
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Note that
(6) cl−i = ♯(I l−i+1 ∩∆)− ♯(I l−i ∩∆) for all i > 0.
Since al is a (kn+ 1, n)-generator of ∆, we have al − in /∈ ∆ for i > 0. Consider the smallest element of ∆
bigger than al − in. By Corollary 3.6, it is a (kn+ 1)-generator aαi , where αi := min{j : Njl ≤ i}.
Finally, we compute
♯(I l−i ∩∆) = f(aαi−1)− f(aαi)for i > 1,
♯(I l−1 ∩∆) = f(al)− f(aα1) + 1,
and the number ♯(I l0 ∩∆) = n− g(al) is given. Therefore, we can use Equation 6 to find numbers cl−k, . . . , cl−1.

Theorem 3.14. The tree T∆ completely determines the semimodule ∆.
Proof. Now that we know the whole tree T∆, we can use Lemma 3.12 and Corollary 3.9 to find numbers Kij and
Nij for all i < j ≤ kn. Note that by the definition of numbers Kij , we have
ai ∈ [(K0i − 1)(nk + 1),K0i(nk + 1) ) for all i.
Therefore, it suffices to recover the remainders r0, . . . , rkn of the generators a0, . . . , akn modulo kn+ 1.
We can use numbers Kij recover the order of r0, . . . , rkn. Indeed, if i < j then
ri < rj ⇔ Kij > K0j −K0i.
Since the remainders r0, . . . , rkn run through all numbers 0, 1, . . . , kn once, knowing the order of r0, . . . , rkn is
equivalent to knowing the remainders themselves. 
Let us illustrate Theorems 3.13 and 3.14 in the following example.
3.2. Example: reconstruction of a Γ4,9-semimodule. Let n = 4 and m = 9 (k = 2). Suppose that g(a0) =
2, g(a1) = g(a2) = 1, and g(a3) = · · · = g(a8) = 0. At the first step we reconstruct the path from a0 = 0 to
a8 in the tree T∆. Following the algorithm, we first need to find numbers c0−1 and c0−2, counting 4-cogenerators
in intervals (−4, 0] and (−8,−4] correspondingly. Since there are no elements of ∆ less than a0 = 0, we
immediately conclude that
c0−2 = ♯{∆ ∩ (−4, 0]} − ♯{∆ ∩ (−8,−4]} = 1− 0 = 1,
and
c0−1 = ♯{∆ ∩ (0, 4]} − ♯{∆ ∩ (−4, 0]} = (4 − g(a0))− 1 = 4− 2− 1 = 1.
Using the recurrence relations (4) and (5) we immediately compute:
b00 = c
0
−2 + c
0
−1 = 2, c
0
0 = g(a0)− g(a2) = 2− 1 = 1,
b01 = 1 + c
0
−1 + c
0
0 = 3, c
0
1 = g(a2)− g(a5) = 1,
b02 = c
0
0 + c
0
1 = 2, c
0
2 = g(a5)− g(a7) = 0,
b03 = c
0
1 + c
0
2 = 1, c
0
3 = g(a7)− g(a8) = 0.
Therefore, the path from a0 to a8 is a0 → a2 → a5 → a7 → a8. The smallest 9-generator not covered yet is
a1. Therefore, our next step is to recover the path from a1 to a8.
Again, we start by reconstructing numbers c1−1 and c1−2. We have
c1−2 = ♯{∆ ∩ (a1 − 4, a1]} − ♯{∆ ∩ (a1 − 8, a1 − 4]},
and
c1−1 = ♯{∆ ∩ (a1, a1 + 4]} − ♯{∆ ∩ (a1 − 4, a1]}.
The only element of ∆ less then a1 is a0 and, moreover, a0 > a1 − 4. Indeed, a0 is the only 9-generator less than
a1 and a1 < a2 ≤ a0 + 4, because we have the arrow a0 → a2 in the tree T∆. We conclude that
♯{∆ ∩ (a1 − 8, a1 − 4]} = 0,
♯{∆ ∩ (a1 − 4, a1]} = 2,
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a0
a2
a5
a7
a8
a4
a1
a6
a3
FIGURE 6. The tree T∆ for the case n = 4, m = 9, g(a0) = 2, g(a1) = g(a2) = 1, and
g(a3) = · · · = g(a8) = 0.
and
♯{∆ ∩ (a1, a1 + 4]} = 4− g(a1) = 3.
Therefore,
c1−2 = 2, and c1−1 = 1.
We again use the recurrence relations (4) and (5):
b10 = c
1
−2 + c
1
−1 = 3, c
1
0 = g(a1)− g(a4) = 1,
b11 = 1 + c
1
−1 + c
1
0 = 3, c
1
1 = g(a4)− g(a7) = 0,
b12 = c
1
0 + c
1
1 = 1, c
1
2 = g(a7)− g(a8) = 0.
Therefore, the path from a1 to a8 is a1 → a4 → a7 → a8. The smallest 9-generator not covered yet is a3.
Therefore, our next step is to recover the path from a3 to a8.
Similarly to above, we need to reconstruct numbers c3−2 and c3−1 first:
c3−2 = ♯{∆ ∩ (a3 − 4, a3]} − ♯{∆ ∩ (a3 − 8, a3 − 4]},
and
c3−1 = ♯{∆ ∩ (a3, a3 + 4]} − ♯{∆ ∩ (a3 − 4, a3]}.
There are three 9-generators less than a3 : a0, a1, and a2. Since we have the path a0 → a2 → a5 in the tree
T∆, we conclude that a0 + 8 ≥ a5 > a3. Therefore, the only 3 elements of ∆ less than a3 are the 9-generators.
Furthermore, from the reconstructed part of the tree we see that a3 − 8 < a0 < a3 − 4, a3 − 4 < a1 < a3, and
a3 − 4 < a2 < a3. Therefore,
♯{∆ ∩ (a3 − 8, a3 − 4]} = 1,
♯{∆ ∩ (a3 − 4, a3]} = 3,
and
♯{∆ ∩ (a3, a3 + 4]} = 4− g(a3) = 4.
We conclude that
c3−2 = 2, and c3−1 = 1.
Once again, we use the recurrence relations (4) and (5):
b30 = c
3
−2 + c
3
−1 = 3, c
3
0 = g(a3)− g(a6) = 0,
b31 = 1 + c
3
−1 + c
3
0 = 2, c
3
1 = g(a6)− g(a8) = 0.
Therefore, the path from a3 to a8 is a3 → a6 → a8. See Figure 6 for the full tree T∆.
Finally, we reconstruct the semimodule ∆ from the tree T∆ following the algorithm from the Theorem 3.14.
First, we use Lemma 3.12 to find numbers N0,i for i = 1, 2, . . . , 8 and Corollary 3.9 to find K0,i. We get
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◦ ◦ ◦ ◦ ◦ ai
FIGURE 7. In this picture n = 3, k = 3, ai is an 8-generator, and ”◦” indicates an integer not
in ∆. Note that the interval [ai − 2kn + 1, ai − 2(kn − 1)] = [ai − 17, ai − 16] has empty
intersection with ∆.
N0,1 = N0,2 = 1, N0,3 = N0,4 = N0,5 = 2, N0,6 = N0,7 = 3, N0,8 = 4,
and
K0,1 = K0,2 = K0,3 = K0,4 = K0,5 = 1, K0,6 = K0,7 = K0,8 = 2.
Therefore, we get that a1, a2, a3, a4, and a5 are in the interval (0, 9), while a6, a7, a8 are in the interval (9, 18).
Now we need to compare the remainders r1, . . . , r8 of the 9-generators a1, . . . , a8. We already know that
r1 < r2 < r3 < r4 < r5 and r6 < r7 < r8. Let us compare r1 and r6. By Lemma 3.12 and the tree T∆, we get
N1,6 = 2. Therefore, by Corollary 3.9, K1,6 = 1, which means that a6− a1 < 9. Therefore, r6 = a6− 9 < a1 =
r1.
Similarly, one computes that r7 < r1 and r2 < r8 < r3. Therefore,
r6 < r7 < r1 < r2 < r8 < r3 < r4 < r5,
or
r6 = 1, r7 = 2, r1 = 3, r2 = 4, r8 = 5, r3 = 6, r4 = 7, r5 = 8.
Finally,
a0 = 0, a1 = r1 = 3, a2 = r2 = 4, a3 = r3 = 6, a4 = r4 = 7, a5 = r5 = 8,
and
a6 = r6 + 9 = 10, a7 = r7 + 9 = 11, a8 = r8 + 9 = 14.
3.3. The case m = kn − 1.. Let now m = kn − 1. In this case the semimodule ∆ can be reconstructed from
numbers g(a0), . . . , g(akn−2) in a way similar to the case m = kn+1. However, some adjustments are required.
We will omit some of the proofs, in the cases when they are identical to the m = kn+ 1 case.
Lemma 3.15. Suppose that x ∈ ∆ and x−αn+1 /∈ ∆ for some α ∈ {0, . . . , k}. Then x is a (kn−1)-generator.
Proof. Indeed, if x is not a (kn − 1)-generator, than x − kn + 1 ∈ ∆. But then (x − kn + 1) + (k − α)n =
x− αn+ 1 ∈ ∆. Contradiction. 
Definition 3.16. For x ∈ ∆ we define a+(x) to be the minimal (kn− 1)-generator greater than or equal to x. If
there is no (kn− 1)-generators greater or equal to x, we set a+(x) =∞.
Corollary 3.17. For any x ∈ ∆ one has [x, a+(x)] ⊂ ∆.
Proof. Follows from Lemma 3.15 with α = 0. 
Lemma 3.18. Consider a (kn−1)-generator ai. Then for any l > 0, the interval Jl := [ai−lkn+1, ai−l(kn−1)]
has empty intersection with ∆.
Proof. The proof is by induction on l. The case l = 1 is clear. Then observe that
Jl+1 = {ai − (l + 1)(kn− 1)} ∪ (Jl − kn).

We illustrate Lemma 3.18 with the Figure 7.
Definition 3.19. We introduce the following notations:
Nij =
⌊
aj − ai
n
⌋
+ 1 and Kij =
⌊
aj − ai
kn− 1
⌋
+ 1.
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FIGURE 8. The 8-generators of the Γ3,8-semimodule ∆ := {0, 3, 4, 6, 7, 8, . . .} are equal to
0, 3, 4, 6, 7, 9, 10, 13.The tree T∆ is presented in the diagram.
Corollary 3.20. We have the following formula: Kij =
⌈
Nij
k
⌉
.
Proof. Note that ⌈
Nij
k
⌉
=


⌊
aj−ai
n
⌋
+ 1
k

 =
⌊
aj − ai
kn
⌋
+ 1.
Suppose that Kij 6=
⌈
Nij
k
⌉
. Then there exists l, such that aj − ai ≥ l(kn − 1) and aj − ai < lkn, which is
equivalent to ai ∈ (aj − lkn, aj − l(kn− 1)]. Therefore, by Lemma 3.18 ai /∈ ∆. Contradiction. 
Definition 3.21. The oriented graph T∆ is defined as follows. The vertices are the (kn− 1)-generators of ∆ plus
one extra vertex a∞ : V∆ = {a0, . . . , akn−2, a∞}. Let ai, aj ∈ V∆ be (kn − 1)-generators. We draw an edge
ai → aj , if
aj = a+(ai + n).
In addition, we draw edges ai → a∞ for every ai, such that there is no (kn− 1)-generators greater than or equal
to ai + n. See Figure 8 for an example of a tree T∆.
Lemma 3.22. The graph T∆ satisfies the following properties:
(1) If ai → aj is an edge, then i < j.
(2) The graph T∆ is a tree with the root a∞, and all edges are oriented towards a∞.
(3) The leaves of T∆ are the (kn− 1, n)-generators of ∆.
Proof. The first two parts are immediate from the construction. For the third part, consider a (kn − 1)-generator
ai. If ai − n ∈ ∆ then by Lemma 3.2 ai − n is a (kn − 1)-generator. But then the tree T∆ contains the edge
(ai − n)→ ai and ai is not a leaf. Therefore, every leaf is a (kn− 1, n)-generator.
Conversely, suppose that ai is a (kn − 1, n)-generator, but not a leaf of T∆. Then there exists a (kn − 1)-
generator aj such that aj → ai is an edge of T∆, so aj +n < ai and the interval [aj +n, ai− 1] does not contain
any (kn− 1)-generators. It then follows from Corollary 3.17 that the whole interval [aj + n, ai − 1] is contained
in ∆. Therefore by Lemma 3.15 ai − 1− (n− 1) = ai − n ∈ ∆. Contradiction. 
We will also need the following observation about paths in T∆ :
Lemma 3.23. Suppose ai0 → ai1 → · · · → ail is a path in T∆.
(1) The interval [ai0 + ln, ail − 1] is a subset of ∆ and it does not contain (kn− 1)-generators.
(2) The number of (kn− 1)-generators in the interval [ai0 , ai0 + ln− 1] is equal to il − i0.
(3) If aj is a (kn− 1)-generator and ail−1 ≤ aj < ail , then Ni0j = l.
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Proof. The proof of the first part is by induction on l. The l = 1 case is by definition and Corollary 3.17. Suppose
that we proved the Lemma for l − 1. Then one has
[ai0 + ln, ail − 1] = ([ai0 + (l − 1)n, ail−1 − 1] + n) ∪ [ail−1 + n, ail − 1]
The interval [ail−1 +n, ail−1] does not contain (kn−1)-generators by the definition of the edge al−1 → al. In
turn, the interval ([ai0 +(l−1)n, ail−1−1]+n) does not contain (kn−1)-generators by the induction assumption
and Lemma 3.2. Finally, the inclusion [ai0 + ln, ail − 1] ⊂ ∆ follows from Corollary 3.17.
The second part follows immediately from the first. For the third part, observe that since there are no (kn− 1)-
generators in the interval [ai0 + ln, ail − 1], we get
ai0 + (l − 1)n ≤ ail−1 ≤ aj < ai0 + ln.
Therefore, Ni0j =
⌊
aj−ai0
n
⌋
+ 1 = l − 1 + 1 = l. 
Theorem 3.24. One can reconstruct T∆ from numbers g(a0), . . . , g(akn−2).
Proof. We will reconstruct T∆ in the following order. First, we reconstruct the path from a0 to a∞. Then we take
the smallest (kn− 1)-generator al, which is not covered yet, and reconstruct the path
al → al+bl
0
→ al+bl
0
+bl
1
→ · · · → a∞.
We repeat this procedure until we run out of generators.
On each step all we need to do is to find numbers bl0, bl1, bl2, . . . . According to Lemma 3.23, bli is equal to the
number of (kn− 1)-generators in the interval I li := [al+ in, al+(i+1)n). We use this to define bli for all i ∈ Z.
We will also need numbers cli, counting n-cogenerators in the same intervals I li . According to Lemma 3.3, bli
is equal to the number of n-cogenerators in the interval J li := [al + in− (kn− 1), al + in). Note that
J li = (I
l
i−k ⊔ · · · ⊔ I
l
i−1)\(al + (i − k)n)
By construction, al is a leaf of the tree T∆. By Lemma 3.22, al is a (kn − 1, n)-generator of ∆. Therefore
al + in− kn = al + n(i− k) is an n-cogenerator if and only if i = k − 1. We conclude that bli can be expressed
via cli−k, . . . , cli−1 as follows:
(7) bli =


j=i−1∑
j=i−k
clj , i 6= k − 1
−1 +
j=i−1∑
j=i−k
clj , i = k − 1.
On the other hand, for i ≥ 0 one can use Lemmas 3.3 and 3.23 to express cli through bl0, bl1, bli using numbers
g(aj) :
(8) cli = g(al+bl
0
+bl
1
+···+bl
i−1
)− g(al+bl
0
+bl
1
+···+bl
i
), cl0 = g(al)− g(al+bl
0
),
Indeed, g(al+bl
0
+bl
1
+···+bl
i
) is equal to the number of integers not in ∆ in the interval [al+bl
0
+bl
1
+···+bl
i
, al+bl
0
+bl
1
+···+bl
i
+
n), which is the same as in the interval [al + in, al + (i+ 1)n) by the first part of Lemma 3.23.
Equations (7) and (8) together provide recurrence relations on numbers bli and cli. To start the recursive algo-
rithm, one needs to find numbers cl−k, . . . , cl−1.
Recall the numbers Nij = ⌊aj−ain ⌋+ 1 and Kij = ⌊
aj−ai
kn+1 ⌋+ 1. Since we know all edges of the tree T∆ with
initial points less then al, we can use Lemma 3.23 to find numbers Nij for any i, j ≤ l. Then, by Corollary 3.20
we can find numbers Kij for any i, j ≤ l. We can also compute
f(ai) := ♯ (∆ ∩ (−∞, ai)] =
∑
j≤i
Kji.
Indeed, fix a remainder 0 ≤ r < kn− 1, such that the corresponding (kn− 1)-generator aj ≡ r ( mod kn− 1)
is less than or equal to ai. Then there are exactly Kji integers in ∆ ∩ (−∞, ai] with remainder r modulo kn− 1.
Note that
(9) cl−i = ♯(I l−i+1 ∩∆)− ♯(I l−i ∩∆) for all i > 0.
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Since al is a (kn−1, n)-generator of ∆, we have al−in /∈ ∆ for i > 0. Consider the biggest element of ∆ less
than al− in. By Corollary 3.17, it is a (kn− 1)-generator aαi , where αi := max{j|Njl i}. If the set {j|Njl > i}
is empty, then al − in ≤ 0 and there is no elements of ∆ less then al − in. For consistency, we set αi = −1,
a−1 = −∞, and f(−∞) = 0 in this case.
Finally, we compute
♯(I l−i ∩∆) = f(aαi−1)− f(aαi)for i > 1,
♯(I l−1 ∩∆) = f(al)− f(aα1)− 1,
and the number ♯(I l0 ∩∆) = n− g(al) is given. Therefore, we can use Equation 9 to find numbers cl−k, . . . , cl−1.

Theorem 3.25. The tree T∆ completely determines the semimodule ∆.
Proof. The same as in the m = kn+ 1 case. 
3.4. Example: reconstruction of a Γ5,9-semimodule. Let n = 5, k = 2, and m = 2 × 5 − 1 = 9. Suppose
that g(a0) = 3, g(a1) = g(a2) = g(a3) = 2, g(a4) = 1, and g(a5) = · · · = g(a8) = 0. At the first step we
reconstruct the path from a0 = 0 to a∞ in the tree T∆. Following the algorithm, we first need to find numbers c0−1
and c0−2, counting 5-cogenerators in intervals [−5, 0) and [−10,−5) correspondingly. Since there are no elements
of ∆ less than a0 = 0, we immediately conclude that
c0−2 = ♯{∆ ∩ [−5, 0)} − ♯{∆ ∩ [−10,−5)} = 0− 0 = 0,
and
c0−1 = ♯{∆ ∩ [0, 5)} − ♯{∆ ∩ [−5, 0)} = (5− g(a0))− 0 = 2.
Using the recurrence relations (7) and (8) we immediately compute:
b00 = c
0
−2 + c
0
−1 = 2, c
0
0 = g(a0)− g(a2) = 3− 2 = 1,
b01 = −1 + c
0
−1 + c
0
0 = 2, c
0
1 = g(a2)− g(a4) = 2− 1 = 1,
b02 = c
0
0 + c
0
1 = 2, c
0
2 = g(a4)− g(a6) = 1,
b03 = c
0
1 + c
0
2 = 2,
Therefore, the path from a0 to a∞ is a0 → a2 → a4 → a6 → a8 → a∞. The smallest 9-generator not covered
yet is a1. Therefore, our next step is to recover the path from a1 to a∞.
Again, we start by reconstructing numbers c1−1 and c1−2. We have
c1−2 = ♯{∆ ∩ [a1 − 5, a1)} − ♯{∆ ∩ [a1 − 10, a1 − 5)},
and
c1−1 = ♯{∆ ∩ [a1, a1 + 5)} − ♯{∆ ∩ [a1 − 5, a1)}.
The only 9-generator of ∆ less then a1 is a0 and, moreover, a0 > a1 − 5. In fact, a0 + 5 = a2 > a1. Indeed,
a0 + 5 = 5 is a 9-generator, and we have the arrow a0 → a2 in the tree T∆. We conclude that
♯{∆ ∩ [a1 − 10, a1 − 5)} = 0,
♯{∆ ∩ [a1 − 5, a1)} = 1,
and
♯{∆ ∩ [a1, a1 + 5)} = 5− g(a1) = 3.
Therefore,
c1−2 = 1, and c1−1 = 2.
We again use the recurrence relations (7) and (8):
b10 = c
1
−2 + c
1
−1 = 3, c
1
0 = g(a1)− g(a4) = 2− 1 = 1,
b11 = −1 + c
1
−1 + c
1
0 = 2, c
1
1 = g(a4)− g(a6) = 1,
b12 = c
1
0 + c
1
1 = 2, c
1
2 = g(a6)− g(a8) = 0.
Therefore, the path from a1 to a∞ is a1 → a4 → a6 → a8 → a∞. The smallest 9-generator not covered yet is
a3. Therefore, our next step is to recover the path from a3 to a∞.
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a0
a2
a4
a6
a8
a∞
a3
a5
a7
a2
FIGURE 9. The tree T∆ for the case n = 5, m = 9, g(a0) = 3, g(a1) = g(a2) = g(a3) = 2,
g(a4) = 1, and g(a5) = · · · = g(a8) = 0.
Similarly to the above, we need to reconstruct numbers c3−2 and c3−1 first:
c3−2 = ♯{∆ ∩ [a3 − 5, a3)} − ♯{∆ ∩ [a3 − 10, a3 − 5)},
and
c3−1 = ♯{∆ ∩ [a3, a3 + 5)} − ♯{∆ ∩ [a3 − 5, a3)}.
There are three 9-generators less than a3 : a0, a1, and a2. Since we already know the path a0 → a2 → a4, we
immediately conclude that a3 < a0+10. Since a3 and a0 has different remainders modulo 9, we get a3 < a0+9.
Therefore, there is no elements of ∆ less than or equal to a3 − 9. We conclude that a0, a1, and a2 are the only
elements of ∆ less than a3. Moreover, a2 + 5 > a3 and a1 + 5 > a3, while a0 + 5 = a2 < a3 < a0 + 10.
Therefore,
♯{∆ ∩ [a3 − 10, a3 − 5)} = 1,
♯{∆ ∩ [a3 − 5, a3)} = 2,
and
♯{∆ ∩ [a3, a3 + 5)} = 5− g(a3) = 3.
We conclude that
c3−2 = 1, and c3−1 = 1.
Once again, we use the recurrence relations (7) and (8):
b30 = c
3
−2 + c
3
−1 = 2, c
3
0 = g(a3)− g(a5) = 2,
b31 = −1 + c
3
−1 + c
3
0 = 2, c
3
1 = g(a5)− g(a7) = 0.
b32 = c
3
0 + c
3
1 = 2.
Therefore, the path from a3 to a∞ is a3 → a5 → a7 → a∞. See Figure 9 for the full tree T∆.
Finally, we reconstruct the semimodule ∆ from the tree T∆ following the algorithm from the Theorem 3.14.
First, we use Lemma 3.23 to find numbers N0,i for i = 1, 2, . . . , 8 and Corollary 3.20 to find K0,i. We get
N0,1 = 1, N0,2 = N0,3 = 2, N0,4 = N0,5 = 3, N0,6 = N0,7 = 4, N0,8 = 5,
and
K0,1 = K0,2 = K0,3 = 1, K0,4 = K0,5 = K0,6 = K0,7 = 2, K0,8 = 3.
Therefore, we get that a1, a2, and a3 are in the interval (0, 9), a4, a5, a6, a7 are in the interval (9, 18), and a8
is in the interval (18, 27).
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Now we need to compare the remainders r1, . . . , r8 of the 9-generators a1, . . . , a8. We already know that r1 <
r2 < r3, and r4 < r5 < r6 < r7. Let us compare r1 and r4. By Lemma 3.23 and the tree T∆, we get N1,4 = 2.
Therefore, by Corollary 3.9, K1,4 = 1, which means that a4 − a1 < 9. Therefore, r4 = a4 − 9 < a1 = r1.
Similarly, one computes that r5 < r1, r2 < r6 < r3, and r7 > r3. Therefore, we get
r4 < r5 < r1 < r2 < r6 < r3 < r7.
To compare r8 with the rest of the remainders, we compute
N1,8 = N2,8 = 4, N3,8 = N4,8 = 3, N5,8 = N6,8 = 2, N7,8 = 1,
and
K1,8 = K2,8 = K3,8 = K4,8 = 2, K5,8 = K6,8 = K7,8 = 1.
So, r8 = a8 − 18 < ai − 9 = ri for i = 5, 6, 7, r8 = a8 − 18 < ai = ri for i = 1, 2, 3, and r8 = a8 − 18 >
a4 − 9 = r4. Therefore,
r4 < r8 < r5 < r1 < r2 < r6 < r3 < r7,
or
r4 = 1, r8 = 2, r5 = 3, r1 = 4, r2 = 5, r6 = 6, r3 = 7, r7 = 8.
Finally,
a0 = 0, a1 = r1 = 4, a2 = r2 = 5, a3 = r3 = 7,
a4 = r4 + 9 = 10, a5 = r5 + 9 = 12, a6 = r6 + 9 = 15, a7 = r7 + 9 = 17,
and
a8 = r8 + 18 = 20.
3.5. Bounce path and statistic. In the case m = kn+1 the path a0 → ab0
0
→ ab0
0
+b0
1
→ · · · → ab0
0
+···+b0s
in the
tree T∆ can be compared with the bounce path, constructed by J. Haglund in the case m = n+1 and generalized
by N. Loehr for the case m = kn+1. The numbers b00, . . . , b0s are equal to the horizontal steps in the bounce path.
Here we recall Loehr’s definition and check that it matches with the path from a0 to akn in the tree T∆. We also
generalize the bounce path and statistic to the case m = kn− 1 by considering the path from a0 to a∞.
Definition 3.26. ([19]) Let D be a Young diagram contained below the diagonal in an m × n-rectangle. Let
m = kn+ 1. The bounce path is defined as follows. We start from the northwest corner. We alternate southward
and eastward steps with the first step going southward. We always stay outside the diagram D.
On each southward step we go south until we hit a horizontal piece of the boundary of D. Each eastward step
is equal to the sum of the last k southward steps (if there were less than k southward steps yet, then it is equal to
the sum of all preceding southward steps).
Let us introduce the coordinates so that the southwest corner is (0, 0). Then the bounce path starts from (0, n)
and finishes at (kn, 0). The bounce statistic is defined as follows:
Definition 3.27. [19] Let (v0, . . . , va) and (h0, . . . , ha) be the vertical and horizontal steps of the bounce path
correspondingly. Then the statistic bounce(D) is defined by the formula:
bounce(D) := (n− v0) + (n− v0 − v1) + · · ·+ (n−
∑
0≤i≤a
vi).
In other words, bounce(D) is equal to the sum of vertical coordinates of the southwest corners of the bounce path.
Let now ∆ be a semimodule over Γm,n, m = kn+ 1. Let D be the corresponding Young diagram, and, as in
the Section 2.3, Gkn+1(D) be the diagram with columns g(a0), . . . , g(akn).
Let T∆ be the bounce tree, and a0 → ab0
0
→ · · · → ab0
0
+···+b0s
= akn be the path from a0 to akn in it.
Theorem 3.28. The horizontal steps (h0, . . . , ha) of the bounce path for Gkn+1(D) are equal to (b00, . . . , b0s). In
particular, a = s.
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Proof. Recall the formulae (4) and (5) (we plug l = 0):
b0i =


j=i−1∑
j=i−k
c0j , i 6= k − 1
1 +
j=i−1∑
j=i−k
c0j , i = k − 1.
and
c0i = g(ab00+b01+···+b0i−1)− g(ab00+b01+···+b0i ), c
0
0 = g(a0)− g(ab00).
where c0i is the number of n-cogenerators in the interval (in, (i+ 1)n].
We immediately see that
c0i =


0, i < −2
1, i = −2
n− g(a0)− 1, i = −1
Indeed,−n is the smallest n-cogenerator, and there are exactly n− g(a0) n-cogenerators less than zero.
For i ≥ 0 the recurrence relations on the numbers c0i and b0i are almost the same as the definitions of the vertical
and horizontal steps of the bounce path correspondingly. There are two differences:
(1) The first vertical step equals v0 = n− g(a0) = c0−1 + 1 = c0−1 + c0−2.
(2) For i = k − 1 one has b0k−1 = 1 +
j=k−2∑
j=−1
c0j =
j=k−2∑
j=−2
c0j .
One immediately sees that those differences cancel each other. Therefore one gets
vi =
{
c0i−1, i > 0
c0−1 + c
0
−2, i = 0
and
hi = b
0
i
for all i ≥ 0. 
Theorem 3.29. We get the following relation:
bounce(Gkn+1(D)) = δ − |D|.
Proof. Indeed, we have
δ − |D| = ♯(Z>0\∆) =
∞∑
i=0
♯ ((in, (i+ 1)n ]\∆) .
By Lemma 3.12, [ab0
0
+···+b0
i
, ni] ⊂ ∆. We get
♯( (in, (i+ 1)n ]\∆) = g(ab0
0
+···+b0i−1
) and ♯( (0, n]\∆) = g(a0).
Therefore,
δ − |D| = g(a0) + g(ab0
0
) + g(ab0
0
+b0
1
) + · · ·+ g(akn),
Note that this matches the definition of the bounce statistic. 
Remark 3.30. It follows from the proof of Theorem 3.29 that the number ♯([in, (i + 1)n] \ ∆) is equal to the
vertical coordinate of the i-th southwest corner of the bounce path.
We illustrate the bounce path in Figure 10.
We use the above observations to generalize the bounce path and statistic to the case m = kn− 1.
Let ∆ be a Γm,n–semimodule, m = kn − 1, D = D(∆). Consider the bounce tree T∆. Let a0 → ab0
0
→
· · · → ab0
0
+···+b0s
→ a∞ be the path from a0 = 0 to a∞ in the tree T∆. Consider the Young diagram Gkn−1(D)
embedded in the m× n rectangle below the diagonal.
Definition 3.31. The bounce path forGkn−1(D) starts at the northwest corner. It consists of alternating southward
and eastward steps, starting with a southward step.
On each southward step we go south until we hit a horizontal piece of the boundary of Gkn−1(D). The ith
eastward step equals b0i , starting with i = 0.
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G7(∆)
	
	
FIGURE 10. The diagram G7(∆) with the bounce path for the Γ3,7-semimodule ∆ =
{0, 2, 3, 5, 6, 7, 8, 9, . . .}. Here the 7-generators are 0, 2, 3, 5, 6, 8, 11, g(0) = g(2) = g(3) = 1,
and g(5) = g(6) = g(8) = g(11) = 0.
The bounce statistic is defined in the same way as in the m = kn+ 1 case:
Definition 3.32. Let (v0, . . . , vs) and (h0, . . . , hs) be the vertical and horizontal steps of the bounce path corre-
spondingly. Then the bounce(Gkn−1(D)) is given by
bounce(Gkn−1(D)) = (n− v0) + (n− v0 − v1) + · · ·+ (n−
∑
0≤i≤s
vi).
In other words, bounce(Gkn−1(D)) is equal to the sum of vertical coordinates of the southwest corners of the
bounce path.
The following formula relating the bounce of Gkn−1(D) with the area of D is proved in the same way as in
the m = kn+ 1 case:
Theorem 3.33. We get the following relation:
bounce(Gkn−1(D)) = δ − |D|.
Finally, we expand the recurrence relations involved in the definition of the bounce path in this case to get a
simple description of the bounce path in terms of the diagram Gkn−1(D). This is parallel with the proof of the
Theorem 3.28 in the m = kn+ 1 case.
Recall the formulae (7) and (8) (we plug l = 0):
b0i =


j=i−1∑
j=i−k
c0j , i 6= k − 1
−1 +
j=i−1∑
j=i−k
c0j , i = k − 1.
And
c0i = g(ab00+b01+···+b0i−1)− g(ab00+b01+···+b0i ), c
0
0 = g(a0)− g(ab00),
where c0i is the number of n-cogenerators in the interval [in, (i+ 1)n).
We immediately see that
c0i =
{
0, i < −1
n− g(a0), i = −1
Indeed,−n is the smallest n-cogenerator, and there are exactly n− g(a0) n-cogenerators less than zero.
Comparing the recurrence relations one immediately gets
vi = c
0
i−1 and hi = b0i for all i ≥ 0.
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G8(∆)
	 	
FIGURE 11. The diagram G8(∆) with the bounce path for the Γ3,8-semimodule ∆ =
{0, 3, 4, 6, 7, 8, 9, . . .}.Here the 8-generators are 0, 3, 4, 6, 7, 9, 10, 13, g(0) = 2, g(3) = g(4) =
1, and g(6) = g(7) = g(9) = g(10) = g(13) = 0.
Therefore, the bounce path in the m = kn− 1 case is constructed in the same way as in the m = kn+ 1 case,
except that the (k − 1)-th horizontal step is shorter by 1 (we count steps starting from 0):
hi =


j=i−1∑
j=i−k
vj , i 6= k − 1
−1 +
j=i−1∑
j=i−k
vj , i = k − 1.
We illustrate the bounce path in Figure 11.
Let us return to the (3,8)-module ∆ = {0, 3, 4, 6, 7, 8, 9, . . .} from example in Figure 8. The 8-generators are
0, 3, 4, 6, 7, 9, 10, 13, so the diagram G8(∆) with the bounce path is shown in Figure 11.
4. BIJECTIVE PROOF OF SYMMETRY FOR m ≤ 3
In this section we give a bijective proof of the identity cm,n(q, t) = cm,n(t, q) for n = 2 and n = 3.
The (2, 2k + 1) case is very simple. We should consider Young diagrams in 2× (2k + 1) rectangle below the
diagonal. Such a diagram Di can have only one row with i ≤ k boxes in it, and |Di| = h+(Di) = i. Therefore,
the polynomial c2,2k+1(q, t) is given by the following formula:
c2,2k+1(q, t) = q
k + qk−1t+ · · ·+ qtk−1 + tk,
which is obviously symmetric in q an t. The corresponding involution on diagrams sends the diagramDi to Dk−i.
The case (3, n) turns out to be more subtle. We consider Young diagrams in 3×n rectangle below the diagonal.
Such a diagram Dα,β has two rows of length α and β, α ≤ β. Moreover,
α ≤ k := ⌊
m
3
⌋, β ≤ ⌊
2m
3
⌋.
Consider the map φ : D 7→ (δ − |D|, h+(D)) from the set of diagrams in 3×m rectangle below the diagonal
to Z2.
Theorem 4.1. The map φ is injective. The image of φ is the set of integer points inside the triangle:
Tδ := {(a, b) : a+ b ≤ δ, a+ 2b ≥ δ, 2a+ b ≥ δ} .
Proof. The area of Dα,β equals α+ β. To compute h+(Dα,β), we consider three cases:
(1) 0 ≤ α ≤ β ≤ k. In this case one can check that h+(Dα,β) = β. Therefore, φ(Dα,β) = (δ − α − β, β),
and the image of φ is given by the formula
{(a, b) ∈ Tδ ∩ Z
2 : b ≤ k}.
(2) β > k, β − α ≤ k. In this case h+(Dα,β) = 2β − k, φ(Dα,β) = (δ − α− β, 2β − k), and the image
of φ is given by the formula
{(a, b) ∈ Tδ ∩ Z
2 : b > k, b+ k even}.
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α
β − αβ − k
FIGURE 12. Boxes contributing to h+(Dα,β) for β > k, β − α ≤ k.
Indeed, the boxes contributing to h+(Dα,β) form three groups of sizes α, β − α, and β − k, hence
h+(Dα,β) = (β − α) + α+ (β − k) = 2β − k.
We show these boxes in Figure 12.
(3) β − α > k. In this case h+(Dα,β) = 2α+ k + 1, φ(Dα,β) = (δ − α− β, 2α+ k+ 1), and the image
of φ is given by the formula
{(a, b) ∈ Tδ ∩ Z
2 : b > k, b+ k odd}.
Note that these three image sets cover all integer points in Tδ with no overlaps. 
Note that the triangle Tδ is symmetric with respect to the diagonal a = b. Therefore, one gets the following
Corollary 4.2. There exist an involution i on the set of diagrams in 3× n rectangle below the diagonal, such that
δ − |D| = h+(i(D)). In particular, the polynomial c3,n(q, t) is symmetric.
Proof. The involution i is given by the formula
i = φ−1 ◦ s ◦ φ,
where s : R2 → R2 is the symmetry with respect to the diagonal a = b. 
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