Sparse representation based face recognition is the most recent technique used, this technique first codes a testing sample as a sparse linear combination of all the training samples, and then classifies the testing sample by evaluating which class leads to the minimum representation error. The l1-norm sparsity improves the face recognition accuracy. While most of the research focus has been in increasing the face recognition accuracy, in this paper we analyze the time needed for face recognition under varying Facial expressions, Pose and Illumination. This analysis is done on various public data sets. GRIMACE and ATT data sets provide variations in Facial expressions, SUBJECT data set provides Pose variations and YALEB data set provides 64 illumination conditions. The average time taken is calculated for each of the data set.
INTRODUCTION
Face recognition is among the active research topics in pattern recognition and computer vision due to its wide applications in human-computer interaction, automatic photo-tagging, and information security [1] . Linear [2] - [6] and nonlinear [7] - [15] methods, have been widely used in face recognition. The principal component analysis (PCA) [2] - [4] and the linear discriminant analysis (LDA) [5] , [6] are two typical examples of linear transform methods. The widely used kernel PCA [7] - [10] and kernel LDA [11] - [13] are two typical examples of nonlinear transform methods. In recent years, sparse representation is a new research direction and hot spot, and its basic idea is most early proposed by Mallat [14] . Sparse representation is studied as a representation method of signals. A purpose of the method is to recover the original signal correctly with as few bases as possible. L1-norm minimization is an effective approach to obtain the coefficients which achieve the above-mentioned purpose [15] . The L1-norm minimization guarantees that it can recover the original signal correctly in certain circumstances. The sparse representation-based classification (SRC) adopts the sparse representation to face recognition [16] . This method deploys a training data set, namely test images with raster scan order, as bases. The SRC approximates a test sample to linear combination of the bases, and identifies who is the test sample by referring the coefficients. The SRC shows higher recognition rates than traditional classifications including nearest neighbor, nearest subspace and linear support vector machine. In this paper the time needed for face recognition under varying Facial expressions, Pose, Illumination is analyzed.
This paper is organized as follow: Section 2 describes the methodology for sparse representation based face recognition. Section 3 describes the salient features of the face data sets considered. Section 4 analyzes the experimental results. Finally, Section 5 sums up the conclusion.
SPARSE REPRESENTATION BASED FACE RECOGNITION
Let y ∈ R M be a given signal, matrix ( )
is a set of bases, where M and N denote the dimension of signals and the number of bases respectively. The signal y can be represented as a linear combination of bases, and then it can be written as the following expression:
This is an underdetermined system. We can solve this problem with the pseudo-inverse matrix generally. When we hope to represent the signal y with few bases as possible, this problem can be expressed as the following L0-norm minimization problem:
However, (2) is known as a NP-hard problem; then we cannot obtain a solution within polynomial time. Here, we would like to solve a L1-norm minimization problem:
arg min subject to A ,
Considering an allowable error, (3) can be rewritten as the following: Note that L0-norm and L1-norm are calculated by followings:
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Accuracy of L1-norm minimization:
We need assumptions on the matrix A to ensure accuracy of L1-norm minimization on spares representation. Let be a minimum δ k constant, where a solution x has K non-zero coefficients and the matrix A satisfies the following:
When the natural number K satisfies minimization can recover the original signal correctly. This property is called restricted isometry property. In other words, if the matrix A has above property, the solution of L0-norm minimization corresponds to the solution of L1-norm minimization. If the matrix A is orthogonal, δ k equals to zero. The constant δ k expresses how K column vectors selected from the matrix A arbitrary differ from the orthonormality.
L1-norm minimization as a linear programming problem
be auxiliary variables, the L1-norm minimization problem (3) can be rewritten as a follow:
This problem is a combination of linear equations and linear in equations, and this is called a linear programming problem. Linear programming problems can be solved by using conventional solutions; for example, the simplex method and the interior method, within polynomial time.
Algorithm: Sparse representationbased face recognition

Input:
A matrix of a training data set
and a error tolerance 0   .
Step 1: Normalize columns of A to have unit L2-norm.
Step 2: Make a matrix B = [A, I].
Step 3: Solve a L1-norm minimization problem:
Step 4: Compute residuals 
FACE DATABASE
This section provides the salient features of the four data sets which are GRIMACE, ATT, SUBJECT and YALEB. 
GRIMACE
RESULTS AND ANALYSIS
In order to evaluate the time taken for sparse representation based face recognition a code for the algorithm has been generated using Matlab 7.6 on Intel dual-core processing having 1Gb RAM. This algorithm has been tested using four set of datasets which are GRIMACE, ATT, SUBJECT, YALEB. 
