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PROJECTE FI DE CARRERA 
 
 
RESUM  
 
 
 
 
 
Este proyecto ha sido realizado a partir de la necesidad 
aparecida durante el proceso de sustitución de grandes 
componentes en los aerogeneradores, de la que es 
propietaria la empresa RWE Innogy AERSA.  
Cuando el cambio era realizado no existía un control 
exhaustivo, en el que se pudiera garantizar la efectividad 
del cambio. Esto provocaba que aparecieran errores en las 
máquinas eólicas, generando pérdidas económicas 
considerables que debían ser paliadas.  
Tras el estudio del tipo de aerogenerador NM48 750 kW, 
definir criterios necesarios del algoritmo y estudiar la 
arquitectura de comunicaciones de los distintos sistemas de 
la empresa, se ha desarrollado un sistema de monitorización 
y supervisión de turbinas eólicas, utilizando Labview como 
herramienta de programación. En el que después del cambio 
de un gran componente, la turbina pasará a ser 
monitorizada, dependiendo del cambio se registrarán unas 
señales u otras y lo que le da un valor añadido, es que 
aparte de comprobar las señales que también aparecen en el 
SCADA, se han desarrollado distintas lógicas, de manera que 
no se limita comparar el valor que muestran los sensores.  
Con este sistema de monitorización y supervisión se 
garantiza  un control óptimo, en el que ante cualquier 
anomalía el responsable técnico del cambio será avisado de 
inmediato, con tal de tomar decisiones con más tiempo, para 
así mejor en efectividad técnica y en los tiempos de 
repuesta del persona de operación y mantenimiento. 
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1. Introducción 
1.1. Presentación 
 
RWE es una multinacional Alemana de generación de energía eléctrica, tiene varias 
secciones donde en cada una se emplean distintas fuentes: fósiles, gas, renovables. RWE 
Innogy se encarga de la parte relacionada con energías renovables y dentro de esta existe 
AERSA, que sería la filial española. RWEI Aersa dentro de las energías renovables tiene su 
base en los parques eólicos, aunque también gestiona alguna central hidráulica y 
fotovoltaica. 
Cuando se compra un activo eólico, el fabricante ofrece un mantenimiento de este, con lo 
que se tiene poca información de lo que se está haciendo. Desde hace varios años, RWEIA 
empieza a tener el control total en sus parques eólicos, esto viene traducido en la creación 
de tecnología propia para mejor el control y supervisión de estos. Con esto y la experiencia 
acumulada, hace que las pérdidas de producción hayan disminuido y mejorando la 
eficiencia operacional de los parques. 
1.2. Antecedentes 
 
Hasta el año 2010, muchos de los procedimientos que se realizan en el departamento de 
operaciones estaban limitados por los contratos establecidos con los fabricantes de los 
parques. Se disponía de mucha información pero era difícil de consultar ya que no se tenía 
pleno acceso a los sistemas de los parques. 
Por ese motivo la manera de tratar la información era realizando análisis e informes 
mediante Microsoft Office Excel, y se mantenían estos documentos cómo histórico.  
Como consecuencia de los puntos anteriores, la comunicación y el knowledge sharing entre 
los diferentes integrantes del departamento queda muy limitado. 
Pese a estas dificultades, la idea del departamento de operaciones O&M era la de mejorar 
la respuesta operacional. Dicho de otra manera: a más incidencias operacionales, menor 
productividad. A menor productividad, mayor es la pérdida económica para la empresa.  
En 2008 el departamento de Process Management empezó a gestar un nuevo proyecto del 
que uno de sus objetivos sería mejorar la situación del departamento de operaciones 
anteriormente descrita. 
Lo que se determinó en ese momento fue que era necesario reestructurar y homogenizar 
todas las fuentes de información de las que se disponía, investigar las diferentes 
tecnologías con las que se trabajaba y así llevar todo un proceso de integración de bases de 
datos y implementación de herramientas que consiguiera gestionar toda la información 
desde una única plataforma tecnológica, que se denominaría ALEPH.  
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La filosofía de ALEPH es en resumen lo expuesto hasta ahora: toda la información se 
concentra en un único punto y debe fluir a los agentes interesados. 
En 2010 se produjo un cambio de contratos de operación. Estos cambios permitieron al 
departamento de O&M obtener un mayor control sobre el proceso operacional: pasaron a 
disponer de ISPs (Independent Service Providers) que llevarían el mantenimiento de los 
parques y que serían gestionados por el mismo departamento O&M. Al desvincularse del 
fabricante de los parques, surgió la necesidad de implementar nuevas herramientas que 
ayudaran a gestionar el negocio. En consecuencia los dos años posteriores el proyecto 
ALEPH recibiría un nuevo impulso. 
Desde entonces diferentes herramientas y mejoras han ido desarrollándose. Se ha 
implementado una nueva arquitectura de la información y se ha mejorado el acceso a las 
diferentes fuentes de datos y los procedimientos.  
Este proyecto pretende dar un paso más dentro de ALEPH: la monitorización de los 
aerogeneradores tras realizarse un cambio de un gran componente, con el fin de limitar las 
posibles pérdidas económicas ocasionado ante funcionamientos anómalos.  
 
1.3. Motivaciones 
 
Existen diferentes razones que me han empujado a realizar este proyecto. Para empezar 
me motiva el hecho de realizar una aplicación que mejore la gestión de la información que 
se tiene actualmente y pueda incluirse dentro del procedimiento que se utiliza 
actualmente al realizar un cambio de grandes componentes.  
Otro motivo que me ha animado es el hecho de realizar el proyecto utilizando LabVIEW, 
ya que he adquirido mucha experiencia durante el proceso. 
Otra razón del proyecto es que, hasta la fecha no se habían realizado ningún proyecto en 
la empresa de monitorización del funcionamiento de los aerogeneradores. 
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2. Estudio de viabilidad 
2.1. Introducción 
2.1.1. Tipología y palabras clave 
 
Tipología: Desarrollo de software 
Palabras clave: Gran componente, parque eólico, aerogenerador, turbina, base de datos, 
LabVIEW, señales, sensores, automatización de procesos, web server. 
 
2.1.2. Definiciones, acrónimos y abreviaciones 
 
A continuación se resumen algunas definiciones y palabras relevantes que irán apareciendo 
durante todo el documento. En algunos casos puede que se adjunte más información de 
interés en forma de anexo al final del documento. 
RWE: Rheinisch-Westfälisches Elektrizitätswerk Aktiengesellschaft (Rhenish-Westphalian 
Electric power company), empresa multinacional dedicada a generación de energía 
eléctrica. 
RWEI: RWE Innogy, sección de RWE encargada de la explotación de energías renovables. 
Entre las diversas fuentes de energía renovable que se explotan, destacan la eólica 
(onshore y offshore), la hidráulica, la fotovoltaica y la biomasa. 
RWEIA: RWE Innogy Aersa, filial española del grupo RWEI, gestiona diversos parques 
eólicos, centrales hidráulicas y fotovoltaicas en todo el país. 
WTG: WindTurbineGenerator, abreviación de una turbina eólica. Existen diferentes 
modelos de turbina instalados en los parques, procedentes de más de un constructor. Cada 
modelo tiene sus propias características, tanto a nivel físico cómo a nivel de la generación 
de información. En este modelo hablaremos de turbinas Neg-mikon (NM), North-tank 
(NTK), entre otros (AE56, V90,…). 
Componente: Se hace referencia a una pieza o conjunto de piezas de una turbina. 
Gran componente: Se hace referencia a una pieza o conjunto de piezas de una turbina de 
gran coste económico tanto por el precio del producto como el del proceso de cambio. 
SET: SubEstación Transformadora, dónde conectan los diferentes parques eólicos, y lugar 
dónde la energía generada por éstos es entregada a la red de distribución estatal. En inglés 
se refieren a las SET cómo HV (High Voltage Station). 
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SCADA: Supervisory Control and Data Acquisition (Control de Supervisión y Adquisición de 
Datos). Es un sistema basado en computadores que permite supervisar y controlar variables 
de proceso a distancia, proporcionando comunicación con los dispositivos de campo 
(controladores autónomos) y controlando el proceso de forma automática por medio de un 
software especializado. También provee de toda la información que se genera en el 
proceso productivo a diversos usuarios, tanto del mismo nivel como de otros usuarios 
supervisores dentro de la empresa. 
BD: Base de datos. En general nos referiremos a bases de datos relacionales de los SCADA o 
bien de otros sistemas de la empresa, todas ellas Microsoft SQL Server 200x u Oracle. 
Viento: Tiene diversas definiciones, pero podemos decir que el viento es el flujo de aire a 
gran escala. En la Tierra, el viento es el movimiento en masa del aire en la atmósfera. Es el 
recurso básico de la empresa ya que la mayoría de assets de la empresa son parques 
eólicos. La unidad de medición utilizada en la empresa es el m/s. Se define el cut-in y el cut-
out cómo los límites de funcionamiento de una turbina eólica. Habitualmente el cut-in se 
sitúa en los 4m/s (una máquina no produce por debajo de esa velocidad de viento) y el cut-
out se sitúa en los 25m/s (producir con velocidades superiores puede ser peligroso para la 
máquina). 
Potencia: En nuestro caso, la potencia eléctrica es la cantidad de energía generada por un 
elemento en un instante. La unidad en el Sistema Internacional de Unidades es el vatio 
(wat). Durante este proyecto se trabajará, en su mayoría, con kW.  
Potencia nominal: Es la potencia máxima que una turbina está pensada que pueda 
entregar. En este proyecto veremos la tecnología de turbina que rinde una potencia 
nominal de 750 kW. 
Producción: Definimos producción cómo la cantidad de energía producida por un elemento 
durante un periodo de tiempo (potencia x tiempo). En nuestro caso, la producción de una 
turbina eólica se mide en kWh.  
Pérdida de producción: se define como la cantidad de producción perdida por una turbina 
durante un periodo de tiempo.  
VPN Virtual Private Network (red privada virtual): Se trata de un protocolo de tunelado 
utilizado para establecer una conexión privada y encriptada entre dos partes a través de 
Internet.  
Protocolo: En la conexión de redes, el término protocolo se refiere a un conjunto de reglas 
que rigen la comunicación. Los protocolos son para los ordenadores lo mismo que el 
lenguaje para humanos. 
User Datagram Protocol (UDP): Protocolo de comunicaciones que no otorga garantías de la 
recepción de los mensajes. 
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OLE for Process Control (OPC): Estándar en comunicación en procesos industriales 
comunicaciones abierto que permite la comunicación entre aplicaciones informáticas y que 
permite la interoperabilidad entre diferentes fabricantes de software y hardware.  
Laboratory Virtual Instrument Engineering Workbench (LABVIEW): Lenguaje de 
programación gráfico conocido como “G”. Utilizado en el ámbito industrial y el fabricante 
es National Instruments. 
 
Structure query language (SQL): lenguaje de acceso a bases de datos con el que se pueden 
crear, consultar y realizar operaciones. 
 
2.2. Objetivos del proyecto 
 
1. Aprender la operación de funcionamiento del modelo de aerogenerador NM48. 
2. Reconocer y clasificar las señales y alarmas existentes en BBDD del SCADA de parque. 
3. Mejorar el proceso de sustitución de un componente. 
4. Crear algoritmo que cumpla ciertas condiciones para monitorizar el cambio. 
5. Mejorar la eficiencia y disminuir las pérdidas económicas. 
6. Proponer posibles mejores futuras. 
 
2.3. Planificación 
 
• Fecha inicio: 15 de Noviembre de 2012 
• Fecha finalización: 25 de Enero de 2013 
• Herramientas de planificación y control: Microsoft Office Project. 
 
2.3.1. Cuadro de tareas 
 
 
Imagen1: Planificación temporal parte 1  
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Imagen2: Planificación temporal parte2  
 
2.3.2. Calendario temporal 
 
 
Imagen3: Calendario temporal  
 
 
 
 
2.4. Presupuesto 
2.4.1. Coste personal 
 
Rol Horas dedicadas (h) Precio/hora (€/h) Precio total (€) 
Jefe Proyecto 27 100 2.700 
Programador 210 40 8.400 
Total 237 -- 11.100 
Tabla1: Cost personal  
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2.4.2. Coste herramientas 
 
Herramienta Coste (€) 
Software LabVIEW 2.000 
Labview DSC 890 
Actualizaciones + mantenimiento (anual) 2.500 
Total 3.390 
Tabla2: Coste herramientas  
2.4.3. Coste total 
 
Tipo de coste Coste (€) 
Personal 11.100 
Herramientas 3.390 
Total 14.490 
Tabla3: Coste total  
2.5. Estudio de la situación actual 
2.5.1. Contexto 
 
Actualmente la información está repartida en diversos orígenes de datos que son tratados 
por separado. Estos orígenes son otros softwares de la empresa, SCADAs de los parques, 
bases de datos, etc. Por lo que hay mucha información pero es necesario gestionarla 
adecuadamente. 
 
2.5.2. Turbina eólica NEG MICON 48 750 kW 
 
Dentro de cada parque eólico explotado por AERSA, existen distintas tecnologías de 
aerogenerador. Abarcando des de modelos antiguos hasta modelos más modernos con 
técnicas de control más sofisticadas.  
Para la realización de este proyecto se ha optado por el modelo de turbina NM48 750 kW 
de VESTAS, ya que estos forman más del 50 por ciento del número total de molinos eólicos 
propiedad de AERSA.     
Este tipo de tecnología es del año 2004, teniendo en cuenta la gran evolución que ha 
habido en el sector eólico, la potencia que puede generar es mucho menor que cualquier 
modelo actual, el hecho de que tenga un sistema de control menos complejo con poca 
electrónica y el tipo de componentes utilizados, hace que el mayor número de averías se 
deba a desgastes mecánicos.  
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2.5.2.1. Características principales: 
 
Torre: 
- Altura: 60 m (base-buje). 
- Ancho: 24,1 m (punta pala – buje). 
 
Palas: 
- Material: Fibra de vidrio / Epoxy-madera. 
- Número de palas: 3. 
- Longitud pala: 23,5 m. 
- Regulador de potencia: Paso fijo(Stall). 
- Angulo de palas: 5º. 
 
Generador: 
- Tipo generador: Jaula de ardilla 4-6 devanados. 
- Potencia generador: 750 / 200 kW. 
 
Multiplicadora: 
- Ratio: 1:67,5. 
- Potencia mecánica: 807 kW. 
 
Sistema orientación: 
- Reductoras: 4 engranajes planetarios eléctricos. 
- Frenos: 3 frenos por fricción. 
 
 
2.5.2.2. Funcionamiento básico  
 
La velocidad de viento necesaria para generar energía eléctrica es de 4 m/s 
(cut-in) hasta 25 m/s (cut-out), este rango viene dado por las características 
técnicas de los elementos ya que con vientos menores a 4 m/s, no es suficiente 
como para mantener las revoluciones del generador y con vientos mayores de 
25 m/s, la fuerza soportada sobrepasa los límites admisibles de normal 
funcionamiento de los distintos elementos.  
Las palas se sitúan en el buje, están acopladas a un eje principal (rotor) 
apoyándose en el rodamiento principal y se une con el eje lento de la 
multiplicadora. Si la velocidad de viento no es suficiente estos estarán girando 
sin ninguna carga.  La multiplicadora consta de 3 etapas la primera (eje lento) 
es planetario y las otros dos son de ejes paralelos. La última etapa de la 
multiplicadora es donde está el eje rápido, a través de un eje se conecta con el 
generador y es donde sitúa el disco de freno.  
Todos los elementos rotativos son engrasados a través de la bomba de aceite y 
este mismo aceite pasa por un intercambiador de calor para regular la 
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temperatura idónea. La refrigeración del generador se realiza a través de un 
circuito donde circula una mezcla de anticongelante-agua.  Todos estos 
elementos se sitúan en la góndola del aerogenerador. 
Este modelo de aerogenerador dispone de un generador grande y de otro 
pequeño, de manera que cuando la velocidad de viento es de 3 m/s el rotor 
empieza a girar, al llegar a 4 m/s el generador pequeño es acoplado a la red y 
cuando está sobre los 7 m/s, se desacopla el generador pequeño y acopla el 
generador grande. En caso de que la turbina al principio ya detecta más de 9 
m/s el generador grande se conectará directamente sin necesidad de 
conmutar de uno a otro.  
La tensión del generador es de 0,690kV, el transformador se sitúa en la parte 
inferior del aerogenerador, así que están conectados con unos cables de 
potencia que van des de la góndola hasta la parte inferior pasando por dentro 
de la torre. De los 0,690kV del generador, a través del transformador se pasa a 
10 kV. Este último está conectado a las celdas de potencia, que permiten 
conectarlo con otros aerogeneradores y enviar la energía a sub-estación, 
donde una vez ahí se transforma mediante los transformadores de potencia de 
10 kV a 220 kV.  
 
2.5.2.3. Grandes componentes 
 
Todos los elementos dentro de un aerogenerador son importantes, ya que si 
solo uno falla, esto ya es suficiente para que el molino se detenga. Pero entre 
todos ellos existen aquellos que su reparación o cambio resulta menos costoso 
económicamente y en tiempo. De esta manera se establecen dos clases de 
materiales dentro de un aerogenerador, aquellos en que su recambio más su 
posterior instalación tiene un coste menor y aquellos en los que tiene un coste 
elevado. 
Entonces no solo se puede considerar un elemento como gran componente 
por su precio sino también por la dificultad de la tarea para realizar el cambio. 
Esta es la lista de los grandes componentes en la NM48: 
 
o Palas. 
o Rodamiento principal.   
o Multiplicadora. 
o Generador. 
o Transformador. 
o Celdas. 
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2.5.2.4. SCADA 
 
Una turbina eólica dispone de un gran número de señales, a través de las 
cuales el sistema de control, recibe constantemente información para poder 
chequear las operaciones, basadas en la cantidad de información y 
comparándolas con los valores de operación predefinidos. Las señales medidas 
más importantes son el voltaje, corriente, frecuencia, factor de potencia, 
potencia, velocidad rotor, velocidad generador, temperaturas, vibraciones, 
velocidad de viento y dirección de viento.  
Tensiones e intensidades son medidas en las tres fases son utilizadas para 
medir el consumo y también ante algún tipo de anomalía pararía el 
aerogenerador. Para medir la velocidad rotacional se utilizan sensores 
inductivos instalados en la parte del eje del rotor y también en el eje del 
generador.  Para las temperatura se utilizan sensores PT-100 instalados en la 
multiplicadora, rodamientos, eje rápido del generador, arrollamientos del 
generador, góndola.  
El anemómetro situado en la parte superior de la góndola, se utilizada para 
medir la velocidad del viento y con la veleta se dispone de la dirección.  
 
En el aerogenerador NM48 se están monitorizando un total de 119 
señales(mín., máx., promedio), haciendo así posible la operación y detectando 
posibles anomalías de los elementos, ya sean grandes o pequeños.  
Cada turbina registra todas estas señales, estos valores son enviados mediante 
el protocolo DCE3 de VESTAS a una base de datos que se encuentra en el 
servidor de VESTAS en la subestación. El SCADA en ese mismo servidor lee esas 
señales y de esta manera se puede visualizar en tiempo real el estado de cada 
uno de los sensores de la turbina. A parte de estas señales, también existen los 
llamados “logbooks” o eventos, pueden ser alarmas o avisos que aparecen 
cuando una o varias señales, no cumplen una condición normal de 
funcionamiento. Esto puede hace detener el aerogenerador, dependiendo del 
tipo de alarma se puede arrancar si se vuelven a cumplir las condiciones 
normales de funcionamiento o en caso contrario, se deberá acudir para revisar 
que todo este correcto para darle marcha manualmente.  En este tipo de 
tecnología existen un total de 120 alarmas donde cada una tiene unas 
especificaciones distintas, estas pueden ser consultadas en el manual de 
alarmas de VESTAS para este modelo de aerogenerador.     
 
 
2.5.3. Arquitectura comunicaciones AERSA 
 
Las turbinas eólicas están conectadas a la subestación a través de red fibra óptica utilizando 
un protocolo propio de VESTAS  llamado DCE3. El servidor Scada almacena en una base de 
datos SQL los valores de las señales monitorizadas en los aerogeneradores, estos datos son 
diezminutales y se crean tres señales correspondientes al valor máximo, mínimo y al 
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promedio. Por otra parte también se puede tener la información en tiempo real, para esto 
está el servidor OPC en SET, pasando del protocolo DCE3 a OPC. Para este tipo de señales 
no están habilitadas la misma cantidad que para las señales diezminutales y tan solo se 
disponen de diez señales por aerogenerador. Del servidor SQL de parque se realiza una 
sincronización a otro servidor SQL en AERSA. 
 
Imagen4: Arquitectura comunicaciones   
2.5.4. Identificación de señales y alarmas 
 
Es muy importante el estudio de la máquina, ya que si no se toman las señales y alarmas 
correspondientes, la aplicación resultará ineficaz.  
Para poder saber cuáles son las señales que nos interesan monitorizar una vez se ha 
realizado el cambio de componente, primero de todo se tienen que identificar todas ellas. 
En la BBDD se registran un total de 119 señales, aunque cabe destacar que no significa que 
todas ellas sean valores de los sensores. Ya que por cada sensor existen tres señales 
correspondientes al máximo, mínimo y promedio. También hay señales que corresponden a 
contadores por ese motivo es importante identificar cada una para que no haya 
equivocaciones. 
Las señales que se utilizarán serán las disponibles en la BBDD SQL de la red de AERSA y se 
descartarán las señales referidas al máximo y mínimo, ya que para el tipo de aplicación 
puede crear confusión al ser valores diez minútales no quiere decir que haya estado todo el 
periodo con ese valor, cosa que puede dar a interpretaciones erróneas ya que se puede dar 
el caso que solo haya estado un segundo con ese valor. Tampoco se tomarán los valores en 
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tiempo real del servidor OPC, ya que primero de todo el número de señales es muy inferior 
y resulta insuficiente para poder realizar una aplicación fiable. Aunque si se diera el caso de 
disponer de la misma cantidad de valores diez minútales que en OPC, tampoco se utilizarían 
ya que entonces se abrirían las puertas para realizar otro proyecto, específico para 
identificar aquellas ecuaciones matemáticas que se tendrían que implementar en el 
algoritmo utilizado.  
2.5.4.1. Señales y alarmas  comunes 
 
Existen un grupo de señales que serán comunes para todos los cambios 
realizados, ya que son generales del estado de la turbina y no especificas al 
cambio realizado. Estas señales son: 
- Potencia activa (kW). 
- Velocidad de viento (m/s). 
- Estado del número de error. (Código alarma). 
Las alarmas que no estén relacionadas por el cambio de componente no serán 
ignoradas, tan solo se ignorarán las que estén clasificadas como alarmas 
dentro de la propia base de datos, pero realmente forman parte del 
funcionamiento normal de operación. En el anexo se pueden ver las alarmas 
específicas de cada componente. (Ver anexo). 
2.5.4.2. Señales y alarmas específicas 
 
Este proyecto se basa solamente en la tecnología de aerogenerador de VESTAS 
NM48 750 kW, aunque antes se haya definido una lista de grandes 
componentes, para este proyecto se tendrán en cuenta tres, ya que estos son 
los que más se reemplazan para este tipo de turbina, para la implementación 
de las restantes tecnologías se deberán incluir más componentes.  
 
Imagen5: Tren de potencia wtg 1 
 
 
Rodamiento 
principal
Multiplicadora Generador
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2.5.4.2.1. Rodamiento principal 
 
 Nº alarmas: 1. 
 Velocidad del rotor (RPM). 
 Temperatura del rodamiento. 
 
2.5.4.2.2. Multiplicadora 
 
 Nº alarmas: 8. 
 Velocidad del rotor (RPM). 
 Temperatura aceite. 
 
2.5.4.2.3. Generador 
 
 Nº alarmas: 36. 
 Temperatura generador 1. 
 Temperatura generador 2. 
 Velocidad generador 
 Tensión fases 1, 2 y3. 
 Intensidad fases 1, 2 y 3. 
 Frecuencia. 
 Temperatura main panel. 
 Temperatura tiristores. 
 
 
 
2.5.5. Proceso sustitución de grandes componentes  
 
Como decíamos anteriormente una turbina dispone de un gran número de sensores, que 
están monitorizando continuamente los parámetros, sirviendo así para detectar un mal 
funcionamiento de algunos de sus componentes. Entonces el proceso de sustitución de un 
gran componente empieza desde que se detecta la anomalía hasta que se realiza el cambio, 
podríamos resumir los pasos de esta manera:  
 
- Detecta anomalía. 
- Informe técnico. 
- Disponibilidad cambio. 
- Proceso sustitución. 
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2.5.5.1. Detecta anomalía. 
 
Las anomalías en las máquinas eólicas se pueden detectar mediante la 
realización de trabajos de mantenimiento o ante la aparición de alguna alarma.  
Se realizan tanto trabajos preventivos como predictivos. Los preventivos se 
clasifican en 5 grupos dependiendo del tiempo de vida del molino eólico. Están 
mantenimiento: 
 
 Inicial (de 1 a 3 meses). 
 Semestral. 
 Anual. 
 Bi-anual. 
 5 años. 
 
En cada uno de estos mantenimientos se realizan tareas distintas como 
pueden ser reaprietes mecánicos de los tornillos, lubricar, alineamiento del 
tren de potencia, funcionamiento de la turbina, chequeos de seguridad…  
 
Dependiendo de los mantenimientos realizados se rellenan unos “checklist” en 
los que se clasifica el aerogenerador con unos grados de puntuación, por lo 
que se tienen indicios de elementos que no puedan tener un correcto 
funcionamiento.  
Entonces se planifican unos trabajos predictivos en aquellas máquinas donde 
se tenga la sospecha que pueda no tener un correcto funcionamiento, 
dependiendo del elemento que se trate se realizarán un tipo de inspección u 
otra. Si se trata de una multiplicadora se realizará una endoscopia con lo que 
se podría ver si algún diente o rodamiento interno están fracturados o 
deteriorados. Si fuese el caso de un generador se podría realizar un test de 
vibraciones.  
  
Por otra parte también podría aparecer una alarma en el aerogenerador y al 
acudir los técnicos a revisarlo, podría ver el fallo de algún gran componente, 
realizando las pruebas que crean necesarias, en caso de un generador podría 
ser la realización de un Meghado, viendo así, si existen aislamientos en sus 
fases.  
 
2.5.5.2. Informe técnico 
 
Una vez se ha detectado la avería y se han realizado las pruebas necesarias 
para confirmar el cambio de componente, se realiza un informe 24 horas en los 
que se detalla el estado de la máquina en el momento de la avería o durante la 
inspección (en caso de ser detectado mientras se realizaba algún trabajo), el 
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histórico de alarmas que ha tenido la máquina, los tipos de trabajos que se han 
realizado, ya sean preventivos, predictivos o algún tipo de correctivo ya haya 
sido pequeño o grande, en el que se ha tenido que cambiar algún componente. 
Así también los resultados de las pruebas realizadas y el método utilizado.  
Con este documento se tiene la información suficiente de lo que ha sucedido 
en esa máquina anterior al fallo del componente 
 
2.5.5.3. Disponibilidad de cambio 
 
Cuando se produce una avería y se debe cambiar algún pequeño componente 
este puede ser cambiado al momento si se dispone de “stock”. En caso de ser 
un gran componente esta operación no es inmediata, ya que primero se tiene 
que ver si hay presupuesto disponible para poder afrontar el coste del 
componente, si el material tiene que ser enviado por algún suministrador o si 
se tiene en almacén. Una vez se tiene la disponibilidad material del 
componente, se tiene que ver la predicción meteorológica para tener 
condiciones de viento ideales, ya que dependiendo en la zona del 
aerogenerador donde se trabaja, se tienen unos límites de viento asignados ya 
que puede ser peligroso. Dependiendo de sí el aerogenerador está detenido o 
si se ha detectado un mal funcionamiento pero el aerogenerador sigue 
funcionando, se buscarán ventanas de viento con o sin viento, es decir si la 
turbina está en condiciones de producir, se buscará un intervalo de tiempo en 
el que el viento sea mínimo así no se tendrán pérdidas por no producción, en 
cambio si el aerogenerador ya se encuentra detenido, interesa realizar cuanto 
antes ya haya un nivel alto de viento como bajo. Por lo que a partir de la 
predicción se puede saber cuándo será el día y hora oportunos para realizar el 
cambio. También puede haber otro factor a tener en cuenta a la hora de 
planificar el día, en determinados cambios de componentes es necesario la 
participación de grúas, así que si los 2 factores anteriores son favorables pero 
los no hay disponibilidad de grúas, el cambio tendrá que ser retrasado.  
2.5.5.4. Proceso de sustitución 
 
Llegado el día en que se ha planificado el cambio si todas las condiciones se 
mantienen se procede a la sustitución. Dependiendo del elemento a 
reemplazar las tareas tendrán más o menos duración, de media el cambio de 
un gran componente tiene una duración de uno a dos días.   
Primero de todo se desconecta el componente afectado, se realizan las 
maniobras para bajarlo al suelo  se sube el nuevo componente. Una vez ya se 
han realizado las maniobras, los técnicos ya pueden conectar el componente.  
Cuando el cambio se ha realizado, se hace una prueba sin carga para 
comprobar que todo esté correcto, pero no se dará marcha a la turbina hasta 
que no se puedan realizar pruebas con una velocidad suficiente de viento 
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como para que pueda generar. Así que hasta que las condiciones de viento no 
permiten la realización de las pruebas en carga no se pone en marcha.  
Cuando todas las pruebas se han podido realizar se da marcha de arranque al 
aerogenerador. 
  
 
2.5.6. Necesidad en el proceso de post-sustitución  
 
Una vez se ha realizado el cambio de componente, esta turbina pasa a estar en estado de 
“cuarentena”. Esto significa que durante el periodo de tiempo en que permanezca en este 
estado, en el caso de aparecer una avería ya sea durante horario laboral o durante las horas 
en que el centro de control de AERSA está monitorizando los parques eólicos, no se podrá 
resetear esa alarma en remoto, por mucho que la descripción de esa alarma lo permita.  
Cuando un aerogenerador que está en estado de cuarenta tenga una alarma, un técnico 
tendrá que revisar el aerogenerador, para descartar que la alarma se deba a algún fallo del 
componente cambiado.   
Como podemos ver durante todo el periodo que dura el cambio de componente, existe una 
gran preocupación para saber primero que el elemento está dañado y una vez cambiado de 
saber que el cambio se ha realizado correctamente, realizando las pruebas necesarias. Pero 
es en el momento en que la turbina pasa las pruebas y se le da marcha cuando todo este 
costoso proceso de cambio se encuentra en el momento más frágil, ya que el único tipo de 
seguimiento que se hace para proteger este cambio es el de no arrancar la turbina en 
remoto cuando aparece una alarma. Se entra en una zona delicada, ya que dependiendo 
del tipo de alarma esta puede ser reseteable automáticamente cuando se cumplen unas 
condiciones específicas, por lo que el aerogenerador pueda estar parando y arrancando X 
veces sin que se tenga conocimiento de ello en el momento necesario. Entonces en este 
punto, se está diciendo que no se realiza ningún tipo de supervisión hasta que el 
componente cambiada puede estar dañado. Estos tipos de cambios son muy costosos no 
solo por el precio del componente, sino también por la necesidad de tener que detener la 
turbina por un número elevado de horas, cosa que puede encarecer más el cambio por las 
pérdidas económicas al no estar produciendo. Recordamos que ante las 119 alarmas  que 
dispone este tipo de modelo de aerogenerador, es muy difícil, por no decir imposible que 
se esté monitorizando el funcionamiento de ese turbina bajo el ojo humano. Ya que si la 
empresa AERSA dispone de 480 turbinas, podemos imaginar cuán difícil puede ser la tarea 
de monitorizar cada señal del aerogenerador para asegurar su correcto funcionamiento, y 
más cuando se pueden haber producido varios cambios de gran componentes en distintas 
turbinas, por lo que no solo es un aerogenerador a monitorizar si no que el número puede 
ser más elevado.  
Ante esta necesidad con la que se encuentra todo este proceso de cambio de componente, 
es cuando se hace necesario añadir un sistema de monitorización y supervisión, para que 
una vez el cambio se ha realizado correctamente, la turbina pueda ser monitorizada por 
este sistema, que comprueba que las señales correspondientes al cambio realizado 
muestran valores dentro de su correcto funcionamiento y de la aparición de posibles 
errores relacionados con este, de manera que cuando se tengan indicios de un posible mal 
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funcionamiento, la misma aplicación comunica al responsable del cambio los valores 
detectados para que se pueda realizar una inspección antes de tiempo.  
Implementado este sistema en el proceso de sustitución del componente se ganaría 
fiabilidad tras el cambio, efectividad técnica, vida útil de aerogenerador y haría disminuir 
las pérdidas económicas en caso de que existiera algún mal funcionamiento, ya que no se 
pasaría de estar en una posición pasiva a una posición proactiva para adelantarse a un 
posible fallo. 
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3.  LabVIEW 
3.1. Introducción 
 
LabVIEW pertenece a la firma National Instruments y fue creado en 1976, principalmente 
funcionaba sobre máquinas MAC, aunque ahora ya está disponible para varias 
plataformas, entre ellas Windows. La característica principal de este programa es que 
utiliza un lenguaje gráfico para diseñar sistemas. La ventaja principal es la facilidad de uso, 
ya que puede ser utilizado tanto como por profesionales como por personal con pocos 
conocimientos y realizar aplicaciones sencillas, hasta complejos proyectos de industria, sin 
necesidad de saber otros lenguajes como “C”.  
3.2. Lenguaje y características 
 
La programación G es realizada por el cableado junto a los iconos gráficos en un diagrama, 
que se compila directamente al código de máquina para que los procesadores de los 
ordenadores puedan ejecutar. Manteniendo y proporcionando los conceptos de 
programación mismos que se encuentran en la mayoría de los lenguajes tradicionales. 
Una ventaja con otros lenguajes de programación, es la posibilidad de crear procesos 
paralelos por lo que no es necesariamente se realiza una programación secuencial.   
Al ser una herramienta gráfica los programas no se escriben en forma de código, sino que 
interconectan bloques ya prediseñados, facilitando al usuario la creación del proyectos, 
ganando tiempo a la hora de programar, ya que se necesita menos “código” LabVIEW que 
el utilizado en lenguaje convencionales.  
Los programas realizados con LabVIEW son llamas instrumentos virtuales (VI), cada VI 
consta de dos partes diferenciadas: 
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3.2.1. Panel frontal 
Es donde se puede visualizar la aplicación en tiempo real, se crean unas entradas 
que serían los controles (booleanos, numéricos…) y salidas donde serían los 
indicadores (gráficas, numéricos…). Esta sería la parte necesaria para poder ver 
lo que está ocurriendo en la aplicación que hemos creado. 
 
Imagen6: Panel frontal LV  
3.2.2. Diagrama de bloques 
 
En esta parte es donde se define el algoritmo que se desea crear. Se deben 
definir unas entradas y unas salidas, que aparecerán en el panel frontal, 
interconectándolos de manera que entre medio se implementan la lógica 
deseada. Es posible crear sub VI´s de manera que se pueden interconectar 
diferentes bloques creados por el usuario.  
 
 
Imagen7: Diagrama de bloques LV  
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4. Diseño y desarrollo del sistema de 
monitorización y supervisión 
4.1. Arquitectura comunicación sistema monitorización y 
supervisión 
 
En el apartado 2.3.3 aparece el estado de la arquitectura de comunicaciones utilizada 
actualmente por AERSA, para poder disponer de la información facilitadas por las turbinas 
eólicas. El sistema de monitorización y supervisión creado con LabVIEW, se conecta con el 
Servidor SQL situado en AERSA, que es donde son almacenados todos los datos 
diezminutales de las wtg. Mediante un conector OBDC es posible realizar esta conexión 
LabVIEW-Servidor SQL y se ejecuta el algoritmo. A la vez, también funciona como servidor 
ya que mediante el protocolo UDP envía una serie de tramas. En la parte servidora del 
LabVIEW, es donde el cliente se conecta y leen las tramas enviadas.  
 
 
Imagen8: Arq.comunicaciones con LV 
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4.2. Algoritmo desarrollado 
 
Se han establecido unos criterios consensuados por personal de RWEIA para definir el 
algoritmo, ya que no es lo mismo monitorizar los valores de determinadas señales si el 
aerogenerador está a baja potencia nominal o si está a alta. Hay meses en los que se 
consiguen potencias más altas y otros más bajas. Por lo que para que empiece el proceso 
de monitorización se tienen que cumplir unos requisitos de potencia, para comprobar que 
el funcionamiento es correcto el aerogenerador debe haber estado produciendo según 
criterios establecidos durante 20 horas, o lo que es lo mismo durante 120 diez minutales 
no consecutivos. Durante este periodo el aerogenerador debe haber estado produciendo 
por encima de un 20% de su potencia nominal. Toda potencia inferior al 20% no será 
contada como válida para su monitorización, por lo que se esperará a que aumente la 
producción. Durante todo el periodo aceptado de las 20 horas, por lo menos 4 horas, es 
decir un 20 por ciento del tiempo debe de haber estado por encima de un 80 por ciento 
de su potencia nominal. Así que como máximo solo se darán como válidos los valores  de 
potencia que estén entre el 20 y 80 por ciento, siempre que la suma de ellos no supere las 
16 horas o 96 diez minutales. Con estos criterios se asegura que los datos serán tomados 
estando el aerogenerador generando a distinto factor de carga sin aceptar valores de 
producción bajos, con lo que los diferentes elementos que lo forman padecerán un estrés 
de funcionamiento normal. Se puede dar el caso, aunque poco probable, en que todos los 
datos se hayan tomado estando el aerogenerador produciendo por encima del 80 por 
ciento de su potencia nominal. Con esto se quiere aclarar que no existe limitación en este 
aspecto, pero si en la mínima potencia.  
Para que los requisitos anteriormente mencionados se cumplan, se encargan dos 
contadores uno para potencias entre un 20 y un 80 por ciento y otro para potencias 
superiores al 80 por ciento de la nominal. La monitorización terminará satisfactoriamente 
si estos contadores llegan a su límite asignado. De manera paralela y sin tener en cuenta 
que se cumplan estos parámetros, se analiza continuamente el estado del aerogenerador, 
de manera que si aparece un error se compara con la lista de errores específicos de cada 
componente definidos anteriormente. Si aparece un error de la lista, este deberá ser 
notificado al responsable en cuestión, también serán notificados los errores no específicos 
repetidos tres veces consecutivas, el técnico será quién decidirá la opción a seguir, si 
realizar algún tipo de correctivo y volver a empezar con la monitorización o seguir con ella 
si ve que el error por mucho que sea específico del componente, se sabe que ha sido 
provocado por otro motivo. Si la turbina no tiene error, entonces se comparan los valores 
obtenidos de potencia y viento Además también se monitoriza la curva de potencia dada 
por el fabricante, siendo posible detectar algún error en la producción respecto a la 
velocidad de viento detectada por la wtg. Según fabricante a bajas potencias es muy 
común que haya diferencias entre la producción teórica según viento y la real, pero a 
potencias superiores al 40 por ciento las dos curvas son más parecidas, aunque una leve 
diferencia siempre aparece, el motivo principal es la estación del año, ya que en 
temporada de frío el viento tiene más densidad por lo que a menor velocidad de viento se 
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produce más que en temporada caliente, si la velocidad del viento fuera del mismo valor, 
debido  a que la densidad del aire es menor, produciendo menor energía. 
Cuando se cumplen las condiciones de generación del aerogenerador aptas según 
criterios establecidos y no aparece ningún error, se comparan las señales que dan los 
sensores instalados en los elementos donde se ha efectuado el cambio y estas son 
comparadas con unos valores que han sido insertados en el algoritmo, por lo que el 
usuario (por ahora) no tiene control alguno para modificar estos valores, ya que son los 
recomendados según fabricante. Entonces comprueba si el valor dado por las señales real 
está dentro de un margen determinado por un mínimo y un máximo, de no ser así se 
envía una notificación vía mail al responsable del cambio de componente, siendo este 
responsable de la acción a seguir. 
Todos los valores diez minutales son registrados en un archivo interno, sin importar si se 
cumplen o no las condiciones de potencia impuestas por la monitorización. De manera 
que se tendrán todos los registros des de el mismo momento en que se ha puesto en 
cuarentena. El tamaño y líneas del archivo, dependerá de si nos encontramos en un mes 
más o menos ventoso. En el caso de que el responsable decida realizar una acción 
correctiva, por lo que se volvería a iniciar la monitorización, este archivo será sobre 
escrito por los nuevos valores.  
En cambio cuando se cumplen las condiciones gobernadas por los contadores, a través de 
un servidor UDP son enviados todos los valores de las señalas consultadas en la 
monitorización. Siendo posible la visualización desde un cliente UDP externo dentro de la 
misma red de área local y también a través de navegador web ya que se realiza como web 
service. 
La monitorización no finaliza hasta que se demuestra que el cambio no presenta 
problemas, así que si se presentan valores atípicos, el técnico responsable del cambio 
realizará las acciones correctivas necesarias para que se pueda continuar con el proceso.  
 
A continuación se puede visualizar el diagrama de bloque del algoritmo implementado: 
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Figura1: Algoritmo implementado 
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4.3. Módulos LabVIEW proceso monitorización 
 
Para la realización de este sistema de monitorización y supervisión, primero de todo se ha 
desarrollado una plataforma para poder realizar la simulación, de manera que la 
monitorización no se realiza cada diez minutos reales, sino que se ha acelerado el tiempo 
de adquisición de datos. Se ha realizado una copia de una parte de la base de datos para 
poder realizar consultas SQL y así consultar valores  reales. 
La aplicación está separada en distintos módulos, de manera que se simplifica la 
complejidad para poder aislar partes de código para solucionar algún tipo de anomalía en 
el programa. Cada módulo realiza una función específica y existe la necesidad de 
enlazarlos todos, ya que por separada no realizan la función deseada. Los módulos son los 
siguientes: 
- Especificaciones componente. 
- Motor base. 
- Cliente. 
4.3.1. Especificaciones componente 
 
Este módulo es en el que se selecciona el tipo de cambio que se va  a realizar y en 
que aerogenerador. Las alarmas y señales específicas para cada componente están 
integradas en este módulo, también lo están los valores recomendados por el 
fabricante, por lo que el usuario no tiene control para configurar estos valores. 
 
4.3.2. Motor base 
 
Este módulo es el “corazón” del sistema de monitorización y supervisión, es donde 
todos los procesos de monitorización se ejecutan. Este es el motivo por el que es 
de sumamente importancia. Se ha separado en distintos bloques: 
4.3.2.1. Bloque plataforma simulación 
 
En esta parte se realizan dos acciones, la primera es la simulación del tiempo. 
Como se parte de una BBDD históricas para desarrollar la aplicación, se debe 
introducir una fecha de inicio de test y una final, entonces se van creando 
iteraciones de tal manera que el tiempo de la máquina se aumenta de diez en 
diez minutos. Por lo que la consulta SQL siempre es la misma, solamente 
cambiando los valores de pctimestamp y obteniendo los valores  de las señales 
por cada periodo consultado. 
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4.3.2.2. Bloque consulta SQL 
 
El sistema de monitorización y supervisión va haciendo consultas a la base de 
datos SQL, los parámetros de la consulta vienen del módulo especificaciones 
componente, donde se indican las señales que se van a buscar, el tipo de 
alarmas y del bloque de plataforma de simulación vienen las fechas. Este 
bloque retorna en cada diez minutal consultado el valor de los sensores y 
estado error. 
 
 
 
4.3.2.3. Bloque condiciones cuarentena 
 
Se parte de un diagrama de flujo para poder entender de una manera más fácil 
el algoritmo de esta parte. 
 
 
Figura2: Algoritmo potencia 
 
En este bloque se asegura que los datos de las señales que están siendo 
monitorizadas, cumplen las condiciones de producción deseadas. De manera 
que la máquina no dejará de estar en cuarentena hasta que como mínimo 
haya estado generando por encima del 80 por ciento de su potencia nominal 
durante un periodo de 4 horas. Las 16 horas restantes tiene que haber estado 
produciendo por encima del 20 por ciento de su potencia nominal. 
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4.3.2.4. Bloque detecta anomalías 
 
Este bloque monitoriza que el funcionamiento del aerogenerador es el 
correcto, siempre que se detecta alguna anomalía se comunica al responsable 
de la operación mediante un correo electrónico. Está divido en 3 sub 
apartados que son: 
 
4.3.2.4.1. Curva potencia (Común) 
 
Siempre que la turbina no tenga ningún error se cruzan los valores de 
viento y potencia, de manera que los compara con la curva de 
potencia que viene dada por el fabricante. 
 
 
Figura3: Algoritmo curva potencia 
 
Según el fabricante a potencias bajas puede existir una diferencia de 
potencias entre las dos curvas, pero cuando está por encima del 40 de 
su potencia nominal, tiene que seguir la curva aunque con una 
tolerancia aceptada. 
 
 
 
4.3.2.4.2. Alarmas específicas 
 
Este bloque se centra en mirar continuamente el estado del 
aerogenerador, en caso de que exista algún tipo de alarma, compara si 
es una de las que se han asignado como específicas del componente. Si 
se reconoce esta alarma como motivo de mal funcionamiento tras la 
tarea de cambio, el responsable técnico será informado. Si se da el 
caso de que la alarma aparecida no tenga relación con el componente 
en cuestión, será ignorada, siempre y cuando no se repita 
P > 0,4Pn 
NOTIFICA 
(O&M, CC…)
REINICIO /
CONTINUAR 
MONITORIZACIÓN
CONTINUAR
CONTINUAR
|P/Pcp|>=0,8
SI
SI
NO
NO
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consecutivamente tres veces y la monitorización se mantendrá 
pausada hasta que se realice la acción necesaria para que el error 
desaparezca.  
 
 
Figura4: Algoritmo error especifico  
 
En el caso de aparecer algún error específico,  será enviado al 
responsable técnico mediante correo electrónico.  
 
 
 
4.3.2.4.3. Señales específicas 
 
En este bloque si se cumplen las condiciones de potencia, adquiere los 
valores de las señales según componente. Estos valores son 
comparados, con los valores de funcionamiento correcto por el 
fabricante. Están definidos unos valores mínimos y máximos, por lo 
que si el valor real no está dentro de este rango, se informará al 
responsable de un mal funcionamiento.  
 
 
Figura5: Algoritmo señales específicas 
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En caso de detectar alguna anomalía la monitorización no se detiene, si no 
que al avisar al responsable, este será quién tomará la decisión, ya que 
aunque el fabricante recomiende unos valores de funcionamiento, siempre 
se pueden dar casos no contemplados, como podrían ser el caso las 
temperaturas extremas en el exterior. 
 
4.3.2.5. Bloque envío comunicados 
 
Cuando la monitorización detecta alguna anomalía en el funcionamiento del 
aerogenerador, se activa una señal que hace que se envíe esta información vía 
correo electrónico al responsable del cambio de componente efectuado.  
El usuario introduce su dirección de correo electrónico y la del personal que se 
requiera comunicar. De manera que realiza los envíos automáticos. 
 
4.3.2.6. Bloque servidor UDP 
 
Este bloque realiza la función de servidor basándose en el protoclo UDP, este 
protocolo se caracteriza por no asegurar el envío de las tramas. Para evitar que 
se pierdan valores al enviar los datos a un cliente UDP, se soluciona enviando 
las tramas obtenidos en periodos inferior al diez minutal, por lo que en una 
misma consulta de los valores de una wtg, se enviarán varias veces los valores 
obtenidos, para así asegurar que llegan al cliente.  
 
4.3.2.7. Bloque registro valores 
 
Este es el último bloque del motor del algoritmo. No se tiene en cuenta las 
condiciones explicadas anteriormente, sobre si cumple  o no las condiciones 
de potencia necesarias para ser monitorizada. Todas las consultas diez 
minutales realizadas desde la fecha de inicio en la que empezó la 
monitorización hasta su fin, son almacenadas en un archivo .txt.  
La utilidad de este archivo es para tener una copia de seguridad de todo lo 
sucedido durante el periodo en el que la turbina ha permanecido en estado de 
monitorización.  
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Imagen9: Datos generador .txt  
  
4.3.3. Cliente UDP: 
 
Este módulo utilizando el protocolo UDP, recibe las tramas enviadas por el 
servidor que se encuentra en el motor base. Estableciendo la conexión a través 
del puerto 2020, recibe las tramas enviadas. Estas son separadas e identificadas 
según a la señal que corresponda.   
 
4.4. Interactividad con el usuario 
 
El usuario, que en este caso se trata del responsable técnico de cada parque, será el 
encargado de realizar la monitorización del aerogenerador. El proceso empieza a partir de 
que se ha realizado el cambio de algún gran componente y la wtg se pone en 
funcionamiento pero bajo cuarentena.  
El responsable empezará con el proceso abriendo el menú creado para el sistema de 
monitorización y supervisión,  donde se debe escoger a que parque eólico, número de 
turbina y que tipo de cambio se ha realizado. También deberá registrar su nombre y la 
dirección de correo electrónico a los que se les enviará las notificaciones.  
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Imagen10: Menu sistema monitorización  
 
A través del desplegable se escoge el parque eólico y el número de turbina a monitorizar. 
 
 
Imagen11: Menu desplegable wtg  
 
Una vez rellenado estos campos, se escoge cuál ha sido el elemento sustituido y se pulsa el 
botón “INICIO”, automáticamente se ejecuta el motor de monitorización, funcionando en 
“background”. Las operaciones que se realizan son ignoradas por el usuario, por lo que a 
través de este no se puede visualizar el estado. Utilizando el cliente UDP se puede visualizar el 
estado de la monitorización, el valor de las señales específicas y estado para su finalización. 
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Imagen12: Cliente estado monitorización  
 
Este mismo VI está habilitado como “Web Server” de manera que dentro de la red de AERSA 
se puede visualizar utilizando cualquier navegador web y teniendo la URL necesaria. 
Es importante explicar, que no existe la necesidad de que el usuario esté visualizando 
continuamente la aplicación para que el resultado sea satisfactorio. El hecho de que se haya 
habilitado esta posibilidad es puramente informativo del estado del cambio, ya que se puede 
chequear el tiempo restante así como si el proceso funciona correctamente.  
El encargado de avisar al usuario si en algún momento es detectada alguna anomalía es el 
propio motor de monitorización. En el código está implementado una función para enviar 
correos electrónicos al responsable, de esta manera se pueden realizar las acciones oportunas 
una vez se recibe el aviso.  
4.5. Proceso finalizado 
 
Cuando los contadores encargados de controlar el tiempo de la monitorización se han 
completado, se da el proceso por finalizado. El usuario recibe un correo electrónico donde 
se informa de su finalización, información del cambio, valores promedio de las señales 
capturadas y el porcentaje de  potencia de las señales capturadas. 
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Imagen13: Resumen monitorización mail  
 
En el mismo correo se incluye un archivo .pdf en el que se detalla la misma 
información que en el cuerpo del correo, pero resulta más visual y atractivo.  
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5. Test de la aplicación 
Cómo cualquier proyecto de software, el sistema de monitorización y supervisión se ha 
sometido a diferentes pruebas y comprobaciones para revisar la existencia de errores, facilitar 
su detección y corrección. Se han utilizado solamente métodos básicos de comprobación. Para 
realizar la simulación de entrada de valores, se ha realizado una copia de la base de datos SQL  
entre los años 2011 y 2012 cinco turbinas eólicas.   
Estos datos de las turbinas no han sido escogidos aleatoriamente, sino que han sido 
especialmente elegidos por saber que en estas turbinas se había realizado un cambio de gran 
componente. De este número de turbinas había una en la que el cambio del gran componente 
no fue satisfactorio. Al realizar la prueba con el sistema de monitorización y supervisión 
analizando los datos de los cinco aerogeneradores, este funcionó correctamente ya que dio 
por validas cuatro de los cinco cambios. 
El sistema detectó una anomalía tras el cambio de generador del aerogenerador Acampo 
Armijo 02. Se le dio marcha a la turbina y cuando empezó a subir el viento, el sistema detectó 
un error específico del componente (85 Cut-out negative kW). Al reconocer se envió 
correctamente una notificación a la persona de contacto. Al continuar la monitorización tras 
una corrección el sistema dio el cambió por validado.  
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6. Conclusiones  
6.1. Objetivos alcanzados 
 
Este proyecto planteaba los siguientes objetivos: 
1. Aprender la operación de funcionamiento del modelo de aerogenerador NM48. 
2. Reconocer y clasificar las señales y alarmas existentes en BBDD del SCADA de parque. 
3. Mejorar el proceso de sustitución de un componente. 
4. Crear algoritmo que cumpla ciertas condiciones para monitorizar el cambio. 
5. Mejorar la eficiencia y disminuir las pérdidas económicas. 
6. Proponer posibles mejores futuras. 
 
Al cierre del proyecto se han alcanzado los siguientes objetivos, según su priorización: 
 
Objetivo Crítico Prioritario Alcanzado 
2 X   
3 X   
4 X   
5 X   
1  X  
6  X  
Tabla1: Objetivos reallizados  
6.2. Desarrollo del sistema de monitorización y supervisión 
 
Durante el desarrollo del sistema de monitorización y supervisión ha habido partes que 
han sido más fáciles de desarrollar que otras. Aprender la operación de funcionamiento 
del aerogenerador NM48 no ha sido tan complejo, aunque los distintos manuales 
proporcionados por VESTAS para su operación y mantenimiento son algo densos y alguno 
en ingles con palabras muy específicas por cada componente; me ha resultado más 
sencillo de lo que me esperaba, básicamente el hecho de haber visitado en alguna ocasión 
este tipo de aerogenerador y tener fotos de los componentes, hace que sea más fácil de 
entender cuando uno lee el funcionamiento de las distintas partes.  
La parte que ha sido más compleja ha sido la programación y desarrollo del algoritmo 
utilizando LabVIEW, dado que intervienen diferentes tecnologías como el acceso a BBDD, 
comunicaciones distribuidas, etc… También ha sido complejo preparar la plataforma de 
simulación para poder realizar simulaciones, es decir el banco de pruebas. Una vez 
montada la base en la que poder trabajar, han ido apareciendo diferentes frentes en lo 
que trabajar, ya que al ser un sistema distribuido donde cada módulo realiza una función 
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distinta y no se repite código, resulta más complejo, al tener que investigar cómo realizar 
cada módulo.   
6.3. Beneficios para la compañía 
 
Los beneficios obtenidos por la compañía con el sistema de monitorización y supervisión 
son varios. El primero y más importante es la supervisión del aerogenerador ante el 
cambio de algún gran componente, siendo de vital importancia, ya que ante cualquier 
error pudiéndose tratar de uno humano o de máquina, éste será automáticamente e casi 
instantáneamente (10 minutos) reportando al personal cualificado, para que realicen la 
acción necesaria para su reparación. Con esto se ven mejorados notablemente los 
tiempos de respuesta en la actuación del equipo de correctivos, por lo que hace que la 
vida útil del aerogenerador crezca. También resulta muy sencillo visualizar el estado del 
proceso de monitorización, ya que mediante un navegador web se hace posible. 
Finalmente también se tiene que tener en cuenta que con la realización de este proyecto 
se han abierto muchas posibilidades para mejorar el control en los aerogeneradores. Ya 
que se ha demostrado y probado como se pueden realizar sistemas que interactúen, 
despejando el camino para que en un futuro puedan ser creadas nuevos procesos de 
mejora a partir de la creación de nuevos algoritmos. 
    
6.4. Líneas de ampliación 
 
Este proyecto, al ser un proyecto realizado en un entorno real, no finalizará con la entrega 
de este documento. La empresa pretende continuar el desarrollo del proyecto para 
incorporar nuevas funcionalidades al sistema: 
• Estudiar funcionamiento de otras tecnologías, para definir que señales y errores 
corresponden a cada componente. 
• Implementar esta herramienta con las demás tecnologías de aerogenerador 
existentes en los parques eólicos. 
• Mejorar el sistema de monitorización a partir del “feed back” que nos hagan llegar 
los usuarios, para poder adaptarlo a sus necesidades.  
• Realizar la monitorización a partir de datos en tiempo real junto con los datos diez 
minutales. 
• Identificar formulaciones matemáticas con las que hacer más precisos los valores 
de normal funcionamiento de cada uno de los sensores. 
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6.5. Valoración académica 
 
Este proyecto no hubiera sido desarrollado utilizando la herramienta LabVIEW a no ser 
por dos de las asignaturas obligatorias existentes en los estudios superiores de 
Automática y Electrónica. En la parte práctica (laboratorio) de instrumentación 
electrónica y en sistemas de percepción fue donde me familiaricé con este lenguaje de 
programación, motivo por el cuál decidí embarcarme en este proyecto.   
6.6. Valoración personal 
 
Sinceramente estoy muy contento y no me arrepiento de haber realizado este proyecto. 
He tenido la suerte de poder manejar diferentes herramientas en el mismo proyecto y 
esto me ha ayudado a abrir mis conocimientos, mi punto de mira. Temas tan diversos 
como funcionamiento de un aerogenerador, ya que para identificar los distintas señales 
correspondientes a cada gran componente, es necesario conocer el sistema global 
incluidos los demás elementos. Manejando bases de datos SQL, haciendo consultas a 
través de LabVIEW y aprendiendo y mejorando notablemente la programación con este 
programa. 
Con la realización de este proyecto puedo asegurar que me he abierto una puerta para 
involucrarme en futuros proyectos, donde se tengan que estudiar funcionamientos de 
otras tecnologías o sistemas para tener que cubrir alguna necesidad utilizando este 
lenguaje de programación.  
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8. Anexos 
8.1. Anexo 1: Señales asignadas por componente 
 
8.1.1. Generador 
 
 
Nº Error
1 Grid spikes
2 Overvoltage
3 Under voltage
4 Low frequency
5 High frequency
6 Phase sequence
7 Grid drop, voltage
8 Grid drop, current
9 Phase asymmetry
11 Phase asymmetryc voltage
12 Rotor overspeed
13 Generator overspeed 1
14 Generator overspeed 2
18 Thyristor overheat
20 Generator G hot
22 Max cut-in
24 Generator g hot
30 Generator G feedback missing
35 Generator g feedback missing
40 Generator bearing 1 hot
41 Generator bearing 2 hot
51 Processor 2 power up
52 Vector surge
64 Rotor sensor error
65 Generator sensor error
66 Cut off mainswitch, defect thyristor 
71 Thyristor 1
72 Thyristor L2
73 Thyristor L3
76 Main cables hot
77 External alarm
78 Circuit braker fault
85 Cut out negative kW
93 Water pump overload
96 Compensation I measurement
97 Test comp. (kVAr)
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8.1.2. Multiplicadora 
 
 
 
8.1.3. Rodamiento principal 
 
Nº Error 
21 Main bearing hot 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nº Error
17 Gear oil hot
83 Gear oil temp too low
84 Overload gear oil pump
86 Gear bearing hot
119 Gear oil hot - short term
120 Dirty oil filter
92 Overload hydraulic pump
88 Servicing hydraulics, tips
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8.2. Anexo 2: Curva de potencia NM48 750 kW 
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8.3. Anexo 3: Código LabVIEW por partes 
 
8.3.1. Especificaciones componente: 
 
 
8.3.2. Bloque plataforma simulación: 
 
 
8.3.3. Bloque consulta SQL: 
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8.3.4. Bloque condiciones cuarentena: 
 
 
8.3.5. Curva potencia(Común): 
 
 
8.3.6. Alarmas específicas: 
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8.3.7. Señales específicas: 
 
 
8.3.8. Bloque comunicados 
 
 
8.3.9. Bloque servidor UDP 
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8.3.10. Bloque registro valores 
 
 
 
8.3.11. Cliente UDP 
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8.4. Informe 24 horas tras incidencia en gran componente 
 
 
 
