defined on the interval [0, oo), with the coefficients q k real and measurable. We shall suppose that L is regular at the origin which means that l/q o ,q ly •••,?» belong to L 1 on every finite interval [0, T] . The number m in the deficiency index (m, m) of the minimal operator L o associated with the formal operator (1.1) is the dimension of the linear space of U solutions to any equation (1.2) Ly = zy , Imz Φ 0 .
As is well known, and easy to show, it is always true that n ^ m rg 2n.
In the case where the order of the operator in (1.1) is two, fairly sophisticated tests are now available, [1] , [5] , which tell when the deficiency index in (1, 1) . For an order larger than two very little seems to be known. Some results are due to M.A. Neumark [8] who obtains conditions that the deficiency index shall be either (n, n) or (n + l,n + 1). Other results are due to S. A. Orlov [9] and F.A. Neimark [7] who obtain the deficiency index of L o when the coefficients q k in (1.1) are essentially of polynomial growth as t -• oo. The^e results will appear as rather special cases of the considerations which we shall present in this paper. As a by product we can obtain the result, originally proved by Glasmann [4] , that the number m can 244 A. DEVINATZ take any value between n and 2n, and indeed our considerations will show how to explicitly and easily construct any number of differential operators with a given deficiency index (m,m). all functions being evaluated at t. The equivalence is in the sense that if y is a solution to Ly -zy, then u -(y, τ/ [1] , , τ t2%~1] ) is a solution to (2.1) /dt for 1 <g k S n. These are the so called quasi-derivatives of y. Conversely, if u = (u ly •••, w 2w ) is a solution of (2.1), then u x is a solution to ZΛ/ = zy and u 2 , •••, ^2 w are the corresponding quasi-derivatives of u t .
Let Q o be a real nonnegative measurable function so that Q^1 e L 1 on every finite interval [t Qf t], t 0 fixed, and Set s = s(ί) = Γ Q-1 and let ί(s) be the inverse of s(ί); i.e. ί(s(ί)) = ί.
If u is a solution of (2. 
and the other entries of Z) are zero. We can now state and prove several theorems in terms of the functions a k , b k and d k which will give the deficiency index of the differential operator (1.1). Before we do this let us record several different instances of the matrix D of (2.4):
tf w _ t , 0 ^ fc ^ % -1, 6 fc = (/o -w + Λ)dQ/dί and d k = 1.
(ii) Replace Q and ( o by Q" 1 and -p respectively in (i) and we
We have singled out these special cases since, as we shall see later, the theorems obtained in [7] , [8] and [9] fall under these cases.
3* In this section we shall prove the following: THEOREM 1. Let {Q k }%, {α fc }J, {δjj and {djΓ" 1 be functions as described in §2. Suppose we can write the matrix of (2.4) as
D(t, z) = A + V(t) + R(t) + S(t, z) ,
where A is a real constant matrix given by h 1 <f
F'(ί) V(t) and R(t) are real so that V(t) -> 0 as t -> oo I R(t) I Qo~\t) are summable, 1 and S{t, z) has everywhere zero entries except in the position (1, 2n) Proof. After a certain amount of preparation it will become apparent that the theorem is a consequence of an asymptotic theorem of Levinson [6] , [2, p. 92] , We shall first prove part (a). An easy computation shows that the characteristic polynomial of A is (l/α o )P(λ 2 ), where P is the polynomial of (3.2) . Because of the conditions put on V(t), the characteristic polynomial of A + V(t) can be written as
where o(λ 2 , t) is a polynomial in λ 2 of degree at most n -1 with coefficients which are functions of t which go to zero as t -+ °o. We shall write P(λ 2 , s)
By assumption, all of the roots of P(μ) are simple and hence for all s sufficiently large the roots of P(μ, s) are simple. This means that the number of real roots of P(μ, s) is the same as the number of real roots of P(μ). To see this, let μ lf * ,μ n be the roots of P{μ) and μ x {s), •••, μ n (s) the roots of P(μ,s).
The latter roots can be chosen to be continuous functions of s in a neighborhood of infinity, including the point at infinity.
In particular this means that μj(s)->μj as s->oo. Now, if μ u * ,μι are the real roots of P(μ), then for all s sufficiently large, μ^s), •• ,μ,(s) must be real. Otherwise, since the coefficients of P(μ, s) are real, its nonreal roots come in conjugate pairs and since μ ι+1 (s), * y μ n (s) are close to μ ι+1 , * ,μ n , they are not real and we would get too many roots for the nth order polynomial P (μ,s) .
Indeed, this argument shows that μ^s), •• ,μ ϊ (s) are exactly the real roots of P(μ, s).
The 2n roots of P(λ 2 , s) are {± V μj\o where some fixed branch of the square root has been chosen. We shall designate these 2n roots by {X ±j ;j -1, •••, w), where X_j --λy. We label the roots of P(X 2 ,s) in a corresponding manner; the 2n roots of this polynomial are {±V μj(s)}i, where the same branch of the square root has been chosen as before, and we correspondingly designate these roots by {λ ±i (s)}Γ. We can suppose we have chosen the branch of the square root in such a way that these latter roots are continuous in a neighborhood of infinity, including the point at infinity. We also suppose we have labeled the roots in such a way so that ReXj(s) ^ 0,1 So ^ n.
We would now like to apply Levinson's asymptotic theorem [6] , [2, p. 92 ] to our situation. Before we can do this we must make sure that all of the hypotheses of his theorem are fulfilled. In addition to the hypotheses on the matrices V(t) and R(t) the following two conditions must be fulfilled for the roots of P(λ 2 ) and P(λ 2 , s): (i) The 2n roots of P(λ 2 ) are all simple; (ii) For a given j let d jm (s) = Re(Xj(s) -λ w (s)) and suppose that all m, 1 ^ I m | ^ n, fall into one of two classes I x and I 2 , where
as s and
where if is a constant. Before we proceed further let us note that for any j we can always choose pj so that p 5ι = 1. Indeed if we write out the set of linear equations corresponding to Ap 3 = XJPJ we see immediately that if p dl = 0, then all of the other components p 3 -must be zero. Hence, we shall suppose from now on that p 3 -is that eigenvector with p 31 -1.
Condition (i) is fulfilled by virtue of the hypothesis of Theorem l(a). We must therefore examine condition (ii). If
Returning to the considerations of § 2, we recall that
Vj(s) = C(t(8))ll?i(8) ,
and these functions are linearly independent for j = ±1, , ±n, since C is nonsingular for each t. Further, u ό {t) = Vj(s(t)) and the set {usύj = ±1, •••, ±n} is a set of linearly independent solutions to the equation (2.1) . Now, and hence from (3.7'),
Suppose the half-plane (open or closed) of part (a) has as boundary the line Rez -δ > 0. If ReXj < δ or ReXj > <?, then for σ sufficiently large, Re\j(σ) < δ or ReXj(σ) > δ respectively. If no roots of P(λ 2 ) lie on Rez -δ, then it is an immediate consequence of (3.8) that the deficiency index is (m,m). By the hypotheses on the real parts of the roots of P(λ 2 ), there can be at most two roots of this polynomial which lie on Rez = δ, and these roots are complex conjugate. Since it is not known how the corresponding roots of P(λ 2 , s) approach these roots, the only thing we can say is that the solutions corresponding to these roots are both in U or neither is in U. Hence, any of the three cases mentioned is possible. If V(t) = 0, the roots λ/s) = λ, and the 250 A. DEVINATZ result is an immediate consequence of (3.8) .
To prove the second part of statement (a) we first notice that if ReXj ^ 0, then ReXj(σ) ^ 0 for a sufficiently large. If there are k negative real roots of (3.2), then P(λ 2 ) has 2ft purely imaginary roots, n -k roots with real part less than zero and n -k roots with real part greater than zero. Hence, (3.8) shows that the deficiency index of the minimal operator associated with (1.1) is at least (n + k,n + k). On other hand it is not difficult to show that any linear combination, not identically zero, of the solutions corresponding to roots with positive real part does not lie in L 2 (see e.g. [8, p. 300) ]. Hence, the deficiency index is precisely (n + k, n + k). Conversely, since the number of roots of P(λ 2 ) with negative real part is the same as the number of roots with positive real part, if the deficiency index of L o is (n + k y n + k), P(μ) must have k negative real roots. This completes the proof of part (a).
We shall now prove part (b) which will complete the proof of Theorem 1. Because of the way we have assumed we can decompose QoQl, we are interested in solutions to the equation
If a Φ 0, then we may choose a nonreal z so that the roots of P(λ 2 ) -za -0 all are simple and have different real parts, regardless of the multiplicity of the roots of P. Moreover, since P has real coefficients, P(λ 2 ) -za can have no purely imaginary roots and n roots must have positive real part and n roots must have negative real part. Hence, it follows from (3.8) that there are n solutions which do not belong to IΛ But we know by general considerations that n solutions always belong to U Hence the deficiency index is (n,n).
In the other case we may as well suppose a -0. From (3.9) and the fact that the roots of P(λ 2 ) = 0 are simple it follows from the implicit function theorem that we can choose 2n distinct solutions, {Xj(s, z)} f to (3.9) which are continuous in a neighborhood of the point (oo,0) in the (s, z) space, and for fixed s is analytic in z. If we differentiate G(X 3 {s, z)) = P(λj(s, z), s) = ζ(z, s) with respect to z we get
We can use (3.10) to find all the derivatives of Xj (s, z) , and each derivative is v(t(s)) times a function consisting of derivatives G ik) (Xj(s, z) ). Using this last fact and recalling that λj(s, o) = Xj(s), the Taylor expansion of λj (s, z) about z = 0 becomes
where o(s,z) -> 0, as z -• 0, uniformly in some neighborhood of s = oo. From (3.11) we get
From ( 
Take z, sufficiently small and not on these lines, so that
+ o(8, z)] maintains its sgn for s sufficiently large. From the hypothesis on v(t(s)), and (3.12), our statement about Re[Xj(s, z) -λ fc (s, z)] follows.
We may consequently apply Levinson's asymptotic theorem. Also, we see from (3.10) that for z sufficiently small ReXj(s, z) remains nonpositive or nonnegative in a neighborhood of s = oo. Since (3.9) has at least n solutions with nonnegative real part, it follows from (3.8) that the deficiency index of L o is (m, m) where m ^ n. On the other hand, we know already from general considerations that m ^ n. Hence, we have completed the proof of Theorem 1. 4* Since Theorem 1 has a relatively complicated statement it would be well to pause here and examine in more detail the examples given at the end § 2. Specifically we want to show how Theorem 1 contains the known results which we have previously mentioned. We start with a theorem of M.A. Neumark [8, p. 293 
If Qn(t) -* °° for t -> oo, then L o has the deficiency index (n, n). If Qn(t) -> -oo for t -» oo, then L Q has the deficiency index (n, n) or (n + 1, n + 1) if the integral diverges or converges, respectively.
We claim that this theorem falls under our Theorem 1. To see this we take Q=\q n |- is summable for 1 ^k ^ n -1 and hence we may take a k = 0 for these values of &. Further α w = 1 or a n = -1 for £ sufficiently large and hence we may take a n = 1 or α w = -1 respectively. From the fact that gί/tfo is summable it follows that lim^c q Q (t) exists as a finite number. We take this limit as aϊ = 0. If n is odd or even, we have exactly one negative real root. Hence if Ql is summable, the deficiency is (n + 1, n + 1) and otherwise it is (n, n). The completes the proof of Neumark's theorem.
We now want to give a theorem of S.A. Orlov, [9] , or more precisely, an improved version due to F.A. Neimark [7] . II. // there are constants, a Q Φ 0, a lf •• , a n such that , Qι -OL U , q n -a n are summable y then L o has deficiency index (n, n).
5* In this section we shall obtain a theorem in which the hypothesis that the characteristic polynomial has only simple roots can be relaxed. This relaxation is obtained at the expense of having some of the other hypotheses more stringent. The basic tool in the proof of the theorem of this section, as in the previous section, is an asymptotic theorem obtained in [3] , which is an extension of Levinson's asymptotic theorem.
ORDINARY SELF-ADJOINT DIFFERENTIAL OPERATORS 255 THEOREM 2. Let {Q k } 0 , {α*}?, {MΓ, and {d k }ΐ~λ be the functions described in § 2. Suppose we can write the matrix of (2.4) as Φϋ, and (A-λ fc /)^^ = 0.
Then there exists an s 0 and a fundamental set {w kj ; 1 ^ j ^ n k , 1 ^ | k \ ^ r) of solutions to (2.4) so that
In particular this means that (5.2) remains true when w kj and q kj are replaced by their first components. Before we proceed further, let us show that we can always choose q k%h so that the first component of q hίj 1 ^ j ^ n k , is different from zero. To simplify the notation, set λ = λfc, q m = q k%k , q mj q m and denote the components of q 3 -by q 3U 0 ^ I ^ 2n. The set of equations
is a set of 2nm linear equations in the 2nm variables {q 3l ; 1 ^l S 2n, 1 ^j ^ m}. This set of equations can also be written as
(A λl)^ = 0 . The matrix, jy, of the set (5.3') of linear equations has m blocks down the main diagonal, each block being the matrix A -λJ, m -1 blocks down the superdiagonal, each block being the 2n x 2n matrix -J, and zeros elsewhere. Since det(A -XI) •==• 0, the set of equations (5.3') has nontrivial solutions. Further, since the rank of (A -XI) is (2n -1) the rank of Sf must be (2n -l)m. If we remove from sf the rows and columns of index 2kn + 1, 0 g 4 ^ m -1, the resulting matrix has nonzero determinant. This means we can choose the numbers taiijjU as we will and solve for the other variables by Gramer's rule so as to obtain a solution to (5.3') . We choose the first component of q k j as (j -1)! Now, from § 2 we have (s) and looking at the first components of the vectors on both sides we get
Hence, from (5.2) we get
for 1 <; j <; n k , 1 <; I k | ^ r. The equation (5.4) is of course the analogue of (3.8) . If λ* G P 3 , then u kjl (t) -v kh (s(t) ) is, by (5.4) , in L\ and indeed all functions u kll , 1^ I ^j, are in L 2 . Therefore, there will be m k solutions corresponding to X k which are in ZΛ This proves Theorem 2.
REMARK. The asymptotic theorem in [3] would allow us to include a term V(t) in (5.1) which has suitable differentiability properties. However, a theorem of a general nature on the deficiency index becomes very complicated to state and for the sake of simplicity we have preferred to suppose that V(t) -0.
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