A uniformly convergent propagation scheme designed for non-Hermitian Hamiltonian operators is presented. The method is based on a Newtonian interpolation polynomial which is created by a recursive application of the Hamiltonian operator on an initial wave function. The interpolation points used to construct the Newtonian polynomial are located in the complex eigenvalue space of the Hamiltonian. A new algorithm is developed to construct the interpolation points. Both time dependent and time independent quantities can be obtained using the same polynomial expansion. The method is particularly useful when negative imaginary potentials are used. The photodissociation dynamics of I 3 Ϫ is studied as an example of the utility of the scheme to gain insight on a dynamical encounter. The bond cleavage is followed in time simultaneously with the calculation of the Raman spectra. The study addresses the role of vibrational excitation of the reactant I 3 Ϫ on the nascent I 2 Ϫ spectral modulations and Raman spectra.
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I. INTRODUCTION
When a UV light pulse is applied to triiodide in solution, it either absorbs the light leading to fragmentation to I 2 Ϫ ϩI, or emits light in a Raman or fluorescence process. Since both the fragmentation and the Raman processes are governed by the same ground and excited potential energy surfaces, crossing the information gained from the two independent measurements leads to enhanced insight on the photodissociation event. The elucidation of the dynamical encounter requires a quantum framework. The purpose of this paper is to present a unified quantum computational scheme which simultaneously addresses the dynamics of photodissociation and the absorption and Raman cross sections.
The main idea behind the quantum simulation is that the ground state wave function is a common starting point for calculating all relevant observables. From this starting point the Hamiltonian generates all dynamical behavior. This means that by recursively applying the Hamiltonian to the initial wave function all the dynamical behavior can in principle be reconstructed. For this procedure to work, a uniformly convergent method has to be applied to sum the power series into the different final results. The Chebychev polynomial expansion has uniform convergence properties and therefore has been utilized in both time dependent and time independent calculations starting from the same initial wave function. The need to limit the size of the spatial description and to impose outgoing boundary conditions has led to the use of negative imaginary potentials. This in turn creates a non-Hermitian Hamiltonian. The purpose of this paper is to develop a simple uniformly convergent global propagation technique applicable to non-Hermitian operators. With this method time dependent and time independent properties can be calculated simultaneously using the same expansion.
The photo-induced processes of the I 3 Ϫ system in different solvents has been the subject of extensive experimental and theoretical studies. [1] [2] [3] [4] [5] Of importance to this study are the coherent vibrations of the I 2 Ϫ product synchronized with the photo-excitation pulse. 1, 2, 6 In conjunction with this process the leftover I 3 Ϫ reactant is also coherently excited due to the dynamical ''hole'' left on the ground surface. 3, 5 This vibration can be correlated to the Raman spectra of I 3 Ϫ .
To date the theoretical analysis of the triiodide experiments has proceeded along two paths. Both classical molecular dynamics 4 and quantum simulations were initiated, 2 employing the same model for intramolecular potentials in both studies. The rationale behind conducting both efforts was the following. The quantum mechanical simulations allow one to envision the photodissociative dynamics of an isolated triiodide ion determined by to the model potentials, including full quantum detail of the matter light interactions. This serves not only for critically appreciating the intramolecular consequences of impulsive optical excitation, but also serves as a chemical dynamical standard against which the results of molecular dynamics simulations may be contrasted in order to understand the effects of the solvent bath upon the reaction dynamics in solution.
In previous publications 2 quantum simulations were reported which provided the functional form and parameters of the potential surfaces, and presented initial simulations for temporal evolution of the zeroth vibronic ground state level upon instantaneous promotion to the excited reactive surface. The simulations presented here are aimed at improving three crucial points in modeling the reaction dynamics: to include the effects of the finite duration of the excitation and probing pulses, and that of starting the reaction with vibrationally excited reactants, into the previously described scheme. The latter is clearly of great importance in view of the fact that the quanta of all three vibrational modes are substantially lower than the thermal excitation energy kT at room temperature. After including these improvements an effort has been made to actually calculate the transient transmission spectra for delayed probe pulses, which is the experimental observable collected in the laboratory.
II. PROPAGATION SCHEMES
Iterative propagation schemes have become the methods of choice in quantum dynamical modeling and simulations. The reason is their superior efficiency when the size of the problem increases. These schemes are based on the ability to perform numerically the elementary mapping step of a wave function induced by the Hamiltonian:
ϭĤ .
͑2.1͒
The propagators are defined by their recursive application of the elementary mapping step. 7 This amounts to approximating a function of the Hamiltonian as a polynomial.
Different methods have been developed to perform the elementary mapping. In the present study the Fourier method 8, 9 is employed to calculate the mapping of the wave function induced by the Hamiltonian.
Our original propagation scheme 10 was developed to solve the time dependent Schrödinger equation. The evolution operator Û (t)ϭe
ϪiĤ t/ប was approximated as a polynomial. A spectral expansion based on the Chebychev orthogonal polynomial was used leading to
͑2.2͒
where the expansion coefficients become a n (␣)ϭi n (2Ϫ␦ n0 )J n (␣) and T n (x) are the Chebychev polynomials: T n (cos )ϭcos(n). 7 For stability in Eq. ͑2.2͒ the Hamiltonian is normalized: Ĥ norm ϭ2(Ĥ ϪH )/⌬E where H ϭ(E max ϩE min )/2 is the center of the eigenvalue spectrum and ⌬Eϭ(E max ϪE min ) is the eigenvalue range of Ĥ . The normalized Hamiltonian has its eigenvalues distributed on the real axis between Ϫ1 to 1.
Examining Eq. ͑2.2͒ it can be noticed that the time variable only appears in the expansion coefficients a n . The computationally intensive part, which is the evaluation of the mapping induced by the Chebychev polynomial n ϭT n (Ĥ norm )(0), is time independent. This observation has led to the development of propagation schemes for other functions of the Hamiltonian. Examples include the Green's function, allowing the calculation of Raman spectra, 11 or reactive scattering cross sections, 12, 13 the delta function, allowing the calculation of absorption spectra 14 and density of states, 15, 16 and propagation in imaginary time 17 and filter diagonalization 18 -20 allowing the calculation of eigenstates. The method can be classified as a spectral expansion of a function of the Hamiltonian operator.
For approximating an analytic function f (z) the spectral expansion possesses exponential convergence. 10 Comparison of the Chebychev propagator to other propagation schemes has shown that the Chebychev expansion is usually superior in both accuracy and efficiency to other methods. 21 These findings have led to a prolification of the use of the algorithm and to the exploration of its range of validity. It was found that the original Chebychev algorithm can become unstable when the Hamiltonian operator Ĥ is not Hermitian. A complex non-Hermitian Hamiltonian arises naturally when absorbing boundary conditions are introduced. [22] [23] [24] [25] [26] [27] [28] The reason for the instability is that support for the Chebychev polynomials is on the real axis. Although the Chebychev method can tolerate some complex character 23 large complex eigenvalues of the Hamiltonian cause severe instability. Complex eigenvalues are also obtained for the Liouville operator in a dissipative environment. 29, 30 Solving the Liouville von Neumann equation for dissipative open systems was the motivation for developing an alternative propagation scheme which could tolerate complex eigenvalues. 31 The new propagator was based on the Newtonian interpolation polynomial. The support points or interpolations points were located on a polygon in the complex plane therefore tolerating complex eigenvalues of the Liouville operator which are contained within the polygon. Using the theory of interpolation in the complex plane it can be shown that a uniform converging interpolation in a domain D is obtained when the interpolation points are located on the circumference of the domain.
The choice and ordering of the points is crucial to the stability of the algorithm. If two points are very close there is a division by a number close to zero in the divided difference algorithm Eq. ͑2.7͒. Evenly distributed points on the exterior of the polygon were obtained by a conformal mapping of the polygon onto a circle where evenly distributed points are easily obtained by symmetry considerations. An inverse transform distributed the points back onto the polygon. Ordering the points was found to be crucial to the stability of the algorithm, influencing directly the calculation of the divided difference coefficients. It was found that to obtain stability a complete staggering of points was required. 31 The scheme was applied to the evolution operator in simulating photo-induced processes in solution 32, 33 and photo-induced desorption from metal surfaces. 34 Another application has been the calculating of the S matrix in reactive scattering using absorbing boundaries. 35, 36 In practical applications the Newtonian based propagator was found to be hard to use. The difficulty could be traced to the Schwartz-Christoffel conformal mapping algorithm 37 which is required to obtain the uniformly distributed points on the circumference of the interpolation domain. The mapping algorithm severely limited the order of the Newtonian interpolation polynomial in the complex plane. This is in contrast to Newtonian interpolation on the real axis where no limit to the order of the polynomial was found. 7, 38 The present paper presents a new approach to defining the interpolation points termed Leja points, 39 which is able to overcome the difficulty in locating the interpolation points.
In parallel to these developments the original Chebychev expansion was generalized first by shifting the support from the real axis to a line shifted into the complex plane. 16 This shift greatly enhances the stability of the method. The domain of stability becomes an ellipse in the complex plane.
Another alternative is to modify the recursion relation of the Chebychev polynomial by adding a damping term. 40 A more rigorous fix to the problem is to define a spectral expansion in the complex plane. The Faber polynomials which are a generalization of the Chebychev polynomials constitute such a set. With the use of the Faber polynomial it has recently been shown that a stable uniform approximation in the complex plane is possible. 41 Before continuing a brief comparison of the two methods is appropriate. If for the Newtonian propagator the zeros of the Chebychev polynomial are chosen as sampling points the two methods are numerically equivalent. 7 Formally, if the expansion coefficients in the Chebychev series are calculated by a Gaussian-Chebychev quadrature rule then the expansion becomes an interpolation formula mathematically equivalent to the Newtonian interpolation formula. 7 For the practitioner it will be shown that the Newtonian method is more flexible when different functions of the Hamiltonian are required simultaneously.
The Newtonian method will be applied to calculate the mapping of a wave function by functions of the Hamiltonian operator Ĥ , such as
which is a mapping of a wave function from time t to time tϩtЈ, and
which is the mapping of an initial ground surface vibrational state with energy E i to a Raman function governed by the excited surface Hamiltonian, induced by the excitation frequency L ϭE L /ប and damping function g(t).
To summarize, the basic idea underlying the algorithm is that approximating a function of the Hamiltonian is equivalent to approximating a scalar function in the domain of eigenvalues of Ĥ .
A. Newtonian interpolation method
The propagation method is based on the Newtonian interpolation formula in which an analytic function f (z) is approximated as a polynomial:
͑2.5͒
By definition on the sampling points x j , f (x j )ϵP (x j ). The coefficient a n is the nth divided difference coefficient 42 defined as
To construct a propagator the interpolation formula is applied to the Hamiltonian operator:
͑2.8͒
We still have the freedom to choose the function f (z). The choice and order of the interpolation points, x j is the crucial step in the algorithm.
B. Choosing interpolation points
The first step is to establish the domain D of eigenvalues of the Hamiltonian operator Ĥ . Once the domain is defined the algorithm used to generate the interpolation points can begin.
͑1͒ A line encircling the domain D in the complex plain is defined. For practical purposes it will be chosen as a polygon. The domain is scaled in size, without changing its shape, to make the interpolation process stable. While its exact size will be fixed in step 4, initial coordinates should be of the order of 1.
͑2͒
Trial points ͕y i ͖ are calculated to be equally distributed on the circumference contour of the domain D. The number of trial points is 1.5-3 times the number of requested interpolation points.
͑3͒
The interpolation points ͕x i ͖ iϭ0 NϪ1 are chosen from ͕y i ͖. The first interpolation point can be chosen arbitrarily:
To avoid dividing by very small numbers, other interpolation points are chosen so they maximize the denominator of Eq. ͑2.7͒. After choosing n such points, the product
is calculated for each trial point y i . The trial point for which J , Eq. ͑2.10͒, is maximal becomes x n . If ͑2.10͒ goes to zero or infinity for large n's, the size of D should be adjusted to correct that ͓e.g., scaled down if ͑2.10͒ overflows͔. ͑4͒ The optimal interpolation points are calculated by normalizing the size of D. A point z in the center of the domain is chosen arbitrarily, and a normalizing factor is calculated by
Each of the x j 's is then divided by , to yield z j . The result is N sampling points on the contour of a scaled domain D . The normalization is essential to keep ͑2.5͒ stable. If D is too small this will result in divergence of the divided differences ͑the a k 's͒, while if it is too large it will diverge the product term in ͑2.5͒.
C. Propagation algorithm
After choosing the interpolation points, The Hamiltonian operator is shifted and scaled so all of its eigenvalues reside inside the domain D :
H is the center of the domain of eigenvalues of Ĥ , and is a scaling factor. To compensate for the change from Ĥ to H , the interpolation polynomial is used to approximate a scaled function f (z)ϭ f (zϩH ):
with the z k 's residing on the contour of D , and the a k 's calculated by
To calculate the product terms in ͑2.13͒ a recursive relation is used:
The final result is obtained by accumulating the sum:
ϭ ͚ nϭ0 NϪ1 a n n .
͑2.17͒
The sum is truncated when the residum a N ͉͉ N ͉͉ is smaller than a prespecified tolerance. Since the quality of the approximation of the function f (Ĥ ) is equivalent to a scalar function in the domain D before performing the actual calculation the accuracy can be checked on the scalar function. Figure 1 shows contour maps of the accuracy of the interpolation for some test cases. A few guidelines for choosing the interpolation points can be deduced from experience and from these figures.
͑1͒ It becomes obvious that when using interpolation points residing only on the real axis ͑as in the original Chebychev algorithm͒ the domain of stability is a small region around the real axis. Choosing the same number of points on the circumference of a rectangular domain leads to a much better coverage in the complex plain. If the domain contains all of the eigenvalues of the interpolated operator stability is assured for very long time steps. Figures 1͑a͒ and 1͑b͒ show the domain of convergence of the Chebychev scheme.
͑2͒ The number of trial points has to exceed the number of actual interpolation points. If too few trial points are used the interpolation becomes inaccurate, especially in the vicinity of the sharp corners of the domain. Higher order interpolation polynomials require more trial points, since the density of the points increases making the divided difference terms more sensitive to the choice of the interpolation points. The actual number of trial points needed for a low order ͑NϽ 100 terms͒ polynomial is 1.5 times the number of trial points, while for higher order polynomials the ratio will be bigger ͑for an 800 term polynomial a ratio of 1:3 was needed͒. Too many trial points will slow the calculation, but this calculation is performed only once before the propagation cycle. Figures 1͑c͒ compared to 1͑e͒ and 1͑d͒ compared to 1͑f͒ show the effect of not choosing enough trial points on the convergence domain.
͑3͒ Employing more interpolation points than is required for obtaining the desired accuracy inside the domain hampers the calculation. As a result the stability area shrinks and if some eigenvalues reside outside, but close to, the domain the accuracy is degraded. This is the reason why the Chebychev algorithm is stable only for short time steps when an absorbing potential is employed, but diverges when using larger time steps which require higher order polynomials. For comparison, the results in Section III D were calculated using 2000 a.u. time steps ͑700 terms in the polynomial͒. The same calculations carried out with the Chebychev algorithm diverged for time steps larger than 100 a.u. ͑64 terms͒. This effect can be seen by comparing Fig. 1͑a͒ to 1͑b͒ or 1͑c͒ to 1͑d͒. Ϫ5 ; the outer line is for relative error larger than 1 ͑stability boundary͒. ͑a͒ and ͑b͒ were calculated with the Chebychev algorithm, with interpolation points on the real axis; ͑c͒-͑f͒ were calculated with Newtonian interpolation, with interpolation points on the dotted rectangle. The number of points used in each map is ͑a͒ 64, ͑b͒ 128, ͑c͒ 64 chosen from 96, ͑d͒ 200 chosen from 300, ͑e͒ 64 chosen from 67, and ͑f͒ 200 chosen from 210.
III. PHOTODISSOCIATION DYNAMICS
The purpose of the calculation is to follow the photodissociation events of I 3 Ϫ from the initial thermal state on the ground surface to the final product I 2 Ϫ ϩI. The dynamics studied by the experiment is carried out in solution; therefore solvent degrees of freedom are also involved in the process. A full simulation requires the inclusion of many degrees of freedom. The approach followed in this study is to set a model of the encounter involving a limited number of degrees of freedom. Within this model a fully converged quantum mechanical calculation is carried out. Insight into the photodissociation process can be obtained by comparing the calculated observables with the experiment. Discrepancies between experiment and the model will point to the missing degrees of freedom in the calculation.
A. Simulation setup and initial wave functions
The model assumes I 3 Ϫ to be collinear and centrosymmetric. The bending motion is ignored; therefore only two degrees of freedom are considered. The rotation of the molecule is excluded from the calculations since a separation of time scales exists between the rotational and vibrational motion. This is true also for the bend modes. The influence of solvent degrees of freedom will be considered in a future study. 43 Three potential energy surfaces are required to simulate the photodissociation dynamics. The process is initiated on the ground electronic surface of I 3 Ϫ . A harmonic potential in the symmetric and antisymmetric stretch modes is used. The harmonic frequencies are adjusted to the measured values or to ab initio calculations. 44 Only small differences exist between these two sets of data. This description is appropriate for low excitation energies but considering the possibility of recombination events, where high excitation of the ground surface vibration is anticipated, the present description is not sufficient.
The excited potential energy surface was chosen to be in a LEPS form used previously. 2 The asymptotic I 2 Ϫ channels are fitted to a Morse potential form. This form fits well with spectroscopic measurements and ab initio calculations.
The excited surfaces are split due to spin-orbit interaction. The present calculations include only the transition to the upper excited surface. The vertical distance between the ground and the upper excited surface was adjusted to the absorption spectra. Attempts to calculate the vertical distance by ab initio methods were unsuccessful.
In order to simulate an experiment carried out at room temperature the simulation was assembled from a set of initial wave functions. These wave functions were calculated on the ground surface potential by the relaxation method. 17 All vibrational levels up to an energy of 300 cm Ϫ1 were calculated. This means that at room temperature 61% of the population was accounted for in the simulation. It will be shown that this subset of the population is dominant in the experimental observations ͑see Tables I and II͒.
B. Pump pulse
The first step in the photodissociation event is induced by the pump pulse. Starting from a stationary state on the ground potential ͓Fig. 2͑a͔͒ amplitude is transferred to the excited surface potential by the coupling to the radiation field. The process is simulated by solving the coupled time dependent Schrödinger equation:
͑3.1͒
where initially all the amplitude is in the ground surface (0)ϭ g in an initial vibrational eigenstate. Ĥ e/g are the surface Hamiltonians. is the electronic transition dipole and ⑀ϭ⑀(t) is the time dependent field. Using a rotation frame ⑀(t)ϭ⑀ (t)e Ϫit the excited state potential can be lowered by an amount equal to the laser's frequency resulting in a real crossing point with the ground potential surface. The resulting coupling between the shifted surfaces ⑀ (t) becomes a slowly varying Gaussian field of 60 fs FWHM. To account for time ordering in the propagator due to the nonstationary Hamiltonian during the pulse a first order Magnus approximation was used. 45 Under the experimental conditions the intensity is large enough that a significant fraction of the population is transferred to the excited surface. Considering individual initial vibrational states, the fraction transferred depends primarily on the symmetric stretch excitation. This effect is summarized in Table I .
The pump pulse used in the experiment was long in comparison to dynamics in the symmetric stretch mode on the excited surface. Significant coupling is present for a duration of ϳ 180 fs ͓Figs. 2͑b͒-2͑d͔͒. This means that photodissociation dynamics proceeds while amplitude is still fed to the excited surface. Most of this motion is along the symmetric stretch mode as opposed to dynamics leading toward bond cleavage, i.e., motion along the antisymmetric stretch, which is small.
The wave packet remaining on the ground electronic surface also becomes excited by the pulse creating a dynamical ''hole.'' 33 Since the previous analysis of this effect included only the symmetric stretch degree of freedom we explicitly looked for possible excitation of the antisymmetric stretch mode in this two dimensional calculation. With the frequency, duration and intensity of the pulses used experimentally, no significant excitation of the antisymmetric stretch occurred on either potentials.
C. Raman spectrum
A complementary probe of the first stages of the dissociation dynamics is provided by the Raman spectra. 46 The Raman cross section is calculated from the half Fourier transform of the correlation function. 47, 46 This amounts to the overlap of the Raman wave function Eq. ͑2.4͒ with the final vibrational state:
where E L is the excitation energy and E S is the scattered energy. For each initial vibrational state i a Raman wave function R i (E L ) was calculated using the method of Section II, based on interpolating Eq. ͑2.4͒. The damping g(t) function was taken from Ref. 48 ; its inclusion changed the observed spectrum very slightly. The Raman wave function shown in Fig. 3 is very similar to the wave packet created by the pump pulse ͓Fig. 2͑c͔͒. Thus the Raman spectra and the resonative impulsive stimulated Raman scattering ͑RISRS͒ experiment carry complimentary information on the initial stage of the photodissociation.
The Raman spectrum was composed from a Boltzmann average over the individual initial vibrations. Figure 4 shows a stick Raman spectrum at Tϭ300K.
Examining the spectrum it can be seen that the antisymmetric stretch has a very small signature which increases for higher Raman shifts corresponding to longer propagation times on the excited surface. This is consistent with the shape of the Raman wave function which only spreads slightly in the antisymmetric direction. A similar picture is obtained in the real time propagation during the excitation in Sec. III B.
D. Dissociation dynamics
Once the pump pulse is over, the dynamics on the ground and excited surfaces decouple. Since the focus of the calculation is shifted to the products, free propagation of the wave function is carried out on the excited surface alone. The excited wave function e (t f ) induced by the excitation pulse at time t f described in Sec. III B was used as the initial state. The propagation was carried out by Eq. ͑2.3͒ with a time step of tЈϭ2000 a.u. Intermediate 50 fs snapshots of the evolving wave function were stored. Figures 5 and 6 show several snapshots starting from two different initial wave functions. ͑Also see Table III At the early stage of the dynamics the motion is along the symmetric stretch direction, down the potential slope, across the saddle point and ''uphill'' in the direction of the three body dissociation. Only when the wave function crosses the saddle point does motion in the direction of the antisymmetric stretch becomes significant. This is the stage of the dynamics, leading eventually to bond cleavage.
The wave function that was initiated as an antisymmetric eigenstate on the ground surface is ''better suited'' for such motion, and enters the second stage earlier, falling rapidly into the exit channels without ascending much into three body dissociation ͓Fig. 5͑a͔͒. On the other hand, the wave function that is initially centrosymmetric continues ascending much further before bifurcating into the exit channels ͓Fig. 6͑a͔͒.
The wave function enters the exit channels with a substantial amount of excess energy (ϳ1.2 eV͒, which translates into two asymptotic modes: vibration of the I 2 Ϫ fragment, and translation of the I atom away from the I 2 Ϫ molecule. Coherent vibrational motion of the antisymmetric wave function is seen clearly in Fig. 5͑b͒ , and less evidently in 6͑b͒. After longer propagation, the wave function is no longer compact because of the large distribution in translational energy which smears the wave packet into a long ''snake'' ͓Figs. 5͑c͒ and 6͑c͔͒. Due to the limited bandwidth of the exciting pulse a strong correlation exists between the vibration and translation modes of the excited wave function. Accordingly the most rapidly propagating portions of the reactive packet are least excited vibrationally and vice versa, while the slower parts have greater vibrational energy.
Analysis of the energy distribution of the wave function after it reached the asymptotic region of the potential is shown in Fig. 7 . The broader distribution for the symmetric wave function comes from the higher ascent of this wave function in the three body dissociation direction, which results in higher vibrational energy in the exit channel. FIG. 5 . Propagation of the wave packet e (t) generated by the pump pulse, on the excited surface. The initial state g (0) of the wave function is the first excited state of the antisymmetric mode. The scaling is in Ångstroms .   FIG. 6 . Propagation of the wave packet e (t) generated by the pump pulse, on the excited surface. The initial state g (0) of the wave function is the first excited state of the symmetric mode. The first wave function in ͑b͒ is ''chopped'' at the top of the frame by an absorbing potential. The scaling is in Ångstroms.
E. Probe pulse
The probe pulse in the photodissociation experiment of I 3 Ϫ is tuned to the absorption of the product I 2 Ϫ in the range of 600-800 nm. It is important to state at the outset that with significant vibrational excitation the nascent product absorption spectrum should be significantly broadened. This transition is to a dissociative state of I 2 Ϫ . This means that the probe is only sensitive to the vibrational motion of the product. To obtain the absorption signal of the probe pulse the impulsive limit can be employed in weak fields 33 
͑3.4͒
where pr is the width of the probe pulse, 2⌬(r)ϭV e (r)ϪV g (r)Ϫប pr is the difference between the excited and ground surface potentials of I 2 Ϫ , and W is the integrated intensity of the pulse.
Examining Eq. ͑3.3͒ it is immediately apparent that the probe pulse is sensitive only the vibrational position density at the point of resonance of the probe pulse pr . Once the evolving wave packet reaches the asymptotic channel it can be decomposed into vibrational and translational eigenstates: e ͑ r,R,t ͒ϭ ͚ n,i c ni ͑t͒ n ͑r͒ i ͑R͒.
͑3.5͒
These eigenstates can be propagated by phase shifting, allowing propagation of the asymptotic wave function to very long times with almost no computational cost. The accuracy 7 . The product energy distribution of the photodissociation product. The probability density as a function of the vibrational-translational state is shown. The contours depict a projection of the function on the vibrational-translational plane, and the bottom graphs show a projection on the vibrational-probability plane. In ͑a͒ the initial state of the wave function is the first excited state of the antisymmetric mode. In ͑b͒ the initial state of the wave function is the first excited state of the symmetric mode.
of this procedure was checked by comparison to a direct propagation and was found satisfactory ͑90% overlap for a duration of 500 fs͒. Integrating over the translational degrees of freedom a reduced vibrational density operator is obtained, (v,vЈ) . It was found that the simulated probe signal was solely determined by the reduced vibrational density once the wave function reached its asymptotic channel.
Examining Fig. 8 it is clear that the larger modulations of the probe signal are induced upon excitation of the antisymmetric stretch mode. This must be associated with the compact nature of the reactive packet generated from these initial states. The phase of the signal is also shifted to earlier times because the wave packet enters the exit channel earlier.
In general the signal decays in time due to the significant anharmonic motion of the I 2 Ϫ vibration which is created in a highly excited state. The modulations from the averaged thermal signal are somewhat smaller since the individual contributions are slightly out of phase.
IV. DISCUSSION
The calculation methods developed in this study are constructed in order to gain insight into the photodissociation dynamics. The computation is designed to address more than one experimental probe, in particular the relations between frequency resolved probes and time dependent probes. The simulation incorporated realistic pulse durations for the pump and probe interactions. The drawback of the current calculation is that the influence of the surrounding solvent is absent. Within a quantum mechanical framework the influence of the solvent could be incorporated by a reduced description. This means solving the Liouville von Neumann equation. 33 The propagation methods developed in Sec. II are suited for the dissipative Liouville propagation, which also possesses complex eigenvalues. Work in this direction is in progress.
Another alternative is to employ classical MD methods, 4 or a mixture of quantum and classical methods. The drawback of the classical MD approach is that quantum interferences which determine the energy of the excited surface wave packet induced by a long pulse are absent. The advantage of MD is the facile implementation of solvent effects including molecular details of the solvent.
It is important to reiterate that inclusion of vibrationally excited states of the reactant into the model has proven to be of utmost importance. The effects of vibrational excitation on the reactants are important to incorporate into our modeling and interpretation of the experiments. The extremely large effect that the excitation in the asymmetric stretching motion has on every aspect of the photochemical outcome, be it vibrational excitation in the products, the emergence time of isolated fragments, or the depth of modulation in the transient spectrum, underscores this clearly.
In the earlier report 2 which considered instantaneous excitation from the vibrational ground state, an effort was made to predict the effects of solvation on the dynamics. The emerging wave packet was qualitatively divided into ''early exiting portions'' and ''late exiting portions.'' Furthermore the hypothesis was presented that these somewhat illseparated portions of the density would fare very differently with the solvent shell which surrounds the molecule. The former which enters at an early stage into the exit channel, i.e., rapidly decides which two nuclei will become I 2 Ϫ , should see moderate interference of the solvent in the vibrational dynamics of the fragment. The latter, in contrast, could be completely dephased by a head-on collision with solvent along the symmetric stretch, and lead to negligible contributions to any vibrational coherence in the products. Including the various vibrational states in the model amplifies this concept, and introduces an inhomogeneous aspect into the dynamics, where at the outset we have well defined subpopulations that are predicted to exhibit very different reaction dynamics, including the effect of the solvent shell. Thus, the excited vibrational levels along the asymmetric stretch become the designated early exiting populations, and the vibrationless asymmetric stretch population clearly the late exciting portion of the population. It is found that after the amplitude separated into the exit channels a reduced vibrational density is sufficient to describe the dynamics. This further allows us to predict that the contributions to the coherent vibrations and spectral modulations in triiodide dissociation in liquids could be dominated by population initially excited along the asymmetric stretch, which should in turn be enhanced by increasing the temperature.
It is interesting to point out the distinct roles played by vibrational excitation into the symmetric and asymmetric stretches in molding both the dynamics and absorption spectroscopy of I 3 Ϫ . In light of dynamical interpretation of spectroscopy it is customary to assume that vibrational excitation which leads to strong changes in the absorption spectrum will have a large effect on the ensuing dynamics. Here we are faced with the somewhat counterintuitive situation where excitation in the dark mode is exclusively influential in the dynamics.
But beyond considering the effect of vibrational excitation alone, it is important to point out that while the source of influence is the vibrational motion, the real driving force for the diverging chemical dynamical paths here is the breaking of molecular symmetry, 49 prior to photoexcitation. While in isolation the triiodide ion is predicted to be linear and centrosymmetric, previous reports in the literature deal with cases where solvation may lead to a breaking of symmetry. In many crystal lattices the triiodide ion is either bent or asymmetrically displaced leading to substantial changes in the electronic spectrum. More recently Myers and co-workers 48 have studied the resonance Raman spectra of I 3 Ϫ in several organic solvents, and have concluded that the appearance of weak overtones of the asymmetric stretch in the spectra of some of these solvents indicates that centrosymmetricity may already be broken due to interactions with the solvent or the counterions. In view of the results presented here, it is hard to overemphasize the crucial effect such a symmetry breaking might have on the dynamics of triiodide dissociation in solution.
This study demonstrates the importance of quantum dynamical calculations in gaining insight on a complicated chemical encounter even in solution. The main asset of the computational methods developed in this study are their flexibility to address different types of experimental probes. These can be time dependent such as the spectral modulations of the product, or time independent such as the absorption or Raman spectrum. The method can be extended beyond the perturbative limit of the light matter interaction. Through the calculation of the expectation value of the dipole operator frequency and time resolved experiments can be simulated.
