Classificação de Alto Nível Baseada em Entropia da Rede by Neto, Filipe Alves & Zhao, Liang
Classificac¸a˜o de Alto Nı´vel Baseada em Entropia da Rede
Filipe Alves Neto1, Liang Zhao2
1 Departamento de Cieˆncias de Computac¸a˜o
Instituto de Cieˆncias Matema´ticas e de Computac¸a˜o
Universidade de Sa˜o Paulo (USP)
Av. Trabalhador Sa˜o-carlense, 400, 13560-970, Sa˜o Carlos, SP, Brasil
filipeneto@usp.br
2Departamento de Computac¸a˜o e Matema´tica
Faculdade de Filosofia, Cieˆncias e Letras de Ribeira˜o Preto
Universidade de Sa˜o Paulo (USP)
Av. Bandeirantes, 3900, 14040-901, Ribeira˜o Preto, SP, Brasil
zhao@usp.br
Abstract. Traditional data classification is based only on physical features of
input data. It is called low level classification. Data classification by consider-
ing not only physical attributes but also pattern formation is denominated high
level classification. We present here an undergraduate research that proposes a
new high level classification technique that calculates the network entropies be-
fore and after the insertion of a data item to be classified. Then, we classify it as
belonging to the class which results in the largest increase of the entropy. Our
method can execute classification tasks according to both similarity and pattern
formation of input data. In summary, this technique calculates how significant
a data item is for each class performing a new way to classify data.
Resumo. Te´cnicas tradicionais de classificac¸a˜o que baseiam-se apenas em ca-
racterı´sticas fı´sicas dos dados sa˜o chamadas de classificac¸a˜o de baixo nı´vel. Se
consideram, ale´m dos atributos fı´sicos, o padra˜o de formac¸a˜o, sa˜o denominadas
te´cnicas de classificac¸a˜o de alto nı´vel. Apresenta-se aqui o projeto de iniciac¸a˜o
cientı´fica que propo˜e o desenvolvimento de uma nova te´cnica de classificac¸a˜o de
alto nı´vel baseada na medic¸a˜o das entropias da rede antes e depois da inserc¸a˜o
de um item a ser classificado. Este item e´ classificado como pertencente a` classe
que resultar o maior aumento nas medic¸o˜es. O me´todo pode classificar os dados
por sua similaridade e padra˜o de formac¸a˜o. Em resumo, esta te´cnica calcula a
importaˆncia do dado para cada uma das classes.
1. Introduc¸a˜o
Te´cnicas de aprendizado de ma´quina sa˜o capazes de construir modelos que podem organi-
zar algum conhecimento ou imitar certo comportamento humano atrave´s de representac¸a˜o
computacional dos dados obtidos de diversos domı´nios [Bishop 2006]. Tais te´cnicas sa˜o
tradicionalmente dividas em duas classes principais: aprendizado supervisionado e apren-
dizado na˜o-supervisionado [Mitchell 1997].
O aprendizado supervisionado tem como objetivo obter conhecimento de amostras
rotuladas de classes conhecidas. Neste caso, a te´cnica constro´i um mapa entrada-saı´da
baseado na observac¸a˜o dos dados de treinamento. Quando os ro´tulos sa˜o constituı´dos
por valores discretos, o problema e´ denominado classificac¸a˜o e, quando contı´nuos, re-
gressa˜o. No aprendizado na˜o-supervisionado, a principal tarefa e´ agrupar os dados
por algum crite´rio de similaridade. Em seu processo de aprendizado, apenas as carac-
terı´sticas dos dados sa˜o analisados, pois na˜o ha´ conhecimento a priori de suas classes
[Mitchell 1997, Russell e Norvig 2003].
Redes neurais artificiais [Bishop 1995, Haykin 1998], ma´quina de vetores de su-
porte [Burges 1998], a´rvores de decisa˜o [Quinlan 1986] e k-vizinhos mais pro´ximos
[Cover e Hart 1967] sa˜o exemplos de te´cnicas tradicionais de classificac¸a˜o em que as ca-
racterı´sticas fı´sicas dos dados, como distaˆncia, similaridade ou densidade, sa˜o utilizadas
no processo de aprendizagem [Silva e Zhao 2012].
Outras pesquisas buscam considerar no processo de aprendizagem, ale´m
das caracterı´sticas fı´sicas dos dados, as caracterı´sticas de formac¸a˜o dos padro˜es,
que possuem significado semaˆntico. Entre elas, pode-se citar a te´cnica de
co-treinamento [Blum e Mitchell 1998] e a web semaˆntica [Lee et al. 2001,
Shadbolt et al. 2006].
Classificac¸a˜o baseada nas caracterı´sticas fı´sicas dos dados, mas na˜o os padro˜es de
formac¸a˜o da classe, e´ chamada de classificac¸a˜o de baixo nı´vel, enquanto a classificac¸a˜o
que considera, ale´m das caracterı´sticas fı´sicas dos dados, o padra˜o de formac¸a˜o destes, e´
dita classificac¸a˜o de alto nı´vel [Silva e Zhao 2012].
Este artigo apresenta o desenvolvimento do projeto de iniciac¸a˜o cientı´fica, desen-
volvida pelo aluno Filipe Alves Neto sob a orientac¸a˜o do Professor Doutor Zhao Liang,
que propo˜e uma nova te´cnica de classificac¸a˜o de dados de alto nı´vel baseada na extrac¸a˜o
de caracterı´sticas topolo´gicas e dinaˆmicas de redes complexas atrave´s de suas entropias.
A Sec¸a˜o 2 deste artigo elucida as motivac¸o˜es para a escolha do projeto. A Sec¸a˜o 3
apresenta os objetivos do trabalho. A Sec¸a˜o 4 aborda os principais conceitos e te´cnicas
para o entendimento deste projeto. O desenvolvimento do projeto e´ apresentado na
Sec¸a˜o 5. As sec¸o˜es 6 e 7 descrevem, respectivamente, os resultados e as concluso˜es
obtidas durante o desenvolvimento deste.
2. Motivac¸o˜es
As te´cnicas de classificac¸a˜o de dados, quando aplicadas a conjuntos de dados reais, devem
lidar com diversas dificuldades, como ruı´dos, erros e variac¸o˜es dos dados [Wood 1996].
Uma imagem, por exemplo, pode apresentar variac¸o˜es de rotac¸a˜o, translac¸a˜o ou escala
[Tang 2009]. A literatura fornece uma se´rie de te´cnicas para lidar com estes problemas
cla´ssicos.
Entretanto, em alguns casos, apenas a observac¸a˜o das caracterı´sticas fı´sicas dos
dados na˜o e´ suficiente para obter bons resultados na classificac¸a˜o dos dados.
A tarefa exemplificada pela Figura 1 e´ um exemplo destes casos. Pelo padra˜o
visual, conseguimos sem dificuldade diferenciar as duas classes: os pontos verdes marca-
dos por “+” formam um “quadrado”, enquanto os pontos azuis marcados por “x” formam
uma “circunfereˆncia”. Deste modo, podemos classificar os pontos vermelhos marcados
por “*” como pertencentes a` classe da “circunfereˆncia”. Mas uma te´cnica tradicional,
Figura 1. Exemplo de uma tarefa de classificac¸a˜o onde os pontos vermelhos
marcados por “*” devem ser classificados em uma das outras duas classes, “+”
ou “x”.
provavelmente, classificaria estes dados erroneamente, pois cada ponto vermelho possui
maior similaridade fı´sica com os pontos pertencentes a` classe do “quadrado”.
Apesar dos estudos relacionados a` classificac¸a˜o de alto nı´vel, ainda na˜o ha´ um es-
quema explı´cito e geral para lidar com estes problemas na literatura [Silva e Zhao 2012].
3. Objetivos
O objetivo deste projeto foi desenvolver e aprimorar nova uma te´cnica de classificac¸a˜o de
dados de alto nı´vel. A te´cnica deve ser capaz de analisar as caracterı´sticas locais e globais
dos dados fornecidos e com isso obter bons resultados no processo de classificac¸a˜o. A
avaliac¸a˜o quantitativa da te´cnica foi realizada atrave´s da aplicac¸a˜o em bases de dados
reais e artificiais.
4. Conceitos e Te´cnicas Relevantes
Nesta sec¸a˜o, os conceitos e as te´cnicas relevantes utilizados ao longo do desenvolvimento
do projeto sera˜o apresentados.
4.1. Redes Complexas
Redes complexas sa˜o grafos em larga escala com um padra˜o de conexo˜es na˜o tri-
vial [Boccaletti et al. 2006, Albert e Baraba´si 2002, Newman 2010]. Neste artigo, con-
sideramos os termos grafo e rede como equivalentes.
Diversos fenoˆmenos naturais podem ser representados por uma rede, como es-
truturas cerebrais, interac¸o˜es sociais e a internet. Em uma rede, cada elemento e´ repre-
sentado por um ve´rtice e as conexo˜es entre estes elementos sa˜o representadas por ares-
tas [Costa et al. 2007].
Alguns exemplos de fenoˆmenos que foram modelados utilizando redes complexas
incluem a Internet [Faloutsos et al. 1999], a World Wide Web [Albert et al. 1999], redes
neurais biolo´gicas [Sporns 2002], redes sociais entre indivı´duos [Carrington et al. 2005],
cadeias alimentares [Montoya e Sole´ 2002], redes de distribuic¸a˜o da corrente sanguı´nea
[West et al. 2009] e rotas de entrega postal e de distribuic¸a˜o de energia ele´trica
[Albert et al. 2004]. O estudo da topologia e dinaˆmica destas redes permite a compre-
ensa˜o e caracterizac¸a˜o destes sistemas [Costa et al. 2007].
4.2. Caminhada Aleato´ria e Cadeia de Markov
Caminhada aleato´ria e´ um processo dinaˆmico fundamental [Noh e Rieger 2004]. Dada
uma rede e um ponto inicial, seleciona-se um vizinho aleatoriamente e move-se ate´ este
vizinho; enta˜o seleciona-se aleatoriamente um vizinho deste u´ltimo ve´rtice selecionado e
mova-se ate´ este; e assim por diante. A sequeˆncia de pontos selecionados e´ chamada de
caminhada aleato´ria [Lova´sz 1996].
Cadeia de Markov e´ um processo estoca´stico definido por um nu´mero conta´vel ou
finito de estados onde a probabilidade condicional do processo estar em dado estado no
tempo atual depende apenas do estado anterior e na˜o da sequeˆncia de estados precedentes
a este [Ross 2007]. A matriz formada pelos valores destas probabilidades e´ chamada de
matriz estoca´stica do processo.
A caminhada aleato´ria e´ uma cadeia de Markov finita reversı´vel no tempo, ou
seja, toda cadeia de Markov pode ser interpretada como um passeio aleato´rio em uma
rede direcionada com pesos nas arestas [Lova´sz 1996].
Distribuic¸a˜o estaciona´ria de uma cadeia de Markov e´ a distribuic¸a˜o de probabili-
dades tal que a distribuic¸a˜o no instante t+ 1 e´ igual a` distribuic¸a˜o no instante t, indepen-
dentemente do estado inicial [Ross 2007].
Se a cadeia de Markov e´ irredutı´vel e ergo´dica, a distribuic¸a˜o estaciona´ria existe e
e´ u´nica [Ross 2007]. Uma cadeia deMarkov e´ irredutı´vel se todos os estados comunicam-
se entre si e e´ ergo´dica se todos seus estados sa˜o aperio´dicos e positivos recorrentes
[Ross 2007].
4.3. Entropia da Rede
Entropia da rede pode ser expressa como a entropia de Kolmogorov-
Sinai [Kolmogorov 1958] da matriz estoca´stica associada a` matrix de adjaceˆncia
da rede. Demetrius e Manke (2005) apresentam evideˆncias que esta medida esta´
quantitativamente relacionada com a capacidade da rede suportar modificac¸o˜es aleato´rias
em sua estrutura.
Ale´m disso, a entropia da rede tambe´m caracteriza a multiplicidade dos caminhos
internos. Deste modo, esta medida e´ inversamente proporcional a` me´dia dos caminhos
mais curtos [Demetrius e Manke 2005].
Como consequeˆncia destas propriedades, a entropia da rede captura as carac-
terı´sticas locais e globais dos dados, fazendo desta medida ideal para para a classificac¸a˜o
de alto nı´vel.
4.4. Classificac¸a˜o de Dados de Alto Nı´vel baseada em Redes
Silva e Zhao (2012) propo˜em uma te´cnica de classificac¸a˜o de alto nı´vel onde a rede ca-
racteriza o padra˜o de formac¸a˜o dos dados, explorando suas propriedades topolo´gicas. O
processo de classificac¸a˜o, inicialmente, constro´i uma rede para cada classe. Em seguida,
o processo verifica a conformidade entre o padra˜o de formac¸a˜o da rede e o dado a ser
classificado. Esta conformidade e´ verificada atrave´s da comparac¸a˜o de medidas da rede
antes e depois da inserc¸a˜o do dado na rede.
Para a formac¸a˜o da rede, sa˜o utilizadas as te´cnicas ǫ-radius e k-vizinhos mais
pro´ximos. As medidas utilizadas na comparac¸a˜o das redes sa˜o grau me´dio, coeficiente de
clusterizac¸a˜o e assortatividade [Silva e Zhao 2012].
5. Desenvolvimento
A te´cnica proposta nesse projeto analisa os padro˜es encontrados nas classes atrave´s de re-
des formadas pelos dados de entrada. O processo de classificac¸a˜o da te´cnica aperfeic¸oado
ao longo do projeto sera´ abordado nesta sec¸a˜o.
Considere o conjunto de treinamento denotado como Xtreinamento =
{(x1, y1), ..., (xn, yn)}, onde o primeiro componente da i-e´sima tupla denota os atributos
do i-e´simo item de dado. Se existirem d atributos em cada item de dado, dizemos que o
conjunto de dados e´ d-dimensional. O segundo componente da i-e´sima tupla caracteriza o
ro´tulo da classe associado ao i-e´simo item de dado. O objetivo no aprendizado supervisi-
onado e´ construir um mapa de x para y. Este mapa e´ chamado classificador. O classifica-
dor construı´do pode ser verificado atrave´s de um conjunto de teste Xteste = {x1, ..., xm},
em que os ro´tulos na˜o sa˜o providos e Xtreinamento ∩ Xteste = ∅. Em nosso problema,
os ro´tulos sa˜o valores discretos – yi ∈ {1, ..., L}, ∀i ∈ {1, ..., n} –, enta˜o o problema e´
chamado classificac¸a˜o.
Com base nessas definic¸o˜es, o processo de classificac¸a˜o dos dados e´ realizado
em treˆs etapas. Na primeira fase, sa˜o construı´das as redes que representara˜o as classes e
cada um dos itens de dados a serem classificados. Na etapa seguinte, sera˜o calculadas as
entropias de cada uma das redes previamente construı´das. Por fim, com estas informac¸o˜es,
os itens de dados sa˜o classificados.
5.1. Fase de Formac¸a˜o das Redes
No primeiro passo do processo de classificac¸a˜o, sa˜o construı´das redes para cada uma das
classes. Estas redes devem ser na˜o direcionadas, com pesos nas arestas e com um u´nico
componente conectado. Denomina-se Gl a rede que representa a classe l ∈ {1, ..., L}.
Para a construc¸a˜o das redes Gl, cada item de dado do conjunto de treinamento,
Xtreinamento, pertencente a` classe l e´ representado como um ve´rtice na rede. Chamamos
de Z(G) = {zi} o conjunto de vetores de caracterı´sticas, zi, que representam cada um dos
ve´rtices da rede G. Neste caso, Z(Gl) = {xi|xi ∈ Xtreinamento e yi = l}. Havera´ uma
conexa˜o entre dois ve´rtices se a distaˆncia euclidiana entre os vetores de caracterı´sticas dos
itens de dados associados a` estes for menor que determinado valor limite. Ale´m disso, os
pesos das arestas devem ser inversamente proporcionais a` distaˆncia dos ve´rtices. Enta˜o, o
peso entre dois ve´rtices, i e j, e´ calculado por
aij = aji =


1 if ||xi − xj || = 0
( 1
||xi−xj ||
)α if 0 < ||xi − xj || ≤ ǫ
0 if ||xi − xj || > ǫ
(1)
Deste modo, a rede construı´da, representada pela matriz de adjaceˆncia A = (aij),
preserva a similaridade e a topologia dos dados. O paraˆmetro ǫ > 0 age como o valor
limite da distaˆncia entre os ve´rtices, enquanto o paraˆmetro α ≥ 0 indica o quanto a
distaˆncia entre os ve´rtices sera˜o consideradas, isto e´, se a→ 0, o peso das arestas tendem
a ter valores bina´rios.
Na etapa seguinte, sera´ necessa´rio encontrar a distribuic¸a˜o estaciona´ria do pro-
cesso estoca´stico associado a` matriz A. Para garantir a existeˆncia desta distribuic¸a˜o, o
processo deve ser ergo´dico e irredutı´vel. Como aii = 1, ∀i, o processo sera´ ergo´dico.
Para garantir que o processo seja irredutı´vel, as redes devem conter um u´nico componente
conectado, logo deve-se escolher um valor para o paraˆmetro ǫ que reflita esta condic¸a˜o.
Em seguida, sa˜o construı´das as redes G
(i)
l , ∀l ∈ {1, ..., L} e ∀i ∈ {1, ..., u}, tal
que Z(G
(i)
l ) = Z(Gl) ∪ {xi|xi ∈ Xteste}, seguindo a Equac¸a˜o 1, exceto para os casos




5.2. Fase de Ca´lculo das Entropias
Nesta fase, a entropia de cada uma das redes e´ calculada. Para isto, e´ necessa´rio obter a
matrix estoca´stica P = (pij) associada a cada uma das redes.
Seja λ o autovalor dominante da matriz A e (vi) o autovetor correspondente, a





A partir deste resultado, a entropia da rede e´ a entropia dinaˆmica, H(P ), do pro-




πiHi, onde Hi = −
∑
j
pij log pij, (3)
onde (πi) e´ a distribuic¸a˜o estaciona´ria do processo P . Para a pro´xima etapa do processo
de classificac¸a˜o, denomina-seH(G) a entropia da rede G.
5.3. Fase de Decisa˜o
Por fim, define-se o classificador fuzzyC que decide qual classe determinado item de dado
pertence. A hipo´tese implı´cita no classificador e´: se o i-e´simo item de dado do conjunto
de teste, Xteste, pertence a` classe l ∈ {1, ..., L}, o aumento proporcional da entropia δ
(i)
l ,
e´ ma´ximo. Esta ideia e´ justificada pela propriedade da rede de lidar com modificac¸o˜es
aleato´rias, deste modo, um item de dado que na˜o pertence a` certa classe na˜o gerara´ gran-
des mudanc¸as na rede que representa esta classe. Como conclusa˜o, o classificador C e´
capaz de analisar a importaˆncia do dado para cada classe. Matematicamente, a probabili-

















Os valores de C(i, l) variam entre 0 e 1, e
∑L
k=1C(i, k) = 1.
6. Resultados
Nesta sec¸a˜o, sera˜o apresentadas duas simulac¸o˜es da aplicac¸a˜o da te´cnica proposta em
uma base de dados real e em uma artificial. Na primeira simulac¸a˜o, utiliza-se a base
Iris [Bache e Lichman 2013], que e´ amplamente estudada na literatura. Em seguida, a
te´cnica e´ testada em uma base de dados artificiais que simula uma tarefa difı´cil para
classificac¸a˜o de baixo nı´vel.
6.1. Simulac¸a˜o com a Base Iris
A base Iris conte´m 3 classes, Iris Setosa, Iris Versicolour e Iris Virginica, com 50
instaˆncias cada. As classes referem-se a um tipo de planta. Uma das classes e´ linearmente
separa´vel das demais, enquanto as outras duas classes na˜o sa˜o linearmente separa´veis en-
tre si [Bache e Lichman 2013]. A te´cnica proposta foi testada nesta base na simulac¸a˜o
apresentada a seguir.
Os resultados da simulac¸a˜o com os paraˆmetros ǫ variando entre 1 e 2, e o
paraˆmetro α = 0, 1, 2 sa˜o mostrados na Figura 2. Neste caso, os melhores resultados sa˜o
obtidos com valores mais baixos dos paraˆmetros, chegando a` 96% de acura´cia me´dia em
validac¸a˜o cruzada com 10 pastas. E´ importante destacar que valores ǫ < 1 na construc¸a˜o
das redes na˜o geram um u´nico componente conexo para esta base.
Para destacar os detalhes do processo de classificac¸a˜o, na Figura 3, e´ indicado o
aumento proporcional da entropia da rede, δ
(i)
l , causado pela inserc¸a˜o dos itens de dados
do conjunto de teste em cada uma das redes que representam as classes. As redes foram
construı´das com 66% dos dados no conjunto de treinamento e os paraˆmetros utilizados
foram ǫ = 1 e α = 0.
Na Figura 3(a), apresenta-se em detalhes a proporc¸a˜o entre os valores da entropia
antes e depois da inserc¸a˜o dos itens da classe Iris Setosa do conjunto de teste nas redes de
cada classe. Nesta figura, observa-se que estes dados aumentam a entropia apenas na rede
de mesma classe. Isto acontece porque a classe Iris Setosa e´ linearmente separa´vel das
demais classes. Similarmente, o aumento da entropia causado pela inserc¸a˜o dos itens da
classe Iris Versicolour do conjunto de teste e´ exemplificado na Figura 3(b). Finalmente,





















Figura 2. Uma ana´lise da acura´cia do classificador em diferentes valores dos
paraˆmetros ǫ e α aplicados na base Iris utilizando o me´todo de validac¸a˜o cruzada
com 10 pastas. Foram escolhidos treˆs valores diferentes para α. Na coordenada
horizontal variam os valores para o paraˆmetro ǫ, enquanto na coordenada vertical






























(c) Itens da classe Iris Virginica.
Figura 3. Comparac¸a˜o do aumento proporcional da entropia da rede para cada
classe ao inserir itens de dados do conjunto de teste. As redes que representam
as classes foram construı´das com 66% dos dados e com os paraˆmetros ǫ =
1 e α = 0. A Figura 3(a) mostra a inserc¸a˜o dos itens da classe Iris Setosa, a
Figura 3(b) dos itens da classe Iris Versicolour e a Figura 3(c) os itens da classe
Iris Virginica. Pontos azuis indicam os valores de δ
(i)
IrisSetosa, ∀i. Pontos verdes e
vermelhos indicam, respectivamente, δ
(i)
IrisV ersicolour e δ
(i)
IrisV irginica, ∀i.
a Figura 3(c) apresenta os resultados da inserc¸a˜o dos itens da classe Iris Virginica do
conjunto de teste. Enfatizados nesta u´ltima figura, encontram-se os itens de dados que
foram classificados incorretamente como pertencentes a` classe Iris Versicolour.
6.2. Simulac¸a˜o com Grades Parcialmente Sobrepostas
O me´todo de classificac¸a˜o proposto e´ testado, nesta simulac¸a˜o, em uma base de dados
artificial em que te´cnicas tradicionais na˜o sa˜o capazes de extrair informac¸o˜es suficientes
para classificar corretamente os dados.
A base de dados artificial, descrita pela Figura 4, consiste em duas classes que
formam duas grades parcialmente sobrepostas. Aproximadamente 4% das grades se in-
terseccionam.










Figura 4. Representac¸a˜o da base de dados artificial construı´da para avaliar a
te´cnica proposta neste projeto. A base contem duas classes bidimensionais que
se intersectam. As classes possuem padra˜o de formac¸a˜o similar, de fato, ambas
as classes sa˜o grades com distaˆncia 1 entre os itens adjacentes, mas a classe
“vermelha” possui itens deslocados em relac¸a˜o aos itens da classe “azul”.


























Figura 5. Um estudo detalhado da performance da te´cnica proposta comparada
a outras te´cnicas tradicionais aplicadas na base de dados artificiais descrita na
Figura 4 variando o tamanho do conjunto de treinamento. A linha azul com cir-
cunfereˆncias indicam os resultados da te´cnica proposta com paraˆmetros ǫ =∞ e
α = 1. A linha vermelha com x mostra a performance atingida pelo classificador
MLP com 4 neuroˆnios na camada de saı´da, com 500 e´pocas e taxa de aprendi-
zado 0.3. A linha verde com losangos demonstra os resultados do classificador
SVM com base radial.
Apesar da dificuldade deste problema, uma vez que na regia˜o da intersecc¸a˜o os
dados possuem mais vizinhos da outra classe, a te´cnica proposta obteve melhores resulta-
dos que as outras te´cnicas. Na Figura 5, e´ demonstrado o qua˜o bem cada uma das te´cnicas
classificou os dados com diferentes quantidades de dados na conjunto de treinamento. As
te´cnicas tradicionais utilizadas aqui foram Perceptron Multi-camadas (MLP) e Ma´quina
de Vetores de Suporte (SVM).
O classificador MLP obteve acura´cia entre 96.3% e 97.5%, enquanto o SVM ob-
teve taxa de acerto entre 90.4% e 96.3%. E´ importante mencionar que estes valores de
acura´cia na˜o sa˜o bons, pois mais de 92% dos dados neste problema podem ser considera-
dos fa´ceis de serem classificados.
A te´cnica proposta, em contraste, pode classificar corretamente mais de 98% dos
dados do conjunto de teste utilizando apenas 40% dos dos dados no conjunto de treina-
mento. Ale´m disso, obteve 100% de acura´cia com 90% dos itens no conjunto de treina-
mento.
7. Concluso˜es
Neste artigo, foi apresentado o projeto de iniciac¸a˜o cientı´fica que propo˜e o desenvolvi-
mento de uma nova te´cnica de classificac¸a˜o de dados de alto nı´vel baseada em entropia da
rede. Este novo me´todo desenvolvido classifica dados baseado na importaˆncia do item de
dado na rede que representa uma determinada classe atrave´s de suas caracterı´sticas fı´sicas
e semaˆnticas.
Em relac¸a˜o a` te´cnica, a escolha dos paraˆmetros da fase de construc¸a˜o da rede,
ǫ e α, e´ crucial para que o classificador obtenha bons resultados. O paraˆmetro ǫ influ-
encia o nu´mero de conexo˜es entre os ve´rtices da rede, enquanto o paraˆmetro α decide
a importaˆncia da distaˆncia entre os ve´rtices conectados. Por exemplo, a escolha dos
paraˆmetros na simulac¸a˜o com a base Iris foi ǫ = 1 e α = 0 resultou na construc¸a˜o de
redes bina´rias com poucas conexo˜es entre os ve´rtices.
Ale´m disso, a situac¸a˜o apresentada na Subsec¸a˜o 6.2 demonstra a ineficieˆncia de
te´cnicas tradicionais quando a similaridade entre os dados na˜o e´ suficiente para classifica´-
los, uma vez que estas te´cnicas consideram apenas aspectos locais e na˜o globais dos
dados. Este problema e´ facilmente resolvido quando aplicado a te´cnica proposta. Os
pro´ximos passos do desenvolvimento deste projeto consistem em reconhecer e estudar
aplicac¸o˜es reais equivalentes a este caso artificial.
Esta te´cnica, pore´m, possui algumas limitac¸o˜es, entre elas, o me´todo na˜o e´ es-
cala´vel para grandes bases de dados, a escolha do valor paraˆmetros na˜o e´ intuitiva e a
te´cnica na˜o apresenta bons resultados em classes desbalanceadas, pois a entropia depende
do tamanho da rede.
Concluindo, este trabalho mostra-se em vias de aprimorar os resultados atuais
das aplicac¸o˜es de classificac¸a˜o de dados reais apresentando inovac¸o˜es para a teoria de
Aprendizado de Ma´quina.
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