On the spectral radius of simple digraphs with prescribed number of arcs by Jin, Ya-Lei & Zhang, Xiao-Dong
ar
X
iv
:1
50
9.
07
37
2v
1 
 [m
ath
.C
O]
  2
4 S
ep
 20
15
On the spectral radius of simple digraphs with prescribed
number of arcs∗
Ya-Lei Jin and Xiao-Dong Zhang†
Department of Mathematics, and Ministry of Education
Key Laboratory of Scientific and Engineering Computing,
Shanghai Jiao Tong University
800 Dongchuan road, Shanghai, 200240, P.R. China
Abstract
This paper presents a sharp upper bound for the spectral radius of simple digraphs with
described number of arcs. Further, the extremal graphs which attain the maximum spectral
radius among all simple digraphs with fixed arcs are investigated. In particular, we characterize
all extremal simple digraphs with the maximum spectral radius among all simple digraphs with
arcs number e = 2
(
k
2
)
+ t and k > 4t4 + 4.
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1 Introduction
Let D = (V,E)(or (V (D), E(D))) be a simple digraph (i.e., no loops and no multiarcs) with
vertex set V and arc set E, where |V | = n and |E| = e. The loop is the arc which starts and ends
at a same vertex v. The multiarcs are the arcs which start at a same vertex vi and end at a same
vertex vj , where vi 6= vj . The adjacent matrix of D is A(D) = (aij) or A for short, where aij = 1 if
there is an arc from vi to vj , 0 otherwise. Then by Perron-Frobenius theorem, there is an eigenvalue
ρ(D) which is the largest modula value of all eigenvalues of A(D). Moreover, ρ(D) is called the
spectral radius of D. The n-complete simple digraph is the simple digraph
←→
Kn in which every pair of
vertices is an arc, while the n-complete digraph with loops is the digraph
←→
K0n in which every pair of
vertices is an arc including a loop at each vertex. Hence
←→
Kn has n(n− 1) arcs while
←→
K0n has n
2 arcs.
The clique number of a simple digraph D, denoted by w(D), is the maximal integer k such that the
k-complete simple digraph is a subgraph of D.
In 1985, Brualdi and Hoffman [2] firstly investigated the maximum spectral radius for a digraph
(maybe have loops but no multiarcs) with e arcs.
∗This work is supported by National Natural Science Foundation of China (No.11271256), Innovation Program of
Shanghai Municipal Education Commission (No.14ZZ016) and Specialized Research Fund for the Doctoral Program
of Higher Education (No.20130073110075).
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Theorem 1.1 [1] Let D be a digraph (loops are allowed but no multiarcs) with e = m2 or e = m2+1.
Then
ρ(D) ≤ m (1)
with equality if and only if apart from isolated vertices, D is a complete digraph
←→
K0m of order m for
e = m2; D is a complete digraph
←→
K0m of order m with one additional arc for e = m
2+1 and m ≥ 3.
Later, Friedland [6] characterized the extremal digraphs for several classes of the digraphs (maybe
have loops but no multiarcs) with some other arcs numbers e.
Theorem 1.2 [6] Let D be a digraph (maybe have loops but no multiarcs) with e arcs.
(1). If e = m2 + l and 1 ≤ l ≤ 2m, then
ρ(D) ≤ m+
√
m2 + 2l
2
, (2)
with equality if and only if l = 2m and, apart from isolated vertices, D is obtained from the complete
digraph
←−−→
K0m+1 of order m+ 1 by removing a loop at one vertex.
(2). If e = m2 + 2m− 3 and m ≥ 3, then
ρ(D) ≤ m− 1 +
√
m2 + 6m− 7
2
, (3)
with equality if and only if D is obtained from a complete digraph
←−−→
K0m+1 of order m+1 by removing
a complete digraph
←→
K02 of order 2.
(3). If l ≥ 2, there exists a constant Cl such that if m ≥ Cl, the maximum value of the spectral
radius of digraphs (loops are allowed but no multiarcs) with e = m2 + l arcs can be achieved by the
spectral radius of a digraph obtained from a complete digraph
←→
K0m of order m by including a new
vertex u and arcs in both directions joining u and ⌊ l2⌋ vertices of
←→
K0m, and, if l is odd, an arc in
either direction joining u and an additional vertex of
←→
K0m.
On the other hand, Snellman [12] proved the following result which in some sense is complementary
to that of (3) in Theorem 1.2.
Theorem 1.3 [12] Let s 6= 4 be a positive integer. Then there exists a constant Cs such that if
m > Cs, the maximum value of the spectral radius of digraphs (loops are allowed but no multiarcs)
with e = (m+ 1)2 − s arcs and m+ 1 vertices can be attained by a digraph obtained from ←−−→K0m+1 by
removing the loop at a vertex w together with ⌊ s2⌋ pairs of arcs (in both directions) between w and
other vertices, and in the case that s is odd, one additional arc from w to another vertex.
However, until now, the problem of characterizing all extremal graphs with the maximum spectral
radius of all digraphs (loops are allowed but no multiarcs) with fixed arcs number e is not completely
solved. For the spectral radius of digraphs, several upper bounds for digraphs in terms of digraph
parameters, such as degree, clique number etc, can be found in [3, 4, 5, 8, 9, 10, 13]. For more results
on the spectra of the digraphs, you can refer to the excellent survey [1]. In the above theorems, they
always considered the spectral radius of all digraphs with loops and the fixed number of arcs. It is
natural to ask what is the spectral radius of all simple digraphs (no loops, no multiarcs) with the
fixed number of arcs. In this paper, we mainly consider the following problem:
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Problem 1.4 Let e be an integer and D(e) be the set all simple digraphs with the fixed number of
arcs e. Denote by
ρ(e) = max{ρ(D)|D ∈ D(e)}. (4)
Determine the value ρ(e) in terms of e and characterize all extremal simple digraphs with ρ(e).
This problem depends only on the number of arcs e but not on the number of vertices n. It is easy
to see that ρ(e) is an increasing function on e. Moreover, if e = k(k − 1) + t with 0 ≤ t ≤ 2k − 1,
let D# be the simple digraphs of order k + 1 which are obtained from
←→
Kk by adding a new vertex
v and ⌊ t2⌋ arcs in both directions joining v and ⌊ t2⌋ vertices of
←→
Kk, and, if t is odd, an arc in either
direction joining v and an additional vertex of
←→
Kk. Then
A(D#)T =
(
Jk − Ik α⌊ t
2
⌋
αT
⌈ t
2
⌉
0
)
or A(D#) =
(
Jk − Ik α⌊ t
2
⌋
αT
⌈ t
2
⌉
0
)
,
where α⌊ t
2
⌋ is a k−dimensional vector whose first ⌊ t2⌋ components are 1, the others are 0. It is easy
to see that ρ(D#) is the largest positive root of the equation
λ3 − (k − 2)λ2 − (k + ⌊ t
2
⌋ − 1)λ+ ⌊ t
2
⌋(k − ⌈ t
2
⌉ − 1) = 0.
The main result of this paper may be stated as follows.
Theorem 1.5 Let e = k(k − 1) + t be a positive integer with 2 ≤ t ≤ 2k − 1. If k > 4t4 + 4, then
ρ(e) = ρ(D#). Moreover, if ρ(D) = ρ(e) for D ∈ D(e), then apart from isolated vertices, D = D#.
In other words, for any D ∈ D(e), ρ(D) ≤ ρ(D#) with equality if and only if apart from isolated
vertices, D = D#.
In addition, for some values e, we characterize all extremal simple digraphs.
Theorem 1.6 (1). If e = k(k − 1), then ρ(e) = k − 1. Moreover,
ρ(D) = ρ(e) = k − 1
for D ∈ D(e) if and only if D is, apart from isolated vertices, complete simple digraph ←→Kk.
(2). If e = k(k − 1) + 1, then ρ(e) = k − 1. Moreover, if k > 2, then
ρ(D) = ρ(e) = k − 1
for D ∈ D(e) if and only if D is, apart from isolated vertices, the complete simple digraph ←→Kk with
one additional arc. If k = 2, then
ρ(D) = k − 1
for D ∈ D(e) if and only if D is, apart from isolated vertices, oriented triangle or the complete
simple digraph
←→
K2 with one additional arc.
(3). If e = k(k − 1) + 2k − 2, then ρ(e) = k−2+
√
(k−2)2+8(k−1)
2 . Moreover,
ρ(D) = ρ(e) =
k − 2 +
√
(k − 2)2 + 8(k − 1)
2
3
for D ∈ D(e) if and only if D is, apart from isolated vertices, complete simple digraph ←−−→Kk+1 by
removing complete simple digraph
←→
K2.
(4). If e = k(k − 1) + 2k − 1, then ρ(e) = k−1+
√
(k−1)2+4(k−1)
2 . Moreover,
ρ(D) = ρ(e) =
k − 1 +
√
(k − 1)2 + 4(k − 1)
2
for D ∈ D(e) if and only if D is, apart from isolated vertices, complete simple digraph ←−−→Kk+1 by
removing one arc.
The rest part of this paper is organized as follows. In section 2, some known useful and pre-
liminary results are provided. In Sections 3 and 4, we present the proofs of Theorems 1.5 and 1.6,
respectively.
2 Preliminaries
An n× n nonnegative matrix A = (aij) ≥ 0 is called irreducible if for all 1 ≤ i, j ≤ n there is an
integer k such that (Ak)ij > 0. It is well known that A(D) is irreducible if and only if D is strongly
connected. If A is irreducible, by Perron-Frobenius theorem, there exist two positive vectors u, v
such that
n∑
i=1
ui =
n∑
i=1
vi = 1, Au = ρ(A)u, A
T v = ρ(A)v,
and u, vT are called the Perron and left Perron vector of A. Let
ν(A) =
√
ρ(AAT ),
where A is a matrix (maybe not a square matrix), then ν(·) is a matrix norm on Mn(R) which is
the set of all n× n real matrices (see p. 295-296[7]). Thus ν(·) is a sub-multiplicative norm, i.e., for
A, B ∈Mn(R),
ν(AB) ≤ ν(A)ν(B).
Furthermore, ν(·) is an induced matrix norm induced by Euclidean vector norm || · ||. Then, for
x ∈ Rn,
||Ax||2 = xTATAx ≤ ν(A)2||x||2.
The definition of ν(·) implies that
ν(A)2 = ν(AT )2 ≤ tr(AAT ).
Where tr(AAT ) denotes the trace of AAT . If A is an m× n matrix and B is an n×m matrix, then
by using ν(·) is a sub-multiplicative norm, we have
ν(AB) ≤ ν(A)ν(B),
since ν(AB) = ν([A, 0]·[BT , 0]T ) ≤ ν([A, 0])ν([BT , 0]T ) = ν(A)ν(B) form ≥ n, where [A, 0], [BT , 0]T
are m×m matrices. Similarly for m < n. Friedland proved the following results in [6]
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Theorem 2.1 [6] Let ν(·) be the spectral norm of the matrices and
A =
(
0 A12
A21 0
)
, B =
(
B11 0
0 0
)
. (5)
Then ρ(A+B) ≤ ν(B11)+(ν(B11)2+4ν(A12A21))1/22 .
Theorem 2.2 [6] Let A,B be nonnegative matrices with the form (5) and
B11 = βuv
T − γI, u, v ≥ 0, vTu = 1, β > γ > 0.
Then ρ(A+B) is the unique positive solution of r of
∞∑
i=0
β
vT (A12A21)
iu
ri(r + γ)i+1
= 1.
It follows from Theorem 2.2 that
Corollary 2.3 Let A and B be nonnegative matrices with the form (5). If B1 = Jk − Ik, then
ρ(A+B) is the unique positive solution of r of
∞∑
i=0
1T (A12A21)
i1
ri(r + 1)i+1
= 1,
where 1 is all ones vector.
In order to study the spectral radius of digraphs in D(e), we need more notations. Let D∗(e) be
the set of all simple strongly connected digraphs with e arcs. In addition, let D∗∗(e) be the set of
all simple strongly connected digraphs whose vertex set {v1, · · · , vn} can be arranged such that the
following two conditions holds. (i). If (vi, vj) ∈ E(D) with 1 ≤ i < j ≤ n, then (vi, vl) ∈ E(D) for
l = 1, · · · , j and l 6= i; (ii). N+(vi) \ {vj} ⊇ N+(vj) \ {vi} for 1 ≤ i < j ≤ n, where N+(vi) =
{v| (vi, v) ∈ E(D)}. It is easy to see that D# ∈ D∗∗(e), e = k(k − 1) + t, 0 ≤ t ≤ 2k − 1, t 6= 1.
In subsequence content, without loss of generality, for any D ∈ D∗∗(e), we always assume that the
vertices {v1, · · · , vn} of D are arranged to satisfy the above two conditions. Let V1 ⊂ V (D), the
induced digraph by V1 in D is denoted by D[V1], which is the graph with vertex set V1 and edge set
E1 = {(u, v) ∈ E(D)|u, v ∈ V1}. Moreover, it is easy to see that the following proposition holds.
Proposition 2.4 Let D ∈ D∗∗(e) with vertex set {v1, · · · , vn}. If w(D) = w, then D[{v1, v2, ..., vw}]
=
←→
Kw, (vi, vj), (vj , vi) /∈ E(D) with i, j > w, and (vw, vj) /∈ E(D) for j = w + 1, · · · , n or
(vj , vw) /∈ E(D) for j = w + 1, · · ·n. In other words,
A(D) =
(
Jw − Iw A12
A21 0
)
, (6)
where the last row of A12 is a zero vector or the last column of A21 is a zero vector.
Without loss of generality, we always assume that the last column of A21 is a zero vector. Further,
for the fixed integer e, denote by
ρ∗(e) = max{ρ(D)| D ∈ D∗(e)},
ρ∗∗(e) = max{ρ(D)| D ∈ D∗∗(e)}.
Now we discuss the relationship among ρ(e), ρ∗(e) and ρ∗∗(e).
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Proposition 2.5 Let e = k(k − 1) + t with 0 ≤ t ≤ 2k − 1. If t 6= 1, then ρ(e) = ρ∗(e), in other
words, the digraphs having the maximum spectral radius in D(e), apart from isolated vertices, are
strongly connected.
Proof. Clearly, ρ∗(e) ≤ ρ(e), because of D∗(e) ( D(e). Conversely, let D ∈ D be a digraph without
isolated vertices such that ρ(D) = ρ(e). Now we claim that D has to be strongly connected. In fact,
if D is not strongly connected, then A(D) is reducible. Hence there exists a permutation matrix P
such that
PA(D)PT =
(
A(D1) 0
A21 A(D2)
)
,
where D1 is strongly connected with e1 < e arcs and ρ(D) = ρ(D1), and (A21, A(D2)) contains
at least one 1. it is observed that the spectral radius of digraphs is nondecreasing with respect to
adding an arc, i.e., ρ(e) ≤ ρ(e + 1). If D1 is not the simple complete digraph ←→Kw, then ρ(D) =
ρ(D1) < ρ(D1 + a) ≤ ρ(e1 + 1) ≤ ρ(e), where a is an arc. it is a contradiction. If D1 is the simple
complete digraph
←→
Kw, then (A21, A(D2)) contains at least e−k(k−1) = t > 1 arcs. Hence let D3 be
strongly connected digraph obtained from D1 by adding a new vertex and joining bidirected arcs.
Then ρ(e) = ρ(D) = ρ(D1) < ρ(D3) ≤ ρ(e1 + 2) ≤ ρ(e). It is a contradiction. Hence D is strongly
connected and the assertion holds.
Proposition 2.6 Let e = k(k − 1) + t, 0 ≤ t ≤ 2k − 1. If t 6= 1, then ρ(e) = ρ∗(e) = ρ∗∗(e).
Proof. It follows from Proposition 2.5 that it is sufficient to prove the assertion if ρ(D) = ρ(e)
for D ∈ D∗(e), then there exists a simple digraph D′ ∈ D∗∗(e) such that ρ(D′) = ρ(e). Let x =
(x1, · · · , xn)T be Perron vector of A(D) with x1 ≥ x2 · · · ≥ xn. If there exist 1 ≤ i ≤ j and 1 ≤ l < j
with l 6= i such that (vi, vj) ∈ E(D) and (vi, vl) /∈ E(D), then let D1 be a simple digraph with e
arcs obtained from D by deleting an arc (vi, vj) and adding an arc (vi, vl). Clearly, A(D1)x ≥ ρ(e)x
which implies that ρ(D1) ≥ ρ(e). Hence ρ(e) = ρ(D1) = ρ(e) and x is also Perron vector of A(D1).
Further, by Proposition 2.5, D1 is strongly connected. By repeating this process, there exists a
simple strongly connected digraph D2 such that x is the Perron vector of A(D2) corresponding
to ρ(e), and satisfies the following proposition that if (vi, vj) ∈ E(D) with 1 ≤ i < j ≤ n, then
(vi, vl) ∈ E(D) for l = 1, · · · , j and l 6= i. Further, we claim N+(vi) \ {vj} ⊇ N+(vj) \ {vi} for
1 ≤ i < j ≤ n. In fact, if N+(vi) \ {vj} + N+(vj) \ {vi}, then by (1), we have d(vi) < d(vj). We
consider the following three cases:
Case 1. d(vj) ≤ i, then 0 ≤ ρ(e)(xi − xj) = −
d(vj)∑
t=d(vi)+1
xt < 0, which is a contradiction.
Case 2. i < d(vj) ≤ j, then 0 ≤ ρ(e)(xi − xj) ≤ −
d(vj)∑
t=d(vi)+1
xt < 0, which is a contradiction.
Case 3. j < d(vj), then ρ(e)(xi−xj) ≤ −
d(vj)∑
t=max{d(vi),i}+1
xt+xj−xi. Hence 0 ≤ (ρ(e)+1)(xi−xj)
≤ −
d(vj)∑
t=max{d(vi),i}+1
xt < 0, which is also a contradiction.
Hence D2 ∈ D∗∗(e) and ρ(D2) = ρ(e). This completes the proof.
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Corollary 2.7 Let e = k(k−1)+ t with 0 ≤ t ≤ 2k−1 and t 6= 1. If D# is the only simple digraph
having the maximum spectral radius in the set D∗∗(e), then apart from isolated vertices, D# is the
only simple digraph having the maximum spectral radius in the set D(e).
Proof. Let D be any simple digraph with e arcs and no isolated vertices which has the maximum
spectral radius in the set D(e), i.e., ρ(D) = ρ(e). By Proposition 2.5, D has to be strongly connected.
By the proof of Proposition 2.6, there exists a strongly connected digraph D1 ∈ D∗∗(e) such that
ρ(D1) = ρ(D) and x is the Perron vector of A(D) and A(D1) corresponding to eigenvalue ρ(e).
By the condition of Corollary 2.7, D1 = D
#. Hence x = (x1, · · · , xn)T is the Perron vector of
A(D#) which implies x1 = x2 = · · · = xt/2 > x1+t/2 = · · · = xk > xk+1. Therefore it follows from
A(D)x = ρ(e)x that vi(1 ≤ i ≤ t/2) is adjacent to all the other vertices, vj(t/2 + 1 ≤ j ≤ k) is
adjacent to all other vertices except vk+1, and vk+1 is adjacent to vi, 1 ≤ i ≤ t/2 for even t. Then
D = D#. If t is odd number, by the same method, it is easy to see that D = D#. So the assertion
holds.
3 Proof of the theorem 1.5
In order to present the proof of Theorem 1.5, we begin to give several upper bounds for the
spectral radius of digraphs in the set D∗∗(e), which is interesting in its own right.
Lemma 3.1 Let e = 2
(
k
2
)
+ t with 0 ≤ t ≤ 2k − 1 and t 6= 1. If D ∈ D∗∗(e), then ρ(D) ≤
w−1+
√
(w−1)2+2(e−w(w−1))
2 ≤
k−1+
√
(k−1)2+2t
2 , where w is the clique number of D.
Proof. Since D ∈ D∗∗(e), we assume that A(D) has the form (6) by Proposition 2.4. Hence by
Theorem 2.1,
ρ(D) ≤ ρ(Jw − Iw) +
√
ρ(Jw − Iw)2 + 4ν(A12A21)
2
≤ w − 1 +
√
(w − 1)2 + 4ν(A12)ν(A21)
2
≤
w − 1 +
√
(w − 1)2 + 4
√
|E(A12)||E(A21)|
2
≤ w − 1 +
√
(w − 1)2 + 2(|E(A12)|+ |E(A21)|)
2
=
w − 1 +
√
(w − 1)2 + 2(e− w(w − 1))
2
.
Let 2f(w) = w − 1 +
√
(w − 1)2 + 2(e− w(w − 1)). Then 2f ′(w) = 1 − w√
(w−1)2+2(e−w(w−1))
> 0
for 1 ≤ w ≤ k− 1. On the other hand, f(k− 1) ≤ f(k) = k−1+
√
(k−1)2+2t
2 . This completes the proof
of this lemma.
In particular, for D ∈ D∗∗(e) and w(D) = k, we characterize all extremal digraphs with the
maximum spectral radius.
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Lemma 3.2 Let e = 2
(
k
2
)
+ t with 0 ≤ t ≤ 2k − 1. If D ∈ D∗∗(e) and w(D) = k > 2, then
ρ(D) ≤ ρ(D#) with equality if and only if D = D#.
Proof. Since D ∈ D∗∗(e), we assume that A(D) has the following form.
A(D) =

Jk − Ik A12 A13A21 0 0
A31 0 0


n×n
,
where A12, A
T
21 are k×1 matrices. Moreover, y = (y1, · · · , yn)T is an eigenvector of A(D) correspond-
ing to ρ(D) with y1 ≥ y2 ≥ · · · ≥ yn > 0. If n = |V (D)| > k+1, then denote by |E(Aij)| the number
of 1 in Aij . It is easy to see that p =: |E(A12)|+ |E(A13)| ≥ t/2 or q =: |E(A21)|+ |E(A31) ≥ t/2,
say q ≥ t/2. Clearly, t−min{q, k − 1} ≤ k − 1. Let
B =

Jk − Ik B12 0B21 0 0
0 0 0


n×n
,
where B12 is a k−dimensional column vector whose first t −min{q, k − 1} components are 1, and
0 otherwise, B21 is a k−dimensional row vector whose first l = min{q, k} components are 1, and 0
otherwise. Moreover, let D1 be a simple digraph whose adjacency matrix is the (k + 1) × (k + 1)
principal submatrix of B. Then ρ(D1) = ρ(B) and D1 ∈ D(e). Let x = (x1, · · · , xk+1, 0, · · · , 0)T
be the positive eigenvector of BT corresponding to ρ(B). Then x1 = · · · = xq ≥ xq+1 ≥ · · · ≥
xk+1 > 0. If B21 − A21 6= 0, then xk+1(B21 − A21)(y1, · · · , yk)T > 0. Further, since the last
k − p rows of (A12, A13) are zero, we have (x1, · · · , xk)[(B12 − A12)yk+1 − A13(yk+2, · · · , yn)T ] ≥
(x1, · · · , xk)[(B12 −A12)yk+1 −A13(1, · · · , 1)T yk+2] ≥ xp(yk+1 − yk+2)|E(A13)| ≥ 0. Therefore,
(ρ(D1)− ρ(D))xT y = xT (B −A(D))y
= xT

 0 B12 −A12 −A13B21 −A21 0 0
−A31 0 0

 y
= (x1, · · · , xk)[(B12 −A12)yk+1 −A13

 yk+2· · ·
yn

] + xk+1(B21 −A21)


y1
y2
· · ·
yk


> 0.
Then ρ(D1) > ρ(D). If B21 −A21 = 0, then we have
(x1, · · · , xk)[(B12 −A12)yk+1 −A13(yk+2, · · · , yn)T ] > xp(yk+1 − yk+2)|E(A13)| ≥ 0,
since A31 6= 0 and |E(B12)|+ |E(B21)| = t. Thus we also get ρ(D1) > ρ(D). Hence we may assume
that |V (D)| = k + 1 and
A(D) =
(
Jk − Ik A12
A21 0
)
(k+1)×(k+1)
,
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where the first p components of A12 are 1 and the first q components of A21 are 1 with p + q = t
and p ≤ q. By Corollary 2.3, ρ(D) is the unique positive solution of
∞∑
i=0
1T (A12A21)
i1
ri(r + 1)i+1
= 1,
i.e.,
k
r + 1
+ pq
∞∑
i=1
(p ∧ q)i−1
ri(r + 1)i+1
= 1,
where p ∧ q = min{p, q}. On the other hand, ρ(D#) is the unique positive solution of
k
r + 1
+ ⌊ t
2
⌋⌈ t
2
⌉
∞∑
i=1
(⌊ t2⌋)i−1
ri(r + 1)i+1
= 1.
Hence ρ(D) ≤ ρ(D#) with equality if and only if D = D#. This completes the proof.
Lemma 3.3 Let e = 2
(
k
2
)
+ t with 0 ≤ t ≤ 2k − 1. If D ∈ D∗∗(e) with
A(D) =
(
Jw − Iw A12
A21 0
)
.
Then
||AT121||2 + ||A211||2 ≤ pw2 + (|E(A12)|+ |E(A21)| − pw)2,
1T (A12A21)1 ≤ p′(w−1)w+
⌊ |E(A12)|+ |E(A21)| − p′(2w − 1)
2
⌋⌈ |E(A12)|+ |E(A21)| − p′(2w − 1)
2
⌉
,
where p = ⌊ |E(A12)|+|E(A21)|w ⌋ and p′ = ⌊ |E(A12)|+|E(A21)|2w−1 ⌋.
Proof. Let α = (w, · · · , w︸ ︷︷ ︸
p
, |E(A12)|+ |E(A21)|−pw, 0, · · · , 0)T , then (1TA12,1TAT21)T is majorized
by α. For majorization, the readers may see [11]. By Lemma 9 in [6], we have
||AT121||2 + ||A211||2 = ||(1TA12,1TAT21)T ||2 = (1TA12,1TAT21)(˙1TA12,1TAT21)T ≤ ||α||2.
Let
|E(A12)| = s1w + t1 with 0 ≤ t1 ≤ w − 1,
|E(A21)| = s2(w − 1) + t2 with 0 ≤ t2 ≤ w − 2,
|E(A12)|+ |E(A21)| = p′(2w − 1) + t3 with 0 ≤ t3 ≤ 2w − 2.
Moreover, let β = (w, · · · , w︸ ︷︷ ︸
s1
, t1, 0, · · · , 0)T and γ = (w − 1, · · · , w − 1︸ ︷︷ ︸
s2
, t2, 0, · · · , 0)T . Then 1TA12, 1TAT21
are majorized by β, γ, respectively. By Lemma 9 in [6], we have 1T (A12A21)1 ≤ βTγ.
If s1 < s2, then s1w+ t1 + s2(w− 1)+ t2 ≥ s1(2w− 1), which implies p′ ≥ s1 and t1 + (w− 1) ≤
s1w + t1 + s2(w − 1) + t2 − p′(2w − 1) ≤ t3 for p′ = s1. Hence
βT γ ≤
{
s1w(w − 1) + t1(w − 1) < p′w(w − 1) + ⌊ t32 ⌋⌈ t32 ⌉, for s1 < p′
pw(w − 1) + t1(w − 1) ≤ p′w(w − 1) + ⌊ t32 ⌋⌈ t32 ⌉, for s1 = p′
.
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If s1 ≥ s2, by the same method, it is easy to prove that
βTγ ≤ s2w(w − 1) + wt2 ≤ p′w(w − 1) + ⌊ t3
2
⌋⌈ t3
2
⌉.
This completes the proof of the lemma.
Lemma 3.4 Let e = k(k − 1) + t with 2 ≤ t ≤ 2k − 1. If k > 4t4 + 4 and ρ(D) = ρ∗∗(e) for
D ∈ D∗∗(e), then D = D#.
Proof. Clearly, ρ(D) = ρ(e) ≥ ρ(D#) > k − 1 for 2 ≤ t ≤ 2k − 1. By Proposition 2.4, we can
assume that
A(D) =
(
Jw − Iw A12
A21 0
)
.
Denote by
e1 = |E(A12)| = s1w + t1, with 0 ≤ t1 ≤ w − 1 ,
e2 = |E(A21)| = s2(w − 1) + t2 with 0 ≤ t2 ≤ w − 2.
Then w := w(D) > k − 1 − √t. Otherwise, by Lemma 3.1, we have w ≤ k − 1 − √t and ρ(D) ≤
w−1+
√
(w−1)2+2(e−w(w−1))
2 < k − 1. Further,
e−w(w−1) = (k−w)(k−w−1)+2w(k−w)+ t ≤
√
t(
√
t+1)+2w(k−w)+ t = 2w(k−w)+2t+
√
t,
e−w(w−1) = (k−w)(k−w−1)+2w(k−w)+t ≤ (
√
t+1)2+(2w−1)(k−w)+t = (2w−1)(k−w)+2t+2
√
t+1,
which implies e1 + e2 ≤ min{(2w− 1)(k −w) + 2t+ 2
√
t+ 1, 2w(k−w) + 2t+√t}. By Lemma 3.3,
w > k− 1−√t, k > 4t4+4 and e1+ e2 ≤ min{(2w− 1)(k−w)+ 2t+2
√
t+1, 2w(k−w)+ 2t+√t},
we have
1T (A12A21)1 ≤ (k − w)w(w − 1) + ⌊ (k − w)
2 + t
2
⌋⌈ (k − w)
2 + t
2
⌉, (7)
and
||AT121|| ||A211|| ≤
||AT121||2 + ||A211||2
2
≤ (k − w)w2 + ((k − w)(k − w − 1) + t)
2
2
≤ (k − w)w2 + 3t2. (8)
Moreover,
∞∑
i=0
1T (A12A21)
i1
ri(r + 1)i+1
≤ w
r + 1
+
1T (A12A21)1
r(r + 1)2
+
∞∑
i=2
||AT121|| ν(A12A21)i−1 ||A211||
ri(r + 1)i+1
≤ w
r + 1
+
1T (A12A21)1
r(r + 1)2
+
||AT121|| ν(A12A21) ||A211||
r(r + 1)2(r(r + 1)− ν(A12A21))
≤ w
r + 1
+
1T (A12A21)1
r(r + 1)2
+
||AT121|| ν(A12)ν(A21) ||A211||
r(r + 1)2(r(r + 1)− ν(A12)ν(A21))
≤ w
r + 1
+
1T (A12A21)1
r(r + 1)2
+
||AT121||
√
tr(A12)tr(A21) ||A211||
r(r + 1)2(r(r + 1)−
√
tr(A12)tr(A21))
≤ w
r + 1
+
1T (A12A21)1
r(r + 1)2
+
((k − w)w2 + 3t2)√e1e2
r(r + 1)2(r(r + 1)−√e1e2) .
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Then for r ≥ k − 1, the above inequalities are majorized by
f(r) =
1
r + 1
[
w +
1T (A12A21)1
k2 − k +
((k − w)w2 + 3t2)√e1e2
(k2 − k)(k2 − k −√e1e2)
]
.
Since
w +
1T (A12A21)1
k2 − k +
((k − w)w2 + 3t2)√e1e2
(k2 − k)(k2 − k −√e1e2) − 1
is the solution of f(r) = 1, let g(r) =
∑∞
i=0
1
T (A12A21)
i
1
ri(r+1)i+1 . We observe the following fact:
g(r), f(r) are strictly decreasing on (0,∞) and g(r) ≤ f(r) for r on [k − 1,∞). If g(a) = 1,
f(b) = 1 where 0 ≤ a, b, then a ≤ b. Moreover if g(r) < f(r) on [b,∞), then a < b.
Therefore we have
ρ(D) ≤ w + 1
T (A12A21)1
k2 − k +
((k − w)w2 + 3t2)√e1e2
(k2 − k)(k2 − k −√e1e2) − 1.
If w = k − s, 1 ≤ s < √t+ 1, combining with inequalities (7) and (8), we have
√
e1e2 ≤ e1 + e2
2
≤ s(k − s) + t+
√
t/2,
k2 − k −√e1e2 ≥ k2 − k − (s(k − s) + t+
√
t/2),
1TA12A211 ≤ s(k − s)(k − s− 1) + (t+ 1)2,
||AT121|| ||AT121|| ≤ s(k − s)2 + 3t2.
Hence
ρ(D) ≤ k − s+ s(k − s)(k − s− 1) + (t+ 1)
2
k2 − k +
(s(k − s)2 + 3t2)(s(k − s) + t+√t/2)
(k2 − k)(k2 − k − (s(k − s) + t+√t/2)) − 1
= k − 1 + −2s
2 + s2(s+ 1)/k + (t+ 1)2/k
k − 1 +
(s(1 − s/k)2 + 3t2/k2)(s(1 − s/k) + t/k +√t/2k)
(k − 1)(1− 1/k − (s(k − s) + t+√t/2)/k2) (9)
≤ k − 1− 2s
2
3(k − 1) .
Then ρ(D) < k − 1, this is a contradiction. So we know that if k > 4t4 + 4, then ρ(D) < k − 1 for
w(D) < k. For w(D) = k, by Lemma 3.2, the assertion holds. This completes the proof.
Remark: In the proof of the above theorem, we have used k > 4t4 + 4 in the inequality (9).
Otherwise, let s = 1, k < (t + 1)2, from inequality (9), we only can get an upper bound for ρ(D),
but not get ρ(D) < k − 1. Moreover, we also can see that the formula for the upper bound is
complicated. Further, we also can not get the explicit value of ρ(D#), so it is not easy to estimate
the size relation between this bound with ρ(D#).
Now we are ready to present the proof of the Theorem 1.5:
Proof. By Lemma 3.4, D# is the only simple digraph with e arcs having the maximum spectral
radius in the set D∗∗(e). It follows from Corollary 2.7 that apart from isolated vertices, D# is the
only digraph with e arcs having the maximum spectral radius in the set D(e). Hence the assertion
holds.
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4 Proof of the theorem 1.6
In the above section we have characterized all extremal digraphs having the maximum spectral
radius in the set D(e) for k much larger than t. In this section, we characterize all extremal digraphs
with special arcs number.
Lemma 4.1 If e = k(k− 1) or e = k(k− 1)+2k− 2, then for any D ∈ D∗∗(e), ρ(D) ≤ ρ(D#) with
equality if and only if D = D#.
Proof. If e = k(k − 1), then by Lemma 3.1,
ρ(D) ≤ w(D) − 1 +
√
(w(D) − 1)2 + 2(e− w(D)(w(D) − 1))
2
≤ k − 1
with equality if and only if w(D) = k. On the other hand ρ(D#) = k − 1 for D# ∈ D∗∗(e).
Now let e = k(k − 1) + 2k − 2. If w(D) ≤ k − 1, then by Lemma 3.1,
ρ(D) ≤ w(D) − 1 +
√
(w(D) − 1)2 + 2(e− w(D)(w(D) − 1))
2
≤ k − 2 +
√
(k − 2)2 + 8(k − 1)
2
= ρ(D#).
Moreover, we claim ρ(D) < ρ(D#). In fact, if ρ(D) = ρ(D#), then by the proof of Lemma 3.1,
ν(A12) = ν(A21) =
√
e(A12) =
√
e(A21) =
√
2(k − 1), which implies rank(A12) = 1 and rank(A21) =
1. Hence we have
A12 =
(
Jp×q
0(k−1−p)×q
)
, A21 =
(
Jq×p 0q×(k−1−p)
)
,
where pq = 2(k − 1) and p ≥ 3. By a calculation, we have ρ(D) < k−2+
√
(k−2)2+8(k−1)
2 . It is a
contradiction.
If w(D) = k, by Lemma 3.2, ρ(D) ≤ ρ(D#) with equality if and only if D = D#. Thus the
assertion holds.
Lemma 4.2 Let e = k(k− 1)+1. If D ∈ D(e), then ρ(D) ≤ k− 1 with equality if and only if D is,
apart from isolated vertices, the complete simple digraph
←→
Kk with one additional arc for k > 2 and
oriented triangle or the complete simple digraph
←→
K2 with one additional arc for k = 2.
Proof. For k = 2, there are 3 arcs, so it is easy to check that the assertion holds. Now we assume
that k > 2. There does not exist a simple digraph of order k and arc number e. So we can suppose
that |V (D)| > k and D contains no isolated vertex. It is sufficient to prove that if ρ(D) = ρ(e),
then ρ(D) = k − 1 and D contains ←→Kk as its subgraph. Next we suppose ρ(D) = ρ(e) and D1 is
a strongly connected components with ρ(D1) = ρ(D). We claim that D1 = D or D1 =
←→
Kk. If
D1 6= ←→Kk and D1 6= D, then there exists an edge in E(D) but not in E(D1). Since D1 6= ←→Kk, then
D1 is not a simple complete digraph, add an edge to D1 getting D2, by Perron-Frobenius theorem,
ρ(e) = ρ(D1) < ρ(D2) ≤ ρ(e), a contradiction. If D1 =←→Kk, then we complete the proof. If D1 = D,
By Proposition 2.6, we can suppose that D ∈ D∗∗(e). By Corollary 3.6 in [13], we can find that
ρ(D) <
√
k(k − 1) + 1− (n− 1) ≤ k − 1,
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which is a contradiction. This completes the proof.
Lemma 4.3 Let e = k(k − 1) + 2k − 1. If D ∈ D∗∗(e), then ρ(D) ≤ ρ(D#) with equality if and
only if D = D#.
Proof. If k = 1, the assertion clearly holds. Now we assume that k > 1. If |V (D)| = k + 1, it is
easy to check that D = D#. If n = |V (D)| > k + 1, by Corollary 3.6 in [13],
ρ(D) <
√
k(k − 1) + 2k − 1− (n− 1) ≤
√
k2 − 2.
By the paragraph before Theorem 1.5, A(D#) is the largest positive root of the following equation
ψ(λ) = λ3 − (k − 2)λ2 − (2k − 2)λ− (k − 1) = 0.
It is easy to see that
ψ(
√
k2 − 2) =
√
k2 − 2(k2 − 2k)− (k − 2)(k2 − 2)− (k − 1)
=
2(k − 2)√k2 − 2
k +
√
k2 − 2 − (k − 1)
< 0.
Hence ρ(D) < ρ(D#). This completes the proof.
Now we are ready to give the proof of the Theorem 1.6:
Proof. Theorem1.6 follows from Corollary 2.7, Lemmas 4.1, 4.2 and 4.3.
Corollary 4.4 Let e = k(k − 1) + t with 0 ≤ t ≤ 2k − 1. Then for any digraph D ∈ D(e),
ρ(D) ≤ k − 1 + t2(k−1) .
Proof. For t = 0, 1, by Lemma 4.1 and Lemma 4.2, the assertion holds. Next we assume that
2 ≤ t ≤ 2k − 1. By Proposition 2.6 and Lemma 3.1, we have
ρ(D) ≤ k − 1 +
√
(k − 1)2 + 2t
2
≤ k − 1 + t
2(k − 1) .
This completes the proof.
Based on Theorems 1.5, 1.6 and the computation of spectral radius of simple digraphs in D∗∗(e)
with the number of arcs less than 75, we may propose the following conjecture.
Conjecture 4.5 Let e = k(k − 1) + t, 1 < t < 2k − 2. If D ∈ D∗∗(e), then ρ(D) ≤ ρ(D#) with
equality if and only if D = D#.
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