A new drift compensation method based on Common Principal Component Analysis (CPCA) is proposed. The drift variance in data is found as the principal components computed by CPCA. This method finds components that are common for all gasses in feature space. The method is compared in classification task with respect to the other approaches published where the drift direction is estimated through a Principal Component Analysis (PCA) of a reference gas. The proposed new method -employing no specific reference gas, but information from all gases -has shown the same performance as the traditional approach with the best-fitted reference gas. Results are shown with data lasting 7-months including three gases at different concentrations for an array of 17 polymeric sensors.
Introduction
Chemical sensor arrays combined with read-out electronics and a properly trained pattern recognition stage are considered to be the candidate instrument to detect and recognize odors as gas mixtures and volatiles [1] .
However, a strong limitation in sensor array technology, in addition to selectivity and sensitivity constraints, arise from sensor drift. This phenomenon degrades the stability of the device and makes obsolete the models built in order to recognize and quantify volatiles.
The drift phenomena, in general, are defined as gradual changes in a quantitative characteristic that is assumed to be constant over time. The drift in chemical sensor array devices (also known as e-noses) is a rather complex and inevitable effect, which is generated by different sources. Sensor aging and sensor poisoning influence the device directly through a change in the sensing layer (reorganization of sensor material and contamination).
Additionally, the drift of the sensor response is also implied by experimental operation, this includes thermal and memory effects of sensors, changes in environment and odor delivery system noise.
Many efforts have been made in sensor technology and experimental design aiming to improve the stability of sensors with time. Other efforts have been focused on the data processing methods for drift counteraction that can assist these systems to enlarge their calibration lifetime.
An important assumption for drift-compensation methods in chemical sensor signal processing is that the drift observed int the data is considered to have a preferable direction, rather than a random distribution (according to the definition of drift). This assumption reasonably conforms to the fact that the most disturbances in sensor array data are induced by the sensor side. Other sources of drift also contribute to principal directions of variance as sensors are also assumed to react similarly to the same changes in environment as temperature, humidty variations and others.
The drift evolution can be learned from calibrant samples or the reference process like wash/reference cycle, but that requires a special experimental set up. Univariate methods on baseline manipulation are simple and widely used in the industry [2] . However multivariate methods capture more complex or non-linear drift effects using the information from several sensors in order to model the drift, at the cost of increasing the number of the parameters involved in the correction. Different multivariate methods based on adaptive filters, Component Correction and System Identification theory can be found in the literature [3] [4] [5] . Most of the methods are linear, which allows capturing the most drift variance component, but more complex non-linear approaches have also been reported [6, 7] . This paper proposes a new multivariate method based on Common Principal Component Analysis (CPCA) for drift compensation. The method is compared with respect to the well-established approach of Arthursson et al. as both methods compensate the linear component drift in data by employing a Component Correction (CC) routine [5] . The performance of the algorithms is evaluated on a classification task, with a special attention given to the determination of the variance component of drift, which is a critical point of the methods. The novelty of the CPCA approach consists in computing the drift direction explicitly as a variance common for all the odors classes, so it does not need any specific reference gas. The rest of the paper is organized as follows. The Section 2 describes the dataset and presents the details of the two methods on drift conuteraction. Section 3 reports about results and Section 4 presents the conclusions.
Materials and Methods

Materials
The dataset was obtained the facilities of the University of Manchester. Three gases at different concentration level were measured: ammonia (0.01%, 0.02%, 0.05%), propanoic acid (0.01%, 0.02%, 0.05%), n-buthanol (0.01%, 0.1%). The experiments were repeated on a regular basis during 7 month.
The sensor array was composed by 17 polymeric sensors. A total number of 3925 were acquired and labeled to aforementioned gases and concentrations.
The response of the sensors has 329 seconds time-length, sampled at 1Hz frequency. The compound is induced to the sensor array at instant t = 0s, then the clean air enters the chamber at instant t = 185s.
For feature extraction, the data at instant t = 180s is used from the sensor response, thus forming a 17-dimensional feature space from the array of 17 sensors. The option of using complete number of transient points (329) in the signal was discarded, because of the small improvement in class separation and it would help to exposing the method clearly. The operation on removing the outliers was performed by means of the algorithm of Filzmoser et al. with the default parameters [8] . Hence, the number of samples has been reduced from 3925 to 3484.
Component Correction Method
The component correction method was first proposed by Arthursson at al. in 2000 [5] . The drift component of variance is calculated as the principal component p (or for several components P ) of a certain class, namely the reference gas. To remove the drift from the measurement matrix X, the drift direction in data is subtracted by means of a component correction (CC),
where the vector p represents the linear approximation of the drift direction.
The CC operation is also linear, that in turn preserves the variance in data responsible for class separation and relationship of concentrations.
The approach strictly assumes that the drift component is highly correlated along the gas classes, such that the vector p obtained from the reference gas explains the drift variance for the rest of gases. Since drift often stands for one strong direction in data common for all classes, this strategy seems to be reasonable, but a number of assumptions are considered.
First, there is the assumption that the subspace defined by P (if more than one component is captured) captures only the variance responsible for the drift. However, the data projected onto P may correspond to the variance of the concentration induced by the odor delivery system, for example.
Hence, there is the risk of that some information for gas quantification to be subtracted from the data after the CC operation. Another assumption is related with the fact that sensors can respond to the reference and other gases differently, but this relationship is not managed by the method, as the subspace P contains only information of the reference gas.
Common Principal component Analysis
This paper proposes a generalization of the CC method through a modification on the method of computing the drift subspace of the data. The main basis is to compute the vector p so that it can express the common covariance for all classes, rather than only the variance shown in the reference gas. The Common Principal Component Analysis (CPCA) can be viewed as a generalization of PCA to k groups of classes. Under the Common Principal
Component hypothesis H C , there exists an orthogonal matrix V such that k covariance matrices Σ i are diagonal in the data space defined by V .
CPCA was proposed by Flury in 1984 who first derived the normal theory maximum likelihood estimates of V and L i [9] . CPCA is also referred to as Joint Diagonalization (JD), as simultaneous diagonalization of matrices Σ i is performed.
The exact CPCA solution exists if all the matrices Σ i commute. When it is not the case, the approximate JD problem is stated and can be solved by optimizing different diagonality criterion [10] . In this work, the algorithm of Cardoso is used which performs the orthogonal diagonalization based on Weighted Least-Squared criteria by means of the Givens rotations [11] .
Comparison between PCA and CPCA can provide insight into the application of joint diagonalization for the problem on drift compensation. On one side, PCA finds the direction of maximum variance blindly to the classseparation information. The principal component can be useful for interpretation only in the trivial case of one class, which is the reference gas. On the other side, CPCA analyzes the between-class relationship and its principal components cover the direction of variance common for all classes.
In other words, the CPCA approach has the confident mathematical base to find the drift variance in accordance with the definition of long-term drift.
The PCA approach with the reference class works well only if the reference gas satisfies the requirement to be physically representative. Otherwise, the principal components may capture not only the drift variance, but also the variance in data valuable for data analysis in classification, like concentration oriented components.
An important property of CPCA is that the transformation matrix V is orthogonal (a non-orthogonal formulation of CPCA also exists). Hence, this allows using only several principal components P extracted as columns of the matrix V , in the same manner as for PCA. To estimate the fitness of JD in this work, signal-to-nose ratio (SIR) is used for the components, as in signal processing on speech recognition.
Results
Dataset Description
The sensor data shows complexity for analysis because the influence of a strong drift effect, as shown on The methods are referred to as CC-PCA and CC-CPCA respectively.
To evaluate the algorithms towards drift counteraction, a simple k-NN classifier is used with the parameter of nearest neighbors k = 3. The choice of the classifier seems reasonable to test comparatively the performance of both approximations. Figure 3 shows the validation scheme employed in this paper. The dataset is divided into two Training Sets (T1,T2), representing the first 1000/1200 samples of the data, respectively, and a variety of Validation Sets, which are generated with a moving sliding window as the time between training and validation set increases. The classification model and drift direction in data are computed at the beginning of the time period, in the Training Set.
Then the classification ratio is measured on the data of the Validation Set, previously corrected by one of the drift counteraction methods. This follows a validation scheme specially devised for testing drift algorithms, first proposed by Gutierrez-Osuna in 2000 [12] .
[ Figure 3 about here.]
The number of drift components p in the CC methods can be set to any number. When one component is selected, the drift is assumed linear, whereas several drift components could hint a non-linear or more complex nature of drift. However, there is certain risk that the more components are calculated the more variance is subtracted from the data, and the subtracted variance could capture not only for drift. In this work, only one drift component is used as the final goal is a comparison of the two examined methods.
Drift Component
The two methods CC-PCA and CC-CPCA differ in the way of calculation the subspace of drift in the Training Set. On the other side, the Component Correction operation is common to both methods in order to subtract the drift (computed in the Training Set) from the data in the Validation Set.
Hence, the performance on the two drift-aware methods depends only on the accuracy of calculation of the drift component.
In the CC-PCA method, the first principal component of the reference gas represents the drift direction. The fitness of this direction to the real drift in data is as good as the reference gas is representative along the others. Under CC-CPCA approach, covariance matrices of k gases (in this work k = 3) are jointly diagonalized, and the transformation matrix V determines the common subspace in the data, which is interpreted as the drift component. The number of components for both methods is set to one in order to ease the comparison, but this number should be optimized for each specific application. Since the number of drift component is set to one, the basis vector p with the greatest SIR ratio in the matrix V is selected. For both Training Sets T1 and T2, the SIR value is at the acceptable level and equals to 73% and 82% respectively.
[ Figure 4 about here.]
The evolution of drift in data can be observed in Figure 4 , where the complete dataset is divided into eleven consequent groups of 300 samples, and the drift direction is computed by CPCA for each group. Since the drift is modelled as a vector in the 17-dimencional feature space, the 2-dimencional projection to the PCA plane of the first group is selected for visualization.
The statistical Wilk-Shapiro normality test has been performed for the angle of all the eleven vectors, in order to conclude that there is a statistically significant difference along them ( p − value ≤ 0.001). Therefore, the size of the Training Set (1000-1200 samples) seems to be selected correctly to [ Figure 5 about here.]
Following the mathematical intuition of CPCA, the drift direction from joint diagonalization is believed to correspond to the actual variation of data caused by drift. Thus, the performance of the drift-aware methods based on the joint diagonalization and the ammonia 0.05% reference gas is expected to be close to each other and superior in comparison with the rest two reference gases. The numerical results will be presented in the section 3.3.
Evaluation of the Methods
The power of the examined methods on drift counteraction is performed [ Figure 6 about here.]
For both experiments T1 and T2 the reference curve of uncorrected data (black line) indicates the low classification rate during all period of time.
That means the sensor data is strongly affected by drift starting from the beginning of validation phase, 37 and 49 days respectively on the X axis. part of the drift present in month two, the corrected models behave better than the uncorrected, as the drift component found partially includes this information. In this later case, the models show overall better figures with time, which yields to an increase in the calibration specifications over time.
In terms of performance of the methods, the CC-PCA approach with the reference gas ammonia 0.05% performs as well as CC-CPCA method, as expected from their almost coincident drift directions, for the Training Set T1.
In the experiments with the Training Set T2 the CC-CPCA method shows superior efficiency along the others, and the time-stability of the classification is increased being at the level not below than 80%.
Conclusion
In this manuscript we have proposed a new method based on commonclass variance CC-CPCA that has proven to perform at same level of confidence as CC-PCA approach with the best reference gas (ammonia 0.05%).
Moreover, the drift direction captured by Joint Diagonalization is able to
show better stability to artifacts in the training set for a particular class, as it employs information from all classes, as seen from Training Set T2 experiment. The direction of future work will be related with application of CPCA to the drift compensation problem optimizing the dimension of the subspace obtained by CPCA, using higher order components rather than the first one. 
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