In this paper, the singularity and its effect on learning dynamics in the complex-valued neural network are elucidated. It has learned that the linear combination structure in the updating rule of the complex-valued neural network increases the speed of moving away from the singular points, and the complex-valued neural network cannot be easily influenced by the singular points, whereas the learning of the usual real-valued neural network can be attracted in the neighborhood of singular points, which causes a standstill in learning. Simulation results on the learning dynamics of the three-layered real-valued and complex-valued neural networks in the neighborhood of singularities support the analytical results.
Introduction
Complex-valued neural networks have been applied in various fields dealing with complex numbers or twodimensional data such as signal processing and image processing [1, 2] . The complex-valued neural network can represent more information than the real-valued neural network because the inputs, the weights, the threshold values, and the outputs are all complex numbers, and the complex-valued neural network has some inherent properties such as the ability to transform geometric figures [3] [4] [5] and the orthogonal decision boundary [6, 7] .
In the applications of the multi-layered type real-valued neural networks, the error back-propagation learning algorithm (called here, Real-BP [8] ) has often been used. Naturally, the complex-valued version of the Real-BP (called here, Complex-BP) can be considered, and was actually proposed by several researchers independently in the early 1990's [3] [4] [5] [9] [10] [11] . This algorithm enables the network to learn complex-valued patterns naturally.
On one hand, the researches on the singularity of the learning machines with a hierarchical structure have progressed in the past several years [12] [13] [14] [15] . It has turned out that the singularity has a negative effect on learning dynamics in the learning machines such as real-valued neural networks and gaussian mixture models. Here, a singular point is a point on which the derivatives of an error function are all zero, that is, it is a critical point and can be a local minimum, a local maximum or a saddle point.
In this paper, the singularity and its effect on learning dynamics in the complex-valued neural network are elucidated. As a result, we find that the linear combination structure in the updating rule of the complex-valued neural network increases the speed of moving away from the singular points; the complex-valued neural network cannot be easily influenced by the singular points, whereas the learning of the usual real-valued neural network can be attracted in the neighborhood of singular points, which causes a standstill in learning. Simulation results on the learning dynamics of the three-layered real-valued and complex-valued neural networks in the neighborhood of singularities support the analytical results. It should be noted here that it has been reported that the learning speed of the Complex-BP is two or three times faster than that of the Real-BP on average via computer simulations [5, 16] . This is due to the learning structure of the complex-valued neural networks described above.
Problem on the Singularity
Recently, it has turned out that the singularity has a negative effect on learning dynamics in the real-valued neural networks [12, 13, 15] . That is, the hierarchical structure or a symmetric property on exchange of weights of the the real-valued neural networks have singular points. For example, if a weight v between a hidden neuron and an output neuron is eaual to zero, then no value of the weight vector w between the hidden neuron and the input neurons affects the output value of the real-valued neural network. Then, the weight v is called an unidentifiable parameter, which is a kind of singular point. It has been proved that singular points affect the learning dynamics of learning models, and that they can cause a standstill in learning.
The Complex-Valued Neural Network
This section describes the complex-valued neural network used in the analysis. First, we will consider the following complex-valued neuron. The input signals, weights, thresholds and output signals are all complex numbers. The net input U n to a complex-valued neuron n is defined as:
,
where W mm is the (complexvalued) weight connecting the complex-valued neurons n and m, X m is the (complex-valued) input signal from the complex-valued neuron m, and V n is the (complex-valued) threshold value of the complex-valued neuron n. To obtain the (complex-valued) output signal, convert the net input U n into its real and imaginary parts as follows: i n U x y z = + = , where i denotes 1 − . The (complexvalued) output signal is defined to be 
C to the complex-valued neural network where k x ∈ C is the input signal to the input
and T denotes transposition, the output value of the output neuron is defined to be ( )
; ,
where
is the weight vector of the hidden neuron j ( jk w ∈ C is the weight between the input neuron k and the hidden neuron j ) ( )
ν ∈ C is the weight between the hidden neuron j and the output neuron ( )
of the output neuron, and
which summarizes all the parameters in one large vector.
Given N complex-valued training data
, we use a complexvalued neural network to realize the relation expressed by the data. The objective of the training is to find the parameters that minimize the error function defined by
where ( )
R is a loss function such that ( ) , 0 l y z ≥ and the equality holds if and only if y z = . Note that l is not holomorphic as a complex function because it takes a real value. To the author's knowledge, all of the multi-layered complex-valued neural networks proposed so far (for example [3] [4] [5] [9] [10] [11] ) employ the mean square error ( ) ( ) 
Analytical Dynamics
This section reveals the behavior of the three-layered complex-valued neural network in the neighborhood of singular points, compared with that of the three-layered real-valued neural network via theoretical analysis.
Consider a 1-1-1 complex-valued neural network described in Section 3 for the sake of simplicity. For any input signal 1 x ∈ C to the complex-valued neural network, the output value of the output neuron is defined to be ( ) 10 w ∈ C is the threshold of the hidden neuron, 11 w ∈ C is the weight between the input neuron and the hidden neuron, ( )
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ν ∈ C is the weight between the hidden neuron and the output neuron, C ∈ 0 ν is the threshold of the output neuron, and ( ) ( )
The number of learnable parameters (weights and thresholds) is 8 where a complex-valued parameter is counted as two because it consists of a real part and an imaginary part. The loss function is defined as
where y ∈ C is the training signal for the output neuron.
In the case of the standard gradient learning method, the average learning dynamics is given as follows: 
Then, we investigate the behavior of the weight 1 ν between the hidden neuron and the output neuron in the neighborhood of the singularity 1 0 ν = . Letting 1 0 ν = , from Equation (6), we can easily obtain ( ) ( ) ( )
R to the real-valued neural network, the output value of the real-valued neural network is defined to be , w w = ∈ w R is the weight vector between the input neurons and the hidden neuron ( 1 j w ∈ R is the weight between the input neuron j and the hidden neuron ( )
R is the weight vector between the hidden neuron and the output neurons ( l ν ∈ R is the weight between the hidden neuron and the output neuron . The number of learnable parameters (weights and thresholds) is 7, which is almost equal to that of the complex-valued neural network described above. Thus, the comparison of the learning dynamics using those neural networks is fair. The loss function is defined as
R is the training signal for the output neurons.
The average learning dynamics of the real-valued neural network using the standard gradient learning method is given as follows:
, ;
( ) ( ) 11 11 , ; , l w t w
, ; , l w t w
, ; l t
, from Equations (13) and (14), we can easily obtain ( ) ( ) ( ) (20) and (21)). Thus, we can assume that the speed of the complex-valued neural network of moving away from the singularity is faster than that of the realvalued neural network.
Simulations
We present below the simulation results on the learning dynamics of the three-layered complex-valued neural networks using the standard gradient learning method in the neighborhood of singularities, and compare them with those of the three-layered real-valued neural networks using the standard gradient learning method.
In the experiments, the three sets of (complex-valued) learning patterns shown in Table 1 were used, and the learning constant ε was 0.5. We chose the three-layered 1-1-1 complex-valued neural network where 1 0 =  w and 1 0 ν = were singular points, and the three-layered 2-1-2 real-valued neural network where 0 =  w and 0 ν = were singular points described in Section 4. The comparison using those neural networks is fair because the numbers of the parameters (weights and thresholds) are almost the same: the number of parameters for the 1-1-1 complexvalued network is 8, and that for the 2-1-2 real-valued neural network 7 where a complex-valued parameter i z x y = + is counted as two because it consists of a real part x and an imaginary part y . In the real-valued neural network, the real component of a complex number was input into the first input neuron, and the imaginary w or ( ) 11 12 , w w between the input layer and the hidden layer. We judged that learning finished, when the training error was equal to 0.0001, that is, ( ) x θ in the case of the real-valued neural network.
We investigated the learning speed (i.e., learning cycles needed to converge) for each of the 3 learning patterns in the experiments described above. The results of the experiments are shown in Table 3 . We can find from these experiments that the average learning speed of the complex-valued neural network is approximately 1.4 times faster than that of the real-valued neural network. The superscript * of a number means that the weights between the hidden layer and the output layer stayed in the neighborhood of the singular point 0 or ( ) 0, 0 from the beginning to the end of leaning. Table 4 shows the Euclidean distances between the weights (between the hidden layer and the output layer) and the singular point 0 or ( ) 0, 0 after the first learning cycle. In every case, the weights of the complex-valued neural network moved in the distance from the singular point 0 compared with those of the real-valued neural network. We believe that this phenomenon originates in the linear combinations of ϕ in Equations (22) and (23) shown in Section 4.
In the experiments on the learning patterns 1 and 2, the learning speeds of the cases * were slow uniformly. All the average learning speeds except the cases * were faster than the average learning speed. In the cases * , the Table 2 ). The superscript * of a number means that the weights between the hidden layer and the output layer stayed in the neighborhood of the singlar point 0 or (0, 0) from the beginning to the end of leaning.
(a) Learning pattern 1 weights between the hidden layer and the output layer could not move away from the singular point, but, as a result, the learning speed became slow. And also, the number of cases * of the complex-valued neural network was 1, and that of the real-valued neural network 3, which suggested that the complex-valued neural network was not influenced by singular points compared with the real-valued neural network.
In the experiment on the learning pattern 3, the average learning speed of the complex-valued neural network was 1.4 times faster than that of the real-valued neural network, although there was no cases * in both of the neural networks. Figure 1 shows the weights between the hidden layer and the output layer after the first learning cycle and those after the learning finished for the learning pattern 3. Judging from Figure 1 and Table 4 , the speed of the complex-valued neural network of moving away from the singularity is faster than that of the real-valued neural network, and it causes a difference of the learning speed. Table 2 ). The distance of the weight of the complex-valued neural network from the singularity after the first learning cycle was larger than that of the real-valued neural network.
Conclusions
We compared theoretically and experimentally the influence of the singular points on the learning dynamics in the complex-valued neural network with that in the realvalued neural network. As a result, we found that the linear combination structure in the updating rule of the complex-valued neural network increased the speed of moving away from the singular points; the complex-valued neural network could not be easily influenced by the singular points. This is considered to be a result which supports the fast convergence of the Complex-BP algorithm.
It might be premature to conclude the statements described above are true because this paper deals with only very simple cases such as the network structures and the learning patterns. In the future, we will investigate more complicated cases.
