University of Memphis

University of Memphis Digital Commons
Electronic Theses and Dissertations
7-24-2013

Ground Motion Modeling For Eastern North America: An Empirical
Approach With The NGA-East Database
Md Nayeem Al Noman

Follow this and additional works at: https://digitalcommons.memphis.edu/etd

Recommended Citation
Al Noman, Md Nayeem, "Ground Motion Modeling For Eastern North America: An Empirical Approach
With The NGA-East Database" (2013). Electronic Theses and Dissertations. 789.
https://digitalcommons.memphis.edu/etd/789

This Thesis is brought to you for free and open access by University of Memphis Digital Commons. It has been
accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of University of
Memphis Digital Commons. For more information, please contact khggerty@memphis.edu.

GROUND MOTION MODELING FOR EASTERN NORTH AMERICA:
AN EMPIRICAL APPROACH WITH THE NGA-EAST DATABASE
by
Md Nayeem Al Noman

A Thesis
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Master of Science

Major: Earth Sciences

The University of Memphis
August, 2013

Acknowledgements
I would like to express my sincere gratitude to my advisor Dr. Chris Cramer for
giving continuous inspiration and guidance throughout this study. His patience, advice
and support helped me in all the time of pursuing my MS study and research.
I would also like to thank my committee members, Dr. Charles Langston and Dr.
Oliver Boyd for their helpful contributions. Their stimulating suggestions and useful
comments guided me to coordinate my work and to write up this report.

ii

ABSTRACT
Al Noman, Md Nayeem. MS. The University of Memphis. August, 2013. Ground Motion
Modeling for Eastern North America: An Empirical Approach With The NGA-East
Database. Major Professor: Chris H. Cramer.

This study presents empirical ground motion prediction equations (GMPEs) for eastern
North America for a particular measure of horizontal ground motion as a function of
earthquake magnitude and fault type, distance from source to site, and local soil
condition. The equations are for peak ground acceleration (PGA), peak ground velocity
(PGV), and 5% damped pseudo-absolute-acceleration spectra (PSA) at periods between
0.02 sec and 1 sec. The coefficients of the GMPEs are derived by empirical regression of
the new NGA-East ground motion database. The analysis used a total of 6544 records of
PGA with a distance range from less than 10 km up to 3500 km and the available data for
regression become less for longer periods. The developed empirical GMPEs, though not
well constrained from large magnitude observations, fit the ground motions from small to
moderate magnitude (M<6) earthquakes in ENA quite well based on residual analysis.
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1. INTRODUCTION:
Ground motion modeling is a necessary component of site-specific seismic
engineering and regional hazard studies. The most common ground motion parameters
estimated by a ground motion model are peak ground acceleration (PGA), peak ground
velocity (PGV), and 5% damped pseudo-absolute-acceleration spectra (PSA). A ground
motion prediction equation (GMPE) is a mathematical formulation that relates a given
ground motion parameter to various explanatory variables, such as earthquake magnitude,
source-to-site distance, fault mechanism, and local site conditions (Campbell, 2003).
These ground motion parameters are typically derived empirically where the ground
motion recordings are abundant. For other regions where the recordings are few, these
parameters are determined by theoretical or hybrid approaches.
A ground motion database for eastern North America (ENA) has been developed
over the last four years in support of the Next Generation Attenuation (NGA) East project
(Cramer et al., 2009, 2011, and 2013). This database contains over 10,197 records from
89 earthquakes (Figure 1) in the magnitude range of M2.2~7.6. The earliest ENA ground
motion records in the database are from the 1982 M4.1 Miramichi, New Brunswick
earthquake and the compilation of data ends up with the records from recent 2011 M4.6
Comal, Texas earthquake. The station coverage of the recordings is good with a distance
range from less than 10 km up to 3500 km (Figure 1). The database still has too few
recordings from earthquakes with M>6 to provide a constraint in modeling of ground
motions for this region at larger magnitudes. Some M7 data from two stable continental
regions are included in the NGA-East database to help constrain ground motion
observations at large magnitudes (the 2001 M7.6 Bhuj, India and 1976 M6.8 Gazli,
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USSR earthquakes). Nonetheless, the empirical dataset is larger than previously available
and provides an opportunity for modeling of ground motions from small to moderate
magnitude earthquakes in ENA.

Figure 1. The left map shows earthquakes (red stars) and recording stations (blue
triangles) in the NGA-East database; the right plot shows distance and magnitude
coverage of the database.

The results from a preliminary study (Al Noman et al., 2012) with this new
database suggest that it is a viable approach to develop empirical GMPEs for ENA with
this dataset. In this study, I present a simple ground motion prediction model by
addressing source, travel path and site effect on ground motion with some common
predictor variables (earthquake magnitude, epicentral distance, fault mechanism, and
local soil type). The prediction equations of the model have been developed using an
empirical regression on the NGA-East database.
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2. DATA
2.1. Data Processing
A standard processing routine (Cramer, 2008; Cramer et al., 2009) has been
followed to prepare a uniform and high quality ground motion database for the NGA-East
project. First, the uncorrected waveform data and the pole-zero files are downloaded from
the IRIS Data Management Center, the Cooperative New Madrid Seismic Network, the
Canadian National Data Centers, and other smaller network sources. The raw records are
inspected for obvious problems and instrument corrected using pole-zero files and initial
filtering. The usable bandwidth is determined from signal and noise spectra for final
filtering. Quality checks are then performed and the peak ground motion values are
extracted from the time series data. The necessary low cut filtering used in processing the
data caused fewer records available at longer periods. Finally, an orientation independent
geometric mean of the two horizontal components, “GMRotDpp”, as introduced by
Boore et al. (2006) is determined for the peak ground acceleration (PGA), peak ground
velocity (PGV), peak ground displacement (PGD), and response spectra (5% damped
pseudo acceleration) at period between 0.02 sec and 10 sec. In this measure
“GMRotDpp”, “GM” stands for the geometric mean of a given pair of orthogonal,
horizontal component-recorded motions, “Rot” indicates that rotations over all
nonredundant angles (0-90°) are used to find the geometric means, “D” indicates that
period dependent rotations are used, and “pp” indicates the percentile value of geometric
means used for the measure. For example, if there are 90 geometric mean values, which
are computed for each 1° increment of rotation angle from 0 to 90° and sorted from
smallest to largest values, then the 50th percentile geometric mean value (GMRotD50) is
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calculated as the average of the 45th and 46th ranked values. The advantage of using 90
periodicities is that GMRotDpp will be independent of the original orientation of the
sensors that recorded the motions.
2.2. Selection of Data Used in This Study:
As already indicated, the data used for developing empirical GMPEs in this study
are from the database compiled by the NGA-East Project. The data are extracted from the
NGA-East GMRotD50 flatfile version 3.2 (Cramer et al. 2013). However, to make a
more suitable GMPE model for ENA, I used the records (Figure 2) that were not
influenced by the relatively higher attenuating areas of the Gulf-Coast and Western North
America (WNA). The Gulf Coast and WNA regions are delineated using initial results
found in a study defining the major crustal attenuation boundaries of the continental U.S.
(Al Noman and Cramer, 2012). The data with ray paths through these regions are

Figure 2. Recording stations used in the regression analysis for developing GMPEs for
ENA (as shown by the bounded quadrangle at upper right corner of the map)
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removed from the dataset. As a result, a total of 6,544 records (the largest number of
records) were used in the regression for PGA, while 3,219 records, the fewest number of
records available, were used for regression of PSA at 1.0 sec.
2.3. Response Variables
Response variables are the ground motion parameters of the GMPEs that include
peak ground acceleration (PGA), peak ground velocity (PGV), and response spectra
(PSA, the 5% damped pseudo acceleration). I used the GMRotD50 values (median
values, that is most commonly used in GMPE formulation) for these parameters in the
regression analysis.
2.4. Predictor Variables
The predictor variables used in this study are the moment magnitude (M), the
epicentral distance (Repi), the effect of fault type, and the local soil condition at a
particular recording station. M and Repi for each record of a response variable are taken
from the database. The fault type of the records for each earthquake is determined based
on the rake angle (λ), and the soil types of the recording stations are classified based on
Vs30 (the shear-wave velocity based on the time required to traverse the upper 30m of a
site) measurements. However, as Vs30 data are not available for all stations in the
database, the estimates of the Vs30 at many stations are obtained from the Global Vs30
Map Server at http://earthquake.usgs.gov/hazards/apps/vs30/ (last accessed on 15
January, 2013).
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2.5. Distribution of Data by Magnitude, Fault Type and Site Class:
It is necessary to examine the distributions of the selected dataset against the
predictor variables. This evaluation guided me to formulate a more logical functional
form of the GMPE model before performing a regression analysis with this dataset.
As indicated in Table 1, the selected dataset has a good number of earthquakes of
reverse-slip and strike-slip fault types. But, it has only one normal-slip earthquake, which
isn’t adequate for accounting for normal-slip fault type as an independent variable in the
regression analysis. Therefore, the data from this one earthquake are included in the
strike-slip records. Some earthquakes also have unknown focal mechanism parameters.
As the number of such records is large in the database, they are classified as unspecified

Table 1: Fault Type Classifications of the Earthquakes in the Database

Fault types

Classification Criteria

Number of Earthquakes

Reverse-slip

30 <=λ <= 150

24

-180 <=λ <= -150
Strike-slip

-30 <=λ <= 30

28

150 <=λ <= 180
Normal-slip

-150 <=λ <= -30

1

Rake angle not specified in the
Unspecified

25
dataset
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focal mechanism in the regression. Thus, the three fault type variables (reverse-slip,
strike-slip and unspecified) have sufficient data to be constrained in the prediction model
by the amount of the records for each fault type.
The distribution of data used to develop the GMPEs is shown in Figure 3 by M
and Repi with the symbols representing two fault types (reverse and strike-slip). The
distribution shows that the observational data have a similar pattern for the two fault
types with a good representation of records for M<6 with a distance range of less than 10
km up to 3,500 km at all response variables (PGA, PGV, and PSA at selected periods).
Soil profiles of the recording stations were classified into three types– rock, soil,
and soft soil (Table 2) based on the Vs30 measurements. The site-soil map (Figure 4)
shows the spatial distribution of ENA recordings from three different site classes. Out of
the 6,544 records used in this analysis, there are 1,831 rock, 2,589 soil, and 2,124 soft
soil site records. The one Gazli record is from a soil site and the 13 Bhuj records are from
rock and soil sites (not shown in the site-soil map). These records are included in the

Table 2: Site Classifications

Site Class

Vs30

Rock

>600 m/s

Soil

360~600 m/s

Soft Soil

<360 m/s
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database because of the suggested similarity of the Bhuj and New Madrid earthquakes
(Cramer and Kumar, 2003) and to help constrain the ground motions from large
magnitude earthquakes.

Figure 3. Distribution of data by M and Repi, with the symbols representing different
fault types (reverse-slip and strike-slip)
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Figure 4. Station records used in this study illustrated based on site class

The distributions of recordings by M and Repi, with the symbols representing
different site classes for PGA and PSA at 1 sec are shown in Figure 5. It shows similar
distributions in magnitude and distance ranges for different site classes.

9

Figure 5. Distribution of data by M and Repi, with the symbols representing different
site classes
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3. MODEL FORMULATION
The characteristics of ground motion at any location depend on the moment
energy of the earthquake source, velocity structure, and attenuation along the path by
which earthquake waves travel through the earth, and the site condition beneath a
location. I attempted to formulate a simple ground motion prediction model by
addressing these effects with the predictor variables considered in this study.
Earthquake magnitude (M) and mechanism are the typical contributors of
earthquake source energy. Magnitude is proportional to the logarithm of earthquake
ground motion amplitude. Peak ground motion values typically have a lognormal
distribution with distance that increases with magnitude. The magnitude of an earthquake
and the amplitude of ground motion (Y) at a particular distance are related as

∝ ( )

The basic form of the magnitude function f(M) can be guided by how magnitude
depends on ground motion amplitudes. I examined this dependency using events from the
database as described in the magnitude dependency part of the methodology section.
Figure 6 shows a distribution of ground motion amplitudes (for PSA at 0.2 sec) derived
empirically at a distance of 1 km in a rock site plotted against the earthquake magnitudes.
The ground motion amplitudes increase with magnitude in a linear pattern and it becomes
saturated (showing a decrease in slope) at higher magnitudes. I found it more suitable to
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Figure 6. Empirical ground motion amplitudes at a distance of 1 km in a rock site plotted
against the earthquake magnitudes

take a quadratic polynomial function to capture this magnitude effect and used the
following form:

( )=

+

+

(1)

This functional form (equation 1) is also adopted by other GMPE developers both
in Eastern and Western North America (e.g. Boore and Atkinson, 2008, Pezeshk et al,
2011 etc.). The effect of fault type can be included in this magnitude function by
multiplying a constant of 1 for the records from a particular fault type of earthquake and
0 otherwise with the coefficient a. Therefore, the source effect on ground motion can be
modeled as:

∝

+

+

+
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+

where U, SS, and RR are variables representing the unspecified, strike-slip, and reverseslip fault type respectively and take on value as indicated in table 3. Here, a1, a2, a3, b1,
and b2 are the coefficients that represent the relative magnitude scaling for all the fault
types.

Table 3: Values of variables for different fault types

Fault Type

U

SS

RR

Unspecified

1

0

0

Strike-slip

0

1

0

Reverse-slip

0

0

1

When an earthquake occurs, seismic waves (body waves and surface waves)
travel away from the source through the earth. The effect of such propagation can be
described by two major phenomena: geometrical spreading and absorption. Geometrical
spreading results from the conservation of energy as waves and wavefronts occupy more
area as they spread out from the seismic source. For a homogenous and isotropic earth
layer, body waves have spherical wavefronts with their amplitude decreasing as 1/R,
where R is a measure of the distance from a site to the earthquake source. Similarly,
surface waves in a uniform and flat-layered earth have cylindrical wavefronts and their
amplitude decreases as 1/√R. These factors are also modified by the non-uniform
velocity structure of the earth. The effect of such geometrical spreading can be described
as:
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∝

or,

∝

Here, c is a geometrical spreading coefficient. Again, it is well established from similar
past studies that geometrical spreading is magnitude dependent (Reiter, 1990). To
examine such a dependency, I analyzed the travel path effect (while performing stage-1
regression as described later) with individual events to find the associated geometrical
spreading term and plotted those values against the event magnitudes (Figure 7). I
observed that the geometrical spreading coefficient increases with magnitude and used

Figure 7. Geometrical spreading coefficients for the events with M>=4 in the NGA-East
Database

the following form of geometrical spreading with a linear magnitude dependence,

∝(
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+

)

Here, c1 is the geometric spreading rate and c2 represents the effect of magnitude on
geometrical spreading.
Absorption, the other element of the travel path effect, symbolizes the net loss of
energy as the waves travel through the earth. It is controlled by intrinsic loss due to
friction and other physical processes including scattering caused by the inhomogenities
along the travel path. This absorption is usually defined as e

, where τ is the

absorption rate (Reiter, 1990). Therefore,

∝

∝

or,

Here, c3 represents the absorption rate, which is also termed the anelastic coefficient.
The local soil condition also amplifies or deamplifies the ground motion at a
particular location. Typically the softer soil experiences higher ground motions than in
the harder rock soil. Including a matrix of variables for records with different soil types
can accommodate such linear site amplification effects. Therefore, the travel path effect
on ground motion including the site amplification can be modeled as:

∝ (

+

)

+
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+

+

Here, the d1 and d2 terms are the site coefficients in the model for soil and soft soil
respectively. S1 and S2 are variables that take on the value as indicated in table 4 for
different soil types.

Table 4: Values of variables for different site classes

Site Soil

Ss

Sd

Rock

0

0

Soil

1

0

Soft Soil

0

1

3.1. Ground Motion Prediction Equations (GMPEs):
The ground motion amplitude at any particular location, accommodating these
major phenomena from source, path and site effect, is therefore given by

=

+
+

where

=

( −

+

+

)+

+

+

+(

+

)
(2)

+

(3)

Here, Y is the median value of ground motion amplitudes. The unit of Y is ‘g’ for PGA
and PSA or ‘cm/s’ for PGV. h in equation (3) represents a pseudo-depth coefficient for
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limiting the near source ground motion values and the reference distance, R0 is equal to 1
km.
The incorporation of the additional R0 term (reference distance) in the model
doesn’t change any functional behavior of the equation. Rather it provides an added
advantage to represent an exclusive magnitude dependency of ground motion amplitude
for a specific case, when R=1 km and at a rock site (S1=S2=0) condition in the prediction
equation (2). The standard deviation of the equation (2),

is computed using the

equation:

= √

where

+

(4)

is the within event (intra-event) aleatory uncertainty and

is the between event

(inter-event) aleatory uncertainty.
3.2. The Distance and Magnitude Functions
The equation (2) can be represented by a magnitude function, TM (containing the
source terms) and a distance function, TD (containing the path and site terms).

=

+

(5)

where the magnitude function is given by:

=

+

+

+

and the distance function of the GMPE is given by,
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+

(6)

=[

+

]

+

( −

)+

+

(7)

Defining these two distinct functions provides a platform to better analyze the effect of
the magnitude and distance dependence of the GMPE model separately. Thus the within
event uncertainty (distance dependent) and between event uncertainty (magnitude
dependent) can be evaluated along with the coefficients of these two functions from the
regression.
4. Methodology
I used selected data (as previously described) from the NGA-East database to
determine the coefficients of the GMPE model. The selected response variables in the
database were regressed with equation (5) to determine TD and TM. The analyses were
performed using the two-stage regression discussed by Joyner and Boore (1993, 1994).
This method was designed to decouple the magnitude dependence from the distance
dependence. The first stage determines the distance dependence (as well as event terms
used in the second stage and the within-event variability, ), and the second stage
determines the magnitude dependence (and the between-event variability, ). All
regressions were done period-by-period to determine the model coefficients of these two
stages.
4.1. Stage 1: Distance Dependence
In the first stage regression, the distance dependence is determined, where the
dependent response variable is PGA, PGV, or PSA at a selected period. The response
variables of the dataset are regressed against

=

(

)+ (

+

)

+

( −
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) +

+

(8)

where the variable (

(

)) is added to represent the event term for each earthquake

replacing magnitude terms in equation (2). The event amplitude (

(

)

) can be

defined as the empirical ground motion for an event at a rock site with a distance of 1 km
from the source. In the equation (4.1)

(

) is shorthand for the sum: (b0)1 1 + (b0)2

2 + … + (b0)p p, where (b0)j j is the event term for event j, j equals 1 for event j and 0
otherwise.
The regression equation (8) is non-linear due to the associated variable h in the
distance parameter R. The equation can be linearized with Taylor series expansion about
trial values of parameters

′

, ′,

′

and

′

and can be represented by a linear system

=

(9)
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where,

=

⎡
⎢
⎢
= ⎢
⎢
⎢
⎣
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⋮

,

(10)

⎤
⎥
⎥
⎥,
⎥
⎥
⎦

(11)
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⎢
⎣
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[
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[
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[
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[
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[
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[
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⋮
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⋮
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where p is the number of earthquakes, and q is the number of stations that recorded that
earthquake.
+

,

,

and

are trial values of

in each iteration until

,

,

and .

is replaced by

⁄ becomes very small. The solution of this system of

equations can be found by ordinary least squares regression, which is

=

−

(13)

4.1.1. Determination of h (pseudo-depth term):
h is a pseudo-depth term in the regression that is needed in the model to constrain
the near source ground motions from earthquakes. This term is usually determined
through regression as described in the previous section and varies from period to period
(e.g., Boore and Atkinson, 2008). While performing an analysis to determine h in this
study, I found large values of h for all periods that were lying outside of its typical range
of ~0 to 15 km. This is certainly due to scarcity of near source ground motion data in the
database to constrain the h parameter. Therefore, in this study h is set to 10, a constant
value for all periods. Later in my results, this approach is found to be reasonable when
comparing the available near source observations with the predictions. With the h value
constrained in the model, the system of equations, A1 = B1X1 has a linear form.
4.1.2. Determination of other distance scaling coefficients and within event
uncertainty:
I regressed the response variables of the linearized form of equation (8) to solve
for the other distance scaling coefficients c1 to c3, d1, and d2, along with the event terms
(b0) for each earthquake. All these coefficients are determined by the least squares
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solution as defined in equation (13). The within-event uncertainty ( ) is given by the
standard deviation of the residuals from stage-1 regression.
4.2. Stage 2: Magnitude Dependence
The event terms (b0) found in stage 1 regression are used to find the scaling of the
magnitude variables. The basic form of the equation for this stage was chosen as
quadratic (as described before) after inspecting the event terms when plotted against the
magnitude for different fault mechanisms. The series of such plots are shown in figure
13.

(

)=

+

+

+

+

(14)

The equation (14) can be modeled as

=

where

(15)

=

⎡
⎢
= ⎢
⎢
⎣

,

⋮

(16)

⎤
⎥
⎥,
⎥
⎦

(17)
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⎡
⎢
⎢
= ⎢
⎢⋮
⎢⋮
⎣

and

⋮
⋮

⋮
⋮

⎤
⎥
⎥
⎥
⋮ ⎥
⋮ ⎥
⎦

⋮
⋮

(18)

The solution is found using generalized least squares

=

(19)

where

is a diagonal weighting matrix having the component wi for each earthquake

given by

⁄ +

=(

)

(20)

where ri is the number of recordings for earthquake i,

is the within event uncertainty as

found from stage-1 regression and is the between event uncertainty to be determined.
As the value and therefore, W is not known before; the solution of B2 cannot be
determined directly from equation (19). However, the solution can be found through an
equivalent ordinary least squares problem by showing that

[(

−

)

(

−

)] =

(21)
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where E[ ] denotes the expectation and ND is the number of degrees of freedom of the
system. The value of

can be iterated starting from 0, defining the weighting matrix W,

and solving for B2 and subsequently .
4.2.1 Determination of magnitude scaling coefficients and between-event
uncertainty:
As mentioned before, the prediction model has three fault type variables including
unspecified fault mechanism. To find the relative scaling for the case of an unspecified
mechanism, at first I grouped the records from all mechanisms as unspecified (U=1) and
regressed to find a1, b1, and b2 setting a2 and a3 equal to 0 in equation (14). The standard
deviation from this regression represent the between event uncertainty (

), when the

fault type is unspecified.
Then I separated the records into three different fault types and repeated the
regression constraining the value of a1, b1, and b2 found in the first case to find a2 and a3
values for variables RR (reverse-slip) and SS (strike-slip) respectively. The
corresponding standard deviation was termed as between event uncertainty (

), when

the fault type is specified. With this process, variable magnitude scaling a1, a2, and a3 for
unspecified, reverse-slip, and strike-slip fault types respectively and constant magnitude
scaling b1 and b2 for all fault types are determined.
4.3. Checking inversion model with synthetic data:
It is necessary to validate these inverse-modeling techniques by checking with a
preliminary set of synthetic data. For this, I assumed the required regression coefficients
of the GMPEs and plug those parameters to the GMPE model described above to
construct a synthetic data set. The synthetics were prepared with the same station and
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source geometries taking the predictor variables as in the database. I regressed the dataset
with the described inversion approach for two stages to get back the regression
coefficients. The first stage was checked for the adopted least square inversion while the
second stage was for the weighted least square inversion approach. I got exactly the same
regression coefficients as the assumed ones after following the inversion on the synthetic
dataset. Thus I validated the relative performance of my inversion modeling for working
with the real set of observations in the database.
5. Results
5.1. Coefficients of Equations
The first ten columns of table 5 present the regressed response variables and the
corresponding coefficients of the magnitude (a1 to b2) and distance (c1 to d2) functions. In
the next three columns the uncertainties for stage-1 regression (σ) and stage-2 regression
with unspecified (

) and specified (

) fault type conditions are presented. The last two

columns present the total uncertainty of the model with unspecified fault type (
specified fault type (

) conditions respectively.
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) and

Table 5: Coefficients from Stage-1 and Stage-2 regression

Period

a1

a2

a3

b1

b2

c1

c2

c3

d1

d2

σ

σTU

σTM

PGA

-0.563

-0.498

-0.580

0.283

-0.013

-2.777

0.277

-0.0006

0.121

0.161

0.325

0.310

0.300

0.449

0.442

PGV

-0.103

-0.068

-0.77

0.309

0.000

-2.630

0.310

-0.0003

0.110

0.162

0.301

0.280

0.270

0.411

0.405

0.020

-1.280

-1.210

-1.599

0.389

-0.032

-1.976

0.282

-0.0045

0.065

0.000

0.250

0.330

0.270

0.414

0.368

0.030

-0.223

-0.120

-0.355

0.211

0.000

-2.430

0.225

-0.0012

0.065

0.009

0.335

0.260

0.230

0.424

0.407

0.040

-0.716

-0.635

-0.818

0.339

0.000

-2.185

0.161

-0.0012

0.086

0.004

0.362

0.320

0.310

0.483

0.476

0.050

-1.039

-0.946

-1.088

0.391

0.000

-2.078

0.147

-0.0011

0.045

-0.038

0.364

0.390

0.380

0.533

0.526

0.075

-1.118

-1.055

-1.129

0.450

0.000

-2.183

0.139

-0.0007

0.112

0.068

0.362

0.330

0.330

0.490

0.490

0.100

-1.547

-1.485

-1.537

0.510

0.000

-2.084

0.134

-0.0008

0.145

0.118

0.351

0.320

0.320

0.475

0.475

0.150

-2.466

-2.405

-2.436

0.637

-0.004

-1.841

0.121

-0.0009

0.143

0.182

0.337

0.320

0.320

0.464

0.464

0.200

-3.632

-3.561

-3.605

0.908

-0.025

-1.595

0.103

-0.0010

0.139

0.200

0.342

0.320

0.320

0.468

0.468

0.250

-4.765

-4.689

-4.746

1.187

-0.047

-1.395

0.089

-0.0010

0.133

0.203

0.341

0.310

0.310

0.461

0.461

0.300

-5.455

-5.384

-5.435

1.314

-0.053

-1.236

0.071

-0.0010

0.131

0.200

0.337

0.300

0.300

0.451

0.451

0.400

-6.597

-6.537

-6.569

1.602

-0.077

-1.095

0.058

-0.0009

0.120

0.199

0.328

0.310

0.310

0.451

0.451

0.500

-6.967

-6.924

-6.931

1.569

-0.063

-0.992

0.041

-0.0008

0.119

0.220

0.328

0.300

0.300

0.444

0.444

0.750

-7.688

-7.681

-7.651

1.686

-0.071

-1.020

0.050

-0.0005

0.118

0.201

0.316

0.300

0.290

0.436

0.429

1.000

-7.940

-7.945

-7.915

1.721

-0.076

-1.041

0.047

-0.0004

0.128

0.201

0.308

0.300

0.290

0.430

0.423
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5.2. An Analysis of Single Station Sigma ( ):
The ground motion prediction equation is developed from the ground motion
records from many sites with diverse site characteristics. Although a site correction has
been used to accommodate the linear site effect, it is a very crude tool to capture the
complex site response that is present in reality. Thus these prediction equations, when
developed for a whole region may overstate the actual variability of motions at a
particular site. Atkinson (2006), in her single-station sigma study in the Los Angeles,
California region, also pointed out that, for a particular site, the random variability may
be less than the typical sigma value determined for the whole California region.
The NGA-East dataset provided me an opportunity to address this site-specific
sigma values in the ENA region and to compare with the total sigma value determined for
the whole ENA region by the GMPE model. To estimate site-specific sigma, I performed
a study choosing the ENA stations that have records from more than 30 earthquakes (and
therefore at least 30 recordings) so that the model parameters can be constrained
smoothly from the regression for that particular station. The associated sigma value from
the regression, termed single station sigma, represents the variability of ground motion at
that site due to all sources other than the site, e.g. path and earthquake source. However,
as the values for the stations are not available for all earthquakes at all response variables,
I performed this analysis for selected response variables (PGA, PGV, 0.2 sec, and 1.0
sec). Table 6 shows a comparison of the average single station sigma value found for the
stations considered and the total sigma value from the GMPE model, when the fault type
is unspecified (as determined before and indicated in table 5.1).
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Table 6: Comparison of Average Single Station Sigma with Total Sigma

Period

Average Single Station Sigma
( )

Total Sigma
(
)

PGA

0.320

0.449

PGV

0.290

0.411

0.2 sec

0.291

0.468

1.0 sec

0.293

0.430

The lesser value of average single station sigma compared to the total sigma of
the GMPEs suggests that the variability of ground motion when computed for a particular
site are lower than the variability found from considering the whole dataset.
5.3. An Analysis of Uncertainty of Model Coefficients:
To examine the uncertainty associated with the model parameters I performed a
95% confidence limit check of model coefficients of the stage-1 and stage-2 regression.
Here is an example of confidence limit analysis performed for model coefficients at PGA.
In the stage-1 regression the logarithms of ground motion parameter (here PGA)
constitutes the data matrix (A1) having 6544 records. The model parameter matrix (B1)
has 84 elements with 5 distance dependent coefficients and the event terms for 79
earthquakes. Therefore, X1 is a matrix of 6544 X 84 elements. So,
The degrees of freedom, (D.O.F.) of the system is (6544-84) or 6460

The standard deviation, σ (within-event uncertainty) =
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{

(

)}
. . .

= 0.325 (also as mentioned in Table 5)

Covariance of the model coefficients, Cov (B1) = σ (X X )
Confidence limit (95%) of model coefficients, Conf (B1) = 1.96 ∗ diag[Cov(B )]

/

c
0.0028
⎡c ⎤ ⎡ 0.000627 ⎤
⎥
⎢ ⎥ ⎢
Conf ⎢ c3 ⎥ = ⎢0.00000816⎥
⎢d1 ⎥ ⎢ 0.0125 ⎥
⎣d2 ⎦ ⎣ 0.0138 ⎦
The 79 event terms found in stage-1 regression are data themselves in the stage-2
regression for finding the magnitude dependent coefficient matrix (B2). As discussed
before in section 4.2, to incorporate the standard deviation associated with these event
terms into the stage-2 regression the regression system was scaled with a diagonal
weighting matrix W. The covariance matrix of the model parameters in the weighted
stage-2 regression can be shown (Aster et al., 2005) as,
Cov (B ) = (X
X

where

X

)

=WX

Confidence limit (95%) of model coefficients, Conf (B2) = 1.96 ∗ diag[Cov(B )]

/

a

0.0224
Conf b1 = 0.055
b2

0.0012

For both the stage-1 and stage-2 model parameters at PGA the uncertainties are found to
be very low (<1%) and are not significant.
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5.4. Fit of Stage-1 Regressions
Figure 8 is a series of plots showing the observations in comparison to the stage-1
regression predictions for PGA, PGV, and PSA at selected periods. The curves are from
the regression fits indicating a particular earthquake since each earthquake is associated
with an event term from stage-1 regression. The plots show data points from two
different magnitude earthquakes (Milligan ridge, M4.0 and Saguenay, M5.9) to provide a
visual inspection of how the observations match the stage-1 regression in the most
applicable magnitude range of 4 to 6. All data points are corrected to rock site (uniform
site condition) by using the site coefficients obtained from the regression. The plots for
different response variables show a good fit with the observations and suggest that the
distance scaling functional form is adequate to predict the observations well.
5.5. Stage-1 Regression Residual
Figure 9 shows a series of residual plots for the stage-1 regressions. The residuals
are plotted for three magnitude bins of 4 to 5, 5 to 6 and 6 to 8. The 13 records in the 6 to
8 magnitude bin are only for PGA and PSA at 1 sec and are from the Bhuj earthquake
(M7.6) and Gazli earthquake (M6.4). The stage-1 regression appears to have a good fit
with the observations at all magnitude bins and distance ranges. Some records that have
very high residuals need further investigation into their quality for inclusion in an
empirical GMPE study.
5.6. Fit of Stage 2 Regressions
Figure 10 is a series of plots of event amplitudes from stage-1 regression as a
function of magnitude, and the corresponding regression curves are for each fault type.
The event amplitudes represent the empirical ground motions for the events at a rock site
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of 1 km away from the source derived from the stage-1 regression. Thus these amplitudes
are a good description of source energy associated with an event that is independent of
distance. The regression curves indicate the trend of such ground motion for reverse,
strike-slip and unspecified fault mechanism. Though the difference in ground motions
between different fault types are not significant, the reverse-slip earthquakes show higher
ground motions than the strike-slip earthquakes at shorter periods. Using these plots, I
found the relative scaling of the magnitude function (TM) that represents the magnitude
dependency of ground motion amplitude for different fault types in the GMPE model.
5.7. Stage-2 Regression Residual
The series of plots of the event residuals from stage-2 regression are shown in
figure 11. The effect of fault type has no obvious trend on this residual distribution. The
large scattering of residuals may be due to the higher variability of stress drops in ENA
earthquakes (Atkinson and Hanks, 1995), which is more apparent in the shorter periods.
Atkinson and Hanks (1995) suggest using a stress drop based magnitude, m, as the
predictive variable for high frequency (f>2Hz) motions. However, the NGA-East
database has many earthquakes for which the stress drop values are not published or
measured. This limits my ability to address the stress drop issue relating to the event
amplitude variability in detail here, and it will be an important issue to investigate in
future work.
5.8. Combined Stage-1 and Stage-2 Regressions
Figure 12 is a series of plots showing the regression curves from the GMPE
model combining stage-1 and stage-2 regression coefficients. In these plots, I have
compared the observations from recent 2011 Mineral VA M5.7 and near magnitude
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Sparks OK (M5.6) and Saguenay QC (M5.9) earthquakes with the predicted regression
curves for M5.7 using the GMPE model. The prediction curves are determined for
reverse-slip and rock site condition. All the observational data are corrected to reverseslip mechanism and rock site condition using the relative coefficients for mechanism and
site amplification determined from the model. The model GMPEs appear to match the
database well over each regression period. The observed amplitude of ground motions in
the distance range of 60 to 150 km deviates well above the prediction curves. The
relatively high ground motions in this distance range may be attributable to high
amplitudes from post-critically reflected S waves from the Moho (Burger et al., 1987).
This may suggest the need to incorporate the effect of crustal structure in the ground
motion attenuation model for ENA. However, known large directivity effects in this
distance range for the Saguenay and Mineral earthquakes (Cramer et al., 2013) may also
explain this observation.
5.9. Residuals from Combined Stage-1 and Stage-2 Regression
Figure 13 shows the plots of residuals of the GMPE model combined from stage1 and stage-2 regression. The combined residuals have a larger variability than the stage
1 residual distribution, because in the combined model the variability from magnitude
dependency in the stage-2 regression is added to the stage-1 distance dependent
variability. The residuals are plotted against distance for three separate magnitude bins (4
to 5, 5 to 6, and 6 to 8). The Bhuj and Gazli records are not well predicted at all periods
since there are not enough earthquakes (M>6) to sufficiently constrain the ground motion
at large magnitudes in the stage-2 regression. There is a trend of increasing residuals
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Figure 8. Comparison of observations corrected to rock site conditions and the predicted
curves at rock site from stage 1 regression for PGA, PGV, and PSA at selected periods
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Figure 9. Residuals from stage-1 regression plotted against epicentral distance for
separate magnitude bins
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Figure 10. Event amplitudes and predicted magnitude dependency curve from stage-2
regressions
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Figure 11. Residuals from stage-2 regression plotted against magnitude for different fault
types
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Figure 12. Observations from database and prediction curves (M5.7) from combined
stage-1 and stage-2 regressions for reverse-slip mechanism at rock site (all observations
are corrected to reverse-slip mechanism and for rock site condition by the corresponding
coefficients from the GMPE model.
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Figure 13: Residuals from combined stage-1 and stage-2 regression plotted against
distance for separate magnitude bins

38

with distance beyond 1000km, suggesting that the empirical GMPE derived in this study
is not appropriate to use beyond that distance.
5.10. Predictions of PSA from Combined Stage 1 and Stage 2 Regressions
Figure 14 below is the 5% damped PSA predictions for magnitudes 5 and 6 at
four different distances (0 km, 50 km, 100 km, 200 km) with a rock site and reverse-slip
mechanism condition. The data points reflect the PSA value determined from the
regression for each time period. These curves are also termed response spectra and
represent the response to an earthquake for a structure having a certain natural period
equal to a specific value. The plots show that for near distance the maximum response
occurs at shorter period, while at larger distance the longer periods dominate in producing
the maximum response from a structure. It is reasonable because high frequency P and S
waves dominate at near distances whereas low frequency surface waves predominate at
larger distances.
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Figure 14. PSA observations at different locations for magnitude 5 and 6 from combined
stage-1 and stage-2 regression at rock site condition and reverse-slip mechanism

5.11. Comparison With Previous ENA GMPE Models:
Due to lack of strong motion recordings in Eastern North America, past ENA
GMPEs were mostly developed using theoretical or semi-theoretical (hybrid) approaches.
Figure 15 shows a comparison of the resulting empirical ground-motion prediction model
presented in this study with two previous ENA ground motion models (Atkinson and
Boore, 2006 and Pezeshk et al., 2011) for PGA, 0.2 sec period and 1.0 sec period.
Pezeshk et al. (2011) developed a hybrid empirical GMPE model whereas the GMPEs
produced by Atkinson and Boore were developed using a stochastic finite fault model.
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Both these models used trilinear distance dependent attenuation functions in their models.
The present empirical model is unilinear and shows good agreements with these two
ENA models beyond 100 km both in shorter and longer periods. Within 100 km, the
present study shows higher ground motion and may not be justified because of shortage
of near source records, although the difference may be in part due to the unilinear form of
the empirical GMPE. The comparison is shown for distances up to 1000 km since
previous ENA models were mostly developed for this distance range. It is noted that both
the Pezeshk and Atkinson models used the rupture distance (closest distance from the
source

Figure 15. Comparison of present empirical study with two previous ENA GMPE model
for M5.5
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to the fault plane) as a distance measure from source to site instead of epicentral distance
that is considered in this study. Since the difference between epicentral distance and
rupture distance is small for events up to M6 and this database has only few recordings
above M6, I compared these models with the present study assuming the rupture distance
is equal to the epicentral distance.
6. DISCUSSION AND SUMMARY
This study is an effort for exploring new approaches for developing ground
motion prediction models in the form of empirical GMPEs for ENA using the new NGAEast database. I have presented a model for estimating ground motion parameters that
depends on earthquake magnitude and focal mechanism, geometrical spreading and
seismic attenuation, and three classes of linear site response. The lack of data at larger
magnitudes (M>6) and near source ground motions (less than 10 km) in the database does
not provide constraints in the regression at those magnitudes and distances. However, the
prediction relation developed in this study is found to be quite reasonable from the
residual analysis for earthquake magnitudes between 4 and 6 and epicentral distances
between 10 and 1000 km, which suggests some reliability of the GMPE model in that
range.
The obvious challenge of a lack of ground motion data at larger magnitudes leads
to opportunities for future analysis. Adding macroseismic intensity observations from
large historical earthquakes to the NGA-East database, for example, which has recently
been funded through a proposal to the USGS, is one such avenue. In that proposal, for
each earthquake, the median ground motion estimates using a ground motion vs. intensity
relation plus the estimated median distances for each intensity level will be assigned as
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data in the GMPE regression. The present study will provide a guide for this new project
and will lead to better constraints for an ENA empirical GMPE at magnitudes greater
than 6.
Other possible future modifications to this study would be three fold. First, poor
quality records will be excluded from the regression dataset. In this study, I didn’t avoid
any data based on the quality of records in order to get an understanding of how the total
dataset behaves using an empirical regression. However, a general inspection of the
records has been achieved at different levels of analysis that guided me to understand the
need and approach to use a set of good quality records in the GMPE study. This can help
identify poor records in the database, which, with further investigation on their quality,
could be excluded from future regressions.
Second, I can investigate the effect of ENA crustal structure on the travel path of
ground motion. As mentioned before, there is a relative increase of ground motion
amplitude (or no attenuation at all) observed in the distance range of 60 to 150 km in this
dataset, that may be due to the amplitude of direct waves superimposed with the postcritically reflected S waves from the Moho. I can do experiments with synthetic
seismograms using an ENA crustal velocity model and crosschecking the results with the
empirical NGA-East dataset to evaluate this distance dependency. This may lead to, for
example, adoption of a distance dependent geometrical spreading function in the GMPE
model.
Third, I will use a Vs30 value in the site amplification term rather than using
different soil classes to address the site effect in the model. The measured or estimated
Vs30 data for the recording stations will be available in NGA-East dataset during the new
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project work. Site amplification can be measured relative to a reference Vs30 value, for
example 760 m/s, using a term [

(

)⁄

(

)] in the prediction equations, where

Vs30 (site) is the value of Vs30 at a particular site and s is the site amplification coefficient
relative to the reference Vs30. This will allow the prediction model to estimate the ground
motions for a site with a specific Vs30 value.
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