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Abstract
In this paper we provide a variational derivation of the Euler-Poincare´ equa-
tions for systems subjected to external forces using an adaptation of the tech-
niques introduced by Galley and others [7, 11, 12]. Moreover, we study in detail
the underlying geometry which is related to the notion of Poisson groupoid.
Finally, we apply the previous construction to the formal derivation of the
variational error for numerical integrators of forced Euler-Poincare´ equations
and the application of this theory to the derivation of geometric integrators for
forced systems.
Contents
1 Introduction 2
2 Euler-Poincare´ and Lie-Poisson equations with forcing 3
2.1 Euler-Poincare´ equations with forcing . . . . . . . . . . . . . . . . . 3
2.2 Lie-Poisson equations with forcing . . . . . . . . . . . . . . . . . . . 4
2.3 Discrete Lagrangian formalism . . . . . . . . . . . . . . . . . . . . . 6
3 A variational description of forced Euler-Poincare´ equations 7
4 Geometric interlude: Poisson groupoids 10
4.1 Lie groupoids and algebroids . . . . . . . . . . . . . . . . . . . . . . 10
4.2 Poisson groupoids . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.3 Free Hamiltonian description of forced Lie-Poisson equations . . . . 14
5 Discrete case 18
5.1 The exact discrete Lagrangian . . . . . . . . . . . . . . . . . . . . . . 20
5.2 Variationally partitioned Runge-Kutta-Munthe-Kaas methods with
forcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.3 Numerical tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.3.1 Simplified Landau-Lifschitz-Gilbert model . . . . . . . . . . . 27
1
ar
X
iv
:1
90
6.
09
81
9v
1 
 [m
ath
-p
h]
  2
4 J
un
 20
19
1 Introduction 2
5.3.2 Relaxed rigid body . . . . . . . . . . . . . . . . . . . . . . . . 29
6 Conclusions and Future work 29
1 Introduction
In the last few decades, there has been a steady research effort in the area of discrete
variational mechanics (see [14, 25, 27] and references therein). This interest stems
from its application to the generation of numerical methods that can be derived
from it and their desirable properties. The solution of a discrete variational problem
directly inherits characteristic structural properties from its continuous counterpart
such as, for instance, symplecticity, momentum or configuration space preservation,
or an excellent energy behaviour... Another reason for using discrete variational
techniques is that this kind of methods typically admits an easy adaptation to
other important dynamical systems such as, for instance, forced Lagrangian systems,
nonholonomic dynamics, systems reduced by a Lie group of symmetries, non-smooth
frameworks or even classical field theories (see [4, 6, 10, 20, 24, 29, 31, 32]) among
many others).
An important result for the construction of methods based on discrete variational
calculus is the variational error analysis theorem [25] since it considerably lowers
the difficulty of proving the order of a proposed integrator. Marsden and West
considered this construction for Lagrangians defined on the tangent bundle TQ of
the configuration space Q and the local error analysis of variational integrators
defined on the corresponding discrete space Q×Q. This result was later completely
and rigorously stablished in [34]. In our recent paper, we also gave a rigorous proof
of the result for Lagrangian systems subjected to external forces (see [7]).
In this paper, we restrict our attention to forced Lagrangian systems whose
configuration space is a Lie group which additionally admit reduction by left or
right action, i.e., Euler-Poincare´ equations with forcing (see [15, 16, 26]). As a
paradigmactic example, we can think of a rigid body subjected to external forces
depending only on its angular velocity. We will also prove how to derive high-order
methods for Euler-Poincare´ equations with external forces using standard variational
error analysis.
We will adapt the duplication of variables technique that was used previously
in [7] to the case of Euler-Poincare´ systems. As we will see, the extension of our
result to this case is far from trivial and we will need to use the geometric notion of
Poisson groupoid. This notion was introduced in [36] in order to unify the theories
of Poisson Lie groups and symplectic groupoids (see also [37]).
Finally, we will show the performance of the geometric integrators that we con-
struct in concrete examples, specifically in cases where the forced systems also have
some important preservation properties such as, for instance, cases when the energy
is dissipated but angular momentum is not. In more geometric terms, this means
that the coadjoint orbits remain invariant, but on them the energy is decreasing
along orbits (see [2]).
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2 Euler-Poincare´ and Lie-Poisson equations with forc-
ing
2.1 Euler-Poincare´ equations with forcing
Let G be a finite dimensional Lie group as the configuration space of a mechanical
system [1, 15, 16, 26]. Using the left (or right, alternatively) multiplication Lg : G→
G, Lg(g′) = gg′ allows us to trivialize the tangent bundle TG and the cotangent
bundle T ∗G as follows
TG→ G× g , (g, g˙) 7→ (g, TgLg−1 g˙) = (g, η) ,
T ∗G→ G× g∗, (g, p) 7→ (g, T ∗e Lgp) = (g, µ) ,
where g = TeG is the Lie algebra of G and e denotes the identity element of G.
In this paper we will work preferably with the left translation but it is possible to
derive equivalent results using right translation. Throughout the paper we will also
use matrix notation, i.e. TgLg−1 g˙ ≡ g−1g˙ intermittently to simplify computations.
Given a Lagrangian L : TG → R, we define its left-trivialized version, Lˇ :
G× g→ R, by the relation
Lˇ(g, η) = L(g, TeLgη) .
With this trivialized Lagrangian, the classical Euler-Lagrange equations can be
rewritten as
d
dt
(
∂Lˇ
∂η
)
= ad∗η
∂Lˇ
∂η
+ T ∗e Lg
(
∂Lˇ
∂g
)
(2.1)
g˙ = gη = TeLgη (2.2)
where adξη = [ξ, η], with ξ, η ∈ g, and [ , ] denotes the Lie bracket on the algebra.
The Euler-Lagrange equations are modified under the presence of external forces,
which are introduced as a map F : TG→ T ∗G. The resulting equations can be ob-
tained by applying the Lagrange-D’Alembert principle and under left-trivialization
they become
d
dt
(
∂Lˇ
∂η
)
= ad∗η
∂Lˇ
∂η
+ T ∗e Lg
(
∂Lˇ
∂g
)
+ Fˇ . (2.3)
where Fˇ : G× g→ g∗ is defined by
Fˇ (g, η) = T ∗e Lg (F (g, TeLgη)) .
In the sequel we will assume that L is left invariant, i.e. the following reduced
Lagrangian, l : g→ R
l(η) = L(e, η) = L(g′g, g′g˙),∀g′ ∈ G
is well defined. That is, l is the restriction of L to g. In this case, the corresponding
free Euler-Lagrange equations are:
d
dt
(
∂l
∂η
)
= ad∗η
∂l
∂η
. (2.4)
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These are known as the (left-invariant) Euler-Poincare´ equations.
The procedure to find a solution t 7→ g(t) of the Euler-Lagrange equations with
initial condition g(0) = g0 and g˙(0) = v0 is the following. First, we solve the first
order ODE system defined by the Euler-Poincare´ equations (2.4) with the initial
condition η(0) = g−10 v0. With this solution, t 7→ η(t), we solve the so-called recon-
struction equation:
g˙(t) = g(t)η(t), with g(0) = g0 .
The Euler-Poincare´ equations are modified under the presence of external forces
that, mathematically, are introduced as a map f : g → g∗. The Euler-Poincare´
equations with forcing are
d
dt
(
∂l
∂η
)
= ad∗η
∂l
∂η
+ f(η).
A relation between this equation and eq.(2.3) can be readily stablished if L is left-
invariant and F does not depend on the point of application, as then
f(η) = T ∗e LgF (e, η)
By fixing a basis {ea} of the Lie algebra g we may induce coordinates (ηa) so that
we can write η = ηaea. Then, the Euler-Poincare´ equations with forcing have the
following expression in local coordinates
d
dt
(
∂l
∂ηa
)
= Cdbaη
b ∂l
∂ηd
+ fa
where Ccab are the structure constants of the Lie algebra g, that is, [ea, eb] = C
c
abec
and 〈f(η), ea〉 = fa.
2.2 Lie-Poisson equations with forcing
(See [2, 8] for a longer and deeper exposition.)
Given a Hamiltonian h : g∗ → R then the Lie-Poisson equations are
µ˙ = ad∗h′(µ)µ, (2.5)
g˙ = gh′(µ), (2.6)
where µ ∈ g∗ and h′(µ) = ∂h/∂µ.
Given a regular Lagrangian l : g→ R, the Legendre transformation
F l : g −→ g∗
η 7−→ µ = ∂l
∂η
is a local diffeomorphism and we can relate equations (2.4) and (2.5). If we define
the Lagrangian energy function,
El(η) =
〈
∂l
∂η
, η
〉
− l(η),
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then this implicitly defines a Hamiltonian function h ◦ F l = El.
It is important to note that g∗ is equipped with the Lie-Poisson bracket { , }
{f, g} = −
〈
µ,
[
∂f
∂µ
,
∂g
∂µ
]〉
(2.7)
where f, g ∈ C∞(g∗).
In coordinates µa, induced by the dual basis {ea} on g∗, we have that
{µa, µb} = −Cdabµd .
This bracket exactly corresponds to the reduced bracket by standard Poisson
reduction from pi : (T ∗G,ωG) −→ (T ∗G/G ≡ g∗, { , }) where pi(µg) = [µg] ≡
T ∗e Lg(µg).
Fixed µ0 ∈ g∗, the coadjoint orbit is Oµ0 :=
{
Ad∗g−1µ0 | g ∈ G
}
⊆ g∗. If t→ µ(t)
is the solution of the initial value problem µ˙ = ad∗h′(µ)µ with µ(0) = µ0 then we can
deduce that µ(t) ∈ Oµ(0).
Given a Hamiltonian function h : g∗ → R we derive the equations of motion by
the equations
µ˙(t) = ]Π(dh(µ(t))) (2.8)
where Π is the bivector field associated to the bracket { , }. It is well known that
the flow Ψht : g
∗ → g∗ of Xh verifies some geometric properties:
1. It preserves the linear Poisson bracket, that is
{f ◦Ψt, g ◦Ψt} = {f, g} ◦Ψt, ∀f, g ∈ C∞(g∗).
2. It preserves the hamiltonian h ◦Ψht = h.
3. If all the coadjoint orbits are connected, Casimir functions are also preserved
along each coadjoint orbit.
We can also add forces in our picture, in this case modeled as a map f˜ : g∗ → g∗.
If we start from a force on the Lagrangian side f : g→ g∗ then we define the force on
the Hamiltonian side by taking f˜ ◦ F l = f . The Lie-Poisson equations with forcing
are modified as folllows:
µ˙ = ad∗h′(µ)µ+ f˜(µ).
It is clear that by adding the forcing term we are losing all the properties of the
flow of the free system (preservation of the Hamiltonian, preservation of coadjoint
orbits...). But in the case of forces f˜ : g∗ → g∗ of the special form
f˜(µ) = ad∗
ζ˜(µ)
µ
where ζ˜ : g∗ → g∗ is an arbitrary map, in this particular case, the coadjoint or-
bits are preserved. Observe that in this last case the Euler-Poincare´ equations are
transformed like
d
dt
(
∂l
∂η
)
= ad∗η+ζ(η)
(
∂l
∂η
)
for an arbitray map ζ : g→ g (see [2]).
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2.3 Discrete Lagrangian formalism
Now, we will describe discrete Euler-Poincare´ equations (see [5, 24, 28] for more
details). Fixed an element W ∈ G, define the set of admissible pairs
C2W = {(W1,W2) ∈ G×G |W1W2 = W} .
A tangent vector to the manifold C2W is a tangent vector at t = 0 of a curve in
C2W
t ∈ (−, ) ⊆ R −→ (c1(t), c2(t))
where ci(t) ∈ G, c1(t)c2(t) = W and c1(0) = W1 and c2(0) = W2. These types of
curves are given by
c(t) = (W1U(t), U
−1(t)W2) (2.9)
for an arbitrary U(t) ∈ G with t ∈ (−, ) and U(0) = e, where e is the identity
element of G.
Fixed a discrete Lagrangian ld : G→ R, we define the discrete action sum by
Sld : C
2
W −→ R
(W1,W2) 7−→ ld(W1) + ld(W2)
Definition 2.1. [Discrete Hamilton’s principle] Given W ∈ G, then (W1,W2) ∈
C2W is a solution of the discrete Lagrangian system determined by ld : G→ R if and
only if (W1,W2) is a critical point of Sld.
We characterize the critical points using the curves defined in (2.9) as follows
0 =
d
dt
∣∣∣∣
t=0
Sld(c(t))
=
d
dt
∣∣∣∣
t=0
[
ld(W1U(t)) + ld(U(t)
−1W2)
]
=
〈L∗W1 l′d(W1)−R∗W2 l′d(W2), ζ〉
where ζ = U˙(0).
Alternatively, we can write these equations as follows
0 =
←−
ξ W1(ld)−
−→
ξ W2(ld) , ∀ξ ∈ g (2.10)
which are called discrete Euler-Poincare´ equations. Here
←−
ξ U = TeLUξ and−→
ξ U = TeRUξ are the left and right-invariant vector fields, respectively.
Also it is possible to define two discrete Legendre transformations by F−ld :
G→ g∗ and F+ld : G→ g∗ by
F−ld(W ) = R∗W l′d(W )
F+ld(W ) = L∗W l′d(W )
So, if we define
µk = F−ld(Wk) = R∗Wk l′d
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then equation (2.10) are equivalent to
µ2 = F−ld(W2) = F+ld(W1) = Ad∗W1µ1
which in this case are called discrete Lie-Poisson equations. Then, an implicit
map µk 7→ µk+1 is defined such that it preserves the Lie-Poisson structure. If the
discrete Lagrangian function ld : G → R is regular, that is, the Legendre transfor-
mation F−ld : G→ g∗ is a local diffeomorphism (or, equivalently, F+ld : G→ g∗ is
a local diffeomorphism) then the map µk 7→ µk+1 is, in fact, explicit.
To obtain a numerical integrator for the dynamics determined by a continu-
ous Lagrangian l : g → R it is necessary to know how closely the trajectory of
the proposed numerical method matches the exact trajectory of the Euler-Poincare´
equations. For variational integrators, an important tool for simplifying the error
analysis is to alternatively study how closely a discrete Lagrangian matches the ex-
act discrete Lagrangian defined by l : g → R. In our case, the exact Lagrangian is
given by
leh(W ) =
∫ h
0
l(ηW (t))dt, for g ∈ G, (2.11)
where ηW : I ⊆ R → g is the unique solution of the Euler-Poincare´ equations
for l : g → R such that the corresponding solution (g, g˙) : I ⊆ R → TG of the
Euler-Lagrange equations for L(g, g˙) = l
(
g−1g
)
satisfies
g(0) = e, g(h) = W.
In [23] it is shown that if we take as a discrete Lagrangian an approximation of order
r of the exact discrete Lagrangian, then, the associated discrete evolution operator
is also of order r, that is, the derived discrete scheme is an approximation of the
continuous flow of order r.
3 A variational description of forced Euler-Poincare´ equa-
tions
In this section, we will study a purely variational description of the Euler-Poincare´
and Lie-Poisson equations with forcing (see [7]). We will see that the appropriate
phase spaces for such Lagrangian and Hamiltonian mechanics are, respectively, g×
G× g and g∗ ×G× g∗.
First, consider a Lagrangian L : TG×TG→ R and the left-action Φ : G×G→
G, Φg′(g) = g
′g = Lg′g, and its tangent lift Φ̂ : G× TG→ TG given by
Φ̂g′(vg) = TgΦg′(vg) = g
′vg ∈ Tg′gG
and the corresponding diagonal action Φ̂×g˜ : TG× TG→ TG× TG defined by:
Φ̂×g′(vg, v˜g˜) = (g
′vg, g′v˜g˜)
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Assuming that L is Φ̂×-invariant we deduce that
L(vg, v˜g˜) = L(g
−1vg, g−1v˜g˜),
which lets us define the reduced Lagrangian l : g×G× g→ R by
l(η, U, ψ) = L(η, Uψ)
where η = g−1vg, ψ = g˜−1v˜g˜ ∈ g and U = g−1g˜ ∈ G.
We have the following
Theorem 3.1. The Euler-Lagrange equations for L are equivalent to the reduced
Euler-Lagrange equations for l : g×G× g→ R:
d
dt
(
∂l
∂η
)
= ad∗η
∂l
∂η
−R∗U
∂l
∂U
d
dt
(
∂l
∂ψ
)
= ad∗ψ
∂l
∂ψ
+ L∗U
∂l
∂U
dU
dt
= Uψ − ηU
= U(ψ −AdU−1η) .
(3.1)
Proof. Define the functional:
J [(η, U, ψ)] =
∫ T
0
l(η(t), U(t), ψ(t)) dt
for some T ∈ R > 0. Its critical points are the solutions of the corresponding
Euler-Lagrange equations. Taking variations
dJ [(η, U, ψ)]((δη, δU, δψ)) =
∫ T
0
[
∂l
∂η
δη +
∂l
∂U
δU +
∂l
∂ψ
δψ
]
dt = 0 .
We know that η = g−1g˙ and ψ = g˜−1 ˙˜g and U = g−1g˜. Therefore:
δη = g−1δg˙ − Ση
δU = U Σ˜− ΣU
δψ = g˜−1δ ˙˜g − Σ˜ψ
where Σ = g−1δg and Σ˜ = g˜−1δg˜. Also,
Σ˙ = g−1δg˙ − ηΣ
˙˜
Σ = g˜−1δ ˙˜g − ψΣ˜
and, in consequence,
δη = [η,Σ] + Σ˙
δU = U Σ˜− ΣU
δψ = [ψ, Σ˜] +
˙˜
Σ .
Since Σ and Σ˜ are arbitrary, using integration by parts, we deduce the equations.

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A trivial example of such Lagrangians is given as follows. Consider a Φ̂-invariant
Lagrangian L : TG → R with reduced Lagrangian l : g → R and define a new
Lagrangian L : TG× TG→ R as
L(vg, v˜g˜) = L(v˜g˜)− L(vg).
Then, by (left-)trivialization we find that its associated reduced Lagrangian l :
g×G× g→ R takes the form
l(η, U, ψ) = l(ψ)− l(η).
According to the results of theorem 3.1 the equations of motion for this class of
Lagrangians are simply two uncoupled and independent Euler-Poincare´ equations.
A more general class of Lagrangians are those of the form
lk(η, U, ψ) = l(ψ)− l(η)− k(η, U, ψ),
where k : g×G× g→ R acts as a generalized potential. As it will become clear in
the next section, if we still want to recuperate unique and clear dynamics on g, it
will be crucial that these Lagrangians and potentials satisfy the discrete symmetry
k(ψ,U−1, η) = −k(η, U, ψ),
which will result in two copies of the same dynamics when we restrict to initial
conditions on the subset (η, e, η), that is, the restricted vector field they define
projects onto g.
Our aim now is to obtain a generalized potential whose contribution to the
dynamics on the aforementioned subset coincides with that of a given forcing term,
f . To do so first consider the exponential map exp : g → G. We choose exp but
it is possible to take any other retraction map (see, for instance, [5] for different
retraction maps). It is well known that for matrix Lie groups
exp ξ =
∞∑
n=0
1
n!
ξn
Obviously exp 0 = I and T0 exp = Id with the usual identifications. If we restrict
ourselves to a neighborhood of the identity of the group, Ue, then its inverse is
well-defined.
With this we may then construct the function kf : g×G× g→ R by
kf (η, U, ψ) =
1
2
(〈
f(ψ), exp−1 U−1
〉− 〈f(η), exp−1 U〉)
where U is assumed to be in Ue.
Proposition 3.2. Let (l, f) be a regular Lagrangian system with forcing given by
l : g→ R and f : g→ g∗, and define the Lagrangian system lf : g×G× g→ R by
lf (η, U, ψ) = l(ψ)− l(η)− kf (η, U, ψ).
Then we have that the following are equivalent:
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• σ : I ⊆ R→ g is a solution of the Euler-Poincare´ equations with forcing
d
dt
(
∂l
∂η
)
= ad∗η
∂l
∂η
+ f(η) .
• σ˜ : I ⊆ R → g × G × g, that is, σ˜(t) = (σ(t), e, σ(t)) is a solution of the
Euler-Lagrange equations for lf :
d
dt
(
∂lf
∂η
)
− ad∗η
∂lf
∂η
+R∗U
∂lf
∂U
= 0
d
dt
(
∂lf
∂ψ
)
− ad∗ψ
∂lf
∂ψ
− L∗U
∂lf
∂U
= 0 .
Proof. Applying theorem 3.1 to lf we get
− d
dt
(
∂l
∂η
− ∂kf
∂η
)
+ ad∗η
(
∂l
∂η
− ∂kf
∂η
)
−R∗U
∂kf
∂U
= 0
d
dt
(
∂l
∂ψ
− ∂kf
∂ψ
)
− ad∗ψ
(
∂l
∂ψ
− ∂kf
∂ψ
)
+ L∗U
∂kf
∂U
= 0 .
Taking into account that exp−1(e) = 0 and Teexp−1 = Id, it is not difficult to see
that on (η, e, η) the only surviving term from kf is
∂kf
∂U
(η, e, η) = −f(η).
Thus, on (η, e, η) the Euler-Lagrange equations for lf reduce to two copies of the
Euler-Poincare´ equations with forcing, which proves our claim. 
4 Geometric interlude: Poisson groupoids
4.1 Lie groupoids and algebroids
First of all, we will recall some definitions related to Lie groupoid and Lie algebroids
(for more details, see [22, 35]).
Definition 4.1. A groupoid over a set Q is a set G together with the following
structural maps:
• A pair of maps α : G→ Q, the source, and β : G→ Q, the target. Thus, we
can think an element g ∈ G an arrow from x = α(g) to y = β(g) in Q
•
x=α(g)
•
y=β(g)
g
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The source and target mappings define the set of composable pairs
G2 = {(g1, g2) ∈ G×G |β(g1) = α(g2)} .
• A multiplication on composable elements ν : G2 → G, denoted simply by
ν(g1, g2) = g1g2, such that
– α(g1g2) = α(g1) and β(g1g2) = β(g2).
– g1(g2g3) = (g1g2)g3.
•
x=α(g1)
•
y=β(g1)=α(g2)
•
z=β(g2)
g1
g1g2
g2
• An inversion map ι : G→ G, to be denoted simply by ι(g) = g−1, such that
– g−1g = (β(g)) and gg−1 = (α(g)).
•
x=α(g)=β(g−1)
•
y=β(g)=α(g−1)
g
g−1
• An identity section  : Q→ G of α and β, such that
– (α(g))g = g and g(β(g)) = g.
•
x=α(g)=β(g)
g=(x)
A groupoid G over a set Q will be denoted simply by the symbol G⇒ Q.
The groupoid G⇒ Q is said to be a Lie groupoid if G and Q are differentiable
manifolds and all the structural maps are differentiable with α and β differentiable
submersions. If G⇒ Q is a Lie groupoid then ν is a submersion,  is an immersion
and ι is a diffeomorphism. Moreover, if x ∈ Q, α−1(x) (resp., β−1(x)) will be said
the α-fiber (resp., the β-fiber) of x.
Typical examples of Lie groupoids are: the pair or banal groupoid Q × Q over
Q (the example that we have used along our former paper), a Lie group G (as a Lie
groupoid over a single point), the Atiyah groupoid (Q×Q)/G (over Q/G) associated
with a free and proper action of a Lie group G on Q... (see [22]).
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Definition 4.2. If G⇒ Q is a Lie groupoid and g ∈ G then the left-translation by
g ∈ G and the right-translation by g are the diffeomorphisms
Lg : α−1(β(g)) −→ α−1(α(g)), g′ −→ Lg(g′) = gg′,
Rg : β−1(α(g)) −→ β−1(β(g)), g′ −→ Rg(g′) = g′g.
Note that L−1g = Lg−1 and R−1g = Rg−1 .
Definition 4.3. A vector field ξ ∈ X(G) is said to be left-invariant (resp., right-
invariant) if it is tangent to the fibers of α (resp., β) and ξ(gg′) = Tg′Lgξ(g′) (resp.,
ξ(gg′) = TgRg′ξ(g)), for (g, g′) ∈ G2.
The infinitesimal version of a Lie groupoid is a Lie algebroid which is defined as
follows.
Definition 4.4. A Lie algebroid is a real vector bundle A→ Q equipped with a Lie
bracket [[·, ·]] on its sections Γ(A) and a bundle map ρ : A → TQ called the anchor
map such that the homomorphism of C∞(Q)-modules induced by the anchor map,
that we also denote by ρ : Γ(A)→ X(Q), verifies
[[X, fY ]] = f [[X,Y ]] + ρ(X)(f)Y,
for X,Y ∈ Γ(A) and f ∈ C∞(Q).
With this definition the anchor map ρ : Γ(A) → X(Q) is a Lie algebra homo-
morphism, where X(Q) is endowed with the usual Lie bracket of vector field [·, ·].
Definition 4.5. Given a Lie groupoid G⇒ Q, the associated Lie algebroid AG→ Q
is given by its fibers AqG = V(q)α = ker(T(q)α). There is a bijection between the
space Γ(AG) and the set of left-invariant vector fields on G. If X is a section of
τ : AG → Q, the corresponding left-invariant vector field on G will be denoted ←−X
(resp.,
−→
X ), where ←−
X (g) = (T(β(g))Lg)X(β(g)), (4.1)
for g ∈ G. Using the above facts, one may introduce a bracket [[·, ·]] on the space of
sections Γ(AG) and a bundle map ρ : AG→ TQ, which are defined by
←−−−−
[[X,Y ]] = [
←−
X,
←−
Y ], ρ(X)(q) = (T(q)β)X(q), (4.2)
for X,Y ∈ Γ(AG) and q ∈ Q.
Using that [·, ·] induces a Lie algebra structure on the space of vector fields on
G, it is easy to prove that [[·, ·]] also defines a Lie algebra structure on Γ(AG). In
addition, it follows that
[[X, fY ]] = f [[X,Y ]] + ρ(X)(f)Y,
for X,Y ∈ Γ(AG) and f ∈ C∞(Q).
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One can also stablish a bijection between sections X ∈ Γ(AG) and right invariant
vector fields
−→
X ∈ X(G) defined by
−→
X (g) = −(T(α(g))Rg T(α(g))ι)X(α(g)), (4.3)
which yields the Lie bracket relation
−−−−→
[[X,Y ]] = −[−→X,−→Y ].
The following Proposition will be useful for the results in this paper.
Proposition 4.6. (See [7]). Let G⇒ Q be a Lie groupoid and Z ∈ X(G) a vector
field invariant by the inversion, that is,
Tgι Z(g) = Z(g
−1), for all g ∈ G
Then, for all q ∈ Q,
Z((q)) ∈ T(q)(Q).
4.2 Poisson groupoids
In the following, we introduce the notion of Poisson groupoid (see [36]).
Definition 4.7. A Poisson groupoid is a Lie groupoid Γ ⇒ Q, such that
1. (Γ, { , }) is a Poisson manifold;
2. the graph of ν : Γ2 → Γ is a coisotropic submanifold Γ × Γ × Γ−, where
Γ− = (Γ,−{ , }) has the negative Poisson structure.
Some interesting properties of Poisson groupoids are:
Theorem 4.8. Let Γ be a Poisson groupoid
1. The identity section is coisotropic in Γ.
2. The inversion ι is an anti-Poisson morphism.
3. There is a unique Poisson structure on Γ0 for which α is a Poisson mapping
(and β is an anti-Poisson morphism).
In our work, we are interested on a concrete example of Poisson groupoid (see, for
instance, [9]). Let G be a Lie group and g its Lie algebra. The manifold g∗×G× g∗
has a natural structure of Lie groupoid where the structural functions are
α(λ1, U, λ2) = λ1, ι(λ1, U, λ2) = (λ2, U, λ1),
β(λ1, U, λ2) = λ2, (λ) = (λ, e, λ),
ν((λ1, U, λ2), (λ2, V, λ3))= (λ1, UV, λ3),
(4.4)
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and the Poisson bracket is given by:
{Ξ1,Ξ2} (λ1, U, λ2) = 0, {Ξ1, F} = −−→ξ F,{
Ξ1,Ξ
′
1
}
(λ1, U, λ2) =
〈
λ1, [ξ, ξ
′]
〉
, {Ξ2, F} = −←−ξ F.{
Ξ2,Ξ
′
2
}
(λ1, U, λ2) = −
〈
λ2, [ξ, ξ
′]
〉
,
(4.5)
where ξ, ξ′ ∈ g induce the functions given by
Ξ1(λ1, U, λ2) = 〈λ1, ξ〉, Ξ′1(λ1, U, λ2) = 〈λ1, ξ′〉,
Ξ2(λ1, U, λ2) = 〈λ2, ξ〉, Ξ′2(λ1, U, λ2) = 〈λ2, ξ′〉,
and F : g∗ × G × g∗ → R is the pull-back of a function on the Lie group G. The
Lie groupoid g∗ × G × g∗ equipped with this bracket is a Poisson groupoid, and
observe that the linear Poisson bracket is completely determined by these functions.
In some ocassions we will identify the function Ξi ≡ λi, i = 1, 2 when there is no
possible confusion.
Γ = g∗ ×G× g∗ equipped with this bracket is a Poisson groupoid (see [9]).
The following proposition will be useful.
Proposition 4.9. Let Γ ⇒ Q be a Poisson groupoid with Poisson bracket { , } and
E : Γ→ R a function such that E ◦ ι = −E. Then, the corresponding Hamiltonian
vector field XE defined
XE(F ) = {F,E} ,
verifies that XE((q)) ∈ T(q)(Q) for all q ∈ Q.
Proof. We use that in a Poisson groupoid the inversion is an anti-Poisson morphism
ι∗
{
F, F˜
}
= −
{
ι∗F, ι∗F˜
}
,
for F, F˜ : Γ→ R, that in particular implies that
Tι(XE) = −XE◦ι
but since E = −E ◦ ι then Tι(XE) = XE . Now applying Proposition 4.6 we deduce
that XE((q)) ∈ T(q)(Q). 
4.3 Free Hamiltonian description of forced Lie-Poisson equations
Given a Lagrangian l : g×G×g→ R, one may immediately define the usual Legendre
transformation Fl(η, g, ψ) = (∂l/∂η, U, ∂l/∂ψ) to obtain a Hamiltonian description,
but in order to maintain the natural Poisson groupoid structure in g∗×G×g∗ given
by eqs. (4.4) and (4.5) it is convenient to define a modified Legendre transformation
Fl× : g×G× g → g∗ ×G× g∗
(η, U, ψ) 7→
(
λ = − ∂l∂η , U, µ = ∂l∂ψ
)
.
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together with a modified interior product 〈(λ,U, µ), (η, U, ψ)〉× = 〈µ, ψ〉 − 〈λ, η〉.
One may quickly check that these definitions ensure that〈Fl×(η, U, ψ), (η, U, ψ)〉× = 〈Fl(η, U, ψ), (η, U, ψ)〉 .
If the modified Legendre transformation is a local diffeomorphism then we may
implicitly define the associated Hamiltonian by(
h ◦ Fl×) (η, U, ψ) = El(η, U, ψ)
=
〈Fl×(η, U, ψ), (η, U, ψ)〉× − l(η, U, ψ),
whose equations of motion are
λ˙ = −ad∗∂h/∂λλ−R∗U
∂h
∂U
µ˙ = ad∗∂h/∂µµ− L∗U
∂h
∂U
U˙ = U
(
∂h
∂µ
+ AdU−1
∂h
∂λ
)
These equations are given in Poisson form, F˙ = {F,h}. Here, the Poisson
bracket { , } is defined by
{A,B} (λ,U, µ) = −
〈
µ,
[
∂A
∂µ
,
∂B
∂µ
]〉
+
〈
λ,
[
∂A
∂λ
,
∂B
∂λ
]〉
+
〈
L∗U
∂A
∂U
,
∂B
∂µ
+ AdU−1
∂B
∂λ
〉
−
〈
L∗U
∂B
∂U
,
∂A
∂µ
+ AdU−1
∂A
∂λ
〉
,
where A,B : g∗ ×G× g∗ → R. This bracket is exactly the linear Poisson structure
defined on (4.5). Thus g∗ ×G× g∗ equipped with the Lie groupoid structure (4.4)
together with this Poisson structure (and associated Poisson bi-vector Π) becomes
a Poisson groupoid.
Let us consider first a particular case of Hamiltonians on this groupoid.
Lemma 4.10. Let h : g∗ → R be a Hamiltonian function. Consider the Hamiltonian
h : g∗ ×G× g∗ → R defined by
h(λ,U, µ) = h(µ)− h(λ)
then
1. ]Π(dh) = Xh is tangent to (g
∗);
2. Xh|(g∗) = ∗(Xh).
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Proof. For the proof of the first part, observe that
(h ◦ ι)(λ,U, µ) = h(µ,U−1, λ) = h(λ)− h(µ) = −h(λ,U, µ)
and apply Proposition 4.9.
For the second part, it is easy to check using expressions (4.5) that
{η,h} (λ,U, µ) =
〈
λ,
[
η,
∂h
∂λ
]〉
= − 〈λ, [η, h′(λ)]〉
{ψ,h} (λ,U, µ) = −
〈
µ,
[
η,
∂h
∂µ
]〉
= − 〈µ, [η, h′(µ)]〉
{F,h} (λ,U, µ) =
〈
L∗U
∂F
∂U
,
∂h
∂µ
+ AdU−1
∂h
∂λ
〉
=
〈
L∗U
∂F
∂U
, h′(µ)−AdU−1h′(λ)
〉
where F : g∗ ×G× g∗ → R is the pull-back of a function on the Lie group G.
Therefore, if F : g∗×G× g∗ → R is the pull-back of a function on the Lie group
G we have that
(Xh)(µ,e,µ)(η) = −
〈
µ,
[
η, h′(µ)
]〉
,
(Xh)(µ,e,µ)(ψ) = −
〈
µ,
[
η, h′(µ)
]〉
,
(Xh)(µ,e,µ)(F ) = 0,
which is exactly the same as ∗(Xh) since
∗(Xh)(µ, e, µ) =
(
ad∗h′(µ)µ, 0, ad
∗
h′(µ)µ
)
∈ g∗ × g× g∗ ≡ T(µ,e,µ)(g∗ ×G× g∗). 
Our aim is to generalize lemma 4.10 for the case of Lie-Poisson systems with
forcing, that is, we have Hamiltonian function h : g∗ → R and the force expressed
by f˜ : g∗ → g∗, both determining the Lie-Poisson equations with forcing
µ˙ = ad∗h′(µ)µ+ f˜(µ),
which define the vector field
Yh,f˜ (µ) = Xh(µ) + ]
Π(f˜)(µ) ∈ Tµg∗ ≡ g∗. (4.6)
Similar to the Lagrangian case let us define a function kf˜ : g
∗ ×G× g∗ → R by
kf˜ (λ,U, µ) =
1
2
(〈
f˜(µ), exp−1 U−1
〉
−
〈
f˜(λ), exp−1 U
〉)
where U is assumed to be in a neighborhood Ue of the identity element e ∈ G. With
this we can state the following theorem.
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Theorem 4.11. Let h : g∗ → R be a Hamiltonian function and f˜ : g∗ → g repre-
senting an external force . Consider the Hamiltonian hf˜ : g
∗ ×G× g∗ → R defined
by
hf˜ (λ,U, µ) = h(µ)− h(λ) + kf˜ (λ,U, µ)
then
1. ]Π(dhf˜ ) = Xhf˜ is tangent to (g
∗);
2. Xhf˜
∣∣∣
(g∗)
= ∗
(
Yh,f˜
)
.
Proof. The proof follows the same steps as those of lemma 4.10. For the first part
observe that
(kf˜ ◦ ι)(λ,U, µ) = kf˜ (µ,U−1, λ)
=
1
2
(〈
f˜(λ), exp−1 U
〉
−
〈
f˜(µ), exp−1 U−1
〉)
= −kf˜ (λ,U, µ).
For the second part, if one takes into account that exp−1(e) = 0 and Teexp−1 = Id
then it is not difficult to see that(
Xhf˜
)
(µ,e,µ)
(η) = − 〈µ, [η, h′(µ)]〉+ 〈f˜(µ), η〉 ,(
Xhf˜
)
(µ,e,µ)
(ψ) = − 〈µ, [η, h′(µ)]〉+ 〈f˜(µ), η〉 ,(
Xhf˜
)
(µ,e,µ)
(F ) = 0.
which coincides with ∗(Yh,f˜ ) 
Proposition 4.12. Let (h, f˜) be a regular Hamiltonian system with forcing. Then
its associated Hamiltonian hf˜ is regular in a neighborhood of (g
∗)
Proof. Observe that the transformation
Fh×
f˜
: g∗ ×G× g∗ → g×G× g
(λ,U, µ) 7→
(
−∂hf˜∂λ , U,
∂hf˜
∂µ
)
reduces to Fh×
f˜
(µ, e, µ) = (h′(µ), e, h′(µ)) at the identity set. Then it must be a
local diffeomorphism in a neighborhood of this set since its Hessian matrix(
h′′(µ) 0
0 h′′(µ)
)
is regular on (g∗) and therefore regular on a neighbourhood of it. 
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Theorem 4.13. Let (l, f) and (h, f˜) be a regular forced Lagrangian system and
its associated forced Hamiltonian system, and denote by h˜f˜ = Elf ◦
(
Fl×f
)−1
and
hf˜ the corresponding generalized Hamiltonians. Then their respective Hamiltonian
vector fields Xh˜f˜
and Xhf˜ satisfy that Xh˜f˜
∣∣∣
(g∗)
= Xhf˜
∣∣∣
(g∗)
.
Proof. As in theorem 4.11 we construct the extended Hamiltonian hf˜ , and we note
that it coincides with the one implicitly defined as(
hf˜ ◦ Fl×
)
(η, U, ψ) = El(η, U, ψ) +
(
k˜ ◦ Fl×
)
(η, U, ψ)
=
〈
l′(ψ), ψ
〉− l(ψ)− 〈l′(η), η〉+ l(η)
+
1
2
(〈
f(ψ), exp−1 U−1
〉− 〈f(−η), exp−1 U〉) ,
where l(η, U, ψ) = l(ψ)− l(η).
Applying the results of theorem 4.11 we have that(Fl×)∗ dhf˜ ∣∣∣(g) = (−η,−f(η), η) ∈ g× g∗ × g,
From the definition of the second Hamiltonian, h˜f˜ and taking into account the
results of proposition 4.12, it follows that(
Fl×f
)∗
dh˜f˜
∣∣∣
(g)
= (−η,−f(η), η),
and thus dhf˜
∣∣∣
(g∗)
= dh˜f˜
∣∣∣
(g∗)
=
(
−h′(µ),−f˜(µ), h′(µ)
)
, which together with the
application of ]Π finishes our proof. 
5 Discrete case
Consider a discrete Lagrangian Ld : G
4 = G×G×G×G→ R invariant under the
action
Φ̂d : G×G4 −→ G4
(g′, (g1, g2, g˜1, g˜2)) 7−→ (g′g1, g′g2, g′g˜1, g′g˜2)
and define the reduced Lagrangian `d : G×G×G→ R by
`d(V,U,W ) = Ld(e, V, U, UW )
where V = g−11 g2, U = g
−1
1 g˜1 and W = g˜
−1
1 g˜2.
Then, if Vk = g
−1
k gk+1, Uk = g
−1
k g˜k and Wk = g˜
−1
k g˜k+1, we have that
δVk = (LVk)∗Pk+1 − (RVk)∗Pk,
δWk = (LWk)∗Σk+1 − (RWk)∗Σk,
δUk = UkΣk − PkUk,
where Pk = g
−1
k δgk and Σk = g˜
−1
k δg˜k.
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Proposition 5.1. Given a discrete Lagrangian ld : G×G×G → R, the following
are equivalent:
1. The discrete variational principle
δJd =
N−1∑
k=0
δld(Vk, Uk,Wk) = 0 (5.1)
holds using variations of the form δVk = (LVk)∗Pk+1 − (RVk)∗Pk, δWk =
(LWk)∗Σk+1 − (RWk)∗Σk and δUk = UkΣk −PkUk where Pk,Σk are arbitrary
with P0,Σ0,PN ,ΣN identically zero.
2. The discrete Euler-Lagrange equations hold:
(LVk−1)∗D1ld(Vk−1, Uk−1,Wk−1) =(RVk)∗D1ld(Vk, Uk,Wk)
+ (RUk)∗D2ld(Vk, Uk,Wk)
(LWk−1)∗D3ld(Vk−1, Uk−1,Wk−1) =(RWk)∗D3ld(Vk, Uk,Wk)
− (LUk)∗D2ld(Vk, Uk,Wk)
Uk =V
−1
k−1Uk−1Wk−1
(5.2)
Proof. The last equation is a consequence of the definitions. The remaining two
equations follow from a straightforward computation of the variations and rearrange-
ment of the terms of the sum. See also [24] for the general case of Lie groupoids. 
These equations are the discrete equivalent of the equations given in theorem
3.1, and under certain regularity conditions they define a discrete flow (see [24])
Fld(Vk−1, Uk−1,Wk−1) = (Vk, Uk,Wk).
Much like in the standard setting, in this reduced setting we can define two
discrete Legendre transformations
F±l×d : G×G×G→ g∗ ×G× g∗
with coordinate presentation
F+l×d (Vk, Uk,Wk) = (−(LVk)∗D1ld(Vk, Uk,Wk),
V −1k UkWk,
(LWk)∗D3ld(Vk, Uk,Wk))
F−l×d (Vk, Uk,Wk) = (−(RVk)∗D1ld(Vk, Uk,Wk)− (RUk)∗D2ld(Vk, Uk,Wk),
Uk,
(RWk)∗D3ld(Vk, Uk,Wk)− (LUk)∗D2ld(Vk, Uk,Wk))
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5.1 The exact discrete Lagrangian
Given a regular Lagrangian function l : g × G × g −→ R, we will consider discrete
Lagrangians ld as an approximation to the action of the continuous Lagrangian
which can be considered as the exact discrete Lagrangian:
led(V0, U0,W0, h) =
∫ h
0
l(η(t), U(t), ψ(t))dt,
where t 7→ (η(t), U(t), ψ(t)) is the unique solution of the Euler-Lagrange equations
for l
d
dt
(
∂l
∂η
)
= ad∗η
∂l
∂η
−R∗U
∂l
∂U
d
dt
(
∂l
∂ψ
)
= ad∗ψ
∂l
∂ψ
+ L∗U
∂l
∂U
U˙ = U(ψ −AdU−1η)
together with the reconstruction equations:
g˙(t) = g(t)η(t)
˙˜g(t) = g˜(t)ψ(t)
satisfying g(0) = e, g(h) = V0, g˜(0) = U0 and g˜(h) = U0W0 with small enough h
(see [23]).
In practice, it will not be feasible to compute led and instead we will work with
approximations (see [25]),
ld(V0, U0,W0, h) ≈ led(V0, U0,W0, h),
of this function. We say that ld(V0, U0,W0, h) is an approximation of order r (to
the exact discrete Lagrangian) if there exists an open subset Us ⊂ G × g × G × g
with compact closure and constants Cs and hs such that
‖ld(V (h), U0,W (h), h)− led(V (h), U0,W (h), h)‖ ≤ Cshr+1,
with V (h) = g−1(0)g(h), W (h) = g˜−1(0)g˜(h) and U0 = g−1(0)g˜(0), for all solutions
(g(t), η(t), g˜(t), ψ(t)) of the Euler-Lagrange equations with initial condition in Us
and for all h ≤ hs.
As it is common practice we will fix some h and drop its explicit dependence
unless it is strictly necessary.
In previous sections we consider LagrangiansL : TG×TG→ R and their reduced
counterparts l : g × G × g → R. These displayed discrete symmetries of the form
L(v˜g˜, vg) = −L(vg, v˜g˜) and l(η, U, ψ) = −l(ψ,U−1, η) and we saw the groupoidal
interpretation of this operation on the Hamiltonian side.
In the discrete realm we may define and equivalent transformation ιd : G
4 → G4
and its induced transformation ιˇd : G×G×G→ G×G×G,
ιd(g1, g2, g˜1, g˜2) = (g˜1, g˜2, g1, g2)
ιˇd(V,U,W ) = (W,U
−1, V )
We can state the following trivial proposition
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Proposition 5.2. Let l : g×G×g→ R be a Lagrangian satisfying that l(ψ,U−1, η) =
−l(η, U, ψ) for all (η, U, ψ) ∈ g × G × g. Then its exact discrete Lagrangian,
led : G×G×G→ R, satisfies led ◦ ιˇd = −led.
It is always possible to work with approximations of led that respect this sym-
metry, that is, ld ≈ led satisfying ld ◦ ιˇd = −ld. Such discrete Lagrangians will be of
crucial importance to derive variationally forced integrators.
If we define the maps d : G×G→ G4 and ˇd : G→ G×G×G by
d(g1, g2) = (g1, g2, g1, g2),
ˇd(V ) = (V, e, V ),
respectively then we can prove the following
Theorem 5.3. The discrete flow Fld : G×G×G→ G×G×G defined by a discrete
Lagrangian ld : G×G×G→ R verifying that ld ◦ ιˇd = −ld restricts to ˇd(G), that
is,
Fld ◦ ˇd(G) ∈ ˇd(G).
Proof. If we apply the identity ld ◦ ιˇd = −ld to
N∑
i=0
(ld ◦ ιˇd) (Vk, Uk,Wk) (5.3)
and apply the discrete Hamilton principle we obtain eq. (5.1), and it follows imme-
diately that solutions of the system
(LWk−1)∗D1ld(Wk−1, U−1k−1, Vk−1) = (RWk)∗D1ld(Wk, U−1k , Vk)
+ (RU−1k )
∗D2ld(Wk, U−1k , Vk),
(LVk−1)∗D3ld(Wk−1, U−1k−1, Vk−1) = (RVk)∗D3ld(Wk, U−1k , Vk)
− (LU−1k )
∗D2ld(Wk, U−1k , Vk),
U−1k = W
−1
k−1U
−1
k−1Vk−1,
obtained from varying eq. (5.3) must also be solutions of eqs. (5.2). If we restrict
either these or eqs. (5.2) to ˇd(G) the last equation turns into an identity and the
remaining equations become
(LVk−1)∗D1ld(Vk−1, e, Vk−1) = (RVk)∗D1ld(Vk, e, Vk) +D2ld(Vk, e, Vk),
(LVk−1)∗D3ld(Vk−1, e, Vk−1) = (RVk)∗D3ld(Vk, e, Vk)−D2ld(Vk, e, Vk).
The vanishing of the dynamics in Uk proves that Fld |ˇd(G) : ˇd(G)→ ˇd(G). 
Theorem 5.4. Let (L,F ) be a Φ̂×-invariant forced regular Lagrangian system in
G such that it defines an (l, f) forced regular Lagrangian system in g. Denote by
LF : TG × TG → R the extended Lagrangian, and let LF,d : G4 → R be a Φ̂d-
invariant approximation to the exact discrete Lagrangian of order r satisfying LF,d ◦
ιd = −LF,d. Then,
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• The discrete Lagrangian lf,d : G×G×G→ R defined by
lf,d(V,U,W ) = LF,d(e, V, U, UW ),
is an approximation of order r for lef,d satisfying the identity lf,d ◦ ιˇd = −lf,d.
• When restricted to d(G×G), the discrete flow FLF,d : G4 → G4 induced by its
discrete Euler-Lagrange equations is an approximation of order r to the flow
of (L,F ).
• When restricted to ˇd(G), the discrete flow Flf,d : G × G × G → G × G × G
induced by its discrete Euler-Lagrange equations is an approximation of order
r to the flow of (l, f).
Proof. We have that for h sufficiently small
LF,d(g0, g1, g˜0, g˜1) = L
e
F,d(g0, g1, g˜0, g˜1) +O
(
hr+1
)
=
∫ h
0
LF (g(t), g˙(t), g˜(t), ˙˜g(t))dt+O
(
hr+1
)
.
where (g(t), g˙(t), g˜(t), ˙˜g(t)) is a solution of the Euler-Lagrange equations for LF
such that g(0) = g0 = e, g(h) = g1, g˜(0) = g˜0, g˜(h) = g˜1. This means that, by
Φ̂×-invariance,
LF,d(g0, g1, g˜0, g˜1) =
∫ h
0
lF (η(t), U(t), ψ(t))dt+O
(
hr+1
)
,
with η(t) = g−1(t)g˙(t), U(t) = g−1(t)g˜(t) and ψ(t) = g˜−1(t) ˙˜g(t) and by Φ̂d-
invariance we get
LF,d(g0, g1, g˜0, g˜1) = LF,d(e, g
−1
0 g1, g
−1
0 g˜0, g
−1
0 g˜1) = lf,d(V0, U0,W0),
with V0 = g
−1
0 g1, U0 = g
−1
0 g˜0, W0 = g˜
−1
0 g˜1. Thus lf,d is indeed of order r with
respect to lef,d.
That lf,d satisfies lf,d ◦ ιˇd = −lf,d follows immediately from its definition from
LF,d, i.e.,
(lf,d ◦ ιˇd)(V0, U0,W0) = (LF,d ◦ ιd)(g0, g1, g˜0, g˜1)
= −LF,d(g˜0, g˜1, g0, g1),
= −LF,d(e, g˜−10 g˜1, g˜−10 g0, g˜−10 g1),
= −lf,d(W0, U−10 , V0).
In the second point it suffices to apply the variational error theorem from [34],
which proves that FLF,d is an approximation of order r to the exact Hamiltonian
flow induced by the Euler-Lagrange equations. Afterwards, we need only to apply
theorem 5.3 to see that the discrete flow projects onto G, thus approximating the
continuous flow for the forced Lagrangian system (L,F ).
The third point can then be seen as a direct consequence of the second point. If
p˜id : G
4 → G4/G ≡ G ×G ×G, then it is clear that p˜id ◦ FLF,d = Flf,d ◦ p˜id, and p˜id
does not affect the order, so the result follows immediately. 
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Remark 5.5. This theorem can be proven without mentioning the forced system
(L,F ) or the discrete Lagrangian LF,d at all, by directly applying the results of [23]
(theorem 5.7 in particular) and then applying theorem 5.3.
5.2 Variationally partitioned Runge-Kutta-Munthe-Kaas methods
with forcing
There exist several ways to construct high-order variational integrators. We will
be focusing here on those based on Runge-Kutta (RK) methods. These are a well-
known type of numerical method used to approximate the solution of differential
equations. A fixed-step RK method (for an autonomous system) is characterized
by a series of coefficients (aij , bj), 1 < i, j < s, and, given an initial value problem
y˙(t) = f(y(t)), y(t0) = y0 ∈ Rn, the generic form of a step of size h is
Y ik = yk + h
s∑
j=1
aijf(Y
j
k ),
yk+1 = yk + h
s∑
j=1
bjf(Y
i
k ).
Constructing of variational integrators using RK methods means using these
methods to discretize the equations relating our position variables with the veloc-
ities, i.e. q˙(t) = v(t). In the case of a Lie group these equations constitute the
reconstruction equations, which in matrix notation take the form g˙(t) = g(t)η(t).
As we are working on a manifold one must be careful to bring all operations to com-
mon vector spaces where the methods can be applied. The resulting methods using
this strategy receive the name of Runge-Kutta-Munthe-Kaas methods (RKMK) [18]
Consider a retraction map given by a local diffeomorphism τ : g → Ue ⊂ G,
where Ue is a neighbourhood of the identity element. The most common instances
of these are the exponential map, exp, and the Cayley map, cay (in the case of
quadratic Lie groups) [17].
Assuming that G is connected, we will be able to transport a neighbourhood of
any point to Ue and from Ue to g and back thanks to τ−1 and τ . Not only that,
but this will be also possible in TG = TG ⊕ T ∗G, which is what we need for our
mechanical problems.
For some h ∈ G, the complete geometric scheme is as follows:
Tg TUe TG
g Ue G
pig
Tτ
Tτ−1
piU
TLh
TL−1h =TLh−1
piG
τ
τ−1
Lh
L−1h =Lh−1
with
Tτ(ξ, η, µ) = (τ(ξ), Tξτ(ξ), (Tτ(ξ)τ−1)∗µ)
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where ξ ∈ g, η ∈ Tξg ∼= g and µ ∈ T ∗ξ g ∼= g∗ and similar definitions for the other
maps.
Assume we work in adapted coordinates (g, v, p) ∈ TG and (ξ, η, µ) ∈ Tg. Ac-
cording to this diagram, if h is such that Lh−1g ∈ Ue, we find the following corre-
spondences:
TLh−1gτ
−1(TgLh−1(g, v, p))
=
(
τ−1 (Lh−1g) ,dLτ−1τ−1(Lh−1g)(TgLg−1v),
(
dLττ−1(Lh−1g)
)∗
(TeLg)∗ p
)
= (ξ, η, µ)
Tτ(ξ)(LhTξτ(ξ, η, µ))
=
(
Lhτ(ξ), TeLLhτ(ξ)(dLτξη),
(
TLhτ(ξ)L(Lhτ(ξ))−1
)∗ (
dLτ−1ξ
)∗
µ
)
= (g, v, p)
where dLτ : g × g → g is the left-trivialised tangent to τ defined by the rela-
tion (Tξτ)ηξ = TeLτ(ξ)
(
dLτξηξ
)
, for ηξ ∈ Tg, and dLτ−1 is its inverse, defined by
(Tgτ
−1)vg = dLτ−1τ−1(g)
(
TgLg−1vg
)
, for vg ∈ TG (see [5]).
Let us also take this opportunity to define ddLτ : g × g × g → g the second
left-trivialised tangent, which will be necessary for later derivations. This is a linear
map in the second and third variables such that ∂ξ
(
dLτξη
)
δξ = dLτξdd
Lτξ(η, δξ).
It appears naturally when representing elements (g, v, a) ∈ T (2)G, the second order
tangent bundle of G (see [21]), with elements of (ξ, η, ζ) ∈ T (2)g, which using matrix
notation becomes:(
e, g−1v, g−1a− g−1vg−1v) 7→ (0,dLτξη,dLτξ [ζ + ddLτξ (η, η)])
With this we can now proceed to propose a discretization of the reconstruction
equations:
τ−1((gk)−1Gik) = h
s∑
j=1
aijd
Lτ−1
τ−1((gk)−1G
j
k)
(Gjk)
−1V jk ,
τ−1((gk)−1gk+1) = h
s∑
j=1
bjd
Lτ−1
τ−1((gk)−1G
j
k)
(Gjk)
−1V jk .
which, if Ξik = τ
−1((gk)−1Gik), ξk,k+1 = τ
−1((gk)−1gk+1) and
(
Gik
)−1
V ik = d
LτΞik
Hik
(where Ξ and H correspond to the variables ξ and η respectively), reduces to
Ξik = h
s∑
j=1
aijH
j
k,
ξk,k+1 = h
s∑
j=1
bjH
j
k.
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If we consider the pair groupoid TG × TG with local coordinates (g, g˙, g˜, ˙˜g), a
regular Lagrangian L : TG× TG→ R, and a quadrature rule associated to the RK
method we want to apply, an approximation to the exact discrete Lagrangian can
be written as
Ld(g0, gN , g˜0, g˜N ) =
N−1∑
k=0
Ld(gk, gk+1, g˜k, g˜k+1) =
N−1∑
k=0
s∑
i=1
bihL(G
i
k, G˙
i
k, G˜
i
k,
˙˜
G
i
k)
where
Gik = gkτ
(
Ξik
)
,
G˙ik = gkτ
(
Ξik
)
dLτΞik
Hik,
G˜ik = g˜kτ
(
Xik
)
,
˙˜
G
i
k = g˜kτ
(
Xik
)
dLτXik
Ψik,
and (Ξik,H
i
k,X
i
k,Ψ
i
k) ∈ Tg × Tg are chosen so as to extremize the discrete action
subject to the constraints
Ξik = h
s∑
j=1
aijH
j
k,
τ−1((gk)−1gk+1) = ξk,k+1 = h
s∑
j=1
bjH
j
k
Xik = h
s∑
j=1
aijΨ
j
k,
τ−1((g˜k)−1g˜k+1) = χk,k+1 = h
s∑
j=1
bjΨ
j
k.
If L is Φ̂×-invariant, then the discrete Lagrangian can be rewritten as
Ld(gk, gk+1, g˜k, g˜k+1) = h
s∑
i=1
bil(d
LτΞik
Hik, τ(−Ξik)g−1k g˜kτ(Xik),dLτXikΨ
i
k)
= ld(Vk ≡ g−1k gk+1, Uk ≡ g−1k g˜k,Wk ≡ g˜−1k g˜k+1).
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The equations resulting from the extremization process are
λk+1 = Ad
∗
ξk,k+1
λk + h s∑
j=1
bjR∗UkK̂ik

µk+1 = Ad
∗
χk,k+1
µk + h s∑
j=1
bjL∗UkK̂ik

Λik = Ad
∗
ξk,k+1
λk + h s∑
j=1
bj
(
R∗UkK̂jk −
aji
bi
(
dLτ
Ξjk
dLτ−1−ξk,k+1
)∗R∗
τ(−Ξjk)Ukτ(Xjk)
Kjk
)
Mik = Ad
∗
χk,k+1
µk + h s∑
j=1
bj
(
L∗UkK̂jk −
aji
bi
(
dLτ
Xjk
dLτ−1−χk,k+1
)∗ L∗
τ(−Ξjk)Ukτ(Xjk)
Kjk
)
where
λk = −D1l(ηk, Uk, ψk)
µk = D3l(ηk, Uk, ψk)
Πik = −
(
dLτΞik
)∗
D1l(d
LτΞik
Hik, τ(−Ξik)Ukτ(Xik),dLτXikΨ
i
k))
Pik =
(
dLτXik
)∗
D3l(d
LτΞik
Hik, τ(−Ξik)Ukτ(Xik), dLτXikΨ
i
k))
Λik =
(
dLτ−1ξk,k+1
)∗ Πik + h s∑
j=1
bjaji
bi
(
ddLτ−1
Ξjk
)∗
(Hjk,Π
j
k)

Mik =
(
dLτ−1χk,k+1
)∗ Pik + h s∑
j=1
bjaji
bi
(
ddLτ−1
Xjk
)∗
(Ψjk,P
j
k)

Kik = D2l(d
LτΞik
Hik, τ(−Ξik)Ukτ(Xik),dLτXikΨ
i
k))
K̂ik = L∗τ(−Ξik)R
∗
τ(Xik)
Kik .
Note that Vk = τ(ξk,k+1) and Wk = τ(χk,k+1), so we can write
Uk+1 = τ(−ξk,k+1)Ukτ(χk,k+1).
Restriction to the identities in this setting means Ξik = X
i
k, ξk,k+1 = χk,k+1,
Hik = Ψ
i
k, λk = µk, Λ
i
k = M
i
k and Uk = e. For a Lagrangian lf , when we restrict
these equations to the identities we find that
λk = l
′(ηk)
Πik =
(
dLτΞik
)∗
l′(dLτΞikH
i
k)
Kik = f(d
LτΞik
Hik)
K̂ik =
(
Ad−1
τ(Ξik)
)∗
f(dLτΞik
Hik).
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It is convenient to define
Nik =
(
dLτΞik
)∗
f(dLτΞik
Hik),
which, taking into account that Ad−1τ(ξ) = d
Lτξd
Lτ−1−ξ , allows us to write
K̂ik =
(
dLτ−1−Ξik
)∗
Nik.
This lets us rewrite the equations at the identities as
λk+1 = Ad
∗
ξk,k+1
λk + h s∑
j=1
bj
(
dLτ−1−Ξjk
)∗
Njk

Λik = Ad
∗
ξk,k+1
λk + h s∑
j=1
bj
(
dLτ−1−Ξjk
− aji
bi
dLτ−1−ξk,k+1
)∗
Njk
 ,
which is precisely the form the variationally partitioned RKMK equations were
expected to take for a reduced Lagrangian with forcing.
5.3 Numerical tests
5.3.1 Simplified Landau-Lifschitz-Gilbert model
For our first set of numerical tests we have chosen a simplified version of the Landau-
Lifschitz-Gilbert (LLG) model for ferromagnetic materials (see [19]).
The configuration manifold of the system is the Lie group SO(3), whose Lie
algebra is so(3) ∼= R3. Its velocity phase space is therefore TSO(3) ≡ SO(3) × R3.
Its Lagrangian L : TSO(3)→ R is just the standard rigid body Lagrangian, which
is invariant under the action of the group; therefore, we may work with the following
reduced Lagrangian ` : R3 → R
`(Ω) =
1
2
ΩT IΩ
where I denotes here the inertia tensor of the particle and Ω ∈ R3, with coordinates
(Ωx,Ωy,Ωz).
The Euler-Poincare´ equations for this simple Lagrangian are the well-known
Euler equations for the rigid body,
M˙ = M×Ω
where ∂`∂Ω = M = IΩ and ad
∗
Ω
∂`
∂Ω = M×Ω.
The simplified LLG force is of the form
f = αM× (M×Ω)
with α ∈ R a constant. Therefore, the equations of motion are
M˙ = M×Ω + αM× (M×Ω) .
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This is a simple model for so-called double bracket dissipation [2], which is known
to preserve Casimir functions such as
C = M2 = (IxΩx)
2 + (IyΩy)
2 + (IzΩz)
2 .
The integrator does not preserve this function exactly, being a general quadratic
invariant, although it seems to be preserved in the free case.
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Diagram 5.1: Casimir evolution. The difference between the initial value and its
value at any other moment is displayed. On the left we have a battery of different
integrators of different orders. On the right we have two constant-step order 4
integrators, the classic Runge-Kutta 4 and a 3-stage partitioned Lobatto method.
All constant-step methods use h = 0.01. Note that ODE45 is a variable-step method
of order 4 with an order 5 estimator, and in this case it behaves rather poorly.
Diagram 5.2: Numerical error for separate magnitudes of the model for 2-stage (left)
and 3-stage (right) partitioned Lobatto methods.
We chose to discretize the corresponding generalized Lagrangian, `f , using Lo-
batto schemes of 2 (trapezoidal rule) and 3 stages only, as Lie group integrators
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are computationally more demanding. The order of an s-stage Lobatto method is
p = 2s − 2, so the resulting numerical methods are of order 2, 4 respectively. As
retraction we have used the standard Cayley map, cay. The parameters used for the
numerical simulations shown here are I = diag(Ix, Iy, Iz) = (1/2, 2, 1) and α = 1,
for no particular reason. The other choices of parameters that were tested showed
essentially the same behaviour. We run each simulation for a total of 1 unit of
simulation time with several different choices of step-size h ranging between 1 · 10−4
and 1 and measure numerical error as the difference between the final value of the
magnitude being studied found for a reference simulation and the corresponding one
for the value we want to study. In this case our reference is taken as the simulation
with the finest step-size. The initial values chosen for the results in figures 5.1 and
5.2 are (Ωx,Ωy,Ωz) = (1/
√
2, 0, 1/
√
2).
For the resolution of the resulting non-linear system of equations derived for each
method, we used MATLAB’s fsolve with TolX=1e-12 and TolX=1e-14 respectively.
5.3.2 Relaxed rigid body
For our second set of numerical tests we have chosen the so-called relaxed rigid body
[30], which shares the same Lagrangian as our former example, but with different
forcing. This time the force is of the form
f = β(Ω×M)×Ω
with β ∈ R a constant. Therefore, the equations of motion are
M˙ = M×Ω + β(Ω×M)×Ω .
This is a simple model for so-called metriplectic system ([3, 13, 30, 33]), which, in
contrast with the former example, is known to preserve energy but not the Casimir
function C. Both properties are a geometric expression of the First and Second
Laws of Thermodynamics for a given system. In fact, it can be shown that
dC
dt
≥ 0
where now C is playing the role of the entropy function. As usual, variational
integrators with forcing do not exactly preserve energy or the Casimir exactly, and
therefore, the results we show here are not surprising.
This time we chose to discretize the corresponding generalized Lagrangian, `f ,
using Gauss schemes of 1 (midpoint), 2 and 3 stages. The order of an s-stage
Gauss method is p = 2s, so the resulting numerical methods are of order 2, 4 and 6
respectively. We used β = 0.1 and we kept the rest of the parameters and conditions
the same as in the LLG example.
6 Conclusions and Future work
In this paper, we have discussed how a Lagrangian or Hamiltonian system with
forcing reduced by a Lie group of symmetries can be treated as a regular Lagrangian
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Diagram 5.3: Energy. The difference between the initial value and its value at any
other moment is displayed. On the left we have a battery of different integrators
of different orders. On the right we have two constant-step order 4 integrators, the
classic Runge-Kutta 4 and a 2-stage partitioned Gauss method. All constant-step
methods use h = 0.1. As it is well known, the energy behaviour of ODE45 is rather
poor.
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Diagram 5.4: Casimir. We display the difference between the computed value and a
reference value (computed with a 3-stage partitioned Gauss method and h = 0.01).
system in a higher dimensional space. For it, we add new phase variables in a very
geometric way. It is interesting to observe that the geometry involved is related to
the notion of Poisson groupoid. As a main implication we deduce the variational
error analysis for Euler-Poincare´ equations with forcing.
In a future paper, we will study the general case of Euler-Poincare´ equations
subjected to double bracket dissipation [2] as in subsection 5.3.1. We will study
concrete discretizations of the forces in such a way the system exactly preserves the
coisotropic orbits as is done by the continuous case. Moreover, we want to check if
the duplication of variables technique allows us to understand rigourously why the
REFERENCES 31
Diagram 5.5: Numerical error for sep-
arate magnitudes of the model for 1-
stage (top left), 2-stage (top right)
and 3-stage (bottom left) partitioned
Gauss methods.
resulting integrators show excellent energy decay rate tracking properties in many
concrete examples.
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