In the presence of heteroskedastic errors, regression using Feasible Generalized Least Squares (FGLS) offers potential efficiency gains over Ordinary Least Squares (OLS). However, FGLS adoption remains limited, in part because the form of heteroskedasticity may be misspecified. We investigate machine learning methods to address this concern, focusing on Support Vector Regression. Monte Carlo results indicate the resulting estimator and an accompanying standard error correction offer substantially improved precision, nominal coverage rates, and shorter confidence intervals than OLS with heteroskedasticity-consistent (HC3) standard errors. Reductions in root mean squared error are over 90% of those achievable when the form of heteroskedasticity is known.
Heteroskedastic errors render Ordinary Least Squares (OLS) estimators inefficient and induce bias in the corresponding standard errors. Two broad methods exist for dealing with heteroskedasticity: use another estimator that exploits heteroskedasticity in pursuit of efficiency, or construct estimates using OLS but adjust the standard errors. The most common forms of alternate estimators are Weighted Least Squares (WLS) if the form of heteroskedasticity is known and Feasible Generalized Least Squares (FGLS) if the form of heteroskedasticity must be estimated. If a researcher chooses to use OLS coefficient estimates, the most popular corrections to standard errors are the heteroskedasticity-consistent variants (Eicker 1963 , Huber 1967 , White 1980 , MacKinnon & White 1985 , Cribari-Neto 2004 ).
More recent empirical work tends to favor simply correcting OLS standard errors, largely because doing so imposes less stringent assumptions. The first set of assumptions concern identification. The OLS estimator is consistent under slightly weaker exogeneity assumptions than the FGLS estimator.
1 In addition, in finite samples, OLS is unbiased under strict exogeneity, while FGLS is biased unless further assumptions are made. While these identification concerns are clearly important, they are not the focus of the present paper.
This paper is focused on a second set of assumptions limiting the adoption of WLS and FGLS; specifically, those concerning the form of heteroskedasticity. WLS requires a rarely satisfied assumption that the exact form of heteroskedasticity is known. Similarly, estimation of the form of heteroskedasticity in FGLS requires either assumptions about parametric functional form or selection of a nonparametric approach and the associated details (e.g. kernel choice). If the functional form used for parametric estimation or bandwidth choices for nonparametric estimation lead to a poor approximation of the true skedastic function, the estimated weights from this first stage may cause FGLS to be less efficient than OLS.
Further, if the transformed model produced by FGLS does not eliminate heteroskedasticity, standard errors and the resulting inference (if using standard errors estimated under the assumption of conditional homoskedasticity) will be incorrect. While the latter problem can in principle be dealt with by estimating heteroskedasticity-consistent standard errors even when estimating parameters via FGLS (Wooldridge 2010 , Romano & Wolf 2017 , the potential for misspecification of the form of heteroskedasticity has helped limit the use of FGLS in applied research.
In this paper, we consider whether support vector regression (SVR), an approach from the field of machine learning, may help address these concerns and make FGLS a more viable tool. SVR and many other machine learning tools couple nonparametric estimation with controls on overfitting, yielding excellent out-of-sample predictive performance in finite samples. These properties are likely to prove useful in modeling the form of heteroskedasticity. Since, for the purposes of FGLS, any causal relationship between regressors and the error variance is not of direct interest, the purely predictive nature of these algorithms is suitable and their performance attractive.
Since SVR can be considered a nonparametric estimator, it is worth providing some intuition as to why we might expect FGLS using SVR to outperform nonparametric approaches proposed before, such as nearest-neighbor (Carroll 1982) , kernel (Robinson 1987) , and series (Newey 1994 ) estimation of the skedastic function. 2 The advantages of SVR in this context come from its three defining characteristics: the use of a kernel, a penalty on complexity, and an -insensitive loss function rather than squared error loss. The use of kernels affords SVR the same flexibility in function approximation as many nonparametric methods, including the kernel regression approach in (Robinson 1987) . The flexibility in all of these methods comes at the cost of potential overfitting, and high variance in the estimated weights translates to variance in the final FGLS estimates. The first guard against overfitting in SVR is squared 2 norm penalization of the coefficient vector, giving SVR the same advantages of kernel ridge regression. What makes SVR unique is its -insensitive loss function, which ignores errors smaller than and penalizes larger errors linearly beyond that threshold. This linearity renders SVR less susceptible than kernel ridge regression to outliers, much as in the absolute value loss function used in least absolute deviation (LAD) estimation. Altogether, these features suggest that SVR strikes a balance between flexibility and complexity, together with less susceptibility to outliers. While all of these properties offer promise for estimating the skedastic function using SVR in the context of FGLS, to our knowledge this approach has yet to be examined.
Our investigations offer two contributions. First, we present Monte Carlo evidence suggesting that the use of SVR to estimate the skedastic function (the relationship between the error variance and regressors) can offer substantial gains in precision without requiring strong functional form assumptions. As with other FGLS methods, these gains predictably come at the cost of some precision under homoskedasticity. However, when heteroskedasticity is present, the estimator provides dramatic reductions in root mean squared error (RMSE) compared to OLS with heteroskedasticity-consistent standard errors. On simulated datasets we construct, the reductions in RMSE are 87-98% of those achieved if the form of heteroskedasticity is known and an appropriate parametric estimation approach is used. Moreover, these benefits accrue not only for purely simulated data, but also for more realistic data generated via wild bootstrap. For comparison with prior work investigating parametric FGLS (Romano & Wolf 2017) , we apply our estimator to the well-known Boston housing dataset (Harrison & Rubinfeld 1978 , Drucker et al. 1997 , Wooldridge 2015 . We find that FGLS using support vector regression offers lower RMSE than either parametric approach and similar RMSE to nonparametric alternatives but better coverage properties.
Our second contribution is a finite sample correction to heteroskedasticity-consistent (HC) standard errors estimated after conducting FGLS. Flexible estimation of the skedastic function via support vector regression or nonparametric approaches results in weights that can themselves be highly variable. In finite samples, failing to account for that extra source of variability can result in incorrect test sizes (Rothenberg 1988) , 3 and we find this to be the case even for commonly-used HC estimators. In response, we propose a correction to standard errors that brings coverage rates near nominal levels for FGLS. The correction accounts for the higher degrees of freedom inherent in more flexible modeling of the skedastic function. This correction may be of independent interest for researchers modeling the skedastic function in other ways, as it offers improved coverage properties for existing nonparametric methods.
Our investigation of this approach is organized as follows. Section 2 sets out the problem 3 A similar concern was addressed in the context of generalized method of moments estimation by Windmeijer (2005) .
of estimation under heteroskedasticity and the general FGLS approach, then motivates the use of support vector regression and an associated correction to standard errors. Section 3 details options for estimating the skedastic function, with a focus on our proposal to use support vector regression for that purpose. Section 4 describes the Monte Carlo studies we use to investigate the performance of the proposed estimator. Section 5 presents results, and the final section concludes.
Problem setup and motivation
We are interested in estimation of and inference about parameters in linear models where error terms may be conditionally heteroskedastic. We restrict our attention to linear data generating processes of the form
where Y is an n by 1 vector of outcomes of interest, X is an n by k matrix of predictors, β is a k by 1 parameter vector, and u is an n by 1 vector of unobserved error terms. We make several standard, simplifying assumptions to focus our attention on heteroskedasticity. In particular, we assume regressors are exogenous (E[u|X] = 0), the observed data represents a random sample, and there is variability in but no perfect collinearity among regressors, such that X X is invertible. We assume throughout that errors are uncorrelated across observations and u exhibits heteroskedasticity of unknown form, where v(X) = V ar(u|X)
is non-constant and we may not have theoretical or intuitive guidance as to the process giving rise to V ar(u|X).
A well-known approach to estimating (1) The potential benefit of this procedure is that the estimator remains consistent but is asymptotically more efficient than OLS because it attaches less weight to observations considered to be noisier. The resulting estimator can be written
whereŴ is a diagonal matrix with entriesŵ ii =ũ Other transformations or specifications are of course possible while restricting attention to linear models. Past proposals include nonparametric approaches to estimating v(X), including kernel regression (Carroll 1982) , nearest neighbors (Robinson 1987) , and series estimation (Newey 1994 ).
Here we propose to use support vector regression as another potential approach for estimating the form of heteroskedasticity. We motivate our proposal with two observations. To illustrate the effect of variance in skedastic function estimation, as well as what advantages support vector regression brings, we use an approximation toβ F GLS . Provided that the chosen method is sufficiently flexible so that the estimated variancesũ 2 i are sufficiently close to the true variances v(x i ), thenβ F GLS may be approximated via a Taylor expansion aroundβ GLS . As in Rothenberg (1988) , we can use this Taylor expansion to approximate the additional variance in a particular element ofβ F GLS that is introduced by the estimation of weights.
4 Denoting the cth element of the FGLS and GLS estimators aŝ β F GLS,c andβ GLS,c , respectively, we have:
Here A = (X W −1 X) −1 , and C is a vector containing a one in position c and zeros elsewhere, used to select the coefficient of interest. The matrices I n and H GLS are an identity matrix and the GLS hat matrix, respectively, while the subscript ij denotes the ijth element of the corresponding matrix. The ijth element of the term in square brackets can be interpreted as the influence of the jth outcome on the weighted GLS residual for observation i. Note the entire approximation takes a familiar sandwich form.
The approximation (3) hints at the potential advantages of support vector regression, which accrue through controls on variance. In particular (3) indicates that when i = j, the variance of the method used to estimateũ 2 i contributes to the variance ofβ F GLS,c in proportion to i's influence on its own weighted GLS residual. Support vector regression controls guards against variance ofũ 2 i in two key ways. First, SVR penalizes model complexity in a manner akin to (kernel) ridge regression, thereby reducing the variance of its predictions. Second, SVR minimizes a loss function that is insensitive to errors below a threshold and only increases linearly beyond that point, making it more robust to outliers. Based on (3), these features should reduce V ar(ũ 2 i ) and the resulting contribution to V ar(β F GLS,c ). These variance controls should be especially important for observations with high leverage or low true structural variance. Because high leverage observations are those with atypical and/or extreme covariate vectors, those are also precisely the observations where nonparametric approaches without such controls may be more variable.
The approximation (3) also reminds us that inference using FGLS estimates should 4 In his discussion of FGLS estimators, Rothenberg (1988) assumes a low-dimensional parametric form and studies deviations in those parameters. Our approximation uses deviations in each observation's structural variance. Estimation of n parameters is of course not our goal: we use this only as a device to illustrate tradeoffs in skedastic function estimation choices. account for the difference betweenβ F GLS,c andβ GLS,c . Recent work by Romano & Wolf (2017) partly addresses this issue, illustrating that heteroskedasticity-robust standard errors will provide asymptotically valid inference even if the estimated weights used in step 3 do not correspond to the inverse of the conditional variance v(x i ). In particular, Romano & Wolf (2017) suggest estimators of the form
whereΩ is an estimator of E
is the probability limit of the estimator of v(x i ). Their proposal takes the form of well-known sandwich estimators used for robust inference after OLS. Most common heteroskedasticity-robust standard errors use a form ofΩ which can be writtenΩ = X Σ X whereΣ is a diagonal matrix. For example, we consider the HC3 variant suggested by MacKinnon & White (1985) , which, adapted to the weighted least squares estimator, has ith diagonal entrŷ
Note that the squared residuals (û (3) may be non-negligible in finite samples, and estimated standard errors which ignore that variability may be too small and result in over-rejection of null hypotheses. Rothenberg (1988) noted this issue for parametric FGLS and provided a correction to t-statistics based on Edgeworth expansions under correct parametric specification of the skedastic function. We seek an alternate standard error correction to apply when using support vector regression or other flexible nonparametric approaches to estimation of weights.
To this end, we propose a standard error correction that blends the proposal from Romano & Wolf (2017) with insights from the approximation (3). Our correction requires only an estimate of the degrees of freedom used in skedastic function estimation, together with a conventional OLS hat matrix and the number of covariates. Aside from its simplicity, the key advantage of our correction is that estimates of degrees of freedom are available for nonparametric estimators and some popular machine learning algorithms, most notably SVR, while analytical covariance estimates are not always available.
Specifically, we propose the following revised estimatorΣ F GLS ii as a part of V ar(β F GLS |X) (see Appendix for details):
Here,df is an estimate of the degrees of freedom used by the second stage weight estimation, and h i,OLS are hat values from the first stage OLS estimation. We refer to the resulting estimator V ar(β F GLS |X) which usesΣ ), since those points have greater potential to influence the OLS regression line, resulting in more variable squared residuals feeding into estimation of the skedastic function. Similarly, the correction is larger for more flexible skedastic models with higherdf , since more flexible models may result in higher variance estimates of the weights. Note that in the special case ofdf = 0, which corresponds to using OLS without any reweighting, our correction term reduces to zero and HCFGLS is equivalent to HC3. Further, the correction does not affect consistency of the variance covariance matrix estimates, since the second term in parentheses converges in probability to zero as the sample grows in size (and h i,ols approaches zero).
With this broadly applicable standard error correction in place, we turn next to the specific methods we investigate for estimation of the skedastic function.
Before describing our simulations, we briefly explain the methods we use to estimate the skedastic function g(x i ) as part of FGLS. We begin with a short explanation of previously proposed parametric and nonparametric estimators before focusing our discussion on support vector regression. For all of the methods we consider, we first estimate a model of the log squared residuals and then exponentiate the predictions to arrive at estimated weights.
We do this not only for the guarantee of positive weights described earlier, but also for potential reductions in variance. As seen in (3), V ar(ũ 2 i ) has larger (approximate) influence on the variance of the FGLS estimator when v(x i ) is small (through W −1 ). By estimating the skedastic function in the log space, prediction errors for these low true variance points thus contribute more to whatever loss function is used in the relevant method.
Previously proposed parametric estimators
As a baseline, we estimate the conditional variance function via OLS using four specifications. First, we estimate a model using the correct -but generally unknown in practicefunctional form of the conditional variance function. That is, if log(u 2 ) = Zα, where entries in Z are some transformations of X, we estimate log(û 2 ) = Zα+e via OLS. We refer to this specification as parametric FGLS with the correct functional form. The second model uses the same regressors as the main model. That is, we estimate the model log(û 2 ) = Xα + e via OLS, which ignores any differences between Z and X. We refer to this specification as parametric FGLS with the main model functional form. Finally, for comparison with prior work, we estimate the proposed WLS-S1 and WLS-S2 specifications from Romano & Wolf (2017) . WLS-1 entails a regression:
where the constant δ bounds squared residuals away from zero to limit the possibility of extreme weights. WLS-S2 is identical to our main model specification except for the use of δ to bound weights:
For all of these linear models of the skedastic function, our proposed standard error correction usesdf equal to the number of parameters.
Previously proposed nonparametric estimators
Prior researchers have suggested the use of nonparametric estimation of the form of heteroskedasticity as part of FGLS. We implement two such estimators to compare the performance of support vector regression to more established nonparametric approaches. First, Carroll (1982) suggested an FGLS estimator using kernel regression to estimate the skedastic function. Under relatively mild symmetry and smoothness assumptions on the kernel used, Carroll (1982) established consistency in a simple linear regression case and used
Monte-Carlo evidence to evaluate performance. We evaluate his suggestion with a Gaussian kernel. Second, we also employ the k nearest neighbor approach suggested by Robinson (1987) , which estimates the outcome for a focal observation using the average of observed outcomes for the k observations that are in a specified sense closest to the focal observation. Distance between observations can be specified in a number of ways, e.g. Mahalanobis distance based on covariate values.
The finite sample correction to standard errors we proposed earlier is easily computed for both estimators. For kernel regression,df is equal to the trace of the smoother (weight) matrix, which captures the sum of the influence of individual observations on their own fitted values (Friedman et al. 2001) . For k nearest neighbor estimation,df is simply n/k: the number of observations divided by the number of neighbors (Friedman et al. 2001 ).
The intuition fordf in this case is clear if observations fall into n/k distinct neighborhoods of k neighbors each, in which case a single degree of freedom (estimate) would be needed for each of the n/k neighborhoods.
Support Vector Regression
Support vector regression, like OLS, seeks to minimize a function of residuals, but it penalizes residuals in a different way, penalizes coefficient vectors that are large in magnitude, and allows for nonlinearities through the use of kernels (Vapnik 1995 , Drucker et al. 1997 ).
In the form of SVR we consider, the loss function for residuals is the -insensitive loss func-tion, which imposes no penalty on residuals smaller than | | and penalizes residuals linearly in the degree to which they exceed | |. Coefficient size is penalized using the squared 2 norm, which reduces the variance of the model and hence overfitting.
In the our use of SVR to model the log squared residuals from OLS, the method can be seen to solve the following problem:
where
The formulation (6) contains the -insensitive loss function L (·) and the squared 2 norm penalization of the coefficient vector γ, both of which were described above. The two goals of minimizing loss and coefficient size are traded off according to the tuning parameter λ.
The flexibility of the method comes through the use of basis functions h m (·), which map the input data into M dimensions (the function h(·) simply collects these basis functions into a vector). In particular, by letting M grow large (M >> k), and through appropriate choices of h m (·), the method gains many of the advantages of series estimators. As with all nonparametric methods, the predictive performance of SVR will be influenced by the values of its tuning parameters, and λ. Preferred approaches to tuning parameter selection use either theoretical guidance or cross-validation; we select tuning parameters via crossvalidation for the simulations we describe later.
The solution to (6) makes use of a dual formulation that connects SVR to kernel regression. In particular, the solution depends only on the inner product of h(x i ) and h(x j ). For some choices of the individual basis functions, this inner product is equivalent to a kernel function K(x i , x j ) applied to the original data vectors x i and x j . As such, SVR can also be seen to share properties of kernel estimators. Importantly, however, the -insensitive loss function L results in different weighting of these kernel terms in the resulting prediction. In particular, only observations that are at least away from the prediction surface contribute to a new prediction: the solution is sparse. Among the observations in that sparse solution, linear penalization of residuals beyond caps the contribution an individual observation can contribute to the prediction, limiting prediction variance due to outliers.
In this study, we use the commonly-applied Gaussian or radial basis function (RBF) kernel:
The RBF kernel corresponds to an infinite series of basis functions h m (·), making SVR with the RBF kernel it a remarkably flexible approximation tool. See Steinwart & Christmann (2008) for a formalization of the universal consistency of SVR with the RBF kernel. Note that another tuning parameter φ, has been introduced in the kernel function, which influences the width of the kernel. As with and λ, we choose φ using cross-validation in our simulations.
Before proceeding, it is worth noting when our choice of kernel is likely to be appropriate, and when it is not. The RBF kernel can, in principle, approximate any continuous, bounded function with arbitrary precision (Micchelli et al. 2006) . As a result, if the skedastic function is believed to be both continuous and bounded, the RBF kernel is an attractive choice.
Still, its flexibility is best leveraged with large amounts of data; with smaller numbers of observations a less flexible kernel (e.g. linear or polynomial) may be more appropriate.
Similarly, if the skedastic function is known to be discontinuous, an estimation technique producing discontinous approximations, such as a regression tree, may be more appropriate.
Finally, in light of our proposed correction to standard errors based on (5), we also require an estimate of the degrees of freedom used in estimation of the skedastic function.
An unbiased estimator for the degrees of freedom used in SVR is (Gunter & Zhu 2007) :
where ε + and ε − are the sets of observations with residuals equal to and − , and | · | denotes the number of elements in a set. Note that due to the (implicit) mapping of the data into a higher dimensional space via basis functions,df may be much larger than k for SVR. This is precisely when the proposed standard error correction is likely to matter. 
Simple data generating process
To examine the potential for estimation of the error variance support vector regression, we evaluate the performance of several data generating processes and conduct Monte Carlo simulations using various estimators. Because all the estimators we consider are consistent, we focus evaluation on precision and inference. In particular, for each FGLS variant we compute three key statistics to evaluate performance: empirical root mean squared error (RMSE), 95% confidence interval coverage probability (Cov. Prob.), and ratio of confidence interval length to OLS confidence interval length (CI ratio). RMSE is the square root of the average squared difference between the point estimate and true parameter value across the B Monte Carlo runs:
The coverage probability is the fraction of Monte Carlo runs for which the estimated confidence interval included the true parameter value. The CI ratio is the confidence interval length for the given estimator divided by that for the OLS estimator.
We compare eight estimators: For each Monte Carlo run, we generate a random sample of covariates x, draw a sample of error variables u from a distribution with variance that may depend on x, compute the resulting y variables according to a known data generating process, and estimate all models using that dataset. In all cases, the structural model is correctly specified, so perturbation approaches (see, e.g. Ye (1998) ). At that point, however, the advantage of our proposed correction is unclear versus simply bootstrapping standard errors or confidence intervals directly.
that the focus is solely on the effects of heteroskedasticity. We repeat the Monte Carlo exercise 50,000 times for each form of heteroskedasticity. In all cases, we construct confidence intervals using heteroskedasticity-robust standard errors and a critical value, based on a normal approximation, of 1.96. In particular, we employ both the HC3 variant of heteroskedasticity-consistent standard errors suggested by MacKinnon & White (1985) , and our HCFGLS estimate employing the correction in (5).
We repeat this process for three data generating processes, which differ only in the error variance. In all cases, the data generating process takes the following form:
Note that for this model V ar(u|x 1 ) = σ 2 h(x 1 ). In the different scenarios, we simply choose different forms for h(x 1 ), which are summarized in Table 1 . In all scenarios, OLS and all FGLS variants remain consistent. For the two heteroskedasticity scenarios, we expect OLS to be inefficient and for FGLS with correctly specified error variance function to offer efficiency gains over OLS. The focus of the exercise is on the remaining FGLS variants, since misspecification or poor variance estimation could result in weights that actually reduce the efficiency of the estimator.
All simulations are performed using the R programming language. The npreg, kknn, and e1071 packages are used for kernel, nearest neighbor, and SVR implementations, re-spectively . Kernel regression SVR both use Gaussian kernels, and all tuning parameters for nonparametric methods and support vector regression (e.g. bandwidths, number of neighbors, , λ, φ) are chosen via cross-validation. 
Boston housing data
To complement our simulated data investigations, we also evaluate the performance of FGLS using SVR on a more realistic dataset, turning to the commonly-used Boston housing dataset from Wooldridge (2015) to do so. In particular, we model the log of community median housing prices in Boston in 1970 as a function of several characteristics:
Here nox is nitrogen oxide concentration (parts per million), dist is weighted distance (miles) from employment centers, rooms is the mean rooms per house, and stratio is the mean student-to-teacher ratio.
We choose this dataset both because it is well known and for comparison with recent work by Romano & Wolf (2017) . We employ the same wild bootstrap approach as Romano & Wolf (2017) , generating 50,000 replicates and evaluating RMSE and size of candidate estimators. Note that in the wild bootstrap approach, the "true" parameter values are those generated via OLS estimation on the main dataset. Thus RMSE is calculated based on deviation of the FGLS estimates from the OLS estimates in the original data. For this exercise, we limit our attention to the SVR-based FGLS estimator, a kernel estimator, and the WLS-S1 and WLS-S2 estimators in order to emphasize comparison of the SVR estimator to proposals in Romano & Wolf (2017) .
6 Optimization of cross-validation error over the tuning parameter space can be performed via grid search or any optimization routine. For example, the npreg package uses Powell's method to search over tuning parameters.
Results

Simple data generating process
The primary results from our simulations are presented in Tables 2-3. Each table presents relative RMSE along with coverage probability and average CI length for both HC3 standard errors and our new proposed correction to standard errors. These metrics are presented for each combination of heteroskedasticity scenario (row groups) and the estimator used for the skedastic function (columns). In all cases, metrics are calculated across 50,000 Monte
Carlo replications, and the data generating process is as given earlier, with β 0 = β 1 = 1, σ 2 = 4, and σ 2 x = 5. Table 2 presents results for n = 100, while Table 3 increases n to 500. Table 3 : FGLS estimates of slope parameter β 1 with various weight estimation methods using 500 observations per sample and 50,000 Monte Carlo samples. Row groups correspond to error covariance scenarios: homoskedastic, moderate heteroskedasticity, severe heteroskedasticity.
Coverage probabilities and CI lengths are for HCFGLS estimator with HC3 results in parentheses.
The first group of rows in Table 2 , which come from a homoskedastic data generating process, match expectations based on classical econometric theory. OLS and FGLS with the correct functional form (which will be equivalent to OLS in this case) provide the most precise estimates and have coverage probabilities near the nominal levels. All other FGLS variants necessarily have higher RMSE due to the increased variance introduced by estimating an incorrect skedastic model. Absent heteroskedasticity, we note that SVR has lower RMSE than the nonparametric variants and only slightly higher RMSE than the parametric estimators. Our proposed corrected standard errors offer coverage probabilities near nominal levels, successfully addressing under-coverage of HC3 standard errors. We note that under homoskedasticity and n = 100, the average CI length for the SVR estimator is approximately 5% larger than that under OLS. The data-hungry machine learning approach we propose clearly has costs in small samples when there is no heteroskedasticity, though those costs appear minor.
When the data generating processes is characterized by heteroskedasticity, we begin to see the advantage of the machine learning approach. The second group of results in Table   2 correspond to moderate heteroskedasticity. The SVR-based estimator and the nonparametric estimators outperform OLS in terms of RMSE but do not achieve the efficiency of the FGLS estimator that uses the correct functional form. Further, SVR achieves over 91% of the reduction in RMSE achieved by FGLS with the correctly assumed functional form.
That reduction is larger than all other approaches except for WLS-S1, which is nearly identical to the correct functional form. The principal advantage is that the efficiency gains under SVR come without functional form assumptions. The test size issues remain when using HC3 standard errors, but our proposed correction again yields the proper coverage probability.
As the form of heteroskedasticity gets more severe (last group of results in Table 2 ), we see that SVR continues to outperform OLS, this time achieving over 98% of the reduction in RMSE that would result from FGLS with correctly specified functional form. Our proposed standard error correction again leads to correctly sized tests.
Increasing the sample size to n = 500 yields similar results (Table 3) . SVR and kernel regression continue to offer favorable RMSE performance. More importantly, the improve-ments in RMSE over OLS grow larger. Further, coverage based on HC3 standard errors moves toward the nominal rate in all cases, while our proposed correction continues to offer correct size.
Boston housing data
Estimation results for the wild bootstrapped Boston housing data are presented in Table 4 .
The SVR-based FGLS estimator again has small empirical RMSE and confidence intervals in comparison to OLS with HC3 standard errors. Similarly, the coverage probabilities for the corrected standard errors we proposed are near their nominal levels. For comparison, Table 4 also includes the same metrics for the WLS-S1 and WLS-S2 estimators proposed by Romano & Wolf (2017) . The proposed SVR estimator has favorable RMSE and confidence interval length and similar coverage properties. Thus, FGLS using support vector regression to estimate the skedastic function, together with our proposed correction to standard errors, appears to have desirable properties on a realistic dataset. FGLS based on kernel regression slightly outperforms SVR in terms of RMSE, but coverage is superior for SVR. In keeping with the trend in econometrics to relax assumptions, the use of feasible generalized least squares has declined in favor of the use of ordinary least squares with robust standard errors. As is well known, that approach comes at the cost of some efficiency.
In this paper, we have proposed and investigated the use of support vector regression to estimate the form of heteroskedasticity as part of FGLS estimation. Our proposal is motivated by the flexibility of SVR coupled with its controls on variance and lower susceptibility to outliers. This compromise is likely to prove useful in the context of FGLS: skedastic function estimators which are not variable enough cannot capture differences in weights across observations, while high variance estimators may introduce too much variability in the final estimates. Further, to account for the flexibility afforded by machine learning tools, we have also proposed corrections to robust standard errors computed after FGLS.
Our simulation results suggest that using support vector regression as a part of FGLS imposes minor efficiency costs under homoskedasticity, but may offer substantial efficiency improvements in the presence of heteroskedasticity. The SVR estimator we propose offers comparable performance to FGLS using kernel estimation of the skedastic function, but tends to outperform the kernel estimator as the heteroskedasticity becomes more se-
vere. This accords with intuition: SVR and other machine learning tools penalize model complexity, which makes them less susceptible to extreme observations. Together with recent work by Romano & Wolf (2017) providing guidance on inference after FGLS, we believe our approach can contribute to making FGLS a viable, modern tool in researchers' econometrics toolkits.
rectly by observation-specific error variances rather than a smaller set of parameters and a smoother model. While individual observation variances cannot themselves be consistently estimated, the formulation is useful in illustrating the correction.
Let C be a binary vector of length k containing zeros except for a one in the cth position. The FGLS estimator of the cth coefficient inβ F GLS , which we callβ F GLS,c , can be approximated via Taylor expansion around the cth element in the GLS estimator:
with the sum over observations i. Evaluating partial derivatives and simplifying yields:
where W i is a matrix with a one in the ith diagonal and zeros elsewhere, which comes from the partial derivative of the matrix W with respect to σ 2 i . This approximation can be used to express the variance of the difference between these estimators:
n is the n by n identity matrix, and H GLS is the hat matrix of the GLS estimator. Therefore [W −1 (I n − H GLS )] ij measures the influence of outcome j's influence on the weighted GLS residual of observation i. Importantly, cov(ũ 2 i ,ũ 2 j ) depends on the method used to estimate the skedastic function. If that quantity is known or estimable, this expression can be used to estimate the FGLS variances directly.
We seek a correction when closed form expressions for the covariance terms cov(ũ To estimate V ar log(û 2 i ) , let M(log(û 2 ), X) denote the method used to estimate the (log) skedastic function, and let M(log(û 2 ), X) i denote the fitted value for the ith observation.
Again applying the delta method and simplifying:
V ar log(û We are not proposing to estimate the skedastic function via OLS, but the last expression hints at an approximation. We do not necessarily know ∂M(log(û 2 ),X) i ∂log(û 2 i ) for an arbitrary model, but it is the summand in the generalized degrees of freedom (GDF) in Ye (1998) . With this in mind, we propose:
V ar log(û 
