The usual formulas relating the dot and cross products of vectors to their norms and angles are generalized for products of real or complex blades (simple or decomposable multivectors). The inner and interior products of blades are related to their norms and the Grassmann angle between the subspaces they determine, while the exterior (wedge) product is connected to the complementary Grassmann angle. We also obtain geometric characterizations of the interior product of blades.
Introduction
Much of the usefulness of the dot and cross products of vectors comes from the formulas relating them to norms and angles. We obtain similar formulas expressing the inner, interior and exterior products of simple multivectors (blades) in terms of their norms, relative orientations, and Grassmann angles.
The Grassmann angle between subspaces [Man19a] unifies and extends similar angles found in the literature [Glu67, GNSB05, Hit10, Jia96, MBI92] . It can be described in terms of several concepts, connecting them: principal angles, angles in the exterior algebra, determinants of projection matrices, projections of multivectors, or projections of volumes.
The formula for the interior product gives yet another characterization of this angle, and allows this product to be described in geometric terms.
It also provides a formula for computing Grassmann angles in terms of arbitrary bases of the subspaces, while the inner product gives a simpler one for subspaces of same dimension. The exterior product is related to the complementary Grassmann angle (i.e. with the orthogonal complement of a subspace), and also gives a formula for computing it.
These products provide new insights into some features of these angles. The asymmetry of the Grassmann angle, for subspaces of different dimensions, is reflected in its relation with the interior product. Likewise, its symmetry in the case of equal dimensions, and that of the complementary Grassmann angle, are linked to their relations with the inner and exterior products, respectively.
Using these products, we get several identities for Grassmann angles with subspaces of orthogonal partitions, or with coordinate subspaces of orthogonal bases. Some of these identities are related to the generalized Pythagorean theorems of [Man19b] .
Section 2 presents concepts and results which will be needed, and section 3 describes different ways to decompose blades in terms of vectors or subblades. In section 4 we obtain formulas for the blade products and for computing Grassmann angles, and give geometric descriptions of the interior product. We get the identities for Grassmann angles in section 5, and close with a few remarks in section 6.
Preliminaries
This section reviews some concepts and results which, for the most part, have been discussed in [Man19a] . We refer to that article for proofs and more details.
Throughout this article, X is a n-dimensional vector space over R (real case) or C (complex case), with inner product ·, · (Hermitian product in the complex case).
Definition.
A line L ⊂ X is a 1-dimensional subspace. Given a nonzero v ∈ X, Rv = {cv : c ∈ R} and, in the complex case, Cv = {cv : c ∈ C} are, respectively, the real line and the complex line of v.
Notation. Given subspaces V, W ⊂ X, we denote by Proj W and Proj V W the orthogonal projections X → W and V → W , respectively.
Principal Angles and Vectors
In higher dimensions, the concept of angle between subspaces is not as unequivocal as in R 3 , and there are many distinct alternatives: minimal angle [Dix49] , Friedrichs angle [Fri37] , p-dimensional angle [Jia96] , etc. In fact, no single angle fully determines the relative position of two subspaces, as for this a list of all their principal angles [Afr57, GH06, Glu67, Wed83] is necessary. These were first introduced by Jordan [Jor75] in 1875, being also called Jordan angles or canonical angles.
Before presenting them, we quickly review the definitions of angles between real or complex vectors [GH06, Sch01] .
Definition. Let V be a real or complex inner product space, and v, w ∈ V be nonzero vectors. i) In the real case, the angle θv,w ∈ [0, π] between them is defined by cos θv,w = v, w v w .
(1)
ii) In the complex case, the (Euclidean) angle θv,w ∈ [0, π] between them is defined by
and the Hermitian angle γv,w ∈ [0, π 2 ] by
In the complex case, Re v, w gives a real inner product in the underlying real vector space of V , so θv,w is the same as the angle between v and w as real vectors. And γv,w is the angle v makes with the complex line (real plane) Cw, i.e. γv,w = θv,P v , where P = Proj Cw .
Definition. Let V, W ⊂ X be nonzero subspaces, p = dim V , q = dim W , and m = min{p, q}. Their principal angles 0 ≤ θ1 ≤ . . . ≤ θm ≤ π 2 , and principal bases (e1, . . . , ep) and (f1, . . . , fq) of V and W , respectively, are defined recursively as follows. For each i = 1, . . . , m,
ei ∈ Vi and fi ∈ Wi are unit vectors such that θ e i ,f i = θi.
The ei's and fi's are principal vectors, and if necessary others are chosen for i > m to complete the orthonormal principal bases.
Note that the θi's are uniquely defined, but the ei's and fi's are not. The minimality condition implies, in the complex case, γ e i ,f i = θ e i ,f i = θi.
Principal vectors and angles can also be obtained via a singular value decomposition [GH06, GVL13]: for P = Proj V W , the ei's and fi's are orthonormal eigenvectors of P * P and P P * , respectively, and the cos θi's are the square roots of the eigenvalues of P * P , if p ≤ q, or P P * otherwise. This implies:
Proposition 2.1. Orthonormal bases (e1, . . . , ep) of V and (f1, . . . , fq) of W , and angles 0 ≤ θ1 ≤ . . . ≤ θm ≤ π 2 , with m = min{p, q}, constitute principal bases and angles of V and W if, and only if, ei, fj = δij cos θi.
(4)
Corollary 2.3. P (V ) = span{fi : i ≤ m and θi = π 2 }. Corollary 2.4. Proj V W is represented, in principal bases, by a q × p diagonal matrix, with the cos θi's in the diagonal.
Partial orthogonality and Grassmann algebra
We define a weaker concept of orthogonality, which detects whether the dimension of a subspace is reduced when orthogonally projected on another. It translates into the usual orthogonality in the exterior algebra ΛX of X.
As usual, given subspaces V,
Note that, in general, this is not a symmetric relation.
Proposition 2.5. For any subspaces V, W, V , W ⊂ X:
Proposition 2.6. Let V and W be nonzero subspaces, P = Proj W , and (f1, . . . , fq) be a principal basis of W with respect to V . If V ⊥ / W then P (V ) = span(f1, . . . , fp), where p = dim V , and the principal angles of V and P (V ) are the same as those of V and W .
Definition.
A blade of grade p (or p-blade) is a simple multivector (or decomposable p-vector) ν = v1 ∧ . . . ∧ vp ∈ Λ p X, where v1, . . . , vp ∈ X. If ν = 0, it represents the p-dimensional subspace V = span(v1, . . . , vp), which is its annihilator,
We also say that any ν ∈ Λ 0 X represents V = {0}.
If a nonzero p-blade ν represents V then Λ p V = span(ν). Likewise, if dim V = p then any nonzero ν ∈ Λ p V represents V .
The inner product of p-blades ν = v1 ∧ . . . ∧ vp and ω = w1 ∧ . . . ∧ wp is given by
For ν, ω ∈ Λ 0 X we define ν, ω =ν · ω. The inner product is extended linearly (sesquilinearly, in the complex case) to the whole ΛX, with blades of distinct grades defined as mutually orthogonal.
Definition. Let ν, ω ∈ ΛX be blades representing subspaces V, W ⊂ X, respectively.
ii) If V ⊥ / W we say ν is partially orthogonal to ω, and write ν ⊥ / ω.
iii) If V ⊥ W we say ν and ω are completely orthogonal.
This last condition is stronger than ν and ω being orthogonal, in the sense of ν, ω = 0. In fact, for nonzero blades of same grade, ν, ω = 0 is actually equivalent to them being partially orthogonal, as shown below.
Proposition 2.7. Given a subspace W ⊂ X, let P = Proj X W and P = Proj ΛX ΛW . Then Pν = P v1 ∧ . . . ∧ P v k for any ν = v1 ∧ . . . ∧ v k ∈ ΛX. Notation. Given an orthogonal projection P : V → W , we use the same letter for the corresponding orthogonal projection P : ΛV → ΛW , so that, for any v1, . .
If (e1, . . . , ep) is a basis of V then any ν representing V is a multiple of e1 ∧ . . . ∧ ep. This leads to the following results.
Proposition 2.8. Let V, W ⊂ X be subspaces, with V represented by ν, and P = Proj W . If V ⊥ / W then P ν = 0, otherwise P ν represents P (V ).
Proposition 2.9. Let V, W ⊂ X be nonzero subspaces, and p = dim V .
Corollary 4.10 gives a similar equivalence for blades of distinct grades.
Grassmann angle
The Grassmann angle combines and generalizes other concepts of angle between subspaces that appear in the literature [Glu67, GH06, GNSB05, Hit10, Jia96]. It was introduced in [Man19a], and the equivalence of the following statements is proven in that article.
Definition. Let V, W ⊂ X be nonzero subspaces, p = dim V , q = dim W and P = Proj V W . The Grassmann angle ΘV,W ∈ [0, π 2 ] of V with W can be defined in any of the following equivalent ways: i) If their principal angles are θ1, . . . , θm, where m = min{p, q}, then
ii) ΘV,W = angle in Λ p X between the line Λ p V and the subspace Λ p W (if p > q then Λ p W = {0}, and the angle is defined to be π 2 ). iii) cos 2 ΘV,W = det(P T P), where P is a matrix representing P in any orthonormal bases of V and W . in the complex case.
(5)
We also define Θ {0},{0} = 0, Θ {0},V = 0 and Θ V,{0} = π 2 .
In general, ΘV,W = ΘW,V , and this asymmetry is reflected in the relation between the Grassmann angle and the interior product, described in section 4.2. But ΘV,W becomes symmetric when V and W have the same dimension, and this can be linked to its relation with the inner product, as given in Corollary 2.13 below.
Some properties of this angle are listed below. For proofs and more properties, see [Man19a] . In section 4 we give formulas for computing ΘV,W in terms of arbitrary bases of the subspaces.
Proposition 2.11. Let V, W ⊂ X be subspaces. Then:
In some simple cases, in which there is an unambiguous concept of angle between subspaces, the Grassmann angle ΘV,W coincides with it, as, for example, if V is a line, or both V and W are hyperplanes.
As some of its alternative definitions show, ΘV,W is intrinsically connected with the Grassmann algebra, and we will explore such link to study the blade products. As it plays a central role, we show how the description of ΘV,W in terms of principal angles is related to its characterization as an angle in the exterior algebra.
Proposition 2.12. Let V, W ⊂ X be nonzero subspaces with p = dim V ≤ q = dim W . Given corresponding principal bases (e1, . . . , ep) of V and (f1, . . . , fq) of W , let ν = e1 ∧ . . . ∧ ep and ω = f1 ∧ . . . ∧ fp. Then ΘV,W = θν,ω and, in the complex case, also ΘV,W = γν,ω.
. . , θp are the principal angles. And as principal bases are orthonormal, ν = ω = 1, so the result follows from (1), (2) and (3).
Corollary 2.13. If ν, ω ∈ Λ p X are blades of same grade, representing subspaces V, W ⊂ X, then | ν, ω | = ν ω cos ΘV,W .
This has been used [Jia96, Wed83] as the definition of angle between subspaces of same dimension. In Corollary 4.8 we obtain a similar relation for blades of different grades.
Corollary 2.14. Given a blade ν ∈ Λ p X and a subspace W ⊂ X, let V be the subspace represented by ν and P = Proj W . Then
The relation between the Grassmann angle with a subspace and with its orthogonal complement is not, in general, as simple as the usual complement of an angle. For a more in depth discussion, see [Man19a] .
For dim V > 1 this is no longer true, as the next theorem shows.
Theorem 2.15. If V, W ⊂ X are nonzero subspaces, with principal angles θ1, . . . , θm, then
In [Man19a] we have proven it by obtaining principal bases and angles for V and W ⊥ . In section 4.3 we give a simpler proof, and formulas for computing Θ ⊥ V,W in terms of bases of V and W . From this theorem, the following properties can be obtained.
Note that (iii) means Θ ⊥ V,W has the symmetry that ΘV,W lacks. In section 4.3 we show this can also be proven using the relation between Θ ⊥ V,W and the exterior product.
Blade decompositions
In this section we introduce different ways to decompose blades, and define their relative orientation. In the principal decomposition, two blades are decomposed in terms of principal vectors of the subspaces they determine. The projectiveorthogonal decomposition of a blade with respect to another splits it into two subblades representing, under certain conditions, the subspace onto which the second blade projects, and its orthogonal complement. And the coordinate decomposition splits a blade according to complementary coordinate subspaces of a basis of the subspace it determines.
Principal decomposition
Definition. Let ν ∈ Λ p X and ω ∈ Λ q X be nonzero blades, representing subspaces V and W , with principal bases (e1, . . . , ep) and (f1, . . . , fq), respectively. A principal decomposition of ν and ω is
where σν and σω are signs ±1, in the real case, or, in the complex case, phase factors σν = e iϕν and σω = e iϕω , for phases ϕν , ϕω ∈ R.
The σ's depend on the choice of principal bases, as does the factor σν,ω =σν · σω.
But if p = q and ν, ω = 0 then σν,ω becomes uniquely defined by 1
and we call it the relative orientation from ν to ω. In the real case, σν,ω = ±1, indicating whether Proj ΛW ν and ω have equal or opposite orientations. In the complex case, σν,ω = e iϕν,ω , where ϕν,ω = ϕω − ϕν is the phase difference from ν to ω (defined up to integer multiples of 2π). We say ν and ω have compatible orientations if σν,ω = 1. In the complex case, we also say their phases are aligned.
It may seem strange to use the term 'orientation' in the complex case, in which σν,ω is not even discrete. But we have found it is actually convenient to extend the meaning of such term, as in both cases many properties are quite similar, even if there are important differences as well. For a discussion of this, see [Man] .
Projective-orthogonal decomposition
Definition. Given nonzero subspaces V, W ⊂ X, with dim V = p ≤ q = dim W , and a principal basis (f1, . . . , fq) of W with respect to V , a projective-orthogonal decomposition of W with respect to V is
where WP = span(f1, . . . , fp) and W ⊥ = span(fp+1, . . . , fq) are, respectively, projective and orthogonal subspaces of W with respect to V .
By Proposition 2.6, this decomposition is unique when V ⊥ / W .
If V ⊥ / W then P (V ) WP and W ⊥ W ∩ V ⊥ , and in this case the decomposition depends on the choice of principal basis.
Definition. Let ν ∈ Λ p X and ω ∈ Λ q X be nonzero blades, with 1 ≤ p ≤ q, representing subspaces V and W , with principal bases (e1, . . . , ep) and (f1, . . . , fq), respectively. A projective-orthogonal decomposition of ω with respect to ν is
where ωP ν ∈ Λ p WP and ω ⊥ν ∈ Λ q−p W ⊥ are, respectively, projective and orthogonal subblades of ω with respect to ν, given by
with σν and σν,ω as in (6) and (7).
Note that ωP ν = 1 and ω ⊥ν = ω . If ν ⊥ / ω this decomposition is uniquely defined, with ωP ν = P ν P ν , where P = Proj W (in Corollary 4.6 we show this determines ω ⊥ν as well).
Proposition 3.2. Let ν ∈ Λ p X and ω ∈ Λ q X be nonzero blades, with 1 ≤ p ≤ q, representing subspaces V and W , respectively, and P = Proj W . If ωP ν is a projective subblade of ω with respect to ν then
Proof. If ν ⊥ / ω it follows from Corollary 2.14, otherwise ΘV,W = π 2 and P ν = 0.
This decomposition gives a formula for the inner product of a blade with the exterior product of a blade and a multivector.
Proposition 3.3. Given nonzero blades ν ∈ Λ p X and ω ∈ Λ q X, with 1 ≤ p ≤ q, and a projective-orthogonal decomposition of ω w.r.t. ν, for any µ ∈ Λ q−p X we have
Proof. Without loss of generality, we can assume µ is a blade. As ν is completely orthogonal to ω ⊥ν , ν ∧ µ, ωP ν ∧ ω ⊥ν is given by the determinant of a block triangular matrix, with the determinants of the diagonal blocks being ν, ωP ν and µ, ω ⊥ν .
Note that ν and ω must be blades: as the decomposition depends on both, the right-hand side of the formula is not linear in them.
Coordinate decomposition
Definition. For any integers 1 ≤ p ≤ q, let
For any multi-index I = (i1, . . . , ip) ∈ I q p , we write |I| = i1 + . . . + ip and, if p < q,Î = (1, . . . ,î1, . . . ,îp, . . . , q) ∈ I−p , where eachî k indicates that index has been removed.
Also, let I q 0 = {0}, and for I ∈ I q 0 let |I| = 0 andÎ = (1, . . . , q) ∈ I. For I ∈ IletÎ = 0 ∈ I q 0 .
Definition. Given a basis β = (w1, . . . , wq) of a subspace W ⊂ X, and an integer 1 ≤ p ≤ q, the p-dimensional coordinate subspaces for β are the q p subspaces given, for each multi-index I = (i1, . . . , ip) ∈ I q p , by WI = span(wi 1 , . . . , wi p ).
They are represented by the coordinate p-blades of β,
For I ∈ I q 0 we also have the 0-dimensional coordinate subspace WI = {0} and ωI = 1 ∈ Λ 0 WI .
When β is orthonormal, {ωI } I∈I q p is an orthonormal basis of Λ p W . The following lemma will be useful later on.
Lemma 3.4. Let U and U be coordinate subspaces of an orthogonal basis β of a subspace V ⊂ X. Then:
ii) If U and U are disjoint then U ⊥ U .
Definition. Given a decomposed nonzero blade ω = w1 ∧. . .∧wq ∈ Λ q X, consider the basis β = (w1, . . . , wq) of W = Ann(ω). For any integer 0 ≤ p ≤ q and any multi-index I ∈ I q p , the coordinate decomposition of ω (w.r.t. I and β) is
with ωI and ωÎ as in (12), and
The exponent is due to the (i1 −1)+. . .+(ip −p) transpositions needed to move wi 1 ∧ . . . ∧ wi p to the begining of ω.
This decomposition and the following result give us another formula for the inner product of a blade with an exterior product. Of course, the same holds if we switch the roles of rows and columns. The following formula is obtained taking row indices J = (1, . . . , p).
Proposition 3.6. If 0 ≤ p ≤ q then for any ν ∈ Λ p X, µ ∈ Λ q−p X and any nonzero blade ω = w1 ∧ . . . ∧ wq ∈ Λ q X, ν ∧ µ, ω = I∈I q p σI ν, ωI · µ, ωÎ .
Blade products
We now obtain formulas relating blade products to their norms, relative orientations and Grassmann angles.
Inner product
Theorem 4.1. Let ν, ω ∈ Λ p X be blades representing V, W ⊂ X, respectively, and let σν,ω be as in (7). Then ν, ω = σν,ω ν ω cos ΘV,W .
Proof. If ν, ω = 0 then, by Corollary 2.10, ν = 0, ω = 0 or ΘV,W = π 2 . If ν, ω = 0 the result follows from (8) and Corollary 2.13.
The factor σν,ω appears because we defined ΘV,W ∈ [0, π 2 ]. It can be eliminated by adapting the definition of Grassmann angles to take into account orientations of subspaces.
This formula can be extended for arbitrary blades ν, ω ∈ ΛX by replacing ΘV,W with the symmetrized Grassmann angle,
so that ν, ω = 0 whenever ν and ω have distinct grades. In [Man19a] we show ΘV,W gives the Fubini-Study distance between V and W in the Plücker embedding of the total Grassmannian of all subspaces of X into the projective space P(ΛX). This theorem gives a way to compute ΘV,W in terms of arbitrary bases, for subspaces of same dimension (in Proposition 4.18 we drop this restriction). A similar result, for the real case, appears in [Glu67] . Alternatively, ν ω can be defined, from the contraction of p-vectors and q-forms, simply by ν ω = (ν ω ) ,
where : ΛX → Λ * X and : Λ * X → ΛX extend the usual musical isomorphisms 2 (conjugate-linear isomorphisms, in the complex case) between vectors and covectors to multivectors and forms, via [VJRJ16]
If p = 0 then ν ω =ν · ω. If p = q then ν ω = ν, ω , so the interior product can be seen as an alternative generalization of the inner product to multivectors of different grades, resulting a (q − p)-vector instead of a scalar. If ν and ω are blades then so is ν ω, as we show below.
By (15), ν and ν∧ are adjoint operators (Hermitian adjoint, in the complex case). So, for any ν1 ∈ Λ p 1 X, ν2 ∈ Λ p 2 X, and ω ∈ Λ q X, 
where σI , ωI and ωÎ are as in (13) for any decomposition ω = w1∧. . .∧wq.
Proof. Follows from (15) and Proposition 3.6.
Corollary 4.6. In any projective-orthogonal decomposition (10) we have ω ⊥ν = ωP ν ω.
The interior product can be expressed in terms of the Grassmann angle, as follows. A similar result, for the real case, is obtained in [Hit10] for the geometric product of Clifford algebra.
Theorem 4.7. Given nonzero blades ν ∈ Λ p X and ω ∈ Λ q X, representing subspaces V and W , respectively, decompose them as in (6). Then ν ω = σν,ω ν ω cos ΘV,W · fp+1 ∧ . . . ∧ fq.
Proof. If p > q then ΘV,W = π 2 and both sides are 0. If p ≤ q the result follows from Proposition 4.4 and Theorem 4.1.
This allows us to generalize Corollary 2.13, giving yet another way to characterize Grassmann angles, and extending the angle definitions of [Jia96, Wed83] to subspaces of distinct dimensions. Corollary 4.10. Given nonzero blades ν, ω ∈ ΛX,
Corollary 4.11. Given nonzero blades ν ∈ Λ p X and ω ∈ Λ q X, with 1 ≤ p ≤ q, and a projective-orthogonal decomposition (10) of ω w.r.t. ν, i) ν ω = ν, ωP ν ω ⊥ν = P ν ω ⊥ν , where P = Proj Ann(ω) .
ii) If ν is a unit subblade of ω then ν ω = ω ⊥ν .
iii) If ν ⊥ / ω then σν ω,ω ⊥ν = 1.
This shows the interior product ν ω can be seen as a sort of incomplete inner product, of ν with a subblade of ω where it projects, leaving out another subblade orthogonal to it.
The interior product is usually specified only in terms of its algebraic properties. We can now give a geometric characterization (Figure 1 ). Another way to describe ν ω geometrically is as follows.
Theorem 4.14. Let ν ∈ Λ p X and ω ∈ Λ q X be nonzero blades, representing subspaces V and W , respectively. If V ⊥ / W then ν ω is 0, otherwise it is the unique (q − p)-subblade of ω such that: i) ν ω is completely orthogonal to ν;
ii) ν ω = ν ω cos ΘV,W ;
iii) ν ∧ (ν ω) and ω have compatible orientations.
Lemma 4.15. Let ν ∈ Λ p X and ω ∈ Λ q X be nonzero blades, with p ≤ q and representing subspaces V and W , respectively. If P = Proj V ⊕W ⊥ , with W ⊥ as in (9), then
Proof. We can assume ν = 1. Decompose ν and ω as in (6). Since (e1, . . . , ep, fp+1, . . . , fq) is an orthonormal basis of V ⊕ W ⊥ , using (4) and Theorem 4.7 we get
This gives yet another geometric characterization (Figure 2) .
Theorem 4.16. Let ν ∈ Λ p X and ω ∈ Λ q X be nonzero blades, with ν = 1 and representing subspaces V and W , respectively. We now get our most general formula for computing Grassmann angles. For this we need the following lemma. 
Proof. Follows by decomposing M into block triangular matrices, as M =
Proposition 4.18. Given bases (v1, . . . , vp) of V and (w1, . . . , wq) of W , let A = wi, wj , B = wi, vj , and D = vi, vj . Then
Proof. If p > q then ΘV,W = π 2 , and the determinant ofB T A −1 B vanishes as it is a p × p matrix with rank at most q.
If p ≤ q, applying Theorem 3.5, with J = (q + 1, . . . , q + p), to the 
Exterior product
The following lemmas are well known and easy to prove. When ν and ω represent non-orthogonal subspaces V and W , one might guess a formula for ν ∧ ω would involve sin θν,ω or sin ΘV,W . The first possibility would follow from Lemma 4.20 if we were to consider ν ∧ ω as an element of Λ 2 (ΛX), which is not the case. The second one results from interpreting ν ∧ ω as the volume of a parallelotope with base ω and 'height' given by the component of ν orthogonal to W . The idea is valid, but in high dimensions such height is not given by ν sin ΘV,W , but by ν cos Θ ⊥ V,W .
Theorem 4.22. For any blades ν, ω ∈ ΛX, representing V, W ⊂ X,
Proof. If P ⊥ = Proj W ⊥ then ν ∧ ω = (P ⊥ ν) ∧ ω = P ⊥ ν · ω , and the result follows from Corollary 2.14.
As cos Θ ⊥ V,W is a product of sines of principal angles, this theorem is similar to results given, for the real case, in [Afr57] (for volumes of parallelotopes), [MBI92] (volumes of matrices) and [Hit10] (Clifford algebra).
This theorem implies the symmetry of Θ ⊥ V,W (Proposition 2.16 iii), without relying on Theorem 2.15.
Corollary 4.23. For any blades ν, ω ∈ ΛX, ν ∧ ω ≤ ν ω .
Note however that the exterior product is not submultiplicative for multivectors in general: e.g. take ν = ω = e1 ∧ e2 + e3 ∧ e4 + e5 ∧ e6, where (e1, . . . , e6) is the canonical basis of R 6 . Still, the inequality remains valid if one of the multivectors is a blade, if ν ∧ ω is a blade, or if a certain multiplicative constant (depending on the grades or ranks of ν and ω) is included [Fed69, IKKS04, Kul02, Wac94].
Corollary 4.24. Given bases (v1, . . . , vp) of V and (w1, . . . , wq) of W ,
This provides an easy way to prove Theorem 2.15.
Proof of Theorem 2.15. Let (e1, . . . , ep) and (f1, . . . , fq) be principal bases of V and W , and assume, without loss of generality, p ≤ q. By Lemma 4.19 and Corollary 4.21,
. .· ep ∧ fp · fp+1 ·. . .· fq = sin θ1 · . . . · sin θp · 1 · . . . · 1, and the result follows from Corollary 4.24.
We now get formulas for Θ ⊥ V,W in terms of bases of V and W . Proposition 4.25. Given bases (v1, . . . , vp) of V and (w1, . . . , wq) of W , let A = wi, wj , B = wi, vj , and D = vi, vj . Then 
Identities for Grassmann angles
Using the products of the previous section, we can now obtain several identities for Grassmann angles.
Generalized Pythagorean identities
The Pythagorean trigonometric identity cos 2 θ + sin 2 θ = 1 can be expressed as cos 2 θx + cos 2 θy = 1, where θx and θy are the angles a line in R 2 makes with the x and y axes. In this section we develop generalizations of this formula for Grassmann angles. Combined with (5), they can be used as an alternative way to obtain the generalized Pythagorean theorems of [Man19b]. The first identity relates the Grassmann angles of a (real or complex) line with the subspaces of an orthogonal partition of X.
Theorem 5.1. Given an orthogonal partition X = W1 ⊕ · · · ⊕ W k , for any line L ⊂ X we have k i=1 cos 2 ΘL,W i = 1.
(20)
Proof. Given a nonzero v ∈ L, as v 2 = i Proj W i v 2 the result follows from Proposition 2.11 iv.
Example 5.2. If θx, θy and θz are the angles between a line in R 3 and the x, y and z axes (Figure 3 ), then cos 2 θx +cos 2 θy +cos 2 θz = 1, a known identity for direction cosines. Example 5.3. Let X be the complex Hilbert space of a quantum system, L be the complex line of a quantum state vector ψ, and the Wi's be the eigenspaces of some quantum observable, which for simplicity we assume are also complex lines. The probability of obtaining result i when measuring ψ can be expressed [BŻ17] as pi = cos 2 D i F S , where D i F S is the Fubini-Study geodesic distance between L and Wi in the projective space P(X). In [Man19a] we have shown that D i F S = ΘL,W i , so (20) simply reflects the fact that the total probability is 1.
The next identities relate the Grassmann angles of a (real or complex) subspace with coordinate subspaces of some orthogonal basis of X. where the WI 's are the p-dimensional coordinate subspaces (11) of an orthogonal basis of X (n = dim X).
Proof. Without loss of generality, assume the basis is orthonormal, so its coordinate p-blades ωI (12) form an orthonormal basis of Λ p X. For an unit blade ν ∈ Λ p V we have I | ν, ωI | 2 = 1, and the result follows from Corollary 2.13.
A similar result, for the real case, appears in [MBI92] . The theorem extends in the obvious way to affine subspaces, as in the next example.
Example 5.5. If θxy, θxz and θyz are the angles a plane in R 3 makes with the coordinate planes (Figure 4 ), then cos 2 θxy + cos 2 θxz + cos 2 θyz = 1. Another way to express this result is that the sum of the squared cosines of all angles between the faces of a trirectangular tetrahedron equals 1. By Theorem 5.4, this generalizes for simplices of any dimension, as has also been proven in [Cho92] . Extending a result of [MBI96] , there is also an identity for coordinate subspaces of a dimension different than V .
Theorem 5.7. Given a p-dimensional subspace V ⊂ X and any integer 0 ≤ q ≤ n = dim X, we have:
Here the WI 's are the q-dimensional coordinate subspaces (11) of any orthogonal basis of X.
Proof. We can assume the basis is orthonormal, so, for any 0 ≤ r ≤ n and with the ωI 's as in (12), {ωI }I∈In r is an orthonormal basis of Λ r X, and {ωÎ }I∈In r is an orthonormal basis of Λ n−r X. Also, assume p, q = 0, otherwise the result is trivial. where the binomial coefficients account for the number of times each ωK appears as a (ωI )J in the double summation.
(ii) For each I ∈ I n q , Proposition 2.16 iv gives ΘW I ,V = Θ V ⊥ ,W I ⊥ . As WI ⊥ = WJ for J =Î ∈ I n n−q , and dim V ⊥ = n − p < n − q = dim WI ⊥ , the result follows from the previous case.
Example 5.8. If θxy, θxz and θyz are the angles a line L in R 3 makes with the coordinate planes ( Figure 5 ), then cos 2 θxy + cos 2 θxz + cos 2 θyz = 2.
Example 5.9. If θx, θy and θz are the angles between the axes and a plane in R 3 (Figure 6 ), then cos 2 θx + cos 2 θy + cos 2 θz = 2.
Principal subspaces and partitions
Before we get the last identities, we need some results about subspaces spanned by some of the elements of a principal basis. Lemma 5.11. Let V, W ⊂ X be nonzero subspaces, with corresponding principal bases βV and βW , and U ⊂ V be any subspace. Then:
The converse holds if V ⊥ / W . 
given principal bases of U and P (U ), and of U ⊥ ∩ V and P (U ⊥ ∩ V ), by Proposition 2.1 their unions give principal bases of V and P (V ).
Proposition 5.13. Let V, W ⊂ X be nonzero subspaces, P = Proj W , and V1, V2 ⊂ V be distinct r-dimensional coprincipal subspaces w.r.t. W . Then:
iii) ν1, ν2 = 0 and P ν1, P ν2 = 0 for any ν1 ∈ Λ r V1, ν2 ∈ Λ r V2.
Proof. (i) V1 has an element e of the principal basis which V2 does not.
(ii) If V1 ⊥ / W then P e = 0, and by Proposition 5.12 P (span(e)) ⊥ P (V2).
(iii) By Proposition 2.9, Λ r V1 ⊥ Λ r V2 and Λ r P (V1) ⊥ Λ r P (V2). Note that if V1 ⊥ / W then Λ r P (V1) = {0} since dim P (V1) < r.
By Lemma 3.4 ii, any principal partition is an orthogonal partition. Note that some of the subspaces of a partition can be {0}.
Proposition 5.14. Let V, W ⊂ X be nonzero subspaces, P = Proj W , and V = i Vi be an orthogonal partition. The following are equivalent:
ii) The P (Vi)'s are disjoint and P (V ) = i P (Vi) is a principal partition w.r.t. V .
iii) The P (Vi)'s are disjoint and P (V ) = i P (Vi) is an orthogonal partition. 
Other identities
Proposition 5.15. Given nonzero subspaces V, W ⊂ X and U ⊂ V , let r = dim U and p = dim V . Then cos 2 ΘU,W = I∈I p r cos 2 ΘU,V I · cos 2 ΘV I ,W , where the VI 's are the r-dimensional coordinate subspaces of a principal basis β of V with respect to W .
Proof. The coordinate r-blades νI ∈ Λ r VI of β form an orthonormal basis of Λ r V . So given an unit µ ∈ Λ r U we have P µ = I νI , µ P νI , where P = Proj W . By Proposition 5.13 the P νI 's are mutually orthogonal, so P µ 2 = I | µ, νI | 2 P νI 2 . The result follows from Corollary 2.13 and Corollary 2.14.
As, by Theorem 5.4, I∈I p r cos 2 ΘU,V I = 1, another way to express this result is that cos 2 ΘU,W is a weighted average of the cos 2 ΘV I ,W 's, with weights given by the cos 2 ΘU,V I 's.
Example 5.16. Given planes V, W ⊂ R 3 and a line U ⊂ V , let α = θU,V ∩W , β = θU,W and θ = θV,W . Then cos 2 β = cos 2 α + sin 2 α · cos 2 θ (Figure 7 ). Figure 7 : cos 2 β = cos 2 α + sin 2 α · cos 2 θ In [Man19a] we presented the following result, which is immediate from the definitions of Grassmann angles and principal partitions.
Proposition 5.17. If V = i Vi is a principal partition with respect to W then cos ΘV,W = i cos ΘV i ,W .
We now generalize it for other partitions, and obtain a partial converse.
Proposition 5.18. Let U, V, W ⊂ X be subspaces, with U ⊥ V , and P = Proj W . Then cos ΘU⊕V,W = cos ΘU,W · cos ΘV,W · cos Θ ⊥ P (U ),P (V ) .
Proof. We can assume U ⊥ / W and V ⊥ / W . As U ⊥ V , if µ and ν are unit blades representing U and V then µ ∧ ν is a unit blade representing U ⊕ V . By Corollary 2.14, cos ΘU⊕V,W = P (µ ∧ ν) = (P µ) ∧ (P ν) , and the result follows from Theorem 4.22 and Proposition 2.8.
Corollary 5.19. Let V, W ⊂ X be subspaces, and P = Proj W . For any orthogonal partition V = k i=1 Vi,
Proposition 5.20. Let V, W ⊂ X be nonzero subspaces, with V ⊥ / W . An orthogonal partition V = i Vi is principal with respect to W if, and only if, cos ΘV,W = i cos ΘV i ,W .
Proof. The converse follows from the previous corollary, Proposition 2.16 i and Proposition 5.14.
As one can imagine, the geometric product of Clifford algebra can also be expressed in terms of Grassmann angles. For example, a formula for the geometric product of two r-blades, in terms of principal angles and vectors of the subspaces they determine, is given in [Hit10] . It can be reformulated in terms of Grassmann angles as follows. Let ν = e1 ∧ . . . ∧ er and ω = f1 ∧ . . . ∧ fr for corresponding principal bases βV = (e1, . . . , er) and βW = (f1, . . . , fr) of two subspaces V and W . Then νω = r k=0 I∈I r k cos ΘVÎ,WÎ · cos Θ ⊥ V I ,W I iI ,
where the VI 's and WI 's are coordinate subspaces (11) of βV and βW , and iI = ii 1 . . . ii k for I = (i1, . . . , i k ), with ii = e i ∧f i e i ∧f i if ei = fi and ii = 0 otherwise.
Though simpler than the original formula of [Hit10] , this is still more complicated than the formulas for the products of the Grassmann algebra. This is due to the very nature of the geometric product, which can be seen as several products bundled into one.
Other identities for Grassmann angles can be obtained from formulas relating blade products. For example, Proposition 3.6 gives, for subspaces V, W, U ⊂ X of dimensions p, q and q −p, respectively, an identity relating ΘV +U,W and Θ ⊥ U,V to the Grassmann angles of V and U with coordinate subspaces of a basis of W . But identities obtained this way may be too complicated to be of much use, and can possibly be derived from simpler ones. It would be interesting if a fundamental set of identities for the trigonometry of Grassmann angles could be identified.
