The present work proposes a state observer with a cascade structure for a class of nonlinear systems in the presence of uncertainties in the state equations and an arbitrarily long delay in the output. The first system in the cascade allows to estimate the delayed state while each of the remaining systems is a predictor. Each predictor estimates the state of the preceding one with a prediction horizon equal to a fraction of the time delay in such a way that the state of the last predictor is an estimate of the system actual state. The design of the observer is achieved by assuming a set of conditions under which the ultimate boundedness of the estimation error is established. It is in particular shown that in the absence of uncertainties, the observation error converges exponentially to zero. In the presence of uncertainties, the asymptotic observation error remains in a ball which radius depends on the delay magnitude and can be decreased by appropriately choosing the cascade length and the observer design parameters. The performance of the proposed observer and its main properties are highlighted through a typical bioreactor model.
INTRODUCTION
During the last two decades, an intensive research activity has been devoted to investigate the stability, control and state estimation for systems with time delays. A particular attention has been paid to the case of linear systems (See for instance Hou et al. [2002] , Gu et al. [2003] , Kharitonov and Hinrichsen [2004] , Mondie and Kharitonov [2005] and references therein) whereas only few results have been established in the nonlinear case (see for instance Mazenc and Niculescu [2001] , Trinh et al. [2004] ). Moreover, in most works dealing with state estimation for delay systems, the output is assumed to be delayfree. In many real-time applications, some state variables may not be available instantaneously and corresponding measurements are systematically tainted with delay. One can cite the example of bioreactors where most of the component measurements are obtained with a more or less important time delay since they result from time consuming laboratory analyses. Another typical example is that of network connected systems where some output data are transmitted through low-rate communication systems. This generally introduces non negligible time-delays that have to be account for in order to ensure the viability of the control and monitoring system.
The problem of observer design with output delay has been comprehensively examined in Kristic [2009] for linear systems. For nonlinear systems, a cascade observer has been initially proposed in Germani et al. [2002] and the underlying design has been reconsidered in Kazantzis and Wright [2005] for output constant delays and in Farza et al. [2015] , Cacace et al. [2014] for output time-varying delays. The cascade observer is constituted by a chain of subsystems where each subsystem predicts the state of the preceding one in the chain on a fraction of the original delay in such a way that the state of the last subsystem provides an estimate of the system actual state. A brief description of the main properties of the cascade observers proposed in Kazantzis and Wright [2005] , Farza et al. [2015] is given in Farza et al. [2015] . It should be emphasized that in all the aforementioned works, the considered classes of systems do not involve uncertainties. Hence, one the main motivations of this work is to extend the cascade observer design to a class of systems which accounts for some particular uncertainties. We shall then show that the proposed cascade observer can be used for the estimation of the actual component concentrations as well as the actual reaction rates time-variations in bioreactors from the delayed measurements of some component concentrations. It should be emphasized that such estimates are provided without the use of any mathematical model for the reaction rates.
Indeed, in the present work, one shall propose a cascade observer for a class of MIMO nonlinear uncertain systems which are observable for any input and where the output is available with a delay. The observer is constituted by m + 1 cascaded subsystems where the dimension of each subsystem is equal to that of the system. The head of the cascade (the first subsystem) is a high gain observer and provides an estimate of the delayed state from the delayed output. The m remaining subsystems are predictors and are such that each one predicts the state of the preceding subsystem with a prediction horizon equal to τ m in such a way that the state of the last subsystem is an estimate of the system actual state. This paper is organized as follows. In the next section the class of considered systems is introduced and some requisite preliminaries related to the observer design in the free delay output case are briefly presented. In section 3, the main steps of the observer design are detailed and its main properties are emphasized. In section 4, the use of the proposed observer for the estimation of the actual component concentrations and the actual reaction rates time variations from the measurements of delayed component concentrations is illustrated through a typical bioreactor. Finally, some concluding remarks are given in section 5.
PROBLEM FORMULATION AND PRELIMINARIES
Consider the class of multivariable nonlinear systems that are diffeomorphic to the following bloc triangular form: {ẋ
. .
where x i ∈ IR p for i ∈ [1, q] are the state variables blocks, u(t) ∈ U a compact subset of IR m denotes the system input and yτ ∈ IR p denotes the delayed output of the system, τ > 0 is the measurement delay, ε : IR + → IR p is an unknown function describing the system uncertainties and may depend on the state, the input and uncertain parameters.
As it is mentioned in the introduction, our main objective is to design a cascade observer providing an estimation of the full state of system (1) by using the delayed output measurements. Such a design will be carried out under the following assumptions:
A2. The function φ is Lipschitz with respect to x uniformly in u, i.e.
A3. The unknown function ε is essentially bounded, i.e.
There are two remarks that are worth to be pointed out. Firstly, the class of systems described by (1) may seem very restrictive since it assumes a non prime dimension (n = pq) and the state blocks x k have the same dimension p. This is not the case since it is shown in Hammouri and Farza [2003] that in the uncertainties-free case, system (1) is a normal form which characterizes a class of uniformly observable nonlinear systems that can be put under this form via an injective map (see e.g. Hammouri and Farza [2003] , Farza et al. [2004] for more details). Secondly, since the system state trajectory lies in a bounded set Ω, one can extend the nonlinearities φ (u, x) in such a way that this extension becomes globally Lipschitz on the entire state space IR n . The observer synthesis will then be based on the resulting extended system which coincides with the original system on the domain of interest i.e. Ω. One can refer to Shim et al. [2001] , Andrieu and Praly [2006] and references therein for more details on how to carry globally Lipschitz prolongations in the state observation context.
In the free delay case (y τ (t) = y(t)), a high gain observer has been proposed for system (1). The equation of the proposed observer can be written as follows Farza et al. [2004] :
where K is a constant vector and is chosen such that the matrix A − KC is Hurwitz, θ ≥ 1 is a design parameter and ∆ θ is the following diagonal matrix
It has been shown that the observation error is bounded as follows:
where θ > 0 is the observer design parameter, M > 0 is a positive constant that does not depends on θ, µ(θ) is polynomial in θ with lim θ→+∞ λ(θ) = +∞ and finally δ ε is the bound of the uncertainty as given by (4) in Assumption A3.
It should be emphasized that in the absence of uncertainties i.e. δ ε = 0, the observation error converges exponentially to zero. In the case where the uncertainties are bounded the observation error is ultimately bounded and the underlying ultimate bound can be made as small as desired by choosing values sufficiently high for the observer design parameter θ.
The main outlines of the cascade observer design shall be detailed in the subsequent sections.
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CASCADE OBSERVER DESIGN
As in Germani et al. [2002] , Kazantzis and Wright [2005] , one adopts the following notations:
for j = 0, . . . , m and t ≥ − j m τ where m is a positive integer that shall be specified more precisely later.
The observer we propose is composed by m + 1 cascade subsystems where the first subsystem is an observer for the delayed state whereas each one of the remaining subsystems is a predictor. As in Germani et al. [2002] , Kazantzis and Wright [2005] , the predictor of rank j in the cascade predicts the state of the preceding subsystem with a prediction horizon equal to τ m in such a way that the state of the m ′ th predictor is an estimate of the system actual state.
According to the adopted notation, the state of the delayed system is governed by the following dynamical model
System (9) is under the form (1) where no delay is considered in the latter. As a result, a high gain observer under the form (5) can be used for the estimation of x 0 . The equation of such an observer specialize as follows:
where, as in (5), K is a vector such that (A − KC) is Hurwitz and θ ≥ 1 is a design parameter.
One shall now focus on the structure of the remaining m predictors which design is described below.
The predictors structure
Recall that the variable x j denotes the delayed state with a time delay equal to τ − j m τ . Since observer (10) allows the estimation of the state x 0 , one shall focus on the case where j = 1, . . . , m: the aim is to design a predictor that estimates the state x j . The latter is governed by the following dynamical equatioṅ
System (11) can be rewritten as followṡ
whereĀ, a Hurwitz matrix is design parameter for the predictors.
According to (12), the state x j can be expressed as follows:
Notice that the last equality results from the fact
Let us denote byx j the state of the predictor that shall provide an estimate of the state x j . Miming the structure of the delayed state observer (10), one assigns the dynamics ofx j as follows:
where G j (t), j = 1, . . . , m is a corrective term that has to be chosen in order to guarantee the exponential convergence to zero of the prediction error, e.g.x j (t) = x j (t)−x j (t). Notice that the structure of the delayed state observer (10) is similar to that of predictor (14) with
wherex 0 (t) is the observation error corresponding to the delayed state and it satisfies an inequality similar to (7). More precisely, one has:
where θ > 0 is the observer design parameter, M > 0 is a positive constant that does not depend on θ, µ(θ) is polynomial in θ with lim θ→+∞ λ(θ) = +∞ and finally δ ε is the bound of the uncertainty as given in assumption A3. Now, miming (12), the predictor equation (14) can be rewritten as follows:
Again and according to (16), the predictionx j can be expressed as follows:
Now, miming the relationship (13) between the states x j (t) and x j−1 (t), one imposes a similar relationship between the states corresponding to two successive predictors e.g;x j andx j−1 , j = 1, . . . , m. Such a relationship specializes as follows:
Now, the expressions of the predictors gains G j shall be determined in such a way that the imposed relationship (18) is satisfied.
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Determination of the predictors gains
Subtracting equation (18) from equation (17) gives
Differentiating with respect to time each side of the above equation yields to
by their expressions given by (14) leads to
Notice that one has used in the last equation the identity
. Now, using the fact that the matricesĀ and eĀ τ m commute with each other, equation (20) leads to
Before giving the main theorem, one recalls that since the matrixĀ is Hurwitz, there exist positive numbers β and a such that Khalil [2003] , Kazantzis and Wright [2005] ∀t ≥ 0 :
The equations of the candidate observer for system (1) are then given bẏ
and for j = 1, . . . , m:
where the matrixĀ is Hurwitz, the vector K is such that A − KC is Hurwitz, ∆ θ is the diagonal matrix given by (6) and θ ≥ 1 is a design parameter.
One states the following theorem that summarizes the results obtained through the above developments. The proof of this theorem is omitted for lack of place.
Theorem 3.1. Consider system (1) subject to Assumption (A1) to (A3) and observer (23) . If the matrixĀ is chosen such thatā ≤ λ(θ) where λ(θ) > 0 is defined by (15) and if the number m is selected such that (22) and L φ is the Lipschitz constant of φ defined in (A2) then, one has for j = 1, . . . , m:
with µ(θ) and M given by (15) and
The following issues are worth to be mentioned.
Remarks 3.1. i) Inequality (25) is in particular valid for j = m. Hence, since, x m denotes the system actual state, inequality (25) with j = m gives an upper bound for the observation error between the system actual state and its estimate provided by the last subsystem in the cascade.
ii) According to (25), it is easy to see that in the absence of uncertainties i.e. δ ε = 0, the observation error converges exponentially to zero. In the presence of uncertainties, this error is ultimately bounded with an ultimate bound equal to M m δ ε . One can show that the function m → M m is decreasing and that:
Notice that the right hand side of the above equation is constituted by two terms. The first one, βe η −ā , is fixed and is the limit of the ultimate bound when the length of the cascade, e.g. m, is chosen sufficiently high. Hence, when choosing the cascade length, one has to first to satisfy condition (24) and than to manage a trade-off between the observer complexity and an acceptable value for the estimation error.
EXAMPLE
In this section, one shall illustrate the theory described in the above sections through the following example dealing with a typical bioreactor. We consider a simple microbial culture which involves a single biomass x 1 growing on a single substrate x 2 . The bioprocess is supposed to be continuous with a dilution rate u(t) and an input substrate concentration s in (t). Notice that a fed-batch or batch bioreactor would have been able to be considered and this does not constitute any constraint for the proposed approach. The mathematical dynamical model of the process is constituted by the following two mass balance equations associated to x 1 and x 2 , respectively:
IFAC DYCOPS-CAB, 2016 June 6-8, 2016. NTNU, Trondheim, Norway where x 1 and x 2 respectively denote the concentration of the biomass and the substrate, r is the reaction rate and k is a yield coefficient. The reaction rates r is generally a very complex function of the operating conditions and the state of the process. The analytical modelling of this functions is often cumbersome and still constitutes the subject of further and intensive investigation. To tackle this problem, this function is treated as time-varying parameter that needs to be estimated. Using such a strategy, bioengineers would not be brought to choose a particular model amongst the several ones described in the literature. Moreover, these estimates, which are interesting for process control, can also be used for basic investigations of the culture under consideration Bailey and Ollis [1986] .
The measurements of the biomass concentration are supposed to be available with a time delay τ and the objective is to estimate the actual biomass concentration together with the time variations of r from the available delayed measurements. Such an objective shall be achieved using a cascade observer designed by considering the following system:
where ε is an unknown and bounded function.
It is clear that system (29) is under form (1) and as a result a cascade observer of the form (23) can be used to achieve the estimation objective.
For simulation purposes and in order to generate the delayed pseudo-measurements of the biomass x 1 and P , we have chosen the following expression for the reactions rate Farza et al. [1998] :
where µ max , K S and K I are constant kinetic parameters. The simulation experiments have been performed using the following initial conditions:
The values of the kinetic parameters are:
The dilution rate varies as a trapezoidal signal from 0.1 to 0.2 l.h −1 as shown in Figure (1 ).
Three sets of simulation results are given. The first corresponds to a relatively small delay, e.g. τ = 1h while the two others are obtained with τ = 4h and τ = 8h, respectively. The estimation of the actual component concentration and reaction rate are given in Figure ( 2) where they are compared to their respective true values issued from the simulation of the bioreactor model (28) with r specified as in (30). The value of the observer design parameters are as follows: (5) where the delayed output is used as an actual output i.e. the output delay is neglected. We remark that even though the magnitude of the considered delay is relatively small, the estimates provided by the cascade observer are more accurate than those obtained by neglecting the delay. We have reported in figures (3) and (4) the results obtained with τ = 4h and τ = 8h. The values of the observer design parameters are identical to those considered for τ = 1h excepting m which was set to 6 for τ = 4h and to 12 for τ = 8h. We remark, that the provided estimates are quite more accurate than those given by neglecting the delay. Recall that the expression of the reaction given by (30) was introduced to generate the pseudo-measurements and it is not known by the observer.
CONCLUSION
A cascade observer has been proposed to estimate the state of an uncertain system from a delayed output. It has been shown that in the absence of uncertainties, the estimation error converges exponentially to zero. In the presence of the uncertainties, the estimation error remains in a ball whose radius is proportional to the bound of the uncertainties and to the product of the delay by the system Lipschitz constant. The performance of the observer is illustrated through a typical bioreactor where the biomass and the unknown reaction rate are estimated from the delayed biomass concentration without the need of any mathematical model for the reaction rate. In particular, it has been shown that the obtained results are quite better than the ones which could be obtained by neglecting the output delay. We are now working to extend the design 
