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Angle-resolved photoemission has been utilized to study the surface electronic structure of 13 mono-




3 R30± phase and the low-temperature
(3 3 3) charge-density-wave phase. The results reveal a gap opening around the (3 3 3) Brillouin zone
boundary, suggesting a Peierls-like transition despite the well-documented lack of Fermi nesting. A
highly sensitive electronic response to doping by intrinsic surface defects is the cause for this unusual
behavior, and a detailed calculation illustrates the origin of the (3 3 3) symmetry.
PACS numbers: 73.20.At, 68.35.Rh, 71.45.Lr, 79.60.Dp
The recent discovery of a charge-density-wave (CDW)
transition in 13 -monolayer Sn on Ge(111) [1–4] has stimu-
lated much interest, yet surprisingly no consensus has been
reached regarding the nature of the transition. This system
represents a prototype for charge-ordered states in reduced
dimensions, and an intriguing aspect of the phase transition
is the coexistence of phases over a wide temperature range.
This inhomogeneous phase mixture is a basic hallmark for
a broad class of important “complex functional materials.”
Examples include the stripe phase in high-temperature su-
perconductors and the chemical and dipolar nanodomains
in relaxor ferroelectrics and colossal magnetoresistive ma-
terials, which remain poorly understood despite an intense
effort on a national scale [5].





struction at room temperature, ideally with each unit cell
containing one Sn atom in the T4 adsorption site. The
threefold bonding for the Sn atom leaves an electron in
the dangling bond, giving rise to a half-filled surface band.
As the temperature is lowered below 210 K, the sys-
tem transforms gradually and becomes a fully developed
(3 3 3) phase below 100 K. In this low-temperature
CDW phase, each unit cell contains three Sn atoms, two
positively charged and one negatively charged. Such CDW
transitions are usually driven by electron-phonon coupling
enhanced by Fermi surface nesting, but calculations have
indicated no nesting for SnGe(111) [6,7]. Alternative
models that have been put forth include a rehybridization
mechanism [8], an order-disorder transition [9], a dynamic
fluctuation model [10], and a mechanism involving strong
electron correlation [11]. Related to this debate is the ques-
tion whether the (3 3 3) surface is metallic, semiconduct-
ing, or insulating with a correlation gap.
Results from previous angle-resolved photoemission
studies have been confusing. Goldoni and Modesti [11]
observed a dispersive peak in the normal phase trans-
forming into a nondispersive peak in the CDW phase
accompanied by a depletion of the density of states near the
Fermi level. These observations were taken as evidence
for strong electron correlation effects. However, this
interpretation was later rejected by Uhrberg and Bala-
subramanian [9], who observed dispersive peaks crossing





3 R30± phase was just a structurally disordered
state of the (3 3 3) phase. A similar model invoking dy-
namic fluctuation as the source of disorder was proposed
by Avila et al. [10]. However, these models based on
disorder were contradicted by x-ray studies [12]. A key
issue neglected in many of the previous studies is that the
system inevitably contains defects that are Ge atoms sub-
stituting for Sn atoms in the top layer. At a concentration
of just 3%, the defects nonetheless play an important
role as revealed by scanning tunneling microscopy (STM)
[1–4]. They induce a CDW phase in surrounding ar-




3 R30± surface at room
temperature. This mixed phase has been verified by
photoemission studies of the Sn core level line shape [13].
In this paper, we present new angle-resolved photoemis-
sion measurements of the valence structure of SnGe(111),
with a focus on the (3 3 3) zone boundary. Despite the
lack of nesting as noted above, a gap opening is seen all
around the (3 3 3) zone boundary. Taking into account the
mixed phase at room temperature, the results yield band
dispersions in excellent agreement with theory. The key
new concept here is that a slight change in state occupancy
due to defect doping leads to large changes in electronic re-
sponse, resulting in a Peierls-like (3 3 3) instability. This
confirms an earlier suggestion of Melechko et al. based on
STM studies that the phase transition is defect mediated
[1–4].
Our measurements were performed at the Synchrotron
Radiation Center in Stoughton, Wisconsin. All spectra
shown were taken with a photon energy of 10 eV. Fig-
ure 1 shows a comparison between spectra taken at 80 and





3 R30± and (3 3 3) Brillouin zones as the large





3 R30± holelike Fermi surface based on a
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FIG. 1. Comparison of photoemission spectra taken at 80 and
300 K for polar emission angles of 0±, 17±, 22±, and 26± along
the G-M azimuth. They correspond to G, K 0, midway between





3 R30± Brillouin zone (large hexagon), the (3 3 3)






local-density-approximation (LDA) calculation [2,6]. As
mentioned above, this Fermi surface and the (3 3 3) zone
do not nest. The bottom spectra in Fig. 1, taken at normal
emission (G), are nearly identical for the two phases. The
other three sets of spectra were taken with polar emission
angles 17±, 22±, and 26± along the G-M azimuth, and cor-
respond to K 0, midway between K 0 and M 0, and M 0 on
the (3 3 3) zone boundary, respectively. These are repre-
sentative of what happens around the (3 3 3) zone bound-
ary — a well-developed Fermi edge at 300 K is replaced
by a gap at 80 K. A careful examination of data taken at
various angles (e.g., the bottom spectra in Fig. 1) and at
higher binding energies to include the Ge substrate emis-
sion features shows that this gap opening is not due to a
surface photovoltage effect as previously claimed [9].
A full set of spectra, taken along the G-M and G-K
azimuths at 1± polar angle increments starting from the
bottom spectra at normal emission, is shown in Fig. 2.
The additional data along G-M reinforce our discussion
above. The leading peak at 300 K is much wider than that
at 80 K, and the line shape suggests that the peak is likely
composed of unresolved components. The G-K azimuth
FIG. 2. Photoemission spectra taken at 80 and 300 K along the
G-K and G-M azimuths. In each set, the spectra are taken with
a 1± increment in polar angle starting from the bottom spectrum
taken at normal emission. For features near the Fermi level, the
approximate locations in k space are indicated.
was emphasized in previous studies [9–11]. The 80 K
data show three dispersive peaks. The two near the Fermi
level are derived from the Sn dangling bonds, and one of
them appears to cross the Fermi level, in agreement with
Ref. [9]. About midway between M 0 and K , the valley be-
tween the two peaks at 80 K becomes filled in to form a
broad feature at 300 K. A careful analysis shows that this
line shape cannot be accounted for by broadening of the
80 K spectra. Rather, the results can be well represented
by the addition of a new peak located between the two
original peaks. There is a strong rationale for this interpre-
tation. As discussed above, the surface at 300 K is actually




3 R30± and the (3 3 3) phases.





phase, which should split into two for the (3 3 3) phase.
Thus, a total of three peaks is expected for the mixed phase
at 300 K. This complication was the source of confusion
in earlier studies.
Figure 3 shows difference spectra along the two azi-
muths obtained by subtracting the 80 K data from the
300 K data, with each pair of spectra normalized to the
same integrated intensity between 0 and 4 eV binding en-
ergy. The phase transition causes a transfer of spectral
weight among the different peaks. The difference spec-
tra along each direction show a major peak near the Fermi
level, as expected, which should correspond to the pure
3685
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FIG. 3. Difference spectra along the G-K and G-M azimuths
obtained by subtracting the 80 K spectra from the 300 K spec-
tra. The curves through the data points are best fits, and the






3 R30± phase. Some weak negative features are
also expected and observed, but these are unimportant for
the present discussion. The solid curves through the data
points are best fits assuming a Lorentzian peak with con-
stant width multiplied by the Fermi-Dirac function. A con-
stant peak width is compatible with the notion that the
width is dominated by defect scattering. While the peak is
below the Fermi level, its intensity remains fairly constant
from the fit. Thus, it is reasonable to extend the analysis
over a limited range as the peak moves above the Fermi
level, leaving only a tail in the spectra. The peak positions
deduced from the fit are shown as circles in Fig. 3, and the
peak intensities vary by less than 10% near and above the
Fermi level. The dashed curves indicate the expected peak




3 R30± phase based on
a LDA calculation [6]. They are in good agreement with
the experiment.
The bottom panel of Fig. 4 illustrates again the good
agreement between the calculated LDA band (curve) [6]
and our results (circles). As noted above, the Fermi surface
does not mesh with the (3 3 3) zone, yet the 300 K spec-
tra in Fig. 1 indicate a Fermi edge all around the (3 3 3)
zone boundary. This region of “extended Fermi edge” is
indicated in the bottom panel of Fig. 4. Note that the band
dispersion lies within just several tens of meV within the
FIG. 4 (color). Theoretical band dispersions (curves) and ex-





3 R30± phase (bottom panel). The color maps





3 R30± phase and the same with the Fermi level
shifted upward by 50 meV relative to the band. The dashed




3 R30± Brillouin zone. The
color bar to the right indicates the conversion between linear
intensity and color levels.
Fermi level. The finite peak width and the low dispersion
along the K 0-M 0 segment conspire to give rise to the ex-
tended Fermi edge. The good match with the (3 3 3) zone
boundary suggests a Peierls-like transition, but the lack of
(3 3 3) Fermi nesting argues strongly against it.
The circles in the middle panel of Fig. 4 show the mea-
sured band dispersions for the (3 3 3) phase. The solid
curves are theoretical results from an LDA calculation with
electron correlation (on-site Coulomb interaction) included
within a generalized Hubbard model [7]. The agreement
between experiment and theory is quite good. Between





(bottom panel) is split into three bands in the (3 3 3)
phase. The lower two bands are observed by photoemis-
sion, and the highest band is unoccupied and therefore not
3686
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also splits into three bands in the (3 3 3) phase. Only the





3 R30± band near the Fermi
level. This energy shift accounts for the apparent gap open-
ing in the spectra around the (3 3 3) zone boundary.





3 R30± and (3 3 3) phases have nearly the same
energy, with a difference of just a few meV per Sn atom.
Thus, it is not surprising that seemingly minor perturba-
tions caused by surface defects can induce the phase tran-
sition locally at room temperature as observed by STM
[1–4]. We now examine the detailed mechanism for this
induced transition and the reason for the (3 3 3) symme-
try. The defects, being electron donors based on STM stud-
ies [1–4], can cause an upward shift of the local Fermi
level. Shown in the top of Fig. 4 are calculated Lindhard
response functions xk, presented as two-dimensional
color maps, using the band dispersion in [6]. In each




3 R30± Brillouin zone is in-
dicated. The map on the left, labeled DEF  0 (unshifted
Fermi level), shows no particular features at the hexagon
corners (K), in agreement with earlier calculations indicat-
ing poor nesting [6]. The map on the right is for a small
upward shift of the Fermi level by 50 meV. The x func-
tion now looks dramatically different, and is dominated by
six peaks at the K points. Since GK equals a (3 3 3) re-
ciprocal lattice vector, this strong peaking at K can lead to
a (3 3 3) response. Detailed calculations show that this
peaking at K is already evident, although less pronounced,
at a mere 10 meV shift of the Fermi level. This high sen-
sitivity is a consequence of the proximity of a saddle point
near the Fermi level resulting in a low band dispersion
along M 0-K 0 (see the bottom panel of Fig. 4). The same
low band dispersion is also responsible for the extended
Fermi edge discussed above. Thus, the basic mechanism
for the phase transition is the same as in traditional Peierls
CDW materials, except that defect doping is the source of
the instability. As the temperature is lowered, the surface
regions affected by the defects grow, and eventually over-
lap to form a fully developed (3 3 3) phase below 100 K
[1–4].
In summary, this work clarifies the band structure of
SnGe(111) as measured by angle-resolved photoemis-
sion. The results are in good agreement with LDA cal-
culations provided the effects of defect and phase mixture
are taken into account. Fermi surface nesting does not
occur for an ideal surface. However, the response of the
system is highly sensitive to charge transfer partly due to
the proximity of a saddle point near the Fermi level and the
resulting low band dispersion. Doping by defects leads to
a strong (3 3 3) response and a CDW transition that is
unconventional in that a mixed phase evolves over a wide
temperature range.
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