Abstract-Computer vision, speech and machine learning technologies play an important role and are increasingly used in today's vehicles to improve the safety as well as comfort in the car. Driving in particular presents a context in which a user's emotional state plays a significant role. Emotions have been found to affect cognitive style and performance. Even mildly positive feeling can have a profound effect on the flexibility and efficiency of thinking and problem solving. In this paper, we review some of the existing approaches for analyzing invehicle driver affect using audio and visual cues. We will discuss challenges in developing robust system and hopefully provide some insight in practical realization of such system. In particular, we present our ongoing efforts in collecting driving data using simulator as well as real world driving testbeds, and propose to utilize a multilevel audio-visual fusion scheme to utilize contextual information often available in co-existing tasks in an intelligent system.
I. INTRODUCTION
The activity of driving requires the involvement of a variety of human resources. For instance, to drive a vehicle on a busy city road effectively and safely, divers must coordinate their cognitive, physical and emotional capabilities simultaneously. If one of these is affected, it will invariably influence the others, as a result affecting the entire driving experience. Furthermore, throughout the driving activity drivers simultaneously interact with the vehicle's interface including radio, air-condition and other on-board equipment. As such, it is essential that the interface is designed appropriately so as not to load the cognitive, physical or emotional resources of the driver.
II. RESEARCH MOTIVATION
Computer vision, speech and machine learning technologies play an important role and are increasingly used in today's vehicles to improve the safety as well as comfort. However, to be effective, such technologies need to be human centric and need to work in a holistic manner which takes into account different components of the system involving driver (e.g. looking at driver to recognize driver activity and attention state), vehicle (e.g. looking at vehicle speed, steering angle, braking), and vehicle surround (e.g. looking at road and other cars to understand surrounding situation) [1] , [2] . Among those components, we consider in this paper the part of looking at the driver which is a very important component in driver assistance systems (it is shown that a large portion of accidents is caused by human errors like driver inattention or cognitive overload [3] . Therefore it is important for any intelligent vehicle to be able to interface with the driver to relay information (through any number of feedback channels, e.g. auditory, visual, haptic) or detect situations within the vehicle that might lead to unsafe driving (e.g. driver drowsiness or inattention). Often times the driver of a vehicle can be inattentive to the driving task resulting in dangerous driving situations. This inattentiveness can be cause by a variety of circumstances such as cell phone usage, drowsiness, or distractions caused by other occupants.
Another important aspects is emotional experience of driving and interacting with the vehicle interface, and how to approach the design of vehicle interfaces in order to support positive (and avoid negative) emotional experiences [4] , [5] . Driving in particular presents a context in which a user's emotional state plays a significant role. Emotions have been found to affect cognitive style and performance. Even mildly positive feeling can have a profound effect on the flexibility and efficiency of thinking and problem solving The roadrage phenomenon [6] is a well recognized situation where emotions can directly impact safety. Such phenomenon can be mitigated and driving performance can be improved if the car actively responds to the emotional state of the driver. Research studies show that matching in-car voice and driver's emotional state has great impact on driving performance [7] . Research emotion recognition is largely influenced by the basic emotion theory [8] . Most of the existing efforts in this direction aim at the recognition of a subset of basic emotions (happy, sad, surprise, anger, fear, disgust and neutral). In recent years, however, few studies have been made focusing on certain application dependent affective states, 'frustration', for example, in driving context [9] . Another model for articulating emotions is that of Russell's Core Affect model [10] (Figure 1 ). Russell suggests to categorize emotion by understanding in two dimensional space: valence (pleasure-displeasure) and arousal (activation-deactivation). [11] have used such model to analyze driver's experience during interaction with the vehicle interface while driving in high traffic. Literature also mentions other dimensions. A third dimension often used is -dominance, which represents the scale between aggressive and submissive.
In this paper, we review some of the existing approaches for analyzing in-vehicle driver affect using audio and visual cues. We will discuss challenges in developing robust system and hopefully provide some insight in practical realization of such system.
III. AUDITORY CUES DURING DRIVING
In recent years, there has been a growing number of speech driven applications in the car. Current research and attention theory have suggested that speech-based interactions are less distracting than interaction with visual display [12] . A careful design of effective speech interface can also be potential aid for a drowsy driver [13] , [14] . However, [15] suggests that the only safe countermeasure against driving while sleepy is to stop driving. Using voice communication would have the following advantages: microphones are nonobtrusive sensor, requires no/minimal calibration efforts, robust against extreme environmental conditions (humidity, temperature, and vibrations) and "hands-and eyes-free", and most importantly, speech data are omnipresent in many daily life situations. There have been number of studies in recognizing driver's emotional state via speech signal to improve both safety and comfort in the car.
A. Vocal expression recognition
In [14] , driving simulator along with other peripherals (microphones and speakers) are employed for the analysis of emotion recognition. The system uses 10 acoustic features including pitch, volume, rate of speech and other spectral coefficients along with statistical and neural network classifiers to recognize five emotional groups -boredom, sadness/grief, frustration/extreme anger, happiness and surprise. The recognition performance is assessed by comparing the human emotion transcript against the output from the automatic emotion recognition system using a 2 second window analysis. Human Transcripts were generated by trained experts in recognizing affective cues in speech. They listened to the speech soundtrack for each drive and classified into the same five emotional groups used by the automatic emotion recognition system. The experts themselves did not take part in the driver study. The qualitative analysis suggests that the system is capable of detecting driver's emotion with sufficient accuracy in order to support and improve driving. This study, however, ignores the presence of background noise. [16] studies the effects of additive white noise at various Signalto-Noise-Ratio (SNR) on public emotional database. Authors extract a large 4k hi-level features set out of more than 60 base contours of pitch, energy, formants, Harmonic-toNoise-Ratio (HNR), MFCC etc. from noisy speech. Further, Fast-Information-Gain-Ratio filter-selection is used to select features from the large feature set for each SNR conditions. As classifier, Support Vector Machines (SVMs) are trained from each noisy conditions. The preliminary studies showed that the recognition performance depends very much on SNR values. It is also to be noted that features sets differ largely at various noise levels. [17] extends the noise analysis and shows the feasibility of detecting driver's emotional state via speech in presence of various noise scenario. The speech signal is superimposed with car noise of several car types and various road surfaces. The emotion conveyed in noisy speech signal was estimated using two steps. First, a set of 20 acoustic features was extracted from the speech signal. These 20 features were in turn determined by a feature selection technique (Sequential Forward Selection) from a pool of 137 features which includes features related to pitch, energy, duration and timing, and spectral features (as Mel Frequency Cepstral Coefficients). Second, kernel based Support Vector Regression (SVR) is used as classifier to map the features to the values of three emotion primitives (valence, activation and dominance). Training of classifiers are performed using clean speech and noisy speech. Later provides a matched training and test conditions and shows better performance. However, it has obvious disadvantage and is impractical to apply to real world applications since it is difficult to ensure identical training and testing environments.
[18] presents a framework with adaptive noise cancellation as front end to speech emotion recognizer in application to driver assistance system. Such real-world environment poses robustness issues as the system may be highly susceptible to noise. To study the feasibility of emotion detection while driving, it emulates the vehicle conditions. To reflect the reality adequately, several noise scenarios of approximately 60 seconds were recorded in the car while driving. Interior noise depends on several factors such as vehicle type, road surfaces, outside environment etc. In this study, an instrumented Infinity Q45 on-road testbed (Figure 2 is used to record the interior noise in following scenario: highway (FWY), parking lot (PRK) and city street (CST). Support Vector Machine (SVM) is trained on prosody and spectral feature extracted from clean speech. During testing phase, clean speech is superimposed by various types of noise at different Signal-to-Noise-Ratio (SNR). The framework have shown encouraging improvement for classification of three emotion category -positive, negative and neutral. However, to deploy such system in real world, there still exists much room for improvement. [19] expands on the findings in driving scenario and also studies role of context like gender in improving the classification performance.
IV. VISUAL CUES DURING DRIVING A. Facial expression analysis
Because of the importance of face in emotion expression and perception, most of the vision-based affect recognition studies focus on facial expression analysis. Existing facial expression recognizers employ various pattern recognition approaches and are based on 2D spatiotemporal facial features. Usually, the extracted facial features are either geometric features such as the shapes of the facial components (eyes, mouth, etc.) and the location of facial salient points (corners of the eyes, mouth, etc.) or appearance features representing the facial texture, including wrinkles, bulges, and furrows.
Typical examples of geometric-feature-based methods are those of Chang et al. [20] , who used a shape model defined by 58 facial landmarks, of Pantic et al. [21] who used a set of facial characteristic points around the mouth, eyes, eyebrows, nose, and chin, and of Kotsia and Pitas [22] , who used the Candide grid. Typical examples of appearancefeature-based methods are those of Bartlett et al. [23] , who used Gabor wavelets and of Whitehill and Omlin [24] , who used Haar features. Few studies proposed a hybrid approach by combining both geometric and appearance features for designing automatic facial expression recognizers. One such method is of Zhang and Ji [25] , who used 26 facial points around the eyes, eyebrows, and mouth, and the transient features like crow-feet wrinkles and nasal-labial furrows.
Most of these methods are suitable for the analysis of facial expressions under a small range of head motions and lighting conditions. Thus, most of these methods focus on the recognition of facial expressions in near-frontal-view recordings. In real world environment like driving scenario, however, such constraints are often invalid. A recent study of [26] applies a rigid face shape model to build persondependent descriptors that were later used to decompose facial pose and expression simultaneously. Pantic and Patras [21] explored automatic analysis of facial expressions from the profile-view face. Other concerns for realizing practical system are presence of occlusion (e.g. driver's hands or other objects might obscure view of the driver), changing lighting conditions (e.g. entering tunnels or driving under overpasses) as well as real-time performance. [27] develops a pose-invariant real-time system using thin-plate spline feature vector for analyzing facial expression (Figure 3) . [28] provide a multilevel face and facial landmark tracking using particle filter and a dynamic Bayesian network framework (Figure 4) . The system first looks at the drivers head location, then face regions, and so on down to the facial landmarks (eye corners, eyebrows, etc.) region. By using multiple cues, it provides robustness to varying environmental and lighting conditions, and occlusion found inside vehicles. Although the system is applied for driver intent analysis, similar approach can help in facial expression recognition.
Most of these works on the automatic facial expression recognition are based on deliberate and often exaggerated facial displays. In recent years, although, several efforts have been reported on the automatic analysis of spontaneous facial expression, their validation against driving scenario is still an open area of research.
It would be important to mention an overlapping area of research as far as visual expression recognition is concerned: detecting fatigue a potential cause of inattention and distraction. Many efforts on the detection of driver fatigue have specifically focused on changes and movements in the eyes which involves assessing changes in the driver's gaze, blink rate and eye closer. PERCLOS (Percent Eye Closure) is validated as an accurate psychophysical mea- Fig. 3 . Face expression recognition at different head rotation [27] sure of performance degradation in sleep-deprived subjects. PERCLOS is defined as the proportion of total time that the subject's eyelids are closed 80% or more over a specified period of time. [29] utilizes structured illumination approach using IR cameras. This simple technique can significantly improves eye tracking robustness and accuracy. However, it also suffers limitations. The success of the approach strongly depends on the brightness and size of the pupils, which are often functions of face orientation, external illumination interference, and the distance of the subjects from the camera. For real-world in-vehicle applications, sunlight can interfere with IR illumination, reflection from eyeglasses can create confounding bright spots near the eyes and sunglasses tend to disturb the IR light and make the pupils appear very weak. An integrated Bayesian approach to specifically address problems arising in dynamic situation like driving, is presented in [30] . For estimating attention, it incorporates vision based gaze estimation (looking the driver) and visual saliency maps (looking the environment) as well as cognitive models that affects relationship between gaze and attention. The study shows superiority of the approach over methods using only gaze or only saliency.
V. TOWARDS EFFECTIVE MULTIMODAL FUSION
Multimodal fusion strategies utilized in the existing research on audiovisual emotion recognition are feature-level, decision-level, or model-level fusion [31] . A good fusion scheme should have lower error rate than those obtained from the unimodal models and performance of such system should degrade gracefully when noise affects its individual modalities. In feature-level fusion schemes, features from different modalities are concatenated to form joint feature vectors, which are then used to train the emotion recognizer. However, the different time scales and metric levels of features coming from different modalities, as well as increasing feature-vector dimensions influence the performance. Moreover, missing or noisy information from one modality results in a significant reduction in the performance of the recognition system. Decision-level information fusion, on the other hand, models each modality independently and unimodal recognition is combined in the end. It offers the Fig. 4 . Dynamic Bayesian network for facial landmark tracking [28] advantage of robustness in case of failures in single modality. Human, however, displays audio and visual expressions in a complementary redundant manner. Hence the assumption of conditional independence between audio and visual data stream in decision-level fusion is incorrect and results in loss of information of mutual correlation between two modalities. Moreover, these two modalities do not couple strongly in time. For example, during active speech segment, facial expression (e.g. smile) may get influenced by the speech generation and becomes expressive only immediate after speech content.
A. Contextual Modeling and Hierarchical Fusion
In the design of the intelligent system, there exist many sub tasks which need to be integrated to provide the situational awareness required by the intelligent system. For example, a task such as emotion recognition, accomplished by fusing audio and visual cues, can be benefited by gender recognition and speaker identification whereas these tasks can be assisted by face recognition which in turn can use information from foreground object (face region) detection. Thus, the audiovisual fusion occur at different levels and hence the name hierarchical fusion. When audio-visual fusion is explored in the presence of such co-performed tasks, not only is an hierarchical integration of audio and video cues necessary, it is also beneficial to the performance of individual tasks because the output of one kind of task contains valuable contextual information for another task and by interconnecting them, a robust system results. We believe that the design of such hierarchical framework and context modeling are fundamental for practical realization of intelligent systems.
VI. NATURALISTIC DRIVING DATASETS
The collection of large-scale real-world driving data has fundamental importance in the development of intelligent vehicular systems capable of interpreting and dealing with different situations in traffic. Compared to driving simulator recordings, real-world data, although costly, are much more directly related to every-day conditions, providing valuable information on drivers' behaviors in both predicted and unpredicted situations. Acquiring naturalistic driving data and the related ground truth, however, is far from being solved. [9] proposed a transcription protocol for video, speech, driving behavior and physiological signal collected from 150 drivers. [32] is developing audiovisual affect database in challenging ambient of car settings as well as a software tool for synchronized labeling for the ground truth ( Figure 6 ) On the other hand, simulation environment can provide more flexibility in configuring sensors and designing experiment tasks for more in depth analysis of scenarios which might be difficult and/or unsafe for real world driving implementation. [33] studies role of facial features and vehicle features in predicting driving accidents (major/minor) at varying preaccident intervals (one-four seconds). Authors claim that, in case of minor accidents, the vehicle features prove more useful close to the accidents (one-two seconds before) while the face features are more predictive longer before the accidents (three to four seconds). Combining face features and vehicle features, however, provides best performance in all accidents scenarios.
While working with real world driving testbed is our ultimate goal, the coordination between real world driving and simulation environment is useful and in our on going efforts we take this into account when developing our system. Towards this end, we are actively developing simulator testbed (LISA-S). Figure 5 shows LISA-S testbed configurations. The main monitor is configured to show a PC-based interactive open source "racing" simulator, TORCS [34] . The testbed includes an audio system, a head and eyegaze tracking system as well as a vision based upper-body and foot tracking system. It is capable of recording all the Development platform for audiovisual scene synchronization, cropping and labeling. It has capability of voice activity detection (VAD) to decide precise onset of speech signal [32] data from gaze and body trackers synchronously with the steering data and other parameters from the driving simulator.
VII. DISCUSSION AND CONCLUDING REMARKS
Emotions affect many cognitive processes highly relevant to driving. Literature answers the question of the optimum emotional state with the statement "happy drivers are better drivers" [35] , [36] . Hence controlling the emotional state can ensure a safer and more pleasant driving experience. The first step for the design of future intelligent driver assistance system is to provide ability to detect subtleties of and changes in the driver's affective behavior. Moreover such system, to be accepted and trusted by the driver, must be humancentered and based on naturally occurring modalities in human communication. Since human perception is multimodal in nature, with speech and vision being the primary senses, significant research effort has been focused on developing intelligent systems with audio and video interfaces.
We presented series of studies analyzing affective states using audio and video cues, with the aim to bring out challenges these systems have to face in the real world environment. The great advantages of the speech modality are low hardware costs and high reliability, and moreover, they already exists in today's car. However, not all speech captured by the microphone may be relevant in such an open microphone scenario where auditory channel is susceptible to noise making recognition tasks more difficult. Further, audio information simply is not continuously present if the driver does not constantly speak which is a disadvantage for constant and reliable driver monitoring. In contrast, vision modality is omnipresent. However, it suffers from changing lighting conditions, occlusion and different pose for emotion recognition approaches. An intelligent approach would be to incorporate both the modalities in a multimodal framework. It is evident that presence of redundant information greatly improves human performance, e.g reaction-time in a mul-titasking driving simulator experiments [37] . In naturalistic audiovisual affective behavior, temporal structures of the modalities (facial and vocal) and their temporal correlations play an extremely important role. Further significant advantage of using multimodal sensors is the robustness to environment and sensor noise that can be achieved through careful integration of information from different types of sensors. Yet another important observation from human emotion perception is the use of contextual information. Towards this end, we presented a multilevel fusion scheme to exploit temporal structure in audio-visual modalities as well as incorporate contextual information. In our future efforts, we will validate the proposed framework using simulator as well as real world driving data.
