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Abstract
We study some basic analytical problems for nonlinear Dirac equations involving critical Sobolev expo-
nents on compact spin manifolds. Their solutions are obtained as critical points of certain strongly indefinite
functionals defined on H 1/2-spinors with critical growth. We prove the existence of a non-trivial solution
for the Brezis–Nirenberg type problem when the dimension m of the manifold is larger than 3. We also
prove a global compactness result for the associated Palais–Smale sequences and the regularity of L
2m
m−1
-
weak solutions.
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1. Introduction
Let M be an m-dimensional compact spin manifold with a metric g and ρ : PSpin(M) →
PSO(M) its spin structure. See Section 2 for notation and a basis of spin structures on manifolds
and Dirac operators. Let us denote by S(M) = PSpin(M) ×σ Sm the spinor bundle on M and
D : C∞(M,S(M)) → C∞(M,S(M)) the (Atiyah–Singer) Dirac operator.
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254 T. Isobe / Journal of Functional Analysis 260 (2011) 253–307In this paper, we are concerned with nonlinear Dirac equations of the following form
Dψ = λψ + |ψ | 2m−1 ψ, (1.1)
where λ ∈ R and ψ ∈ C1(M,S(M)) is a spinor.
When λ = 0, this equation is known as the spinorial Yamabe equation and is studied by Am-
mann et al. [4,5,7]. For m = 2, the spinorial Yamabe equation is closely related to conformally
immersed constant mean curvature surfaces in R3 (see [17,4,5] and the references therein) and
a spinorial analog of the supersymmetric extension of harmonic maps, i.e., the Dirac-harmonic
maps [15,14]. In the general case m 2, it is also closely related to conformal geometry of man-
ifolds [3–5] and conformally immersed constant mean curvature hypersurfaces in Rm+1 (cf. [4,
5]). Notice that when λ = 0, Eq. (1.1) is invariant under conformal change of the metric on M
(see Section 4).
For the general case λ ∈ R, (1.1) is considered as a spinorial analog of the Brezis–Nirenberg
problem [12,16]. The original Brezis–Nirenberg problem is concerned with the equation −u =
λu+ |u| 4m−2 u in Ω , u = 0 on ∂Ω for a bounded domain Ω in Rm. See [9,16] and the references
therein for similar equations on Riemannian manifolds.
From the analytical view point, Eq. (1.1) is a “critical equation” in the following sense: The
solutions to (1.1) correspond to critical points of a functional Lλ defined in H 1/2(M,S(M)).
(For the definition of the Sobolev space H 1/2(M,S(M)), see Section 2):
Lλ(ψ) = 12
∫
M
〈ψ,Dψ〉dvolg − λ2
∫
M
|ψ |2 dvolg − 12∗
∫
M
|ψ |2∗ dvolg, (1.2)
where dvolg is the Riemannian volume measure on M with respect to the metric g, 〈·,·〉 is the
compatible metric on S(M) and 2∗ = 2m
m−1 is the critical exponent for the Sobolev embedding
H 1/2(M,S(M)) ⊂ Lp(M) (1 p  2∗).
By the Sobolev embedding theorem, we have a continuous embedding H 1/2(M,S(M)) ⊂
Lp(M,S(M)) for 1  p  2∗. It is even compact for 1  p < 2∗. The nonlinear term∫
M
|ψ |2∗ dvolg in Lλ(ψ) involves the critical exponent 2∗ and it is not weakly continuous
in H 1/2(M,S(M)). This is the same for the original Brezis–Nirenberg problem: The solutions to
the equation −u = λu+|u| 4m−2 u in Ω , u = 0 on ∂Ω correspond to critical points of a functional
Lλ(u) = 12
∫
Ω
|du|2 dx − λ2
∫
Ω
|u|2 dx − m−22m
∫
Ω
|u| 2mm−2 dx defined in H 10 (Ω). The exponent
2m
m−2 is the critical exponent for the Sobolev embedding H
1
0 (Ω) ⊂ Lp(Ω) for 1  p  2mm−2 .
For such functionals involving critical Sobolev exponents, the well-known Palais–Smale com-
pactness condition is not satisfied and the proof of the existence of non-trivial critical points is
quite delicate.
There is also an additional difficulty for the nonlinear Dirac equations which does not present
in the original Brezis–Nirenberg problem: The functional (1.2) is strongly indefinite, i.e., its
Morse index and co-index at any critical point are infinite. Thus even in the case of subcritical
nonlinearities where the Palais–Smale condition is satisfied (at least for some interesting cases),
the standard variational methods such as Morse theory and its variants are not directly applica-
ble. (For the subcritical nonlinear Dirac equations, see the author’s recent paper [24] where the
existence and multiplicity of solutions are established.) Thus Eq. (1.1) corresponds to a critical
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functionals seems widely open and is one of challenging problems in calculus of variations.
In order to find non-trivial critical points for the functional Lλ, we first reformulate the orig-
inal variational problem via the dual variational principle. Due to the convex character of the
nonlinearity, we shall show that when λ  0 and λ /∈ Spec(D), (1.1) is equivalent to the dual
variational problem defined on L2+(M,S(M)), where 2+ = 2m
m+1 is the dual critical exponent.
The dual problem is still critical growth but semi-definite, i.e., it has finite Morse indexes at crit-
ical points. Thus one of the difficulties in the original variational problem disappears. Such a
dual approach is applied for the original Brezis–Nirenberg problem in [2] and for critical elliptic
systems in [22].
In order to overcome the other difficulty coming from the critical exponent, we shall first
verify the local Palais–Smale condition for the dual action. Then we estimate the mountain pass
critical level in detail. In doing so, we obtain the following theorem which is the main result of
this paper:
Theorem 1.1. Assume m 4, λ /∈ Spec(D) (Spec(D) is the spectrum of D) and λ > 0. Then there
exists a non-trivial solution ψ ∈ C1(M,S(M)) to the equation
Dψ = λψ + |ψ | 2m−1 ψ on M.
For the case λ = 0, in [4], Ammann obtained an existence criterion which is similar to the
condition given by Aubin [8] in the resolution of the Yamabe problem. However, such a condition
is only verified for some special cases and general existence result is still lacking (cf. [7,23]).
Ammann’s result is recovered from our result: Ammann’s solution corresponds to the mountain
pass critical point of the dual action and such a critical point exists if the condition of Ammann
is satisfied. See also [28], where Raulot proved the existence of a solution to the equation Dψ =
H(x)|ψ | 2m−1 ψ when D is invertible and a certain condition is satisfied for H . Both of the proofs
of Ammann [4] and Raulot [28] rely on a subcritical approximation argument which is similar to
Yamabe [33] and Aubin [8].
This paper is organized as follows: In Section 2, we give some preliminary materials: a ba-
sis of spin geometry and Dirac operators on spin manifolds. We also introduce H 1/2-spinors in
this section. In Section 3, we introduce the dual action L∗λ for the functional Lλ and show that
there exists a one-to-one correspondence between the critical points of Lλ on H 1/2(M,S(M))
and the critical points of L∗λ on L2
+
(M,S(M)). In Section 4, we prove an energy estimate
for non-trivial solutions to Dψ = |ψ |2∗−2ψ in Rm. More precisely, for any non-trivial solu-
tion ψ ∈ D1/2(Rm,S(Rm)) to that equation, we prove L0(ψ)  12m(m2 )nωm, where L0(ψ) =
1
2
∫
Rm
〈ψ,Dψ〉dx − m−12m
∫
Rm
|ψ |2∗ dx and ωm is the volume of Sm. In Section 5, we study com-
pactness properties of the functionals Lλ and L∗λ. In particular, we prove that Lλ and L∗λ satisfy
the Palais–Smale compactness condition below the level 12m(
m
2 )
mωm. We also prove a global
compactness theorem for the Palais–Smale sequences which will be useful for the future de-
velopment in this direction of research. In Section 6, we study the mountain pass critical level
for L∗λ in detail. It is shown that it is strictly smaller than
1
2m(
m
2 )
mωm if λ > 0 (λ /∈ Spec(D)) and
m 4. This implies the existence of a non-trivial critical point and proves our main theorem. In
Appendix A, we prove that any L2∗ -weak solution to Eq. (1.1) is C1,α for some 0 < α < 1. This
extends the previously known regularity results for weak solutions to nonlinear Dirac equations
(cf. [15,32]) and it seems independent of interest.
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2.1. Spin structures on manifolds and Dirac operators
We collect here some basic definitions and facts about spin structures on manifolds and Dirac
operators. Since our purpose is only to introduce notations which are used throughout this paper,
we do not enter this subject in detail. For more detailed exposition, please consult [18,25].
Let M be an m-dimensional oriented Riemannian manifold. We henceforth assume that
m  2. Since M is orientable, the tangent bundle TM admits an SO(m)-structure: it can be
defined by an open covering {Uα} of M and transition maps gαβ : Uαβ := Uα ∩ Uβ → SO(m)
satisfying the cocycle condition: gαβ · gβγ · gγα = 1 in Uαβγ := Uα ∩ Uβ ∩ Uγ , where 1 ∈
SO(m) is the identity. Recall that SO(m) is not simply connected (indeed, π1(SO(2)) = Z and
π1(SO(m)) = Z2 for m  3.) Thus there exists the universal covering ρ : Spin(m) → SO(m)
for the case m  3 and the double covering ρ : Spin(2) ∼= S1  z → z2 ∈ S1 ∼= SO(2) for the
case m = 2. The manifold M is said to possess a spin structure if there exist smooth maps
g˜αβ : Uαβ → Spin(m) satisfying the cocycle condition g˜αβ · g˜βγ · g˜γ α = 1˜ in Uαβγ , where 1˜
is the identity element of Spin(m), and ρ(g˜αβ) = gαβ for all α,β . A pair of manifold and its
spin structure is called a spin manifold. There is a topological obstruction for the existence of a
spin structure, namely, the vanishing of the second Stiefel–Whitney class w2(M) ∈ H 2(M;Z2).
Moreover, there may be many different spin structures on the same manifold. For these and more,
please consult [18,25].
For a spin manifold M , {g˜αβ} defines a principal Spin(m)-bundle which we denote by
PSpin(M). It is a double covering of the oriented frame bundle PSO(M) of M whose restric-
tion to each fiber is ρ : Spin(m) → SO(m). We can regard PSO(M) as the bundle associated
to PSpin(M) via ρ : Spin(m) → SO(m).
In order to introduce the spinor bundle, we first assume that m is even. Recall that the
Clifford algebra Clm is the associative R-algebra with unit, generated by Rm subject to the re-
lations uv + vu = −2(u, v) for u,v ∈ Rm ((u, v) is the Euclidean inner product of u and v
in Rm). Spin(m) is a group generated by even number of unit vectors in Rm. There exists
a complex Clm-module Sm such that Clm := Clm ⊗ C ∼= EndC(Sm) as C-algebras. Sm is the
unique (up to isomorphism) irreducible complex Clm-module, usually called the spinor mod-
ule. The isomorphism Clm ∼= EndC(Sm) induces the representation (unique up to isomorphism)
σ : Spin(m) → End(Sm), the spinor representation. On the other hand, the orientation on Rm
induces a Z2-grading on Sm; Sm = S+m ⊕ S−m, see [18,25] for the details. Since Spin(m) ⊂ Clevenm
(the subalgebra of Clm generated by the multiples of even number of vectors in Rm), each
of the spinor spaces S±m is a representation space for Spin(m). They are in fact irreducible,
non-isomorphic complex Spin(m)-modules. They are called positive/negative complex spin rep-
resentations and we denote them as σ± : Spin(m) → End(S±m). Associated to these, we obtain
Hermitian vector bundles:
S(M) := PSpin(M)×σ Sm,
S±(M) := PSpin(M)×σ± S±m.
These are called complex (positive/negative) spinor bundles. These are Dirac bundles in the sense
that (i) X ·Y ·ψ+Y ·X ·ψ = −2g(X,Y )ψ for any X,Y ∈ C∞(M,TM) and ψ ∈ C∞(M,S(M)),
(ii) (X ·ψ1,ψ2) = −(ψ1,X ·ψ2) for X ∈ C∞(M,TM) and ψ1,ψ2 ∈ C∞(M,S(M)) ((·,·) is the
Hermitian metric on S(M)), (iii) (·,·) is metric, i.e., X(ψ1,ψ2) = (∇Xψ1,ψ2) + (ψ1,∇Xψ2)
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naturally from the Levi-Civita connection on TM (cf. [18,25]) which we also call the Levi-Civita
connection on S(M) and (iv) ∇X(Y ·ψ) = (∇XY) ·ψ +Y · ∇Xψ . The associated metric on these
bundles (i.e., the real part of the Hermitian metric) is denoted by 〈·,·〉.
For odd m, we first observe that there is an isomorphism Clm ∼= Clevenm+1 defined by x0 + x1 →
x0 + e0 · x1, where x0 ∈ Clevenm , x1 ∈ Cloddm and {e0, e1, . . . , em} and {e1, . . . , em} are orthonormal
bases of Rm+1 and Rm, respectively. (Thus we shall regard Rm as a subspace of Rm+1.) We then
have the isomorphism
Clm ∼= Clevenm+1 ∼= Endeven(Sm+1) ∼= End
(
S+m+1
)⊕ End(S−m+1).
Thus both of S±m+1 are representation spaces of Clm. In fact, they are both irreducible and also
become representation spaces of Spin(m). It is known that they are irreducible but isomorphic as
Spin(m)-modules. We denote Sm ∼= S+m+1 ∼= S−m+1 and call it as the complex spinor representa-
tion. Denoting by σ : Spin(m) → Sm the representation so obtained, as in the even case, we form
the spinor bundle S(M) as
S(M) := PSpin(M)×σ Sm.
As in the even case, it is also a Dirac bundle. The sections of the spinor bundle S(M) are simply
called spinors on M .
The Dirac operator D acts on spinors on M , D : C∞(M,S(M)) → C∞(M,S(M)), and is
defined by
D = c ◦ ∇ : C∞(M,S(M)) ∇−→ C∞(M,T ∗M ⊗ S(M))
∼= C∞(M,TM ⊗ S(M)) c−→ C∞(M,S(M)),
where c denotes the Clifford multiplication c : TM ⊗ S(M)  X ⊗ ψ → X · ψ ∈ S(M) and we
have used the identification T ∗M ∼= TM by the metric g.
For the even dimensional case, we have D± : C∞(M,S±(M)) → C∞(M,S∓(M)), where
D± is the restriction of D to C∞(M,S±(M)) and D = ( O D−D+ O ) : C∞(M,S+(M)) ⊕
C∞(M,S−(M)) → C∞(M,S+(M))⊕C∞(M,S−(M)).
2.2. H 1/2-spinors
To treat Eq. (1.1) from a variational point of view, it is necessary to give a suitable functional
analytic framework. A suitable function space to work with the functional Lλ is the Sobolev
space H 1/2(M,S(M)) of H 1/2-spinors which we now define.
Recall that the Dirac operator D on a compact spin manifold M is essentially self-adjoint
in L2(M,S(M)) and has compact resolvents (see [18,25]). In particular, there exists a complete
orthonormal basis ψ1,ψ2, . . . of the Hilbert space L2(M,S(M)) consisting of the eigenspinors
of the Dirac operator D: Dψk = λkψk . Moreover, |λk| → ∞ as k → ∞.
For s  0, we define the (unbounded) operator |D|s : L2(M,S(M)) → L2(M,S(M)) by
|D|sψ =
∞∑
k=1
|λk|sakψk,
where ψ =∑∞ akψk ∈ L2(M,S(M)).k=1
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and only if
∑∞
k=1 |λk|2s |ak|2 < ∞. Hs(M,S(M)) coincides with the usual L2-Sobolev space
of order s, Ws,2(M,S(M)) (cf. [1,4]). For s < 0, Hs(M,S(M)) is defined as the dual space
of H−s(M,S(M)).
For s > 0, the inner product on Hs(M,S(M)) is defined by
(ψ,ϕ)s,2 :=
(|D|sψ, |D|sϕ)2 + (ψ,ϕ)2,
where (ψ,ϕ)2 =
∫
M
〈ψ,ϕ〉dvolg is the L2-inner product on spinors.
We denote by ‖ψ‖s,2 = (ψ,ψ)1/2s,2 and ‖ψ‖p = (
∫
M
|ψ |p dvolg)1/p (for p  1) the Hs -norm
of ψ ∈ Hs(M,S(M)) and the Lp-norm of ψ ∈ Lp(M,S(M)), respectively. We sometimes use
the notation ‖ϕ‖p,B = (
∫
B
|ϕ|p dvolg)1/p .
In this paper, we are mainly concerned with the Sobolev space H 1/2(M,S(M)) because it is
the largest Sobolev space on which the integral
∫
M
〈ψ,Dψ〉dvolg is well defined.
By the Sobolev embedding theorem (cf. [1]), we have a continuous embedding H 1/2(M,
S(M)) ⊂ Lp(M,S(M)) for 1 p  2m
m−1 =: 2∗. Moreover, it is compact for 1 p < 2∗. From
this, the functional Lλ defined in (1.2) is well defined on H 1/2(M,S(M)).
We also introduce a similar function space which will be used in this paper. We denote by
D1/2(M,S(M)) the set of all spinors ψ on M such that ‖ψ‖1/2,2 := ‖|D|1/2ψ‖2 +‖ψ‖ 2m
m−1
< ∞.
In this definition, it is not necessary that M is compact. We use that space for both compact
manifolds and M = Rm. For the latter case, |D|1/2 is defined by the Fourier transformation
as ̂|D|1/2ψ(ξ) = |ξ |1/2ψ̂(ξ) and ‖|D|1/2ψ‖2 = ‖|ξ |1/2ψ̂(ξ)‖2. For a compact manifold M ,
D1/2(M,S(M)) coincides with H 1/2(M,S(M)). The dual space of D1/2(M,S(M)) is denoted
by D−1/2(M,S(M)).
It is easy to check that Lλ is C1 on H 1/2(M,S(M)) and if ψ ∈ H 1/2(M,S(M)) is a critical
point of Lλ, i.e., dLλ(ψ) = 0, then ψ is a weak solution to (1.1). In fact, we have
〈
dLλ(ψ),ϕ
〉= 1
2
∫
M
〈ψ,Dϕ〉dvolg + 12
∫
M
〈ϕ,Dψ〉dvolg
− λ
∫
M
〈ϕ,ψ〉dvolg −
∫
M
|ψ |2∗−2〈ϕ,ψ〉dvolg
=
∫
M
〈ϕ,Dψ〉dvolg − λ
∫
M
〈ϕ,ψ〉dvolg −
∫
M
|ψ |2∗−2〈ϕ,ψ〉dvolg
for ϕ ∈ H 1/2(M,S(M)), where the self-adjointness of D is used.
As we shall show in Appendix A, any H 1/2-spinor (more generally, L2∗ -spinor) which weakly
satisfies Eq. (1.1) is C1,α for some 0 < α < 1. Thus to prove the existence of solutions to (1.1),
it suffices to prove the existence of critical points of Lλ in H 1/2(M,S(M)).
Before ending this section, we introduce some more notations which will be frequently used
throughout this paper. The complete orthonormal basis {ψk} of L2(M,S(M)) consisting of the
eigenspinors of D is decomposed into three parts: {ψk} = {ψ−k }∞k=1 ∪ {ψ0k }κk=1 ∪ {ψ+k }∞k=1, where
the eigenvalue of ψ− is negative; Dψ− = λ−ψ− with λ− < 0, the eigenvalue of ψ0 is 0; Dψ0 = 0k k k k k k k
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+
k = λ+k ψ+k with λ+k > 0 and κ = dim ker D < ∞. By
the elliptic regularity, we have ψk ∈ C∞(M) for any eigenspinor ψk .
We also set
H− := span{ψ−k }∞k=1,
H0 := span{ψ0k }κk=1
and
H+ := span{ψ+k }∞k=1,
where the closure is taken in the H 1/2-topology.
We have the orthogonal decomposition of the Hilbert space H 1/2(M,S(M)):
H 1/2
(
M,S(M)
)= H− ⊕ H0 ⊕ H+. (2.1)
3. The dual action
We assume λ /∈ Spec(D) throughout this section. For such a case, we have isomorphisms
D − λ : H 1/2(M,S(M))→ H−1/2(M,S(M)) (3.1)
and
D − λ : W 1,2+(M,S(M))→ L2+(M,S(M)), (3.2)
where 2+ = 2m
m+1 is the dual exponent of the critical exponent 2
∗ = 2m
m−1 .
We denote by Aλ and Bλ the inverses of these operators, respectively. Thus we have
Aλ := (D − λ)−1 : H−1/2
(
M,S(M)
)→ H 1/2(M,S(M)) (3.3)
and
Bλ := (D − λ)−1 : L2+
(
M,S(M)
)→ W 1,2+(M,S(M)). (3.4)
We denote by
i : H 1/2(M,S(M))→ L2∗(M,S(M)) (3.5)
and
j : W 1,2+(M,S(M))→ H 1/2(M,S(M)) (3.6)
the Sobolev embeddings.
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Kλ : L2+
(
M,S(M)
) i∗−→ H−1/2(M,S(M)) Aλ−−→ H 1/2(M,S(M)) i−→ L2∗(M,S(M)) (3.7)
and
L2
+(
M,S(M)
) Bλ−→ W 1,2+(M,S(M)) j−→ H 1/2(M,S(M)), (3.8)
where i∗ : L2+(M,S(M)) → H−1/2(M,S(M)) is the dual of i.
We then have a relation
Aλ ◦ i∗ = j ◦Bλ. (3.9)
By the self-adjointness of D, we also have
K∗λ = Kλ. (3.10)
The functional Lλ is defined precisely as
Lλ(ψ) = 12
〈
(D − λ)ψ,ψ 〉
H−1/2×H 1/2 −H
(
i(ψ)
)
for ψ ∈ H 1/2(M,S(M)), where 〈·,·〉H−1/2×H 1/2 is the duality paring between H−1/2(M,S(M))
and H 1/2(M,S(M)) and H is a functional on L2∗(M,S(M)) defined by
H(ψ) = 1
2∗
∫
M
|ψ |2∗ dvolg
for ψ ∈ L2∗(M,S(M)).
By the Sobolev embedding, it is easy to see that Lλ is C1 on H 1/2(M,S(M)) and
dLλ(ψ) = (D − λ)ψ − i∗dH
(
i(ψ)
) ∈ H−1/2(M,S(M)) (3.11)
for ψ ∈ H 1/2(M,S(M)).
In order to define the dual functional for Lλ, we first consider the Legendre transformation
of H (see [30]). It is defined as a functional H∗ on L2+(M,S(M)) by
H∗(ϕ) = max{〈ψ,ϕ〉
L2∗×L2+ −H(ψ): ψ ∈ L2
∗(
M,S(M)
)}
= 1
2+
∫
M
|ϕ|2+ dvolg,
where 〈·,·〉
L2∗×L2+ is the duality paring between L
2∗ and L2+ .
We see that dH∗ is the inverse of dH:
dH ◦ dH∗ = 1 2+ , dH∗ ◦ dH = 1 2∗ . (3.12)L L
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L∗λ(ϕ) =H∗(ϕ)−
1
2
〈Kλϕ,ϕ〉L2∗×L2+
= 1
2+
∫
M
|ϕ|2+ dvolg − 12
∫
M
〈Kλϕ,ϕ〉dvolg
for ϕ ∈ L2+(M,S(M)).
It is also easy to see that L∗λ is C1 on L2
+
(M,S(M)).
We have the following:
Lemma 3.1. There is a one-to-one correspondence between the critical points of Lλ in
H 1/2(M,S(M)) and the critical points of L∗λ in L2
+
(M,S(M)).
Proof. Suppose ψ ∈ H 1/2(M,S(M)) is a critical point of Lλ in H 1/2(M,S(M)). By (3.11), we
have (D − λ)ψ = i∗dH(i(ψ)). Define ϕ := dH(i(ψ)) ∈ L2+(M,S(M)). We then have (D −
λ)ψ = i∗ϕ. From this, we have ψ = Aλ ◦ i∗(ϕ) and
i(ψ) = i ◦Aλ ◦ i∗(ϕ) = Kλϕ. (3.13)
On the other hand, by (3.12), we have
i(ψ) = dH∗(ϕ). (3.14)
Combining (3.13) and (3.14), we have
dH∗(ϕ)−Kλϕ = 0.
This is equivalent to dL∗λ(ϕ) = 0, i.e., ϕ is a critical point of L∗λ.
Conversely, suppose ϕ ∈ L2+(M,S(M)) is a critical point of L∗λ. Define ψ = Aλ ◦ i∗(ϕ) ∈
H 1/2(M,S(M)). By the criticality of ϕ, we have dH∗(ϕ) − Kλϕ = 0. Combining this with
(3.12), we obtain
ϕ = dH ◦Kλ(ϕ) = dH ◦ i ◦Aλ ◦ i∗(ϕ) = dH
(
i(ψ)
)
. (3.15)
From (3.15), we have i∗(ϕ) = i∗ ◦ dH(i(ψ)) and (D −λ)ψ = i∗ ◦ dH(i(ψ)). But the last condi-
tion is equivalent to dLλ(ψ) = 0, i.e., ψ is a critical point of Lλ. This completes the proof. 
More generally, there is a one-to-one correspondence between Palais–Smale sequences for
Lλ on H
1/2(M,S(M)) and Palais–Smale sequences for L∗λ on L2
+
(M,S(M)).
We first recall the definition of the Palais–Smale sequence:
Definition 3.1. Let L be a C1-functional defined on a Banach space B . For c ∈ R, a sequence
{xn} ⊂ B is a (PS)c-sequence if it satisfies
L(xn) → c,
∥∥dL(xn)∥∥ ∗ → 0.B
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subsequence.
In order to establish a correspondence between the Palais–Smale sequences for Lλ and L∗λ,
we need the following two lemmas:
Lemma 3.2. For any c ∈ R, any (PS)c-sequence {ψn} ⊂ H 1/2(M,S(M)) for Lλ is bounded.
Proof. With respect to the spectral decomposition H 1/2(M,S(M)) = H− ⊕H0 ⊕H+ (see (2.1)),
for any ψ ∈ H 1/2(M,S(M)), we write ψ = ψ− +ψ0 +ψ+.
Let {ψn} ⊂ H 1/2(M,S(M)) be a (PS)c-sequence, i.e., it satisfies
Lλ(ψn) → c,
∥∥dLλ(ψn)∥∥−1/2,2 → 0. (3.16)
Thus, for large n, we have
C + ‖ψn‖1/2,2  2Lλ(ψn)−
〈
dLλ(ψn),ψn
〉
=
(
1 − 2
2∗
)∫
M
|ψn|2∗ dx = 1
m
‖ψn‖2∗2∗ . (3.17)
We also have, for large n,
∣∣〈dLλ(ψn),ψ+n 〉∣∣= ∣∣∣∣ ∫
M
〈
ψ+n , (D − λ)ψn
〉
dx −
∫
M
|ψn|2∗−2
〈
ψ+n ,ψn
〉
dx
∣∣∣∣ ∥∥ψ+n ∥∥1/2,2.
From this and the Hölder and Sobolev inequalities, we have∣∣∣∣ ∫
M
〈
ψ+n ,Dψn
〉
dx
∣∣∣∣ |λ|∫
M
∣∣ψ+n ∣∣2 dx + ∫
M
|ψn|2∗−1
∣∣ψ+n ∣∣dx + ∥∥ψ+n ∥∥1/2,2
 |λ|∥∥ψ+n ∥∥22 + ‖ψn‖2∗−12∗ ∥∥ψ+n ∥∥2∗ + ∥∥ψ+n ∥∥1/2,2
 C‖ψn‖22∗ +C‖ψn‖2
∗−1
2∗
∥∥ψ+n ∥∥1/2,2 + ∥∥ψ+n ∥∥1/2,2. (3.18)
On the other hand, for C+ = (1 + (λ+1 )−1)−1 > 0, we have∫
M
〈
ψ+n ,Dψn
〉
dx  C+
∥∥ψ+n ∥∥21/2,2. (3.19)
From (3.17), (3.18) and (3.19), we obtain
∥∥ψ+n ∥∥2  C(1 + ‖ψn‖2/2∗ )+C(1 + ‖ψn‖1−1/2∗)∥∥ψ+n ∥∥ . (3.20)1/2,2 1/2,2 1/2,2 1/2,2
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∥∥ψ−n ∥∥21/2,2  C(1 + ‖ψn‖2/2∗1/2,2)+C(1 + ‖ψn‖1−1/2∗1/2,2 )∥∥ψ−n ∥∥1/2,2. (3.21)
On the other hand, on H0, any two different norms are equivalent since dim H0 < ∞. Therefore,
by (3.17), we have
∥∥ψ0n∥∥21/2,2  C∥∥ψ0n∥∥22  C‖ψn‖22  C‖ψn‖22∗  C(1 + ‖ψn‖2/2∗1/2,2). (3.22)
From (3.20), (3.21) and (3.22), we obtain
‖ψn‖21/2,2  C
(
1 + ‖ψn‖2/2
∗
1/2,2
)+C(1 + ‖ψn‖1−1/2∗1/2,2 )‖ψn‖1/2,2. (3.23)
Since 2∗ = 2m
m−1 > 2, it follows from (3.23) that {ψn} is bounded in H 1/2(M,S(M)). 
Similarly, we have the boundedness of the Palais–Smale sequences for L∗λ:
Lemma 3.3. For any c ∈ R, any (PS)c-sequence {ϕn} ⊂ L2+(M,S(M)) for L∗λ is bounded.
Proof. Let {ϕn} ⊂ L2+(M,S(M)) be a (PS)c-sequence, i.e., it satisfies
L∗λ(ϕn) → c,
∥∥dL∗λ(ϕn)∥∥L2∗ → 0. (3.24)
Since
L∗λ(ϕn)−
1
2
〈
dL∗λ(ϕn),ϕn
〉= ( 1
2+
− 1
2
)∫
M
|ϕn|2+ dx = 12m‖ϕn‖
2+
2+ , (3.25)
(3.24) implies
1
2m
‖ϕn‖2+2+  C + ‖ϕn‖2+ .
Since 2+ = 2m
m+1 > 1 for m 2, it follows from this that {ϕn} is bounded in L2
+
(M,S(M)). 
By the above two lemmas, we have a one-to-one correspondence between Palais–Smale se-
quences for Lλ and L∗λ.
Lemma 3.4. There exists a one-to-one correspondence between Palais–Smale sequences for Lλ
on H 1/2(M,S(M)) and Palais–Smale sequences for L∗λ on L2
+
(M,S(M)). Moreover, for any
c ∈ R, (PS)c-condition is satisfied for Lλ on H 1/2(M,S(M)) if and only if (PS)c-condition is
satisfied for L∗ on L2+(M,S(M)).λ
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Lλ(ψn) → c,
∥∥dLλ(ψn)∥∥−1/2,2 → 0. (3.26)
The second condition of (3.26) is written as
(D − λ)ψn − i∗ ◦ dH
(
i(ψn)
)→ 0 in H−1/2(M,S(M)). (3.27)
We set ϕn = dH(i(ψn)) ∈ L2+(M,S(M)). By (3.27), we have
ψn −Aλi∗ϕn → 0 in H 1/2
(
M,S(M)
)
and
iψn −Kλϕn → 0 in L2∗
(
M,S(M)
)
. (3.28)
Since iψn = (dH)−1(ϕn) = dH∗(ϕn), (3.28) implies
dH∗(ϕn)−Kλϕn → 0 in L2∗
(
M,S(M)
)
. (3.29)
But this is equivalent to ‖dL∗λ(ϕ)‖2∗ → 0.
One the other hand, we have
L∗λ(ϕn) =H∗(ϕn)−
1
2
∫
M
〈Kλϕn,ϕn〉dvolg
= 1
2+
〈
dH∗(ϕn),ϕn
〉
L2∗×L2+ −
1
2
∫
M
〈Kλϕn,ϕn〉dvolg
= 1
2+
〈
dH∗(ϕn),ϕn
〉
L2∗×L2+ −
1
2
〈
dH∗(ϕn),ϕn
〉+ o(1)
= 1
2m
〈
dH∗(ϕn),ϕn
〉
L2∗×L2+ + o(1)
= 1
2m
〈
iψn, dH(iψn)
〉
L2∗×L2+ + o(1)
= 2
∗
2m
H(iψn)+ o(1) = 1
m− 1H(iψn)+ o(1), (3.30)
where we have used the boundedness of {ϕn} (since {ψn} ⊂ H 1/2(M,S(M)) is bounded by
Lemma 3.2) and (3.29) in the third line and the homogeneity of H∗ and H in the second and the
sixth lines.
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Lλ(ψn) = 12
∫
M
〈
(D − λ)ψn,ψn
〉
dvolg −H(iψn)
= 1
2
∫
M
〈
i∗dH(iψn),ψn
〉
dvolg −H(iψn)+ o(1)
= 1
2
〈
dH(iψn), iψn
〉
L2+×L2∗ −H(iψn)+ o(1)
= 2
∗
2
H(iψn)−H(iψn)+ o(1) = 1
m− 1H(iψn)+ o(1). (3.31)
Combining (3.30) and (3.31), we have L∗λ(ϕn) → c and {ϕn} is a (PS)c-sequence for L∗λ.
Assume conversely that {ϕn} ⊂ L2+(M,S(M)) is a (PS)c-sequence for L∗λ. Then we have
L∗λ(ϕn) → c, ‖dLλ‖2∗ → 0. (3.32)
As before, the second condition is equivalent to
dH∗(ϕn)− i ◦Aλ
(
i∗ϕn
)→ 0 in L2∗(M,S(M)). (3.33)
We set ψn = Aλ(i∗ϕn). By (3.33), we have dH∗(ϕn) − iψn → 0 in L2∗(M,S(M)). Operating
dH = (dH∗)−1 on both sides, we have ϕn − dH(iψn) → 0 in L2+(M,S(M)). This implies
i∗ϕn − i∗ ◦ dH(iψn) → 0 in H−1/2
(
M,S(M)
)
.
But this is equivalent to (D − λ)ψn − i∗dH(iψn) → 0 in H−1/2(M,S(M)), i.e.,
‖dLλ(ψn)‖−1/2,2 → 0.
We also have
Lλ(ψn) = 12
∫
M
〈
ψn, (D − λ)ψn
〉
dvolg −H(iψn)
= 1
2
∫
M
〈
ψn, i
∗ϕn
〉
dvolg − 12∗
〈
dH(iψn), iψn
〉
L2+×L2∗
= 1
2
∫
M
〈iψn,ϕn〉dvolg − 12∗
〈
i∗dH(iψn),ψn
〉
H−1/2×H 1/2
= 1
2
∫
M
〈
dH∗(ϕn),ϕn
〉
dvolg − 12∗
〈
(D − λ)ψn,ψn
〉
H−1/2×H 1/2 + o(1)
= 1
2
∫ 〈
dH∗(ϕn),ϕn
〉
dvolg − 12∗
〈
i∗ϕn,ψn
〉
H−1/2×H 1/2 + o(1)M
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∫
M
〈
dH∗(ϕn),ϕn
〉
dvolg − 12∗ 〈ϕn, iψn〉L2+×L2∗ + o(1)
= 1
2
∫
M
〈
dH∗(ϕn),ϕn
〉
dvolg − 12∗
〈
ϕn, dH
∗(ϕn)
〉
L2+×L2∗ + o(1)
= 1
m+ 1H
∗(ϕn)+ o(1), (3.34)
where we have used the boundedness of {ψn} and {ϕn}, and the homogeneity of H and H∗.
Similarly, we have
L∗λ(ϕn) =H∗(ϕn)−
1
2
∫
M
〈Kλϕn,ϕn〉dvolg
=H∗(ϕn)− 12
∫
M
〈
dH∗(ϕn),ϕn
〉
dvolg + o(1)
= 1
m+ 1H
∗(ϕn)+ o(1). (3.35)
From (3.34) and (3.35), we have Lλ(ψn) → c as n → ∞ and {ψn} is a (PS)c-sequence for Lλ.
Finally, assume Lλ satisfies the (PS)c-condition. Let {ϕn} ⊂ L2+(M,S(M)) be a (PS)c-
sequence for L∗λ. Then ψn := Aλ(i∗ϕn) is a (PS)c-sequence by the above argument and has a
convergent subsequence by the assumption. Then, since ϕn = dH(iψn)+o(1) in L2+(M,S(M))
by the above argument, {ϕn} also has a convergent subsequence, i.e., (PS)c-condition is satisfied
for L∗λ.
Conversely, assume L∗λ satisfies the (PS)c-condition. Let {ψn} be a (PS)c-sequence for Lλ.
Then ϕn = dH(i(ψn)) is a (PS)c-sequence by the above argument and has a convergent sub-
sequence in L2+(M,S(M)) by the assumption. Since ψn = Aλi∗ϕn + o(1) in H 1/2(M,S(M))
by the above argument, {ψn} also has a convergent subsequence in H 1/2(M,S(M)). Thus Lλ
satisfies the (PS)c-condition. This completes the proof. 
4. Energy gap for solutions to Dψ = |ψ|2∗−2ψ on Rm
We consider weak solutions to the equation
Dψ = |ψ |2∗−2ψ on Rm (4.1)
belonging to the class D1/2(Rm,S(Rm)). These correspond “bubbles” for our variational prob-
lem. By the regularity result proved in Appendix A, these solutions are in fact C1,α for some
0 < α < 1 and are classical solutions to (4.1).
In this section, we shall prove the following proposition:
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LRm(ψ)
1
2m
(
m
2
)m
ωm,
where LRm(ψ) = 12
∫
Rm
〈ψ,Dψ〉dx − 12∗
∫
Rm
|ψ |2∗ dx.
Before proving the proposition, we begin with some preliminary materials.
First of all, we need to observe that Eq. (4.1) is interpreted as an equation on Sm by a con-
formal change of the Euclidean metric gRm on Rm. To see this, we recall that Rm and Sm \ {N}
(N ∈ Sm is the North pole) are conformally equivalent, i.e., denoting by π : Sm \ {N} → Rm the
stereographic projection from N , we have (π−1)∗gSm = f 2gRm , where gSm is the round metric
on Sm with constant sectional curvature 1 and f (x) = 21+r2 (r = |x|). On the other hand, the
equation Dψ = |ψ |2∗−2ψ on the manifold M is invariant under conformal change of the metric
on M . To see this, let h = f 2g for some positive function f on M . There is an isomorphism
of vector bundles F : S(M,g) → S(M,h) (S(M,g) and S(M,h) are spinor bundles on M with
respect to the metrics g and h, respectively) which is a fiberwise isometry such that (cf. [21])
Dh
(
F(ϕ)
)= F (f−m+12 Dg(f m−12 ϕ)), (4.2)
where Dg and Dh are the Dirac operators on M with respect to the metrics g and h, respectively.
Thus when ψ is a solution to the equation Dgψ = |ψ |2∗−2ψ on (M,g), then ϕ := F(f−m−12 ψ)
also satisfies the same equation on (M,h): Dhϕ = |ϕ|2∗−2ϕ on (M,h). Moreover, since the
volume form dvolh on (M,h) is related to the one on (M,g) as dvolh = f m dvolg , we have∫
M
〈ψ,Dgψ〉dvolg =
∫
M
〈ϕ,Dhϕ〉dvolh,
∫
M
|ψ |2∗ dvolg =
∫
M
|ϕ|2∗ dvolh. (4.3)
In particular, the Lagrangian L0 is invariant under conformal change of the metric.
Returning to our case M = Rm, if ψ satisfies (4.1), ϕ = F(f−m−12 ψ) (f (x) = 21+r2 ) is a
solution to
DgSm ϕ = |ϕ|2
∗−2ϕ on Sm \ {N} (4.4)
and
∫
Sm
|ϕ|2∗ dvolgSm < ∞.
Since ϕ ∈ L2∗(Sm), by [5, Theorem 5.1] (see also [4]), ϕ extends as a weak solution on Sm.
Then, by the regularity result proved in Appendix A (Theorem A.1), ϕ is in fact a C1,α-solution
on Sm for some 0 < α < 1. Summing up the argument, we have proved that there exists a one-
to-one correspondence between weak solutions to (4.1) in the class D1/2(Rm,S(Rm)) and weak
solutions to DgSm ϕ = |ϕ|2
∗−2ϕ on Sm in the class H 1/2(Sm,S(Sm)).
Now we give the proof of the proposition:
Proof of Proposition 4.1. By the above observation, we shall give the estimate of the ac-
tion LSm(ϕ0) = 12
∫
Sm
〈ϕ0,DgSm ϕ0〉dvolgSm − 12∗
∫
Sm
|ϕ0|2∗ dvolgSm for 0 = ϕ0 ∈ H 1/2(Sm,
S(Sm)) which satisfies the equation Dg m ϕ0 = |ϕ0|2∗−2ϕ0 on Sm.S
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0 = |ϕ0|2∗−2ϕ0, we have
LSm
(
ϕ0
)= (1
2
− 1
2∗
)∫
Sm
∣∣ϕ0∣∣2∗ dvolgSm = 12m
∫
Sm
∣∣ϕ0∣∣2∗ dvolgSm . (4.5)
Recall that the Bär–Hijazi–Lott invariant of (Sm, [gSm ], σ0) (see [19, §8.5]) is defined by
λmin
(
Sm, [gSm ], σ0
) := inf
g∈[gSm ]
λ1(g)vol
(
Sm,g
) 1
m ,
where [gSm ] is the conformal class of metrics on Sm containing gSm , σ0 is the canoni-
cal spin structure on Sm and λ1(g) is the smallest positive eigenvalue of Dg . We have
λmin(Sm, [gSm ], σ0) = m2 ω
1
m
m (see [19, §8.5]). By [4,5], it is characterized variationally as fol-
lows:
λmin
(
Sm, [gSm ], σ0
)= inf
ψ∈imC∞ DgSm \{0}
(
∫
Sm
|ψ | 2mm+1 dvolgSm )
m+1
m
| ∫
Sm
〈ψ,D−1gSmψ〉dvolgSm |
= inf
ϕ∈W 1,2m/m+1, ϕ =0
(
∫
Sm
|DgSm ϕ|
2m
m+1 dvolgSm )
m+1
m
| ∫
Sm
〈ϕ,DgSm ϕ〉dvolgSm |
, (4.6)
where imC∞ DgSm is the image of DgSm : C∞(Sm,S(Sm)) → C∞(Sm,S(Sm)) and W 1,
2m
m+1 =
W 1,
2m
m+1 (Sm,S(Sm)) is the Sobolev space of W 1,
2m
m+1
-spinors, i.e., spinors ϕ ∈ L 2mm+1 (Sm) with
∇ϕ ∈ L 2mm+1 (Sm). The first characterization is used in [3,4], while the second one is used, for ex-
ample, in [5,6,28]. Writting ψ = DgSm ϕ for ϕ ∈ C∞(Sm,S(Sm)) and noting that ψ = DgSm ϕ = 0
if and only if ϕ = 0 (this is because (Sm,gSm) has positive scalar curvature and ker DgSm = {0}
via the Lichnerowicz formula), and the density of C∞(Sm,S(Sm)) in W 1, 2mm+1 (Sm,S(Sm)), we
have the equality in (4.6).
Since DgSm ϕ0 = |ϕ0|2
∗−2ϕ0 and ϕ0 = 0, we thus have
(∫
Sm
∣∣ϕ0∣∣2∗ dvolgSm) 1m = (
∫
Sm
∣∣DgSm ϕ0∣∣ 2mm+1 dvolgSm )m+1m
| ∫
Sm
〈ϕ0,DgSm ϕ0〉dvolgSm |
 m
2
ω
1
m
m . (4.7)
By (4.5)–(4.7), we have LSm(ϕ0) 12m(m2 )mωm. This completes the proof. 
5. Local and global compactness properties of the Palais–Smale sequences for Lλ
Due to the non-compactness of the Sobolev embeddings i : H 1/2(M,S(M)) ⊂ L2∗(M,S(M))
and i∗ : L2+(M,S(M)) ⊂ H−1/2(M,S(M)), it is not difficult to see that Lλ and L∗λ do not satisfy
the Palais–Smale condition on H 1/2(M,S(M)) and L2+(M,S(M)), respectively. However, they
satisfy that condition for certain energy levels. In this section, we shall first prove the following:
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m
2 )
mωm, Lλ and L∗λ satisfy the (PS)c-condition on H 1/2(M,S(M))
and L2+(M,S(M)), respectively.
In fact, our argument provides a more general global compactness result for general Palais–
Smale sequences, see Theorem 5.2 below.
By Lemma 3.4, it suffices to prove the assertion of Theorem 5.1 for Lλ. The proof of Theo-
rem 5.1 is divided into several steps.
Let {ψn} ⊂ H 1/2(M,S(M)) be a (PS)c-sequence for Lλ on H 1/2(M,S(M)), i.e., it satisfies∥∥dLλ(ψn)∥∥H−1/2 → 0, Lλ(ψn) → c. (5.1)
By Lemma 3.2, {ψn} ⊂ H 1/2(M,S(M)) is bounded and, after taking a subsequence if necessary,
we may assume that there exists ψ∞ ∈ H 1/2(M,S(M)) such that
ψn ⇀ψ∞ weakly in H 1/2(M), (5.2)
ψn → ψ∞ strongly in Lp(M) for any 1 p < 2∗ (5.3)
and
ψn → ψ∞ a.e. in M. (5.4)
The limit spinor ψ∞ satisfies Eq. (1.1), that is, we have
Lemma 5.1. ψ∞ weakly satisfies Dψ∞ = λψ∞ + |ψ∞|2∗−2ψ∞ on M .
Proof. We need to show∫
M
〈ψ∞,Dϕ〉dvolg − λ
∫
M
〈ψ∞, ϕ〉dvolg −
∫
M
|ψ∞|2∗−2〈ψ∞, ϕ〉dvolg = 0 (5.5)
for any ϕ ∈ C∞(M,S(M)).
Let ϕ ∈ C∞(M,S(M)) be arbitrary. By (5.1), we have
dLλ(ψn)(ϕ) =
∫
M
〈ψn,Dϕ〉dvolg − λ
∫
M
〈ψn,ϕ〉dvolg −
∫
M
|ψn|2∗−2〈ψn,ϕ〉dvolg
= o(1) (5.6)
as n → ∞.
By (5.2) and (5.3), it is easy to see that the first, the second and the third integrals of (5.6)
converge to
∫
M
〈ψ∞,Dϕ〉dvolg ,
∫
M
〈ψ∞, ϕ〉dvolg and
∫
M
|ψ∞|2∗−2〈ψ∞, ϕ〉dvolg , respectively.
Therefore, (5.5) holds. 
To investigate the detailed behavior of ψn as n → ∞, we set ϕn = ψn −ψ∞. We have:
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L0(ϕn) =Lλ(ψn)−Lλ(ψ∞)+ o(1) (5.7)
and ∥∥dL0(ϕn)∥∥H−1/2 → 0 (5.8)
as n → ∞, i.e., {ϕn} is a Palais–Smale sequence for L0.
Proof. We first prove (5.7). We have
Lλ(ψn) = 12
∫
M
〈
ϕn +ψ∞,D(ϕn +ψ∞)
〉
dvolg − λ2
∫
M
|ϕn +ψ∞|2 dvolg
− 1
2∗
∫
M
|ϕn +ψ∞|2∗ dvolg.
By the weak convergence ϕn ⇀ 0 in H 1/2(M,S(M)) and the convergence ϕn → 0 in L2(M,
S(M)) (see (5.2), (5.3)), we have
Lλ(ψn) = 12
∫
M
〈ϕn,Dϕn〉dvolg + 12
∫
M
〈ψ∞,Dψ∞〉dvolg
− λ
2
∫
M
|ψ∞|2 dvolg − 12∗
∫
M
|ϕn +ψ∞|2∗ dvolg + o(1) (5.9)
as n → ∞.
To investigate the behavior of the last integral in (5.9) as n → ∞, we set
Φn := |ϕn +ψ∞|2∗ − |ϕn|2∗ − |ψ∞|2∗ .
It is easy to see that there exists C > 0 (independent of n) such that
|Φn| C|ϕn|2∗−1|ψ∞| +C|ϕn||ψ∞|2∗−1. (5.10)
On the other hand, by the Egorov theorem, for any  > 0, there exists E ⊂ M such that meas(M \
E) <  and ϕn → 0 uniformly on E as n → ∞. By (5.10) and the Hölder inequality, we have:∫
M
|Φn|dvolg =
∫
E
|Φn|dvolg +
∫
M\E
|Φn|dvolg

∫
|Φn|dvolg +C
( ∫
|ϕn|2∗ dvolg
) 1
2+
( ∫
|ψ∞|2∗ dvolg
) 1
2∗E M\E M\E
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( ∫
M\E
|ψ∞|2∗ dvolg
) 1
2+
( ∫
M\E
|ϕn|2∗ dvolg
) 1
2∗
. (5.11)
The first integral in (5.11) converges to 0 as n → 0 and the remaining integrals go to 0 uniformly
in n as  → 0. Therefore, we have ∫
M
|Φn|dvolg → 0
as n → ∞. We thus have:
Lλ(ψn) = 12
∫
M
〈ϕn,Dϕn〉dvolg + 12
∫
M
〈ψ∞,Dψ∞〉dvolg
− λ
2
∫
M
|ψ∞|2 dvolg − 12∗
∫
M
|ϕn|2∗ dvolg − 12∗
∫
M
|ψ∞|2∗ dvolg + o(1)
=L0(ϕn)+Lλ(ψ∞)+ o(1).
This proves (5.7).
To prove (5.8), let ϕ ∈ H 1/2(M,S(M)) with ‖ϕ‖1/2,2  1 be arbitrary. We have
〈
dLλ(ψn),ϕ
〉= ∫
M
〈ψn,Dϕ〉dvolg − λ
∫
M
〈ψn,ϕ〉dvolg −
∫
M
|ψn|2∗−2〈ψn,ϕ〉dvolg
=
∫
M
〈ϕn +ψ∞,Dϕ〉dvolg − λ
∫
M
〈ϕn +ψ∞, ϕ〉dvolg
−
∫
M
|ϕn +ψ∞|2∗−2〈ϕn +ψ∞, ϕ〉dvolg
=
∫
M
〈ψ∞,Dϕ〉dvolg +
∫
M
〈ϕn,Dϕ〉dvolg − λ
∫
M
〈ψ∞, ϕ〉dvolg
−
∫
M
|ϕn +ψ∞|2∗−2〈ϕn +ψ∞, ϕ〉dvolg +O
(‖ϕn‖2‖ϕ‖2). (5.12)
To estimate the last integral in (5.12), we set Ψn := |ϕn + ψ∞|2∗−2(ϕn + ψ∞) − |ϕn|2∗−2ϕn −
|ψ∞|2∗−2ψ∞. It is easy to see that there exists a constant C > 0 (independent of n) such that
|Ψn| C|ϕn|2∗−2|ψ∞| +C|ϕn||ψ∞|2∗−2.
Thus we have, by the Hölder inequality and the argument as given before
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M
〈Ψn,ϕ〉dvolg
∣∣∣∣  C ∫
M
|ϕn|2∗−2|ψ∞||ϕ|dvolg +C
∫
M
|ψ∞|2∗−2|ϕn||ϕ|dvolg
 C
∥∥|ϕn|2∗−2|ψ∞|∥∥2+‖ϕ‖2∗ +C∥∥|ψ∞|2∗−2|ϕn|∥∥2+‖ϕ‖2∗
 C
∥∥|ϕn|2∗−2|ψ∞|∥∥2+ +C∥∥|ψ∞|2∗−2|ϕn|∥∥2+
 C
∥∥|ϕn|2∗−2|ψ∞|∥∥L2+ (E) +C∥∥|ψ∞|2∗−2|ϕn|∥∥L2+ (E)
+C∥∥|ϕn|2∗−2|ψ∞|∥∥L2+ (M\E) +C∥∥|ψ∞|2∗−2|ϕn|∥∥L2+ (M\E)
→ 0 as n → ∞ and  → 0. (5.13)
Therefore, we have
〈
dLλ(ψn),ϕ
〉= ∫
M
〈ϕn,Dϕ〉dvolg +
∫
M
〈ψ∞,Dϕ〉dvolg − λ
∫
M
〈ψ∞, ϕ〉dvolg
−
∫
M
|ϕn|2∗−2〈ϕn,ϕ〉dvolg −
∫
M
|ψ∞|2∗−2〈ψ∞, ϕ〉dvolg + o(1)
= 〈dL0(ϕn),ϕ〉+ 〈dLλ(ψ∞), ϕ〉+ o(1)
= 〈dL0(ϕn),ϕ〉+ o(1), (5.14)
where we have used Lemma 5.1, i.e., 〈dLλ(ψ∞), ϕ〉 = 0 in the last equality.
(5.14) implies ∥∥dL0(ϕn)∥∥H−1/2 = ∥∥dLλ(ψn)∥∥H−1/2 + o(1) → 0
as n → ∞.
This proves (5.8) and the proof is complete. 
If {ϕn} has a subsequence which converges to 0 in H 1/2(M,S(M)), the same subsequence
of {ψn} converges to ψ∞ in H 1/2(M,S(M)) and the Palais–Smale condition is satisfied.
Thus we are interested in the case where any subsequence of {ϕn} does not converge to 0
in H 1/2(M,S(M)). Henceforth, we assume that {ϕn} has that property.
Let 0 > 0 be a positive number (which will be specified soon), and we define the singular set
of {ϕn} as
Σ =
{
a ∈ M: lim
r↓0
lim
n→∞
∫
Br(a)
|ϕn|2∗ dvolg  0
}
.
Lemma 5.3. Let {ϕn} be as above. There exists 0 > 0 depending only on the geometry of M
such that Σ = ∅.
Proof. Assume contrary that Σ = ∅ for any choice of 0 > 0. Let 0 > 0 be small to be specified
below. By our assumption, for any a ∈ M , there exist r0 > 0 and a subsequence of {ϕn} (for
simplicity, it is also denoted by {ϕn}) such that
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B2r0 (a)
|ϕn|2∗ dvolg < 0 (5.15)
for n 1.
By the Sobolev embedding, taking a further subsequence if necessary, we may assume that
ϕn → 0 in Lp(M) for any 1 p < 2∗.
Take a cut off function ρ ∈ C∞(M) such that ρ = 1 on Br0(a) and suppρ ⊂ B2r0(a).
By (5.8), we have
Dϕn = |ϕn|2∗−2ϕn + fn, fn → 0 in H−1/2(M). (5.16)
We thus have
D(ρϕn) = ρDϕn + ∇ρ · ϕn
= ρ|ϕn|2∗−2ϕn + ρfn + ∇ρ · ϕn, (5.17)
where · denotes the Clifford multiplication.
By (5.17) and the elliptic estimate, there exists C > 0 depending only on M such that there
holds
‖ρϕn‖1/2,2  C
∥∥D(ρϕn)∥∥−1/2,2 +C‖ρϕn‖2
 C
∥∥ρ|ϕn|2∗−2ϕn + ρfn + ∇ρ · ϕn∥∥−1/2,2 +C‖ρϕn‖2
 C
∥∥ρ|ϕn|2∗−2ϕn∥∥−1/2,2 +C‖ρfn + ∇ρ · ϕn‖−1/2,2 +C‖ρϕn‖2. (5.18)
Here, by the Sobolev embeddings L2+(M) ⊂ H−1/2(M), H 1/2(M) ⊂ L2∗(M) and the Hölder
inequality, we have∥∥ρ|ϕn|2∗−2ϕn∥∥−1/2,2  C′∥∥ρ|ϕn|2∗−2ϕn∥∥2+  C′∥∥|ϕn|2∗−2∥∥m,B2r0 (a)‖ρϕn‖2∗
 C′′‖ϕn‖
2
m−1
2∗,B2r0 (a)
‖ρϕn‖1/2,2  C′′
1
m
0 ‖ρϕn‖1/2,2, (5.19)
where C′,C′′ > 0 depend only on M , and in the last inequality, we have used (5.15).
We choose 0 > 0 such that CC′′
1
m
0 <
1
2 . Notice that 0 > 0 can be chosen so that it depends
only on the geometry of M . Then by (5.18) and (5.19), we have
‖ρϕn‖1/2,2  C‖ρfn + ∇ρ · ϕn‖−1/2,2 +C‖ρϕn‖2 → 0 (5.20)
as n → ∞.
Since a ∈ M is arbitrary and M is compact, we have ϕn → 0 in H 1/2(M,S(M)). But this
contradicts our assumption. The proof is complete. 
In order to investigate the behavior of ϕn near points in Σ , we introduce the concentration
function (cf. [26,27,11]) for t  0 as
274 T. Isobe / Journal of Functional Analysis 260 (2011) 253–307Qn(t) = sup
a∈M
∫
Bt (a)
|ϕn|2∗ dvolg.
Choose  > 0 such that 3 < 0, where 0 > 0 is as in Lemma 5.3. By Lemma 5.3, there exist
Rn > 0, Rn ↓ 0 and an ∈ M such that
Qn(Rn) =
∫
BRn(an)
|ϕn|2∗ dvolg = .
By taking a subsequence if necessary, we may assume that an → a ∈ M as n → ∞. We define
ρn(x) = expan(Rnx) for x ∈ Rn such that Rn|x| ι(M), where ι(M) > 0 is the injectivity radius
of M . Henceforth, we may assume without loss of generality ι(M) 3.
Denoting B0R = {x ∈ Rm: |x| R} ⊂ Rm, where | · | is the Euclidean norm in Rm, we have a
conformal equivalence Rm ⊃ (B0R,R−2n ρ∗ng) ∼= (BRnR(an), g) ⊂ M for large n.
Define a metric gn on B0R by gn = R−2n ρ∗ng. For any R > 0 we have gn → gRm in C∞(B0R)
as n → ∞, where gRm is the Euclidean metric on Rm.
Let (ρn)∗ : Sp(B0R,gn) → Sρn(p)(M,g) be the spinor identification map as constructed in [21,
10] (see also Section 4 and Section 6.1). We define spinors φn on B0R by φn = R
m−1
2
n ρ
∗
nϕn, where
ρ∗nϕn := (ρn)−1∗ ◦ ϕn ◦ ρn. By the transformation property of the Dirac operator under conformal
change of the metric (see Section 4, (4.2)) and (4.3), we have
Dgnφn = R
m+1
2
n ρ
∗
n(Dgϕn), (5.21)∫
B0R
〈φn,Dgnφn〉dvolgn =
∫
BRnR(an)
〈ϕn,Dgϕn〉dvolg, (5.22)
∫
B0R
|φn|2∗ dvolgn =
∫
BRnR(an)
|ϕn|2∗ dvolg. (5.23)
We have, in particular,
lim
n→∞
∫
B0R
|φn|2∗ dvolgn  sup
n1
∫
M
|ϕn|2∗ dvolg < +∞ (5.24)
for any R > 0.
Moreover, we have
Lemma 5.4. Let {φn} be as above. Define f˜n := Dgnφn − |φn|2∗−2φn. Then f˜n satisfies f˜n → 0
in H−1/2loc (Rm) in the sense that for any R > 0, there holds
sup
{〈f˜n, ϕ〉: ϕ ∈ H 1/2(Rm,S(Rm)), suppϕ ⊂ B0R, ‖ϕ‖1/2,2  1}→ 0
as n → ∞.
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Dgnφn − |φn|2
∗−2φn = R
m+1
2
n ρ
∗
n
(
Dgϕn − |ϕn|2∗−2ϕn
)= Rm+12n ρ∗nfn, (5.25)
where fn := Dgϕn − |ϕn|2∗−2ϕn. Thus f˜n = R
m+1
2
n ρ
∗
nfn.
Let ϕ ∈ H 1/2(Rm,S(Rm)) be such that suppϕ ⊂ B0R and ‖ϕ‖1/2,2  1. For large n, we have
〈f˜n, ϕ〉 =
∫
B0
R
−1
n
〈f˜n, ϕ〉dvolgn
=
∫
B0
R
−1
n
〈
ρ∗nfn,R
m+1
2
n ϕ
〉
dvolgn
=
∫
B0
R
−1
n
〈
ρ∗nfn,R
−m−12
n ϕ
〉
dvolρ∗ng
=
∫
B1(an)
〈
fn,R
−m−12
n
(
ρ−1n
)∗
ϕ
〉
dvolg, (5.26)
where we have used gn = R−2n ρ∗ng and therefore dvolgn = R−mn dvolρ∗ng in the third equality and
(ρn)
−1∗ ϕ := (ρn)∗ ◦ ϕ ◦ ρ−1n in the last equation.
Since ϕ ∈ H 1/2(Rm,S(Rm)) satisfies suppϕ ⊂ B0R and ‖ϕ‖1/2,2  1, there exists a constant
C > 0 independent of n and ϕ such that ‖R−
m−1
2
n (ρ
−1
n )
∗ϕ‖1/2,2  C. By (5.8) and (5.26), this
implies the assertion of the lemma. 
We next prove:
Lemma 5.5. If we choose  > 0 as above suitably small, there exists φ∞ ∈ D1/2(Rm,S(Rm))
such that, after taking a subsequence if necessary, we have φn → φ∞ in H 1/2loc (Rm,S(Rm)).
Proof. Since {φn} is H 1/2loc (Rm,S(Rm))-bounded, i.e., for any β ∈ C∞0 (Rm), {βφn} ⊂ H 1/2(Rm,
S(Rm)) is bounded, by the Sobolev embedding, we may assume, after taking a subsequence
if necessary, φn ⇀ φ∞ weakly in H 1/2loc (Rm,S(Rm)) and φn → φ∞ in Lploc(Rm) for any 1 
p < 2∗. It is also easy to see that φ∞ ∈ L2∗(Rm) (cf. (5.24)) and satisfies
DgRmφ∞ = |φ∞|2
∗−2φ∞ in Rm. (5.27)
This implies, by the elliptic regularity (or directly by taking the Fourier transform of both sides of
(5.27) and applying the Hausdorff–Young inequality), ∇φ∞ ∈ L 2mm+1 (Rm). This combined with
the Sobolev embedding L
2m
m+1 (Rm) ⊂ H−1/2(Rm) imply φ∞ ∈ D1/2(Rm,S(Rm)).
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clusion of Lemma 5.4 and considering φn − φ∞ instead of φn if necessary, we may assume that
φ∞ = 0.
Let a ∈ Rm be arbitrary. By our choice of Rn and an, we have∫
B01 (a)
|φn|2∗ dvolgn   (5.28)
for large n.
By the Fourier transformation, it is easy to see that the following elliptic estimate holds for
DgRm : For any φ ∈ H 1/2(Rm,S(Rm)), there holds
‖φ‖1/2,2  C‖DgRmφ‖−1/2,2 +C‖φ‖2, (5.29)
where C > 0 depends only on m.
We apply (5.29) for φ = β2φn, where β ∈ C∞0 (Rm) is an arbitrary function such that suppβ ⊂
B01 (a). We have∥∥β2φn∥∥1/2,2  C∥∥DgRm (β2φn)∥∥−1/2,2 +C∥∥β2φn∥∥2
 C
∥∥Dgn(β2φn)∥∥−1/2,2 +C∥∥(DgRm − Dgn)(β2φn)∥∥−1/2,2 +C∥∥β2φn∥∥2. (5.30)
The last term of (5.30) obviously converges to 0 as n → ∞. To show that the second term also
converges to 0, we argue as follows: First, we observe that〈
(DgRm −Dgn)
(
β2φn
)
, ϕ
〉= 〈βφn,β(DgRm − D∗gn)ϕ〉
for any ϕ ∈ H 1/2(Rm,S(Rm)), where D∗gn is the adjoint of Dgn with respect to the metric gRm .
Since gn → gRm in C∞(Rm) as n → ∞, it is easy to see that β(DgRm − D∗gn) : H 1(Rm,
S(Rm)) → L2(Rm,S(Rm)) satisfies∥∥β(DgRm − D∗gn)∥∥H 1→L2 → 0 (5.31)
as n → ∞.
Similarly, (DgRm − Dgn)(β·) : H 1(Rm,S(Rm)) → L2(Rm,S(Rm)) satisfies∥∥(DgRm − Dgn)(β·)∥∥H 1→L2 → 0 (5.32)
as n → ∞.
Taking the dual of (5.32), we obtain β(DgRm − D∗gn) : L2(Rm,S(Rm)) → H−1(Rm,S(Rm))
satisfies ∥∥β(DgRm − D∗gn)∥∥L2→H−1 → 0 (5.33)
as n → ∞.
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H−1/2(Rm,S(Rm)) satisfies ∥∥β(DgRm − D∗gn)∥∥H 1/2→H−1/2 → 0 (5.34)
as n → ∞.
Thus we have∣∣〈(DgRm − Dgn)(β2φn), ϕ〉∣∣= ∣∣〈βφn,β(DgRm − D∗gn)ϕ〉∣∣
 ‖βφn‖1/2,2
∥∥β(DgRm − Dgn)ϕ∥∥−1/2,2
 o(1)‖ϕ‖1/2,2 (5.35)
for any ϕ ∈ H 1/2(Rm,S(Rm)) and therefore,∥∥(DgRm − Dgn)(β2φn)∥∥−1/2,2 → 0 (5.36)
as n → ∞.
By (5.30) and (5.36), we have∥∥β2φn∥∥1/2,2  C∥∥Dgn(β2φn)∥∥−1/2,2 + o(1)
 C
∥∥β2|φn|2∗−2φn + β2f˜n + ∇(β2) ·gn φn∥∥−1/2,2 + o(1)
 C
∥∥β2|φn|2∗−2φn∥∥−1/2,2 +C∥∥β2f˜n∥∥−1/2,2
+C∥∥∇(β2) ·gn φn∥∥−1/2,2 + o(1), (5.37)
where ·gn denote the Clifford multiplication with respect to the metric gn.
By the Sobolev embedding H−1/2(Rm) ⊂ L 2mm+1 (Rm), we have∥∥∇(β2) ·gn φn∥∥−1/2,2  C∥∥∇(β2) ·gn φn∥∥ 2m
m+1
→ 0 (5.38)
as n → ∞.
By Lemma 5.4, we also have ∥∥β2f˜n∥∥−1/2,2 → 0 (5.39)
as n → ∞.
Combining (5.37), (5.38) and (5.39), we have, by the Hölder inequality and (5.28),∥∥β2φn∥∥1/2,2  C∥∥β2|φn|2∗−2φn∥∥−1/2,2 + o(1)
 C
∥∥β2|φn|2∗−2φn∥∥ 2m
m+1 ,B
0
1 (a)
+ o(1)
 C‖φn‖2∗−22∗,B01 (a)
∥∥β2φn∥∥1/2,2 + o(1)
 C 1m
∥∥β2φn∥∥ + o(1). (5.40)1/2,2
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1
m < 12 , (5.40) implies that β2φn → 0 in H 1/2(Rm,S(Rm)).
Since a ∈ Rm and β ∈ C∞(Rm) with suppβ ⊂ B01 (a) are arbitrary, the assertion follows. 
By Lemma 5.5 and∫
B01
|φn|2∗ dvolgn =
∫
BRn(an)
|ϕn|2∗ dvolg = Q(Rn) = ,
we have
∫
B01
|φ∞|2∗ dvolgRm = . In particular, φ∞ = 0 and φ∞ ∈ D1/2(Rm,S(Rm)) satisfies
DgRmφ∞ = |φ∞|2
∗−2φ∞ on Rm. By the regularity result proved in Appendix A, we have φ∞ ∈
C1,α(Rm,S(Rm)) for some 0 < α < 1. Also, since
∫
Rm
|φ∞|2∗ dvolgRm < ∞ and the conformal
equivalence Rm ∼= Sm \ {N}, it also follows from the regularity result in Appendix A that φ∞
is extended as a C1,α-solution to the equation DgSm φ = |φ|2
∗−2φ on Sm. We denote the latter
solution on Sm as φ0 and call it the first bubble for the sequence {ϕn}. In the following, we shall
not distinguish between φ∞ and φ0.
To proceed, let us assume that (taking a subsequence if necessary) an → a as n → ∞. Let
β ∈ C∞(M) be such that β = 1 on B1(a) and suppβ ⊂ B2(a).
We define a spinor ωn ∈ C∞(M,S(M)) by
ωn(x) := R−
m−1
2
n β(x)
(
ρ−1n
)∗
φ0(x) = R−
m−1
2
n β(x)(ρn)∗ ◦ φ0
(
R−1n exp−1an x
)
.
We set
un := ϕn −ωn.
We have
Lemma 5.6. There exists a subsequence of {un} (which we still denote by {un}) such that un ⇀ 0
weakly in H 1/2(M,S(M)).
Proof. Since ϕn ⇀ 0 weakly in H 1/2(M,S(M)), it suffices to prove that (taking a subsequence
if necessary) ωn ⇀ 0 weakly in H 1/2(M,S(M)). Since {ωn} is bounded in H 1/2(M,S(M)), it
suffices to prove ∫
M
〈ωn,ϕ〉dvolg → 0 (5.41)
as n → ∞ for any ϕ ∈ C∞(M,S(M)).
(5.41) is proved as follows: Fix R > 0 arbitrary. For ϕ ∈ C∞(M,S(M)), we first consider the
integral ∫
B (a )
〈ωn,ϕ〉dvolg = R−
m−1
2
n
∫
B (a )
β
〈(
ρ−1n
)∗
φ0, ϕ
〉
dvolgRnR n RnR n
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m−1
2
n
∫
B0R
ρ∗nβ
〈
φ0, ρ∗nϕ
〉
dvolρ∗ng
= R
m+1
2
n
∫
B0R
ρ∗nβ
〈
φ0, ρ∗nϕ
〉
dvolgn .
From this, we have ∣∣∣∣ ∫
BRnR(an)
〈ωn,ϕ〉dvolg
∣∣∣∣ CRm+12n ‖ϕ‖∞ ∫
B0R
∣∣φ0∣∣dvolgRm . (5.42)
Similarly, we have for large n∫
M\BRnR(an)
〈ωn,ϕ〉dvolg =
∫
B3(an)\BRnR(an)
〈ωn,ϕ〉dvolg
= R
m+1
2
n
∫
B0
3R−1n
\B0R
ρ∗nβ
〈
φ0, ρ∗nϕ
〉
dvolgn
and ∣∣∣∣ ∫
M\BRnR(an)
〈ωn,ϕ〉dvolg
∣∣∣∣ CRm+12n ‖ϕ‖∞ ∫
B0
3R−1n
\B0R
∣∣φ0∣∣dvolgRm
 C‖ϕ‖∞
( ∫
B0
3R−1n
\B0R
∣∣φ0∣∣2∗ dvolgRm) 12∗ , (5.43)
where we have used the Hölder inequality.
Combining (5.42) and (5.43), we have∣∣∣∣ ∫
M
〈ωn,ϕ〉dvolg
∣∣∣∣ CRm+12n ‖ϕ‖∞ ∫
B0R
∣∣ϕ0∣∣dvolgRm
+C‖ϕ‖∞
( ∫
B0
3R−1n
\B0R
∣∣φ0∣∣2∗ dvolgRm) 12∗ . (5.44)
In (5.44), we first let n → ∞ and then R → ∞. We then have (5.41) as desired. 
The following lemma shows that {un} is a Palais–Smale sequence for L0:
280 T. Isobe / Journal of Functional Analysis 260 (2011) 253–307Lemma 5.7. We have ‖dL0(ωn)‖−1/2,2 → 0 and ‖dL0(un)‖−1/2,2 → 0 as n → ∞.
Proof. We first prove ‖dL0(ωn)‖−1/2,2 → 0 as n → ∞.
Set fn := Dgωn − |ωn|2∗−2ωn. We shall prove fn → 0 in H−1/2(M,S(M)). Let ϕ ∈
H 1/2(M,S(M)) be arbitrary. We have
〈fn,ϕ〉 = R−
m−1
2
n
∫
M
〈∇β · (ρ−1n )∗φ0, ϕ〉dvolg +R−m+12n ∫
M
β
〈(
ρ−1n
)∗(Dgnφ0), ϕ〉dvolg
−R−
m+1
2
n
∫
M
β
m+1
m−1
〈(
ρ−1n
)∗(∣∣φ0∣∣2∗−2φ0), ϕ〉dvolg
= R−
m−1
2
n
∫
M
〈∇β · (ρ−1n )∗φ0, ϕ〉dvolg
+R−
m+1
2
n
∫
M
β
〈(
ρ−1n
)∗(Dgnφ0 − DgRmφ0), ϕ〉dvolg
+R−
m+1
2
n
∫
M
(
β − β m+1m−1 )〈(ρ−1n )∗(∣∣φ0∣∣2∗−2φ0), ϕ〉dvolg
= I1 + I2 + I3, (5.45)
where we have used (4.2) and the fact that φ0 satisfies Eq. (5.27).
In order to estimate I1, let γ ∈ C∞(M) be such that γ = 1 on suppβ . We have
I1 = R−
m−1
2
n
∫
M
〈∇β · (ρ−1n )∗φ0, γ ϕ〉dvolg
= R−
m−1
2
n
∫
Rm
〈
ρ∗n(∇β) · φ0, ρ∗n(γ ϕ)
〉
dvolρ∗ng
= R
m+1
2
n
∫
Rm
〈
ρ∗n(∇β) · φ0, ρ∗n(γ ϕ)
〉
dvolgn .
Therefore, by the Hölder inequality and the Sobolev embedding, we have
|I1|Rn
∥∥ρ∗n(∇β) · φ0∥∥2+;Rm∥∥Rm−12n ρ∗n(γ ϕ)∥∥2∗;Rm = Rn∥∥ρ∗n(∇β) · φ0∥∥2+;Rm‖γ ϕ‖2∗;M
 CRn
∥∥ρ∗n(∇β) · φ0∥∥2+;Rm‖ϕ‖1/2,2;M (5.46)
(norms on Rm are with respect to the metric gn on Rm), where we have, by the Hölder inequality,∫
Rm
∣∣ρ∗n(∇β) · φ0∣∣2+ dvolgn  C ∫
R−1 exp−1(B (a))\R−1 exp−1(B (a))
∣∣φ0∣∣2+ dvolgRm
n an 2 n an 1
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( ∫
B0
3R−1n
\B01
2 R
−1
n
∣∣φ0∣∣2∗ dvolgRm)m−1m+1 (5.47)
for n large.
Since φ0 ∈D1/2(Rm,S(Rm)), combining (5.46) and (5.47), we obtain
|I1| o(1)‖ϕ‖1/2,2 (5.48)
as n → ∞.
I2 is estimated similarly. As before, we have
I2 =
∫
Rm
ρ∗nβ
〈
Dgnφ
0 − DgRmφ0,R
m−1
2
n ρ
∗
n(γ ϕ)
〉
dvolgn
and
|I2| C
∥∥ρ∗nβ(Dgnφ0 − DgRmφ0)∥∥2+;Rm‖ϕ‖1/2,2;M, (5.49)
where ∥∥ρ∗nβ(Dgnφ0 − DgRmφ0)∥∥2+;Rm

∥∥ρ∗nβ(Dgnφ0 − DgRmφ0)∥∥2+;B0R + ∥∥ρ∗nβ(Dgnφ0 − DgRmφ0)∥∥2+;Rm\B0R . (5.50)
Since ∇φ0 ∈ L2+(Rm) (see the proof of Lemma 5.5) and gn → gRm in C∞(B0R) as n → ∞, we
see that (5.50) tend to 0 as n → ∞ and R → ∞. Thus by (5.49), we have
|I2| o(1)‖ϕ‖1/2,2 (5.51)
as n → ∞.
Similarly, we have
I3 =
∫
Rm
ρ∗n
(
β − β m+1m−1 )〈∣∣φ0∣∣2∗−2φ0,R m−12n ρ∗n(γ ϕ)〉dvolgn
and
|I3| C
∥∥ρ∗n(β − β m+1m−1 )∣∣φ0∣∣2∗−2φ0∥∥2+;Rm‖ϕ‖1/2,2;M,
where ∫
Rm
∣∣ρ∗n(β − β m+1m−1 )∣∣φ0∣∣2∗−2φ0∣∣2+ dvolgn  C ∫
B0
3R−1\B
0
1 R−1
∣∣φ0∣∣2∗ dvolgRm → 0
n 2 n
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|I3| o(1)‖ϕ‖1/2,2 (5.52)
as n → ∞.
Combining (5.48), (5.51) and (5.52), we have ‖fn‖−1/2,2 → 0 as n → ∞.
We next prove the second assertion ‖dL0(un)‖−1/2,2 → 0 as n → ∞.
Let ϕ ∈ H 1/2(M,S(M)) be arbitrary. We have
〈
dL0(un),ϕ
〉= ∫
M
〈ϕ,Dun〉dvolg −
∫
M
|un|2∗−2〈un,ϕ〉dvolg
= 〈dL0(ϕn),ϕ〉− 〈dL0(ωn),ϕ〉− ∫
M
〈Φn,ϕ〉dvolg, (5.53)
where Φn = |un|2∗−2un − |ϕn|2∗−2ϕn + |ωn|2∗−2ωn.
By Lemma 5.2 (see (5.8)) and the first assertion of the lemma, it only necessary to prove
‖Φn‖−1/2,2 → 0 as n → ∞. By the Sobolev embedding L2+(M) ⊂ H−1/2(M), it suffices to
estimate ‖Φn‖2+ .
First, observe that there exists C > 0 such that
|Φn| C|ϕn|2∗−2|ωn| +C|ωn|2∗−2|ϕn|.
Therefore, we have
‖Φn‖2+;M\BRnR(an)  C
∥∥|ϕn|2∗−2|ωn|∥∥2+;M\BRnR(an)
+C∥∥|ωn|2∗−2|ϕn|∥∥2+;M\BRnR(an). (5.54)
Here, we have, by the Hölder inequality,
∥∥|ϕn|2∗−2|ωn|∥∥2+2+;M\BRnR(an) 
( ∫
M\BRnR(an)
|ϕn|2∗ dvolg
) 2
m+1( ∫
M\BRnR(an)
|ωn|2∗ dvolg
)m−1
m+1
 C‖ϕn‖
4m
(m−1)(m+1)
1/2,2;M
( ∫
B0
3R−1n
\B0R
∣∣φ0∣∣2∗ dvolgn)m−1m+1 → 0 (5.55)
as R → ∞ (uniformly for n 1 since dvolgn  CdvolgRm ).
Similarly, we have ∥∥|ωn|2∗−2|ϕn|∥∥2+;M\BRnR(an) → 0 (5.56)
as R → ∞ (uniformly for n 1).
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BRnR(an)
|Φn|2+ dvolg =
∫
B0R
|Φ˜n|2+ dvolgn,
where
Φ˜n =
∣∣φn − ρ∗nβφ0∣∣2∗−2(φn − ρ∗nβφ0)− |φn|2∗−2φn + ∣∣ρ∗nβφ0∣∣2∗−2ρ∗nβφ0
= ∣∣φn − φ0∣∣2∗−2(φn − φ0)− |φn|2∗−2φn + ∣∣φ0∣∣2∗−2φ0 in B0R
for n large enough.
Since φn → φ0 in H 1/2loc (Rm,S(Rm)) (see Lemma 5.5), we thus have∫
B0R
|Φ˜n|2+ dvolgn → 0 (5.57)
as n → ∞.
Combining (5.54)–(5.57), we have ‖Φn‖2+ → 0 as n → ∞. This completes the proof. 
We also have:
Lemma 5.8. We have
L0(un) =L0(ϕn)−LRm
(
φ0
)+ o(1)
as n → ∞, where
LRn
(
φ0
)= 1
2
∫
Rm
〈
φ0,DgRmφ
0〉dvolgRm − 12∗
∫
Rm
∣∣φ0∣∣2∗ dvolgRm .
Proof. We have
L0(un) = 12
∫
M
〈un,Dgun〉dvolg − 12∗
∫
M
|un|2∗ dvolg.
By un = ϕn −ωn, we have∫
M
〈un,Dgun〉dvolg =
∫
M
〈ϕn,Dgϕn〉dvolg − 2
∫
M
〈ϕn,Dgωn〉dvolg
+
∫
M
〈ωn,Dgωn〉dvolg. (5.58)
As for the second term of (5.58), we have
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M
〈ϕn,Dgωn〉dvolg =
∫
Rm
〈
φn,Dgn
(
ρ∗nβφ0
)〉
dvolgn
=
∫
Rm
〈
φn,∇
(
ρ∗nβ
) ·gn φ0〉dvolgn + ∫
Rm
〈
φn,ρ
∗
nβDgnφ
0〉dvolgn . (5.59)
Here, the first term of (5.59) is estimated as, by the Hölder inequality,∣∣∣∣ ∫
Rm
〈
φn,∇
(
ρ∗nβ
) ·gn φ0〉dvolgn ∣∣∣∣
 C‖φn‖2∗;B0
3R−1n
\B01
2 R
−1
n
∥∥φ0∥∥2∗;B0
3R−1n
\B01
2 R
−1
n
= o(1) (5.60)
as n → ∞.
In order to estimate the second term of (5.59), we write∫
Rm
〈
φn,ρ
∗
nβDgnφ
0〉dvolgn = ∫
B0R
〈
φn,ρ
∗
nβDgnφ
0〉dvolgn + ∫
Rm\B0R
〈
φn,ρ
∗
nβDgnφ
0〉dvolgn . (5.61)
Here, by Lemma 5.5, we have∫
B0R
〈
φn,ρ
∗
nβDgnφ
0〉dvolgn = ∫
B0R
〈
φ0,DgRmφ
0〉dvolgRm + o(1) (5.62)
as n → ∞ and ∣∣∣∣ ∫
Rm\B0R
〈
φn,ρ
∗
nβDgnφ
0〉dvolgn ∣∣∣∣ ‖φn‖2∗;B0
3R−1n
∥∥Dgnφ0∥∥2+;Rm\B0R
 C
∥∥∇φ0∥∥2+;Rm\B0R = o(1) (5.63)
as R → ∞ (uniformly for n 1).
By (5.61), (5.62) and (5.63), we obtain∫
Rm
〈
φn,ρ
∗
nβDgnφ
0〉dvolgn = ∫
Rm
〈
φ0,DgRmφ
0〉dvolgRm + o(1) (5.64)
as n → ∞.
Therefore, by (5.59), (5.60) and (5.64), we have∫
M
〈ϕn,Dgωn〉dvolg =
∫
Rm
〈
φ0,DgRmφ
0〉dvolgRm + o(1) (5.65)
as n → ∞.
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M
〈ωn,Dgωn〉dvolg =
∫
Rm
〈
ρ∗nβφ0,Dgn
(
ρ∗nβφ0
)〉
dvolgn
=
∫
Rm
〈
ρ∗nβφ0,∇
(
ρ∗nβ
) ·gn φ0〉dvolgn
+
∫
Rm
〈
ρ∗nβφ0, ρ∗nβDgnφ0
〉
dvolgn . (5.66)
(5.66) is estimated as before and we have∣∣∣∣ ∫
Rm
〈
ρ∗nβφ0,∇
(
ρ∗nβ
) · φ0〉dvolgn ∣∣∣∣ C∥∥φ0∥∥22∗;B0
3R−1n
\B01
2 R
−1
n
= o(1) (5.67)
and ∫
Rm
〈
ρ∗nβφ0, ρ∗nβDgnφ0
〉
dvolgn =
∫
Rm
〈
φ0,DgRmφ
0〉dvolgRm + o(1) (5.68)
as n → ∞.
Therefore, we have∫
M
〈ωn,Dgωn〉dvolg =
∫
Rm
〈
φ0,DgRmφ
0〉dvolgRm + o(1) (5.69)
as n → ∞.
Combining (5.65) and (5.69), we obtain∫
M
〈un,Dgun〉dvolg =
∫
M
〈ϕn,Dgϕn〉dvolg −
∫
Rm
〈
φ0,DgRmφ
0〉dvolgRm + o(1) (5.70)
as n → ∞.
We next estimate
∫
M
|un|2∗ dvolg . We write∫
M
|un|2∗ dvolg =
∫
BRnR(an)
|un|2∗ dvolg +
∫
M\BRnR(an)
|un|2∗ dvolg. (5.71)
The first integral of (5.71) is estimated, by Lemma 5.5,∫
BRnR(an)
|un|2∗ dvolg =
∫
B0
∣∣φn − ρ∗nβφ0∣∣2∗ dvolgn
R
286 T. Isobe / Journal of Functional Analysis 260 (2011) 253–307=
∫
B0R
∣∣φn − φ0∣∣2∗ dvolgn = o(1) (5.72)
as n → ∞.
In order to estimate the second integral of (5.71), since ϕn = un + ωn, we remark, as before,
that there exists C > 0 such that
∣∣|ϕn|2∗ − |un|2∗ − |ωn|2∗ ∣∣ C|un|2∗−1|ωn| +C|ωn|2∗−1|un|. (5.73)
We have ∫
M\BRnR(an)
|un|2∗−1|ωn|dvolg  C
∫
B0
3R−1n
\B0R
∣∣φn − ρ∗nβφ0∣∣2∗−1∣∣ρ∗nβφ0∣∣dvolgRm
 C
∥∥φn − ρ∗nβφ0∥∥2∗−12∗;B0
3R−1n
\B0R
∥∥φ0∥∥2∗;B0
3R−1n
\B0R
 C
∥∥φ0∥∥2∗;Rm\B0R = o(1) (5.74)
as R → ∞, uniformly for n 1.
Similarly, we have
∫
M\BRnR(an)
|ωn|2∗−1|un|dvolg = o(1) (5.75)
as R → ∞, uniformly for n 1.
From (5.73)–(5.75), we obtain∫
M\BRnR(an)
|un|2∗ dvolg =
∫
M\BRnR(an)
|ϕn|2∗ dvolg −
∫
M\BRnR(an)
|ωn|2∗ dvolg + o(1) (5.76)
as R → ∞, uniformly for n 1.
Moreover, we have ∫
M\BRnR(an)
|ωn|2∗ dvolg =
∫
B0
3R−1n
\B0R
∣∣ρ∗nβφ0∣∣2∗ dvolgn
 C
∫
Rm\B0R
∣∣φ0∣∣2∗ dvolgRm = o(1) (5.77)
as R → ∞, uniformly for n 1.
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M\BRnR(an)
|un|2∗ dvolg =
∫
M\BRnR(an)
|ϕn|2∗ dvolg + o(1)
=
∫
M
|ϕn|2∗ dvolg −
∫
B0R
|φn|2∗ dvolgn + o(1) (5.78)
as R → ∞, uniformly for n 1.
By (5.71), (5.72) and (5.78), we obtain∫
M
|un|2∗ dvolg =
∫
M
|ϕn|2∗ dvolg −
∫
B0R
|φn|2∗ dvolgn + o(1) (5.79)
as R → ∞, uniformly for n 1.
Since, by Lemma 5.5, ∫
B0R
|φn|2∗ dvolgn →
∫
B0R
∣∣φ0∣∣2∗ dvolgRm
as n → ∞ for any R > 0, we finally obtain∫
M
|un|2∗ dvolg =
∫
M
|ϕn|2∗ dvolg −
∫
Rm
∣∣φ0∣∣2∗ dvolgRm + o(1) (5.80)
as n → ∞.
Combining (5.70) and (5.80), we obtain
L0(un) =L0(ϕn)−LRm
(
φ0
)+ o(1) (5.81)
as n → ∞. This completes the proof. 
We are now in a position to complete the proof of Theorem 5.1.
Proof of Theorem 5.1. It suffices to prove ϕn → 0 in H 1/2(M,S(M)) under the assumption of
the theorem. Assume contrary that ϕn  0 in H 1/2(M,S(M)). Then by Lemma 5.8, we have
(5.81). Since {un} is a Palais–Smale sequence for L0 (see Lemma 5.7), by Lemma 3.2, {un} ⊂
H 1/2(M,S(M)) is bounded and
o(1) = 〈dL0(un), un〉= ∫
M
〈un,Dgun〉dvolg −
∫
M
|un|2∗ dvolg
as n → ∞.
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L0(un) = 12
∫
M
〈un,Dgun〉dvolg − 12∗
∫
M
|un|2∗ dvolg
= 1
2m
∫
M
|un|2∗ dvolg + o(1) (5.82)
as n → ∞.
Combining (5.81), (5.82) and Proposition 4.1, we have
lim
n→∞
L0(ϕn)LRm
(
φ0
)
 1
2m
(
m
2
)m
ωm. (5.83)
On the other hand, since Dgψ∞ = λψ∞ + |ψ∞|2∗−2ψ∞, we have
Lλ(ψ∞) = 12
∫
M
〈ψ∞,Dgψ∞〉dvolg − λ2
∫
M
|ψ∞|2 dvolg − 12∗
∫
M
|ψ∞|2∗ dvolg
= 1
2m
∫
M
|ψ∞|2∗ dvolg  0. (5.84)
By (5.7), (5.83) and (5.84), we finally obtain
c = lim
n→∞Lλ(ψn)
1
2m
(
m
2
)m
ωm.
This contradicts to the assumption c < 12m(
m
2 )
mωm. This completes the proof. 
Though it is not necessary for the proof of Theorem 1.1, the above argument yields a descrip-
tion of the limiting behavior of general Palais–Smale sequences. Namely, applying the same
argument we have already done for {un} instead of {ϕn} and iterating the similar procedure, we
obtain the following global compactness result for Palais–Smale sequences for Lλ (cf. [11,29,16]
for related results for H -surface equation and Yamabe type equations):
Theorem 5.2. Let {ψn} ⊂ H 1/2(M,S(M)) be a Palais–Smale sequence for Lλ. Then there exist
a non-negative integer N , a convergent sequence {akn} ⊂ M , akn → ak (n → ∞) for 1 k N ,
a sequence of positive numbers {Rkn} converging to 0 as n → ∞ for 1 k N , a solution ψ∞ ∈
H 1/2(M,S(M)) of Eq. (1.1) and solutions φk ∈ D1/2(Rm,S(Rm)) of Eq. (5.27) for 1 k  N
such that, up to taking a subsequence,
ψn = ψ∞ +
N∑
k=1
ωkn + o(1) in H 1/2
(
M,S(M)
)
,
where
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(
Rkn
)−m−12 βk(x)(ρ−1n,k)∗φk, ρn,k(x) = expakn(Rknx)
and βk ∈ C∞(M) are non-negative functions such that βk(x) = 1 on B1(ak) and suppβk ⊂
B2(ak). Moreover, we have
lim
n→∞Lλ(ψn) =Lλ(ψ∞)+
N∑
k=1
LRm
(
φk
)
.
6. Estimate of the mountain pass level for L∗λ
First of all, we prove the following mountain pass geometry for L∗λ.
Lemma 6.1. Assume λ /∈ Spec(D). There exists ρ > 0 such that
inf
{
L∗λ(ϕ): ϕ ∈ L2
+(
M,S(M)
)
, ‖ϕ‖2+ = ρ
}
> 0.
Moreover, for ϕ ∈ L2+(M,S(M)) with ∫
M
〈ϕ,Aλϕ〉dvolg > 0, there holds
lim
t→∞L
∗
λ(tϕ) = −∞.
Proof. Since 2+ < 2, the first assertion is satisfied if ρ > 0 is small. The second assertion is also
trivial. 
Recall that the mountain pass level for L∗λ is defined as
cλ = inf
{
max
t0
L∗λ(tϕ): ϕ ∈ L2
+(
M,S(M)
)
,
∫
M
〈ϕ,Aλϕ〉dvolg > 0
}
.
Easy computation shows that
cλ = inf
{
1
2m
(
∫
M
|ϕ|2+ dvolg)m+1
(
∫
M
〈ϕ,Aλϕ〉dvolg)m : ϕ ∈ L
2+(M,S(M)), ∫
M
〈ϕ,Aλϕ〉dvolg > 0
}
. (6.1)
We shall prove the following:
Lemma 6.2. Assume λ /∈ Spec(D), λ > 0 and m 4. We then have cλ < 12m(m2 )mωm.
From this lemma, Theorem 5.1 and Lemma 6.1, the standard argument (cf. [30]) shows that
cλ is a critical value for Lλ and our main theorem, Theorem 1.1, follows.
In the following, we prove Lemma 6.2. The proof is completed by choosing a suitable test
spinor. Such a test spinor is obtained by gluing a suitably cut-offed killing spinor on Sm to the
trivial background spinor on M which was introduced in the work of Ammann et al. [6]. We
follow their construction closely.
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The gluing construction is done under a suitable identification of the spinor bundles on M
and Sm. Such an identification is given in the paper by Bourguignon and Gauduchon [10]. We
briefly review their construction following the paper [6].
Let p0 ∈ M be an arbitrary fixed point. Denote by (x1, x2, . . . , xm) the normal coordinate
centered at p0. As before, the exponential map at p0 is denoted by expp0 : Rm ∼= Tp0M ⊃ U 
x = (x1, x2, . . . , xm) → p = expp0 x ∈ V ⊂ M .
We denote by G(p) = (gij (p))ij the component of the metric at p, i.e., gij (p) = g(∂i, ∂j ),
where ∂i = ∂∂xi . Let B(p) = (b
j
i (p)) be the square root of the positive symmetric matrix G−1.
It is also symmetric and positive definite. Then we have, B∗g = gRm . This means that B(p) :
(T
exp−1p0 p
U ∼= Rm,gRm) → (TpV,g(p)) given by
B(p) : (a1, a2, . . . , am) →∑
ij
b
j
i (p)a
i∂j (p) (6.2)
is an isometry. From this, we obtain an isomorphism of SO(m)-bundles:
PSO(U,gRm)
Φ
PSO(V ,g) ⊂ PSO(M,g)
U ⊂ Tp0M expp0 V ⊂ M,
where Φ(〈e01, e02, . . . , e0m〉) = 〈Be01,Be02, . . . ,Be0m〉 for an oriented frame 〈e01, e02, . . . , e0m〉 on U .
On the other hand, SO(m) acts from the right on PSO(U,gRm) and PSO(V ,g) and Φ is SO(m)-
equivariant. Therefore, Φ lifts to an isomorphism of corresponding Spin(m)-bundles:
U × Spin(m) = PSpin(U,gRm) Φ˜ PSpin(V ,g) ⊂ PSpin(M,g)
U ⊂ Tp0M expp0 V ⊂ M.
From this, we have an isomorphism of corresponding spinor bundles
S(U,gRm) := PSpin(U,gRm)×σ Sm ∼−→ S(V ,g) := PSpin(V ,g)×σ Sm
defined by ψ = [s, ϕ] → [Φ˜(s), ϕ] := ψ , where [s, ϕ] and [Φ˜(s), ϕ] denote the equiva-
lence classes of (s, ϕ) ∈ PSpin(U,gRm) × Sm in S(U,gRm) and (Φ˜(s), ϕ) ∈ PSpin(V ,g) × Sm
in S(V ,g), respectively.
We set ei = bji ∂j (the summation convention is used). 〈e1, e2, . . . , em〉 is an orthonormal frame
on (T V,g) and we have
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where ∂i := B(∂i) = ei .
We denote the Levi-Civita connections on (T U,gRm) and (T V,g) as ∇ and ∇ , respectively.
As before, the natural lifts of these connections to the spinor bundles S(U,gRm) and S(V ,g) are
denoted by the same symbols ∇ and ∇ , respectively.
6.2. Test spinors on M
Fix (an arbitrary) ψ0 ∈ S such that |ψ0| = 1√2 . We define a spinor ψ on Rm as follows:
ψ(x) = f (x)m2 (1 − x) ·ψ0,
where f (x) = 21+r2 with r = |x|.
By direct computation, we have
DgRmψ =
m
2
fψ, (6.4)∣∣ψ(x)∣∣= f (x)m−12 (6.5)
and ∣∣DgRmψ(x)∣∣= m2 f (x)m+12 . (6.6)
Since Sm \{N} with the round metric (with constant curvature 1) is isometric to Rm with a metric
f 2gRm , the spinor ψ corresponds to the spinor ϕ on Sm which satisfies (cf. (4.2))
DgSm ϕ =
m
2
ϕ.
Such a spinor ϕ is an eigenspinor of DgSm with eigenvalue
m
2 . Moreover, since the scalar curvature
of Sm is m(m− 1), m2 is the lower bound of the positive eigenvalues of DgSm with respect to the
Friedrich inequality [18] and, therefore, ϕ is a − 12 -Killing spinor on Sm [18]:
∇Xϕ = −12X · ϕ for any X ∈ T S
m.
We construct suitable test spinors on M by gluing killing spinors on Sm as above to the trivial
background spinor on M . To do such a construction, take δ > 0 such that 2δ < ι(M). Let p0 ∈ M
be fixed and η ∈ C∞(Rm) be such that η = 0 on Rm \B02δ and η = 1 on B0δ .
For  > 0 small enough, define ψ(x) = η(x)ψ(x ) and
ϕ = Dψ,
where D is the Dirac operator acting on S(V ,g).
We shall use ϕ as a test spinor to estimate cλ.
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We shall estimate the following quantity (cf. (6.1))
1
2m
(
∫
M
|ϕ |2+ dvolg)m+1
(
∫
M
〈ϕ,Aλϕ〉dvolg)m .
By [6, Proposition 3.2], we have
ϕ = Dψ +W ·ψ +X ·ψ +
∑
i,j
(
b
j
i − δji
)
∂i · ∇∂j ψ, (6.7)
where W ∈ C∞(V ,Cl(T V )) and X ∈ C∞(V ,T V ) are given as
W = 1
4
∑
i,j,k
i =j =k =i
bri ∂rb
l
j
(
b−1
)k
l
ei · ej · ek, (6.8)
X = 1
4
∑
i,k
(
Γ iik − Γ kii
)
ek = 12
∑
i,k
Γ iikek, (6.9)
where Γ kij = g(∇ei ej , ek).
Since B = (G−1)1/2 and G = I + O(r2) as r → 0, we have bri = δri + O(r2), ∂rbsj = O(r)
and Γ lrs = O(r) as r → 0. Thus
Γ kij = g(∇ei ej , ek) = bri btkg
(∇∂r (bsj ∂s), ∂t)
= bri btkg
((
∂rb
s
j
)
∂s + bsjΓ lrs∂l, ∂t
)= O(r)
and
X = O(r) as r → 0. (6.10)
Similarly, we have
W =
∑
i,j,k
i =j =k =i
δri ∂rb
l
j δ
k
l ei · ej · ek +O
(
r3
)
=
∑
i =j =k =i
∂ib
k
j ei · ej · ek +O
(
r3
)= O(r3), (6.11)
since bk = bj .j k
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X = −
(
1
4
(Ric)αkxα + 16 (Ric)αk;βx
αxβ +O(r3))ek,
W = − 1
144
∑
i,j,k
i =j =k =i
Rlβγ k(Rjiαl +Rjlαi)xαxβxγ ei · ej · ek +O
(
r4
)
.
On the other hand, by (6.4), we have
Dψ(x) = 1

η(x)Dψ
(
x

)
+ ∇η(x) ·ψ
(
x

)
= m
2
η(x)f
(
x

)
ψ
(
x

)
+ ∇η(x) ·ψ
(
x

)
. (6.12)
Plugging (6.12) into (6.7) and squaring both sides, we have:
|ϕ |2 = f1 + f2 + · · · + f21, (6.13)
where (identifying x ∈ Rm with expp0 x ∈ M for simplicity of the notation)
f1 = m
2
42
η(x)2f
(
x

)2∣∣∣∣ψ(x
)∣∣∣∣2,
f2 =
∣∣∣∣∇η(x) ·ψ(x
)∣∣∣∣2,
f3 = η(x)2
∣∣∣∣W(x) ·ψ(x
)∣∣∣∣2,
f4 = η(x)2
∣∣∣∣X(x) ·ψ(x
)∣∣∣∣2,
f5 = 1
2
η(x)2
∣∣∣∣∑
i,j
(
b
j
i (x)− δji
)
∂i · ∇∂j ψ
(
x

)∣∣∣∣2,
f6 =
∣∣∣∣∑
i,j
(
b
j
i (x)− δji
)
∂jη(x)∂i ·ψ
(
x

)∣∣∣∣2,
f7 = m

η(x)f
(
x

)〈
ψ
(
x

)
,∇η(x) ·ψ
(
x

)〉
,
f8 = m

η(x)2f
(
x

)〈
ψ
(
x

)
,W(x) ·ψ
(
x

)〉
,
f9 = mη(x)2f
(
x
)〈
ψ
(
x
)
,X(x) ·ψ
(
x
)〉
,
   
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∑
i,j
m
2
η(x)2f
(
x

)〈
ψ
(
x

)
,
(
b
j
i (x)− δji
)
∂i · ∇∂iψ
(
x

)〉
,
f11 =
∑
i,j
m

η(x)∂j η(x)f
(
x

)〈
ψ
(
x

)
,
(
b
j
i (x)− δji
)
∂i ·ψ
(
x

)〉
,
f12 = 2η(x)
〈
∇η(x) ·ψ
(
x

)
,W(x) ·ψ
(
x

)〉
,
f13 = 2η(x)
〈
∇η(x) ·ψ
(
x

)
,X(x) ·ψ
(
x

)〉
,
f14 = 2
∑
ij
η(x)

〈
∇η(x) ·ψ
(
x

)
,
(
b
j
i (x)− δji
)
∂i · ∇∂j ψ
(
x

)〉
,
f15 = 2
∑
i,j
〈
∇η(x) ·ψ
(
x

)
,
(
b
j
i (x)− δji
)
∂jη(x)∂i ·ψ
(
x

)〉
,
f16 = 2η(x)2
〈
W(x) ·ψ
(
x

)
,X(x) ·ψ
(
x

)〉
,
f17 = 2
∑
i,j
η(x)2

〈
W(x) ·ψ
(
x

)
,
(
b
j
i (x)− δji
)
∂i · ∇∂j ψ
(
x

)〉
,
f18 = 2
∑
i,j
η(x)
〈
W(x) ·ψ
(
x

)
,
(
b
j
i (x)− δji
)
∂jη(x)∂i ·ψ
(
x

)〉
,
f19 = 2
∑
i,j
η(x)2

〈
X(x) ·ψ
(
x

)
,
(
b
j
i (x)− δji
)
∂i · ∇∂j ψ
(
x

)〉
,
f20 = 2
∑
i,j
η(x)
〈
X(x) ·ψ
(
x

)
,
(
b
j
i (x)− δji
)
∂jη(x)∂i ·ψ
(
x

)〉
,
f21 = 2
∑
i,j,p,q
η(x)

〈(
b
j
i (x)− δji
)
∂i · ∇∂j ψ
(
x

)
,
(
b
q
p(x)− δqp
)
∂qη(x)∂p ·ψ
(
x

)〉
.
For simplicity of the notation, in the following, for two functions f and g on M , we denote
f  g when there exists a constant C > 0 depending only on the geometry of M such that
f (x) Cg(x) for any x ∈ M .
Since the support of η is contained in B02δ , it is sufficient to give estimates on B2δ(p0). By
(6.10) and (6.11), we have the following estimates on B2δ(p0):
f1 
m2
42
f
(
x

)m+1
, (6.14)
|f3|
∣∣W(x)∣∣2∣∣∣∣ψ(x)∣∣∣∣2  r6f(x)m−1, (6.15) 
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∣∣X(x)∣∣2∣∣∣∣ψ(x
)∣∣∣∣2  r2f(x
)m−1
, (6.16)
|f5| r
4
2
f
(
x

)m
, (6.17)
where we have used an easily checked inequality∣∣∇ψ(x)∣∣ f (x)m2 , (6.18)
|f8| r
3

f
(
x

)m
, (6.19)
f9 = 0, (6.20)
since X is a vector field,
|f10| r
2
2
f
(
x

)m+ 12
, (6.21)
|f16| r4f
(
x

)m−1
, (6.22)
|f17| r
5

f
(
x

)m− 12
, (6.23)
|f19| r
3

f
(
x

)m− 12
. (6.24)
By using rf (x) 1 and
rf (x)
1
2 =
(
2r2
1 + r2
) 1
2
 2 12 ,
we have, from (6.14)–(6.24), the following estimate on B2δ(p0):
f1 + f3 + f4 + f5 + f8 + f9 + f10 + f16 + f17 + f19
 m
2
42
f
(
x

)m+1
+Cr2f
(
x

)m−1
+C r
2
2
f
(
x

)m+ 12
. (6.25)
The remaining terms are easier to handle, since we have |∇kη(x)| Ck,prp for any k,p. Using
this inequality, on B2δ(p0), we have
f2 + f6 + f7 + f11 + f12 + f13 + f14 + f15 + f18 + f20 + f21  r2f
(
x

)m−1
. (6.26)
Combining (6.25) and (6.26), on B2δ(p0), we obtain
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2
42
f
(
x

)m+1
+C
(
r2f
(
x

)m−1
+ r
2
2
f
(
x

)m+ 12)
 m
2
42
f
(
x

)m+1(
1 +C2r2f
(
x

)−2
+Cr2f
(
x

)− 12)
. (6.27)
By the elementary inequality (1 + a) mm+1  1 + m
m+1a for a  0, on B2δ(p0), we have
|ϕ |2+ 
(
m
2
) 2m
m+1
f
(
x

)m(
1 +C2r2f
(
x

)−2
+Cr2f
(
x

)− 12)

(
m
2
) 2m
m+1
f
(
x

)m
+C 2m+1 r2f
(
x

)m−2
+C− 2mm+1 r2f
(
x

)m− 12
. (6.28)
Taking into account dvolg = dvolgRm +O(r2) in normal coordinate at p0, we have
I1 :=
(
m
2
) 2m
m+1 ∫
B2δ(p0)
f
(
x

)m
dvolg

(
m
2
) 2m
m+1 ∫
B02δ
f
(
x

)m
dvolgRm +C−
2m
m+1
∫
B02δ
r2f
(
x

)m
dvolgRm
 2m
(
m
2
) 2m
m+1
ωm−1
m(m−1)
m+1
∞∫
0
sm−1
(1 + s2)m ds +O
(

m(m−1)
m+1 +2), (6.29)
provided m 3,
I2 :=  2m+1
∫
B2δ(p0)
r2f
(
x

)m−2
dvolg
 
2
m+1
∫
B02δ
r2f
(
x

)m−2
dvolgRm
 
2
m+1 +m+2
2δ
∫
0
sm+1
(1 + s2)m−2 ds 
⎧⎪⎪⎨⎪⎪⎩

2
m+1 +m+2 if m 7,

58
7 |log | if m = 6,

2
m+1 +2m−4 if 2m 5
(6.30)
and
I3 := − 2mm+1
∫
r2f
(
x

)m− 12
dvolgB2δ(p0)
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2m
m+1
∫
B02δ
r2f
(
x

)m− 12
dvolgRm
 m+
2
m+1
2δ
∫
0
sm+1
(1 + s2)m− 12
ds 
{
m+
2
m+1 if m 4,

7
2 |log | if m = 3.
(6.31)
Combining (6.29)–(6.31), we obtain
∫
M
|ϕ |2+ dvolg  2m
(
m
2
) 2m
m+1
ωm−1
m(m−1)
m+1 I +
{
O(m+
2
m+1 ) if m 4,
O(
5
2 ) if m = 3,
(6.32)
where I = ∫∞0 sm−1(1+s2)m ds.
We next give the estimate of
∫
M
〈ϕ,Aλϕ〉dvolg .
We define η by
Aλϕ =ψ + η.
Since Aλ = (D − λ)−1, we have
ϕ = (D − λ)(ψ + η)
= (D − λ)η + ϕ − λψ
and
η = λAλψ.
We have ∫
M
〈ϕ,Aλϕ〉dvolg =
∫
M
〈ϕ,ψ〉dvolg +
∫
M
〈ϕ, η〉dvolg. (6.33)
Here, we have ∫
M
〈ϕ, η〉dvolg = λ
∫
M
〈ϕ,Aλψ〉dvolg
= λ
∫
M
〈Aλϕ,ψ〉dvolg
= λ
∫
〈ψ + η,ψ〉dvolg
M
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∫
M
|ψ |2 dvolg + λ
∫
M
〈η,ψ〉dvolg. (6.34)
By the elliptic regularity, we have
‖η‖1,p  C‖ψ‖p
for any 1 <p < ∞. This combined with the Sobolev embedding W 1, 2mm+2 (M) ⊂ L2(M) implies
‖η‖2  C‖ψ‖ 2m
m+2
. (6.35)
Therefore, the second term of (6.34) is estimated as∣∣∣∣ ∫
M
〈η,ψ〉dvolg
∣∣∣∣ C‖ψ‖ 2mm+2 ‖ψ‖2. (6.36)
Thus to estimate (6.33), we need to estimate three integrals ∫
M
|ψ |2 dvolg ,
∫
M
|ψ | 2mm+2 dvolg
and
∫
M
〈ϕ,ψ〉dvolg .
Estimate of ∫
M
〈ϕ,ψ〉dvolg :
By (6.7) and (6.12), we have∫
M
〈ϕ,ψ〉dvolg = J1 + J2 + · · · + J6, (6.37)
where
J1 = m2
∫
M
η(x)2f
(
x

)∣∣∣∣ψ(x
)∣∣∣∣2 dvolg,
J2 =
∫
M
η(x)
〈
∇η(x) ·ψ
(
x

)
,ψ
(
x

)〉
dvolg,
J3 =
∫
M
η(x)2
〈
W(x) ·ψ
(
x

)
,ψ
(
x

)〉
dvolg,
J4 =
∫
M
η(x)2
〈
X(x) ·ψ
(
x

)
,ψ
(
x

)〉
dvolg,
J5 =
∑
i,j
1

∫
M
η(x)2
(
b
j
i (x)− δji
)〈
∂i · ∇∂j ψ
(
x

)
,ψ
(
x

)〉
dvolg,
J6 =
∑
i,j
∫ (
b
j
i (x)− δji
)
η(x)∂jη(x)
〈
∂i ·ψ
(
x

)
,ψ
(
x

)〉
dvolg.M
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J1 
m
2
∫
Bδ(p0)
f
(
x

)m
dvolg
 m
2
∫
B0δ
f
(
x

)m
dvolgRm +O
(
1

∫
B0δ
r2f
(
x

)m
dvolgRm
)
 2m−1mωm−1m−1
δ
∫
0
sm−1
(1 + s2)m ds +O
(
m+1
δ
∫
0
sm+1
(1 + s2)m ds
)
 2m−1mωm−1m−1I +O
(
m+1
) (6.38)
if m 3,
J2 = 0, (6.39)
|J3|
∫
B2δ(p0)
r3
∣∣∣∣ψ(x
)∣∣∣∣2 dvolg

∫
B02δ
f
(
x

)m−1
rm+2 dvolgRm
 m+3
2δ
∫
0
sm+2
(1 + s2)m−1 ds 
⎧⎪⎨⎪⎩
m+3 if m 6,
8|log | if m = 5,
2m−2 if 2m 4,
(6.40)
J4 = 0, (6.41)
|J5| 1

∫
B2δ(p0)
r2f
(
x

)m− 12
dvolg
 1

∫
B02δ
r2f
(
x

)m− 12
dvolgRm
 m+1
2δ
∫
0
sm+1
(1 + s2)m− 12
ds 
{
m+1 if m 4,
4|log | if m = 3, (6.42)
|J6|
∫
B2δ(p0)
r3
∣∣∣∣ψ(x
)∣∣∣∣2 dvolg 
⎧⎪⎨⎪⎩
m+3 if m 6,
8|log | if m = 5,
2m−2 if 2m 4,
(6.43)
where we have used |∇η(x)| r and the same estimate for J3.
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M
〈ϕ,ψ〉dvolg  2m−1mωm−1m−1I +
{
O(m+1) if m 4,
O(4|log |) if m = 3. (6.44)
Estimate of ∫
M
|ψ |2 dvolg :
We have∫
M
|ψ |2 dvolg =
∫
M
η(x)2
∣∣∣∣ψ(x
)∣∣∣∣2 dvolg = ∫
M
η(x)2f
(
x

)m−1
dvolg
=
∫
B0δ
f
(
x

)m−1
dvolgRm +O
( ∫
B02δ\B0δ
f
(
x

)m−1
dvolgRm
)
+O
( ∫
B02δ
r2f
(
x

)m−1
dvolgRm
)
= ωm−1
δ∫
0
2m−1rm−1
(1 + r2
2
)m−1
dr +O
( 2δ∫
δ
rm−1
(1 + r2
2
)m−1
dr
)
+O
( 2δ∫
0
rm+1
(1 + r2
2
)m−1
dr
)
= 2m−1ωm−1m
∞∫
0
sm−1
(1 + s2)m−1 ds
+O(2m−2) (if m 3)+
⎧⎪⎨⎪⎩
O(m+2) if m 5,
O(6|log |) if m = 4,
O(4) if m = 3
= Am +
⎧⎪⎨⎪⎩
O(m+2) if m 5,
O(6|log |) if m = 4,
O(4) if m = 3,
(6.45)
where A = 2m−1ωm−1
∫∞
0
sm−1
(1+s2)m−1 ds > 0.
Estimate of ∫
M
|ψ | 2mm+2 dvolg :
We have
∫
|ψ | 2mm+2 dvolg 
∫
f
(
x

)m(m−1)
m+2
dvolg
M B2δ(p0)
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2δ∫
0
rm−1
(1 + r2
2
)
m(m−1)
m+2
dr 
⎧⎨⎩
m if m 5,
4|log | if m = 4,

12
5 if m = 3.
(6.46)
Combining all these estimates, we finally obtain∫
M
〈ϕ,Aλϕ〉dvolg  2m−1mωm−1m−1I
(
1 + λB +C()), (6.47)
where
B =
∫∞
0
sm−1
(1+s2)m−1 ds
m
∫∞
0
sm−1
(1+s2)m ds
> 0
and
C()
⎧⎪⎨⎪⎩
2 if m 5,
2|log | 34 if m = 4,

3
2 if m = 3.
Combining this with (6.32), we have
1
2m
(
∫
M
|ϕ |2+ dvolg)m+1
(
∫
M
〈ϕ,Aλϕ〉dvolg)m 
1
2m
(
m
2
)m
2mωm−1I
(
1 −mλB +D()), (6.48)
where
D()
⎧⎪⎨⎪⎩
2 if m 5,
2|log | 34 if m = 4,
 if m = 3.
On the other hand, the integral I is calculated as
2mωm−1I =
∫
Rm
f (x)m dx = ωm,
since gSm = f 2gRm .
Therefore, we finally obtain
cλ 
1
2m
(
m
2
)m
ωm
(
1 −mλB +D())< 1
2m
(
m
2
)m
ωm
if m 4 and  > 0 is small enough. This completes the proof of Lemma 6.2.
302 T. Isobe / Journal of Functional Analysis 260 (2011) 253–307Proof of Theorem 1.1. By Theorem 5.1, Lemma 6.1 and Lemma 6.2, by the standard argument
(cf. [30]), cλ > 0 is a critical value of L∗λ. Therefore, by Lemma 3.1, cλ is also a critical value
of Lλ. This completes the proof. 
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Appendix A. Regularity of weak solutions to Dψ = λψ + |ψ|2∗−2ψ
In this appendix, we prove a regularity result for weak solutions ψ ∈ L2∗(M) to Eq. (1.1).
Eq. (1.1) is critical in the sense that the standard bootstrap argument does not yield regularity of
finite action weak solutions (cf. [4,5]). Such critical equations are common in geometric analysis,
see [13,20,31], etc. Concerning critical nonlinear Dirac equations, regularity of weak solutions
is studied in [15,32] for m = 2. We henceforth assume m 3, but similar argument is applied for
m = 2 with slight modifications.
Let ψ ∈ L2∗(M) be a weak solution to (1.1), i.e., it satisfies∫
M
〈Dϕ,ψ〉dvolg = λ
∫
M
〈ϕ,ψ〉dvolg +
∫
M
|ψ |2∗−2〈ϕ,ψ〉dvolg
for all ϕ ∈ C∞(M).
We shall prove
Theorem A.1. Assume m 3. Let ψ ∈ L2∗(M) be a weak solution to (1.1). Then ψ ∈ C1,α(M)
for some 0 < α < 1.
Proof. Let ρ ∈ C∞(M) be arbitrary. Let η ∈ C∞(M) be such that η = 1 on suppρ. We have
D(ρψ) = ρDψ + ∇ρ ·ψ
= ρ(λψ + |ψ |2∗−2ψ)+ ∇ρ ·ψ
= λ(ρψ)+ η|ψ |2∗−2(ρψ)+ ∇ρ ·ψ. (A.1)
Let μ /∈ Spec(D) be arbitrary and fixed in the following argument. We write (A.1) in the form
(D −μ)(ρψ)− η|ψ |2∗−2(ρψ) = (λ−μ)(ρψ)+ ∇ρ ·ψ. (A.2)
We begin the proof for m = 3.
Since ψ ∈ L3(M), we have
(λ−μ)(ρψ)+ ∇ρ ·ψ ∈ L3(M). (A.3)
Let 1 <p < 3 be arbitrary and consider the map
W 1,p
(
M,S(M)
)  ϕ → η|ψ |ϕ ∈ Lp(M). (A.4)
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η|ψ |ϕ ∈ Lp(M) for ϕ ∈ W 1,p(M,S(M)) and the above map is well defined. The operator norm
is estimated as ∥∥η|ψ |(·)∥∥
W 1,p→Lp  Cp‖ψ‖3,B (A.5)
for some constant Cp depending only on p, where B = suppη.
Thus, since μ /∈ Spec(D),
(D −μ)− η|ψ |(·) : W 1,p(M,S(M))→ Lp(M,S(M)) (A.6)
is invertible if ‖ψ‖3,B is small.
Therefore, by (A.3), there exists a unique solution ϕ ∈ W 1,p(M,S(M)) to the equation
(D −μ)ϕ − η|ψ |ϕ = (λ−μ)(ρψ)+ ∇ρ ·ψ in M . (A.7)
On the other hand, we have a well-defined map
L3
(
M,S(M)
)  ϕ → η|ψ |ϕ ∈ W−1,3(M,S(M)). (A.8)
Indeed, by the Hölder inequality, we have η|ψ |ϕ ∈ L3/2(M). Since L3/2(M) ⊂ W−1,3(M) by
the Sobolev embedding, the map (A.8) is well defined and the operator norm is estimated as
before: ∥∥η|ψ |(·)∥∥
L3→W−1,3  C‖ψ‖3,B . (A.9)
Therefore,
(D −μ)− η|ψ |(·) : L3(M,S(M))→ W−1,3(M,S(M)) (A.10)
is invertible if ‖ψ‖3,B is small and there exists a unique solution ϕ˜ ∈ L3(M,S(M)) to the equa-
tion
(D −μ)ϕ˜ − η|ψ |ϕ˜ = (λ−μ)(ρψ)+ ∇ρ ·ψ. (A.11)
Notice that ϕ˜ = ρψ by (A.2). On the other hand, since W 1,p(M) ⊂ L3(M) if 3/2 p < 3, ϕ ∈
W 1,p(M,S(M)) is also an L3-solution to (A.11) provided 3/2 p < 3. Thus by the uniqueness,
we have ϕ = ρψ and ρψ ∈ W 1,p(M,S(M)) for any 3/2  p < 3 provided that suppη = B is
small. Since ρ and η arbitrary (under the assumption that suppρ is small and η = 1 on suppρ),
this implies that ψ ∈ W 1,p(M,S(M)) for any 3/2 p < 3. Then by the Sobolev embedding, we
have ψ ∈ Lp(M,S(M)) for any 1 <p < ∞. Therefore,
Dψ = λψ + |ψ |ψ ∈ Lp(M)
for any 1 <p < ∞ and this implies that ψ ∈ W 1,p(M,S(M)) for any 1 <p < ∞ by the elliptic
estimate. Thus, by the Sobolev embedding, we have ψ ∈ C0,α(M) for any 0 < α < 1 and
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implies that ψ ∈ C1,α(M,S(M)) by the elliptic estimate. This completes the proof for the case
m = 3.
We assume m  4. By the Sobolev embedding W 1,2∗(M) ⊂ L 2mm−3 (M) and the Hölder in-
equality, the map
W 1,2
∗(
M,S(M)
)  ϕ → η|ψ |2∗−2ϕ ∈ L2∗(M,S(M)) (A.12)
is well defined and its operator norm is estimated as∥∥η|ψ |2∗−2(·)∥∥
W 1,2∗→L2∗  C‖ψ‖2
∗−2
2∗,B . (A.13)
Therefore, if suppη = B is small, there exists a unique solution ϕ ∈ W 1,2∗(M,S(M)) to the
equation
(D −μ)ϕ − η|ψ |2∗−2ϕ = (λ−μ)(ρψ)+ ∇ρ ·ψ in M. (A.14)
On the other hand, the Hölder inequality and the Sobolev embedding L2+(M) ⊂ W−1,2∗(M)
implies that the map
L2
∗(
M,S(M)
)  ϕ → η|ψ |2∗−2ϕ ∈ W−1,2∗(M,S(M)) (A.15)
is well defined and its operator norm is estimated as∥∥η|ψ |2∗−2(·)∥∥
L2∗→W−1,2∗  C‖ψ‖2
∗−2
2∗,B . (A.16)
Therefore, if B is small, there exists a unique solution ϕ˜ ∈ L2∗(M) to the equation
(D −μ)ϕ˜ − η|ψ |2∗−2ϕ˜ = (λ−μ)(ρψ)+ ∇ρ ·ψ in M. (A.17)
Notice that ϕ˜ = ρψ by (A.2). Since ϕ ∈ W 1,2∗(M) ⊂ L2∗(M) also satisfies (A.17), we have
ρψ = ϕ ∈ W 1,2∗(M,S(M)) by the uniqueness of solutions in L2∗(M). Therefore, we conclude
ψ ∈ W 1,2∗(M,S(M)). Once this is proved, we argue inductively as follows:
Let us assume m > 2k + 1 and ψ ∈ W 1, 2mm−2k−1 (M,S(M)) for some Z  k  0. As we have
proved, the assumption is satisfied for k = 0. By the Sobolev embedding, we have
W 1,
2m
m−2k−1 (M) ⊂
⎧⎪⎨⎪⎩
L
2m
m−2k−3 (M) if m> 2k + 3,
Lp(M) (∀p < ∞) if m = 2k + 3,
Cα(M) (0 < ∃α < 1) if m< 2k + 3.
When m = 2k + 2, we have ψ ∈ C0,α(M) for some 0 < α < 1 and Eq. (1.1) implies that
ψ ∈ C1,β(M) for some 0 < β < 1.
When m = 2k + 3, we have
Dψ = λψ + |ψ |2∗−2ψ ∈ Lp(M)
T. Isobe / Journal of Functional Analysis 260 (2011) 253–307 305for any 1 < p < ∞. By elliptic regularity, we have ψ ∈ W 1,p(M) for any 1 < p < ∞ and, by
the Sobolev embedding, ψ ∈ C0,α(M) for any 0 < α < 1. Then, again by the elliptic regularity,
we have ψ ∈ C1,β(M) for some 0 < β < 1.
Assume m> 2k + 3. As observed, we have ψ ∈ L 2mm−2k−3 (M). By the Sobolev embedding
W 1,
2m
m−2k−3 (M) ⊂
⎧⎪⎨⎪⎩
L
2m
m−2k−5 (M) if m> 2k + 5,
Lp(M) (∀p < ∞) if m = 2k + 5,
Cα(M) (0 < ∃α < 1) if m< 2k + 5.
When m> 2k + 5, the above and the Hölder inequality imply that the map
W 1,
2m
m−2k−3
(
M,S(M)
)  ϕ → η|ψ |2∗−2ϕ ∈ L2∗(M,S(M)) (A.18)
is well defined and its operator norm is estimated as∥∥η|ψ |2∗−2(·)∥∥
W
1, 2m
m−2k−3 →L 2mm−2k−3
 C‖ψ‖2∗−22m
m−2k−3 ,B
. (A.19)
Therefore, if B = suppη is small, there exists a unique solution ϕ ∈ W 1, 2mm−2k−3 (M,S(M)) to
Eq. (A.14). By arguing similarly as before, we have ρψ = ϕ ∈ W 1, 2mm−2k−3 (M,S(M)) and ψ ∈
W 1,
2m
m−2k−3 (M,S(M)).
When m = 2k + 5, we also have (A.18) and (A.19) and obtain ψ ∈ W 1, 2mm−2k−3 (M,S(M)).
Similarly, when m< 2k+5, i.e., m = 2k+4, we have again (A.18) and (A.19) and obtain ψ ∈
W 1,
2m
m−2k−3 (M,S(M)).
Summing up all the argument, when m> 2k + 1 and ψ ∈ W 1, 2mm−2k−1 (M,S(M)), we have{
ψ ∈ C1,α(M,S(M)) (0 < ∃α < 1) if m = 2k + 2,2k + 3,
ψ ∈ W 1, 2mm−2k−3 (M,S(M)) if m> 2k + 3. (A.20)
Now the induction works as follows. Let us assume m > 3 > 2 × 0 + 1. We have proved ψ ∈
W 1,
2m
m−1 (M,S(M)). Then (A.20) for k = 0 implies that
ψ ∈ W 1, 2mm−3 (M,S(M)). (A.21)
Since m> 3 = 2 × 1 + 1, (A.21) together with (A.20) for k = 1 imply{
ψ ∈ C1,α(M,S(M)) (0 < ∃α < 1) if m = 4,5,
ψ ∈ W 1, 2mm−5 (M,S(M)) if m> 5. (A.22)
Therefore, the proof is completed for m = 4,5.
For the case m> 5 = 2 × 2 + 1, (A.22) together with (A.20) for k = 2 imply{
ψ ∈ C1,α(M,S(M)) (0 < ∃α < 1) if m = 6,7,
ψ ∈ W 1, 2mm−7 (M,S(M)) if m> 7. (A.23)
306 T. Isobe / Journal of Functional Analysis 260 (2011) 253–307Thus the proof is completed for m = 6,7. Continuing similarly, we complete the proof for all the
case m 3. 
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