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An algorithm is given for everywhere xtrapolating a band-limited signal known 
only on an interval of arbitrary finite length. The scheme utilizes a finite number of 
equally spaced samples of the given function and provides a time-limited 
polynomial approximation. The approximation functions are shown to converge 
everywhere pointwise and uniformly in any compact interval to the band-limited 
signal. When the original band-limited signal is also Lebesgue integrable it is also 
established that the Fourier transform of the approximating signal converges 
uniformly to the Fourier transform of the original signal. 0 1984 Academic Press, Inc. 
1. INTRODUCTION 
A classical problem in Fourier analysis, signal processing, time series 
analysis, and numerous other fields is the extrapolation of a band-limited 
signal known only on an arbitrarily small interval [a, b], b > a. By a change 
of variables one could assume that the interval in question is [0, 11. The 
solution to this problem is of importance in image processing and the en- 
hancement and restoration of images [ 1,2]. Currently it is being used to aid 
in 3D image construction from a limited range of views in computer 
tomography [3-51. It has also found application in acoustics, as well as in 
many areas of signal processing. 
Numerous extrapolation procedures have been suggested [7, 8, 4, 9-12, 
151. Prolate spheroidal expansions as well as iterative extrapolation 
techniques have been employed as solutions to this problem. Some of the 
extrapolation procedures utilize projection theorems in Hilbert space and 
many of them use the DFT or FFT as an approximation to the true Fourier 
integral. 
The present work is concerned with a simplistic solution to this problem 
utilizing well-known principles from the constructive theory of functions 
[ 131. Here we begin by using a trivial consequence of the Paley-Wiener 
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theorem-Any function f(t) is of the form f(t) = (1/2x) I”, I;(w) eiw’ dw 
with i = fl and E;(w) in L, if and only iff(t) is in L, of exponential type 
<o and f is entire [14]. The key to all extrapolation procedures is the fact 
that f is entire. As a consequence by the identity theorem if f is known on 
any interval or countable set of points with finite limit point it can be found 
uniquely everywhere. Theoretically this is accomplished by calculating all 
derivatives and substituting into the Taylor series expansion. The sequence of 
partial sums by necessity will converge everywhere to f and uniformly on 
any compact set. We show that other sequences of polynomials have the 
same aforementioned property as the partial sums in the Taylor series. Here 
we use the celebrated Bernstein polynomials which utilize a finite number of 
equally distant samples from the original signal f and yields a polynomial 
approximation to f: 
We will now provide a quick guide to the sections which follow. 
In the next section an algorithm is given for the time-limited polynomial 
extrapolation of band-limited signals. In addition a spectral estimation 
procedure is presented for signals also in L,. The remaining sections are 
dedicated to proving these results. 
In Section 3 we introduce the mth Bernstein polynomial operators. Simple 
proofs are given showing that these operators when applied to t” are them- 
selves polynomials of degree <n and converge to t” as m + 00. 
In the following section we give an interesting proof of a theorem of 
Kantorovich [13] which is the heart of our extrapolation procedure. 
The last section is a summary. 
2. TIME-LIMITED POLYNOMIAL 
EXTRAPOLATION PROCEDURE 
For J; a band-limited function observed on the interval [0, 11, we can find a 
sequence of functions g,(t) which converge to f everywhere and converge 
uniformly to f on any compact interval. This sequence of functions involve 
polynomials of degree <m and are obtained by utilizing m + 1 samples off 
on [0, 11. Specifically we have: 
THEOREM. For any entire function f the sequence of time-limited signals 
g,(t) where 
g,(t) = go f(k) (;) tk(l -vY-m,ml(f) 
converge to f everywhere on (-00, 00) and converge uniformly to f on any 
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finite interval. The following sections are dedicated to proving this theorem 
along with showing that the function 
G&W)= 2 2 f 
k=O 
could be used as an approximation to the Fourier transform of the band- 
limited signal f (t). For signals f in L, we will show that G,,,,(w) converges 
untformly to F(w) the Fourier Transform off: In the above expressions the 
binomial coeflcients are as usual 
m. 1 -m,<t<m 
= k!(m - k)! 
and 
ItI > m. 
3. THE BERNSTEIN POLYNOMIALS 
We will begin with the definition of the Bernstein polynomials. For any 
real signal f(t) defined on [0, l] the nth Bernstein polynomial n = 1, 2,... 
associated with f is given by 
B,,=B,(f,t)= $of(+J( ;) tk(l-t)“-k. 
We observe that B,df, 0) = f(0) and B,dfl 1) = f( 1) and in general B, is a 
polynomial of degree less than or equal to n. Before we investigate some 
useful properties involving B, it will be beneficial to give examples of 
B,(f, t) for various functions jI The examples will be motivated by 
applications which subsequently follow and involve standard tricks 
employing moment-generating functions or z transform techniques. 
EXAMPLE 1. Let f(t) = 1 then 
t”(1 - q-k = (t + (1 - t))” 
which is just the binomial expansion of 1, so B,(l, t) = 1. The following 
example is of major importance for it will enable us to find the Bernstein 
polynomial associated with any polynomial f: 
EXAMPLE 2. Say f(t) = zn’ then 
B,(z”~, t) = ,$ zk 
k=O 
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EXAMPLE 3. Now if we differentiate Bn(zn’, t) above with respect to z 
and set z = 1 we arrive at 
aBn(Znf, t) = 
8Z 
t”(1 - t)n-k = nt 
2=1 
and consequently B,(t, t) = t. 
EXAMPLE 4. If we differentiate B,(z”‘, t) twice and let z = 1 we obtain 
tk( 1 - tyk = n(n - 1) t2 
and so 
Bn(C 4 = 
n(n - 1)t’ 
n* 
+z= t+ (n- l)t’ 
?I2 n - 
The above examples are important in using the Bernstein polynomials to 
prove the Weierstrass Approximation Theorem. 
Of more immediate concern is the following theorem. 
THEOREM. If f(t) is a polynomial of degree n then the mth Bernstein 
polynomial (m > n) 
BmU 4 = to f(;) (;) tkU - 4m-k 
will be of degree n. 
Proof Without loss of generality let f(t) = t”, and we will show that for 
m > n B,(f, t) is of degree n. We have seen that the theorem is true for 
n = 0, 1, 2 by using Example 1, Example 3 and Example 4 above. Using 
Example 2 we have 
Bm(zmf, t) = (zt + (1 - t))” 
and differentiating this n times (m assumed >n) we obtain, after substituting 
z= 1, 
B,(mt(mt - l)(mt - 2) . . . (mt - (n - l)), t) 
= m(m - l)(m - 2) . . . (m - (n - 1)) t” 
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using linearity and assuming that B,(fk, t) are polynomials of the kth degree 
for k < n we get by employing an induction hypothesis 
B,(P, t) = 
m(m-l)+z-(n-l))t”+p 
Fn” 
where p is a polynomial of degree <n, and this ends the proof. Motivated by 
the result given in the last theorem and the fact that 
lim Bm(t2, t) = t* 
m+m 
we can show the following. 
THEOREM. Forf(t) = t”, n > 0, 
lim B,(t”, t) = t” 
m-a2 
for all t. 
Proof: From the proof of the previous theorem we have seen that the 
Bernstein polynomial of the nth “factorial” polynomial 4, = ny:i (mt - j) 
is t” n;zJ (m - j) and we notice that this involves a highest power of m 
equal to m”. So using linearity 
n-1 
B,(q,, t) = B,(m”t”, 4 + B,(p(m, 4, t> = t” n (m - .d 
j=O 
where p(m, t) is a polynomial of degree <n - 1 in both t and m. Writing 
p(m, t) = 2% 1 ai(mt and so B,(p(m, t), t) = Cf= 1 a,B,((mt)“-‘, t). 
Again employing an induction hypothesis: assuming that for all k < n that 
B,((mt)k, t) is a polynomial in m of degree k, then B,(p, t) is a polynomial 
in m of degree at most IZ - 1. So forming 
n-1 
B,(m”t”, t) = t” n (m - j) - B,(p(m, t), t) 
j=O 
then upon dividing by mn and setting m + co we obtain the desired 
conclusion. The above two theorems are of great importance in deriving the 
next result. 
4. A THEOREM OF KANTOROVICH 
THEOREM. If f is an entire function then lim,,,,, B,(f(t), t) = f (t) for all 
real values and this limit converges uniformly in L-R, R ] for any R > 0. 
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Proof The Taylor series X20 ait’ for f(t) converges absolutely to f(t) 
on the whole real line and uniformly in any compact interval: [-R, R]. On 
the whole real line we have seen from the previous theorem that 
lim B,(ti, t) = t’ 
m-too 
so if we show that the series 
2 aiBm(ti, t) 
i=O 
is uniformly convergent with respect o m then we could commute the limits, 
that is. 
;la B,(f(t), t) = -f a, &I B,(ti, t) =f(t). 
i=O 
The remainder of the proof is dedicated to showing that 
PAti, 9 < [Max[Wl + ICI), (2 ItI + l)‘]li. 
We consider two cases m < 2i and m > 2i. In the first case we have the 
simple bound: 
In the second case if we expand (-t + l)m-k in a binomial expansion and 
substitute into B,(ti, t) we obtain 
B&i, t) = 6 keo (;)i (;) y-iok(-lY(mJk) tk+j* 
This term could be written as 
B,(t’, t) will be a polynomial of degree i and consequently the coefficient C, 
of t’, r < i, in the above series is 
c,= i. y-)‘(Y) w-k(y!_kk). 
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Using the following property of binomial coefficients 
we obtain 
cr= (y!) i. (y (;) (-1P. 
Remembering that r < i gives 
For m > 2i which is the case being studied we also have (y ) < (7). 
As a consequence 
Substituting C, into the Bernstein polynomial expression gives 
and so we have 
IPm(~i~ 4 < ( y) (JJi (1 + Ill)‘. 
Finally, we note that (7) Q m’/i!, which follows from m!/(m - i)! < mi. We 
could write 
lB,(r’,l)I<$ (g)i(l +]f])‘<2’e’(l +][I)‘. 
In general we have ]Bm(ti, t)] <M’ where M=max[2e(l + It]), (2 It] + 1)2] 
and so 
5 a&&i, t) < -f (ai1 M’ 
i=O i=O 
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showing the uniform convergence with respect o m. Furthermore on [-R, R ] 
we could use as M 
M= Max[2e(l + R), (2R + l)*] 
showing uniform convergence with respect to t also, and we are done with 
the proof. 
5. SPECTRAL APPROXIMATION SCHEME 
Using the results of the previous theorem it becomes obvious that for f 
entire the sequence of time-limited signals 
t”(l - t)m-kX~-m,mIw 
converges to f everywhere and uniformly on any compact interval. The prin- 
cipal reason for restricting the support of g,(t) to lie in the interval [-m, m] 
is because lim ,l,+m B&f(t), t) = co often when f is not a constant and 
m > 1. Furthermore we are guaranteed that the Fourier transform of g,(t) 
exists. Here we have 
G,(w) = Ia g,(t) eeiwr at = irn B,(f (t), t) e-““’ dt. 
-m -m 
Furthermore for any band-limited signal f(t) we should utilize the set of 
functions g,,,Jt) = B,(f(t), t) . XI-T,Tl(t), T > 0. As a consequence the 
Fourier transform G m,T(w) of g,,,(t) is given by 
m-k (-1)’ dk+j((sin wT)/w) m -k 
Gm,T(W)=2 2 f(;)(T) z ok+’ 
k=O J-0 
dWk+j ( j )* 
If we further assume that f is Lebesgue integrable then we note that the 
Fourier transform off is F(w) = I?, f(t) e-‘“’ dt and for any E > 0 we could 
find a value T > 0 such that 
I ,t,>T If@>l dt < @. 
Using the same value T in G*,=(w) then 
sup IF(w) - Gmr(w)I <lrn w --co If(t) - gm,At)l dt <IT If(t) - gm&)l dt + 42 -T 
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and by letting m become large enough since g,,Jt) converges to f(t) 
uniformly on [-T, T] we could find m large enough such that 
I I, If(t) - gm,AO dt< 42 
and so supW IF(w) - G,&w)] < E for T and m large. 
In summary for any L, band-limited signal f we showed that the time- 
limited signal g,,&t) of support T large enough involving polynomials of 
large enough degree m is such that the Fourier transforms of these signals 
are uniformly close. 
6. SUMMARY 
A method was given for extrapolating a band-limited signal involving a 
sequence of functions which everywhere approximate the original signal. 
Members of the sequence are found using a finite number of sampled values, 
and the sequence was shown to converge to the band-limited function in 
question. For signals also in L, a spectral estimation procedure was also 
given and shown to converge. Further work in progress is along three lines: 
l Providing bounds on the error as a function of the sampling rate and 
determining the speed of convergence for signals satisfying additional con- 
ditions. 
l Utilizing stochastic properties of signals and deriving sensitivity of 
convergence procedures to noise. 
l Employing multi-dimensional Bernstein polynomials for the 
extrapolation of entire functions in n dimensions. 
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