INTRODUCTION
In the theory of hydrodynamic stability one encounters eigenvalue problems of the type where L and M are linear differential operators on a finite interval [u, 61 (cf. [I], p. 430). If one works in L, [a, b] , in typical cases the problems are such that L is self-adjoint, and M is an operator of lower order, usually symmetric. This problem was examined by Shinbrot [2] who wrote it in the form Au = Au + h2Bu with h = p-l, A = L-l and B = -L-lM (ML-1 seems preferable if one wants to show equivalence with (1.1)). He then treated the problem Au = Au + kB,p with a! > 1, A = A* compact, and B, a bounded linear operator, Lipschitz continuous in h with respect to the operator-norm. Under conditions on the location of the spectrum of A and on the size of the norms 11 A 11 and 11 B, 11, he showed that the nonlinear eigenvalue problem has a sequence of eigenvalues converging to zero and a corresponding basis of eigenvectors.
Here, with some conditions on L and M, we reduce (1.1) to a problem Ax-~2Bx-kx=0, (1.2) where A and B are compact and positive. We then show that all of the eigenvalues of (1.2) can be characterized by any one of three variational principles. They are given as extrema of a nonquadratic form under both nonlinear and linear auxiliary conditions. In addition, the method provides bounds for the eigenvalues. and defined by Lu = lu for u E 9(L), is a self-adjoint, positive operator. The inverse L-l is then a positive, compact operator. Similarly, we suppose M is a differential operator of order 2m, m < n, which is positive and satisfies 9(M) 3 Q(L). In the simplest hydrodynamic examples these conditions on L and M are satisfied. Then the eigenvalue problem we consider is to find u E 9(L) and a number h for whit h (1.1) is satisfied. where A = L-l, B is defined above, and X = p-1. If w is an eigenfunction of (2.1) which we know to be in 9(L1j2), then u = L~l/~w yields an eigenfunction of (1.1). If we further assume 9(M) r> i2(L1j2), then (2.1) is completely equivalent to (1.1). The domain of L1j2 consists of those functions in H, [a, b] satisfying the stable boundary conditions in Z; i.e., those of order at most n -1 (cf. [4] , p. 387). Again, simple physical examples fit this stronger condition. 
THE EIGENVALUE PROBLEM FOR COMPACT OPERATORS
Having reduced the problem with differential operators to one with compact operators we wish to study the latter type in the following form: given positive, compact operators A and B in a separable Hilbert space 8, find solutions of
Notice that (3.1) is symmetric in A and B in that with p = ---h-i, (3.1) becomes (B -p2A -p)x = 0. It suffices, then, to work with Reh > 0. We say that X is in the spectrum of (3. (ii) The spectrum consists of zero and at most a denumerable set of nonzero real eigenvalues which can accumulate only at h = 0 or ;\ = CO.
(iii)
Corresponding to any h # 0 there are at most ajnite number of linearly independent eigenvectors.
(iv) If h, and h, are distinct positive eigenvalues with eigenvectors x1 and x2 , respectively, then 1(x, , x2) = 0.
PROOF. Statements (i) and (iii) follow from well-known results for compact operators, as does the fact that a singular point h # 0 must be an eigenvalue. Of course, h = 0 is in the spectrum, but is not an eigenvalue since A > 0. For (iv), if (3.1) is satisfied for x E 5 and h with Reh > 0, then A = Q(x), which must then be real. For Reh < 0 similar results hold by the symmetry in A and B. If Ax, -A,zBx, -h,x, = 0 and Ax, -hz2Bx2 -&x2 = 0 with X, > /\a > 0, then taking inner products and subtracting yields (h2 -~z2W1 7 x2) + (4 -~2h 7 x2) = 0 or (4 + h,)(Bx, , x2) + (x1, x2) = 0, which can be written 1(x, , x2) = 0. Part of (ii) has been shown. To complete (ii), suppose that there is an infinite sequence of eigenvalues hi converging to A0 # 0, which we may take to be positive. Then if xi is a corresponding set of eigenfunctions, (hi + hj)(Bxi , xj) + (xi , xj) = 0 for i f j. We assume that 11 x, 1) = 1 for all i and wish to show that xi converges weakly to zero, denoted xi -0. If not, there is a subsequence converging weakly to x # 0, and we denote the subsequence again by xi. Then lettingj + co, (Xi + X,)(Bxi , x) + (xi , X) = 0 for each i, and hence U,(Bx, x) + (x, x) = 0 in the limit as i-t co. As X,B > 0, this is impossible. Since (X,lA -X,B)xi = xi and I hi -X, / + 0, (&'rZ -&,B)xi = Ii , where jl xi -Zi /I --+ 0. Then xi -0, and since XilA -h,B is compact li must converge strongly to zero. However, I( 5, jj -+ 1, which is a contradiction. Thus, X, # 0 cannot be a limit point, and as a consequence the spectrum is denumerable. This completes the proof of the lemma.
It is apparent that Q(X) < (Ax, x)/(x, x) and h ence the positive eigenvalues of (3.1) lie in (0, I/ A 111. Similarly th e negative eigenvalues lie in (-00, --]I B II-']. In the next section we will see that each of the two intervals contains an infinite sequence of eigenvalues.
VARIATIONAL PRINCIPLES
The results in this section are analogues of the results for ordinary eigenvalue problems which are associated with the names PoincarC, Rayleigh, Ritz, Courant, Fischer, and others. They are stated for problem (3.1) and apply to (1.1) insofar as the two are equivalent. PROCF. Let x, = sup Q(x) f or x E 4j, x # 0, and let x"(K = 1,2 ,...) be a normalized maximizing sequence, so chosen that it has a weak limit x0. From the definition of x, , it is clear that it is the largest positive eigenvalue. We let A, = h, and x0 = x1 .
Assume we have obtained n -1 eigenvalues h, ,..., h,-, and corresponding linearly independent eigenvectors x1 , x2 ,..., xnel from the variational principle. Let (4.1) and let (4.2) We first show that x, < A,. Let xk now denote a normalized maximizing sequence for (4.1). We want to construct a maximizing sequence for (4. We now let xk denote a normalized maximizing sequence for (4.6) having a weak limit x0 . The weak limit x0 will again be in E(X&j, and we can argue as we did for A, that (Ax, -X,2Bx, -Ax, , x0) = 0. Returning to (4.1) we see that % > A, , and therefore L = X, . Our eigenvalue A,, is then A, and we let x, = x,, . It is clear from the proof that 0 < h, < A,+, and that x1, x2 ,..., x, are linearly independent. From Lemma 3.1 one concludes that An + 0, and thus the proof for the positive eigenvalues is complete. The negative spectrum can be treated in a similar manner.
COROLLARY 4.2. Let A and B be positive operators in a Jinite dimensional inner product space. Then the eigenvectors corresponding to the positive OY the negative e&mvalues of (A -X2B -X)x = 0 fat-m a basis.
Next we prove an analogue of the well-known "minimax" variational principle. For this purpose we let c?,?, denote a generic n dimensional subspace of 9, which we allow to vary over all possible such subspaces. For x E q, the requirement x 1 8n",-1 is effectively x 1 gk for some &'k C q with k < n -1. Moreover, each gk C q results from at least one gndn-i in J3 in this way. Letting 8% i denote a generic subspace of q of dimension at most n, we can write (4.6) in the equivalent form COROLLARY 4.5. Let B, be any operator satisfying 0 < B, < B and hk , the positive eigenvalues of A -X2B, -/\. Then X, < hi for each n > 1. In particular, if P is any orthogonal projection in 8, with PB = BP, the nth eigenvalue of A -XZPBP -X is an upper bound for A, .
PROOF, Define Q,,(x) as in (3.2) with B, replacing B. Then Q(x) < Qa(x) for all x # 0. It is easy to see that the minimax principle for the positive eigenvalues of (3.1) holds if B > 0 and thus is valid for A; . Then Q < Q,, and the minimax principle yields A, < hi . Clearly, 0 < PBP < B.
The accuracy of upper and lower bounds will be discussed in another paper. (1 n PROOF.
It has been shown that for x E +j,, the minimum of Q(x) is h, , and thus it suffices to show that for an arbitrary &. Given & , there is a nonzero f in 8% n E(b), in the notation used above, and hence
