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Abstract. This study focuses on incivility "below the line" in the context of the 
U.S. Presidential elections by investigating qualitative trends in uncivil and in-
tolerant public comments left on Hillary Clinton's and Donald Trump's Facebook 
profiles. We leverage a sample of 1,501 Facebook comments that were previ-
ously categorized as uncivil or intolerant and conduct a qualitative discourse 
analysis to identify patterns in these types of expressions to provide a better un-
derstanding of the rhetorical or argumentative roles of incivility, as well as to 
examine the targets of this type of discourse. Notably, intolerant discourse occurs 
much less frequently than incivility, and the latter is routinely directed at the can-
didates and used to express reasoned opinions. We also find that the public adopts 
insults similar to those used by the campaigns, both when posting uncivil com-
ments and when making intolerant threats, such as "grab her by the pussy". Taken 
together, these findings suggest that public comments on candidates' Facebook 
profiles often adopt a critical stance towards politicians and their positions, and 
that negative campaign rhetoric appears to have an influence on how people ex-
press incivility.   
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1 Introduction 
Incivility in public discussions online has been a topic of scholarly and civic concern 
for the past two decades [1]. Researchers have investigated various online discussion 
spaces, ranging from bulletin boards and comments sections in newspapers to social 
media platforms, such as Twitter and Facebook. Despite inconsistencies in how inci-
vility is operationalized and measured, most studies find that uncivil discourse is a per-
vasive feature of online political talk, and it is facilitated by several affordances of 
computer-mediated communication, such as anonymity and the possibility to engage 
with unknown others, as well as greater likelihood to be exposed to disagreeable per-
spectives [2, 3].   
  
In this study, we focus on observing the ways in which public incivility arises on 
Facebook discussions in the context of the  2016 U.S. election. There are multiple rea-
sons we chose to focus on this general election period. First, the 2016 election was 
extremely polarized, and it turned out to be the most negative campaign on record 
[4].  Both candidates and their parties regularly attacked each other, often in uncivil 
ways [5]. Our study focuses on understanding how the public interacted in this dis-
course, and what types of incivility were prevalent amongst the public. Another reason 
we chose the 2016 election is that it is one of the first U.S. presidential elections where 
social media has had an immense influence. In this digital age, from the normalization 
of candidates tweeting, to the increasing use of social media by the public, looking at 
social media can reveal the current trends and opinions happening in political dis-
course.  
For this study, we analyzed a random sample of public comments left on the official 
Facebook profiles of Hillary Clinton’s and Donald Trump’s during the 2016 election. 
Specifically, we focus on comments classified as uncivil to identify if there are trends 
in uncivil rhetoric, such as different types of incivility messages, common targets of 
incivility, and common uncivil phrases used. 
 
2 Literature Review 
 
There has been substantial research on incivility in online discourse. The rise of the 
interactive media environment in the 21st century has allowed more opportunities for 
public discourse, while also allowing incivility to spread rapidly and widely [1]. More-
over, campaigns and political rhetoric commonly use uncivil language [6]. With in-
creasing incivility amongst politicians, the incivility has spread to everyday civil dis-
course, where people are more likely to use personal attacks when faced with an op-
posing opinion [6]. In fact, incivility has been found to “delegitimize political argu-
ments” and “lower political trust” [1]. However, some researchers argue that incivility 
can actually be a useful rhetorical tool in online discussions, allowing people to “ex-
press their opinions and justify positions” [7]. Additionally, they argue that while un-
civil messages are seen as “less fair, less informative, and less important” than civil 
messages, they are not more likely to cause detrimental effects on the public [8]. None-
theless, incivility in online discussions occurs frequently and has important conse-
quences [1].  
Although incivility is so prevalent in political discourse, it is a difficult concept to 
define [9]. Since it is mostly in the “eye of the beholder”, incivility holds a different 
meaning depending on one’s values, norms, and context [10]. But, many definitions 
share the fact that incivility involves a “lack of respect towards other people and their 
views” [10]. 
This study aims at answering the following research questions:  
RQ1) Are the categories of incivility and intolerant discourse qualitatively 
different in terms of how people express incivility? 
RQ2) Are the categories of incivility and intolerant discourse different in
 terms of who is targeted? 
  
RQ3) Is uncivil political campaign discourse adopted into public rhetoric 




This study employs a qualitative analysis of a sample of 1,501 comments that were 
previously content analyzed by two trained coders. The comments were sampled from 
a dataset of 26,589,862 public comments left in Donald Trump's and Hillary Clinton's 
public Facebook pages between January 1st and November 8 in 2016. We used a "hate 
speech" lexicon from Hatebase to sample these comments based on the occurrence of 
words that could be considered hateful, with the goal of oversampling for comments 
that could potentially contain incivility or intolerance [11]. This step was necessary 
particularly because intolerant discourse occurs rarely on Facebook [7]. 
These comments were classified as civil or uncivil, with the latter being defined as 
"features of discussion that convey an unnecessarily disrespectful tone towards the dis-
cussion forum, its participants or its topics" [1]. Instead of using a binary classification 
for incivility, we adopted a nuanced approach that disentangles uncivil from intolerant 
discourse [7]. Incivility was classified in two subcategories: 1) unjustified incivility, 
which refers to comments that simply have mean, vulgar, or disrespectful language used 
to blatantly attack/disqualify a person, group or a political figure, or targeted at poli-
cies/institutions, as well as comments containing swear words, without providing justi-
fication/arguments/reasons; and 2) Uncivil argumentation, which refers to comments 
containing expressions of incivility that also contain opinions that are justified -- in 
these cases, incivility can be used to either emphasize a point or reinforce a position. 
Intolerance was operationalized as comments that have an intention to segregate, harm, 
or exclude persons or groups based on race, culture, gender, religion, or sexual orien-
tation. This category includes expressions of racism, misogyny, harassment, xenopho-
bia, religious intolerance, violent threats, and extreme stereotyping. 
This analysis was done in 1,501 comments: 392 civil, 700 contained unjustified in-
civility, 394 contained uncivil argumentation, and 164 were classified as intolerant. 
Krippendorff’s alpha was 0.76 for the different types of uncivil discourse, and 0.80 for 
intolerant discourse.  
Intolerant and uncivil comments were also classified for target, with the goal of iden-
tifying whether the public was targeting candidates and political elites, other partici-
pants in a discussion, or other groups. We used five subcategories for target: personal, 
focused on incivility or intolerance aimed at another person in a discussion (for in-
stance, with mentions or replies); political, targeting the candidates and surrogates, or 
their party; "out-group", when commenters targeted people or groups that were socially 
or ideologically different from them (e.g. democrats talking about republicans); the me-
dia, referring to news outlets, journalists, or media personalities; and minorities (racial, 
religious, gender, etc.). Krippendorff's alpha for targets of incivility was of 0.75, and 
for targets of intolerance was of 0.84. 
Using this dataset, we analyzed the trends of each category of incivility by conduct-
ing a qualitative analysis of the messages previously classified in each category of un-
civil or intolerant discourse. The goal was to identify patterns, or 'trends', in public 
  
uncivil discourse.  Under each category, we also considered the  subcategories of tar-
gets to investigate whether expressions of incivility were focused on other participants 
in the debate, or if they were mainly directed at the candidates or other actors that were 
not a part of the discussion (e.g. the media). This second step provided further nuance 
to understand the differences or similarities between the types of uncivil and intolerant 
discourse.  
4 Results 
Using the dataset that had been previously content analyzed, we sought to identify 
trends centered around how the public expresses incivility. Based on our research ques-
tions, these trends include the qualitative differences between categories of incivility, 
who the common targets of incivility are, and whether political discourse influences 
public rhetoric. Guided by RQ1, we initially focused on the first subcategory of inci-
vility, “unjustified incivility or vulgarity”, to qualitatively analyze how people express 
incivility. We found that uncivil messages under this subcategory are often very short 
and straight to the point. Many times, they are not full sentences, just short reactions to 
the post or the candidate. When looking at trends around insults, we found that common 
ones are “idiot” and “liar”. Moreover, uncivil comments often criticize the target’s 
physical appearance or mental capabilities, rather than their policies or behaviors. 
Guided by RQ3, we looked for uncivil keywords used by politicians in campaigns and 
observed that the public adopted similar uncivil rhetoric. For example, common insults 
used by the public, such as “deplorable” and “grab her by the pussy”, originate from 
phrases politicians have said [12].  
Guided by RQ2, we observed the targets of incivility. Out of the 700 comments un-
der this category, “political elites” is the most common target with 306 comments, mak-
ing up 44% of the total. Table 1 below outlines the percentages of each target under 
this category.  
Table 1. Trends in “unjustified incivility or vulgarity” 
Target Percentage of Total 
 
Political Elites 44%  
Personal 25%  
Out-group 7%  
The media 1%  
Minorities 1%  
Untargeted 22%  
 
The other subcategory of incivility that we analyzed is “uncivil argumentation and jus-
tified uncivil attacks''. Guided by RQ1, we did a qualitative analysis, where we found 
the uncivil comments to be long, often being full sentences and paragraphs. Moreover, 
these comments tend to use logical argumentation to make the insult or attack. They 
  
attack their target based on their past policies or behavior, not just on their appearance 
or simple insults about their personalities. They often even provide links to outside 
sources to further back up their arguments. Because of the use of argumentation, mes-
sages under this category are not as obvious instances of incivility as the messages 
under the first category are. 
Guided by RQ2, we looked at the targets, and the trend is similar to the first subcat-
egory. Out of 394 comments, “political elites” is the most common target with 289 
comments, or 73% of the total. Table 2 below outlines the percentages of each target 
under this category.  
Table 2. Trends in “uncivil argumentation and justified civil attacks” 
Target  Percentage of Total 
 
Political Elites 73%  
Personal 13%  
Out-group 8%  
The media 3%  
Minorities 1%  
Untargeted 2%  
 
We also investigated messages that were classified as intolerant, which refer to extreme 
expressions, including harassment, hate speech, violent threats, and discrimination. 
Since intolerance is extreme, it is a much rarer occurrence than both types of incivility. 
Unlike the two subcategories of incivility, where “political elites” make up the majority 
of targets, “personal”, “outgroup”, and “minorities” are the main targets of intolerance.  
Out of the 164 comments, we found that “discrimination” is the most common type 
of intolerance by far, with 140 comments, or 85% of the total. Under “discrimination”, 
the most common target is “minorities”, with 99 comments (71%). “Violent threats” is 
the second most popular type of intolerance, but it is still relatively rare, with 13 com-
ments (8%). For “violent threats, “political elites” is the most common target, with 6 
comments (46%). The “harassment” type of intolerance is also very rare, with 6 com-
ments (4%). For “harassment” the most common target is “personal”, with 4 comments 
(64%). The last type of intolerance, “hate speech”, is also very rare, with 5 comments 
(3%). The most common target under “hate speech” is “minorities”, with 4 comments 
(80%). Table 3 below outlines the percentage of occurrence of each subcategory of 
intolerance. Table 4 below outlines the percentages of each target under the different 








Table 3. Trends in “intolerance” 
Subcategory Percentage of Total 
 
Discrimination 85%  
Harassment 4%  
Hate speech 3%  
Violent threats 8%  
   
 















Elites 0% 0% 0% 46% 
Personal 0% 67% 0% 0% 
Out-group 29% 17% 20% 15% 
The media 0% 0% 0% 0% 
Minorities 71% 0% 80% 8% 




In the polarized context of the 2016 U.S. Presidential Election, this study investigates 
the use of uncivil rhetoric by the public by qualitatively examining comments "below 
the line" on Hillary Clinton's and Donald Trump's public Facebook profiles. Our find-
ings indicate that different categories of uncivil and intolerant discourse are character-
ized by the length of comments, common targets, and frequent keywords. While re-
search on online incivility has raised the concern that political discussions may be of-
fensive to its participants, we find that the public is mainly uncivil towards the candi-
dates and their parties, suggesting a dissatisfaction with political elites.  
For RQ1, we asked if the categories of incivility and intolerance are qualitatively 
different in how the incivility is expressed, and we found that they are. “Unjustified” 
comments are short and often attack the target based on physical or mental attributes. 
Meanwhile, “justified” comments are longer, use argumentation to make an attack, and 
often attack the target based on past policies or behaviors. Intolerant comments are a 
mix between the first two, sometimes being short or long, sometimes shallow, or argu-
mentative. However, intolerant comments are more harsh and extreme, meant to leave 
the target victimized. As for common keywords used, “idiot” comes up many times 
  
since many other curse words are banned on Facebook. Additionally, we see “liar” of-
ten because it is a common attack on a politicians' character [13]. For all three catego-
ries, attacks are often allegations that may not be based on facts. For example, many 
comments claim that “bill clinton is a rapist”, which has not been confirmed as true or 
false. 
For RQ2, we asked if the categories of incivility and intolerance are different based 
on who is targeted, and we found this to be true. While “unjustified” and “justified” 
comments tend to target political elites, intolerant comments mainly target other people 
in the discussion, outgroups, and minorities. 
For RQ3, we asked if the public adopted uncivil political discourse, and found this 
to be true. Under all three categories, we observed that the public often uses expressions 
and insults initiated by the candidates and their campaigns. For example, “grab her by 
the pussy” is used as a threat and “you are a deplorable” is an insult that repeats many 
times.  
Our study has limitations. Given that we analyzed public comments on public pages 
of high visibility, it is possible that toxic and harmful comments that would have been 
classified as intolerant have been moderated by Facebook or by page owners, which 
could explain the low frequency of intolerance. This might be particularly true in the 
context of our dataset, given that it was sampled with the purpose of obtaining an 
overrepresentation of antinormative discourse. Because Facebook's moderation prac-
tices are not transparent, our inferences are limited to comments that are public. Second, 
this study leverages a dataset that is not random, which explains the higher occurrence 
of incivility. Thus, the proportion of civil versus uncivil comments of both types is 
skewed. In spite of these limitations, our qualitative analysis helps shed light on how 
the public expresses incivility in the comments section on candidates' Facebook pro-
files. 
Our future work will aim to further study why people engage in incivility in online 
discussions. We want to interview the public to ask them about their uncivil behavior 
on social media, how incivility amongst politicians affects their views and behaviors, 
and see how they react to sample incivility comments we show them. We hope to gain 
a deeper understanding of incivility amongst the public and how it shapes their mindsets 
and behaviors. 
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