Let
Introduction
Let F p be the field of residue classes modulo a prime number p and let A be a non-empty subset of F p . It is known from [3, 4] that if |A| < p 1−δ , where δ > 0, then one has the sum-product estimate |A + A| + |AA| ≫ |A| 1+ε ; ε = ε(δ) > 0.
This estimate and its proof consequently have been quantified and simplified in [2] , [6] - [9] , [11] - [15] , [17] . From the sum-product estimate and Ruzsa's triangle inequalities (see, [13] and [14] ) it follows that the polynomial f (x, y, z) = xy + z : F 3 p → F p possesses an expanding property, in a sense that for any subsets A, B, C with |A| ∼ |B| ∼ |C| ∼ p α , where 0 < α < 1 is fixed, the set f (A, B, C) has cardinality greater than p β for some β = β(α) > α. The problem raised by Widgerson asks to explicitly write a polynomial with two variables which would satisfy the expanding condition. This problem was solved by Bourgain [1] , showing that one can take f (x, y) = x 2 + xy. Now consider the polynomial f (x, y) = xy+x. This polynomial, of course, does not possess the expanding property in the way defined above. Nevertheless, from Bourgain's work [1] it is known that if |A| ∼ p α , where 0 < α < 1, then
In the present note we deal with explicit lower bounds for the size of the set A(A + 1). Our first result addresses the most nontrivial case |A| < p 1/2 .
Theorem 1 will be derived from the Balog-Szemerédi-Gowers type estimate and a version of the sum-product estimate given in [2] . We remark that the statement of Theorem 1 remains true in a slightly wider range than |A| < p 1/2 . On the other hand, if |A| > p 2/3 , then we have the optimal in general settings bound. 
Theorem 2 can be compared with the following estimate from [7] :
Taking B = A + 1, C = A, Theorem 2 implies
In particular, if |A| > p 2/3 , then
Let us show that this is optimal in general settings bound up to the implied constant. Let N < 0.1p be a positive integer, M = [2 √ Np] and let g be a generator of F * p . Consider the set
From the pigeon-hole principle, there is a number L such that
Then we have |A| ≥ N and
Thus, it follows that for any positive integer N < p there exists a set A ⊂ F p with |A| = N such that
This observation illustrates the precision of our result for large subsets of
This coincides with the bound that one can get when A, B, C are subsets of the set of real numbers R.
Theorem 3. Let A, B, C be finite subsets of R \ {0, −1}. Then
In particular, taking B = A + 1, C = A, we obtain the bound
We mention Elekes' sum-product estimate [5] in the case of real numbers:
More generally Elekes' work implies that if A, B, C are finite subsets of the set R \ {0}, then
The best known bound up to date in the "pure" sum-product problem for real numbers is |A + A| + |AA| ≫ |A| 4/3+o(1) , due to Solymosi [16] .
Proof of Theorem 1
For E ⊂ A × B we write
A basic tool in the proof of Theorem 1 is the following explicit BalogSzemerédi-Gowers type estimate given by Bourgain and Garaev [2] .
Theorem 1 will be derived from the combination of Lemma 1 with the following specific variation of the sum-product estimate from [2] .
The proof of Lemma 2 follows from straightforward modification of the proof of Theorem 1.1 of [2] , so we only sketch it. It suffices to show that
Indeed, having this estimate established, one can apply it to large subsets of A, iterate the argument of Katz and Shen [11] several times and finish the proof; for more details, see [2] . We can assume that A ∩ {0, −1} = ∅ and |A| ≥ 10. There exists a fixed
Decomposing into level sets, we get a positive integer N and a subset A 1 ⊂ A such that
In particular,
We can assume that |A 1 | > 1. Due to the observation of Glibichuk and Konyagin [8] , either
Using the step of Katz and Shen [11] , we deduce that in either case there exist elements
To each element x ∈ (b 1 − b 2 )A + (b 3 − b 4 )A we attach one fixed representation
Denote
As in [2] , we consider the mapping
defined as follows. Given
we represent x in the form (5), represent x i in the form
and define
where
From the construction we have
Therefore, the vector (u, u 1 , u 2 , u 3 , u 4 ) determines x and thus determines a(x), a ′ (x) and consequently determines a 1 (
Taking into account (4), we get
Using (1)- (3), we conclude the proof of Lemma 2.
We proceed to prove Theorem 1. Denote
Let B = A(A + 1). Observe that
According to Lemma 1 there exists A ′ ⊂ A with
such that
Raising to eights power and multiplying by |A(A + 1)
Combining this with Lemma 2 (applied to A ′ ), we obtain
Taking into account the inequality (6), we get Putting last two inequalities together, we conclude that
Proof of Theorem 2
Let J be the number of solutions of the equation
Observe that for any given triple (a, b, c) ∈ A × B × C the quadruple (x, y, z, t) = (ab, b, c, (a + 1)c) is a solution of this equation. Thus,
On the other hand for any nonprincipal character χ modulo p we have
see, for example, the solution to exercise 8 of [18, Chapter V] . Therefore, the method of solving multiplicative ternary congruences implies that
Comparing this with (7), we conclude the proof.
Remark. In Karatsuba's survey paper [10] the interested reader will find many applications of character sums to multiplicative congruences.
Proof of Theorem 3
Since A ∩ {0, −1} = ∅, we can assume that |A| is large. We will use the Szemerédi-Trotter incidence theorem, which claims that if P is a finite set of points (x, y) ∈ R 2 and L is a finite set of lines ℓ ⊂ R 2 , then # (x, y), ℓ ∈ P × L : (x, y) ∈ ℓ ≪ |P| + |L| + (|P||L|) 2/3 .
We mention that this theorem was applied by Elekes in the above mentioned work [5] to the sum-product problem for subsets of R. In application to our problem, we let P = {(x, y) : x ∈ AB, y ∈ (A + 1)C} and let L to be the family of lines {ℓ = ℓ(z, t) : z ∈ C, t ∈ B} given by the equation y − z t x − z = 0.
In particular, |P| = |AB| · |(A + 1)C|, |L| = |B||C|.
Each line ℓ(z, t) ∈ L contains |A| distinct points (x, y) ∈ P of the form (x, y) = (at, (a + 1)z); a ∈ A.
Thus, # (x, y), ℓ ∈ P × L : (x, y) ∈ ℓ ≥ |A||L| = |A| · |B| · |C|.
Therefore, the Szemerédi-Trotter incidence theorem implies that Since |A| is large and |AB| · |(A + 1)C| ≥ |A| 2 , the result follows.
