Public announcement logic extends multi-agent epistemic logic with dynamic operators to model the informational consequences of announcements to the entire group of agents. In this article we propose a labelled tableau calculus for this logic, and show that it decides satisfiability of formulas in deterministic polynomial space. Since this problem is known to be PSPACE-complete, it follows that our proof method is optimal. keywords: analytic tableaux; dynamic epistemic logics; public announcement logic; knowledge representation and reasoning; multi-agent systems.
Introduction
Public announcement logic (PAL) was originally proposed by Plaza (1989) . This is one of a family of logics aiming at modelling dynamics of knowledge and belief in multi-agent settings. These formalisms, called dynamic epistemic logics (DELs) , are used to model a number of epistemic scenarios and puzzles (see (Baltag et al., 1998) , (Gerbrandy, 1999) , (Kooi, 2007) , and (van Benthem et al., 2006) for some examples). PAL is the simplest of them. It extends epistemic logic (EL) with dynamic operators [·] having formulas as arguments. The formula [ϕ]ψ stands for 'ψ is true after the public announcement of ϕ'. Being the simplest form of agent communication, public announcements are present in all DELs.
Traditionally, proof systems for DELs are obtained by means of reduction axioms. In the particular case of PAL, they permit rewriting of each formula into an equivalent formula in EL. A proof system for PAL can therefore be obtained by applying in sequence reduction and then any proof system for EL -for instance as done in (Kooi, 2007) . Nevertheless the translated formula may be exponentially larger than the original one. That is, PAL is strictly more succinct. This is the reason why PAL is considered to be more convenient than EL for reasoning about knowledge (van Benthem et al., 2006) . Curiously however, satisfiability checking for PAL is, just as for EL, PSPACE-complete (Lutz, 2006) . In this article we investigate a proof method that is an alternative to Lutz's and that is based on semantic tableaux.
In Section 2 we present the syntax and semantics of public announcement logic. In Section 3 we present our tableau calculus for PAL and show soundness and completeness. In Section 4 we show that the calculus can be implemented to run in nondeterministic polynomial space, and therefore is an optimal method for satisfiability checking in PAL. In Section 5 we present tableau calculi for some variants of PAL. In Section 6 we discuss related works and draw conclusions.
Public announcement logic
Assume a finite set of agents A and a countably infinite set of atoms P .
DEFINITION 1 (THE LANGUAGE L PAL )
The language L PAL of public announcement logic is inductively defined by the following BNF:
where a ranges over A, and p ranges over P .
A formula of the form K a ϕ is read 'the agent a knows that ϕ', and a formula of the form [ϕ]ψ the is read 'after the announcement of ϕ, ψ is true'. The formulas and ⊥, and the connectives ∨, → and ↔ are defined by usual abbreviations. In addition, we abbreviate by K the dual of K, and by · the dual of [·] . A formula of the form K a ϕ should be read 'the agent a considers it possible that ϕ', and a formula of the form ϕ ψ should be read 'the announcement ϕ can be made and after that ψ is true'.
The formulas in L PAL are interpreted in Kripke structures called epistemic models.
DEFINITION 2 (EPISTEMIC MODEL)
An epistemic model is a triple W, R, V such that: W is a non-empty set of possible worlds; R : A → ℘(W × W ) associates a reflexive, transitive and symmetric accessibility relation R(a) to each agent a in A; and V : P → ℘(W ) associates a valuation V (p) to each atom p in P . If M = W, R, V is an epistemic model and w ∈ W , then the pair M, w is a pointed epistemic model (also called epistemic state).
For convenience we write R(a) as R a , and V (p) as V p . In addition, we denote by R a (w) the set {w | w, w ∈ R a }.
DEFINITION 3 (THE SATISFACTION RELATION)
Let M, w be an epistemic state. The satisfaction relation |= is defined inductively by:
M, w |= p iff w ∈ V p M, w |= ¬ϕ iff not M, w |= ϕ M, w |= ϕ ∧ ψ iff M, w |= ϕ and M, w |= ψ M, w |= K a ϕ iff for all w ∈ R a (w), M, w |= ϕ M, w |= [ϕ]ψ iff M, w |= ϕ implies M ϕ , w |= ψ where the epistemic model M ϕ in the last clause above results from the update of M by the public announcement of ϕ, defined by the triple W ϕ , R ϕ , V ϕ such that:
That is, the epistemic model M ϕ is the epistemic model M restricted to the worlds where ϕ is true. Then M, w |= ϕ ψ if and only if M, w |= ϕ and M ϕ , w |= ψ. The dynamic modal operator [·] is thus interpreted as an epistemic state transformer. Announcements are assumed to be truthful, and are commonly perceived by all agents in A. For simplicity, given a list of public announcements (ψ 1 , . . . , ψ k ), we abbreviate by M (ψ1,...,ψ k ) the epistemic model (. . . (M ψ1 ) . . . ) ψ k . Therefore, with denoting the empty list, we have M = M .
DEFINITION 4 (VALIDITY AND SATISFIABILITY)
Let ϕ ∈ L PAL . The formula ϕ is valid in an epistemic model M (notation: M |= ϕ), if and only if for all w ∈ W , M, w |= ϕ; the formula ϕ is valid (notation: |= ϕ) if and only if for all epistemic models M , M |= ϕ; and the formula ϕ is satisfiable if and only if |= ¬ϕ (i.e., ¬ϕ is not valid).
EXAMPLE 5
Consider the sentence: 'p is true and you (agent a) do not know it'. Such a so-called Moore sentence, when true, has the interesting property of becoming false just after being publicly announced. To see it, note that by its announcement all the agents, in particular the agent a, learn that p. It immediately follows that, after the announcement, the agent a does know p. This interesting phenomenon can be modelled in public announcement logic by the valid formula [ϕ]¬ϕ, where ϕ = p ∧ ¬K a p. For the proof of its validity, let M, w be an arbitrary epistemic state. If M, w |= ϕ, then M, w |= p, which implies that M ϕ , w |= K a p, and therefore M ϕ , w |= ¬ϕ.
Tableau method
We present in this section a proof method for public announcement logic that uses analytic tableaux. As a typical tableau method, given a formula ϕ, it systematically tries to construct a model for it. When it fails, ϕ is inconsistent and thus its negation is valid. In our notation each formula in the tableau is prefixed by a natural number that stands for a possible world in the model under construction, similar to the notation used by Fitting (1983, Chapter 8) . In addition, each formula is prefixed by a list of announcements representing successive updates.
DEFINITION 6 (LABELLED FORMULA)
A labelled formula is a triple of the form µ, n, ϕ such that: µ is a (possibly empty) list of formulas of L PAL ; n ∈ N; and ϕ ∈ L PAL .
DEFINITION 7 (BRANCH)
A branch is a pair of the form L, S such that: L is a set of labelled formulas; and S ⊆ (A × N × N).
The relation S present in the branch is called skeleton. It represents (a part of) the relation R in the model.
DEFINITION 8 (TABLEAU)
Let ϕ ∈ L PAL . A tableau for ϕ is a set of branches T inductively defined as follows:
• T = { { , 0, ϕ }, ∅ }, where denotes the empty list. This is called the initial tableau for ϕ.
• T = (T \ {b}) ∪ B, where T is a tableau for ϕ that contains the branch b = L, S , and B is a finite set of branches generated by one of the tableau rules defined below, where • denotes concatenation of lists:
1 For those used to the more standard "nominator/denominator" form of tableau rules, it may be helpful to look at an alternative presentation of these rules given in Appendix A.
Rules Rcut1 and Rcut2 are bounded cuts (also called semi-analytic cuts). The step-back rule RSB reflects the fact that the valuations of the atoms do not change through announcements. Rules R¬, R∧ and R∨ are exactly as for propositional logic. Rule R[·] reflects the semantics of the public announcement operator: by definition an epistemic state satisfies [ϕ 1 ]ϕ 2 if and only if it satisfies ¬ϕ 1 , or it satisfies ϕ 1 and its restriction to ϕ 1 satisfies ϕ 2 . Rule R · is the dual of rule R [·] . Rule RT corresponds to reflexivity, which by its turn corresponds to the axiom scheme T.
The other four rules involving the operator K are different from their counterparts commonly used in tableau calculi for epistemic logics. We start by giving the intuition behind rule R K: let M µ , w be the epistemic state corresponding to the pair µ, n . If M µ , w satisfies the formula ¬K a ϕ, then there must exist a world w (corresponding to n in the tableau) in R a (w) such that M µ , w satisfies ¬ϕ. But M µ is the epistemic model M updated by the sequence of announcements µ. This means that w must in addition be present in the epistemic model before the announcements (i.e., in the epistemic model M ), and moreover should "survive" all the updates in µ. In other words, if µ = (ψ 1 , . . . , ψ k ), then M, w should satisfy ψ 1 , and M ψ1 , w should satisfy ψ 2 , . . . , and M (ψ1,...,ψ k−1 ) , w should satisfy ψ k . This is equivalent to state that M, w should satisfy ψ 1 . . . ψ i ¬ϕ. The latter formula is equivalent to ¬[ψ 1 ] . . . [ψ 2 ]ϕ. Now, for the intuition behind rule RK, suppose that the epistemic model M µ , w satisfies K a ϕ, and that there exists w ∈ R a (w). Then, if w "survives" the sequence of updates in µ, M µ , w should satisfy ϕ. That is, M, w should satisfy the formula [ψ 1 ] . . . [ψ i ]ϕ. Rule R4 implements the same idea, as well as R5. The former corresponds to transitivity, while the latter (together with the bounded cuts) corresponds to symmetry. DEFINITION 9 (CLOSED TABLEAU) Let b = L, S be a branch. The set L is closed if and only if { µ, n, ϕ , µ, n, ¬ϕ } ⊆ L for some n, µ and ϕ. The branch b is closed if and only if L is closed. The
, 1, p (R∧ : 8) 11.
, 1, ¬K a p (R∧ : 8) 12.
, 1, ¬p (RSB : 9) closed (10, 12) We proceed by proving soundness. But first we need yet another definition.
DEFINITION 11 (SATISFIABLE BRANCH)
The branch b = L, S is satisfiable if and only if there exists an epistemic model M = W, R, V and a function f : N → W such that f (n), f (n ) ∈ R a for all a, n, n ∈ S, and for all (ψ 1 , .
Note that if a branch containing the labelled formula
THEOREM 12 (SOUNDNESS)
If there exists a closed tableau for ¬ϕ 0 , then ϕ 0 is valid.
PROOF. We show that if ϕ 0 is satisfiable, then there is no closed tableau for ϕ 0 . It is enough to show that all tableau rules preserve satisfiability. That is, it is enough to show that: if the branch b = L, S is satisfiable, then the set of branches B generated by any tableau rule contains a satisfiable branch. To see it, suppose that b is satisfiable and closed. Then L contains two labelled formulas, one of the form µ, n, ϕ and another of the form µ, n, ¬ϕ . Because b is satisfiable, there exists an epistemic model M and a function f such that M µ , f (n) |= ϕ and M µ , f (n) |= ¬ϕ, which is a contradiction. Now, suppose that the branch b is satisfiable. The rules Rcut1, Rcut2, R¬, R∧ and R∨ are analogous to the rules commonly used for propositional logic. The proof that they preserve satisfiability is straightforward.
We proceed by showing that rule RSB preserves satisfiability: first, suppose
by the same argument as used for rule RK).
R5:
. Therefore, one of the branches in B is satisfiable.
In the rest of the section we prove completeness. First though, we need another auxiliary definition. DEFINITION 13 (SATURATED TABLEAU) Let T be a tableau for ϕ. T is saturated if and only if T is saturated under all tableau rules, as defined below:
T is saturated under rule Rcut2 if and only if for all
b = L, S ∈ T , if µ, n, ¬[ϕ 1 ]ϕ 2 ∈ L or µ, n, K a ϕ 2 ∈ L or µ, n, ¬K a ϕ 2 ∈ L, then µ, n, ¬ϕ 2 ∈ L or µ, n, ϕ 2 ∈ L.
T is saturated under rule R¬ if and only if for all
b = L, S ∈ T , if µ, n, ¬¬ϕ ∈ L, then µ, n, ϕ ∈ L.
T is saturated under rule R∧ if and only if for all
b = L, S ∈ T , if µ, n, ϕ 1 ∧ ϕ 2 ∈ L, then { µ, n, ϕ 1 , µ, n, ϕ 2 } ⊆ L.
T is saturated under rule ∨ if and only if for all
b = L, S ∈ T , if µ, n, ¬(ϕ 1 ∧ ϕ 2 ) ∈ L, then µ, n, ¬ϕ 1 ∈ L or µ, n, ¬ϕ 2 ∈ L.
T is saturated under rule RK if and only if for all
b = L, S ∈ T , if (ψ 1 , . . . , ψ k ), n, K a ϕ ∈ L and a, n, n ∈ S, then , n, [ψ 1 ] . . . [ψ k ]ϕ ∈ L.
T is saturated under rule RT if and only if for all
b = L, S ∈ T , if (ψ 1 , . . . , ψ k ), n, K a ϕ ∈ L, then , n, [ψ 1 ] . . . [ψ k ]ϕ ∈ L.
T is saturated under rule R4 if and only if for all
b = L, S ∈ T , if (ψ 1 , . . . , ψ k ), n, K a ϕ ∈ L and a, n, n ∈ S, then , n , [ψ 1 ] . . . [ψ k ]K a ϕ ∈ L.
T is saturated under rule R5 if and only if for all
b = L, S ∈ T , if (ψ 1 , . . . , ψ k ), n, ¬K a ϕ ∈ L and a, n, n ∈ S, then , n , [ψ 1 ] . . . [ψ k ]¬K a ϕ ∈ L.
T is saturated under rule R K if and only if for all
b = L, S ∈ T , if (ψ 1 , . . . , ψ k ), n, ¬K a ϕ ∈ L, then , n , ¬[ψ 1 ] . . . [ψ k ]ϕ ∈ L and a, n, n ∈ S.
T is saturated under rule R[·] if and only if for all
b = L, S ∈ T , if µ, n, [ϕ 1 ]ϕ 2 ) ∈ L, then { µ, n, ¬ϕ 1 } ⊆ L or { µ, n, ϕ 1 , µ•(ϕ 1 ), n, ϕ 2 } ⊆ L.
T is saturated under rule R · if and only if for all
b = L, S ∈ T , if µ, n, ¬[ϕ 1 ]ϕ 2 ∈ L, then { µ, n, ϕ 1 , µ • (ϕ 1 ), n, ϕ 2 } ⊆ L.
THEOREM 14 (COMPLETENESS)
If ϕ 0 is valid, then there exists a closed tableau for ¬ϕ 0 .
PROOF. The following two lemmas will be used in this proof.
LEMMA 15 Let L, S be a branch of a tableau T for ϕ.
PROOF. Let T 0 , T 1 , . . . , T m be a sequence of tableaux for ϕ such that T 0 is the initial tableau for ϕ, T m = T , and each T j is obtained from T j−1 by the application of one of the tableau rules. We show this lemma by induction on m. The base case, i.e. m = 0, follows immediately from the definition of initial tableau for ϕ. For the induction step consider the branch b in the tableau T m+1 . If it contains a labelled formula of the form (ψ 1 , . . . , ψ k ), n, ϕ , then either it is in a branch of T m , and in this case the induction hypothesis applies, or it is added by the application of one of the tableau rules in T m . Note that it cannot be added by the application of RK, RT, R4, R5 or R K. If it is added by the application of Rcut1, Rcut2, R¬, R∧ or R∨, then T m contains a formula of the form (ψ 1 , . . . , ψ k ), n , ϕ and the induction hypothesis applies. Else if it is added by the application of R[·] or R · , then we have one of the following two cases: (i) the labelled formula (ψ 1 , . . . , ψ k ), n, ϕ is present in T m , or (ii) the labelled formula (ψ, . . . , ψ k−1 , n, ϕ is present in T m and the formula (ψ 1 , . . . , ψ k−1 ), n, ψ k is added to T m+1 . In both cases, the induction hypothesis applies.
LEMMA 16 Let b = L, S be a branch of an open saturated tableau for ϕ 0 . If µ, n, ϕ ∈ L, then for every sub-formula ϕ 1 of ϕ, either µ, n, ϕ 1 ∈ L or µ, n, ¬ϕ 1 ∈ L.
PROOF. By induction on the structure of ϕ. Let T be an open saturated tableau for ϕ 0 . The two base cases, that is, ϕ = p and ϕ = ¬p for some p ∈ P , follow immediately. In the induction step, for the cases ϕ = ¬¬ϕ 1 and ϕ = ϕ 1 ∧ϕ 2 , we use that T is saturated respectively under the rules R¬ and R∧. For the cases ϕ = ¬(ϕ 1 ∧ ϕ 2 ) and ϕ = [ϕ 1 ]ϕ 2 , we use that T is saturated under rule Rcut1. For the cases ϕ = K a ϕ 1 and ϕ = ¬K a ϕ 1 , we use that T is saturated under rule Rcut2. And for the case ϕ = ¬[ϕ 1 ]ϕ 2 , we use that T is saturated under the rules Rcut1 and R · . Now we are ready to prove completeness. We do so by showing that if there exists an open saturated tableau for ϕ 0 ∈ L PAL , then ϕ 0 is satisfiable. Suppose that T is an open saturated tableau for ϕ 0 . Then, it contains at least one open branch b = L, S . We use this branch to construct an epistemic model M = W, R, V as follows: W = {n ∈ N | µ, n, ϕ ∈ L for some µ, ϕ}; each R a is the reflexive, transitive and symmetric closure of { n, n | a, n, n ∈ S}; and each V p = {n | , n, p ∈ L}. Clearly, W is a non-empty set, each R a is an equivalence relation, and V assigns a subset of W to each proposition letter p occurring in L.
We now show that for all labelled formulas λ = (ψ 1 , . . . , ψ k ), n, ϕ ∈ L:
holds by induction on the size of the sequence of announcements k. The base case is k = 0. That is, λ is of the form , n, ϕ . We show P(λ) also by induction, but now on the structure of ϕ.
There are two base cases. First suppose that ϕ = p for some
For the first case of the induction step suppose that ϕ = ¬¬ϕ 1 : iff , n, ϕ 1 ∈ L (because T is saturated under rule R¬). Then M, n |= ϕ 1 (by induction hypothesis), iff M, n |= ¬¬ϕ 1 .
The cases ϕ = ϕ 1 ∧ ϕ 2 and ϕ = ¬(ϕ 1 ∧ ϕ 2 ) are straightforward.
We proceed with the case ϕ = K a ϕ 1 . We have to show that for all n ∈ R a (n), M, n |= ϕ 1 . This is true if for all n ∈ R a (n), , n , ϕ 1 ∈ L (by induction hypothesis). Since R a is the reflexive, transitive and symmetric closure of { n, n | a, n, n ∈ S}, it amounts to show that: (i) , n, ϕ 1 ∈ L; (ii) for all a-descendants n of n in S, , n , ϕ 1 ∈ L. That is, it holds for all n i in the sequence n = n 0 , n 1 , . . . , n m such that a, n i , n i+1 ∈ S, where 0 ≤ i ≤ m, and where there is no n such that a, n m , n ∈ S; (iii) for all a-antecedents n of n in S, , n , ϕ 1 ∈ L. That is, it holds for all n i in the sequence n = n m , . . . , n 1 , n 0 such that a, n i , n i+1 ∈ S, where 0 ≤ i ≤ m, and where there is no n such that a, n , n 0 ∈ S. Item (i) is true because T is saturated under rule RT. Item (ii) is true because T is saturated under rules RK and R4. To see that (iii) is true, note that K a ϕ 1 is a sub-formula of ϕ 0 . Now, let n be an a-antecedent of n. Then there is ψ such that K a ϕ 1 is sub-formula of ψ, and such that , n , ψ ∈ L (because n is also a descendant of 0). Then either , n , K a ϕ 1 ∈ L or , n , ¬K a ϕ 1 ∈ L (by Lemma 16). In the first case, , n , ϕ 1 ∈ L (because T is saturated under rule RT). And in the second case, , n , ¬K a ϕ 1 ∈ L for all a-descendants of n (because T is saturated under rule R5), which implies , n, ¬K a ϕ 1 ∈ L. Then b is closed, which contradicts the hypothesis.
Let ϕ = ¬K a ϕ 1 . Then , n , ¬ϕ 1 ∈ L for some n , and a, n, n ∈ S (because T is saturated under rule R K) iff M, n |= ¬ϕ 1 (by induction hypothesis) iff M, n |= ¬K a ϕ 1 .
Let
Now, for the induction step, suppose λ = (ψ 1 , . . . , ψ k , ψ k+1 ), n, ϕ . We show P(λ), again by induction on the structure of ϕ. As before, there are two base cases. First, suppose that ϕ = p for some p ∈ P . If λ ∈ L then the labelled formulas , n, ψ 1 , (ψ 1 ), n, ψ 2 , . . . , (ψ 1 , . . . , ψ k ), n, ψ k + 1 , and (ψ 1 , . . . , ψ k+1 ), n, p are in L (by Lemma 15). Then M, n satisfies all the first k formulas above by induction hypothesis. Moreover, , n, p ∈ L (because T is saturated under rule RSB), iff n ∈ V p iff n ∈ V (ψ1,...,ψ k+1 ) p and therefore M (ψ1,...,ψ k+1 ) , n |= p. The argument is analogous for ϕ = ¬p. The induction step is shown by induction on the structure of ϕ analogously to the case above (k = 0), with the difference that Lemma 15 is also used. We omit the details here.
Decision procedures for PAL
In this section we present an implementation of the tableau calculus defined in Section 3. We aim at showing that this implementation works in deterministic polynomial space, and thus conclude that the proposed proof method is optimal. Unfortunately, the implementation is, in its full details, long and hard to understand. Therefore, we first present the main idea and argue for its adequacy and termination in an informal way. This is done in Subsection 4.1. The actual algorithm is presented later, in Subsection 4.2.
Tableau strategies
A tableau strategy is a special way to apply the tableau rules. It is meant to prevent unnecessary rule applications and hence to guarantee termination and optimality. From now on we call a labelled formula λ a witness to a given tableau rule in a branch L, S whenever:
• the labelled formula, alone, triggers the given rule (e.g., p, 0, ¬p triggers the rule RSB), or there exists σ ∈ S such that the pair (λ, σ) triggers the given rule (e.g., the pair ( , 0, K a p , a, 0, 1 ) triggers the rule RK); and
• λ is not marked as "non-applicable". (In the strategy, a labelled formula is marked as "non-applicable" if the corresponding tableau rule has already been applied to it.)
STRATEGY 17 Take the initial tableau for ϕ 0 as input and execute the following steps.
1. If all branches in the latest generated tableau are closed, then halt and return "unsatisfiable". Else if all branches in the latest generated tableau are either closed or saturated, then halt and return "satisfiable".
Else pick an open and non-saturated branch of the latest generated tableau and perform step 2.
2. If the branch contains a witness to one of the rules Rcut1, Rcut2, RSB, R¬, R∧, R∨, RT, R[·] and R · , then apply the corresponding rule, mark the witness as "non-applicable" in the new generated tableau, and then perform step 1. Else perform step 3.
3. If there is no witness to the rule R K, then mark this branch as "saturated" and then perform step 1, else perform the inclusion test (to be explained in the sequel) with the witness. If the inclusion test succeeds, then mark the witness as "non-applicable", and then perform step 3 again, else apply rule R K, mark the witness as "non-applicable" in the new generated tableau, and then perform step 4.
4. Pick the branch corresponding to the current one in the new generated tableau. If the branch is not saturated under one of the rules RK, R4 and R5, then apply the corresponding rule, and then perform step 4 again. Else perform step 1.
As usual, the argument showing termination uses the fact that some rules are applied only once to the same witness, and also that the labelled formulas added to the branch by such rules are shorter than their witnesses.
2 It is the case for the rules applied in step 2. The rules applied in steps 3 and 4 however, do not have such property. This is why the inclusion test is essential to avoid infinite loops. This test is performed as follows.
DEFINITION 18 (INCLUSION TEST)
Let λ = (ψ 1 , . . . , ψ k ), n, ¬K a ϕ be the witness for R K in the branch L, S .
i. Generate the sets L and L as follows:
And then perform step ii.
ii
, where L n0 = { µ, ψ | µ, n 0 , ψ ∈ L} and such that a, n 0 , n 1 , . . . , a, n i−1 , n i ∈ S, for some i ≤ 1, and n i = n, then the inclusion test succeeds, else it fails.
In step i, L is filled with the formula that would be added to the branch as result of the application of rule R K, and L is filled with the formulas that would be added to the branch as result of the application of rules RK, R4 and R5. This means that the set L ∪ L contains the formulas to be added in what corresponds to an a-successor of the possible world n in the model under construction. Before the creation of this new world though, the strategy performs the inclusion test to verify whether its labelled formulas are already present in some a-predecessor world n 0 . For supposing that the latter happens, the new world would turn out to be inconsistent only if n 0 is inconsistent too. Moreover, the new world would have successors that can also be generated directly from n 0 . In this case, the new world does not need to be created. Therefore, it shows that the method remains complete with the inclusion test.
Before showing that it is enough to guarantee termination, we show through an example why it is necessary. First, let us call a branch locally saturated if and only if it is saturated under all tableau rules but R K. It should be clear that step 3 is executed only if the branch is locally saturated. Now, suppose that the strategy picks an open locally saturated branch containing, as witness to R K, the labelled formula , n, ¬K a ϕ . Then step 3 is executed. Suppose that the inclusion test fails. Then rule R K is applied to the witness. It generates a new tableau with a branch containing the labelled formula , n , ¬ϕ , and a skeleton containing a, n, n . Thus the latter branch is not saturated under R5. This branch is picked in step 4. The strategy will eventually apply R5, generating a tableau containing the labelled formula , n , ¬K a ϕ . Note that the latter is a witness to R K, exactly as in the point we started. Therefore, the only thing that can avoid an infinite loop is the fact that the inclusion test will eventually succeed. For in the latter case, rule R K is not applied to its witness.
In the proof of the theorem below (and further) we call a witness to R K an a-witness whenever it is of the form µ, n, ¬K a ϕ . That is, an a-witness to R K is a witness to this rule such that its formula has the agent a as subscript of the outermost operator K.
THEOREM 19 (TERMINATION)
Strategy 17 halts for every input of the form { { , 0, ϕ 0 }, ∅ }.
PROOF (SKETCH).
It is enough to show that the strategy eventually generates a tableau such that all branches are either closed or saturated. For simplicity we do so in two steps. First, we take the hypothesis that the strategy never generates a branch containing a witness to the rule R K, and then show that the strategy eventually generates a tableau such that all branches are either closed or saturated. Second, we show that for every input, the strategy eventually reaches a state such that no witness to the rule R K is ever generated.
Suppose that no witness to the rule R K is ever generated. Then, step 4 is never executed. Moreover, whenever step 3 is executed, it marks the current branch as "satisfiable". Now, suppose that, during the execution of the strategy, the latest generated tableau T contains a branch with a witness to one of the rules in step 2. Then, by executing step 2, the strategy generates a new tableau T wherein that witness is marked "non-applicable", so it will never be a witness again. Moreover, T differs from T by some additional labelled formulas that are shorter than that witness. Therefore, by a straightforward induction on the length of labelled formulas we show that the strategy will eventually generate a tableau such that all branches are either closed or saturated. The details are omitted.
To show that the strategy eventually reaches a state such that no witness to R K is ever generated, we also consider two cases. First, we take the hypothesis that the strategy generates only a-witnesses to R K, for some agent a. Note that in this case, every execution of step i of the inclusion test generates the same set L . To see that it is true, remember that at this stage the current branch is locally saturated. In particular, the current branch is saturated under the bounded cuts. This means that the second execution of the inclusion test with the same witness in the same branch always succeeds. During the whole process the strategy generates a finite number of different witnesses for rule R K, since the number of sub-formulas of ϕ 0 is finite. Then, after a finite number of executions of the inclusion test in the same branch, there will not be witnesses to R K any more.
In the second case, without loss of generality, we suppose that the strategy generates both a-witnesses and b-witnesses to rule R K. Now, suppose that, during the execution of the strategy, there is an a-witness λ to the rule R K of the form (ψ 1 , . . . , ψ k ), n, ¬K a ϕ . Moreover suppose that the inclusion test with λ fails. Then after successive executions of step 4, when the strategy saturates the branch under rules RK, R4 and R5, all the labelled formulas added to the successor of n are either of the form , n ,
where n is the a-successor of n. This means that any b-witness to R K that contains n in its label is shorter than λ. Indeed, because they are sub-formulas of ϕ . It follows that whenever an application of R K to an a-witness is followed by an application of R K to a b-witness, the length of every a-witnesses to R K present in the latest successor world is decreased. Therefore, it can be shown, by an (omitted) induction on the length of labelled formulas, that the strategy eventually reaches a state where all the possible witnesses to R K are either all of them a-witnesses, or all of them b-witnesses. And then, the first case above applies.
In order to to have an optimal implementation of our method, we need to refine the above strategy. The refinements are meant to save memory. Instead of rebuilding the entire strategy, we presented the refinements as guidelines for the implementation. We recall that the implementation of this strategy is presented in full details in Section 4.2.
STRATEGY 20
Execute the same steps as Strategy 17 but taking into account the following guidelines.
• Work with only one tableau at a time, as follows. When applying a rule to the tableau T , instead of keeping both T and the new generated tableau T in the memory, erase the old tableau T , and work with T only.
• Work with only one tableau branch at a time, as follows. If, in its definition, the application of a tableau rule generates more than one branch, then does not generate all the branches at once. Instead, mark this point as a "disjunctive branching point", generate only one of the branches, and then perform a recursive call of the procedure for the new generated branch. If the recursive call returns "satisfiable", then return "satisfiable", else erase the first branch, generate the second one, perform a recursive call of the procedure for it, and so on. If there is no more branches to be generated, then return "unsatisfiable".
• Work with only one possible world at a time, as follows. If there is more than one witness to the rule R K, then mark this point as a "conjunctive branching point", generate a tableau branch using only one of the witnesses, i.e., generate a tableau branch containing labelled formulas only for the formulas in L ∪ L of step i of the inclusion test, and then perform a recursive call of the procedure for the new generated tableau branch. If the recursive call returns "unsatisfiable", then return "unsatisfiable", else erase the first branch, generate the second one using the second witness, and perform a recursive call of the procedure for it, and so on. If there is no more witnesses to the rule R K, then return "satisfiable".
Note that the execution of Strategy 20 is a depth-first exploration of an andor tree, much like the 'tableau construction' of Halpern and Moses (1992) , that inspired this strategy. The nodes of the tree are sets of labelled formulas. And in each of these nodes all formulas are labelled by the same possible world. The disjunctive branchings are created by application of the rules Rcut1, Rcut2, R∨ and R[·], and conjunctive branchings are created whenever a locally saturated node contains more than one witness to the rule R K.
THEOREM 21 (COMPLEXITY)
The amount of memory used by Strategy 20 is a polynomial function on the length of ϕ 0 . PROOF (SKETCH). The amount of memory used is limited by the maximum depth of the tree times the maximum size of its nodes.
The size of each node is at most O(16 × len(ϕ 0 ) 4 ). To see it, note that the formulas in each node are all labelled by the same possible world. Then the size of each node is limited by the maximum number of different tuples of the form x, µ, ϕ times the maximum length of each tuple, where:
• ϕ is a sub-formula or a negation of a sub-formula of ϕ 0 ;
• µ is the list of formulas in the label of ϕ; and • x is the mark of ϕ (We use marks to control whether a rule has already been applied to the corresponding formula, e.g., we store the mark "nonapplicable" in x).
The length of each tuple is at most O(len(ϕ 0 )), and there are at most 16 × len(ϕ 0 ) 3 such tuples. To see that the latter is true note that: ϕ 0 has at most 2 × len(ϕ 0 ) different sub-formulas and negations of sub-formulas; Strategy 20 generates at most 2 × len(ϕ 0 ) 2 different lists µ, because the longest list µ has at most 2 × len(ϕ 0 ) sub-formulas or negations of sub-formulas of ϕ 0 , and because they always appear in µ in the same order as they appear as announcements in ϕ 0 ; and there are 8 different marks. (The actual implementation needs some more marks, for more details please see the implementation in Subsection 4.2.)
The maximum depth of the tree is O(len(ϕ 0 ) 7 ). First, Strategy 20 generates at most O(len(ϕ 0 )
3 ) nodes before generating a node that is either closed or locally saturated. The latter is true because the number of labelled formulas in such a node is limited by the maximum number of different tuples of the form x, µ, ϕ . Second, the number of subsequent applications of rule R K to a-witnesses, for some agent a, is limited by O(len(ϕ 0 )
3 ). Again, because the number of different a-witnesses is limited by the maximum number of different tuples of the form x, µ, ϕ . Third, the application of rule R K to a a-witness that follows an application of rule R K to a b-witness, where a and b are any different agents, is limited by len(ϕ 0 ). Remember that in the proof of Theorem 19 we saw that when an application of R K to a a-witness follows an application of R K to a b-witness, the lengths of the subsequent a-witnesses decrease. And the length of the very first witness is limited by len(ϕ 0 ).
All together implies that the amount of memory used by Strategy 20 is a polynomial function on the length of ϕ 0 . Therefore, the computational complexity of Strategy 20 is optimal, since satisfiability checking for public announcement logic is PSPACE-hard, given the fact that it is so for S5 n (Halpern and Moses, 1992) .
Algorithm
In this section we present an algorithm that implements Strategy 20. For clarity, it is presented in four parts, but the reader should keep in mind that it consists in a single procedure.
The first part is the main procedure SatPal, presented in Figure 2 . It takes a formula ϕ 0 ∈ L PAL as input and returns 'true' if it is satisfiable, else it returns 'false'. Lines 2-5 initialize the process. Variable r 0,0 contains the result of the computation. In the end of the execution it contains the value 'true' if ϕ 0 is satisfiable, and the value 'false' if ϕ 0 is not satisfiable. Variables i and j keep track of the branching points: i is incremented whenever the rule R K is applied. That is, i counts the number of different possible worlds in a branch, and j is incremented whenever the tableau branches by the application of one of the rules Rcut1, Rcut2, R∨ and R [·] . Then i + j is the number of branching points left behind. We also make memory allocations somehow explicit by the command 'allocate' (while memory freeing done in the sub-procedures is made explicit by the command 'free'). It gives a relatively precise idea of how much memory is used. In line 4 the variables L 1,1 and r 1,1 are created. The 1: procedure SatPal input ϕ 0 ∈ L PAL 2: r 0,0 := 3: former implements the single branch of the initial tableau for ϕ 0 . The symbol 'new' indicates that no tableau rule has been applied to this labelled formula. Note that the triples do not contain the number n corresponding to its possible world. It is done in such a way because, following the idea of Halpern and Moses (1992), we explore only one possible world at a time, and therefore do not need to add this information to each labelled formula. For the same reason, we do not need a skeleton. For simplicity, we abuse the language and also call these triples labelled formulas. The variable r i,j contains the result of the computation for the branch L i,j . Lines 7-9 stop the expansion of the branch L i,j if it is closed, and in this case, the value of r i,j is set accordingly. In the subsequent lines, we can find the in line sub-procedures that operate on the branches by adding and removing labelled formulas. They implement the tableau rules given in Definition 8 in an efficient way.
The sub-procedure Backtrack implements backtracking on branches, and is also part of the sub-procedure CreateNewWorld. It is more technical than interesting and is conveniently presented in the end. The sub-procedure Cut implements rules Rcut1 and Rcut2. It is cumbersome and does not add much to the understanding of the algorithm. Therefore we prefer to skip it.
3 The subprocedure SaturateWorld consists of an important component of the algorithm and is presented in Figure 3 .
Lines 2-3, 4-5, 6-7, 8-9 and 10-11 of SaturateWorld implement respectively the rules RSB, R¬, R∧, RT and R · . The symbol 'cut' means that the respective cut-rule (either Rcut1 or Rcut2) has already been applied to the corresponding labelled formula, while the symbol 'app' means that all applicable rules have already been applied to the corresponding labelled formula. Lines 12-22 implement rule R∨. There are two else-if parts: the first one (lines 12-17) corresponds to the exploration of the right most branch, i.e., the branch containing 1: inline procedure SaturateWorld 2:
else if new, µ • (ψ), ∈ L i,j , for some µ, ψ and some literal then 3:
r i,j := ⊥ 15:
r i,j := ⊥ 26: 1: inline procedure CreateNewWorld 2:
r i,j := 8: the formula ¬ϕ 1 ; the second one (lines 18-22) corresponds to the exploration of the left most branch, i.e., the branch containing the formula ¬ϕ 2 . The symbol 'a1' is used in line 13 to indicate that the rule R∨ has been applied once and the program is currently exploring the right most branch. The value 'false' is assigned to the variable r i,j in line 14 because this point is a disjunctive branching point (it will become clearer in the explanation of the sub-procedure Backtrack), i.e., its result depends on the disjunction of the results of its children. The variable j is incremented in line 15, a new branch is created in line 16, and the a new labelled formula containing ¬ϕ 1 is added to the new branch in line 17. After the exploration of the right most branch the program eventually goes back to this branching point and finds, in branch L i,j , the labelled formula a1, µ, ¬(ϕ 1 ∧ ϕ 2 ) . Then it explores the left most branch by executing the second else-if part. It replaces, in line 19, the symbol 'a1' for the symbol 'app' to indicate that all applicable rules (R∨ in this case) have already been applied to that labelled formula. Analogously to the first else-if part, the algorithm moreover creates a new branch and adds a new labelled formula containing ¬ϕ 2 to it. Lines 23-33 implement rule R[·] in a similar way.
Note that for each tableau rule implemented by procedure SaturateWorld, it adds to the tableau labelled formulas that are shorter than the formula that triggered the rule. Rules R K, RK, R4 and R5 however, do not present such property. Therefore, to obtain termination of SatPal, their implementation has a loop test mechanism. All this is done in procedure CreateNewWorld, presented in Figure 4 .
In line 3 of CreateNewWorld, L is filled with the formula resulting from application of rule R K. In line 4, L is filled with all the formulas resulting from the application of rules RK, R4 and R5. Together, L and L contain all 1: inline procedure Backtrack 2:
j := j − 1; 3:
if j ≥ 1 then 4: r i,j := r i,j or r i,j+1 ; 5:
free L i,j+1 , r i,j+1 6: else 7:
i := i − 1 8:
free s i+1 11: end if 12: r i,j := r i,j and r i+1,1 ; 13:
free L i+1,1 , r i+1,1 15:
end if 16: end inline procedure the formulas to be put in a new branch corresponding to a new world in the model. But before the creation of this branch, in line 6, the procedure verifies whether this branch would not be contained in one of its predecessors L k,1 , for some k ≤ i. For supposing that L k,1 contains L ∪ L , the new branch would have successors that can also be generated directly from L k,1 . Moreover, the new branch would be closed only if L k,1 is closed too. Therefore, the new branch do not need to be created. In the case that no predecessor contains L ∪ L , a new branch is created. The value 'true' is assigned to the variable r i,j in line 7 because this is a conjunctive branching point, i.e., its result depends on a conjunction of the results of its successors. Variable d i is created only to keep the ancient value of j, that is set to 1 just after the increment of i. A new branch L i,1 is created in line 10 together with the variable s i . The latter contains the label of the link between L i,j and its predecessor in the model. Figure 5 presents sub-procedure Backtrack. As said before, it is more technical than interesting. It decrements j and checks whether the current branch was created in a disjunctive branching point, i.e., it was created by the application of one of the rules Rcut1, Rcut2, R∨ or R [·] . If it is the case, then the result of its predecessor (r i,j ) is a disjunction of the results of all its successors. Else the current branch was created in a conjunctive branching point, i.e., it was created by the application of the rule R K. Then it decrements i and compute the result of its predecessor as a conjunction of the results of its children. Backtrack moreover restores the value of j and free memory that is not used anymore.
Variants of PAL
In earlier work (Balbiani et al., 2007b) we considered some public announcement logics for which the underlying epistemic logic is not S5 n . There we call K-PAL the logic for which no restriction is imposed to the relations R a , and we call KT-PAL and S4-PAL the logics for which the relations R a are respectively reflexive, and reflexive and transitive. In that work we moreover present strategies that lead to optimal implementations of the method for K-PAL and KT-PAL. Note however that the method presented here subsumes the old one, since simple adaptations transform it into a tableau method for each one of these logics. Namely, without the rule R5, one clearly obtains a sound and complete tableau method for S4-PAL. If moreover the rule R4 is removed, one obtains a method for KT-PAL, and moreover removing the rule RT, a method for K-PAL is obtained. If the very same adaptations were done in Strategy 20 and the algorithm of Subsection 4.2, then one would obtain optimal decision procedures for each of these logics. In addition, note that albeit sound, the rules Rcut1 and Rcut2 are not necessary for logics without the axiom 5. It means that the method is also cut-free for K-PAL, KT-PAL and S4-PAL.
However, proofs of termination and complexity of a cut-free strategy for S4-PAL must take an additional detail into account. Let us recall the argument used in the proof of Theorem 19 in the point where we suppose that the strategy generates only a-witnesses to R K, for some agent a. Without cut rules, it is no longer the case that the set L generated in step i of the inclusion test is always the same. Here instead, we use the fact that every execution of step i in the same branch generates a set L that contains the set L generated in the previous execution of this step. This means that after at most 16 × len(ϕ 0 ) 3 executions of step i in the same branch, further executions of this step generate identical sets L each time. It is the case because this is the maximal number of different tuples of the form x, µ, ϕ (cf. first part of the proof of Theorem 19). The rest of the argument is the same. Therefore the cut-free strategy for S4-PAL terminates. Moreover, it follows that the cut-free strategy for S4-PAL uses more memory, but this is still limited by a polynomial function on the length of ϕ 0 .
Conclusion
In this article we propose a proof method for PAL using analytic tableaux. Recently, a different tableau method for PAL has been developed independently by de Boer (2007) . Apart from some aesthetic differences, his method is similar to ours. There, each formula is also prefixed by a label formed by a pair representing a sequence of updates and a possible world. De Boer's tableau rules are simpler and more elegant than ours, but less modular. It seems that his tableau rules do not permit, as easily as ours, the implementation of tableau methods for K-PAL, KT-PAL, nor S4-PAL. De Boer also argues that his tableau system can simulate our previous method (i.e., the method proposed in (Balbiani et al., 2007b) ), but unfortunately do not provide proofs of decidability nor computational complexity.
The present method is quite flexible and maybe the reader is now wondering why we do not consider a public announcement logic whose the underlying epistemic logic is the one commonly used to model agents' beliefs: KD45 n . That is, the logic for which models are serial, transitive and euclidean. Seriality corresponds to the axiom scheme D. K a ϕ → ¬K a ¬ϕ, and could easily be encoded into a tableau rule. However, the class of models where the accessibility relation is serial, transitive and euclidean is not closed for the model update operation defined by public announcements.
As possible future works, we can explore the flexibility of our method to consider some "natural" extensions of public announcement logic. PAL with common knowledge and PAL with relativized common knowledge are good examples. The idea of making explicit the model updates in the labels of the tableau seems promising for addressing other dynamic epistemic logics too. For instance, (and exactly as done in (Balbiani et al., 2007b) ) a proof method for the recently proposed arbitrary public announcement logic (Balbiani et al., 2007a) can be obtained through a straightforward extension. Another example of possible future work is PAL with public assignments (van Ditmarsch et al., 2005) . Without going into deep details, we just mention here that its proof system is also built up with reduction axioms.
Actually, proof systems for all DELs are usually built up with such axioms. They can be used to eliminate the dynamic operators and thus rewrite the formulas in a simpler language. However, the price is an exponentially larger formula to be evaluated in the worst case. As proved here and also in (Lutz, 2006) , this price is not mandatory for PAL. Therefore, one of the questions raised by this article is whether direct methods, similar to the presented one, can also be applied to other DELs.
A Tableau rules in "nominator/denominator" form Rcut1 µ, n, ¬(ϕ 1 ∧ ϕ 2 ) µ, n, ¬ϕ 1 µ, n, ¬ϕ 1 µ, n, ϕ 1 µ, n, ϕ 1 µ, n, ¬ϕ 2 µ, n, ϕ 2 µ, n, ¬ϕ 2 µ, n, ϕ 2 Rcut1 µ, n, [ϕ 1 ]ϕ 2 µ, n, ¬ϕ 1 µ, n, ¬ϕ 1 µ, n, ϕ 1 µ, n, ϕ 1 µ, n, ¬ϕ 2 µ, n, ϕ 2 µ, n, ¬ϕ 2 µ, n, ϕ 2 Rcut2 µ, n, ¬[ϕ 1 ]ϕ 2 µ, n, ¬ϕ 2 µ, n, ϕ 2 Rcut2 µ, n, K a ϕ 2 µ, n, ¬ϕ 2 µ, n, ϕ 2 Rcut2 µ, n, ¬K a ϕ 2 µ, n, ¬ϕ 2 µ, n, ϕ 2 RSB µ • (ψ), n, µ, n, R¬ µ, n, ¬¬ϕ µ, n, ϕ R∧ µ, n, ϕ 1 ∧ ϕ 2 µ, n, ϕ 1 µ, n, ϕ 2 R∨ µ, n, ¬(ϕ 1 ∧ ϕ 2 ) µ, n, ¬ϕ 1 µ, n, ¬ϕ 2 RT µ, n, K a ϕ µ, n, ϕ RK (ψ 1 , . . . , ψ k ), n, K a ϕ : a, n, n , n , [ψ 1 ] . . . else if new, µ, ¬(ϕ 1 ∧ ϕ 2 ) ∈ L i,j , for some µ, ϕ 1 , ϕ 2 then 3:
L i,j := L i,j \ { new, µ, ¬(ϕ 1 ∧ ϕ 2 ) } ∪ { c1, µ, ¬(ϕ 1 ∧ ϕ 2 ) } 4:
r i,j := ⊥, j := j + 1 5:
allocate L i,j 6: L i,j := L i,j−1 \ { c1, µ, ¬(ϕ 1 ∧ ϕ 2 ) } ∪ { cut, µ, ¬(ϕ 1 ∧ ϕ 2 ) , new, µ, ¬ϕ 1 , new, µ, ¬ϕ 2 } 7:
else if c1, µ, ¬(ϕ 1 ∧ ϕ 2 ) ∈ L i,j , for some µ, ϕ 1 , ϕ 2 then 8:
L i,j := L i,j \ { c1, µ, ¬(ϕ 1 ∧ ϕ 2 ) } ∪ { c2, µ, ¬(ϕ 1 ∧ ϕ 2 ) } 9:
j := j + 1
10:
allocate L i,j 11:
L i,j := L i,j−1 \ { c2, µ, ¬(ϕ 1 ∧ ϕ 2 ) } ∪ { cut, µ, ¬(ϕ 1 ∧ ϕ 2 ) , new, µ, ¬ϕ 1 , new, µ, ϕ 2 } 12:
else if c2, µ, ¬(ϕ 1 ∧ ϕ 2 ) ∈ L i,j , for some µ, ϕ 1 , ϕ 2 then 13:
L i,j := L i,j \ { c2, µ, ¬(ϕ 1 ∧ ϕ 2 ) } ∪ { c3, µ, ¬(ϕ 1 ∧ ϕ 2 ) } 14:
j := j + 1 15:
allocate L i,j 16:
L i,j := L i,j−1 \ { c3, µ, ¬(ϕ 1 ∧ ϕ 2 ) } ∪ { cut, µ, ¬(ϕ 1 ∧ ϕ 2 ) , new, µ, ϕ 1 , new, µ, ¬ϕ 2 } 17:
else if c3, µ, ¬(ϕ 1 ∧ ϕ 2 ) ∈ L i,j , for some µ, ϕ 1 , ϕ 2 then 18:
L i,j := L i,j \ { c3, µ, ¬(ϕ 1 ∧ ϕ 2 ) } ∪ { cut, µ, ¬(ϕ 1 ∧ ϕ 2 ) } 19:
j := j + 1 20:
allocate L i,j 21:
L i,j := L i,j−1 ∪ { new, µ, ϕ 1 , new, µ, ϕ 2 } 22:
else if new, µ, ¬K a ϕ ∈ L i,j , for some µ, a, ϕ then 23:
L i,j := L i,j \ { new, µ, ¬K a ϕ } ∪ { c1, µ, ¬K a ϕ } 24:
r i,j := ⊥, j := j + 1 25:
allocate L i,j 26:
L i,j := L i,j−1 \ { c1, µ, ¬K a ϕ } ∪ { cut, µ, ¬K a ϕ , new, µ, ¬ϕ } 27:
else if c1, µ, ¬K a ϕ ∈ L i,j , for some µ, a, ϕ then 28:
L i,j := L i,j \ { c1, µ, ¬K a ϕ } ∪ { cut, µ, ¬K a ϕ } 29:
j := j + 1 30:
allocate L i,j 31: else if new, µ, K a ϕ ∈ L i,j , for some µ, ϕ then 63:
L i,j := L i,j \ { new, µ, K a ϕ } ∪ { c1, µ, K a ϕ } 64:
r i,j := ⊥, j := j + 1 65:
allocate L i,j 66:
L i,j := L i,j−1 \ { c1, µ, K a ϕ } ∪ { cut, µ, K a ϕ , new, µ, ¬ϕ } 67:
else if c1, µ, K a ϕ ∈ L i,j , for some µ, ϕ 1 , ϕ then 68:
L i,j := L i,j \ { c1, µ, K a ϕ } ∪ { cut, µ, K a ϕ } 69:
j := j + 1 70:
allocate L i,j 71:
else if new, µ, ¬K a ϕ ∈ L i,j , for some µ, ϕ then 73:
L i,j := L i,j \ { new, µ, ¬K a ϕ } ∪ { c1, µ, ¬K a ϕ } 74:
r i,j := ⊥, j := j + 1 75:
allocate L i,j 76:
L i,j := L i,j−1 \ { c1, µ, ¬K a ϕ } ∪ { cut, µ, ¬K a ϕ , new, µ, ¬ϕ } 77:
else if c1, µ, ¬K a ϕ ∈ L i,j , for some µ, ϕ 1 , ϕ then 78:
L i,j := L i,j \ { c1, µ, ¬K a ϕ } ∪ { cut, µ, ¬K a ϕ } 79:
j := j + 1 80:
allocate L i,j 81:
L i,j := L i,j−1 ∪ { new, µ, ϕ } 82: end inline procedure
