Abstract: This work focuses on expressing the TSP with Time Windows (TSPTW for short) as a quadratic unconstrained binary optimization (QUBO) problem. The time windows impose time constraints that a feasible solution must satisfy. These take the form of inequality constraints, which are known to be particularly difficult to articulate within the QUBO framework. This is, we believe, the first time this major obstacle is overcome and the TSPTW is cast in the QUBO formulation. We have every reason to anticipate that this development will lead to the actual execution of small scale TSPTW instances on the D-Wave platform.
counterparts on a known NP-complete problem, the 3-SAT, under special circumstances, whereas 132 in the general case, the quantum versions did not offer any actual advantage [52] . In a recent work, extending it by employing the quantum alternating operator ansatz, which yields a broader set of 145 operators that can be used by the user. Particularly, this operator allows the representation of a larger 146 set of states compared to the original algorithm, aiming to tackle problems with tighter constraints.
147
Another work on how to apply constraints in QUBO schemes was presented by Vyskocil and Djidjev 148 in [59] . In particular, to avoid the use of large coefficients (hence, more qubits) that result from the use 149 of quadratic penalties, they proposed a novel combinatorial design and solving of mixed-integer linear 150 programming problems to accommodate the application of the desired constraints. physical limitations and noise levels, some qubits and couplers cannot be exploited, and are, thus, 157 disabled. Therefore, the underlying graph is marginally incomplete [21, 22] .
158
In a recent technical report, D-Wave systems describe in detail their next generation architecture 159 graph, named Pegasus [20] . As claimed by D-Wave itself, Pegasus will offer more flexibility and 160 expressiveness over previous topologies, like more efficient embeddings of cliques, penalties, improved 161 run times, boosted energy scales, better handling of errors, etc [20] . Similarly, Dattani and Chancellor 162 discussed some differences between the two latest quantum annealing architectures from D-Wave 163 systems, namely the Chimera and Pegasus graphs [22] . They further proposed a methodology to 164 minor embed the required subgraphs on the Chimera and Pegasus graphs.
165
The D-Wave Two, 2X, and 2000Q all used the Chimera graph (see Table 1 
234
A couple of assumptions facilitate the formulation of the TSPTW.
235
Definition 2. Let customer 0 denote the depot and assume that every tour begins and ends at the depot.
236
Each of the remaining n customers appears exactly once in the tour. We denote a tour as an ordered list v must be visited. We assume that waiting is permitted; a vehicle is allowed to reach customer v before the 244 beginning of its time window, e v , but the vehicle cannot depart from customer v before e v .
245
A tour is feasible if it satisfies the time window of each customer.
246
In the literature two primary TSPTW objective functions are usually considered
247
• minimize the sum of the arc traversal costs along the tour, and
248
• minimize the time to return to the depot.
249
In a way, the difficulty of the TSPTW stems from the fact that it is two problems in one; a traveling so, we too shall follow this assumption in our presentation.
258
The classical formulation of the TSPTW can be summarized by the next relations (see also [73] ).
In the above expression (1), we assume that (p 0 , p 1 , . . . , p n , p n+1 ) is a feasible tour. This means 260 that, besides the assumptions previously outlined, the following hold.
3.1. An illustrated example for the TSPTW
262
At this subsection we shall describe and explain a template reference problem with 4 nodes plus 263 the starting point (5 nodes in total). Although this example is quite simple, we hope that it will help 264 the reader to easily understand the TSPTW. Specifically, to better comprehend the modeling of this 265 benchmark, as well as the attempt to find a feasible solution at first, and consequently the optimal one.
266
The next Figure 1 is the graphical depiction of the 5 customers and all arcs that connect them. the costs between the nodes using the Euclidean distance, which is given by the well-know formula:
where u = (x 1 , y 1 ) and v = (x 2 , y 2 ). In the next section we introduce our novel approach for mapping the TSPTW over the quadratic 277 unconstrained binary optimization (QUBO) model. 
272
In the case of the TSPTW, we have discovered to be more advantageous to use binary variables 
As we explained in the previous section, a feasible tour has the form {p 0 , p 1 , . . . , p n , p n+1 }. In x i u,v is 1, where i ranges from 2 to n and v ranges from 1 to n.
300
• Symmetrically, we also have the constraint that for every v, 1 ≤ v ≤ n, exactly one of the binary 301 variables x i u,v is 1, where i ranges from 2 to n and u ranges from 1 to n.
302
These constraints are encoded in the Hamiltonian H c .
303
Using the x i u,v binary variables, the requirement that the tour be minimal can be encoded by the
304
following Hamiltonian H m .
In the above Hamiltonians, B and C are positive constants, which must be appropriately chosen, i.e., C < B, so as to ensure that the constraints of H c are respected (see also [32] Clearly, for a feasible tour, the time margin for every position of the tour is non negative. We can 317 now define the binary variables t k,i as follows: 318 t k,i = 1, the time margin of the customer at position i in the tour is k 0, otherwise .
We recall that in the formulation of the TSPTW, the arrival time at the customer in the i th position 319 of the tour, denoted A p i , plays an important role (see [73] ). Thus, we begin our analysis by showing 320 how to express A p i . Obviously, A p 0 = 0, so it is only necessary to give the formula for A p i , 1 ≤ i ≤ n.
321
We first observe that the customer at position 0 is always the depot (customer 0), which results in the 322 following, relatively simple formula, for A p 1 .
The general case, i.e., when 2 ≤ i ≤ n, is taken care by the next equation.
Example 1. To explain how Equations (10) and (11) can be used in practice, we continue with our test case 325 example.
326
Equation (10) 
Equation (11) gives the following series of equations. The above equations demonstrate that in every case, A p i can be expressed as a sum of terms, where each 329 term is the product of an input variable c u,v and exactly one binary decision variable x i u,v .
330
The simplifying assumption of zero service time enables us to express the constraints imposed by 331 the time windows of every customer as follows:
for the special case where i = 1, and
for the general case where 2 ≤ i ≤ n.
333
The above expression may seem a little complicated, but, unfortunately, while A p i tells us the 334 arrival time at the customer in the i th position of the tour, it does not tell us which is this particular 335 customer. We have to resort to the binary variables x i u,v to indirectly obtain this information.
336
Inequality constraints such as these in (16) and (17) are notoriously difficult to express within the 337 QUBO framework. For an extensive analysis we refer the interested reader to [28, 59, 74] . The approach 338 which is most commonly used in the literature is to employ auxiliary binary variables, like the binary 339 variables t k,i previously defined, to convert the inequality into an equality, and then proceed, as usual,
340
by squaring the equality constraint.
341
In our case, the first step is to express the inequalities (16) and (17) as
and as
respectively.
343
In the above equalities K is a positive constant appropriately chosen taking into consideration given by
while Equation (19) gives rise to the i th time window constraint, denoted by W i and given by:
If we replace A p 1 and A p i in the above equations by the formulas in (10) and (11), we derive the 350 expanded forms of W 1 and W i , 2 ≤ i ≤ n, respectively.
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At this point it is important to pause and confirm that the constraints in Equations (22) and (23) 352 conform to the QUBO formulation requirements, in the sense that, after the expansion of the square,
353
we get a sum of terms, where each term is the product of input data like c u,v or l v and at most two 354 binary decision variables.
355
The last time constraint concerns the binary variables t k,i . For each i, 1 ≤ i ≤ n, exactly one of 356 the binary variables t k,i is 1, where k ranges from 1 to K. The meaning of this constraint is obvious: in 357 every position of a feasible tour the time margin should be unique. Expressing this constraint is also 358 straightforward:
Putting all the time constraints together results in the Hamiltonian H t :
Therefore, to solve the TSPTW in the QUBO framework we must use the Hamiltonian H given 361 below:
As noted earlier, the constants B, C and T appearing in the Hamiltonians are positive constants,
363
which must be chosen according to our requirements. For instance, by setting C < B, so as to 364 ensure that the constraints of H c are respected; similarly, setting T < B prioritizes the time windows 365 constraints over the minimality of the tour.
366
Example 2. To show the form of the time windows constraints when the square is expanded, we apply 367 constraint (22) to our test case example.
368
First we point out that for binary variables the following hold:
We also recall the identity:
We shall use this identity to order to simplify somewhat the calculations we take K = 2. With this understanding we use Equation (12) Similarly, we see that: 
