Software testing and debugging has become the most critical aspect of the development of modern embedded systems, mainly driven by growing software and hardware complexity, increasing integration, and tightening time-to-market deadlines. Software developers increasingly rely on on-chip trace and debug infrastructure to locate software bugs faster. However, the existing infrastructure offers limited visibility or relies on hefty on-chip buffers and wide trace ports that significantly increase system cost. This paper introduces a new technique called mcfTRaptor for capturing and compressing functional and time-stamped control-flow traces on-the-fly in modern multicore systems. It relies on private on-chip predictor structures and corresponding software modules in the debugger to significantly reduce the number of events that needs to be streamed out of the target platform. Our experimental evaluation explores the effectiveness of mcfTRaptor as a function of the number of cores, encoding mechanisms, and predictor configurations. When compared to the Nexus-like control-flow tracing, mcfTRaptor reduces the trace port bandwidth in the range from 14 to 23.8 times for functional traces and 10.8-18.6 times for time-stamped traces.
Introduction
Embedded computer systems are essential in modern communication, transportation, manufacturing, medicine, entertainment, and national security. Faster, cheaper, smaller, more sophisticated, and more power-efficient embedded computer systems spur new applications that require very complex software stacks. The growing software and hardware complexity and tightening time-to-market deadlines make software development and debugging the most critical aspect of embedded system development. A recent study found that software developers spend between 50% and 75% of their time debugging programs [1] , yet the nation still loses approximately $20-$60 billion a year due to software bugs and glitches. The recent shift toward multicore architectures makes software development and debugging even more challenging.
Ideally, software developers would like to have perfect visibility of the system state during program execution. However, achieving complete visibility of all internal signals in real time is not feasible due to limited I/O bandwidth, high internal complexity, and high operating frequencies. To address these challenges, modern embedded processors increasingly include on-chip debug infrastructure to capture, filter, buffer, and emit program and data traces. These traces, coupled with powerful software debuggers, enable a faithful program replay that allows developers to locate and correct software bugs faster. Fig. 1 illustrates a typical embedded multicore system-on-achip (SoC) with its on-chip and off-chip trace and debug infrastructure. The multicore SoC includes various components, such as multiple processor cores (Core0-Core3), a DSP core, and a DMA core, all connected through a system interconnect. Each component includes its own trace and debug logic (trace modules) that captures program execution traces of interest. Individual trace modules are connected through a trace and debug interconnect to on-chip trace buffers. On-chip buffers store program execution traces temporarily before they are read out through a trace port to an external trace probe. The external trace probe typically includes large trace buffers in orders of gigabytes and interfaces to the target platform's trace port and to the host workstation. The host workstation runs a software debugger that replays the program execution off-line by reading and processing the traces from the external probe and executing the program binary. This way, software developers can faithfully replay the program execution on the target platform and gain insights into behavior of the target system while it is running at full speed. Trace modules encompass logic that can support different classes of debugging and tracing operations. The IEEE's Nexus 5001 standard [2] defines functions and interfaces for debugging and tracing in embedded processors for four classes of debugging and tracing operations (Class 1-Class 4). Class 1 supports basic debug operations for run-control debugging such as single-stepping, setting breakpoints, and examining and modifying processor registers and memory locations when the processor is halted. It is traditionally supported through a JTAG interface [3] . The higher classes progressively add more sophisticated operations at the cost of additional on-chip resources (logic, buffers, and interconnects) solely devoted to tracing and debugging. Thus, Class 2 adds support for nearly unobtrusive capturing and streaming out of control-flow traces in real-time. Class 3 adds support for capturing and streaming out data-flow trace (memory and I/O read and write data values and addresses). Finally, Class 4 adds resources to support emulated memory and I/O accesses through the trace port.
Class 1 operations are routinely deployed in modern platforms. However, Class 1 operations are lacking in several important aspects as follows. First, they place burden on software developers to perform time-consuming and demanding steps such as setting breakpoints, single-stepping through programs and examining visually the content of registers and memory locations. Moreover, setting breakpoints is not practical or feasible in cyber-physical and real-time systems. Finally, since the processor needs to be halted, the debugging operations are obtrusive and may perturb sequence of events on the target platform and thus cause original bugs to disappear during debug runs. To address these challenges many chip vendors recently introduced trace modules with support for Class 2 and, less frequently, for Class 3 debug and trace operations. Some examples include ARM's CoreSight [4] , MIPS's PDTrace [5] , Infineon's MCDS [6] , Freescale's MPC5500 Nexus implementation [7] . State-of-the-art trace modules employ filtering and encoding to reduce the number of bits necessary to recreate program execution. Yet, trace port bandwidths are still in the range of 1-4 bits per instruction executed per core for control-flow traces and 8-16 bits per instruction executed per core for data-flow traces [4] . With these trace port bandwidth requirements, a 1 KB on-chip buffer per processor core may capture control-flow of program segments in order of 2000-8000 instructions or data-flow of program segments of merely 400-800 instructions. Such short program segments are often insufficient for locating software errors in modern systems with more sophisticated software stacks where a distance between a bug's origin and its manifestation may span billions of executed instructions. Increasing the size of the buffers and the number of pins for trace ports is not an attractive alternative to chip manufacturers as it significantly increases the system complexity and cost. This problem is exacerbated in multicore processors where the number of I/O pins dedicated to trace ports cannot keep pace with the exponential growth of the number of processor cores on a single chip. Yet, debugging and tracing support in multicores is critical because of their increased proliferation in embedded systems and their increased sophistication and complexity.
Developing cost-effective hardware support for debugging and tracing in multicores is thus of great importance for future embedded systems. The on-chip debug and trace infrastructure should be able to unobtrusively capture control-flow and data-flow traces from multiple processor cores at minimal cost (which translates into minimal on-chip trace buffers) and stream them out in real-time through narrow trace ports.
Whereas commercially available trace modules typically implement only rudimentary forms of hardware filtering and compression with a relatively small compression ratio, several recent research efforts in academia and industry propose trace compression techniques that reach much higher compression ratios. Some of these techniques rely on hardware implementations of general-purpose compressors, such as LZ [8] or double-move-to-front [9] . Although they significantly reduce the size of the trace that needs to be streamed out, they have a relatively high complexity (50,000 gates and 24,600 gates, respectively). A set of recently developed techniques relies on architectural on-chip structures such as stream caches [10, 11] , and branch predictors [12, 13] with their software counterparts in software debuggers, as well as effective trace encoding to significantly reduce the size of traces that needs to be streamed out. Thus, for control-flow traces Uzelac et al. [13] introduced TRaptor that achieves 0.029 bits per instruction on the trace port ($34-fold improvement over Nexus-like trace) at hardware cost of approximately 5000 gates. ARM's new Embedded Trace Macrocell version four (ETMv4) proposed for ARMv7 ISA employs branch predictor to reduce the control-flow trace port bandwidth, reporting $0.35 bits per instruction [14] . For load value traces, Uzelac and Milenkovic [15, 16] introduced cache first-access tracking mechanism (c-fiat) that reduces the trace size between 5.8 and 56 times, depending on the cache size. However, these techniques have been demonstrated for uniprocessors only. Hochberger and Weiss propose a new approach for debugging modern SoCs in real-time called hidICE [17] . hidICE relies on an emulator that replicates all master cores and memories from the target platform. It relies on the target platform to report only unexpected control-flows (exceptions) and data reads from peripherals that cannot be inferred by the emulator. This paper focuses on capturing and compressing control-flow traces in multicores. They are an important tool in hardware and software debugging as well as in program profiling. Whereas certain classes of software bugs (e.g., data races) require data-flow traces, they need control-flow traces as well, e.g., to capture exceptions. Moreover, data-flow tracing is typically done only on a limited program segment rather than on the entire program because of the high costs. In such cases, control-flow traces and program check-pointing can be used to pinpoint the program segment for which a full data trace is needed. Capturing and compression of data traces in real-time is out of scope of this paper, but methods described by Uzelac and Milenkovic [16] can be extended to multicores.
We first analyze requirements for real-time control-flow tracing in multicores running a set of representative multithreaded benchmarks as a function of the number of cores (N = 1, 2, 4, and 8) (Section 2). We introduce a new hardware/software framework for capturing and compressing control flow traces in multicores called mcfTRaptor that builds on proven strengths of the existing TRaptor method [13] (Section 3) . We analyze encoding of trace messages for both functional and time-stamped control-flow traces and evaluate effectiveness of variable encoding (Section 4). Section 5 describes our experimental environment. The experimental evaluation (Section 6) shows that mcfTRaptor dramatically reduces the number of trace messages thanks to high prediction rates in predictor structures. Thus, a multicore with eight cores streaming functional control-flow traces for a selected set of parallel benchmarks requires only 0.045 bits per instruction on the trace port with mcfTRaptor compared to 1.061 bits per instruction with Nexus-like tracing. Similarly, mcfTRaptor requires only 0.095 bits per instruction on the trace port compared to 1.759 bits per instructions when streaming time-stamped control-flow traces.
The main contributions of this work are as follows:
We characterize trace port bandwidth requirements in multicore processors for Nexus-like functional and time-stamped control-flow traces. 
Control flow traces
Control-flow traces are created by recording memory addresses of all committed instructions in a program. However, such a trace includes a lot of redundant information that can be inferred by the software debugger with access to the program binary. To recreate the control-flow offline, the debugger needs only information about changes in the program flow caused by control-flow instructions or exceptions that cannot be inferred. When a change in the control-flow occurs, we could record the program counter (PC) and the branch target address (BTA) in case of a control-flow instruction or the exception target address (ETA) in case of an exception. However, such a sequence of (PC, BTA/ETA) pairs still contains redundant information. To reduce the number of bits to encode lengthy (PC, BTA/ETA) pairs, we can rather record the number of sequentially executed instructions in a dynamic basic block (also known as instruction stream) -a sequence of sequentially executed instructions starting at the target of a taken branch and ending with the first taken branch in the sequence. In addition, the target addresses of direct taken branches do not need to be recorded as they can be inferred by the software debugger. Therefore, only the following changes in the control-flow result in trace messages:
A taken conditional direct branch generates a trace message that contains only the number of sequentially executed instruction in the instruction stream, also known as stream length, (SL, -); an indirect unconditional branch generates a trace message that includes the stream length and the address of the indirect branch, (SL, BTA); and an exception event generates a trace message that includes the message type, the number of instructions executed since the last reported event (iCnt), and the exception target address (ETA).
For multicores executing multithreaded programs, control-flow trace messages need to include information about the core on which a particular code segment has been executed. Without loss of generality, we assume that each thread executes on a single core (Ti = Ci); though threads can migrate between the cores, these migrations can be captured by system software rather than through hardware methods and can be merged with the hardware trace in the software debugger.
To illustrate tracing of a multithreaded program let us consider an OpenMP C program shown in Fig. 2 that sums up elements of an integer array. An assembly code snippet in the middle shows the instruction streams and the control-flow instructions in the inner loop: the stream A with 15 instructions starts at the address 0x80488b3, the stream B with 14 instruction starts at the address 0x80488b6, the stream C with 15 instructions starts at the 0x80488b6, and the stream D with 5 instructions starts at 0x80488e9. The same code snippet is executed in two threads (Ti = 0 and Ti = 1). The stream A is followed by two occurrences of the stream B, and one occurrence of stream C. Finally, the stream D ends with an indirect branch (retq instruction), so the last trace message will also include the target address (not known in compile time). Fig. 2 top right shows the control-flow trace messages for both threads for the selected code segment. This trace does not show the ordering of the trace messages coming from different cores. However, the ordering of trace events is often useful in debugging parallel programs. We can assume that trace messages are time-stamped in trace modules using a global clock. These time stamps can then be used by a trace buffer control logic to properly order trace messages before they are streamed out of the chip. This way the software debugger would receive ordered control-flow messages. We refer to this kind of trace as functional control-flow trace -it is ordered, but it does not include time stamps. An alternative to this approach is to embed time stamps in trace messages and stream them out together with the core index, the stream length, and indirect branch target address. Fig. 2 bottom right shows the time-stamped control-flow trace for the inner loop. Each trace message carries information about the clock cycle in which the last instruction of a given instruction stream is committed. Time-stamped control-flow traces offer more insights to software developers and require simpler implementation of the trace buffer because trace messages can be streamed out as they arrive from the individual cores. However, time-stamped control-flow traces require higher trace port bandwidth because time stamps need to be streamed out, even though the time stamps can be differentially encoded. In this paper we will consider trace port bandwidth requirements for both functional and time-stamped control-flow traces.
In spite of generating trace messages only for events that cannot be inferred by the software debugger, the number of bits that need to be streamed out through the trace port remains relatively large. To illustrate the tracing challenges in multicores, we consider the minimal number of bits needed to capture control-flow traces when running representative benchmarks. Table 1 shows main characteristics of 10 benchmarks from the Splash2 benchmark suite compiled for the IA32 instruction set architecture (ISA) [18, 19] . The benchmarks are run for a small input set for processor configurations with N = 1, 2, 4, and 8 processor cores. For each combination (benchmark, N), we show the number of executed instructions (IC -instruction count) and the number of instructions executed (committed) per clock cycle (IPC). The last row shows totals for the entire benchmark suite. Expectedly, the number of instructions slightly increases as the number of threads increases due to synchronization, especially for cholesky (from 1.27 with N = 1 to 2.77 billion of instructions with N = 8). The four columns in the middle show control flow instruction statistics for single-threaded programs, as they directly influence the frequency and size of trace messages that need to be streamed out. The column Branch shows the total frequency of control flow instructions, broken down to different types: conditional direct branches (C, D); unconditional direct branches (U, D); and unconditional indirect branches (U, I). Note: the IA32 ISA does not support conditional indirect branches. The benchmarks exhibit diverse characteristics, ranging from those with a relatively significant frequency of control flow instructions (e.g., water_nsq, water_sp, lu, and raytrace) to those with relatively low frequency (e.g., radix). The total frequency of control flow instructions in the instruction mix for all benchmarks is 10.46%. This relatively low frequency is due to Splash2 benchmark suite that includes predominantly scientific applications and computations kernels.
The benchmark's IPC as a function of the number of cores (N) indicates how well its performance scales. Thus, water_nsq scales very well because IPC (N = 8)/IPC (N = 1) = 7.55, but radix does not, because IPC (N = 8)/IPC (N = 1) = 3.41. The benchmark execution times in clock cycles are recorded using a cycle-accurate Multi2Sim simulator [20] . We model systems-on-a-chip with N = 1, 2, 4, and 8 cores. Each core has its private 8 KB data and instruction caches with hit latency of 2 clock cycles. The L2 cache is shared among cores and has latency of 4 clock cycles. The L2 cache size is set to NÁ64 KB. The main memory latency is set to 200 clock cycles.
To determine the required trace port bandwidth, we first extend Multi2Sim to capture program execution traces from multicore processor models. The collected time-stamped control-flow traces are post-processed to include the minimum necessary information to replay the program offline. The trace messages are encoded similarly to Nexus 5001 trace messages and include the fields described in Fig. 7a sequentially executed instructions in a dynamic basic block (SL), and differentially encoded target address (diffTA) for indirect branches or exceptions. In case of time-stamped control-flow traces, trace messages include diffCC field. This field carries information about the number of clock cycles expired since the last reported trace event on a given processor core. The number of bits needed to encode the Ti field is [log 2 N] (0 for N = 1, 1 for N = 2, 2 for N = 4, and 3 for N = 8). To accommodate for variable length of the SL, diffTA, and diffCC fields, they are broken down into a certain number of chunks. Each chunk is followed by a so-called connect bit, C, which indicates whether the chunk is a terminating one (C = 0, end of the field) or not (C = 1, more chunks follow). Table 2 shows the average trace port bandwidth for each benchmark for both the functional (NX_b) and the time-stamped (tNX_b) Nexus-like control-flow traces. The bandwidth is measured in the number of bits per instruction executed (bpi) and the number of bits per clock cycle (bpc). The total bandwidth (shown in row Total) in bits per instruction is calculated as the sum of trace sizes for all benchmarks divided by the sum of the number of instructions executed for all benchmarks. Similarly, the total bandwidth in bits per cycle is calculated as the sum of trace sizes for all benchmarks divided by the sum of the execution times in clock cycles for all benchmarks.
The required trace port bandwidth in bits per instruction increases as we increase the number of cores, due to additional information such as Ti that needs to be streamed out. The totals for functional traces range from 0.79 bpi for N = 1 to 1.06 bpi for N = 8. The required bandwidth varies across benchmarks and is highly correlated with the frequency and type of control-flow instructions. Thus, radiosity requires 1.06 when N = 1 and 1.34 when N = 8, whereas fmm requires only 0.41 when N = 1 and 0.65 when N = 8. In case of time-stamped traces the trace port bandwidth requirements increase significantly. Thus, the total bandwidth is 1.42 bpi when N = 1 and 1.76 bpi when N = 8. The individual benchmarks such as lu, barnes, and radiosity require significantly higher bandwidths. For example, lu requires 2.67 bpi when N = 8.
While the results for bandwidth in bpi show that the bandwidth requirements increase with an increase in the number of cores, they do not fully capture the pressure multiple processor cores place on the trace port, which is a shared resource. The trace port bandwidth in bits per clock cycle, bpc, better illustrates this pressure. Thus, radiosity with 8 threads executing on 8 cores requires 6.02 bpc on average for functional and 9.49 bpc for time-stamped control-flow traces. For N = 8 the total bandwidth for all benchmarks in bpc is 2.76 for functional and 4.58 for time-stamped traces. It should be noted that the bandwidth in bpc depends on processor and memory hierarchy model. Our model with IPC of 0.45 instructions committed in each clock cycle when N = 1 is a representative of embedded processors. More aggressive superscalar processor models will result in even higher trace port bandwidth requirements. These results indicate that capturing control-flow trace on the fly in multicores requires significantly higher trace port bandwidths and in turn larger trace buffers and wider trace ports. As shown in the next section, one alternative is to develop hardware techniques that significantly reduce the volume and size of trace messages that are streamed out.
mcfTRaptor
In this section we introduce a technique called multicore control-flow Tracing Branch Predictor, or mcfTRaptor for short. Fig. 3 illustrates a tracing and debug flow in multicores tailored for mcfTRaptor. Each processor core is coupled to its trace module through an interface that carries information about committed control-flow instructions. The trace module includes predictor structures in hardware, solely dedicated to capturing and filtering control-flow traces. These structures are looked up when selected control-flow instructions commit in the corresponding processor core, namely conditional branches and indirect branches. For a given control-flow instruction, the predictor structures either (a) correctly predict its outcome or the target address; (b) incorrectly predict the outcome or the target address, or (c) cannot make prediction (e.g., due to a miss in a predictor). In all cases the predictor structures are updated based on their update policies, similarly to branch predictors in processor pipelines. The key insight that leads to significant reduction in the number and size of trace messages is that trace messages need to be generated only when rare mispredictions occur in the mcfTRaptor structures on the target platform. The messages are stored in a trace buffer, streamed out of the platform, and read by the software debugger. The software debugger has access to the program binary, instruction set simulator, and the trace messages captured on the target platform. It maintains software copies of all mcfTRaptor structures. These structures are updated during program replay in the same way their hardware counterparts are updated on the target platform. Fig. 4 shows a block diagram of typical mcfTRaptor structures for a single core. The processor's trace module receives information about committed control flow instructions (PC, direct/indirect, taken/not taken, BTA) or exceptions (ETA) from the processor core and looks up the mcfTRaptor structures. mcfTRaptor includes structures for predicting (a) target addresses of indirect branches, e.g., an indirect Branch Target Buffer (iBTB) and a Return Address Stack (RAS) [21] ; and (b) outcomes of conditional branches, such as outcome gshare predictor [22] . In addition, mcfTRaptor includes two counters: an instruction counter Ti.iCnt and a branch instruction counter Ti.bCnt. The Ti.iCnt is incremented upon retirement of each executed instruction, and the Ti.bCnt is incremented only upon retirement of control-flow instructions that could generate trace messages (e.g., conditional direct and unconditional indirect branches). Fig. 5 describes operation of a trace module attached to core i when capturing control-flow tracing using mcfTRaptor. The instruction counter is incremented for each committed instruction. The branch counter is incremented for each control-flow instruction capable of generating a trace message. For indirect unconditional branches, the trace module generates a trace message only if the predicted target address does not match the actual target address. For direct conditional branches, the trace module generates a trace message only if the predicted outcome does not match the actual outcome. When a trace message is generated and placed in a trace buffer for streaming out, the counters Ti.iCnt and Ti.bCnt are cleared. The predictor structures are updated according to update policy. In case of exceptions, a trace message is generated with Ti.bCnt = 0 to indicate a special case, followed by the instruction count (Ti.iCnt) and the exception address (Ti.ETA).
The software debugger replays the instructions as shown in Fig. 6 . The replay starts by reading trace messages for each thread and initializing the counters. If a non-exception trace message is processed, the software copy of Ti.bCnt is decremented. For indirect unconditional branches, if the counter reaches zero, the actual target address is retrieved from the current trace message; otherwise if (Ti.bCnt > 0), the target address is retrieved from the mcfTRaptor structures maintained by the software debugger. For direct conditional branches, if the counter reaches zero, the actual outcome is opposite to the one provided by the mcfTRaptor structures maintained by the software debugger; otherwise if (Ti.bCnt > 0), the actual outcome matches the predicted one. When Ti.bCnt reaches zero, the next trace message for that thread is read from trace probe. Handling of exception events is described in lines 3-8 in Fig. 6 .
Trace messages encoding
mcfTRaptor reduces the number of trace messages that need to be reported, but the encoding scheme employed for these messages can also affect trace port bandwidth requirements. Trace messages should be encoded in such a way that minimizes the trace port bandwidth and reduces the hardware complexity of encoding and decoding trace messages. Table 3 summarizes mcfTRaptor events and necessary fields in trace messages for those events. All trace messages include a Ti field that carries information about the thread/core identification. The next mandatory field is the branch counter; for all non-exception fields this counter is greater than zero. Thus, the value zero is reserved to encode an exception event. The target address misprediction events also require the actual target address to be reported. In exception messages, the branch counter field is followed by the instruction counter (Ti.iCnt) and the exception target address (Ti.ETA). Note: these messages are tailored for IA32 ISA, and instruction sets with conditional indirect branches would require a slightly modified encoding scheme. In case of time-stamped control-flow traces, a time stamp field, Ti.CC, is included in each trace message.
One approach to encoding trace messages is to use fixed-length fields for encoding the counter values (Ti.bCnt and Ti.iCnt), and the target addresses (Ti.BTA and Ti.ETA). Whereas this approach simplifies encoding and decoding, it wastes the trace port bandwidth. the mcfTRaptor structures. The prediction rates in turn depend on the predictors' size and organization.
An alternative approach is illustrated in Fig. 7b , called TR_b. The branch counter field is divided into 8-bit chunks. If an 8-bit field is sufficient to encode the counter value, the following field, called connect bit (C), has value zero, thus indicating the terminating chunk for Ti.bCnt. Otherwise, C = 1, and the following field carries information about the next 8 bits of the counter value. The trace messages for target address misprediction events carry information about the correct target address. An alternative to reporting the entire address (32-bit in our case) is to encode the difference between subsequent target addresses and thus exploit locality in programs to minimize the size of trace messages. The trace module maintains the previous target address, that is, the target address of the last mispredicted indirect branch (PTA). When a new target misprediction is detected, the trace module calculates the difference target address, Ti.diffTA, Ti.diffTA = Ti.TA À Ti.PTA and the Ti.PTA gets the value of current address Ti.TA, Ti.PTA = Ti.TA. The absolute value of diffTA is divided into chunks of 16-bits, and the connect bit indicates whether one or two 16-bit fields are needed to encode the message. The sign bit of the difference is encoded separately as shown in Fig. 7b .
The Ti.CC field can also be encoded with a fixed number of bits. Reporting the exact clock cycle in which a trace event has been captured is impractical because the program execution may take billions of clock cycles. Limiting the size of the Ti.CC field and generating a periodic synchronization messages is a better approach, but would require periodic synchronization messages. An alternative is to apply differential encoding of time stamps. The trace module maintains the time stamp of the previous event (Ti.PCC). When a new trace event is detected, the module calculates the difference between the current and the previous time stamps, Ti.diffCC = Ti.CC À Ti.PCC. The Ti.diffCC is divided into chucks of 8 bits, and the connect bit is used to encode the entire field as shown in Fig. 7b . This approach for encoding time stamps is used for both Nexus-like trace messages (NX_b) shown in Fig. 7a and mcfTRaptor trace messages with fixed encoding (TR_b) shown in Fig. 7b .
By analyzing profiles of reported counter values (Ti.bCnt, Ti.iCnt, Ti.diffCC) as well as diffTA values, we determined that the number of required bits for encoding trace messages can be further minimized by allowing for variable encoding. Instead of using fixed-length chunks for Ti.bCnt, we allow for chunks of variable size, i 0 , i 1 , i 2 , as shown in Fig. 7c . Similarly, we can use variable chunk sizes of lengths, j 0 , j 1 , j 2 , for encoding diffTA, and h 0 , h 1 , h 2 , . . . for encoding Ti.diffCC. We call this encoding approach TR_e. The length of individual chunks is a design parameter and can be determined empirically. In determining the length of individual chunks, we need to balance the overhead caused by the connect bits and the number of bits wasted in individual chunks. A detailed analysis to find good chunk sizes is performed and selected parameters are used for all benchmarks. It should be noted that the variable encoding offers an additional level of flexibility to adjust encoding lengths for individual benchmarks or even inside different phases of a single benchmark. However, dynamic adaptation of the field lengths is left for future work.
Experimental environment
The goal of experimental evaluation is to determine the effectiveness of the proposed mcfTRaptor technique. As a measure of effectiveness, we use the average number of bits emitted on the trace port per instruction executed. As the workload we use control-flow traces of 10 benchmarks from the Splash2 benchmark suite [18, 19] collected on a Multi2Sim simulator with IA32 ISA. In addition to evaluating the effectiveness of mcfTRaptor, the goal is to quantitatively assess the impact of mcfTRaptor configuration on its performance, as well as to find good chunk sizes (i 0 , i 1 , . . ., j 0 , j 1 , . . ., h 0 , h 1 , . . .) and assess the effectiveness of variable encoding. Fig. 8 shows the experimental flow used to create the control-flow traces and evaluate the trace port bandwidth. We have developed a custom extension to Multi2Sim called TmTrace. TmTrace captures time-stamped control-flow traces. The traces are generated for entire benchmark runs while varying the number of threads, N = 1, N = 2, N = 4, and N = 8. As a baseline case we use Nexus-like control-flow traces described in Section 2 with messages shown in Fig. 7a . The generated raw control-flow traces are forwarded to mcfTRaptor tool that models behavior of the mcfTRaptor predictor structures. The output tNX_b and tTR_b traces are read by the analyzer tool suite that performs encoding and analysis of statistics of interest for a selected set of encoding parameters which are input parameters for this stage. The statistics are maintained separately for each thread in a benchmark as well as the totals for the entire benchmark.
The trace port bandwidth depends on the following parameters: (a) benchmark characteristics -namely the type, frequency, and distribution of control-flow instructions, (b) the prediction rates of mcfTRaptor structures which in turn depend on their size and organization, and (c) the encoding parameters. To evaluate the impact of the mcfTRaptor predictors' size and organization, we consider three configurations called Small, Medium, and Large. Fig. 4 shows the mcfTRaptor predictor structures, including gshare outcome predictor (p entries), RAS (r entries), and iBTB (2-way with q sets). The index function for the outcome predictor is gshare.index = BHR[log 2 (p):0] xor PC[4 + log 2 (p):4], where the BHR register holds the outcome history of the last log 2 (p) conditional i 1 , j 0 , j 1 , . . .) , we profiled the Splash2 benchmarks to determine the minimum required bit length of the Ti.bCnt, Ti.|diffTA|, and Ti.diffCC fields. Fig. 9 shows the cumulative distribution function (CDF) for the minimum number of bits needed to encode Ti.bCnt, Ti.|diffTA|, and Ti.diffCC for the raytrace benchmark with N = 2 threads. This benchmark is selected because it has a relatively high frequency of control-flow instructions. The number of bits needed to encode the value of Ti.bCnt counters depends on benchmark characteristics as well as on misprediction rates of the mcfTRaptor predictors, which makes the selection of good parameters a challenging task. However, we can see that $60% of possible Ti.bCnt values encountered during tracing raytrace can be encoded with 3 bits, and very few trace messages would require more than 8 bits. Similarly, over 70% of Ti.|diffTA| values encountered in the trace require less than 16 bits to encode. Whereas each (benchmark, mcfTRaptor configuration, N) triplet may yield an optimal combination of the encoding parameters, we search for a combination that would perform well across all benchmarks and all configurations. We limit the design space by requiring that i 1 = i 2 = . . .i k , and j 1 = j 2 = . . . = j l , where {i 0 , i 1 } = {1-6} and {j 0 , j 1 } = {1-12}. We have found that the following values perform well for all configurations: (i 0 , i 1 ) = (3, 2), (j 0 , j 1 ) = (3, 4), and (h 0 , h 1 ) = (4, 2).
Results
The effectiveness of mcfTRaptor in reducing the trace port bandwidth directly depends on prediction rates as the trace messages are generated only on rare misprediction events. Table 4 shows the total misprediction rates collected on the entire benchmark suite for the Small, Medium, and Large predictor configurations, when the number of cores is varied between N = 1 and N = 8. The outcome misprediction rates decrease as we increase the size of the gshare predictor. For example, it is 7.86% for the Small configuration and 5.27% for the Large configuration when N = 1. It decreases with an increase in the number of processor cores as fewer branches compete for the same resources. Thus, the outcome misprediction rate is 6.23% for the Small configuration and 4.20% for the Large configuration when N = 8. The target address misprediction rates are also low because the RAS is correctly predicting targets of return instructions. The Small configuration does not include the iBTB predictor, resulting in misprediction rates $8.5%. The Medium and Large configurations have only $2% and $0.6% target address mispredictions, respectively. These results demonstrate a strong potential of mcfTRaptor to reduce the trace port bandwidth requirements.
To quantify the effectiveness of mcfTRaptor, we first analyze the total trace port bandwidth for functional control-flow traces (Section 6.1) considering both bpi and bpc metrics. Next, we analyze the total trace port bandwidth for time-stamped control-flow traces (Section 6.2). Whereas the average trace port bandwidth allows us to quantify the effectiveness of the proposed techniques for filtering and encoding of trace messages, it does not fully capture the peak rates that occur in individual benchmarks during their execution. In Section 6.3 we look at the trace port bandwidth as a function of time during benchmark execution. In Section 6.4 we estimate hardware complexity of the proposed trace modules. Fig. 10 shows the total average trace port bandwidth with the min-max ranges for the Nexus-like control flow traces (NX_b) described in Section 2, the mcfTRaptor with base encoding (TR_b), and the mcfTRaptor with variable encoding (TR_e). For TR_b and TR_e we consider all three mcfTRaptor configurations (Small, Medium, and Large). Table 5 shows the average trace port bandwidth in bpi for each benchmark separately when using the Large configuration for TR_b and TR_e. The results show that both TR_b and TR_e dramatically reduce the required total average trace port bandwidth relative to NX_b. The NX_b requires 0.79 bpi when N = 1 (ranging from 0.41 for fmm to 1.23 for lu) and 1.06 bpi when N = 8 (ranging from 0.65 for fmm to 1.59 for lu). TR_b is reducing the total average trace port bandwidth relative to NX_b in the range of 8. To further illustrate the strength of the proposed techniques, Fig. 11 shows the total average trace port bandwidth in bits per clock cycles for NX_b, TR_b, and TR_e. The experiments are run using processor models described in Section 2 resulting in IPCs shown in Table 1 . The results show that NX_b requires 0.36 bpc (ranging from 0.12 for radix to 0.71 for lu) when N = 1 and 2.76 bpc (ranging from 0.5 for radix to 6.02 for radiosity) when N = 8. TR_e with the Large configuration requires only 0.015 bpc (ranging from $10 À6 for radix to 0.036 for water-sp) when N = 1 and 0.116 bpc (ranging from $10 À5 for radix to 0.352 for water-ns) when N = 8. TR_e requires on average less than 0.2 bpc in systems with N = 8 cores regardless of the number cores and the predictor configuration. More importantly, the critical benchmarks such as radiosity and water-ns, executing on a multicore with N = 8 cores with the Large configuration, still require less than 0.4 bits per clock cycle on the trace port (0.301 and 0.352 bpc, respectively). Fig. 12 shows the total trace port bandwidth in bpi for time-stamped control-flow trace tNX_b, tTR_b, and tTR_e as a function of the number of processor cores and predictor configurations. The total trace port bandwidth is broken down into individual fields of trace messages (DiffTA, bCnt, Ti, and diffCC). Expectedly, time-stamped control-flow traces increase the port bandwidth requirements. Table 6 shows the trace port bandwidth for all benchmarks for the Large configuration. For example, tNX_b requires 1.42 bpi when N = 1 (ranging from 0.81 for fmm to 2.32 for lu) and 1.76 bpi when N = 8 (ranging from 1.13 for fmm and 2.67 for lu). Both tTR_b and tTR_e significantly reduce the required trace port bandwidth. With the Large configuration TR_b requires 0.104 bpi when N = 1 (13.6 times improvement over tNX_b) and 0.111 when N = 8 (15.8 times improvement over tNX_b), whereas TR_e requires 0.087 bpi when N = 1 (16.3 times improvement over tNX_b) and 0.095 bpi when N = 8 (18.6 times improvement over tNX_b). TR_e with the Large configuration requires less than 0.1 bpi on the trace port regardless of the number of cores. The breakdown shows that the trace port bandwidth in TR_e becomes dominated by bits carrying time stamps. Fig. 13 shows the total trace port bandwidth with the min-max ranges in bpc for tNX_b, tTR_b, and tTR_e as a function of the number of cores and mcfTRaptor configurations. The results show that tNX_b requires 0.64 bpc (ranging from 0.33 for fmm to 1.34 for lu) when N = 1 and 4.58 bpc (ranging from 0.89 for radix to 9.49 for radiosity) when N = 8. tTR_e with the Large configuration requires only 0.039 bpc (ranging from $10 À6 for radix to 0.094 for water-sp) when N = 1 and 0.246 bpc (ranging from $10 À5 for radix to 0.738 for water-ns) when N = 8. These results indicate that using time-stamped rather than functional control-flow traces more than doubles the required trace port bandwidth.
Trace port bandwidth analysis for functional traces

Trace port bandwidth analysis for time-stamped traces
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Dynamic trace port bandwidth analysis for time-stamped traces
Fig. 14 shows the trace port bandwidth as a function of time during execution of two benchmarks, water-ns and radiosity. The number of processors is N = 8. We analyze the bandwidth required for time-stamped control-flow traces for tNX_b and tTR_e for all three configurations, the Large, tTR_e (L), the Medium, tTR_e (M), and the Small, tTR_e (S). The benchmarks water-ns and radiosity are selected because they require the highest average total bandwidth for time-stamped control-flow traces. The trace port bandwidth in bpc is logged every 1 million clock cycles. Let us first analyze water-ns. The average trace port bandwidth for tNX_b is 8.84 bpc, but the bandwidth varies over time from as low as 1.25 bpc to over 12.8 bpc. On the other side tTR_e (L) requires the average trace port bandwidth of 0.738 bpc. tTR_e (L) variations in the bandwidth mimic those in tNX_b, but they range between 0.05 bpc and 1.01 bpc. In case of radiosity, tNX_b requires the average bandwidth of 9.49 bpc. However, the bandwidth varies widely over time from as low as 0.28 bpc to 94.7 bpc at the very end of the program execution. Contrary to tNX_b, tTR_e requires 0.613 bpc on average, while varying between $0 and 1.01 bpc. These results show that mcfTRaptor not only reduces the average trace port bandwidth, but also limits the variability of required bandwidth as the benchmarks move through different phases of program execution.
Hardware complexity estimation
To estimate the hardware complexity of the proposed trace modules, we estimate the size of all structures including the outcome gshare predictor, RAS, iBTB, registers PIR, PTA, PCC, as well as the estimated size of the output buffer. In estimating the fields that keep target addresses, we can eliminate the uppermost 12 address bits since they remain unchanged relative to the previous target addresses. The complexity of the Small configuration (512-entry gshare and 8-entry RAS) is estimated to 2300 logic gates per processor core. The shared output trace buffer of N * 64 bits (where N is the number of processor cores) should be able to amortize all trace messages in case of time-stamped trace messages. The output trace buffer would need to be emptied at the rate of 2 bpc to accommodate streaming out time-stamped trace messages of radiosity. The Medium configuration is estimated to $4800 logic gates per processor core. The output buffer would need to be emptied at the rate of 1.7 bpc if time-stamped trace messages are streamed out. Finally, the Large configuration requires $16,500 logic gates. The output buffer needs to be emptied at the rate of $1.3 bpc to accommodate the worst-case (water-ns). It should be noted that this analysis assumes tracing of time-stamped control-flow messages and the processor model described in Section 2. Our results indicate that it would be beneficial to ensure on-chip ordering of trace messages and streaming out ordered trace messages with minimal or no time information. Different processor timing characteristics would result in different trace port bandwidth requirements.
Conclusions
Growing complexity and sophistication of embedded computer platforms, a recent shift toward multicore architectures, and ever-tightening time-to-market make software development and debugging the most critical aspect of embedded system development. Improved on-chip tracing infrastructure coupled with sophisticated software debuggers promises to enable finding difficult and intermittent software bugs faster, resulting in higher quality software and increased overall productivity. This paper introduces mcfTRaptor, a new low-cost technique for the on-the-fly capturing and compressing of control-flow traces in multicore systems. mcfTRaptor combines on-chip per-core private predictor structures and corresponding software counterparts in the software debugger to dramatically reduce the number of trace messages that need to be captured and streamed out on the target platform. The number of bits streamed out is further reduced by employing a variable encoding for counter and address fields in trace messages.
Our experimental evaluation explores the baseline trace port bandwidth requirements for control-flow traces in multicores and evaluates effectiveness of mcfTRaptor as a function of the number of cores, the configuration of predictor structures and their complexity, and the encoding mechanism. Our most effective configuration of mcfTRaptor reduces the trace port bandwidth between 23.8 times for functional control-flow traces and 18.6 times for time-stamped control-flow traces. 
