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Abstract. The study of wireless and mobile networks is mainly based on sim 
ulations. According to recent publications 76% of the studies in this area are
based on simulations. Although simulation environments oﬀer a convenient com 
bination of ﬂexibility and controllability, their largest disadvantage is that the
results gained by using them are diﬃcult to transfer into reality. This is due to
the complex environment of mobile and wireless networks.
In this paper we introduce a hybrid testbed approach, which consists of real mesh
nodes and a virtualization environment. This combination provides on the one
hand a ﬂexible development environment for distributed network protocols and
applications, and on the other hand a high degree of realism. Therefore, it allows
the design and evaluation of large scale networks where the results are easily
transferred to the real world.
1 Motivation
In the last decade wireless networks became a popular alternative to wired net-
works. Standardization and a decrease in production costs have facilitated their
success in the mass-market and also in private households.
Nowadays, two diﬀerent kinds of wireless networks are widely spread. On the
one hand there are the Global System for Mobile Communication (GSM) and the
Universal Mobile Telecommunications System (UMTS), the cellular networks of
the second and third generation respectively. They are primarily used for mobile
telephony, but also increasingly for data transfer. On the other hand, there are
several established standards for the wireless connectivity of client devices. The
client devices can be either static or mobile, and are in general denoted as nodes.
These standards include, amongst others, the popular IEEE 802.11 (WLAN), as
well as IEEE 802.15 (WPAN) and IEEE 802.16 (WMAN).
All these networks share one property: They are designed for communication
where only few wireless links exist between the source and destination node.
Either the communication peer can communicate directly or it cannot. In the
ﬁrst case there is only one wireless link and in the other case there is a more or
less complex infrastructure, which is based on classical wired network technology.
The wireless devices are connected to distinguished devices of the infrastructure
that are denoted as base stations. In GSM, the infrastructure consists of the
Home Location Register (HLR), the Visitor Location Register (VLR), various
service nodes, and gateways to other wireless and wired networks. In WLANs
the base stations, so-called access points, are typically connected via Ethernet.
In recent years many researchers have invested huge eﬀorts on: mobile ad
hoc networks (MANETs) [22,40,7,62,44]. A MANET is a collection of wirelessmobile nodes, e.g., laptops, personal digital assistants (PDAs), or smartphones,
dynamically forming a network without the need for a pre-established infras-
tructure such as access points or base stations. Due to the limited transmission
range of wireless network interfaces, the nodes have to cooperate by forwarding
packets so that nodes outside transmission range can communicate with each
other. In other words, each mobile node operates not only as a host but also
as a router. Typical MANET application scenarios are battleﬁelds or emergency
search-and-rescue operations, where the use of any pre-established infrastructure
is not possible, either because it does not exist or because it is out of order.
In spite of massive eﬀorts in research and development of mobile ad hoc
networks, this type of network has not yet seen mass-market deployment. The
low commercial penetration of products based on MANET technology is un-
derstandable, as the ongoing research is mainly focused on large-scale military
applications with thousands of ad hoc nodes and in some exceptional cases ap-
plicable on scenarios like emergency search-and-rescue operations.1 The military
and specialized civilian applications are characterized by a lack of infrastructure
and instant deployment. In contrast, users are interested in general-purpose ap-
plications where high bandwidth and open access to the Internet are consolidated.
To make MANETs useful for the mass-market some changes to the common def-
inition of MANETs are mandatory. By relaxing one of the main constraints of
MANETs, “the network is made of user devices only and no infrastructure ex-
ists,” a new class of networks emerges: wireless mesh networks (WMN) [10,2].
WMNs do not have the objective to constitute a multi-hop ad hoc network
that is fully self-sustaining, self-conﬁgured and isolated, but rather a network
which emerges as a ﬂexible and low-cost extension of wired infrastructure net-
works coexisting with them. Neither mobility nor ﬂexibility is fundamentally lost,
since wireless mesh networks generalize mobile ad hoc networks.
1.1 Contribution of this Paper
The contribution of this paper is threefold, which is also reﬂected in its structure.
The ﬁrst aspect of this paper is to outline the requirements of a real testbed
for wireless mesh networks. The focus hereby is on the transition from a pure
simulation based study of wireless mesh networks to the study based on a real and
manageable testbed. This transition is important, since pure simulation based
study results do not ﬁt with reality. Although there are many wireless mesh
networking projects, the reports do not give an insight how to build and run a
wireless mesh networking testbed. This is valid for the hardware components as
well as for the software components. However, this is important, since the setup
and running of a testbed is labor intensive.
The second aspect of the paper is to give a survey of existing wireless mesh
networking testbed projects. The focus here is to extract the information which
identiﬁes them and to collect the information which the projects share. Based on
the study of these existing projects we infer some advice on setting up a wireless
mesh networking testbed.
The third and last aspect of this paper is to present and discuss our wireless
mesh networking testbed. We have used the experience of other testbed projects
1 See for example Victor Bahl’s opening talk at the Mesh Networking Summit 2004 [39].
4to improve some properties. For research purposes it is not enough to set up
a wireless mesh network testbed only consisting of hardware and the essential
software, i.e. operating system and router functionality. The study process during
research studies has to be considered during the design of a testbed. Our approach
is a hybrid testbed, which consists of real hardware, standard Linux software and
a virtualization technique. The virtualization allows the development and testing
of the software as if it was executed on real mesh routers. This improves on the
one hand the development of distributed protocols and applications and simpliﬁes
on the other hand the software-development cycle.
1.2 Structure of the Paper
The remainder of the paper is organized as follows. Section 2 gives an overview
of wireless mesh networks. In Section 3 we discuss environments used to study
mobile and wireless networks, in particular wireless mesh networks. Our solution
to investigate WMNs is presented in Section 4. Previous work, that is existing
testbeds for WMNs, is surveyed in Section 5. Finally, in Section 6 we draw some
conclusions and outline future work.
2 Wireless Mesh Networks
When reading about wireless mesh networks one quickly realizes that the term
really denotes a category rather than a speciﬁc network type. Given two papers
about WMNs one is likely to ﬁnd two entirely diﬀerent sets of assumptions.
Therefore, this section aims to categorize WMNs into distinct types. In order to
do so, we ﬁrst introduce the general network architecture before we describe the
characteristics of WMNs. In particular, a functional classiﬁcation of node types
encountered in WMNs is presented that provides us with a set of speciﬁc terms,
which are used in the remainder of this paper.
2.1 System and Network Architecture
Since the term “wireless mesh network” is ambiguous we will present a deﬁnition
that seems to us the most promising. Figure 1 depicts a hierarchical and layered
architecture that integrates the common approaches and thus helps to identify
the main parts of a WMN. Our view is more general than that usually presented,
in that other approaches often leave out some layers, e.g., they consider only
clients without routing functionality [10].
On the top level of Figure 1 are the backbone mesh gateways connected to the
Internet by wire, indicated by solid lines. They provide wireless Internet access
(dashed lines) to the second level entities, the so-called backbone mesh routers.
These wireless routers form the core by building the wireless, meshed backbone
of the WMN. On the lowest level, there are the mobile user devices, the mesh
clients. As Figure 1 shows, these clients are subdivided into two groups. On
the left hand side, there are routing mesh clients that also communicate among
each other in a multi-hop fashion. They form a MANET with gateways that
are not directly connected to the Internet, but to the backbone mesh gateways.
On the right hand side, there are non-routing mesh clients, which connect to
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Fig.1: Architecture of wireless mesh networks
mesh routers in the same way as conventional clients associate to wireless access
points.
The architecture outlined above needs further discussion. First of all, the
mesh gateways are speciﬁc mesh routers that have a wired, high-speed connection
to the Internet. These wired connections are considered not to be part of the
WMN. Thus, the WMN itself is fully wireless.
The mesh routers and gateways are installed at certain ﬁxed positions. They
establish a permanent infrastructure. However, new routers and gateways can
easily be added, since the communication is wireless. Thus, the infrastructure
and therefore the network topology is not completely static but has low dynamic
character. Mesh routers and mesh gateways together establish a wireless multi-
hop network that serves as a backbone. It routes traﬃc hop-by-hop from a mesh
client to a backbone mesh that can forward it to the external network, and
vice versa. This way of communicating is a major diﬀerence to conventional
wireless access points. These provide only gateway or bridge functionality. In
addition, a mesh router has multi-hop routing capabilities. Furthermore, the
hierarchy achieved by the distinction between clients and routers promotes the
utilization of multiple radios, separating the traﬃc in the backbone from that
of the clients. Routing and conﬁguration tasks are assigned to mesh routers in
order to unburden mesh clients that are probably power-constrained because of
their inherent mobility.
Due to the mobility of the mesh clients the wireless mesh network has a
spontaneous and dynamic character. Mesh clients can leave the WMN at any
time, and new clients arrive that want to join the WMN. Figure 1 introduces
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communication with mesh routers only. They do not participate in the routing
process of the WMN and use the mesh routers similar to conventional wireless
clients communicating with their access point. The routing mesh clients are able
to connect not only to mesh routers but also to other routing mesh clients. Since
they participate in routing, these clients build up a sub-network on their own,
which can also be considered as a MANET.
2.2 Network Characteristics
Our deﬁnition of the architecture of a WMN leads to several characteristics.
These are quite general and many of them also hold for other perceptions of
WMNs. To a certain extent they are also valid for (hybrid) MANETs [49], but
there are more or less subtle diﬀerences.
Wireless: The most obvious property is the wireless nature of WMNs. Thus,
WMNs must cope with the challenges that arise from wireless communication.
On the one hand, they need to take into account the limited transmission
range and the potentially high loss rates due to packet collision and fading of
the wireless channel during the transmission. On the other hand, they have
to deal with the mobility of nodes.
Multi-hop: WMNs use multi-hop routing to overcome the challenges men-
tioned above. Conventional wireless networks extend their network coverage
by higher transmission power or additional access points that have to be in-
terconnected by wire. In contrast, nodes of a WMN forward traﬃc wirelessly
on behalf of others, which are not within their direct transmission range.
Redundancy: The wireless backbone of a WMN forms a meshed network. It
provides redundant links between mesh routers, mesh gateways, and mesh
clients. Thus, failure of one link or node will not necessarily lead to failure
of large parts of the network. Trying to adopt this approach in conventional
wired networks might be expensive, time-consuming, or even impossible. This
is because of the large amount of cabling required for such a meshed network.
Depending on the environment, in-wall installations could be impossible.
Mobility: Since both mesh routers and mesh gateways have low mobility, the
backbone can support client mobility in a predictable and reliable fashion.
Mobile clients that leave the communication range of one mesh router can
easily connect to the next one coming into their communication range. The
dynamic multi-hop routing will ensure that the traﬃc is still correctly for-
warded to its destination.
Dynamics: All nodes have to establish the network spontaneous way (self-
organizing) and to maintain their connectivity continuously (self-healing).
Leaving or newly joining nodes cause topology changes that the network has
to adapt to. Nodes must reorganize their routes, invalidate paths that are
not available anymore and include new paths that have become available.
Additionally, the WMN should pass conﬁguration information to new nodes
in order to reduce or remove the need for user intervention (self-conﬁguring).
The characteristics mentioned above are essential, but MANETs share sim-
ilar qualities. The following characteristics are speciﬁc to WMNs, they clearly
distinguish WMNs from MANETs, even from hybrid ones.
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architecture. Mesh gateways and routers forming the backbone infrastructure
are nearly static and therefore less limited with regard to power consumption
and computing power. They can be equipped with multiple radios, and they
can take over routing and conﬁguration tasks. The hierarchical static infras-
tructure simpliﬁes such functionalities since the backbone is more reliable
than mobile nodes are.
Integration: The non-routing mesh clients can join a WMN without the need
for sophisticated routing support. Thus, light-weight and power-constrained
clients can be attached to a WMN. They need not be an active part, in
contrast to MANETs that require all nodes to be cooperative. Supporting
such passive clients enables the integration of devices, or whole networks,
into the wireless backbone.
The latter characteristics inﬂuence the ones mentioned before. The introduced
hierarchy adds several improvement opportunities in comparison to MANETs.
2.3 Network Classiﬁcation
Based on the deﬁnition of WMNs and with their characteristics in mind, we can
present our classiﬁcation approach. We will have to broaden our purely technical
point of view to be able to grasp the vast diﬀerences implied by the variety of
management styles that one ﬁnds in todays wireless mesh networks.
Fully managed WMN The most distinctive feature of fully managed WMNs
is the absence of routing mesh clients (see Figure 1). Indeed, mesh clients do not
perform any duties within the network. Therefore, all services are solely provided
by the backbone and consequently there is a clear distinction between the WMN
infrastructure and its users. The entire network is administrated by one entity.
Probably the most popular perception of a WMN has been promoted by
Cisco’s projects covering entire U.S. cities [26]. The clients, or customers, use
the WMN as an Internet Service Provider. It is transparent to them that a
WMN is providing this service to them. In particular, they do not take part in
any routing other than exchanging packets with their selected peer, i.e., they are
non-routing mesh clients. All other nodes belong to the backbone.
Semi-managed WMN In networks of this class, core parts are administered
by one institution. However, a signiﬁcant amount of nodes is not under the
administration of that institution. Those nodes might join or leave the network
at any time or even move within the network. Unlike clients in a fully managed
WMN they are an integral part of the network and hence perform duties such
as routing, auto-conﬁguration support, and service discovery.
A popular representative of this category can be found in the city of Berlin.
The “Freifunker” community [23] covers parts of the city with a WMN of more
than 200 nodes. Some static nodes have been installed to cover long distances,
thereby minimizing the maximum amount of hops. However, every node partic-
ipates in routing. In contrast to a fully managed WMN the network topology
changes frequently.
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manent resources, an unmanaged WMN merely uses available infrastructure but
does not have one itself. Consequently, a high level of self-organisation is nec-
cessary for all employed protocols. Some nodes might provide external connec-
tivity by accessing adjacent—but separate—networks, e.g. via GSM, UMTS,
or WLAN. These networks are, by their nature, a temporary phenomenon and
might emerge in a seminar or conference room, a camping site, train, etc.
This case might not be central to Microsoft’s research in this area but is at
least covered by its “Mesh Connectivity Layer (MCL)” solution (see Section 5),
which mainly encompasses a routing protocol. It is targeted at end-consumers
and designed for unmanaged WMNs. Most notably, the implementation runs
on Microsoft’s OS for mobile devices. This contradicts Cisco’s approach, which
merely characterizes WMNs as a new backbone technology.
One notices that the deﬁnition at hand is similar to a hybrid MANET [49].
Indeed, researchers disagree upon whether there really exists such a thing as a
WMN without pre-existing infrastructure.2 However, it is common in MANETs
to assume high levels of mobility. Conversely, in an unmanaged WMN one would
expect the nodes to be rather ﬁxed—at least while communicating. Most adapta-
tions in routing are due to nodes joining or leaving the network. This assumption
allows signiﬁcant optimizations compared to pure MANETs.
2.4 Application Scenarios
As mentioned in Section 1, a novel technology needs promising applications.
Indeed, they already exist for WMNs. To become commercially successful and
widely accepted WMNs must oﬀer added value to a large audience. Supporting
only special applications, like MANETs do, rarely leads to mass-market deploy-
ment. In contrast, WMNs have a wide range of applications, and various scenar-
ios are conceivable. In this section, four use cases of WMN deployment will be
presented. The ﬁrst three are exemplary for WMNs and they take ample advan-
tage of their characteristics. We have chosen these scenarios because they do not
only diﬀer in size, but in the traﬃc pattern they generate within the network.
Therefore, they illustrate common but distinct applications. The last scenario
represents widely used examples for MANETs and clariﬁes that in these cases
WMNs are applicable as well. However, this list is not exhaustive and further
examples can be found in [2] and [10].
Broadband Home Networks In recent years, WLANs became popular in
providing easy-to-deploy broadband Internet access at home, e.g., via DSL or
cable modem. Their drawback is that a single wireless access point cannot cover
a wide area like a whole house. Especially indoor placement can reduce the
communication range due to walls, ceilings, and other interfering objects such as
electronic devices. Thus, cabling is still needed for the interconnection of access
points. Here, a WMN can be built up by mesh routers instead of conventional
access points. They form the backbone that provides Internet access without any
additional wiring. Conventional wireless clients are still able to connect to the
WMN. The use of routing mesh clients is not mandatory but beneﬁcial.
2 e.g. see [10] pro versus [2] contra the infrastructure requirement.
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High capacity hard discs and eﬃcient video codecs of today make fully digital
video recorders feasible. A digital network is most appropriate to distribute TV
or recorded programs. Remote control of distant devices is easily enabled by the
bidirectional nature of the network. No additional cabling is required. The back-
bone of a WMN helps to establish a high-speed network connecting all video de-
vices. Multimedia applications are time-critical and bandwidth-consuming, thus,
a reliable and fast network is mandatory. WMNs will shortly be capable of ful-
ﬁlling such requirements.
Another emerging application, IP telephony, has similar requirements. While
it does not consume as much bandwidth as video streams do, it is also time-
critical but certainly demands for higher mobility. Again, WMNs provide exten-
sive network coverage with low installation eﬀort and costs.
Enterprise Networks Enterprise buildings often consist of several ﬂoors and
many oﬃces that have to be interconnected. Modern buildings may be prepared
for wired computer networks but as enterprises grow and network technology
evolves existing cabling sooner or later becomes insuﬃcient. Thus, networks are
not only a one-time investment but they have to be renewed periodically. How-
ever, WMNs can be easily extended by adding mesh routers, and be upgraded by
simply replacing them. In contrast, the renewal of wired networks often results
in an all new, costly cabling.
When it comes to interconnect several buildings cabling gets really expensive.
For legal and/or cost reasons leased lines are often inevitable. In an enterprise
WMN, the costly, inﬂexible, and time-consuming cabling is replaced by wireless
connections between mesh gateways, routers, and clients. Multiple mesh gateways
and routers can provide redundant links to improve the robustness of the network.
Enterprises regularly maintain their own servers, e.g., for an intranet. Thus,
as in broadband home networks, there is a huge amount of internal traﬃc. While
Internet access speed is expected to be comparably low, one is used to high-speed
internal network access. Low reliability or high latency to access vital business
applications is unacceptable. Thus, providing fast and reliable intranet service
wirelessly is a challenging task. The wireless backbone of WMNs can greatly
improve reliability utilizing multiple radios and multiple links.
Community and Metropolitan Area Networks Community networks and
wireless metropolitan area networks aim at oﬀering an alternative to wired broad-
band network access. On the one hand, communities like the “Freifunker” [23]
envision the spread of free networks, democratization of communication systems,
and promotion of local social structures. By networking whole districts, villages,
and regions they want to ﬁght the digital divide; providing low cost Internet
access is not their primary goal. On the other hand, commercial metropolitan
area networks like [26] have the more pragmatic goal to oﬀer wireless Internet
access instead of bridging the last mile by wire.
Community networks fall into the category “Semi-managed WMN” (Sec-
tion 2.3) and metropolitan area networks into “Fully managed WMN” (Sec-
tion 2.3). Nonetheless, community networks may become metropolitan area net-
works in their ﬁnal expansion stage. Such networks share the traﬃc pattern of
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the ﬁrst and the size of the second application scenario, if not more than that.
This combination of factors clearly demands the hierarchical approach that is
provided by WMNs.
Emergency and P2P Networks In addition to the application scenarios men-
tioned above WMNs also support typical MANET applications. For example,
control centers and accommodations are established even in emergency or dis-
aster situations. As they provide the infrastructure for the relief units, they can
also provide a backbone and elevate the spontaneous network to a WMN. How-
ever, peer-to-peer communication is supported and enhanced by WMNs. Their
backbone oﬀers reliable, long-term connections by reducing the amount of mobile
intermediate hops between two peers.
3 How to Study Wireless Mesh Networks
After the design of a new network protocol a researcher has typically several pos-
sibilities to evaluate and validate it. As Figure 2 shows, approaches of evaluation
and performance analysis of network protocols can be classiﬁed into ﬁve cate-
gories. These are theoretical analysis, simulation, evaluation through emulation
or virtualization, and the direct measurement in a real world testbed. All these
evaluation methods are very diﬀerent in their degree of abstraction, relative to
the real application. Mathematical analysis has the highest abstraction followed
by, in descending order, the simulation, emulation, virtualization, and ﬁnally re-
production in a real world testbed. The use of simplifying quantitative models
thereby leads to a deviating behavior of the experimental setup. The more pa-
rameters remain unconsidered in such a model, the larger the inaccuracies that
can occur in the evaluation.
There are some aspects that characterize reliable research studies. Typically,
research studies are done by conducting series of experiments. According to
Merriam–Webster [36] an experiment is an operation carried out under con-
trolled conditions in order to discover an unknown eﬀect or law. The following
criteria are particularly important in the area of wireless network studies and
should be considered [31].
Repeatable: The reported results should be reproducible by other researchers.
This requires a detailed description of the experiment setup, study environ-
ment, and results.
Unbiased: The results should reﬂect a general idea of the subject of the study
and should not be speciﬁc to an experiment.
Rigorous: The experiment setup must reﬂect the true character of the subject
to study.
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mathematical methods.
3.1 Theoretical Analysis
Theoretical analysis uses mathematical constructs and models to evaluate net-
work performance. Queueing theory is one of the most common mathematical
tools in network performance studies. Unfortunately, theoretical analysis of mo-
bile networks and wireless mesh networks is very diﬃcult, since the mathemati-
cal constructs get very complex for realistic considerations; useful mathematical
tools do not exist.
3.2 Simulations
Despite the fact that mobile and wireless networks have been subject of research
for many years, the most experiences were gained by simulations. According
to [31] 75.5% of the full papers in the prime conference MobiHoc used simulation
to conduct their research studies.
A simulation environment oﬀers a high degree of control and repeatable re-
sults to the researcher. This is especially useful when studying highly distributed
networks like mobile ad hoc networks, sensor networks, and wireless mesh net-
works. During the study of such a network, typically few parameters are changed
and most of them remain ﬁxed. This allows the study of the network regarding
these varied parameters. It allows the creation of complex network topologies,
including mobile networks. Furthermore, it guarantees repeatable experiments,
which in turn allows fellow researchers to conduct exactly the same experiments
and conﬁrm their results. Simulation studies are therefore very ﬂexible and the
related costs are low, since it is possible to conduct complex experiments even
with only one computer.
However, a simulation study has also its disadvantages. The simulation en-
vironment is typically an abstraction of the reality and therefore contains many
simpliﬁcations. In the case of mobile and wireless networks, which have a very
complicated and dynamic environment, the simulation environments are far from
being realistic. This leads to results that do not ﬁt with real-world measurements.
The most used simulation tools in the area of wireless and mobile networks are
the network simulators ns2 [68], QualNet [50], Opnet [41], and OmNet++ [67].
3.3 Emulation
Emulation is a hybrid study environment that consists of two parts: existing
hardware and real network layers or parts, and a simulated environment [48,20]
and [66,70,24]. Which elements are real and which are simulated depends on the
study goals and may diﬀer considerably. However, with emulation it is possible
to increase the quality of the study environment by making it more realistic.
There are two approaches of emulation: network- and environment emula-
tion [20]. In network emulation simulated components can communicate with
network protocols realized in the real world. In environment emulation real net-
work protocols are embedded into the simulation environment. In this case the
12simulation has to provide the same environment as a particular operating system
for the network protocol implementation.
For example, the integration of a simulation environment for mobile ad hoc
networks with a couple of laptops equipped with wireless network interfaces could
enable the realistic computation of radio signals. In the simulation environment,
each time a sender transmits a packet to a receiver, the signal strength at the
receiver has to be determined. This is subsequently used to decide whether or
not the packet has been received correctly. The transmission of the packet would
occur between two of the laptops in reality and the result would be made available
to the simulation environment.
An important advantage of emulation environments over simulation envi-
ronments is the possibility of validation against real traﬃc. The advantage of
emulation environments over real world experiments is the possibility of scaling
to larger topologies by multiplexing simulated elements on physical resources,
e.g., network interfaces [12].
3.4 Virtualization
In recent years virtualization has attracted enormous attention from academia
as well as from industry. As a result of this trend there are many commercially as
well as publicly available virtualization systems. Typically, dividing the resources
of a computer into multiple execution environments is understood as “virtual-
ization”. These virtual execution environments or virtual machines are isolated
from each other: it is not possible for the execution of one virtual machine to
adversely aﬀect the performance of another.
The term virtualization is not well-deﬁned since it refers to the abstraction
of resources across many aspects of computing. As Figure 3 shows, virtualiza-
tion environments can be classiﬁed into three diﬀerent classes. The ﬁrst class of
virtualization environments is the system virtualization with the virtual machine
monitor inside the host system, as shown in Figure 3 (a). With this type the
virtual machine simulates the complete hardware, allowing an unmodiﬁed OS for
a completely diﬀerent CPU to be run. Common examples for this virtualization
class are VMware Player, -Workstation, and -Server [69], as well as Virtual PC
and -Server [37].
Figure 3 (b) shows the second class of virtualization environments. It is also
a type of system virtualization, but in contrast to the previous one, the virtual
machine monitor is underneath the host operating system. Thus, the virtual
machine monitor, in this context also called hypervisor, runs directly on the
hardware. In general the hypervisor allows multiple operating systems to run,
unmodiﬁed, at the same time. An example of this virtualization technique is
VMware ESX Server [69], and Parallels Workstation and -Desktop for Mac [42].
However, since the x86 architecture used in most PC systems is particularly
hard to virtualize and therefore the hypervisor has in general a high complexity,
another virtualization approach called paravirtualization has recently emerged.
Paravirtualization is a virtualization technique that presents a software interface
to virtual machines that is similar but not identical to that of the underlying
hardware. This requires operating systems to be explicitly ported to run on top
of the virtual machine monitor but may enable the virtual machine monitor it-
self to be simpler. Thus, the virtual machines that run on the virtual machine
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monitor can achieve higher performance. The most popular example of this ap-
proach is Xen [64] with its art of virtualization [6]. Xen is also able to run both
paravirtualized and, with the help of hardware virtualization extensions like In-
tel’s Vanderpool [27] or AMD’s Paciﬁca [3], fully virtualized, i.e. an unmodiﬁed
operating system, as guest operating systems.
The third class of virtualization is the operating system-level virtualization.
As Figure 3 (c) shows, it virtualizes a physical server at the operating system
level, enabling multiple isolated and secure virtualized servers on a single physical
server. The guest operating system is the same operating system as the host
system, since the same operating system kernel is used to implement the guest
environments. Prominent examples are Linux-VServer [55], OpenVZ [60], Solaris
Containers [52], Virtuozzo [53], and FreeBSD Jails [54].
Beside the technical aspects the virtualization technique oﬀers the researcher
an adequate tool to evaluate communication protocols. With the aid of virtualiza-
tion, it is possible to create several virtual machines on a single host system. Each
virtual machine can run a separate operating system and hence represents an en-
tire computer system. By coupling several virtual machines over the network, it
is possible to create a whole virtual network of virtual machines. Furthermore, by
extending the virtual network via emulation techniques it is possible to emulate
a whole wireless network. The most important advantage of virtual environments
is, that the development of the software can be done on the real machine, tested
on the virtual network of virtual machines, and later be installed without any
modiﬁcations on the real testbed.
3.5 Real Testbeds
The best environment to study a system is to conduct experiments on existing
implementations. Typically, this is done by prototype implementations. The re-
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the prototype represents a high degree of the real environment.
However, in the case of distributed and mobile networks, it is very diﬃcult
to conduct experiments. The researcher has only limited control over the en-
vironment, since there are many inﬂuences from the study environment, e.g.
interference with production networks. Experiments are typically diﬃcult to re-
peat, and the experiment setups are restricted in size as well as in complexity. It
is also very expensive to conduct experiments in the real world from the hard-
ware point of view as well as from labor intensity. Last but not least, these kind
of experiments are limited to existing technologies.
3.6 Summary
The characteristics of the discussed environments are depicted in Table 1. We
focused on the following categories of each of the discussed study environments:
Applicability: Evaluates the degree of transferability of the results, conclu-
sions, and the study environment into the real world. A low evaluation in
this category asks for special attention when conclusions are drawn from
experiments and transferred into the real world.
Repeatability: Rates how straightforward the repetition of a given experiment
in that study environment is. The higher the grade in this category the easier
is the reliable repetition of an experiment.
Controllability: Assesses the degree of control the researcher has over the study
environment as well as the studied subject. In the case of wireless and mobile
networks the environment has a huge inﬂuence on the overall performance,
e.g. the radio propagation is highly inﬂuenced by the objects around and
between the communicating peers.
Maintainability: Describes the ability to maintain the evaluation environment.
In other words how much eﬀort is necessary to keep the system runnable.
Scenario creation: Describes the freedom in creating diﬀerent experiment sce-
narios. The network topology, the number of nodes, and the number of par-
allel connections are elements of an experiment scenario. Furthermore, the
environment in which the network is created has to be considered, too.
Scalability: Assesses the feasibility of large scale experiments with respect to
the number of nodes in the network, the experiment duration, and the number
of network connections during the experiment.
Duration: Describes the experiment time. Variable means, that experiments
can be conducted over long periods of time. This allows the study of the
system over a long time, e.g. steady state behavior of the system. In contrast,
realtime means that experiments are conducted in real-world time. In the
latter case the experiment duration is more restricted than in the ﬁrst case.
Cost: Evaluates the cost of experiments. The cost is related to hardware and
software costs.
In Table 1 we have only three categories evaluated in the case of theoretical
analysis. The other categories do not restrict the environment, since it depends
heavily on the modeling capabilities of the researcher, e.g. scalability is not an
issue here. Similar arguments could be given for the other categories, too. In
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Characteristic Environments
Theoretical
Analysis
Simulation Emulation Virtualization Real Testbeds
Applicability poor low middle high high
Repeatability – high low low poor
Controllability high high middle middle poor
Maintainability – high middle middle poor
Scenario creation – simple middle middle complex
Scalability – high middle middle low
Duration – variable realtime realtime realtime
Cost – low middle middle high
summary, we can state that a theoretical analysis of a complete wireless mesh
network is not possible, but can only be done for particular components of the
whole network. This environment provides a high degree of control and abstrac-
tion and at the same time a poor applicability of the results and conclusions. The
simulation combines low cost with high ﬂexibility for diﬀerent types of network
studies. The most important disadvantage is the limited applicability of results
to the real world. The virtualization provides a healthy tradeoﬀ between main-
tainability, scalability, and applicability. From our point of view, virtualization
has some inherent advantages. The virtual machine allows the development of
code that is portable to the real mesh nodes of the testbed. The highest degree
of applicability and therefore transferability of results, conclusion, and system
environment is given in the case of real testbeds. The main disadvantage of this
environment is its low scalability and the complexity in experiment scenario gen-
eration.
When designing experiments to study a particular performance parameter of
wireless mesh networks it is important to have an idea which degree of realism
can be expected from the study environments. In Table 2 we have summarized
them with respect to networking layers. This helps to determine which of the
environments provides the researcher with the required degree of realism.
Application Layer: In the application layer data is produced which has to be
transmitted over the network. The data generation is based on the users’
behavior, the used application, and the network protocols which are used to
transmit the data. In essence, the users are only interested in the performance
results of this layer, since they do typically interact with this layer.
Transport Layer: On the transport layer we typically ﬁnd TCP and UDP
which are responsible that data from the application layer is successfully
transmitted. UDP oﬀers an unreliable and simple transmission service. TCP
in contrast oﬀers a reliable and connection oriented service. Most applications
use TCP on the transport layer.
Network Layer: On the network layer we ﬁnd the IP protocol. It is responsible
for the transmission of packets from the transport layer over heterogenous
networks. One of the main tasks is also to provide nodes with IP addresses.
Data Link Layer: The data link layer is responsible for the transmission of IP
datagrams hop-by-hop from one node to a neighbor node. This includes the
16Table 2: Degree of realism of networking layers in various study environments.
Layer Environments
Theoretical
Analysis
Simulation Emulation Virtualization Real Testbeds
Application – low high high high
Transport – low middle high high
Network – low middle high high
Data Link – high middle middle high
Physical – high middle low high
control of the transport medium by appropriate protocols. In case of wireless
networks there are prominent problems on this layer like the hidden station
problem and the exposed terminal problem which have to be addressed.
Physical Layer: The physical layer is responsible for the physical transmission
of all data which comes from the upper layer. The binary data has to be
transformed so that it can be transmitted over the communication medium,
i.e. in the case of wireless networks a bit has to be transformed into radio
signals.
The theoretical analysis approach does not provide any realistic instances of
the network layers. In contrast a real testbed provides realism on all layers. Sim-
ulation typically provides a high degree on the data link layer and physical layer.
The upper layers are typically simpliﬁed, e.g. the input from the application lay-
ers are generated according to statistical distributions. The degree of realism in
emulation depends heavily on the parts which are represented by real hardware
and software. In the case of virtualization the upper layers are real, since the
virtualized machine and the operating system provide all necessary functional-
ities. However, if virtual machines are coupled via a network the physical layer
may have low realism, if both virtual machines are run on the same physical
computer.
4 MCG-Mesh – A Hybrid Testbed for WMNs
In this Section we present our project MCG-Mesh at the Department of Com-
puter Science, Informatik 4, RWTH Aachen University. The goal of this project
is twofold. From the scientiﬁc point of view the goal is to build a large and
scalable mesh network to conduct various networking studies. From the applica-
tion point of view the goal is to provide the members of the Computer Science
Department and the students with a simple and comfortable way to get high
bandwidth network access anywhere in the computer science center.3
4.1 Motivation for a Hybrid Testbed
In Section 3 we discussed several environments for the study of wireless mesh
networks. Besides the real testbed environment, two other approaches have a
high degree of realism: emulation and virtualization.
3 See http://www-i4.cs.rwth-aachen.de/mcg/projects/mcg-mesh for online information.
17Within the emulation concept, the environment emulation provides the higher
degree in realism compared to the network emulation, since the simulated com-
ponents behave as they would in a real world environment. However, this re-
quires the imitation of a particular existing operating system, which is diﬃcult
to achieve. The competing approach is virtualization, which replicates a whole
machine or a particular operating system. Therefore, there is no need to simulate
a machine, operating system, or network.
We will review the development and maintenance process for a testbed to
show the advantages of our approach. The process can be subdivided into two
phases. In the ﬁrst phase, the testbed is designed and realized. In this step
hardware and software decisions are made. The most important software decision
is the selection of the operating system, which runs on the mesh routers. For this
purpose Linux and Unix derivatives are mostly used. Subsequently, the design
and implementation of networking protocols and tools starts. This process is
iterative, i.e. implementation, debugging, and testing. The development and test
environment should provide a high degree of realism, which is achieved best
by real hardware and standard software components. Subsequently, the second
phase starts, which is mainly focused on performance evaluation and research
experiments. New versions of the software have to be distributed frequently onto
all testbed nodes. This can be a labor intensive task. After distributing the
software validation tests have to be run to ensure correct installation on all
nodes. In case a failure occurs debugging information has to be collected and
analyzed.
The described process of software development, distribution, debugging, test-
ing, and redistribution of code is very complex and labor intensive. Virtualization
is an approach which can be used to minimize the labor and to reduce the fail-
ure sources. In the virtualization approach, the hardware as well as the software
is the same as on the wireless mesh routers. The overhead for implementation,
debugging, and testing is therefore minimized. Especially in the case of perfor-
mance and compatibility testing the virtualization approach provides a simple
and easy way to build a scalable network of virtual mesh routers. Furthermore,
the virtual mesh routers can be easily coupled with the real mesh routers to en-
hance the number of mesh network nodes. Therefore, it supports the researcher
during the development phase as well as the testing phase.
In essence, a hybrid testbed environment consisting of the combination of
virtualized and real hardware provides the best support for studying wireless
mesh networks. In the following sections, we describe in detail the software,
hardware, and virtualization component of our testbed.
4.2 System and Network Architecture
Figure 4 depicts the general system and network architecture of our testbed. In
accordance with our previous considerations our testbed is realized using two
diﬀerent components: a virtualization environment and a real testbed.
Since we wanted to measure and evaluate the performance of diﬀerent mesh
architectures, our testbed is built in a way that allows us to easily change impor-
tant parameters. For example, we are able to deﬁne which mesh router should
act as a gateway, and we can enable or disable the routing functionality of the
clients (routing clients vs. non-routing clients, see Section 2.1). All our mesh
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Fig.4: Architecture of the MCG Mesh
routers and Xen instances are connected using a common network, the virtual
backbone network. This network is used to boot and conﬁgure the attached nodes
as well as audit trail processing. The client data is not transmitted using this
backbone network, but it is forwarded in a multi-hop fashion using the (virtual)
wireless interfaces.
As we have seen in Section 3.6 a main disadvantage of real testbeds as well
as virtualization environments is the high maintenance cost. To minimize this
maintenance cost we use a central conﬁguration approach. As Figure 4 shows,
a central server called meshserver is integrated into the testbed. It has two re-
sponsibilities, the “source functionality” and the “drain functionality”. Firstly,
“source functionality” describes the services that the server provides to the at-
tached nodes. The most important service is to provide a single operating system
image for all nodes via the network. Therefore, the basic setup for each node is
the same for each of the two testbed parts, e.g. the Linux kernel and the modules
and drivers. Another important service provided by the meshserver is internet
access, which is required for the mesh gateways.
Secondly, the meshserver provides a “drain functionality” meaning that all
important information about the real and emulated WMN is gathered and stored
at the central server. Typical information are system log and SNMP messages or
measurement results, which are stored in a database. This approach of a central
log and information server enables us to detect any problem in our testbed.
Another advantage that a central conﬁguration and log server oﬀers is the
simpliﬁed scenario creation as well as improved controllability. Since we store
conﬁguration ﬁles on one central server we can easily realize any WMN archi-
tecture (see Section 2.1) or WMN application scenario (see Section 2.4). For
example, a routing mesh client can easily be reconﬁgured to a non-routing mesh
client by disabling the routing functionality.
194.3 Testbed Realization
The MCG-Mesh testbed is deployed in the Computer Science Center, RWTH
Aachen University. The center consists of one four- and two three-story buildings,
which are interconnected. The mesh routers are located in diﬀerent oﬃces at dif-
ferent ﬂoors. Currently, we have installed two mesh routers per ﬂoor. Therefore,
the four mesh routers of two adjacent ﬂoors generate a fully connected graph.
None of the mesh routers have a line-of-sight to their respective neighbors.
As mentioned in Section 4.2 MCG-Mesh consists of two parts: a virtualization
environment and a real testbed. In the remainder of this section we describe the
used hard- and software for each of these parts.
Hardware Currently, the real testbed part of MCG-Mesh consists of 10 identical
mesh routers. Each mesh router consists of a Single Board Computer (SBC), two
IEEE 802.11a/b/g wireless interface cards, two omni-directional antennas and
one 256MB compact ﬂash card. The SBC is a WRAP.2C board from PC En-
gines [43], which is a x86 computer on the basis of the 233MHz AMD Geode
SC1100 CPU. Besides the slots for the two mini-PCI cards and the CF card
the board oﬀers 128MB RAM, one 100 Mb/s ethernet port, and one RS 232 se-
rial port. The board does not have any VGA, keyboard or mouse connector. All
communication with the mesh router goes over a serial line, or via network con-
nections. The WRAP.2C is particularly suitable for the usage as a wireless mesh
router since the board represents a small, quiet, and cost-eﬀective SBC platform.
Each mesh router is equipped with two identical IEEE 802.11a/b/g wireless
interface cards based on the Atheros AR5213 XR chip-set [5]. We use the ﬁrst
wireless card for router-to-router and the second wireless card for router-to-
client communication. Other variations, such as interface channel assignment
are conceivable, but currently not implemented. In order to separate the router-
to-router communication from the router-to-client communication the ﬁrst radio
interface operates in 802.11a and the second radio interface in 802.11g mode. The
former transmits at 50mW, the latter at 100mW. Both wireless cards operate
in the standard IBSS (or “ad hoc”) mode, RTS/CTS is disabled. The cards
are connected to tri-band 5dBi omni-directional antennas [29]. All mesh routers
share the same pair of 802.11a/g channels and the same ESSID pair, that is one
ESSID for the 802.11a channel (router-to-router communication) and one ESSID
for the 802.11g channel (router-to-client communication).
The virtualization environment of our testbed consists of 7 standard Pen-
tium 4 PC with 512MB RAM. Even with this small amount of RAM it is possible
to run about 5 virtual machines per host.
Software As mentioned in Section 4.2 we want to implement an isolated, ho-
mogenous and controlled virtual backbone network. To realize this, we have
chosen the open source VPN package OpenVPN [59]. OpenVPN implements IP
Layer 2 and 3 secure network extension using the industry standard SSL/TLS
protocol, supports ﬂexible client authentication methods based, e.g. on certiﬁ-
cates, and allows user or group-speciﬁc access control policies.
The second subgoal is a central conﬁguration. As we described in Section 4.2
one operating system image is provided to all nodes via the network. We use the
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not bound to using a stripped-down Linux distribution that ﬁts onto the routers’
compact ﬂash cards. Therefore, we have chosen to run a standard Gentoo Linux
distribution. Gentoo diﬀers from other Linux distributions in that it is source-
based, all packages are usually compiled locally before installation. Due to this
system new versions are quickly available, the source code of all installed packages
is promptly accessible and above all our own patches can easily be integrated.
Except for some alterations in the boot process, which are described below, nodes
are running standard Linux software.
The central audit trail processing is realized with a combination of logging
and monitoring. The logging task is performed by syslog [33], the de facto stan-
dard for forwarding log messages in an IP network. It provides a centralized,
securely stored log of all network devices and incorporates many powerful fea-
tures, including ﬁltering based on message content, as well as customisable data
mining and analysis capabilities. The other task—monitoring—is performed by
snmp [1]. With SNMP we do not only have the possibility to retrieve informa-
tion from the mesh routers but also a convenient way to make changes to the
managed testbed, e.g. to change the wireless channel or the transmitting power.
On the one hand we apply the madwiﬁ-ng driver [34] to implement the wire-
less mesh architecture in the real testbed. One of the most interesting features of
madwiﬁ is the “Virtual Access Point (VAP) mode”, which allows the operation
of multiple virtual wireless devices, concurrently running in diﬀerent modes. In
particular, it is possible to run a ﬁrst VAP in the access point mode and a second
VAP in the ad hoc mode. Using this feature we are able to connect both routing
and non-routing mesh clients.
On the other hand the nodes in our virtual testbed are driven by Xen [64],
which was initially developed by the University of Cambridge. Considering the
options described in Section 3.4 operating system-level virtualization can be elim-
inated since our nodes need to have separate network stacks. One of the reasons
for choosing Xen is the fact that it employs the most eﬃcient approach to system
virtualization, paravirtualization. Furthermore, it is an open-source project. It is
likely to be included into the standard Linux Kernel in the near future and CPU
manufacterers actively support its development. Thus, the upcoming integration
of hardware virtualization support as well as Xen development in general is likely
to make quick progress.
Host and guest systems, called domains, are equipped with a modiﬁed version
of the Linux Kernel. Domain administration is carried out in the host system,
dom0 in Xen terminology. On a given dom0 the maximum number of guests,
or domUs, is bounded by the amount of physical memory and the available
processing power.
To emulate a wireless medium we use a combination of the advanced net-
working features of the Linux Kernel. At the core we have a virtual network
that exists on top of our backbone as illustrated in Figure 4. For that, we utilize
the tunneling protocol Generic Routing Encapsulation (GRE) [21]. It emulates a
broadcast medium on top of an existing IP network by using a multicast address
for its broadcast traﬃc. To control who can communicate with whom, standard
packet ﬁltering provided by iptables [57] is employed. We use Linux’s versatile
traﬃc control utility tc [32] to emulate wireless medium characteristics. Packet
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can be combined with hierarchical traﬃc shaping, e.g. token bucket ﬁlters. Val-
ues and distributions for these parameters can be derived from observations in
reality, e.g. from our mesh routers and mesh gateways.
Currently, a modiﬁed version of the Dynamic MANET On-demand (DYMO)
routing protocol implementation [13] from the University of Murcia [65] and the
Optimized Link State Routing (OLSR) [14] protocol implementation from the
OLSR.org Project [58] are employed. We made this choice since the two routing
protocols are typical representatives of the two routing philosophies in MANETs:
reactive and proactive routing.
As previously mentioned our testbed nodes are booted via the network. The
vital parts of this process include getting an IP conﬁguration4 and a kernel to
boot. We utilize a combination of EtherBoot [19] and PXELinux [4] for this pur-
pose. EtherBoot obtains the IP conﬁguration from a DHCP server and provides
a standardized environment, so-called Preboot Execution Environment (PXE), to
PXELinux. PXELinux in turn uses this environment to access the network and
to fetch a kernel image from the supplied server address. The following overview
of the boot process provides the context for the software described in this section.
1. Power on: This step depends on the node type:
Mesh Router: The BIOS loads EtherBoot from the router’s ﬂash memory,
which fetches PXELinux via the network from the central server.
Xen host (dom0): Either PXELinux is loaded directly by a PXE enabled
network card, if present, or indirectly via a CD equipped with Etherboot.
Xen guest (domU): Since a Linux kernel image is provided directly by
dom0, these nodes skip the next step and jump directly to kernel boot.
2. PXELinux: A conﬁguration ﬁle that contains image locations and boot pa-
rameters is fetched via the network. Its name is derived from the local IP or
MAC address. Subsequently, a Linux kernel image and an initial ramdisk are
loaded.
3. Kernel boot: The Linux kernel loads our initial ramdisk and invokes an
initalization script. The script starts openvpn which establishes a connection
to the backbone network. After retrieval of an IP conﬁguration via DHCP, it
mounts the central Linux image via NFS and executes its init system.
4. Linux boot: The Gentoo Linux init system will start the core services. Last
but not least a hand-made script will load and conﬁgure the madwiﬁ driver
running the WLAN cards and the monitoring daemon, and will conﬁgure the
Linux IP stack according to the current measurement setup.
5 Related Work – Existing Testbeds
In this Section we will present wireless mesh networking projects, which have the
aim to create a testbed. We will discuss their goals, advantages, disadvantages,
the used software, and the hardware on which the mesh nodes are based on. The
discussion of the projects is organized according to the requirements presented
in Section 3.5. The discussed list of projects is not exhaustive. The goal is to
4 Besides IP address and subnet mask this might also encompass a gateway and DNS server
for instance.
22show the various interpretations of wireless mesh networks and the diﬀerent
implementations.
5.1 MIT Roofnet
The MIT Roofnet project [8,35] consists of 37 nodes based on PCs running Linux
and the Click [30] modular router. Each node has an IEEE 802.11b network
interface and an omni-directional antenna. The goal of the project is to provide
Internet access to the students on the MIT Campus. The Roofnet nodes are run
by volunteering students. All Roofnet nodes are running on the same channel.
There are a total of 4 gateways which provide Internet access to Roofnet. The
Roofnet mesh routers can allocate IP addresses via DHCP for the mesh clients
and provide them with access to the Roofnet as well as the Internet. When mesh
clients access the Internet the Roofnet mesh routers act as a network address
translator (NAT). Roofnet’s routing protocol is denoted as Srcr which is a source
routing protocol similar to DSR. In its metric it is similar to the routing protocol
in MCL, see Section 5.2.
The advantage of this project is its easy and simple architecture. It is enough
to install the Roofnet nodes. They will build a static wireless mesh network and
provide Internet access to the mesh clients. Yet, there are also some disadvantages
of Roofnet. First of all, a mesh client gets its IP address from a Roofnet mesh
router. This address is only valid for the connection to this router. When the
mesh client moves around and leaves the service range of that router the mesh
client will loose its current connection. So Roofnet does not provide roaming of
mesh clients. Furthermore, it supports only non-routing mesh clients, i.e., there
is always one wireless link from a mesh client to a Roofnet mesh router. This
restricts the range of Roofnet only to places where Roofnet mesh routers can
oﬀer service.
The Berlin RoofNet Project [25] is somehow the German counterpart of the
MIT Roofnet project. The goal of the project is similar to that of the MIT
Roofnet project, namely to provide Internet access over a set of static wireless
nodes which construct a wireless mesh network. The used hardware and software
is similar to that of the MIT project; the advantages and disadvantages are also
similar.
5.2 Microsoft Mesh Networking
Microsoft Research is working on a community mesh network [38]. The goal of
the project is to enable the building of a community mesh network, which allows
the residents of a neighborhood to share existing Internet gateways. The core of
the project is the Mesh Connectivity Layer (MCL), which is a virtual network
driver for Windows from the technical point of view. After installing MCL the
user has an additional network interface which represents the wireless network as
a normal network link. Each node applying MCL can route data for other nodes
in the mesh network. For this, MCL uses a modiﬁed version of DSR [28] which is
called Link Quality Source Routing (LQSR) [18]. From the network architecture
point of view, MCL is located between the Network Layer and MAC Layer,
hence to be placed on layer 2.5. MCL uses MAC addresses for routing. With
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connectivity through a gateway.
MCL is available for academic institutions in source code. After registration
Microsoft sends an academic resource toolkit with all necessary products to com-
pile and run MCL. There are no projects known to us which use MCL as the
basis for their wireless mesh network.
5.3 UCSB MeshNet
Belding-Royer et al. [46] run a mesh network project called MeshNet [63] at the
University of California at Santa Barbara, USA. In MeshNet each mesh router
consists of two Linksys WRT54G wireless devices. One of the devices is used for
routing within the mesh network and the other device is used for the management
of the router. The WRT54G wireless devices run OpenWRT [61], a special Linux
distribution, and a modiﬁed version of AODV routing protocol. The important
diﬀerence is the metric used. Instead of the shortest-hop as the routing metric
they use a reliability-based routing metric.
The research group has developed some management tools for wireless mesh
network testbeds. The Testbed Conﬁguration Tool conﬁgures a device and works
in two steps. In the ﬁrst step, the hardware and software settings of a device are
collected. In the second step, the conﬁguration according to the network environ-
ment is done. The Interference Meter collects data, which allows the estimation
of the interference among the mesh routers. For this a simple approximation is
used. Each mesh router scans all possible communication channels and counts
the number of nodes which use that channel. Thus, the number of nodes using
a particular communication channel is used to estimate the interference. The
collected data is sent to a server that provides the testbed operator with this
information. The third tool is the Network Monitoring Tool that collects infor-
mation like the number of packets sent and received, topology data, routing table
information, and quality of various links. The collected data is sent to a server,
which in turn provides them to the testbed. The Topology Control Tool allows
the construction of virtual topologies in the testbed. This is very interesting,
since typically physically moving nodes is very labor intensive. The idea is based
on selectively dropping packets from nodes which are not in the testbed. To this
end, the nodes which are actually not in the virtual testbed are marked. The
other nodes can ﬁlter their packets and drop them.
5.4 WMN Testbed at Purdue University
Hu et al. run a wireless mesh project at Purdue University, USA, which is called
Mesh@Purdue [45]. It consists of 30 nodes. A so-called MAP mesh router is a
small form-factor desktop equipped with two wireless interface cards and a wired
ethernet network interface. The latter is used for management purposes. Besides
the MAP mesh routers, there are also some Laptop and iPAQ PDAs which are
used as hosts. These hosts can access the Internet over the mesh network. The
research group deploys AODV and OLSR as routing algorithms within the mesh
network. The AODV version used is modiﬁed to support the ETX [16,17] routing
metric.
245.5 WMNs Research at Georgia Tech
Akyildiz et al. [2] run a wireless mesh network project at the Broadband and
Wireless Network (BWN) Lab, Georgia Institute of Technology, USA, called
BWN-Mesh. It consists of 15 nodes. The goal of the project is to study various
performance metrics of wireless mesh networks, e.g. the eﬀects of inter-router
distance, backbone placement and clustering. Furthermore, existing protocols
are re-investigated to review their performance in the testbed, e.g. end-to-end
delay and throughput.
5.6 WMN at Carleton University
Kunz et al.[11] run a wireless mesh network project at Carleton University,
Canada. Each mesh router is equipped with two wireless interface cards. One of
these interfaces is IEEE 802.11a/g compliant and the other one is IEEE 802.11b
compliant. The ﬁrst is used for the communication within the wireless mesh
network among the wireless mesh routers and the latter is used for the commu-
nication with the clients. The wireless mesh network provides Internet access to
the clients.
The wireless mesh routers are based on Intel IXP425 series XScale computers
with two Mini-PCI slots, two 10/100 Base-TX Ethernet channels, and two RS232
serial ports for management and debug purposes. A mesh router includes 64MB
RAM, and 16MB of Flash memory. Thus, the mesh router does not need a hard
drive. The mesh routers are running µClinux [56], a popular embedded Linux
distribution, and QoS OLSR from Communications Research Centre (CRC) [15]
as the routing algorithm. To provide clients with addresses DHCPv6 is used.
Thus, the wireless mesh network deploys only IPv6. If clients need to access an
IPv4 network, eg. the Internet, the packets are tunneled by applying the Dual
Stack Transition Method (DSTM) [9].
5.7 Hyacinth
Hyacinth [51,47] is the wireless mesh network project at the State University of
New York, USA. Each Hyacinth node is a small form-factor PC running Windows
XP and is equipped with three IEEE 802.11a wireless interfaces. The mesh nodes
obtain IP addresses by using a two-step method which is based on DHCP. In the
ﬁrst step, a mesh node allocates a temporary IP address from the reserved range
192.168/16. In the second step, a unique IP address is obtained from a global
DHCP server, which is placed in the wired network. Each mesh node also acts as
a local DHCP server and can assign IP addresses to mobile stations. Each mesh
node receives a range of IP addresses from the global DHCP server. This ensures
that each mobile station has an unique IP address in the whole mesh network.
Furthermore, roaming of mobile stations is supported, since all mesh nodes act
also as a home/foreign agent similar to Mobile IP. The goal of the research group
is to conduct research in the area of channel assignment among the wireless mesh
nodes and routing.
25Table 3: Overview of wireless mesh network testbed projects.
Project Nodes 802.11 Software Routing
R
o
a
m
i
n
g
C
o
n
ﬁ
g
M
A
N
E
T
Layer Protocol
MIT Roofnet 37 b/g Linux, CMR RL Srcr – x –
Microsoft 23 a/b/g Windows(CE) MAC MCL – x x
UCSB Meshnet 25 a/b/g OpenWrt IP AODV – x –
Purdue 30 a/b/g — IP AODV, OLSR – x –
Georgia Tech 15 b/g — — — – – –
Carleton Univ. ?? a/g µCLinux IP OLSR – x –
Hyacinth 10 a Windows XP — — x x –
MCG Mesh 20 a/b/g Linux IP DYMO, OLSR x x x
5.8 Summary
The properties of the discussed projects are depicted in Table 3. We give a brief
summary by collecting all the important information about projects. We collected
the following information for each of the projects:
Project: The name of the project. This is either the name of the project taken
from the project description or the name of the university.
Nodes: The number of nodes in the wireless mesh network testbed. The values
here are obtained either from the project website or from the latest publica-
tion of the research group.
802.11: The technology which is used for the communication. This is a set of the
available technologies including IEEE 802.11a, IEEE 802.11b, IEEE 802.11g.
Software: The software which is used to run the wireless mesh network testbed,
i.e., operating system and if important additional software.
Routing: This property denotes the protocol stack layer on which the routing
runs. This is either MAC or IP. In the case of MAC, the MAC-addresses are
used to perform routing. In the case of IP, IP addresses are used to perform
routing.
Roaming: If checked, a mesh client can be conﬁgured by one mesh router and
can move around without losing the connection to the mesh network. For this
a handover of mesh clients among mesh routers must be implemented.
Conﬁg: If checked, the testbed supports automatic conﬁguration of the nodes,
i.e., the routers as well as clients.
MANET: If checked, the testbed supports the connection of autonomous mo-
bile ad hoc networks, i.e. the testbed provides multi-hop relaying of packets
also within the mesh clients.
Table 3 summarizes the information. All wireless mesh networking testbeds
deploy IEEE 802.11x compliant technology. This holds for the communication
among the wireless mesh network routers as well as for the communication be-
tween these routers and mobile stations. Currently, there is no project which uses
the combination of IEEE 802.11x and IEEE 802.16. The latter could be deployed
for the communication among the static wireless mesh routers.
26The largest testbed regarding the number of nodes in the wireless mesh net-
work is the MIT Roofnet with 37 nodes.
Most testbeds use either Linux or a derivative as the operating system on the
mesh nodes to perform the complex tasks of a router. This is due to the open
architecture of Linux and its availability in source code. Two projects deploy
the Click Modular Router (CMR) for the routing purposes. Only the Microsoft
Research project and the Hyacinth testbed are deploying Windows as operating
system. In case of Microsoft Research the reason is obvious. In the case of the
Hyacinth testbed we did not ﬁnd any reason why Windows XP was selected.
Four projects perform routing on the IP level, three projects on the MAC
level, and for two projects we could not ﬁgure out on which level the routing is
done. AODV, OLSR, DSR, and DYMO or variants are used as routing protocols.
Most projects do not consider roaming of mesh clients; only Hyacinth and MCG-
Mesh do.
The integration of independent MANETs with the wireless mesh network
testbed, or the establishing of a MANET with the same architecture/software
of the testbed without the existence of static wireless mesh routers is only con-
sidered in two projects. In the case of Microsoft’s MCL this lies in the nature
of the architecture, since the goal is to support neighborhood networks without
a maintenance layer. In the case of MCG-Mesh the architecture considers also
routing mesh clients, which can independently establish a MANET.
6 Conclusions and Future Work
This paper presented an overview of existing methodologies and technologies to
study wireless mesh networks. As WMNs become more and more popular the
need for reliable and applicable results grows. The numerous possibilities to get
to results were presented here and we evaluated them according to the main
question: How reliable are the results when applied to a real world product?
We ﬁrst gave an overview of the architecture of wireless mesh networks. We
described the seven key properties of all WMNs and identiﬁed three classes of
wireless mesh networks. This architectural overview contributed to the establish-
ment of a common terminology throughout this work and the authors hope that
it will lead to a widely accepted terminology in the near future.
According to recent publications 76% of studies in the area of wireless net-
works are based on simulation. Although simulation environments provide the
researcher with many advantages like low cost, ﬂexibility, and controllability they
also possess some disadvantages which degrade their usefulness. The prime dis-
advantage comes from the high dynamic and complexity of mobile and wireless
networks, which is caused by the high inﬂuence of the environment. It has been
shown that the performance of wireless networks in simulation and the real world
diﬀer very much. The counterpart to simulation studies are real world testbeds.
They provide the same environment for the researcher as it exists in the pro-
duction world. All results and inferences can be easily transferred to real world
systems. However, real world testbeds have other limitations, e.g. typically they
do not scale, since it is very hard to set up a large wireless network testbed. A
possible solution for this dilemma is to apply a hybrid testbed.
27We were able to categorize the existing approaches into eight categories. This
allows us to evaluate the value of the produced results. Using this evaluation,
a researcher or product developer can now make an educated decision, which
method to use for his speciﬁc problem.
Based on our evaluation, we introduced the MCG-Mesh. It is a hybrid wire-
less mesh networking testbed, which consists of real hardware, standard Linux
software and a virtualization environment. The former ensures a high degree of
realism and enables us to transfer the results and conclusions into the real world.
The second part provides us with a ﬂexible environment to develop various net-
working protocols. We described in detail our hardware and software setup to
give other researchers the possibility to build similar testbeds.
In the future we will focus on the integration of various wireless networks, i.e.
wireless sensor networks, GSM, UMTS, into our wireless mesh testbed. For this
several protocols on diﬀerent layers have to be considered. Particularly, we are
interested in the development and performance evaluation of Autoconﬁguration,
TCP, Load Balancing, and Channel assignment.
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