ABSTRACT In this paper, a new method named ''Feldtkeller correction approach'' (FCA) is proposed to correct impedance function (Z in ) during the circuit network synthesis process. With this method, the remaining Z in is corrected after each element is extracted from Z in , making it possible to ensure a successful synthesis. It is illustrated that a lossless low-pass network can be represented by certain polynomials constrained by Feldtkeller equation and a successful circuit synthesis can be continuous by updating the polynomial coefficients. Few examples are given to validate the proposed correction approach when it comes to the synthesis of the highest order impedance function. First, a 30th order Butterworth filter is implemented using FCA with a relative error of 1.0464 x 10 −7 . Then, S-parameter simulation based on the synthesis elements is performed and proved to be entirely consistent with theoretical values. To demonstrate the robustness of this method, several randomly generated impedance functions are tested and the average relative error of 100 generated 35th-order impedance functions is calculated to be 3.7567 × 10 −5 . Third, a 1-3 GHz transformer impedance function acquired by real frequency technique is successfully synthesized via FCA. Finally, an ultra-wideband power amplifier is also designed with the aid of FCA. These results demonstrate that the proposed approach can be used to successfully synthesize the impedance function lower than 36th order.
I. INTRODUCTION
New filters or matching networks are constantly being invented to fulfill the need of evolving communication systems. Classically, filters were designed in the way that its impedance function is directly calculated based on its characteristic function, such as Butterworth filter and Chebyshev filter presented in [1] . This analysis method is favorite for the circuit designer since the expected network can be straightforward and fast calculated step-by-step. However, there is no general analysis method to obtain a complex network for double-matching problem [2] , such as the matching network of broadband microwave power amplifier (PA). The complex matching network of broadband Doherty power amplifier [3] - [7] has also been hard to be calculated in theory so far. As a compromise, a semi-analytical numerical technique, real frequency technique (RFT), was firstly proposed by Carlin and Yarman for the matching network design of antennas and PAs [8] - [10] . With this method, goal network can be automatically found with the aid of optimization algorithm and expressed using rational polynomial functions [11] - [14] . To complete the design of the matching network, the functions still need to be synthesized into practical elements.
Moreover, according to circuit theories, software tool package can be developed to synthesize any realizable impedance function, such as the work introduced in [15] . In this way, any function can be easily realized with practical circuits. However, the problem comes that network synthesis always fails halfway for high order networks. The reason is that cumulative error will change the impedance function character along with network synthesis process, which will make the synthesis rules no longer applicable for the remaining impedance function. It means that only a part of elements can be extracted from the original impedance function and the other ones are kept unknown, so the corresponding circuit still can not be obtained. Thus, how to completely implement a high-order complex network with reliable results becomes a significant puzzle.
To solve this issue, Yarman and Kilinc provide a solution named ''parametric approach'' which can correct the impedance function after each element is extracted [16] - [18] . This correction method is renamed ''parametric correction approach'' (PCA) in this paper. While putting into practice, it also encounters some new problems. When the poles or zeros of impedance function are close to the imaginary axis, the calculated residues will not be accurate enough. This will lead to the corrected Z * in deviating too much from the original Z in , and then an evil synthesis result will appear. Another problem is that the cumulative error of several factors may also bring adverse effect to the residues calculation.
To solve the above problems, a new correction method is proposed in this paper. In this new method, the impedance functions Z in are expressed as a function of two polynomials g and h constrained by Feldtkeller equation. Keeping h unchanged and correcting g only, the coefficients of newly calculated Z R in can be approximated to the ones of Z in . Moreover, its features of the Z R in are just the same as the ones of Z in and it will still satisfy the synthesis rules, which means the synthesis process can go on until the synthesis is finished. This paper is organized as follows. In Section II, PCA is simply introduced, and a proposed ''Feldtkeller correction approach'' (FCA) is given based on theoretical analysis. The corresponding algorithm is provided in Section III. And a 4th-order impedance function is given as an example to show that the network synthesis using correction approach is necessary even in the case of low order impedance functions synthesis. To verify the effectiveness of the new method, synthesis results of a 30th-order Butterworth filter with these two approaches are firstly compared in section IV. In the following section, a randomly generated high-order impedance function is given to demonstrate the robustness of the new method. Finally, a 1-3 GHz transformer with a transformation ratio of 10 and a broadband power amplifier are presented. Their impedance functions are found by real frequency technique and implemented via correction approach. A comparison table among of Cauer realization, PCA and FCA is given, and conclusions are described in Section V.
II. CORRECTION APPROACH
In this section, a synthesis problem is described, and a solution (PCA) is firstly briefly introduced, following which two conclusions are given and proved as necessary and sufficient conditions for the proposed correction method.
A. A PROBLEM FOR TRADITIONAL CIRCUIT SYNTHESIS
In this paper, all the input impedance functions Z in represent low-pass networks that consist of series inductors, shunt capacitors and a resistor placed at the end of the network, as shown in Fig.1 . They are expressed by the following real rational polynomial:
where a i , b j are real, either a n = 0 or b n = 0, but not both at the same time.
As described in [19] , the input impedance function could also be expressed using parametric approach:
where k i is residues of Z in at poles s i . The impedance function generated by (2) is called ZPM. As given in [9] , the input impedance function could also be constructed as:
where h(s) is a real coefficient polynomial and g(s) is a strictly Hurwitz polynomial. They are constrained by the following Feldtkeller equation (4) . And if Z in is constructed via equation (3), it will be called ZFM.
In theory, Z in can be completely synthesized into an LC-ladder network terminated by a pure resistor after n times long division for equation (1) . Unfortunately, numerical errors will be accumulated as the long division continues running. After few times division, the errors become so large that the remaining impedance function Z in,R expressed by (5) could no longer satisfy low-pass network conditions.
For example, the term a m − a m+1 b m−1 /b m of (5a) is non-zero and its numerical value is comparable with b m . Clearly, series inductor or shunt capacitor is now no longer able to be extracted from Z in,R . As a result, this synthesis process gets to be terminated, and network synthesis fails. More details will be illustrated by a concrete example in Section III. VOLUME 7, 2019 
B. PARAMETRIC CORRECTION APPROACH
To solve the problem mentioned above, Yarman and Kilinc proposed a parametric approach to correct input impedance function Z in [16] . Z in,R will be corrected immediately by PCA when one element is extracted from Z in . The core idea is: after every element is extracted, the residues k i is calculated only based on the even part of the remaining minimum function Z in,R (1/Z in,R ) whose numerator only reserve the constant term a 0 and set a i = 0 (i > 0). And then a new impedance function Z R in is reconstructed via equation (2) . This approach can make sure that each corrected Z in,R is equivalent to a low-pass LC-ladder network and can be definitely realized as the topology given in Fig.1 .
Relative error of each polynomial coefficient is firstly defined as
where a R i and b R i are the coefficients of Z R in . Z R in is calculated by the LC-ladder network whose elements are the ones synthesized from Z in . The maximum value of Err a (i = 0, 1, 2 . . .) and Err b (j = 0, 1, 2 . . .) is chosen as the relative error Err evaluating the difference between Z in and Z R in . In practice, if Err = 0, set Err = 10 −16 and it will be regarded as a successful network synthesis result.
A 30th order Butterworth filter is implemented using PCA, and S-parameter (S21) of the synthesized circuit is compared with the theory result in Fig.2 . It can be seen that PCA does not work well for this filter. The synthesis detail and error analysis will be presented in Section IV. For comparison purposes, input impedance functions Z in are randomly generated by ZPM and ZFM, and PCA is applied to correct Z in,R when each inductor or capacitor is extracted. Fig.3 presents the relative error with an average of 100 times and shows that the impedance functions can be realized very well if Z in is generated via ZPM. If Z in is generated by ZFM, it is only valid up to 19 elements.
C. PROPOSED FELDTKELLER CORRECTION APPROACH
In this sub-section, two conclusions will be given as preparatory work for the proposed correction approach. First of all, a lemma is given as follow [20] .
Lemma 1: The necessary and sufficient conditions for the rational function F(s) to be a positive real function are: strictly Hurwitz polynomial. The first conclusion is that any input impedance function Z in (s) can be written in the form of equation (3) .
Proof: According to lemma 1, there exists a relationship that:
g(s) has to be a strictly Hurwitz polynomial. After reshaping the above equation, we can obtain
Following that, the relationship between g(s) and h(s) is deduced for the low-pass network. Z in (s) is expressed as a sum of the even part and odd part (Z in,ev (s) and Z in,od (s)).
At the end of the LC-ladder network ( Fig. 1) , Z in = R L . It is clear that Z in,ev = R L and Z in,od = 0. According to the following two conclusions from the derivation of [21] :
1) Numerator of Z in,ev will be the same as Z in,ev 's for
Numerator of Z in,ev will also be the same as Z in,ev 's for
. it means that all the series inductors and shunt capacitors will not change the original form of the numerator of Z in,ev . Thus, we can obtain that the numerator of any order Z in,ev is a non-negative real constant for a low-pass LC-ladder network.
Then, we have:
where C is a real constant. That is to say, for any low-pass LC-ladder work, if its Z in is expressed in the form of (3), then its g(s) and h(s) will satisfy Feldtkeller equation and f (s) = C:
The second conclusion is, when g(s) and h(s) satisfy Feldtkeller equation and f (s) = C, input impedance function Z in constructed by (3) can be surely synthesized into an LC-ladder network.
Proof: If the order of Z in is higher than 0 (n ≥ 1), then the order of g(s) and h(s) are the same and their leading coefficients are equal or opposite. So it has to be that one of the coefficients a n and b n is zero and the another one is non-zero, then one inductor or capacitor can be extracted. The remaining input impedance function Z in,R will still be a positive real function as described in [22] and the numerator of even part of Z in,R will keep being the same as the one of Z in [21] . Therefore, g(s) and h(s) of Z in,R still satisfy equation (10) . Repeating this procedure, Z in will be ultimately synthesized into an LC-ladder network.
Based on the above analysis, g(s), h(s) and f (s) can be directly calculated from Z in , and Z in can also be expressed by g(s) and h(s), which means that they are the sufficient and necessary conditions of each other. This becomes the theoretical basis of FCA.
At present, a correction approach can be confidently described as follows. Firstly, for a given Z in (s), h(s) and f (s) can be immediately calculated. While taking into consideration of limited calculational accuracy and stored accuracy, f (s) always tends to be a polynomial rather than a constant, but only the constant term should be reserved, and the other terms are set to zero. Secondly, since g(s) is a strictly Hurwitz polynomial (all of its zeros are located on the left half complex plane), g(s) can be uniquely determined by (10) . Finally, a new impedance function Z R in is obtained by (3) . Thus, Z R in is corrected from the original input impedance function Z in . This process, as demonstrated above, is named ''Feldtkeller correction approach'' in this paper.
To verify the Feldtkeller correction approach (FCA), Z in is randomly generated by ZFM and ZPM. Every time one element is extracted in the process of Z in synthesis, the remaining impedance function Z in,R will be corrected via FCA (algorithm will be given in the next section). The synthesis results are presented in Fig.4 with the relative error being an average of 100 times for each order of Z in , which means that FCA is valid both for ZFM and ZPM generating Z in .
III. SYNTHESIS ALGORITHM FOR
An algorithm of FCA is presented below in detail, and an algorithm of low-pass network synthesis is also shown using correction approach. The impedance function Z in (s) needing to be corrected is given in the form of (1). Suppose a = [a n , a n−1 , . . . , a 1 
. Some functions are developed in Matlab [23] and introduced in advance as following:
a=check_poly_coeff(a,ZT): ZT represents a threshold value of zero. It will shorten a until its first element is non-zero (if |a n | < ZT , let a = [a n−1 , a n−2 , . . . , a 1 , a 0 ]).
c=VectorAddition (a,b) : If the length of a is equal to the length of b, then c = [a n +b n , a n−1 +b n−1 , , . . . , a 1 +b 1 , a 0 + b 0 ]. If the length of a is shorter than the length of b, then zero is filled at the head of
g=GeneralHurwitzPoly_g(h,f): Hurwitz polynomial g is obtained by (4) . All the roots of g named R g are located on the complex left plane, so g = |h(1)| * poly (R g ).
Z in is corrected by Feldtkeller_correction_approach Function and its code is given as:
Z in is synthesized by Synthesis_Cauer_Lowpass Function and its pseudo-code is shown as:
COMPARISON OF CAUER REALIZATION AND FCA
In order to show the necessity of correction technique more clearly, several types of impedance function are synthesized via the classical Cauer realization and synthesis results are described in Fig.5 . It can be seen that Cauer realization is competent to handle the Z in randomly generated by ZPM and ZFM with the highest order of 9 and 12, respectively, while for Butterworth and Bessel filter impedance functions with the highest order of 13 and 9, respectively. And part of elements is kept unknown for higher order Z in , so the corresponding circuit is not acquired yet. The reason for the failure of Cauer realization with higher order impedance function is given through the following example. A 4th-order real polynomial whose coefficients are tabulated in table 1 is expressed in the form of (1).
According to lemma 1, we check whether this Z in is a positive real function or not in the first place. Obviously, condition (1) (a, b) , and its roots are −2.9656 × 10 3 , −1.5727, −0.1297 + 0.3847i with −0.1297 − 0.3847i being located at the left half plane. Because all the three conditions are satisfied and we can conclude that the above-mentioned Z in is a positive real function.
Moreover, this function can present a low-pass network as analyzed in Section II. For comparison purpose, it is synthesized without correction and with Feldtkeller correction for each step. Detailed procedures are described as follow.
For the synthesis process without correction (Cauer realization), an inductor of L 1 = 1/0.1569 = 6.3726 H is firstly extracted from Z in : (12) In step 3, if the term ''−0.00027s 2 '' is neglected again, then an inductor of L 3 = 1/0.19322 = 5.1752 H can be obtained from Z (2) in and the remaining Z 
Eventually, this synthesis process ends in failure, and the corresponding circuit has not been obtained so far (only the first three elements are extracted from Z in ). However, when FCA is deployed for each Z (i) in (s), things will be different. Synthesis procedures with correction approach are described in the following.
In the first step, a series inductor of L 1 = 1/0.1569 = 6.3726 H is extracted from Z in , then the remaining impedance Z (1) in,b is the same as the right side of (11) . The coefficients of its numerator and denominator are respectively written as two arrays named a (1) and b (1) . Then h (1) is calculated using VectorAddition(a (1) ,−b (1) ): h (1) = [0. (1) = GeneralHurwitzPoly_g(h (1) ,f (1) )), we can obtain that g (1) = [0.5, 1484.07, 3795.63, 2449.89]. Lastly, the corrected where the relative error Err for this step is 3.9464 × 10 −8 . In the next step, a shunt capacitor of C 2 = 1/0.8840 = 1.1312 F is extracted from Z (1) R in,b . As described in the first step, remaining Z (2) in,b is corrected by function Feldtkeller_correction_approach(a (2) ,b (2) ) and the remaining part is given as: (15) has been corrected by FCA, the relative error Err is only 7.3443 × 10 −9 .
In the third step, an inductor of L 3 = 1/0.19369 = 5.1630 H can be obtained from Z 
Z (4)
in,b (s) = 8.6443 (17) According to Fig.6 , the input impedance function Z R in can be re-calculated via basic circuit theory and its coefficients are tabulated in table 2. Then the difference between Z in and 
Z R
in is evaluated by relative error Err, which is 6.6077 × 10 −8 calculated by (6) .
As the analysis of the above example, Cauer realization cannot complete the network synthesis of this low-order impedance function, while FCA presents a good performance.
IV. EXAMPLES FOR SEVERAL TYPES FUNCTION
In this section, several examples are given to validate FCA. And the synthesis results are compared with the results acquired by PCA.
A. BUTTERWORTH FILTER SYNTHESIS
Butterworth filters are widely applied in the wireless communication systems for its maximally flat magnitude property. As given in [1] , the gain function of nth-order Butterworth approximation is defined by
where ε is a constant. K (ω) is characteristic function and K (ω) = ω n . For a lossless Butterworth network, its reflection coefficient ρ(jω) is given as below.
The corresponding input impedance function can be expressed by Z in = (1 − ρ)/(1 + ρ). There will be two impedance functions and we choose the one whose first element is a series inductor as an example. The coefficients of a 30th-order Butterworth filter with ε = 0.5 is presented in table 3.
Firstly, Z in is synthesized via Cauer realization. The remaining Z (i) in is checked by function check_poly_coeff(a,ZT) (ZT = 10 −2 ), when each element is extracted. But it fails at 11th step. Because a On the other hand, this Z in is independently synthesized by FCA and PCA. The final schematic circuit is shown in Fig.7 , and the detailed results are presented in table 4 for comparison. Their relative errors are respectively 1.0464 × 10 −7 and 0.5217. This means that this synthesis process fails for PCA, although it has finished the process. Based on the values given in table 4, a simulation was done in ADS software. And the simulation results for the two cases are plotted in Fig.8 . It is shown that the feature of the circuit obtained via PCA is not consistent with theories, because its S 21 is fluctuant rather than flat in-band and its S 21 also has a superfluous peak out of the band. But the circuit acquired via FCA matches theory result quite well. This impedance function is a Butterworth filter prototype, so the maximum loss in-band should be L max = 10log 10 (1 + ε 2 ) = 0.9691 dB at ω = 1. And gain at ω = 1.2 is −10log 10 Observing the synthesis results in table 4, there is a very large difference for the second extracted element C 2 . In order to observe the correction detail for each step of network synthesis, Fig.9 illustrates the relative error of Z and the second step corrected by PCA are respectively 2.2709 and 2597.4, which means that we can not reach a convincing synthesis result using PCA.
One reason is that: as given in [16] , the residues k i can be calculated by
where B c is constant and determined by Z in . When one of the zeros (s a = R + jX ) is close to the imaginary axis, then its conjugate s b = R − jX must also be close to the imaginary axis and the factor (s 2 a − s 2 b ) of equation (20) is calculated as j4RX . The calculated precision of R greatly affects the precision of the corrected Z in . Four zeros of nu given in table 3 are 0.000000000000015±j * 3.150214770389729 and 0.000000000000443±j * 1.636158307340366. Their real part are too small to obtain a high-precision result, so the error of the calculated k i gives rise to a failed correction for Z in .
To compare the synthesis precision of the two approaches, a group of 1-40th order Butterworth filters with ε = 0.5 are acquired, and they are synthesized by FCA and PCA, respectively. The synthesis results are displayed in Fig.10 . It is clear that PCA is able to handle up to 19th order Butterworth function, while FCA keeps a relatively high precision even for 35th order Butterworth filters.
B. SYNTHESIS OF RANDOMLY GENERATED Z in
To validate the robustness of correction approach, an impedance function which needs to be synthesized is randomly generated by ZFM. h is randomly generated by function rand (1,n) in [23] and set f = 1, then Z in calculated by (3) is a random impedance function.
Firstly, an example of 35th order is randomly generated, and its coefficients are tabulated in table 5. It is independently synthesized with the aid of FCA and PCA. The synthesis results are presented in table 6. The corresponding schematic circuit is depicted in Fig.11 and its terminal resistance is 0.10 . The relative errors for FCA and PCA are respectively 4.0582 × 10 −6 and 0.4922, which means that FCA succeeds in synthesizing the impedance function and PCA fails. Comparing the component values obtained by FCA and PCA, a rather important and critical difference appears starting from the second element L 2 . As analyzed in the above subsection, calculating residues at the six zeros of nu (0.000000000000019 ± j * 3.548817743905381, 0.000000000003783 ± j * 1.843990870509640 and 0.000000000084311 ± j * 1.303208653304644) will bring a huge error.
Another consideration is the cumulative error. The accuracy of the zeros s i is limited, especially for high order polynomials. When the residues k i are calculated by (20) , the error of residues will be enlarged by the accumulated factors
, which may bring a non-ignored cumulative error for Z R in . Fig.12 is given to observe each step's relative error between Z (i) in and Z (i)R in . Large errors exist before the 20th step for PCA. As for FCA, it performs quite well in correcting Z in , just as concluded in Fig.9 . To show synthesis status of FCA and PCA in detail, each order of Z in with 100 samples randomly generated by ZFM are synthesized via the two approaches and the average relative errors are illustrated in Fig.13 . It can be seen that the results are similar to the ones of Butterworth filter synthesis. PCA is good for lower than 19th order impedance functions (an average relative error is 0.0057 for 19th order Z in ), and FCA is qualified by 35th order Z in with a mean relative error of 3.7567 × 10 −5 .
The 100 times synthesis results for the 35th order impedance function with FCA and PCA are drawn in Fig.14 . The range of relative error is 0.3127 ≤ Err ≤ 494.0179 for the network synthesis with PCA, while 8.9291 × 10 −7 ≤ Err ≤ 3.673 × 10 −4 for FCA. Since all the impedance functions are randomly generated, and all of them are successfully synthesized under the aid of FCA, we can confidently say that FCA can be employed to synthesize a low-pass network containing up to 35 elements.
C. BROADBAND TRANSFORMER DESIGN AND IMPLEMENTATION
Real frequency technique (RFT) is a valid method to design matching networks. If the network is constructed in the form of (3), the initial value of h is always randomly assigned, and f is usually set to be 1 for the low-pass network. While in the real communication systems, the port impedance is fixed as a constant, such as 50 . Therefore, part of elements in h should be fixed in advance to constrain the terminal impedance R L .
For a low-pass impedance function, the load resistance R L can be calculated by (1) and (3), which has the following relationship.
While observing (10), g 2 0 = h 2 0 +1 is acquired. So we have:
where C 0 is a constant. And taking '+' or '−' depends on the value of R L and g 0 . E.g. if g 0 > 0 and
Thus, once h 0 is fixed in advance by (22) , the load resistance will be the required value R L . Set R L = 50 , then h 0 = 3.4648.
Based on the above analysis, a 1-3 GHz broadband transformer with transformation ratio of 10 is designed via RFT [9] . Six discrete frequency points are given as freq = [1, 1.4, 1.8, 2.2, 2.6, 3.0], then the normalized angular frequency s is calculated by s = j * 2π * freq/Norm and Norm = 2π * 2.4.
where Z S is set as 5 and Z in is constructed by (3) . Optimize the unknown h and let be as small as possible. Note that h is constructed by two parts h a and h 0 = 3.4648, that is h = [h a , h 0 ], where initial h a is generated by 10 * rand (1, n) , n is the highest power of Z in . Finally, one of Z in is found and its coefficients are tabulated in table 7. For comparison purpose, this function is firstly synthesized via Cauer realization. After the 15th element is extracted, the remaining impedance function is given as follow. Z (15) in = −0.5527s 3 + 707.14s 2 + 34133s + 718830 s 3 + 47.3958s 2 + 1296s + 14377 (24) Obviously, the above function is no longer positive real function and the synthesis process is ended in failure. Then the corresponding circuit is kept unknown yet. Nevertheless, the original impedance function Z in is successfully synthesized via FCA and the results (Err = 9.8557 × 10 −8 ) are presented in Fig.15 . Because the theoretical S-parameter curves and simulated ones are almost entirely overlapping, only the simulated S 21 and S 11 are redrawn in Fig.16 with S 11 < −16.8 dB in the band of 1-3 GHz. This example demonstrates that the circuit function can be reliably and successfully implemented with FCA, once it is acquired by RFT.
D. ULTRA-WIDE BAND POWER AMPLIFIER DESIGN
To demonstrate the utilization of the proposed approach in the design of PAs, design procedure of the output matching network is presented. The commercial GaN transistor CGH40010F produced by Wolfspeed is chosen. The package model of this transistor is given in [24] . And the VOLUME 7, 2019 detailed parameters are illustrated in Fig.17(a) where a matching network is inserted to make sure that Z in is the required impedance at the current generator plane. The expected impedance Z in is chosen around 30 . As above described, 12 discrete frequency points are fixed as freq = [1.8, 2.3, 2.6, 2.9, 3.2, 3.5, 3.8, 4.1, 4.4 the normalized angular frequency s is calculated by s = j * 2π * freq/Norm and Norm = 2π * 3.5. And one of the required impedance functions is acquired via RFT and given in table 8. The synthesis results are listed in Fig.17(b) (Err = 1.6409 × 10 −12 ). The corresponding simulation results (Fig.17(c) ) show that S 11 is lower than −13.6 dB in the band of 1.8-5.2 GHz. As for the parameters of input matching network, it is presented in Fig.18(a) .
This PA is simulated through harmonic balance tool in ADS, and its simulation results are given in Fig.18(b) . In the band of 2-5 GHz, it achieves a drain efficiency of 54.9-66.7%, output power of 40.2-41.4 dBm with a gain of 10.2-11.4 dB. This example shows that the matching network of ultra-wide band PAs can be directly obtained via RFT and FCA.
From the above four examples, consequently, it can be concluded that the proposed synthesis approach can be used in the process of low-pass LC-ladder network synthesis when the expected impedance function is known.
V. CONCLUSION
A comparison is presented in table 9 for the lowpass LC-ladder network synthesis. Both of PCA and FCA can handle the higher order impedance functions than the classical Cauer realization. Although PCA is good for Z in (higher than 40th order) randomly generated by ZPM, FCA can handle up to the 35th order Z in . However, when it comes to the impedance function generated by ZFM or Butterworth function, PCA is valid for Z in only with the highest 19th order, while FCA can successfully finish the circuit synthesis process of a 35th order Z in .
Since the classical Cauer realization always can not successfully extract all the elements from the high-order Z in (n>13) and it may fail even for some special low-order impedance functions, such as the example given in Section III. To completely implement impedance function with valid elements, ''Feldtkeller correction approach'' is proposed. Compared with parametric correction approach, FCA is better for the following two cases: the zeros of nu or de are located near the imaginary axis; and the case, when the calculation error comes from the non-neglected cumulative error during calculating residues k i . In the practice of network synthesis, the two methods complement each other, and they can be applied to circuit automation design. 
