Abstract. In this paper, we establish the sharp conditions for the inclusion relations between Besov spaces Bp,q and Wiener amalgam spaces W s p,q . We also obtain the optimal inclusion relations between local hardy spaces h p and Wiener amalgam spaces W s p,q , which completely improve and extend the main results obtained by Cunanana, Kobayashib and Sugimotoa in [J. Funct. Anal. 268 (2015), 239-254]. In addition, we establish some mild characterizations of inclusion relations between Triebel-Lizorkin and Wiener amalgam spaces, which relates some modern inequalities to classical inequalities.
INTRODUCTION
Wiener amalgam spaces are a class of function spaces which amalgamates local properties with global properties. Specific cases of these spaces was first introduced by Norbert Wiener in [28, 29, 30] . In 1980s, H. G. Feichtinger developed a far-reaching generalization of amalgam spaces, which allows a wide range of Banach spaces to serve as local or global components. Feichtinger used W (B, C) to denote the Wiener-type spaces, which B and C are served as the local and global component respectively. Here, we consider a limited case, namely, the Wiener amalgam spaces W s p,q , which can be re-expressed as W (F −1 L s q , L p ) by the notation of Feichtinger. In addition, modulation space M s p,q can be re-expressed by
. By the frequency-uniform localization techniques, the modulation space can be viewed as a Besov-type space associated with a uniform decomposition (see Triebel [22] , Wang-Huang [26] ). Like the modulation space, Wiener amalgam space W s p,q can be viewed as a Triebel-Lizorkin-type space corresponding to a uniform decomposition, we refer the readers to [22] for this topic. Due to the difference between uniform and dyadic decompositions, Wiener amalgam space W p,q has many properties different from the corresponding dyadic space. For instance, the uniform multiplier e i|D| β (0 < β < 1) is unbounded in the classical Lebesgue space L p but bounded on W s p,q for 1 p, q ∞, s ∈ R, one can see [1, 4] for more details. Thus, it is interesting to compare the Wiener amalgam spaces with the classical function spaces constructed by dyadic decompositions. One basic but important problem is how to characterize the inclusion relations between theses two kinds of spaces. A lot of attentions have been paid to this topic, for example, one can see [19, 21, 26] for the inclusion relations between modulation and Besov spaces, [11, 13, 20] for the more general inclusion relations under the frame of α-modulation space, [16] for the inclusion relations between local Hardy spaces h p and modulation spaces, and [17] for the inclusion relation between Sobolev and modulation spaces, etc. In particular, Cunanana, Kobayashib and Sugimotoa [3] recently give some sufficient and necessary conditions for the inclusion relations between W s p,q and L p in the range of 1 p, q ∞, they also give a corollary for the inclusion relations between W s p,q and B p,q (the Besov space B 0 p,q , see (2.16) for the definition). We will recall the main results in [3] after introducing following notations Denote α(p, q) = 0 ∨ n(1 − 1/p − 1/q) ∨ n(1/2 − 1/q), β(p, q) = 0 ∧ n(1 − 1/p − 1/q) ∧ n(1/2 − 1/q), that is, We recall the main results in [3] as follows.
Theorem A(cf. The main purpose of this paper is to address the questions above. Our results can be formulated as follows. Remark 1.4. We would like to compare our results with the corresponding results in [3] . Firstly, Theorem 1.1 is a complete improvement and extension of Theorem A in the following two aspects: (i) Relax the range of (p, q) from [1, ∞] 2 to the full range (0, ∞] 2 ; (ii) Make it clear whether the inclusion between W s p,q and B p,q is correct or not in the critical case s = α(p, q) or β(p, q). Thus, Theorem 1.1 is sharper than Theorem A, even in the range 1 p, q ∞, and the results in Theorem 1.1 are new for p ∈ (0, 1) or q ∈ (0, 1).
Secondly, compared Theorem 1.2 with Theorem B, it is obvious that the conclusions of Theorem 1.2 are new for p ∈ (0, 1] or q ∈ (0, 1]. For 1 p ∞, 1 q ∞, we make some comments as follows. Recall that h p is equivalent to L p for p ∈ (1, ∞), Theorems 1.2 and 1.3 actually solve all the problems remaining open in Theorem B. Also, the inclusion relation W 1,q ⊂ L 1 in 1/q 1/2 in Theorem B is improved to W 1,q ⊂ h 1 in Theorem 1.2. In addition, L 1 ⊂ W 1,q was proved to be not right if q = ∞, however, we prove that a substitute inclusion relation h 1 ⊂ W 1,q for q ∈ [1, ∞] is right in Theorem 1.2. Thus, Theorems 1.2 and 1.3 are the essential improvement and extension of Theorem B, even when 1 p, q ∞. Remark 1.5. It will be also interesting to compare Theorem 1.1 with the following results from [19, 21, 26] are negative for 0 < p ∞, 0 < q ∞.
We now turn to compare Theorem 1.2 with the following known inclusion relations obtained in [16, 17] 
In Theorem 1.2, we obtain that Finally, we give some useful corollaries which can be deduced directly by Theorems 1.2-1.3 and certain mild characterizations of the inclusion relations between W s p,q and L p (see Section 3). Corollary 1.6 (Weighted Hausdorff-Young inequality). Let 1 p, q ∞, s ∈ R. Let R > 0 be a positive number. Then
holds for all f supported on B(0, R) if and only if s α(p, q) with strict inequality when
f Lp holds for all f supported on B(0, R) if and only if s β(p, q) with strict inequality when 1/q > 1/p ∨ 1/2 (p = 1) or q = ∞ (p = 1).
Corollary 1.7 (Inequality for Fourier series
holds for all truncated sequences a = {a k } k∈Z n if and only if s α(p, q) with strict inequality
Lp(T n ) holds for all truncated sequences a = {a k } k∈Z n if and only if s β(p, q) with strict inequality
This paper is organized as follows. In Section 2, we will give some basic notations, and recall some definitions and basic properties for the function spaces used throughout this paper. Some preliminary lemmas will also be given in this section. Section 3 is devoted to some mild characterizations of inclusion relations between Wiener amalgam and Triebel-Lizorkin spaces. Our main theorems will be proved in Sections 4-6.
PRELIMINARIES
We recall some notations. Let C be a positive constant that may depend on n, p i , q i , s i , α for i = 1, 2. The notation X Y denotes the statement that X CY , the notation X ∼ Y means the statement X Y X, and the notation X ≃ Y denotes the statement X = CY . For a multi-index k = (k 1 , k 2 , ...k n ) ∈ Z n , we denote |k| ∞ := sup i=1,2...n |k i |, and k := (1 + |k| 2 ) 1/2 . In this paper, for the sake of simplicity, we use the notation "L " to denote some large positive number which may be changed corresponding to the exact environment.
Let S := S (R n ) be the Schwartz space and S ′ := S ′ (R n ) be the space of tempered distributions. We define the Fourier transform F f and the inverse Fourier transform
We recall some definitions of the function spaces treated in this paper.
is finite. If f is defined on Z n , we denote
and l s k,p as the (quasi) Banach space of functions f : The translation operator is defined as T x0 f (x) = f (x − x 0 ) and the modulation operator is defined as M ξ f (x) = e 2πiξ·x f (x), for x, x 0 , ξ ∈ R n . Fixed a nonzero function φ ∈ S , the short-time Fourier transform of f ∈ S ′ with respect to the window φ is given by
Now, we give the definitions of modulation and Wiener amalgam spaces.
is finite, with the usual modification when p = ∞ or q = ∞. In addition, we write
The above definition of M s p,q is independent of the choice of window function φ. One can see this fact in [9] for the case (p, q) ∈ [1, ∞] 2 , and in [7] for the case
More properties of modulation spaces can be founded in [5, 27] . One can also see [6] for a survey of modulation spaces. Definition 2.3. Let 0 < p, q ∞, s ∈ R. Given a window function φ ∈ S \{0}, the Wiener amalgam space W s p,q consists of all f ∈ S ′ (R n ) such that the norm
is finite, with the usual modifications when p = ∞ or q = ∞.
We recall an embedding lemma as follows. One can see more basic properties about Wiener amalgam spaces in [2, 10, 15] . 
The following lemma provides some inclusion relations between modulation and Wiener amalgam spaces. One can verify it by using Minkowski's inequality. Lemma 2.5. Let 0 < p, q ∞ and s ∈ R. We have
Next, we recall some function spaces associated with the dyadic decomposition of R n . Let ϕ(ξ) be a smooth bump function supported in the ball {ξ : |ξ| < 3/2} and be equal to 1 on the ball {ξ : |ξ| 4/3}. Denote 13) and a function sequence
For j ∈ N = Z + ∪ {0}, we define the Littlewood-Paley operators
The (inhomogeneous) Besov space is the space of all tempered distributions f for which the quantity f B s p,q is finite. We write B p,q := B 0 p,q for short.
The (inhomogeneous) Triebel-Lizorkin space is the space of all tempered distributions f for which the quantity f F s p,q is finite. We write F p,q := F 0 p,q for short. Now, we turn to introduce the local Hardy space of Goldberg [8] . Let ψ ∈ S satisfy R n ψ(x)dx = 0. Define ψ t = t −n ψ(x/t). The local Hardy spaces is defined by
We note that the definition of the local Hardy spaces is independent of the choice of ψ ∈ S . We also remark that the local h p is equivalent with the inhomogeneous
where Q is a cube with |Q| < 1, |Q| is the Lebesgue measure of Q, and [n(
All the big and small-h p atoms are collectively called h p -atom. We recall a hp 1 for all h p -atoms. On the other hand, any f ∈ h p can be represented by 20) where the series converges in the sense of distribution, {a j } is a collection of h patoms and {λ j } is a sequence of complex numbers such that
We recall two convolution inequalities for continuous and discrete form respectively.
Proof. This lemma can be found in [23] when s = 0. By a standard limiting argument, we only need to state the proof for f, g ∈ S . In this case, we observe that
is a Schwartz function with Fourier support in B(x 1 − x 0 , 2R) for every x ∈ R n . By the compactness of Fourier support of H, we have
Taking the L x;p -norm on both sides of the above inequality, we then use the Fubini theorem to obtain the desired conclusion.
This lemma is a special version of discrete weighted convolution inequality, which can be deduced without difficult. The reader can find its general version in [10] .
Next, we recall a probability inequality. One can find its proof in [12] .
be a sequence of independent random variables taking values ±1 with equal probability. Denote expectation (integral over the probability space) by E. For any sequence of complex numbers {a k } N k=1 , we have
where the implicit constants depend on p only.
Finally, we recall two embedding lemmas for weighted sequence spaces.
Lemma 2.9 (Sharpness of embedding, for uniform decomposition).
holds if and only if
Lemma 2.10 (Sharpness of embedding, for dyadic decomposition).
Characterizations by localization and discretization
This section is devoted to some mild characterizations of the inclusion relations between Wiener amalgam and Triebel-Lizorkin spaces. We start from recalling a localization principle for the classical Triebel-Lizorkin space F s p,q .
Lemma 3.1 (Localization principle for Triebel-Lizorkin spaces, cf. [25] ). Let 0 < p < ∞, 0 < q ∞, s ∈ R. Let {ψ k } k∈Z n be a smooth uniform partition of unity such that k∈Z n ψ k (x) = 1, where ψ k (x) = ψ(x − k), ψ is a smooth function with compact support near the origin. Then
Next, we give a similar localization result for the Wiener amalgam space W s p,q . Due to the symmetry of time-frequency, localization principle in Wiener amalgam spaces is more convenient to establish than which in Triebel-Lizorkin spaces.
Proposition 3.2 (Localization principle for Wiener amalgam spaces). Let
Let {ψ k } k∈Z n be a smooth uniform partition of unity such that
ψ is a smooth function with compact support near the origin. Then
Proof. We only give the proof for p, q < ∞, since the other cases can be handled similarly. Take window function φ to be a smooth function with compact support near the origin. By the almost orthogonality of {V φ (ψ k f )(x, ξ)} k∈Z n , we have
Combining with the above inequality, we use the almost orthogonality of
. Now, we turn to the proof of the opposite direction. By the definition of shorttime Fourier transform, we have
Then, we use Young's inequality or Lemma 2.6 to deduce
Observing that the support of
is near k, we choose a positive number r such that supp(
We give the following lemma for the local property of W s p,q . The reader can find an unweighted result in [18] . 
Proof. We only state the proof for p < ∞, the case p = ∞ is similar. Without loss of generality, we assume suppf ∈ B(0, N ), where N is the diameter of K. Choose window function φ be a smooth function with compact support such that φ = 1 in B(0, 2N ). We have
. On the other hand, by the support of f and φ, we have
, we use Young's inequality or Lemma 2.6 to deduce that
(3.12)
Thus, we have
By the localization technique, we give a mild characterization for the embedding between Triebel-Lizorkin and Wiener amalgam spaces. 
for any f ∈ S ′ with support in B(0, r), 
Proof. Since the symmetry between statements (1) and (2), we only give the proof for the statement (1). Obviously, W s p1,q1 ⊂ F p2,q2 implies (a), and then implies (b) by Lemma 3.3. Take h to be a smooth function with small Fourier support near the origin, such that ∆ 0 h = h. Denote h ǫ (ξ) = h(ξ/ǫ). We obtain
for ǫ ∈ (0, 1). On the other hand, by Lemma 2.5, we have
by the local property of modulation spaces (see Lemma
By the assumption (a), we have that
.
Taking l p1 on both sides of the above inequality and use the fact that l p1 ⊂ l p2 for 1/p 2 1/p 1 , we have
Next, we invoke a limiting argument to verify f ∈ F p2,q2 . Denote f m = |k| m f ψ k , then f m ∈ h p and
as m > l → ∞. We have that {f m } ∞ m=1 forms a Cauchy sequence in F p2,q2 . We also have f m → f in S ′ . Thus, f ∈ F p2,q2 , and
Now, we finish this proof for r = 2 √ n and turn to the proof for general r.
for any g ∈ S ′ supported in B(0, r) with r < 2 √ n. 
The following corollary is a direct conclusion of Proposition 3.4 with a slight modification for the cases of L 1 and L ∞ . 
for any f ∈ S ′ with support in B(0, r), As an application, we prove a key embedding from W p,2 into h p .
Proof. By Corollary 3.5, we only need to verify
for all f with compact support in B(0, 2 √ n). Using the Littlewood-paley characterization of h p , we have
For I, we use Hölder's inequality to conclude 
On the other hand, for x ∈ B c (0, 10 √ n), y ∈ B(0, 2 √ n), j 1, we use the fact |x − y| |x|/2 and the rapid decay of ψ to deduce that
We can also
for x ∈ B c (0, 10 √ n). Thus, we have the following estimate for term II:
Combining with the estimates of terms I and II, we complete this proof.
We remark that if p ∈ [1, 2], the inclusion relation W p,2 ⊂ L p has been concluded in [3] . However, the method in [3] does not apply to h p for p ∈ (0, 1].
By a further discretization, the embedding relations between Wiener amalgam and Lebesgue spaces can be characterized by inequalities associated with Fourier series.
Proposition 3.7 (Characterization of the embedding between Lebesgue and Wiener amalgam spaces by Fourier series)
. Let 1 p ∞, 0 < q ∞, s ∈ R. We have the following statements: 
for f supported in 1 2 Q 0 , where Q k denotes the unit closed cube centered at k. By a standard limiting argument, we only need to verify (3.32) for f ∈ S .
Take a smooth cut-off function σ with compact supported in
where the Fourier coefficient a k = f (k). Observing that f (k) can be expressed as
For a fixed sufficiently large N , we can find a positive smooth function φ with compact support contained in
In fact, take ρ to be a smooth function supported in 1 2 Q, such that ρ is nonnegative and ρ(0) > 0. The function φ can be chosen as
for x ∈ Q k . Using Young's inequality or Lemma 2.6, we obtain that
Thus, we conclude
for any f with support contained in 1 2 Q 0 . Necessity of (1): Take a smooth function η with compact support in 2Q 0 , satisfying η(x) = 1 for x ∈ Q 0 . For a fixed truncated sequence a = {a k } k∈Z n , we define
Obviously, f is a smooth function supported in 2Q 0 . Observing that
and using the rapid decay of η, we obtain
where the last inequality is an application of Lemma 2.7. Thus, we duduce
Now, we turn to the proof of statement (2).
Sufficiency of (2): Using Corollary 3.5 and a limiting argument, we only need to verify
for any fixed Schwartz function f with support in where the Fourier coefficient a k = f (k). By a similar argument as the proof in Necessity part of (1), we deduce
which is the desired conclusion.
Necessity of (2): For a truncated sequence {a k } k∈Z n , we define
Choose a smooth function η supported in 2Q 0 such that η(x) = 1 in Q 0 . We have f = f η, and then f = f * η.
Using the same argument as in the proof of Sufficiency part of (1). We have
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Thus,
which is the desired conclusion. 
jn . Using Proposition 3.6 and Hölder's inequality, we deduce
Using the convolution inequality
Moreover, for a fixed ξ such that V φψj (x, ξ) = 0 for some j, we have |ψ j (y)|dy
Using the rapid decay of h, we have
for j 1. With a slight modification, we can also conclude
Combing with the estimates of term I and II, we have
which implies that
for all j ∈ N. Taking l ∞ -norm on the left side, we obtain
for p 2. On the other hand, we use Proposition 3.6 to deduce
⊂ B p,p (4.12) for 0 < p ∞ by the known inclusion between modulation and Besov space (see [11, 13, 19] ). Now, the desired conclusion follows by an interpolation argument among (4.1), (4.11) and (4.12).
(ii If p 2, we recall W p,p = M p,p ⊂ B p,p for 0 < p 2 (see [11, 13, 19] ). Then
for any ǫ > 0. for 2 p ∞, q 1. We have
We use Hölder's inequality to deduce that
Using L p ⊂ W p,2 for 2 p ∞ proved in Theorem B, we deduce
Thus, we use (4.16) to deduce
On the other hand, by the duality of (4.11), we obtain
for 2 p ∞. We also recall
by the known inclusion between modulation and Besov space (see [11, 13, 19] ). By an interpolation argument among (4.15), (4.19) and (4.20), we obtain the desired conclusion.
(ii). For
to be proved in next section, we obtain
for any ε > 0.
Necessity.
Proposition 4.1. Let 0 < p, q ∞, s ∈ R. Then we have
Proof. We only state the proof for p = ∞. The case p = ∞ can be deduced similarly with a slight modification. In this proof, we take the window function φ to be a smooth function with small Fourier support in B(0, 10 −10 ). Choose a smooth function h with Fourier support on 3/4 |ξ| 4/3, satisfyingĥ(ξ) = 1 on 7/8 |ξ| 8/7. By the assumption of h, we have ∆ j h j = h j for all j ∈ N, where h j (ξ) =ĥ(ξ/2 j ). Denote
where {a j } ∞ j=0 is a truncated (only finite nonzero items) sequence of nonnegative real number, e 0 = (1, 0, · · · , 0) is the unit vector of R n , N is a sufficient large number to be chosen later.
We first estimate the norm of B p,q . A direct calculation yields
Next, we estimate the norm of W as N → ∞, we deduce
By the same argument as in subsection 4.1, we have
for all j ∈ N. Moreover, by the definition of h and φ, we have ξ ∼ 2 j when V φ h j (x, ξ) = 0. We also have |{ξ :
jn . Thus, we obtain
and
On the other hand, we denote
By the definition of φ and h j , we have |V φ h j (x, ξ)| = |φ(−x)| and ξ ∼ 2 j for ξ ∈ E j . We also have |E j | ∼ 2 jn . Thus, we estimate the lower bound by
for all j ∈ N, which implies
. Letting N → ∞ on both sides of the above inequality, we deduce 
Proof. We only state the proof for p = ∞, the case p = ∞ can be handled similarly. Take g to be a smooth function with Fourier support in B(0, 10 −10 ). Denoteĝ k (ξ) =ĝ(ξ − k) and
We have k ∼ 2 j for k ∈ Γ j , and we also have |Γ j | ∼ 2 jn . By Lemma2.5, we have
By the discrete definition of modulation space (see 6.2 in [27]), we can deduce
, which yields
be a truncated (only finite nonzero items) sequence of nonnegative real number, N is a sufficient large number to be chosen later. Let
By the almost orthogonality of {T N k g k } k∈Z n as N → ∞, we deduce
On the other hand, for every j ∈ N, we have implies s + ǫ n(1/2 − 1/q). Letting ǫ → 0, we deduce that s n(1/2 − 1/q). By the above arguments, we actually verify that W s p,q ⊂ B p,q implies s n(1/2 − 1/q) for 0 < p 2 q ∞. Combing with the above estimates, we obtain s α(p, q) for 1/q 1/p, and s > α(p, q) for 1/q > 1/p, which is the desired conclusion. 
, we can use a contradiction argument to show that B ∞,q ⊂ W s ∞,q implies s n(1/2 − 1/q). Combing with the above estimates, we obtain s α(p, q) for 1/p 1/q, and s < α(p, q) for 1/p > 1/q, which is the desired conclusion.
Inclusion relations between W
s p,q and h p In this section, we will give the proof for Theorem 1.2. By the feature of dyadic decomposition, if we ignore all the critical cases, Theorem 1.1 and Theorem 1.2 has no essential difference. Nevertheless, these two theorems are quite different in the critical cases s = α(p, q) and s = β(p, q). For instance, for 0 < p < ∞, p < q, Theorem 1.1 says that the embedding relation
is an immediate conclusion of Theorem 1.2.
Sufficiency.
Proposition 5.1. Let 0 < p < ∞, 0 < q ∞ satisfy one of the following conditions
Then, we have a W
for all h p -atoms a.
Proof. We first take a to be an h p atom, and without loss of generality we may assume tha a is supported in a cube Q centered at the origin. We let Q * be the cube with side length 2 √ nl(Q) having the same center as Q, where the l(Q) is the side length of Q. By the definition of Wiener amalgam space, we have
By the definition of h p -atom, we deduce
So, we have the estimate of term E:
Next, we turn to the estimate of term F. We first estimate |V φ f (x, ξ)|. Recalling a is supported in Q, we have
c . Specially, for small h p -atom, we can get an additional estimate of |V φ f (x, ξ)| based on the cancelation of order N = [n(1/p − 1)]. Writing θ ξ (x) =φ(x)e −2πix·ξ , we use the Taylor formula to deduce
Recalling θ ξ (x) =φ(x)e −2πix·ξ , if |β| = N + 1 we deduce
for all x ∈ (Q * ) c . Now, we are ready to give the estimate of term F. For big h p -atom a, we have 12) where the last inequality we use the fact |Q| 1. For small h p -atom a supported in Q, we have
Combining with the estimates of terms E and F, we have the desired conclusion that a W
for any h p -atom a.
On the other hand, we use Hausdorff-Young inequality f Lp f L p ′ and Proposition 3.4 to obtain the embedding relation 20) where the constant C is independent of f . Using Proposition 5.1, we deduce
where p, q satisfy the conditions in (5.2). Obviously, we also have h 2 ⊂ W 2,2 . Thus, by interpolation, we deduce that
for 1 p 2. On the other hand, by the duality of Proposition 3.6, we obtain
Finally, for any 0 < 1/p 1 − 1/q, 1/q 1/2, we can find aq such that 1/q = 1/2 ∧ (1 − 1/p). Combining with (5.23) and (5.24), we deduce Proof. We only give the proof for statement (1) , since the other cases can be verified similarly. Choose the window function φ to be a nonzero smooth function satisfying that supp φ ⊂ B(0, 10 −10 ). Take g to be a nonzero smooth function with supp g ⊂ B(0, 10 −10 ). Denote g k (ξ) = g(ξ − k). Let ω = {ω k } k∈Z n be a sequence of independent random variables (for instance, one can choose the Rademacher functions). For a truncated sequence of positive number a = {a k } k∈Z n , we define
By the definition of φ and g k , there are at almost one k ∈ Z n such that V φ (g k )(x, ξ) = 0 for every fixed ξ. We also have ξ ∼ k when V φ (g k )(x, ξ) = 0. Moreover, by the definition of short time Fourier transform, we deduce that
where we use the rapid decay of g and φ. Thus, 
