In this contribution, the Per-Survivor Processing (PSP) based blind turbo equalization is combined with various coded modulation schemes, which employ combined modulation and channel coding techniques. The proposed method exploits the enhanced data protection offered by either Trellis-Coded Modulation (TCM), Bit-Interleaved Coded Modulation (BICM) or Turbo-TCM (TTCM) and exhibits good performance in terms of its output Bit Error Rate (BER). Explicitly, a BER comparable to that of a trained turbo equaliser is attained at the cost of a modest complexity increase.
INTRODUCTION
Blind equalization has attracted significant research interests during recent years. The blind equalizer proposed in this contribution belongs to the class of sequence estimation techniques. It incorporates a Per-Survivor Processing (PSP) based equalizer [I], modified for producing soft outputs, as in [2, 31 and it involves channel coding not only to protect the transmitted data from the channel's effects, but also to assist the PSP equalizer during its convergence by utilizing a feedback loop.
The paper is organised as follows. The communications system is described in Section 2, while in Section 3 the proposed coded modulation assisted turbo-PSP equaliser is described. Specifically, in Section 4 the encoder and decoder used in the coded modulation schemes are detailed. Finally, in Section 5 performance results are provided for both static and fading dispersive channels.
SYSTEM DESCRIPTION
The communications system under consideration is shown in Figure 1 . The information bits are mapped to &AM symbols by a channel encoder, which is a trellis coded modulation encoder [4], a turbo trellis coded modulation encoder (1)
The restoration of the original information bits is performed by the turbo-PSP equaliser. In the next section we provide further details concerning the operation of the turbo-PSP equaliser using TCM, TTCM and BICM.
TURBO-PSP EQUALISER DESCRIPTION
The turbo-PSP equaliser performs joint channel equalisation and coded modulation decoding using the schematic shown in Figure 2 . The operation of this system is the same as that of the turbo-PSP equaliser using convolutional coding [7] , where the LogLikelihood Ratio (LLR) values are defined as:
The sole difference is the replacement of the convolutional decoder by a TCM decoder. Hence, a bit-to-symbol converter is placed before the TCM decoder on order to convert the LLR values to symbol probabilities, which are necessary for facilitating TCM decoding. Similarly, a symbol-to-bit converter is employed at the output of the decoder. The calculation of the symbol probabilities from the probabilities of the input bits is based on the following formula:
where Q is the number of symbols in the modulation constellation used, K is the number of bits per symbol, A; represents the constellation symbols and the function Bitj (A;) returns the value of the j-th bit of symbol Ai. The assumption implicitly stipulated here is that the bits of a symbol are independent of each other. This, however, is not a valid assumption, since channel coding has deliberately imposed a certain amount of correlation or interdependence on the bits, in order to exploit this redundancy for correcting transmission errors. Hence the symbol probability calculation is somewhat inaccurate. Fortunately the effects of this inaccuracy are mitigated by the iterative turbo equalizer. Similarly to the bit-to-symbol conversion of Equation 3, the symbol-to-bit conversion is based on the following formula:
Prob(Bitj = Bit) = Prob(Symbol;; Bitj(Symbol;) = Bit).
(4)
This formula is accurate in the sense that it does not require any assumptions concerning the correlation of the input symbols. However, the coding-imposed correlation amongst the bits of a symbol would have already been lost at the bit-to-symbol converter of Figure 2 and hence the input of the symbol-to-bit converter is uncorrelated.
Having described the basic functions of the component modules of the turbo-PSP equaliser in Figure 2 , we will now proceed to highlighting the operation of these components.
The PSP equaliser is the same module as the one used in [7] . Therefore, we will not elaborate on it further in this paper. In the next section we describe the operation of the coded modulation encoder and decoder.
CODED MODULATION SCHEMES
Trellis Coded Modulation (TCM) [4] was proposed originally for Gaussian channels and it was later further developed for applications in mobile communications [8]. Turbo Trellis Coded Modulation (TTCM) [5] is a more recent joint coding and modulation scheme that has a structure similar to that of the family of power efficient binary turbo codes [2] , but employs TCM schemes as component codes.
Both TCM and TTCM use symbol-based interleavers and Set-Partitioning (SP) based signal labeling. Another coded modulation scheme distinguishing itself by utilising bitbased interleaving in conjunction with Gray signal constellation labeling is referred to as Bit-Interleaved Coded Modulation (BICM) [6] . The number of parallel bit-interleavers equals the number of coded bits in a symbol for the BICM scheme proposed in [SI.
TCM Turbo-PSP
The TCM decoder operates similarly to the corresponding module of a trained turbo equaliser [3] . A non-binary MAP decoder is invoked for the channel decoder module. Given the LLR value LLR(Bit) of a binary bit, we can calculate the probability of Bit = +1 or Bit = -1 as follows. Re-
and taking the exponent of both sides in Equation 2 we can write:
Hence we have:
Then, assuming that the bits of a symbol are independent of each other, the probability of a Symbol which is represented by the bits B i t ' , . . . , Bitn, can be calculated as in Equation 3, where we have Symbol E (0,. . . ,2" -1) for the an-array modulation s,cheme used. The probability of the Fansition from states s to state s, commonly defined as y(s , s), used in the non-binary MAP decoder [2] , can be calculated as:
where Symbol is the trellis transition branch label from state to state s and VSymbol is the "a priori" information of the Symbol. Then the a and / 3 values can be obtained
The number of transitions emerging from a specific trellis state is equal to 2 k , where k is the number of information bits per n-bit modulation symbol. The coding rate used is R = I, where k = n -1. Therefore the log-MAP decoder used is non-binary, when k > 1. By contrast, if k = 1, then the number of transitions emerging from a trellis state is equal to 2l = 2, i.e. a binary MAP decoder is used. The a-posteriori probability (APP) of the information symbol ut, ut E (0,. . . , 2k -1 ) at time instant t can be computed from [2] as:
The final decoded information symbol at instant t is the hard decision based symbol generated from these APP values. However, we have to feed back the LLR values of all the n coded bits, rather than just those of the k information bits, to the PSP equaliser, after improving their reliability by the channel decoder. The APP of the coded symbol zt, zt E (0,. . . ,2" -1) at time instant t can be computed from:
ak-i(S') .yk(S', S) .pk(S),
, s +s,zt while Equation (11) formulated the APP of the original encoded information symbol. The probability of bit i to be 1 in a coded symbol 2 is calculated from:
1=0
where 2' denotes the binary value at bit position i of the symbol 2, 2' E (0,l) and in verbal terms the probability of Bitz = 1 is given by the sum of the probabilities of all symbols from the set of 2" -1 number of phasors, which have a binary 1 at bit position i . A similar procedure is invoked for determining Prob(Bit' = 0) and finally the LLR of the bits can be computed from Equation 2.
TTCM Turbo-PSP
An extension of the turbo-PSP equaliser employing Turbo Trellis-Coded Modulation (TTCM) has also been considered. TTCM was proposed in [5] , where the information bits are sent only once, while the parity bits are provided alternatively by the two constituent TCM encoders. The TTCM encoder is shown in Figure 3 , which comprises two identical TCM encoders linked by the symbol interleaver n. The TTCM decoder structure shown in Figure 4 is similar to that of binary turbo codes, except for the difference in the nature of the information passed from one decoder to the other. Each decoder alternately processes its corresponding encoder's channel impaired output symbol, and then the other encoder's channel impaired output symbol. The information bits, i.e. the systematic bits, are constituted by the corresponding systematic TCM encoder's output bits received over the channel in both cases. The systematic information and the parity information are transmitted together in the same symbol. Hence, the systematic information component cannot be separated from the extrinsic information, since the noise that affects the parity component of a TTCM symbol also affects the systematic information component. The output of each symbol-based MAP decoder of Figure 4 can be split into two components PI:
1. the a priori component, and 2. the amalgamated (extrinsic and systematic) [e&] component.
Each decoder of Figure 4 has to pass only the [e&] component to the other decoder, which is written in parentheses in order to emphasize the inseparability of the extrinsic and systematic components. The reason the a-priori component is subtracted from the output of the symbol-based MAP decoder of Figure 4 is that this information component was generated by the other decoder and hence it must not be fed back to it. Otherwise the probability estimates of the two decoders become dependent on each other, preventing the iterative enhancement of the decoder's decision reliability. The LLR;: output of the equaliser is forwarded to the "metric" calculation block of Figure 4 , in order to generate a set of 2" symbol reliabilities. The selectors, in front of the Symbol by Symbol MAP decoder of Figure 4 , select the current symbol's reliabilities from the "metric" calculation block, if the current received symbol corresponds to that component decoder, otherwise depuncturing will be applied, where the reliabilities of the symbols are set to a "0" corresponding to no a-priori information. The "metric" calculation block provides the decoder with the parity and systematic b&s] information, and the second input to the symbol by symbol MAP decoder of Figure 4 is the a priori information acquired from the other decoder. The MAP decoder then provides the aposteriori information constituted by the ( a priori+[e&s]) components as the output. Then the a priori information is subtracted from the a posteriori information, again so that information is not used more than once in the other decoder. The resulting [e&s] information is interleaved (or de-interleaved) in order to create the a priori input of the other decoder. This decoding process will continue iteratively, in order to generate an improved version of the set of symbol reliabilities for the other decoder. One iteration comprises the decoding of the received symbols by both of the component decoders. Finally, the aposteriori information of the lower component decoder of Figure 4 will be de-interleaved, in order to extract ( n -1) decoded information bits per symbol. On the other hand, the aposteriori information of the n coded bits is de-interleaved, in order to convey the LLRcod signal of Figure 2 to the equaliser's input.
BICM Turbo-PSP
The major difference between BICM [6] in comparison to TCM [4] is that bit-based interleaving is used and nonsystematic convolutional codes are utilised for protecting the information. The decoding of BICM is similar to that of TCM, as it was highlighted in Section 4.1. These two coded modulation schemes exhibit a similar coding rate, depending on the modulation mode used. Specifically, a rate-1/2 code is used for QPSK and a rate-2/3 code is employed for 8-PSK. In our investigations, Gray signal constellation labelling is invoked, since we found that the performance of the combined system was better, when using Gray-coded constellation labelling instead of set-partitioning.
Having described the most important components of the proposed coded modulation based turbo-PSP equaliser, we 0.707 0.707 the data.
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We observe from Figure 6 that the coding gain is the highest for BICM at a lower decoding complexity for static dispersive channels. When the complexity is increased, then the coding gain of TTCM becomes marginally better. This happens at a coding gain of approximetaly 5.7dB. In the fad- The turbo-PSP equaliser parameters used in the simulations. Observe in the table that for the shake of a fair comparison between TCM, TTCM and BICM, the code memory was 6, 3 and 6 respectively, since TTCM used four iterations, which resulted in a similar complexity for all three schemes.
will now provide performance results characterising the various schemes, which were obtained by means of computer simulations.
PERFORMANCE RESULTS
In this section we present performance results for the turbo PSP-equaliser described in Section 3. The results are based on computer simulations. The channels assumed are static or fading, having the CIRS given in Figure 5 . The convergence control is assumed to be D2, as it was defined in [7] where the variance of the difference between the previous and current equalizer output LLRS is measured and compared against a fixed threshold. The general turbo-PSP equaliser parameters are given in Table 1 . In Figure 6 we have plotted the coding gain of the various techniques at a BER of 5 . for QPSK for transmissions over the static 2-path channel of Figure 5 versus their relative complexity. It has been assumed that the complexity of the PSP equaliser is approximately the same for all the algorithms and therefore the only factor that affects the total complexity is the complexity of the channel decoder. In Figures 7  and 8 the BER versus Bit SNR curves are given for QPSK and 8-PSK, over the fading channels of Figure 5 . The Bit SNR is defined as:
where Ea is the average QAM signal power, E, is the average noise power and IBPS is the number of information bits per symbol. This definition assists in the realistic assessment of the benefits of using channel coding for protecting BICM performs significantiy worse, than TCM and TTCM,' when 8-PSK modulation is employed. TCM is found to perform the best for the QPSK modulation and marginally worse than TTCM, when 8-PSK is employed over the dispersive fading channels having the CIR of Figure 5 . The important trend we inferred from our simulations is the superiority of BICM for transmissions over static channels, but this trend is reversed for fading channels. Essentially BICM is a binary version of TCM, which is related to the turbo-PSP algorithm of [7] . While TCM uses setpartitioning for maximising the Euclidean distance of the constellation points represented by the uncoded bits of a symbol, BICM is concerned only with bits, not with symbols. However, the PSP equaliser exhibits a degraded performance, when using no Gray coding, since then the neighbouring symbols of the constellation can have more than one different bits. With the aid of simulations we found that the PSP equaliser's performance degradation encountered due to using no Gray coding was higher, than the performance degradation incurred when using Gray-coded rather than SP-based TCM. Thus in our simulations Gray-coded rather than SP-based modulation was used in conjunction with TCM, TTCM and BICM. This is one of the reasons for which TCM appears to perform worse than BICM in static channel scenarios. A further reason of the performance degradation of TCM in comparison with BICM over static, but dispersive, channels is due to using bit LLRS in the turbo-PSP equaliser. In fact, a TCM turbo-PSP equaliser would perform better, if the bit probabilities represented by the LLRS were replaced by symbol probabilities. However, this would dramatically increase the associated . complexity, since it would mean that at each symbol instant the signal in the turbo-PSP device would be represented by an increased number of values, which is equal to the number of symbols in the QAM constellation, rather than the number of bits per symbol. Therefore, if K is the number of bits per symbol, we would have a factor of 2K/K more LLR values to process. In order to avoid this complexity problem, we have used bit LLR values, just as in the case of the turbo-PSP of [7] . As we have mentioned before, this is not optimum in conjunction with symbol-based coding techniques, such as TCM and TTCM, because we assumed that the probability of a symbol is given by the product of the probabilities of its constituent bits, which ignores the correlation amongst these bits, as it was highlighted in Section 2.
SUMMARY
In this paper a novel blind equaliser was proposed, extending the turbo-PSP algorithm of [7] by replacing the separate convolutional channel coding scheme with coded modulation techniques. The idea originated from the fact that by combining modulation and channel coding the turbo-PSP BER versus Bit SNR curves over fading channels, exhibiting the impulse response shown in Figure 5 and using the turbo-PSP equaliser parameters given in Table 1 for QPSK modulation. I equaliser would become more efficient, since it is a symbolbased detection technique. However, three main calamities exist in the context of this technique. On the one hand, when the symbol probabilities replace the bit LLR values, then the complexity and storage requirements increase dramatically, especially in the context of higher-order QAM schemes. Thus the turbo equaliser was modified for using bit-based LLR values for communicating amongst the detection blocks of Figure 2 . This gave rise to the second main problem. Specifically, the conversion of the bit LLR values to symbol probabilities was based on the assumption that the bits of a symbol are independent even after channel encoding. However, this assumption imposes a performance degradation on the TCM and TTCM decoders, since the symbol probabilities became somewhat inaccurate, although this was partially compensated by the iterative TTCM scheme. Finally, the employment of Graycoded modulation, which was preferable in terms of the overall system's performance, gave rise to a performance degradation of the TCM and TTCM decoders, since these schemes were optimised for set-partitioning based mapping of the bits to the symbols. Nevertheless, in Figure 6 we found that the TTCM scheme slightly outperformed the BICM arrangement, which was similar to the convolutional coding based scheme used in [7] in the context of QPSK and static channels. By contrast, in fading environments TCM emerged as the best performer from the set of schemes studied.
