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Abstract
Partial differential equations (PDEs) are a fundamental tool in the modeling of many real world phenomena.
In a number of such real world phenomena the PDEs under consideration contain gradient-dependent nonlin-
earities and are high-dimensional. Such high-dimensional nonlinear PDEs can in nearly all cases not be solved
explicitly and it is one of the most challenging tasks in applied mathematics to solve high-dimensional nonlinear
PDEs approximately. It is especially very challenging to design approximation algorithms for nonlinear PDEs
for which one can rigorously prove that they do overcome the so-called curse of dimensionality in the sense that
the number of computational operations of the approximation algorithm needed to achieve an approximation
precision of size ε > 0 grows at most polynomially in both the PDE dimension d ∈ N and the reciprocal of the
prescribed approximation accuracy ε. In particular, to the best of our knowledge there exists no approximation
algorithm in the scientific literature which has been proven to overcome the curse of dimensionality in the case
of a class of nonlinear PDEs with general time horizons and gradient-dependent nonlinearities. It is the key
contribution of this article to overcome this difficulty. More specifically, it is the key contribution of this arti-
cle (i) to propose a new full-history recursive multilevel Picard approximation algorithm for high-dimensional
nonlinear heat equations with general time horizons and gradient-dependent nonlinearities and (ii) to rigorously
prove that this full-history recursive multilevel Picard approximation algorithm does indeed overcome the curse
of dimensionality in the case of such nonlinear heat equations with gradient-dependent nonlinearities.
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1 Introduction
Partial differential equations (PDEs) play a prominent role in the modeling of many real world phenomena. For
instance, PDEs appear in financial engineering in models for the pricing of financial derivatives, PDEs emerge
in biology in models that aim to better understand biodiversity in ecosystems, PDEs such as the Schro¨dinger
equation appear in quantum physics to describe the wave function of a quantum-mechanical system, PDEs are
used in operations research to characterize the value function of control problems, PDEs provide solutions for
backward stochastic differential equations (BSDEs) which itself appear in several models from applications, and
stochastic PDEs such as the Zakai equation or the Kushner equation appear in nonlinear filtering problems to
describe the density of the state of a physical system with only partial information available. The PDEs in the
above named models contain often nonlinearities and are typically high-dimensional, where, e.g., in the models
from financial engineering the dimension of the PDE usually corresponds to the number of financial assets in the
associated hedging or trading portfolio, where, e.g., in models that aim to better understand biodiversity the
dimension of the PDE corresponds to the number of traits of the considered species in the considered ecosystem,
where, e.g., in quantum physics the dimension of the PDE is, loosely speaking, three times the number of
electrons in the considered physical system, where, e.g., in optimal control problems the dimension of the PDE
is determined by the dimension of the state space of the control problem, and where, e.g., in nonlinear filtering
problems the dimension of the PDE corresponds to the degrees of freedom in the considered physical system.
Such high-dimensional nonlinear PDEs can in nearly all cases not be solved explicitly and it is one of
the most challenging tasks in applied mathematics to solve high-dimensional nonlinear PDEs approximately.
In particular, it is very challenging to design approximation methods for nonlinear PDEs for which one can
rigorously prove that they do overcome the so-called curse of dimensionality in the sense that the number of
computational operations of the approximation method needed to achieve an approximation precision of size
ε > 0 grows at most polynomially in both the PDE dimension d ∈ N and the reciprocal of the prescribed
approximation accuracy ε. Recently, several new stochastic approximation methods for certain classes of high-
dimensional nonlinear PDEs have been proposed and studied in the scientific literature. In particular, we refer,
e.g., to [10, 25, 47, 26, 11, 23] for BSDE based approximation methods for PDEs in which nested conditional
expectations are discretized through suitable regression methods, we refer, e.g., to [33, 36, 35, 9] for branching
diffusion approximation methods for PDEs, we refer, e.g., to [57, 51, 46, 44, 15, 3, 18, 22, 31, 34, 21, 54, 56,
5, 2, 50, 48, 32, 7, 52, 49, 27, 1, 42, 37, 12, 6, 14, 13, 30] for deep learning based approximation methods for
PDEs, and we refer to [17, 41, 40, 4, 24] for numerical simulations, approximation results, and extensions of
the in [16, 39] recently introduced full-history recursive multilevel Picard approximation methods for PDEs (in
the following we abbreviate full-history recursive multilevel Picard as MLP). Branching diffusion approximation
methods are also in the case of certain nonlinear PDEs as efficient as plain vanilla Monte Carlo approximations
in the case of linear PDEs but the error analysis only applies in the case where the time horizon T ∈ (0,∞)
and the initial condition, respectively, are sufficiently small and branching diffusion approximation methods are
actually not working anymore in the case where the time horizon T ∈ (0,∞) exceeds a certain threshold (cf.,
e.g., [35, Theorem 3.12]). For MLP approximation methods it has been recently shown in [39, 40, 4] that such
algorithms do indeed overcome the curse of dimensionality for certain classes of gradient-independent PDEs.
Numerical simulations for deep learning based approximation methods for nonlinear PDEs in high-dimensions
are very encouraging (see, e.g., the above named references [57, 51, 46, 44, 15, 3, 18, 22, 31, 34, 21, 54, 56, 5, 2, 50,
48, 32, 7, 52, 49, 27, 1, 42, 37, 12, 6, 14, 13, 30]) but so far there is only a partial error analysis available for such
algorithms (which, in turn, is strongly based on the above mentioned error analysis for the MLP approximation
method; cf. [38] and, e.g., [32, 56, 8, 20, 28, 43, 45, 55, 29]). To sum up, to the best of our knowledge until
today the MLP approximation method (see [39]) is the only approximation method in the scientific literature
for which it has been shown that it does overcome the curse of dimensionality in the numerical approximation
of semilinear PDEs with general time horizons.
The above mentioned articles [39, 40, 4, 24] prove, however, only in the case of gradient-independent nonlin-
earities that MLP approximation methods overcome the curse of dimensionality and it remains an open problem
to overcome the curse of dimensionality in the case of PDEs with gradient-dependent nonlinearities. This is
precisely the subject of this article. More specifically, in this article we propose a new MLP approximation
method for nonlinear heat equations with gradient-dependent nonlinearities and the main result of this article,
Theorem 5.2 in Section 5 below, proves that the number of realizations of scalar random variables required
by this MLP approximation method to achieve a precision of size ε > 0 grows at most polynomially in both
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the PDE dimension d ∈ N and the reciprocal of the prescribed approximation accuracy ε. To illustrate the
findings of the main result of this article in more detail, we now present in the following theorem a special case
of Theorem 5.2.
Theorem 1.1. Let T, δ, λ ∈ (0,∞), let ud = (ud(t, x))(t,x)∈[0,T ]×Rd ∈ C1,2([0, T ]×Rd,R), d ∈ N, be at most
polynomially growing functions, let fd ∈ C(R × Rd,R), d ∈ N, let gd ∈ C(Rd,R), d ∈ N, let Ld,i ∈ R,
d, i ∈ N, assume for all d ∈ N, t ∈ [0, T ), x = (x1, x2, . . . , xd), x = (x1, x2, . . . , xd), z = (z1, z2, . . . , zd),
z = (z1, z2, . . . , zd) ∈ Rd, y, y ∈ R that
max{|fd(y, z)− fd(y, z)|, |gd(x)− gd(x)|} ≤
∑d
j=1Ld,j
(
dλ|xj − xj |+ |y − y|+ |zj − zj |
)
, (1)
(
∂
∂tud
)
(t, x) = (∆xud)(t, x) + fd
(
u(t, x), (∇xud)(t, x)
)
, ud(0, x) = gd(x), (2)
and d−λ(|gd(0)|+ |fd(0, 0)|)+
∑d
i=1 Ld,i ≤ λ, let (Ω,F ,P) be a probability space, let Θ = ∪n∈NZn, let Zd,θ : Ω→
R
d, d ∈ N, θ ∈ Θ, be i.i.d. standard normal random variables, let rθ : Ω → (0, 1), θ ∈ Θ, be i.i.d. random vari-
ables, assume for all b ∈ (0, 1) that P(r0 ≤ b) = √b, assume that (Zd,θ)(d,θ)∈N×Θ and (rθ)θ∈Θ are independent,
let Ud,θn,M = (U
d,θ,0
n,M ,U
d,θ,1
n,M , . . . ,U
d,θ,d
n,M ) : (0, T ]×Rd×Ω→ R1+d, n,M, d ∈ Z, θ ∈ Θ, satisfy for all n,M, d ∈ N,
θ ∈ Θ, t ∈ (0, T ], x ∈ Rd that Ud,θ−1,M (t, x) = Ud,θ0,M (t, x) = 0 and
Ud,θn,M (t, x) = (gd(x), 0) +
Mn∑
i=1
1
Mn
(
gd(x+ [2t]
1/2Z(θ,0,−i))− gd(x)
)(
1, [2t]−1/2Zd,(θ,0,−i)
)
+
n−1∑
l=0
Mn−l∑
i=1
2t[r(θ,l,i)]1/2
Mn−l
[
fd
(
U
d,(θ,l,i)
l,M (t(1− r(θ,l,i)), x+ [2tr(θ,l,i)]1/2Zd,(θ,l,i))
)
− 1
N
(l)fd
(
U
d,(θ,−l,i)
l−1,M (t(1− r(θ,l,i)), x+ [2tr(θ,l,i)]1/2Zd,(θ,l,i))
)](
1, [2tr(θ,l,i)]−1/2Zd,(θ,l,i)
)
,
(3)
and for every d,M, n ∈ N let RVd,n,M ∈ N be the number of realizations of scalar random variables which
are used to compute one realization of Ud,0n,M (T, 0): Ω → R (cf. (160) for a precise definition). Then there
exist c ∈ R and N = (Nd,ε)(d,ε)∈N×(0,1] : N × (0, 1] → N such that for all d ∈ N, ε ∈ (0, 1] it holds that∑Nd,ε
n=1 RVd,n,⌊n1/4⌋ ≤ cdcε−(2+δ) and
sup
n∈N∩[Nd,ε,∞)
[
E
[|Ud,0,0
n,⌊n1/4⌋(T, 0)− ud(T, 0)|2
]
+ max
i∈{1,2,...,d}
E
[|Ud,0,i
n,⌊n1/4⌋(T, 0)− ( ∂∂xiud)(T, 0)|2
]]1/2 ≤ ε. (4)
Theorem 1.1 is an immediate consequence of Corollary 5.4 in Section 5 below. Corollary 5.4, in turn, follows
from Theorem 5.2 in Section 5, which is the main result of this article. In the following we add a few comments
regarding some of the mathematical objects appearing in Theorem 1.1 above. The real number T ∈ (0,∞) in
Theorem 1.1 above describes the time horizon of the PDE under consideration (see (2) in Theorem 1.1 above).
Theorem 1.1 proves under suitable Lipschitz assumptions that the MLP approximation method in (3) above
overcomes the curse of dimensionality in the numerical approximation of the gradient-dependent semilinear
PDEs in (2) above. Theorem 1.1 even proves that the computational effort of the MLP approximation method
in (3) required to obtain a precision of size ε ∈ (0, 1] is bounded by cdcε(2+δ) where c ∈ R is a constant which
is completely independent of the PDE dimension d ∈ N and where δ ∈ (0,∞) is an arbitrarily small positive
real number which describes the convergence order which we lose when compared to standard Monte Carlo
approximations of linear heat equations. The real number λ ∈ (0,∞) in Theorem 1.1 above is an arbitrary large
constant which we employ to formulate the Lipschitz and growth assumptions in Theorem 1.1 (see (1) and below
(2) in Theorem 1.1 above). The functions ud : [0, T ]×Rd → R, d ∈ N, in Theorem 1.1 above are the solutions
of the PDEs under consideration; see (2) in Theorem 1.1 above. Note that for every d ∈ N we have that (2) is
a PDE where the time variable t ∈ [0, T ] takes values in the interval [0, T ] and where the space variable x ∈ Rd
takes values in the d-dimensional Euclidean space Rd. The functions fd : R × Rd → R, d ∈ N, describe the
nonlinearities of the PDEs in (2) and the functions gd : R
d → R, d ∈ N, describe the initial conditions of the
PDEs in (2). The quantities ⌊n1/4⌋, n ∈ N, in (4) in Theorem 1.1 above describe evaluations of the standard
floor function in the sense that for all n ∈ N it holds that ⌊n1/4⌋ = max([0, n1/4] ∩N).
Theorem 1.1 above in this introductory section is a special case of the more general approximation results
in Section 5 in this article and these more general approximations results treat more general PDEs than (2) as
well as more general MLP approximation methods than (3). More specifically, in (2) above we have for every
d ∈ N that the nonlinearity fd depends only on the PDE solution ud and the spatial gradient ∇xud of the PDE
solution but not on t ∈ [0, T ] and x ∈ Rd while in Corollary 5.1, Theorem 5.2, and Corollary 5.4 in Section 5
the nonlinearities of the PDEs may also depend on t ∈ [0, T ] and x ∈ Rd. Corollary 5.1 and Theorem 5.2 also
provide error analyses for a more general class of MLP approximation methods. In particular, in Theorem 1.1
above the family rθ : Ω→ (0, 1), θ ∈ (0, 1), of i.i.d. random variables satisfies for all b ∈ (0, 1) that P(r0 ≤ b) = √b
and Corollary 5.1 and Theorem 5.2 are proved under the more general hypothesis that there exists α ∈ (0, 1)
such that for all b ∈ (0, 1) it holds that P(r0 ≤ b) = bα (see, e.g., (146) in Theorem 5.2). Furthermore, the more
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general approximation result in Corollary 5.1 in Section 5 also provides an explicit upper bound for the constant
c ∈ R in Theorem 1.1 above (see (133) in Corollary 5.1).
The remainder of this article is organized as follows. In Section 2 we establish a few identities and upper
bounds for certain iterated deterministic integrals. The results of Section 2 are then used in Section 3 in which
we introduce and analyze the considered MLP approximation methods. In Section 4 we establish suitable a
priori bounds for exact solutions of PDEs of the form (2). In Section 5 we combine the findings of Sections 3
and 4 to etablish in Theorem 5.2 below the main approximation result of this article.
2 Analysis of certain deterministic iterated integrals
In this section we establish in Corollary 2.5 below an upper bound for products of certain independent random
variables. Corollary 2.5 below is a central ingredient in our error analysis for MLP approximations in Section 3
below. Our proof of Corollary 2.5 employs a few elementary identities and estimates for certain deterministic
iterated integrals which are provided in Lemma 2.1, Lemma 2.2, and Corollary 2.3 below.
2.1 Identities for certain deterministic iterated integrals
Lemma 2.1. Let T, β, γ ∈ (0,∞), let ρ : (0, 1)→ (0,∞) be B((0, 1))/B((0,∞))-measurable, and let ̺ : [0, T ]2 →
(0,∞) satisfy for all t ∈ [0, T ), s ∈ (t, T ] that ̺(t, s) = 1T−tρ( s−tT−t ). Then it holds for all j ∈ N, s0 ∈ [0, T ) that
∫ T
s0
1
(s1 − s0)β [̺(s0, s1)]γ
∫ T
s1
1
(s2 − s1)β [̺(s1, s2)]γ . . .
∫ T
sj−1
1
(sj − sj−1)β [̺(sj−1, sj)]γ dsj . . . ds2 ds1
= (T − s0)j(1+γ−β)
[
j−1∏
i=0
∫ 1
0
(1− s)i(1+γ−β)
sβ [ρ(s)]γ
ds
]
. (5)
Proof of Lemma 2.1. We prove (5) by induction on j ∈ N. For the base case j = 1 note that integration by
substitution yields that for all s0 ∈ [0, T ) it holds that∫ T
s0
1
(s1 − s0)β [̺(s0, s1)]γ ds1 =
∫ 1
0
(T − s0)1−β
z[̺(s0, s0 + z(T − s0))]γ dz = (T − s0)
1+γ−β
∫ 1
0
1
zβ[ρ(z)]γ
dz. (6)
This proves (5) in the base case j = 1. For the induction step N ∋ j  j + 1 ∈ N note that the induction
hypothesis and integration by substitution imply for all s0 ∈ [0, T ) that∫ T
s0
1
(s1 − s0)β [̺(s0, s1)]γ
[∫ T
s1
1
(s2 − s1)β [̺(s1, s2)]γ . . .
∫ T
sj
1
(sj+1 − sj)β [̺(sj , sj+1)]γ dsj+1 . . . ds2
]
ds1
=
∫ T
s0
(T − s1)j(1+γ−β)
(s1 − s0)β [̺(s0, s1)]γ
[
j−1∏
i=0
∫ 1
0
(1− s)i(1+γ−β)
sβ[ρ(s)]γ
ds
]
ds1
=
[
j−1∏
i=0
∫ 1
0
(1− s)i(1+γ−β)
sβ [ρ(s)]γ
ds
]∫ 1
0
(T − s0)j(1+γ−β)(1 − z)j(1+γ−β)
(T − s0)βzβ[̺(s0, s0 + z(T − s0))]γ (T − s0)dz
= (T − s0)(j+1)(1+γ−β)
[
j∏
i=0
∫ 1
0
(1− s)i(1+γ−β)
sβ [ρ(s)]γ
ds
]
.
(7)
Induction thus proves (5). This completes the proof of Lemma 2.1.
Lemma 2.2. Let α ∈ (0, 1), T, γ ∈ (0,∞), β ∈ (0, αγ + 1) and let ρ : (0, 1) → (0,∞) and ̺ : [0, T ]2 → (0,∞)
satisfy for all r ∈ (0, 1), t ∈ [0, T ), s ∈ (t, T ] that ρ(r) = 1−αrα and ̺(t, s) = 1T−tρ( s−tT−t ). Then it holds for all
j ∈ N, s0 ∈ [0, T ) that
∫ T
s0
1
(s1 − s0)β [̺(s0, s1)]γ
∫ T
s1
1
(s2 − s1)β [̺(s1, s2)]γ . . .
∫ T
sj−1
1
(sj − sj−1)β [̺(sj−1, sj)]γ dsj . . . ds2 ds1
=
[
(T − s0)(1+γ−β)Γ(αγ − β + 1)
(1− α)γ
]j [j−1∏
i=0
Γ(i(1 + γ − β) + 1)
Γ(αγ − β + i(1 + γ − β) + 2)
]
. (8)
Proof of Lemma 2.2. Throughout this proof let B : (0,∞)× (0,∞)→ R satisfy for all x, y ∈ (0,∞) that
B(x, y) =
∫ 1
0
sx−1(1− s)y−1 ds. (9)
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Note that (9) and the fact that for all x, y ∈ (0,∞) it holds that B(x, y) = Γ(x)Γ(y)Γ(x+y) ensure that for all i ∈ N0 it
holds that∫ 1
0
(1− s)i(1+γ−β)
sβ [ρ(s)]γ
ds =
1
(1− α)γ
∫ 1
0
sαγ−β(1 − s)i(1+γ−β) ds = B(αγ − β + 1, i(1 + γ − β) + 1)
(1− α)γ
=
Γ(αγ − β + 1)Γ(i(1 + γ − β) + 1)
(1− α)γΓ(αγ − β + i(1 + γ − β) + 2) .
(10)
Lemma 2.1 hence implies that for all j ∈ N, s0 ∈ [0, T ) it holds that∫ T
s0
1
(s1 − s0)β [̺(s0, s1)]γ
∫ T
s1
1
(s2 − s1)β [̺(s1, s2)]γ . . .
∫ T
sj−1
1
(sj − sj−1)β [̺(sj−1, sj)]γ dsj . . . ds2 ds1
= (T − s0)j(1+γ−β)
[
j−1∏
i=0
∫ 1
0
(1− s)i(1+γ−β)
sβ [ρ(s)]γ
ds
]
= (T − s0)j(1+γ−β)
[
j−1∏
i=0
Γ(αγ − β + 1)Γ(i(1 + γ − β) + 1)
(1− α)γΓ(αγ − β + i(1 + γ − β) + 2)
]
=
[
(T − s0)(1+γ−β)Γ(αγ − β + 1)
(1− α)γ
]j [j−1∏
i=0
Γ(i(1 + γ − β) + 1)
Γ(αγ − β + i(1 + γ − β) + 2)
]
.
(11)
This establishes (8). The proof of Lemma 2.2 is thus completed.
2.2 Estimates for certain deterministic iterated integrals
Corollary 2.3. Let α ∈ (0, 1), T, γ ∈ (0,∞), β ∈ [αγ, αγ+1] and let ρ : (0, 1)→ (0,∞) and ̺ : [0, T ]2 → (0,∞)
satisfy for all r ∈ (0, 1), t ∈ [0, T ), s ∈ (t, T ] that ρ(r) = 1−αrα and ̺(t, s) = 1T−tρ( s−tT−t ). Then it holds for all
j ∈ N, s0 ∈ [0, T ) that
∫ T
s0
1
(s1 − s0)β [̺(s0, s1)]γ
∫ T
s1
1
(s2 − s1)β [̺(s1, s2)]γ . . .
∫ T
sj−1
1
(sj − sj−1)β [̺(sj−1, sj)]γ dsj . . . ds2 ds1
≤
[
(T − s0)(1+γ−β)Γ(αγ − β + 1)
(1− α)γ(1 + γ − β)αγ−β+1
]j [
e1+γ−β((1 + γ − β)(j − 1) + 1)] (β−αγ)(αγ−β+1)1+γ−β [ Γ( 11+γ−β )
Γ(j+ 11+γ−β )
]αγ−β+1
.
(12)
Proof of Corollary 2.3. First, observe that Wendel’s inequality for the gamma function (see, e.g., Wendel [58]
and Qi [53, Section 2.1]) ensures that for all x ∈ (0,∞), s ∈ [0, 1] it holds that
Γ(x)
Γ(x+ s)
≤ 1
xs
[
x+ s
x
]1−s
. (13)
Moreover, note that the fact that for all x ∈ (0,∞) it holds that ln′(x) = x−1 demonstrates that for all j ∈ N,
λ ∈ (0,∞) it holds that
j−1∑
i=0
1
i+ λ
=
1
λ
+
j−1∑
i=1
1
i+ λ
≤ 1
λ
+
j−1∑
i=1
∫ i+1
i
1
s− 1 + λ ds =
1
λ
+
∫ j
1
1
s− 1 + λ ds =
1
λ
+ ln
(
j − 1
λ
+ 1
)
. (14)
Combining this, (13), and the fact that αγ − β + 1 ∈ [0, 1] with the fact that for all x ∈ [0,∞) it holds that
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1 + x ≤ ex proves that for all j ∈ N it holds that[
j−1∏
i=0
Γ(i(1 + γ − β) + 1)
Γ(αγ − β + i(1 + γ − β) + 2)
]
≤
[
j−1∏
i=0
(
αγ − β + i(1 + γ − β) + 2
i(1 + γ − β) + 1
)1−(αγ−β+1)
1
(i(1 + γ − β) + 1)αγ−β+1
]
=
[
j−1∏
i=0
(
1 +
αγ − β + 1
i(1 + γ − β) + 1
)β−αγ
1
(i(1 + γ − β) + 1)αγ−β+1
]
≤
[
j−1∏
i=0
e
(β−αγ)(αγ−β+1)
i(1+γ−β)+1
1
(i(1 + γ − β) + 1)αγ−β+1
]
= e
(β−αγ)(αγ−β+1)
1+γ−β
∑j−1
i=0
1
i+ 1
1+γ−β
[
j−1∏
i=0
1
(i(1 + γ − β) + 1)αγ−β+1
]
≤ e (β−αγ)(αγ−β+1)1+γ−β (1+γ−β+ln((1+γ−β)(j−1)+1))
[
j−1∏
i=0
1
(i(1 + γ − β) + 1)αγ−β+1
]
=
[
e1+γ−β((1 + γ − β)(j − 1) + 1)] (β−αγ)(αγ−β+1)1+γ−β [ Γ( 11+γ−β )
(1+γ−β)jΓ(j+ 11+γ−β )
]αγ−β+1
.
(15)
Lemma 2.2 hence implies that for all j ∈ N, s0 ∈ [0, T ) it holds that∫ T
s0
1
(s1 − s0)β [̺(s0, s1)]γ
∫ T
s1
1
(s2 − s1)β [̺(s1, s2)]γ . . .
∫ T
sj−1
1
(sj − sj−1)β [̺(sj−1, sj)]γ dsj . . . ds2 ds1
≤
[
(T−s0)(1+γ−β)Γ(αγ−β+1)
(1−α)γ (1+γ−β)αγ−β+1
]j [
e1+γ−β((1 + γ − β)(j − 1) + 1)] (β−αγ)(αγ−β+1)1+γ−β [ Γ( 11+γ−β )
Γ(j+ 11+γ−β )
]αγ−β+1
.
(16)
This establishes (12). The proof of Corollary 2.3 is thus completed.
2.3 Estimates for products of certain independent random variables
Lemma 2.4. Let T ∈ (0,∞), d ∈ N, F ∈ C((0, 1)× [0, T )×Rd, [0,∞)), let (Ω,F ,P) be a probability space, let
ρ : Ω→ (0, 1) and τ : Ω→ (0, T ) be random variables, letW : [0, T ]×Ω→ Rd be a standard Brownian motion with
continuous sample paths, let f : [0, T )→ [0,∞] satisfy for all t ∈ [0, T ) that f(t) = E[F (ρ, t,Wt+(T−t)ρ −Wt)],
let G ⊆ F be a sigma-algebra, let H = σ(G ∪ σ(τ, (Wmin{s,τ})s∈[0,T ])), and assume that ρ, τ , W , and G are
independent. Then it holds P-a.s. that
E[F (ρ, τ,Wτ+(T−τ)ρ −Wτ )|H] = f(τ). (17)
Proof of Lemma 2.4. First, note that independence of ρ, τ , W , and G ensures that it holds P-a.s. that
E[F (ρ, τ,Wτ+(T−τ)ρ −Wτ )|H] = E[F (ρ, τ,Wτ+(T−τ)ρ −Wτ )|σ(τ, (Wmin{s,τ})s∈[0,T ])]. (18)
Next note that Hutzenthaler et al. [39, Lemma 2.2] (applied with G = σ(ρ, (Ws)s∈[0,T ]), S = (0, T ), S = B((0, T )),
U(t, ω) = 1A(t)1B((Wmin{s,t}(ω))s∈[0,T ]))F (ρ(ω), t,Wt+(T−t)ρ(ω)(ω) −Wt(ω)), and Y = τ for t ∈ (0, T ), ω ∈ Ω
in the notation of [39, Lemma 2.2]) proves that for all A ∈ B((0, T )), B ∈ B(C([0, T ],Rd)) it holds that
E[1A(τ)1B((Wmin{s,τ})s∈[0,T ])F (ρ, τ,Wτ+(T−τ)ρ −Wτ )]
=
∫
(0,T )
E[1A(t)1B((Wmin{s,t})s∈[0,T ])F (ρ, t,Wt+(T−t)ρ −Wt)](τ(P))(dt).
(19)
Independence of Brownian increments hence proves that for all A ∈ B((0, T )), B ∈ B(C([0, T ],Rd)) it holds that
E[1A(τ)1B((Wmin{s,τ})s∈[0,T ])F (ρ, τ,Wτ+(T−τ)ρ −Wτ )]
=
∫
(0,T )
E[1A(t)1B((Wmin{s,t})s∈[0,T ])]E[F (ρ, t,Wt+(T−t)ρ −Wt)](τ(P))(dt)
=
∫
(0,T )
E[1A(t)1B((Wmin{s,t})s∈[0,T ])]f(t)(τ(P))(dt).
(20)
Hence, Hutzenthaler et al. [39, Lemma 2.2] (applied with G = σ(ρ, (Ws)s∈[0,T ]), S = (0, T ), S = B((0, T )),
U(t, ω) = 1A(t)1B((Wmin{s,t}(ω))s∈[0,T ]))g(t), and Y = τ for t ∈ (0, T ), ω ∈ Ω in the notation of [39, Lemma
6
2.2]) proves that for all A ∈ B((0, T )), B ∈ B(C([0, T ],Rd)) it holds that
E[1A(τ)1B((Wmin{s,τ})s∈[0,T ])F (ρ, τ,Wτ+(T−τ)ρ −Wτ )] =
∫
(0,T )
E[1A(t)1B((Wmin{s,t})s∈[0,T ])f(t)](τ(P))(dt)
= E[1A(τ)1B((Wmin{s,τ})s∈[0,T ])f(τ)].
(21)
This together with (18) proves (17). The proof of Lemma 2.4 is thus completed.
Corollary 2.5. Let T ∈ (0,∞), d ∈ N, j ∈ N0, e1 = (1, 0, 0 . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , ed+1 =
(0, 0, . . . , 0, 1) ∈ Rd+1, ν0, ν1, . . . , νj ∈ {1, 2, . . . , d+1}, α ∈ (0, 1), p ∈ (1,∞) satisfy α(p−1) ≤ p2 ≤ α(p−1)+1,
let 〈·, ·〉 : Rd+1 × Rd+1 → R be the standard scalar product on Rd+1, let (Ω,F ,P) be a probability space, let
W = (W 1,W 2, . . . ,W d) : [0, T ] × Ω → Rd be a standard Brownian motion with continuous sample paths, let
r(n) : Ω → (0, 1), n ∈ N0, be i.i.d. random variables, assume that W and (r(n))n∈N0 are independent, let
ρ : (0, 1) → (0,∞) and ̺ : [0, T ]2 → (0,∞) satisfy for all b ∈ (0, 1), t ∈ [0, T ), s ∈ (t, T ] that ρ(b) = 1−αbα ,
P(r(0) ≤ b) = ∫ b0 ρ(u) du, and ̺(t, s) = 1T−tρ( s−tT−t ), let S : N0 × [0, T ) × Ω → [0, T ) satisfy for all n ∈ N0,
t ∈ [0, T ) that S(0, t) = t and S(n+ 1, t) = S(n, t) + (T − S(n, t))r(n), and let t ∈ [0, T ). Then
E
[∣∣∣∣ j∏
i=0
1
̺(S(i,t),S(i+1,t))
〈
eνi ,
(
1,
WS(i+1,t)−WS(i,t)
S(i+1,t)−S(i,t)
)〉∣∣∣∣
p
]
≤
[
max
{
(T − t) p2 , 2
p
2 Γ( p+12 )√
π
}
(T−t)
p
2 Γ( p2 )
(1−α)p−1( p2 )α(p−1)−
p
2
+1
]j+1 [
e
p
2
(
pj
2 + 1
)] 12p [ Γ( 2p )
Γ(1+j+ 2p )
]α(p−1)− p2+1
.
(22)
Proof of Corollary 2.5. Throughout this proof let Fn ⊆ F , n ∈ N0, satisfy for all n ∈ N that F0 = {∅,Ω} and
that Fn = σ(Fn−1 ∪ σ(S(n, t), (Wmin{s,S(n,t)})s∈[0,T ])) and let v = (v1, v2, . . . , vd) ∈ Rd satisfy v1 = v2 = ... =
vd = 1. Note that for all r ∈ [0, T ), s ∈ [r, T ], i ∈ {1, 2, . . . , d}, n ∈ N it holds that S(n, r) > S(n− 1, r) and
E
[|W is −W ir |p] = (2(s− r))
p
2 Γ
(
p+1
2
)
√
π
. (23)
Next we claim that for all k ∈ {1, 2, . . . , j + 1} it holds P-a.s. that
E
[
j+1∏
i=k
∣∣∣ 1̺(S(i−1,t),S(i,t))〈eνi−1 , (1, WS(i,t)−WS(i−1,t)S(i,t)−S(i−1,t) )〉∣∣∣p
∣∣∣∣∣Fk−1
]
=
∫ T
S(k−1,t)
〈
eνk−1 ,
(
1,
(
2
sk−S(k−1,t)
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(S(k−1,t),sk)]p−1
·
∫ T
sk
〈
eνk
,
(
1,
(
2
sk+1−sk
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sk,sk+1)]p−1
. . .
∫ T
sj
〈
eνj
,
(
1,
(
2
sj+1−sj
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sj ,sj+1)]p−1
dsj+1 . . . dsk+1 dsk.
(24)
To prove (24) we proceed by backward induction on k ∈ {1, 2, . . . , j + 1}. For the base case k = j +
1 note that the fact that S(j + 1, t) = S(j, t) + (T − S(j, t))r(j), Lemma 2.4 (applied with F (r, s, x) =∣∣ 1
̺(s,s+(T−s)r)
〈
eνj ,
(
1, x(T−s)r
)〉∣∣p, ρ = r(j), τ = S(j, t), G = Fj−1 for r ∈ (0, 1), s ∈ [0, T ), x ∈ Rd in the
notation of Lemma 2.4), Hutzenthaler et al. [39, Lemma 2.3], the hypothesis that W and r(j) are independent,
(23), and the fact that for all r ∈ [0, T ), s ∈ (r, T ] it holds that ̺(r, s) = 1T−rρ( s−rT−r ) ensure that it holds P-a.s.
that
E
[∣∣∣ 1̺(S(j,t),S(j+1,t))〈eνj , (1, WS(j+1,t)−WS(j,t)S(j+1,t)−S(j,t) )〉∣∣∣p
∣∣∣∣∣Fj
]
= E
[∣∣∣ 1̺(S(j,t),S(j,t)+(T−S(j,t))r(j))〈eνj , (1, WS(j,t)+(T−S(j,t))r(j)−WS(j,t)(T−S(j,t))r(j) )〉
∣∣∣p
∣∣∣∣∣Fj
]
= E
[∣∣∣ 1̺(s,s+(T−s)r(j))〈eνj , (1, Ws+(T−s)r(j)−Ws(T−s)r(j) )〉
∣∣∣p]
∣∣∣∣∣
s=S(j,t)
=
∫ 1
0
E
[∣∣∣∣
〈
eνj
,
(
1,
Ws+(T−s)r−Ws
(T−s)r
)〉∣∣∣∣p]
[̺(s,s+(T−s)r)]p ρ(r)dr
∣∣∣∣∣
s=S(j,t)
=
∫ T
s
E
[∣∣∣∣
〈
eνj
,
(
1,
Wsj+1
−Ws
sj+1−s
)〉∣∣∣∣p]
[̺(s,sj+1)]p
1
T−sρ
(
sj+1−s
T−s
)
dsj+1
∣∣∣∣∣
s=S(j,t)
=
∫ T
S(j,t)
〈
eνj
,
(
1,
(
2
sj+1−S(j,t)
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(S(j,t),sj+1)]p−1
dsj+1.
(25)
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This establishes (24) in the base case k = j+1. For the induction step {2, 3 . . . , j+1} ∋ k+1 k ∈ {1, 2, . . . , j}
assume that there exists k ∈ {1, 2, . . . , j} which satisfies that
E
[
j+1∏
i=k+1
∣∣∣ 1̺(S(i−1,t),S(i,t))〈eνi−1 , (1, WS(i,t)−WS(i−1,t)S(i,t)−S(i−1,t) )〉∣∣∣p
∣∣∣∣∣Fk
]
=
∫ T
S(k,t)
〈
eνk
,
(
1,
(
2
sk+1−S(k,t)
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(S(k,t),sk+1)]p−1
·
∫ T
sk+1
〈
eνk+1
,
(
1,
(
2
sk+2−sk+1
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sk+1,sk+2)]p−1
. . .
∫ T
sj
〈
eνj
,
(
1,
(
2
sj+1−sj
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sj ,sj+1)]p−1
dsj+1 . . . dsk+2 dsk+1.
(26)
Observe that (26), the tower property, the fact that the random variable 1̺(S(k−1,t),S(k,t))
(
1,
WS(k,t)−WS(k−1,t)
S(k,t)−S(k−1,t)
)
is
Fk-measurable, the induction hypothesis, the fact that S(k, t) = S(k−1, t)+(T −S(k−1, t))r(k−1), and the fact
that conditioned on S(k− 1, t) the σ-algebras σ(r(k−1), (Wt−WS(k−1,t))t∈[S(k−1,t),T ]) and Fk−1 are independent
ensure that it holds P-a.s. that
E
[
j+1∏
i=k
∣∣∣ 1̺(S(i−1,t),S(i,t))〈eνi−1 , (1, WS(i,t)−WS(i−1,t)S(i,t)−S(i−1,t) )〉∣∣∣p
∣∣∣∣∣Fk−1
]
= E
[ ∣∣∣ 1̺(S(k−1,t),S(k,t))〈eνk−1 , (1, WS(k,t)−WS(k−1,t)S(k,t)−S(k−1,t) )〉∣∣∣p
· E
[
j+1∏
i=k+1
∣∣∣ 1̺(S(i−1,t),S(i,t))〈eνi−1 , (1, WS(i,t)−WS(i−1,t)S(i,t)−S(i−1,t) )〉∣∣∣p
∣∣∣∣∣Fk
] ∣∣∣∣∣Fk−1
]
= E
[ ∣∣∣ 1̺(S(k−1,t),S(k,t))〈eνk−1 , (1, WS(k,t)−WS(k−1,t)S(k,t)−S(k−1,t) )〉∣∣∣p
∫ T
S(k,t)
〈
eνk
,
(
1,
(
2
sk+1−S(k,t)
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(S(k,t),sk+1)]p−1
·
∫ T
sk+1
〈
eνk+1
,
(
1,
(
2
sk+2−sk+1
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sk+1,sk+2)]p−1
. . .
∫ T
sj
〈
eνj
,
(
1,
(
2
sj+1−sj
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sj ,sj+1)]p−1
dsj+1 . . . dsk+2 dsk+1
∣∣∣∣∣Fk−1
]
= E
[∣∣∣∣∣
〈
eνk−1 ,
(
1,
W
s+(T−s)r(k−1)−Ws
(T−s)r(k−1)
)〉
̺(s,s+(T−s)r(k−1))
∣∣∣∣∣
p ∫ T
s+(T−s)r(k−1)
〈
eνk
,
(
1,
(
2
sk+1−(s+(T−s)r(k−1))
) p
2 Γ( p+12 )√
pi
v
)〉
[̺(s+(T−s)r(k−1),sk+1)]p−1
·
∫ T
sk+1
〈
eνk+1
,
(
1,
(
2
sk+2−sk+1
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sk+1,sk+2)]p−1
. . .
∫ T
sj
〈
eνj
,
(
1,
(
2
sj+1−sj
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sj ,sj+1)]p−1
dsj+1 . . . dsk+2 dsk+1
]∣∣∣∣∣
s=S(k−1,t)
.
(27)
This, Hutzenthaler et al. [39, Lemma 2.3], the hypothesis that W and r(k−1) are independent, (23), and the fact
that for all r ∈ [0, T ), s ∈ (r, T ] it holds that ̺(r, s) = 1T−rρ( s−rT−r ) ensure that it holds P-a.s. that
E
[
j+1∏
i=k
∣∣∣ 1̺(S(i−1,t),S(i,t))〈eνi−1 , (1, WS(i,t)−WS(i−1,t)S(i,t)−S(i−1,t) )〉∣∣∣p
∣∣∣∣∣Fk−1
]
=
∫ 1
0
〈
eνk−1 ,
(
1,
(2((T−s)r))
p
2 Γ( p+12 )√
pi|(T−s)r|p v
)〉
ρ(r)
[̺(s,s+(T−s)r)]p
∫ T
s+(T−s)r
〈
eνk
,
(
1,
(
2
sk+1−(s+(T−s)r)
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(s+(T−s)r,sk+1)]p−1
·
∫ T
sk+1
〈
eνk+1
,
(
1,
(
2
sk+2−sk+1
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sk+1,sk+2)]p−1
. . .
∫ T
sj
〈
eνj
,
(
1,
(
2
sj+1−sj
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sj ,sj+1)]p−1
dsj+1 . . . dsk+2 dsk+1 dr
∣∣∣∣∣
s=S(k−1,t)
=
∫ T
S(k−1,t)
〈
eνk−1 ,
(
1,
(
2
sk−S(k−1,t)
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(S(k−1,t),sk)]p−1
∫ T
sk
〈
eνk
,
(
1,
(
2
sk+1−sk
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sk,sk+1)]p−1
·
∫ T
sk+1
〈
eνk+1
,
(
1,
(
2
sk+2−sk+1
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sk+1,sk+2)]p−1
. . .
∫ T
sj
〈
eνj
,
(
1,
(
2
sj+1−sj
) p
2
Γ( p+12 )√
pi
v
)〉
[̺(sj ,sj+1)]p−1
dsj+1 . . . dsk+2 dsk+1 dsk.
(28)
This completes the induction step. Induction hence proves (24).
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Next (24) implies that
E
[
j+1∏
i=1
∣∣∣ 1̺(S(i−1,t),S(i,t))〈eνi−1 , (1, WS(i,t)−WS(i−1,t)S(i,t)−S(i−1,t) )〉∣∣∣p
]
≤
[
max
{
(T − t) p2 , 2
p
2 Γ( p+12 )√
π
}]j+1
·
∫ T
t
1
(s1 − t) p2 [̺(t, s1)]p−1
∫ T
s1
1
(s2 − s1) p2 [̺(s1, s2)]p−1
. . .
∫ T
sj
1
(sj+1 − sj) p2 [̺(sj , sj+1)]p−1
dsj+1 . . . ds2 ds1.
(29)
Inequality (29), Corollary 2.3 (applied with β = p2 and γ = p− 1 in the notation of Corollary 2.3) together with
p
2 ∈ [α(p− 1), α(p− 1) + 1], and the fact that (p2 − α(p− 1))(1 − (p2 − α(p− 1))) ≤ 14 show that∥∥∥∥∥
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
WS(i,t)−WS(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
p
Lp(P;R)
= E
[
j+1∏
i=1
∣∣∣ 1̺(S(i−1,t),S(i,t))〈eνi−1 , (1, WS(i,t)−WS(i−1,t)S(i,t)−S(i−1,t) )〉∣∣∣p
]
≤
[
max
{
(T − t) p2 , 2
p
2 Γ( p+12 )√
π
}]j+1 [
(T−t) p2 Γ(α(p−1)− p2+1)
(1−α)p−1( p2 )α(p−1)−
p
2
+1
]j+1 [
e
p
2
(
pj
2 + 1
)] 2( p2−α(p−1))(α(p−1)− p2 +1)p
·
[
Γ( 2p)
Γ(1+j+ 2p )
]α(p−1)− p2+1
≤
[
max
{
(T − t) p2 , 2
p
2 Γ( p+12 )√
π
}
(T−t)
p
2 Γ(α(p−1)− p2+1)
(1−α)p−1( p2 )α(p−1)−
p
2
+1
]j+1 [
e
p
2
(
pj
2 + 1
)] 12p [ Γ( 2p )
Γ(1+j+ 2p )
]α(p−1)− p2+1
.
(30)
This together with α(p − 1) − p2 + 1 ≤ p − 1 − p2 + 1 = p2 implies (22). The proof of Corollary 2.5 is thus
completed.
3 Full-history recursive multilevel Picard approximation methods
In this section we introduce and analyze a class of new MLP approximation methods for nonlinear heat equations
with gradient-dependent nonlinearities. In the main result of this section, Proposition 3.5 in Subsection 3.3 below,
we provide a detailed error analysis for these new MLP approximation methods. We will employ Proposition 3.5
in our proofs of the approximation results in Section 5 below (cf. Corollary 5.1, Theorem 5.2, and Corollary 5.4
in Section 5 below).
3.1 Description of MLP approximations
Setting 3.1. Let ‖·‖1 : (∪n∈NRn) → R satisfy for all n ∈ N, x = (x1, x2, . . . , xn) ∈ Rn that ‖x‖1 =∑n
i=1 |xi|, let T ∈ (0,∞), d ∈ N, Θ = ∪n∈NZn, L = (L1, L2, . . . , Ld+1) ∈ [0,∞)d+1, K = (K1,K2, . . . ,Kd) ∈
[0,∞)d, e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , ed+1 = (0, 0, . . . , 1) ∈ Rd+1, ρ ∈ C((0, 1), (0,∞)),
u = (u1,u2, . . . ,ud+1) ∈ C([0, T )×Rd,R1+d), let 〈·, ·〉 : Rd+1×Rd+1 → R satisfy for all v = (v1, v2, . . . , vd+1),
w = (w1, w2, . . . , wd+1) ∈ Rd+1 that 〈v, w〉 =
∑d+1
i=1 viwi, let ̺ : [0, T ]
2 → R satisfy for all t ∈ [0, T ), s ∈ (t, T )
that ̺(t, s) = 1T−tρ(
s−t
T−t ), let (Ω,F ,P) be a probability space, let W θ = (W θ,1,W θ,2, . . . ,W θ,d) : [0, T ]×Ω→ Rd,
θ ∈ Θ, be standard Brownian motions with continuous sample paths, let rθ : Ω → (0, 1), θ ∈ Θ, be i.i.d. ran-
dom variables, assume for all b ∈ (0, 1) that P(r0 ≤ b) = ∫ b0 ρ(s) ds, assume that (W θ)θ∈Θ and (rθ)θ∈Θ are
independent, let R(n) : [0, T ) × Ω → [0, T ), n ∈ N0, and S : N0 × [0, T ) × Ω → [0, T ) satisfy for all n ∈ N0,
t ∈ [0, T ) that R(n)t = t + (T − t)r(n), S(0, t) = t, and S(n+ 1, t) = R(n)S(n,t), let f ∈ C([0, T ]×Rd ×R1+d,R),
g ∈ C(Rd,R), and F : C([0, T )×Rd,R1+d)→ C([0, T )×Rd,R) satisfy for all t ∈ [0, T ), x = (x1, x2, . . . , xd),
x = (x1, x2, . . . , xd) ∈ Rd, u = (u1, u2, . . . , ud+1), u = (u1, u2, . . . , ud+1) ∈ R1+d, v ∈ C([0, T )×Rd,R1+d) that
max{|f(t, x, u)− f(t, x, u)|, |g(x)− g(x)|} ≤
[
d+1∑
ν=1
Lν |uν − uν |
]
+
[
d∑
ν=1
Kν|xν − xν |
]
, (31)
E
[∥∥g(x+W 0T −W 0t )(1, W 0T−W 0tT−t )∥∥1 +
∫ T
t
∥∥[(F (u))(t, x +W 0s −W 0t )](1, W 0s−W 0ts−t )∥∥1 ds
]
<∞, (32)
u(t, x) = E
[
g(x+W 0T −W 0t )
(
1,
W 0T−W 0t
T−t
)
+
∫ T
t
[(F (u))(t, x +W 0s −W 0t )]
(
1,
W 0s−W 0t
s−t
)
ds
]
, (33)
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and (F (v))(t, x) = f(t, x,v(t, x)), and let Uθn,M = (U
θ,1
n,M ,U
θ,2
n,M , . . . ,U
θ,d+1
n,M ) : [0, T )×Rd ×Ω→ R1+d, n,M ∈
Z, θ ∈ Θ, satisfy for all n,M ∈ N, θ ∈ Θ, t ∈ [0, T ), x ∈ Rd that Uθ−1,M (t, x) = Uθ0,M (t, x) = 0 and
Uθn,M (t, x) =
(
g(x), 0
)
+
Mn∑
i=1
(
g(x+W
(θ,0,−i)
T −W (θ,0,−i)t )− g(x)
)
Mn
(
1,
W
(θ,0,−i)
T −W
(θ,0,−i)
t
T−t
)
+
n−1∑
l=0
Mn−l∑
i=1
(
F (U
(θ,l,i)
l,M )− 1N(l)F (U(θ,−l,i)l−1,M )
)
(R(θ,l,i)t , x+W (θ,l,i)R(θ,l,i)t −W
(θ,l,i)
t )
Mn−l̺(t,R(θ,l,i)t )
(
1,
W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t
R(θ,l,i)t −t
)
.
(34)
3.2 Properties of MLP approximations
Lemma 3.2 (Measurability properties). Assume Setting 3.1 and let M ∈ N. Then
(i) for all n ∈ N0, θ ∈ Θ it holds that Uθn,M : [0, T )×Rd × Ω→ R is a continuous random field,
(ii) for all n ∈ N0, θ ∈ Θ it holds that σ(Uθn,M ) ⊆ σ((r(θ,ϑ))ϑ∈Θ, (W (θ,ϑ))ϑ∈Θ),
(iii) for all n,m ∈ N0, i, j, k, l,∈ Z, θ ∈ Θ with (i, j) 6= (k, l) it holds that U(θ,i,j)n,M and U(θ,k,l)m,M are independent,
(iv) for all n ∈ N0, θ ∈ Θ it holds hat Uθn,M , W θ, and rθ are independent,
(v) for all n ∈ N0 it holds that Uθn,M , θ ∈ Θ, are identically distributed, and
(vi) for all θ ∈ Θ, l ∈ N, i ∈ N, t ∈ [0, T ), x ∈ Rd it holds that
F (U
(θ,−l,i)
l−1,M )(R
(θ,l,i)
t ,x+W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t )
̺(t,R(θ,l,i)t )
(
1,
W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t
R(θ,l,i)t −t
)
(35)
and
F (U
(θ,l,i)
l−1,M )(R
(θ,l,i)
t ,x+W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t )
̺(t,R(θ,l,i)t )
(
1,
W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t
R(θ,l,i)t −t
)
(36)
are identically distributed.
Proof of Lemma 3.2. First, observe that (34), the hypothesis that for all M ∈ N, θ ∈ Θ it holds that Uθ0,M = 0,
the fact that for all θ ∈ Θ it holds that W θ and Rθ are continuous random fields, the hypothesis that f ∈
C([0, T ] ×Rd × R × Rd,R), the hypothesis that g ∈ C(Rd,R), the fact that ̺|{(s,t)∈[0,T )2 : s<t} ∈ C({(s, t) ∈
[0, T )2 : s < t},R), and induction on N0 establish Item (i). Next note that Item (i), the hypothesis that
f ∈ C([0, T ]×Rd ×R×Rd,R), and, e.g., Beck et al. [2, Lemma 2.4] assure that for all n ∈ N0, θ ∈ Θ it holds
that F (Uθn,M ) is (B((0, T )×Rd)⊗σ(Uθn,M ))/B(R)-measurable. The hypothesis that for allM ∈ N, θ ∈ Θ it holds
thatUθ0,M = 0, (34), the fact that for all θ ∈ Θ it holds thatW θ is (B([0, T ])⊗σ(W θ))/B(R)-measurable, the fact
that for all θ ∈ Θ it holds that Rθ is (B([0, T ))⊗ σ(rθ))/B([0, T ))-measurable, and induction on N0 hence prove
Item (ii). In addition, note that Item (ii) and the fact that for all i, j, k, l,∈ Z, θ ∈ Θ with (i, j) 6= (k, l) it holds
that ((r(θ,i,j,ϑ),W (θ,i,j,ϑ)))ϑ∈Θ and ((r(θ,k,l,ϑ),W (θ,k,l,ϑ)))ϑ∈Θ are independent prove Item (iii). Furthermore,
observe that Item (ii) and the fact that for all θ ∈ Θ it holds that (r(θ,ϑ))ϑ∈Θ, (W (θ,ϑ))ϑ∈Θ, W θ, and rθ are
independent establish Item (iv). Next observe that the hypothesis that for all θ ∈ Θ it holds that Uθ0,M = 0,
the hypothesis that (W θ)θ∈Θ are i.i.d., the hypothesis that (Rθ)θ∈Θ are i.i.d., Items (i)–(iii), Hutzenthaler et
al. [39, Corollary 2.5], and induction on N0 establish Item (v). Furthermore, observe that Item (ii) and the fact
that for all θ ∈ Θ, l ∈ N, i ∈ N it holds that (r(θ,−l,i,ϑ))ϑ∈Θ, (W (θ,−l,i,ϑ))ϑ∈Θ, W θ,l,i, and rθ,l,i are independent,
and, e.g., Hutzenthaler et al. [39, Lemma 2.3] imply that for every θ ∈ Θ, l, i ∈ N, t ∈ [0, T ), x ∈ Rd and every
bounded B(Rd+1)/B(R)-measurable ψ : Rd+1 → R it holds that
E
[
ψ
(
F (U
(θ,−l,i)
l−1,M )(R
(θ,l,i)
t ,x+W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t )
̺(t,R(θ,l,i)t )
(
1,
W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t
R(θ,l,i)t −t
))]
= E

E
[
ψ
(
F (U
(θ,−l,i)
l−1,M )(r,x+z)
̺(t,r)
(
1, zr−t
))] ∣∣∣∣∣
r=R(θ,l,i)t ,z=W (θ,l,i)R(θ,l,i)t
−W (θ,l,i)t

 .
(37)
This, Item (v), Item (ii), and the fact that for all θ ∈ Θ, l, i ∈ N it holds that (r(θ,l,i,ϑ))ϑ∈Θ, (W (θ,l,i,ϑ))ϑ∈Θ),
W θ,l,i, and rθ,l,i are independent, and, e.g., Hutzenthaler et al. [39, Lemma 2.3] imply that for every θ ∈ Θ,
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l, i ∈ N, t ∈ [0, T ), x ∈ Rd and every bounded B(Rd+1)/B(R)-measurable ψ : Rd+1 → R it holds that
E
[
ψ
(
F (U
(θ,−l,i)
l−1,M )(R
(θ,l,i)
t ,x+W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t )
̺(t,R(θ,l,i)t )
(
1,
W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t
R(θ,l,i)t −t
))]
= E

E
[
ψ
(
F (U
(θ,l,i)
l−1,M )(r,x+z)
̺(t,r)
(
1, zr−t
))] ∣∣∣∣∣
r=R(θ,l,i)t ,z=W (θ,l,i)R(θ,l,i)t
−W (θ,l,i)t


= E
[
ψ
(
F (U
(θ,l,i)
l−1,M )(R
(θ,l,i)
t ,x+W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t )
̺(t,R(θ,l,i)t )
(
1,
W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t
R(θ,l,i)t −t
))]
.
(38)
This establishes Item (vi). The proof of Lemma 3.2 is thus completed.
Lemma 3.3 (Approximations are integrable). Assume Setting 3.1, let p ∈ (1,∞), M ∈ N, x ∈ Rd, and assume
for all q ∈ [1, p), t ∈ [0, T ) that
∫ 1
0
1
s
q
2 [ρ(s)]
q−1 ds+ sup
s∈[t,T )
E
[∣∣(F (0))(s, x+W 0s −W 0t )∣∣q] <∞. (39)
Then
(i) it holds for all θ ∈ Θ, q ∈ [1,∞), ν ∈ {1, 2, . . . , d+ 1} that
sup
u∈(0,T ]
sup
t∈[0,u)
sup
y∈Rd
E
[∣∣∣(g(y +W θu −W θt )− g(y)) 〈eν , (1, W θu−W θtu−t )〉∣∣∣q] <∞, (40)
(ii) it holds for all n ∈ N0, θ ∈ Θ, q ∈ [1, p), t ∈ [0, T ), ν ∈ {1, 2, . . . , d+ 1} that
sup
s∈[t,T )

E
[∣∣(Uθn,M (s, x+W θs −W θt ))ν ∣∣q]+ E


∣∣∣∣(F (Uθn,M))(Rθs ,x+W θRθs−W θt )
∣∣∣∣q
[̺(s,Rθs)]q
∣∣∣∣〈eν , (1, W θRθs−W θsRθs−s )〉
∣∣∣∣
q



 <∞,
(41)
and
(iii) it holds for all n ∈ N, θ ∈ Θ, t ∈ [0, T ), that
E
[
Uθn,M (t, x)
]
= E
[
g(x+W θT −W θt )
(
1,
W θT−W θt
T−t
)]
+ E
[(
F (Uθn−1,M,Q)
)
(Rθt , x+W θRθt −W
θ
t )
(
1,
W θRθt
−W θt
Rθt−t
)]
.
(42)
Proof of Lemma 3.3. The Cauchy-Schwarz inequality, the Lipschitz property (31) of g, Jensen’s inequality, and
the scaling property of Brownian motion yield for all θ ∈ Θ, q ∈ [1,∞), ν ∈ {1, 2, . . . , d+ 1} that
sup
u∈(0,T ]
sup
t∈[0,u)
sup
y∈Rd
(
E
[∣∣∣(g(y +W θu −W θt )− g(y)) 〈eν , (1, W θu−W θtu−t )〉∣∣∣q])2
≤ sup
u∈(0,T ]
sup
t∈[0,u)
sup
y∈Rd
(
E
[∣∣g(y +W θu −W θt )− g(y)∣∣2q]E
[∣∣∣〈eν , (1, W θu−W θtu−t )〉∣∣∣2q
])
≤ sup
u∈(0,T ]
sup
t∈[0,u)
(
E
[∣∣∣∣
d∑
i=1
Ki|W θ,iu −W θ,it |
∣∣∣∣
2q
]
E
[
1 +
∣∣∣W θ,1u −W θ,1tu−t ∣∣∣2q
])
≤ sup
u∈(0,T ]
sup
t∈[0,u)
(
d2q−1
(∑d
i=1(Ki)
2q
)
(u−t)q
T q E[|W 0,1T |2q]
(
1 + (u−t)
q
(u−t)2qT qE[|W 0,1T |2q]
))
= d2q−1
(∑d
i=1(Ki)
2q
)
E[|W 0,1T |2q]
(
1 + 1T 2qE[|W 0,1T |2q]
)
<∞.
(43)
This proves Item (i). Next observe that the fact that W θ, Rθ, and Uθ are independent and continuous random
fields (see Lemma 3.2), Hutzenthaler et al. [39, Lemma 2.3]), Ho¨lder’s inequality (applied with the conjugate
numbers p+q2q ,
p+q
p−q ∈ (1,∞)), and the scaling property of Brownian motion demonstrate that for all t ∈ [0, T ),
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s ∈ [t, T ), n ∈ N0, θ ∈ Θ, q ∈ [1, p), ν ∈ {1, 2, . . . , d+ 1} it holds that
E


∣∣∣∣(F (Uθn,M ))(Rθs ,x+W θRθs−W θt )
∣∣∣∣q
[̺(s,Rθs)]q
∣∣∣∣〈eν , (1, W θRθs−W θsRθs−s )〉
∣∣∣∣
q


=
∫ 1
0
E
[ ∣∣∣(F (Uθn,M ))(s+u(T−s),x+W θs+u(T−s)−W θt )∣∣∣q
[̺(s,s+u(T−s))]q
∣∣∣∣〈eν , (1, W θs+u(T−s)−W θss+u(T−s)−s )〉
∣∣∣∣
q
]
ρ(u) du
≤
∫ 1
0
supz∈[t,T)
(
E
[∣∣∣(F (Uθn,M))(z,x+W θz−W θt )∣∣∣ p+q2 ]) 2qp+q (T−s)q
[ρ(u)]q−1

1 +

E

∣∣∣∣W θ,1s+u(T−s)−W θ,1su(T−s)
∣∣∣∣
q(p+q)
p−q




p−q
p+q

 du
=
(
sup
z∈[t,T )
E
[∣∣(F (Uθn,M ))(z, x+W θz −W θt )∣∣ p+q2
]) 2qp+q ∫ 1
0
(T−s)q
[ρ(u)]q−1
(
1 + (u(T−s))
q
2
(u(T−s))qT
q
2
(
E
[
|W 0,1T |
q(p+q)
p−q
]) p−q
p+q
)
du
≤
(
sup
z∈[t,T )
E
[∣∣(F (Uθn,M ))(z, x+W θz −W θt )∣∣ p+q2
]) 2qp+q (
T q +
(
E
[
|W 0,1T |
q(p+q)
p−q
]) p−q
p+q
)∫ 1
0
u−
q
2
[ρ(u)]q−1 du.
(44)
Now we prove (41) by induction on n ∈ N0. In the base case n = 0, the fact that for all θ ∈ Θ it holds that
Uθ0,M = 0, (44), and (39) ensure that for all θ ∈ Θ, q ∈ [1, p), t ∈ [0, T ), ν ∈ {1, 2, . . . , d+ 1} it holds that
sup
s∈[t,T )

E
[∣∣(Uθ0,M (s, x+W θs −W θt )ν ∣∣q]+ E


∣∣∣∣(F (Uθ0,M ))(Rθs ,x+W θRθs−W θt )
∣∣∣∣q
[̺(s,Rθs)]q
∣∣∣∣〈eν , (1, W θRθs−W θsRθs−s )〉
∣∣∣∣
q




= sup
s∈[t,T )

E


∣∣∣∣(F (0))(Rθs ,x+W θRθs−W θt )
∣∣∣∣q
[̺(s,Rθs)]q
∣∣∣∣〈eν , (1, W θRθs−W θsRθs−s )〉
∣∣∣∣
q




≤
(
sup
z∈[t,T )
E
[∣∣(F (0))(z, x+W 0z −W 0t )∣∣ p+q2
]) 2qp+q (
T q +
(
E
[
|W 0,1T |
q(p+q)
p−q
]) p−q
p+q
)∫ 1
0
u−
q
2
[ρ(u)]q−1 du <∞.
(45)
This establishes (41) in the base case n = 0. For the induction step N0 ∋ n− 1 n ∈ N let n ∈ N and assume
that for all k ∈ N0 ∩ [0, n), θ ∈ Θ, q ∈ [1, p), t ∈ [0, T ), ν ∈ {1, 2, . . . , d+ 1} it holds that
sup
s∈[t,T )

E
[∣∣(Uθk,M (s, x+W θs −W θt ))ν ∣∣q]+ E


∣∣∣∣
(
F (Uθk,M )
)
(Rθs ,x+W θRθs−W
θ
t )
∣∣∣∣q
[̺(s,Rθs)]q
∣∣∣∣〈eν , (1, W θRθs−W θsRθs−s )〉
∣∣∣∣
q



 <∞.
(46)
Observe that (34) and Jensen’s inequality ensure that for all θ ∈ Θ, q ∈ [1, p), t ∈ [0, T ), s ∈ [t, T ), ν ∈
{1, 2, . . . , d+ 1} it holds that
E
[∣∣(Uθn,M (s, x+W θs −W θt ))ν ∣∣q] ≤ (3 + 2n)q−1|g(x)|q + (3 + 2n)q−1E[|g(x+W θs −W θt )− g(x)|q]
+ (3+2n)
q−1
Mn
Mn∑
i=1
E
[∣∣∣g(x+W θs −W θt +W (θ,0,−i)T −W (θ,0,−i)s )− g(x+W θs −W θt ))∣∣∣q
∣∣∣∣〈eν , (1, W (θ,0,−i)T −W (θ,0,−i)sT−s )〉
∣∣∣∣
q]
+
n−1∑
l=0
(3+2n)q−1
Mn−l
Mn−l∑
i=1
E


∣∣∣∣(F (U(θ,l,i)l,M ))(R(θ,l,i)s ,x+W θs−W θt +W (θ,l,i)R(θ,l,i)s −W (θ,l,i)s )
∣∣∣∣q[
̺(s,R(θ,l,i)s )
]q
∣∣∣∣∣〈eν , (1,
W
(θ,l,i)
R(θ,l,i)s
−W (θ,l,i)s
R(θ,l,i)s −s
)〉∣∣∣∣∣
q


+
n−1∑
l=1
(3+2n)q−1
Mn−l
Mn−l∑
i=1
E


∣∣∣∣(F (U(θ,−l,i)l−1,M ))(R(θ,l,i)s ,x+W θs−W θt +W (θ,l,i)R(θ,l,i)s −W (θ,l,i)s )
∣∣∣∣q[
̺(s,R(θ,l,i)s )
]q
∣∣∣∣∣〈eν , (1,
W
(θ,l,i)
R(θ,l,i)s
−W (θ,l,i)s
R(θ,l,i)s −s
)〉∣∣∣∣∣
q

.
(47)
This, Hutzenthaler et al. [39, Corollary 2.5] together with Lemma 3.2, Item (i), and the induction hypothesis (46)
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yield for all θ ∈ Θ, q ∈ [1, p), t ∈ [0, T ), ν ∈ {1, 2, . . . , d+ 1} that
sup
s∈[t,T )
E
[∣∣(Uθn,M (s, x+W θs −W θt ))ν ∣∣q] ≤ (3 + 2n)q−1|g(x)|q
+ (6 + 2n)q sup
u∈(0,T ]
sup
s∈[0,u)
sup
y∈Rd
sup
j∈{1,2,...,d+1}
E
[∣∣g(y +W 0u −W 0s )− g(y))∣∣q ∣∣∣〈ej , (1, W 0u−W 0su−s )〉∣∣∣q]
+
n−1∑
l=0
(6 + 2n)q sup
s∈[t,T )
E
[ ∣∣∣(F (U0l,M ))(R0s,x+W 0R0s−W 0t )∣∣∣q
[̺(s,R0s)]q
∣∣∣∣〈eν , (1, W 0R0s−W 0sR0s−s )〉
∣∣∣∣
q
]
<∞.
(48)
Furthermore, Jensen’s inequality, the Lipschitz property (31) of f , (48), and assumption (39) yield that for all
θ ∈ Θ, q ∈ [1, p), t ∈ [0, T ) it holds that
sup
s∈[t,T )
{
E
[∣∣(F (Uθn,M ))(s, x+W θs −W θt )∣∣q]}
≤ 2q−1 sup
s∈[t,T )
(
E
[∣∣(F (Uθn,M )− F (0))(s, x+W θs −W θt )∣∣q]+ E[∣∣(F (0))(s, x+W θs −W θt )∣∣q])
≤ 2q−1 sup
s∈[t,T )
(
E
[∣∣∣∣∣
d+1∑
ν=1
LνU
θ,ν
n,M (s, x+W
θ
s −W θt )
∣∣∣∣∣
q]
+ E
[∣∣(F (0))(s, x+W θs −W θt )∣∣q]
)
≤ (4d)q
d+1∑
ν=1
(Lν)
q sup
s∈[t,T )
E
[∣∣∣Uθ,νn,M (s, x+W θs −W θt )∣∣∣q]+ 2q sup
s∈[t,T )
E
[∣∣(F (0))(s, x+W θs −W θt )∣∣q]
<∞.
(49)
This, (44), and assumption (39) implies that for all θ ∈ Θ, q ∈ [1, p), t ∈ [0, T ), ν ∈ {1, 2, . . . , d+1} it holds that
sup
s∈[t,T )
E


∣∣∣∣
(
F (Uθn,M)
)
(Rθs ,x+W θRθs−W
θ
t )
∣∣∣∣q
[̺(s,Rθs)]q
∣∣∣∣〈eν , (1, W θRθs−W θsRθs−s )〉
∣∣∣∣
q


≤
(
sup
s∈[t,T )
E
[∣∣(F (Uθn,M ))(s, x+W θs −W θt )∣∣ p+q2
]) 2qp+q T q +
(
E
[∣∣∣W 0,1T ∣∣∣
q(p+q)
p−q
]) p−q
p+q

∫ 1
0
u−
q
2
[ρ(u)]q−1 du
<∞.
(50)
This and (48) finish the induction step. Induction hence proves Item (ii).
Finally, we prove Item (iii). Note that (34), Item (ii), Corollary 2.5 in [39] together with the fact that for all
n ∈ N0 it holds that Uθn,M , θ ∈ Θ, are identically distributed (see Item (i) in Lemma 3.2) and together with the
fact that (Rθ,W θ), θ ∈ Θ, are identically distributed, a telescoping sum, Hutzenthaler et al. [39, Lemma 2.3]),
and the fact that for every t ∈ [0, T ), θ ∈ Θ the distribution of Rθt has density ̺(t, ·) with respect to Lebesgue
measure on [t, T ] yield that for all n ∈ N, θ ∈ Θ, t ∈ [0, T ) it holds that
E
[
Uθn,M (t, x)
] − E[g(x+W 0T −W 0t )(1, W 0T−W 0tT−t )]
=
n−1∑
l=0
Mn−l∑
i=1
1
Mn−lE


(
F (U
(θ,l,i)
l,M )
)
(R(θ,l,i)t ,x+W (θ,l,i)R(θ,l,i)t
−W (θ,l,i)t )
̺(t,R(θ,l,i)t )
(
1,
W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t
R(θ,l,i)t −t
)
−
n−1∑
l=1
Mn−l∑
i=1
1
Mn−lE


(
F (U
(θ,−l,i)
l−1,M )
)
(R(θ,l,i)t ,x+W (θ,l,i)R(θ,l,i)t
−W (θ,l,i)t )
̺(t,R(θ,l,i)t )
(
1,
W
(θ,l,i)
R(θ,l,i)t
−W (θ,l,i)t
R(θ,l,i)t −t
)
=
n−1∑
l=0
(
E
[(
F (Uθl,M )
)
(Rθt ,x+W θRθt−W
θ
t )
̺(t,Rθt )
(
1,
W θRθt
−W θt
Rθt−t
)]
− 1
N
(l)E
[(
F (Uθl−1,M )
)
(Rθt ,x+W θRθt−W
θ
t )
̺(t,Rθt )
(
1,
W θRθt
−W θt
Rθt−t
)])
= E
[(
F (Uθn−1,M )
)
(Rθt ,x+W θRθt−W
θ
t )
̺(t,Rθt )
(
1,
W θRθt
−W θt
Rθt−t
)]
=
∫ T
t
E
[(
F (Uθn−1,M )
)
(s,x+W θs−W θt )
̺(t,s)
(
1,
W θs−W θt
s−t
)]
P(Rθt ∈ ds)
=
∫ T
t
E
[(
F (Uθn−1,M,Q)
)
(s, x+W θs −W θt )
(
1,
W θs −W θt
s−t
)]
ds.
(51)
This establishes Item (iii). The proof of Lemma 3.3 is thus completed.
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3.3 Error analysis for MLP approximations
Lemma 3.4 (Recursive bound for global error). Assume Setting 3.1, let p ∈ (1,∞), M ∈ N, and assume for
all q ∈ [1, p), t ∈ [0, T ), x ∈ Rd that
∫ 1
0
1
s
q
2 [ρ(s)]
q−1 ds+ sup
s∈[t,T )
E
[∣∣(F (0))(s, x+W 0s −W 0t )∣∣q] <∞. (52)
Then it holds for all n ∈ N, t ∈ [0, T ), x ∈ Rd, ν0 ∈ {1, 2, . . . , d+ 1} that∥∥∥U0,ν0n,M (t, x) − uν0(t, x)∥∥∥
L2(P;R)
≤
n−1∑
j=0
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
(
n−1
j
) 1{1}(νj+1)2j[∏ji=1 Lνi]√
Mn−j
∥∥∥(g(x+W 0T −W 0t )− g(x+W 0S(j,t) −W 0t ))
· 〈eνj , (1, W 0T−W 0S(j,t)T−S(j,t) )〉
j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
+
n−1∑
j=0
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
(
n−1
j
) 1{1}(νj+1)2j[∏ji=1 Lνi ]√
Mn−j
∥∥∥(F (0))(S(j + 1, t), x+W 0S(j+1,t) −W 0t )
·
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
+
n−1∑
j=0
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
(
n−1
j
) 2j [∏j+1i=1 Lνi ]√
Mn−j−1
∥∥∥uνj+1 (S(j + 1, t), x+W 0S(j+1,t) −W 0t )
·
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
.
(53)
Proof of Lemma 3.4. First, we analyze the Monte Carlo error. Item (i) of Lemma 3.3, Item (ii) of Lemma 3.3,
and Item (vi) of Lemma 3.2 imply that all summands on the right-hand side of (34) are integrable. Lemma 3.2
yields that the summands in (34) are pairwise independent. Then (34) and the fact that the summation formula
for variances of pairwise independent, integrable random variables imply that for all m ∈ N, x ∈ Rd, t ∈ [0, T ),
ν ∈ {1, 2, . . . , d+ 1} it holds that
Var
(
U0,νm,M (t, x)
)
= 1MmVar
((
g(x+W 0T −W 0t )− g(x)
) 〈
eν ,
(
1,
W 0T−W 0t
T−t
)〉)
+
m−1∑
l=0
1
Mm−lVar
((
F (U
(0,l,1)
l,M )−1N(l)F (U
(0,−l,1)
l−1,M )
)
(R(0,l,1)t ,x+W (0,l,1)R(0,l,1)t
−W (0,l,1)t )
̺(t,R(0,l,1)t )
〈
eν ,
(
1,
W
(0,l,1)
R(0,l,1)t
−W (0,l,1)t
R(0,l,1)t −t
)〉)
≤ 1MmE
[∣∣∣(g(x+W 0T −W 0s )− g(x)) 〈eν , (1, W 0T−W 0sT−s )〉∣∣∣2
]
+
m−1∑
l=0
1
Mm−lE


∣∣∣∣∣
(
F (U
(0,l,1)
l,M )−1N(l)F (U
(0,−l,1)
l−1,M )
)
(R(0,l,1)t ,x+W (0,l,1)R(0,l,1)t
−W (0,l,1)t )
̺(t,R(0,l,1)t )
〈
eν ,
(
1,
W
(0,l,1)
R(0,l,1)t
−W (0,l,1)t
R(0,l,1)t −t
)〉∣∣∣∣∣
2
(54)
Combining this, the triangle inequality, and (31) yields that for allm ∈ N, x ∈ Rd, t ∈ [0, T ), ν ∈ {1, 2, . . . , d+1}
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it holds that∥∥∥U0,νm,M (t, x) − E[U0,νm,M (t, x)]∥∥∥
L2(P;R)
=
(
Var
(
U0,νm,M (t, x)
))1/2
≤ 1√
Mm
∥∥∥(g(x+W 0T −W 0t )− g(x)) 〈eν , (1, W 0T−W 0tT−t )〉∥∥∥
L2(P;R)
+
m−1∑
l=0
1√
Mm−l
∥∥∥∥∥
(
F (U
(0,l,1)
l,M
)−1
N
(l)F (U
(0,−l,1)
l−1,M )
)
(R(0,l,1)t ,x+W (0,l,1)R(0,l,1)t
−W (0,l,1)t )
̺(t,R(0,l,1)t )
〈
eν ,
(
1,
W
(0,l,1)
R(0,l,1)t
−W (0,l,1)t
R(0,l,1)t −t
)〉∥∥∥∥∥
L2(P;R)
≤ 1√
Mm
(∥∥∥(g(x+W 0T −W 0t )− g(x)) 〈eν , (1, W 0T−W 0tT−t )〉∥∥∥
L2(P;R)
+
∥∥∥∥ (F (0))(R
0
t ,x+W
0
R0t
−W 0t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥
L2(P;R)
)
+
m−1∑
l=1
1√
Mm−l
∥∥∥∥∥∥∥
d+1∑
ν1=1
Lν1
∣∣∣∣∣
(
U
(0,l,1),ν1
l,M −U
(0,−l,1),ν1
l−1,M
)
(R(0,l,1)t ,x+W (0,l,1)R(0,l,1)t
−W (0,l,1)t )
∣∣∣∣∣
̺(t,R(0,l,1)t )
∣∣∣∣∣
〈
eν ,
(
1,
W
(0,l,1)
R(0,l,1)t
−W (0,l,1)t
R(0,l,1)t −t
)〉∣∣∣∣∣
∥∥∥∥∥∥∥
L2(P;R)
.
(55)
This and the triangle inequality ensure that for all m ∈ N, x ∈ Rd, t ∈ [0, T ), ν ∈ {1, 2, . . . , d+ 1} it holds that∥∥∥U0,νm,M (t, x) − E[U0,νm,M (t, x)]∥∥∥
L2(P;R)
≤ 1√
Mm
(∥∥∥(g(x+W 0T −W 0t )− g(x)) 〈eν , (1, W 0T−W 0tT−t )〉∥∥∥L2(P;R) +
∥∥∥∥ (F (0))(R
0
t ,x+W
0
R0t
−W 0t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥
L2(P;R)
)
+
m−1∑
l=1
d+1∑
ν1=1
Lν1√
Mm−l
∥∥∥∥∥ (
U
0,ν1
l,M −u)(R0t ,x+W 0R0t−W
0
t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥∥
L2(P;R)
+
m−1∑
l=1
d+1∑
ν1=1
Lν1√
Mm−l
∥∥∥∥∥ (
U
0,ν1
l−1,M−u)(R0t ,x+W 0R0t−W
0
t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥∥
L2(P;R)
= 1√
Mm
(∥∥∥(g(x+W 0T −W 0t )− g(x)) 〈eν , (1, W 0T−W 0tT−t )〉∥∥∥
L2(P;R)
+
∥∥∥∥ (F (0))(R
0
t ,x+W
0
R0t
−W 0t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥
L2(P;R)
)
+
m−1∑
l=0
d+1∑
ν1=1
Lν1√
Mm−l−1
(
1(0,m)(l)√
M
+ 1(−1,m−1)(l)
)∥∥∥∥∥ (
U
0,ν1
l,M −u)(R0t ,x+W 0R0t−W
0
t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥∥
L2(P;R)
.
(56)
Next we analyze the time discretization error. Item (ii) of Lemma 3.3 ensures that for all m ∈ N, t ∈ [0, T ),
x ∈ Rd it holds that
E
[
U0m,M (t, x)− g(x+W 0T −W 0t )
(
1,
W 0T−W 0t
T−t
)]
= E
[∫ T
t
(
F (U0m−1,M )
)
(s, x+W 0s −W 0t )
(
1,
W 0s−W 0t
s−t
)
ds
]
.
(57)
This, (33), linearity together with (32) and with Item (i) in Lemma 3.3, and Jensen’s inequality show for all
m ∈ N, t ∈ [0, T ), x ∈ Rd, ν ∈ {1, 2, . . . , d+ 1} that∣∣∣E[U0,νm,M (t, x)] − uν(t, x)∣∣∣
=
∣∣∣∣∣E
[∫ T
t
(
F (U0m−1,M )− F (u)
)
(s, x+W 0s −W 0t )
〈
eν ,
(
1,
W 0s−W 0t
s−t
)〉
ds
]∣∣∣∣∣
≤
d+1∑
ν1=1
Lν1E
[∫ T
t
∣∣∣(U0,ν1m−1,M − uν1)(s, x+W 0s −W 0t )∣∣∣ ∣∣∣〈eν , (1, W 0s−W 0ts−t )〉∣∣∣ ds
]
=
d+1∑
ν1=1
Lν1E
[∫ T
t
|(U0,ν1m−1,M−uν1)(s,x+W 0s−W 0t )|
̺(t,s)
∣∣∣〈eν , (1, W 0s−W 0ts−t )〉∣∣∣ ̺(t, s) ds
]
=
d+1∑
ν1=1
Lν1E


∣∣∣∣(U0,ν1m−1,M−uν1)(R0t ,x+W 0R0t−W 0t )
∣∣∣∣
̺(t,R0t )
∣∣∣∣〈eν ,(1, W
0
R0t
−W 0t
R0t−t
)〉∣∣∣∣


≤
d+1∑
ν1=1
Lν1
∥∥∥∥∥ (
U
0,ν1
m−1,M−uν1)(R0t ,x+W 0R0t−W
0
t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥∥
L2(P;R)
.
(58)
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In the next step we combine the established bounds for the Monte Carlo error and for the time discretization
error to obtain a bound for the global error. More formally, observe that (56) and (58) ensure that for all m ∈ N,
t ∈ [0, T ), x ∈ Rd, ν ∈ {1, 2, . . . , d+ 1} it holds that∥∥∥U0,νm,M (t, x)− uν(t, x)∥∥∥
L2(P;R)
≤
∥∥∥U0,νm,M (t, x)− E[U0,νm,M (t, x)]∥∥∥
L2(P;R)
+
∣∣∣E[U0,νm,M (t, x)]− uν(t, x)∣∣∣
≤ 1√
Mm
∥∥∥(g(x+W 0T −W 0t )− g(x)) 〈eν , (1, W 0T−W 0tT−t )〉∥∥∥
L2(P;R)
+ 1√
Mm
∥∥∥∥ (F (0))(R
0
t ,x+W
0
R0t
−W 0t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥
L2(P;R)
+
m−1∑
l=0
d+1∑
ν1=1
Lν1√
Mm−l−1
(
1(0,m)(l)√
M
+ 1(−1,m−1)(l)
)∥∥∥∥∥ (
U
0,ν1
l,M −uν1)(R0t ,x+W 0R0t−W
0
t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥∥
L2(P;R)
+
d+1∑
ν1=1
Lν1
∥∥∥∥∥ (
U
0,ν1
m−1,M−uν1)(R0t ,x+W 0R0t−W
0
t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥∥
L2(P;R)
≤ 1√
Mm
∥∥∥(g(x+W 0T −W 0t )− g(x)) 〈eν , (1, W 0T−W 0tT−t )〉∥∥∥L2(P;R)
+ 1√
Mm
∥∥∥∥ (F (0))(R
0
t ,x+W
0
R0t
−W 0t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥
L2(P;R)
+
d+1∑
ν1=1
Lν1√
Mm−1
∥∥∥∥uν1(R
0
t ,x+W
0
R0t
−W 0t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥
L2(P;R)
+
m−1∑
l=1
d+1∑
ν1=1
2Lν1√
Mm−l−1
∥∥∥∥∥ (
U
0,ν1
l,M −uν1)(R0t ,x+W 0R0t−W
0
t )
̺(t,R0t )
〈
eν ,
(
1,
W 0R0t
−W 0t
R0t−t
)〉∥∥∥∥∥
L2(P;R)
.
(59)
We next iterate this inequality. More precisely, we show that it holds for all n, k ∈ N, t ∈ [0, T ), x ∈ Rd,
ν0 ∈ {1, 2, . . . , d+ 1} that∥∥∥U0,ν0n,M (t, x)− uν0(t, x)∥∥∥
L2(P;R)
≤
k−1∑
j=0
∑
l1,l2,...,lj+1∈N,
l1<l2<...<lj<lj+1=n
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
1{1}(νj+1)2
j[
∏j
i=1 Lνi ]√
Mn−j
∥∥∥(g(x+W 0T −W 0t )− g(x+W 0S(j,t) −W 0t ))
· 〈eνj , (1, W 0T−W 0S(j,t)T−S(j,t) )〉
j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
+
k−1∑
j=0
∑
l1,l2,...,lj+1∈N,
l1<l2<...<lj<lj+1=n
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
1{1}(νj+1)2
j[
∏j
i=1 Lνi ]√
Mn−j
∥∥∥(F (0))(S(j + 1, t), x+W 0S(j+1,t) −W 0t )
·
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
+
k−1∑
j=0
∑
l1,l2,...,lj+1∈N,
l1<l2<...<lj<lj+1=n
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
2j[
∏j+1
i=1 Lνi ]√
Mn−j−1
∥∥∥uνj+1(S(j + 1, t), x+W 0S(j+1,t) −W 0t )
·
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
+
∑
l1,l2,...,lk∈N,
l1<l2<...<lk<n
∑
ν1,ν2,...,νk∈
{1,2,...,d+1}
2k[
∏k
i=1 Lνi]√
Mn−k−l1
∥∥∥(U0,νkl1,M − uνk
)
(S(k, t), x+W 0S(k,t) −W 0t )
·
k∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
.
(60)
We prove (60) by induction on k ∈ N. The base case k = 1 follows immediately from (59). For the induction
16
step N ∋ k  k + 1 ∈ N let k ∈ N and assume that (60) holds for k. Inequality (59) and independence of
(W 0, r(m),U0m,M )m∈N0 (see Item (iv) in Lemma 3.2) yield that for all l1 ∈ N, x ∈ Rd, t ∈ [0, T ), ν0, ν1, . . . , νk ∈
{1, 2, . . . , d+ 1} it holds that
∥∥∥(U0,νkl1,M − uνk
)
(S(k, t), x+W 0S(k,t) −W 0t )
k∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
=
∥∥∥ ∥∥∥(U0,νkl1,M − uνk
)
(s, y)
∥∥∥
L2(P;R)
∣∣∣∣
(s,y)=(S(k,t),x+W 0
S(k,t)
−W 0t )
k∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
≤ 1√
Ml1
∥∥∥∥∥∥
(
g(x+W 0T −W 0t )− g(x+W 0S(k,t) −W 0t )
) 〈
eνk ,
(
1,
W 0T−W 0S(k,t)
T−S(k,t)
)〉 k∏
i=1
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉
̺(S(i−1,t),S(i,t))
∥∥∥∥∥∥
L2(P;R)
+ 1√
Ml1
∥∥∥∥∥∥(F (0)) (S(k + 1, t), x+WS(k+1,t) −W 0t )
k+1∏
i=1
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉
̺(S(i−1,t),S(i,t))
∥∥∥∥∥∥
L2(P;R)
+
d+1∑
νk+1=1
Lνk+1√
Ml1−1
∥∥∥∥∥∥uνk+1(S(k + 1, t), x+WS(k+1,t) −W 0t )
k+1∏
i=1
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉
̺(S(i−1,t),S(i,t))
∥∥∥∥∥∥
L2(P;R)
+
l1−1∑
l0=1
d+1∑
νk+1=1
2Lνk+1√
Ml1−l0−1
∥∥∥∥∥∥(U0,νk+1l0,M − uνk+1)(S(k + 1, t), x+WS(k+1,t) −W 0t )
k+1∏
i=1
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉
̺(S(i−1,t),S(i,t))
∥∥∥∥∥∥
L2(P;R)
.
(61)
This and the induction hypothesis complete the induction step N ∋ k  k + 1 ∈ N. Induction hence es-
tablishes (60). Applying (60) with k = n yields for all n ∈ N, t ∈ [0, T ), x ∈ Rd, ν0 ∈ {1, 2, . . . , d + 1}
that∥∥∥U0,ν0n,M (t, x)− uν0(t, x)∥∥∥
L2(P;R)
≤
n−1∑
j=0
∑
l1,l2,...,lj+1∈N,
l1<l2<...<lj<lj+1=n
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
1{1}(νj+1)2
j[
∏j
i=1 Lνi ]√
Mn−j
∥∥∥(g(x+W 0T −W 0t )− g(x+W 0S(j,t) −W 0t ))
· 〈eνj , (1, W 0T−W 0S(j,t)T−S(j,t) )〉
j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
+
n−1∑
j=0
∑
l1,l2,...,lj+1∈N,
l1<l2<...<lj<lj+1=n
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
1{1}(νj+1)2
j[
∏j
i=1 Lνi ]√
Mn−j
∥∥∥(F (0))(S(j + 1, t), x+W 0S(j+1,t) −W 0t )
·
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
+
n−1∑
j=0
∑
l1,l2,...,lj+1∈N,
l1<l2<...<lj<lj+1=n
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
2j[
∏j+1
i=1 Lνi ]√
Mn−j−1
∥∥∥uνj+1(S(j + 1, t), x+W 0S(j+1,t) −W 0t )
·
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥
L2(P;R)
.
(62)
This and the fact that for all n ∈ N and j ∈ {0, 1, . . . , n− 1} it holds that
∑
l1,l2,...,lj+1∈N,
l1<l2<...<lj<lj+1=n
1 =
(
n− 1
j
)
. (63)
proves (53). This finishes the proof of Lemma 3.4.
Proposition 3.5 (Global approximation error). Assume Setting 3.1, let t ∈ [0, T ), x ∈ Rd, ν0 ∈ {1, 2, . . . , d+1},
M,n ∈ N, p ∈ [2,∞), α ∈ ( p−22(p−1) , p2(p−1) ), β = α2 − (1−α)(p−2)2p , C ∈ R satisfy that
C = max
{
1, 2(T − t) 12 |Γ(p2 )|
1
p (1− α) 1p−1max{1, ‖L‖1}max
{
(T − t) 12 , 2 12 |Γ(p+12 )|
1
pπ−
1
2p
}}
, (64)
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and assume for all s ∈ (0, 1) that ρ(s) = 1−αsα . Then
∥∥U0,ν0n,M (t, x) − uν0(t, x)∥∥L2(P;R) ≤ 14 [1 + pn2 ] 18 M−n2 (2C)n exp ( 18 + βM 12β )
[
2C−1
√
max{T − t, 3}‖K‖1
+ sup
s∈[t,T )
∥∥(F (0))(s, x+W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
+
√
M sup
s∈[t,T )
max
i∈{1,2,...,d+1}
∥∥ui(s, x+W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
]
.
(65)
Proof of Proposition 3.5. Throughout this proof let C1 ∈ [0,∞) satisfy
C1 = max
{
T − t, 2|Γ(p+12 )|
2
p π−
1
p
}
(T − t)|Γ(p2 )|
2
p (1− α) 2p−2. (66)
Without loss of generality we assume that sups∈[t,T )
∥∥∣∣(F (0))(s, x +W 0s −W 0t )∣∣∥∥
L
2p
p−2 (P;R)
<∞ (otherwise the
assertion is trivial). It follows from (31) and the triangle inequality that for all ν ∈ {1, 2, . . . , d + 1}, s ∈ [0, T )
it holds that
d∑
α=1
Kα
∥∥∥(W 0,αT −W 0,αs )〈eν , (1, W 0T−W 0sT−s )〉∥∥∥L2(P;R)
=
d∑
α=1
Kα
(√
T − s1{1}(ν) + 1[2,∞)(ν)T−s ‖(W 0,αT −W 0,αs )(W 0,ν−1T −W 0,ν−1s )‖L2(P;R)
)
=
√
T − s‖K‖11{1}(ν) + 1[2,∞)(ν)T−s

Kν−1‖(W 0,ν−1T −W 0,ν−1s )2‖L2(P;R) + ∑
α∈{1,2,...,d}\{ν−1}
Kα‖W 0,αT −W 0,αs ‖2L2(P;R)


=
√
T − s‖K‖11{1}(ν) + 1[2,∞)(ν)

√3Kν−1 + ∑
α∈{1,2,...,d}\{ν−1}
Kα


≤ max{√T − s,
√
3}‖K‖1.
(67)
Note that the fact that p ∈ [2,∞) and the fact that α ∈
(
p−2
2(p−1) ,
p
2(p−1)
)
imply that p2 ∈ [α(p− 1), α(p− 1)+ 1]
and that α ∈ (0, 1). This, (67), (31), and Corollary 2.5 (with p = 2 in the notation of Corollary 2.5) show that
for all j ∈ {0, 1, . . . , n− 1}, ν1, ν2, . . . , νj ∈ {1, 2, . . . , d+ 1} it holds that∥∥∥∥∥
(
g(x+W 0T −W 0t )− g(x+W 0S(j,t) −W 0t )
) 〈
eνj ,
(
1,
W 0T−W 0S(j,t)
T−S(j,t)
)〉 j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
L2(P;R)
≤
∥∥∥∥∥
(
d∑
α=1
Kα
∣∣∣W 0,αT −W 0,αS(j,t)∣∣∣
) 〈
eνj ,
(
1,
W 0T−W 0S(j,t)
T−S(j,t)
)〉 j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
L2(P;R)
=
∥∥∥∥∥∥
∥∥∥∥∥
(
d∑
α=1
Kα
∣∣∣W 0,αT −W 0,αs ∣∣∣
) 〈
eνj ,
(
1,
W 0T−W 0s
T−s
)〉∥∥∥∥∥
L2(P;R)
∣∣∣∣
s=S(j,t)
j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥∥
L2(P;R)
≤
∥∥∥∥∥
(
d∑
α=1
Kα
∥∥∥(W 0,αT −W 0,αs ) 〈eνj , (1, W 0T−W 0sT−s )〉∥∥∥
L2(P;R)
∣∣∣∣
s=S(j,t)
)
j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
L2(P;R)
≤
√
max{T − t, 3}‖K‖1
∥∥∥∥∥
j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
L2(P;R)
≤
√
max{T − t, 3}‖K‖1

 (T−t)max
{
T−t,2Γ(
3
2
)√
pi
}
(1−α)


j
2
(ej)
1
8
[
1
Γ(j+1)
]α
2
.
(68)
The facts that Γ
(
p+1
2
) ≥ Γ ( 32) = √π2 , that 2(p−1)p ≥ 1, and that α ≤ 1 prove that
(T−t)max
{
T−t,2Γ(
3
2
)√
pi
}
(1−α) ≤ C1. (69)
18
Moreover, the fact that p ≥ 2 ensures that for all j ∈ N0 it holds that (ej) 18 ≤
[
e
(
pj
2 + 1
)] 1
8 and that Γ(j+1)
α
2 ≥
Γ(j+1)β . This together with (68) and (69) proves that for all j ∈ {0, 1, . . . , n−1}, ν1, ν2, . . . , νj ∈ {1, 2, . . . , d+1}
it holds that∥∥∥∥∥
(
g(x+W 0T −W 0t )− g(x+W 0S(j,t) −W 0t )
) 〈
eνj ,
(
1,
W 0T−W 0S(j,t)
T−S(j,t)
)〉 j∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
L2(P;R)
≤
√
max{T − t, 3}‖K‖1C
j
2
1
[
e
(
pj
2 + 1
)] 1
8
[
1
Γ(j+1)
]β
.
(70)
Corollary 2.5 and the facts that p ≥ 2 and α > p−22(p−1) prove that∥∥∥∥∥
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
Lp(P;R)
≤
[
max
{
T − t, 2Γ(
p+1
2 )
2
p
π
1
p
}
(T−t)Γ( p2 )
2
p
(1−α)
2(p−1)
p (p2 )
2(α(p−1)− p
2
+1)
p
] j+1
2 [
e
p
2
(
pj
2 + 1
)] 1
2p2
[
Γ( 2p)
Γ(1+j+ 2p)
]α
2− (1−α)(p−2)2p
≤
[
max
{
T − t, 2Γ(
p+1
2 )
2
p
π
1
p
}
(T−t)Γ( p2 )
2
p
(1−α)
2(p−1)
p
] j+1
2 [
e
(
pj
2 + 1
)] 1
8
[
1
Γ(1+j+ 2p )
]α
2− (1−α)(p−2)2p
= C
j+1
2
1
[
e
(
pj
2 + 1
)] 1
8
[
1
Γ(1+j+ 2p )
]β
(71)
This together with Ho¨lder’s inequality and independence of (r(n))n∈N andW 0 proves that for all j ∈ {0, 1, . . . , n−
1}, ν1, ν2, . . . , νj+1 ∈ {1, 2, . . . , d+ 1} it holds that∥∥∥∥∥(F (0))(S(j + 1, t), x+W 0S(j+1,t) −W 0t )
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
L2(P;R)
≤
∥∥∥(F (0))(S(j + 1, t), x+W 0S(j+1,t) −W 0t )∥∥∥
L
2p
p−2 (P;R)
∥∥∥∥∥
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
Lp(P;R)
=
(∫ T
t
E
[∥∥∥(F (0))(s, x +W 0s −W 0t )∥∥∥ 2pp−2 ]P(S(j + 1, t) ∈ ds)
) p−2
2p
·
∥∥∥∥∥
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
Lp(P;R)
≤ sup
s∈[t,T )
∥∥(F (0))(s, x+W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
[
e
(
pj
2 + 1
)] 1
8 C
j+1
2
1
[
1
Γ(1+j+ 2p )
]β
(72)
and, analogously,∥∥∥∥∥uνj+1 (S(j + 1, t), x+W 0S(j+1,t) −W 0t )
j+1∏
i=1
1
̺(S(i−1,t),S(i,t))
〈
eνi−1 ,
(
1,
W 0S(i,t)−W 0S(i−1,t)
S(i,t)−S(i−1,t)
)〉∥∥∥∥∥
L2(P;R)
≤ sup
s∈[t,T )
∥∥uνj+1(s, x+W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
[
e
(
pj
2 + 1
)] 1
8 C
j+1
2
1
[
1
Γ(1+j+ 2p )
]β
.
(73)
Next we apply Lemma 3.4. To this end note that sups∈[t,T )
∥∥∣∣(F (0))(s, x+W 0s −W 0t )∣∣∥∥
L
2p
p−2 (P;R)
< ∞ and
2p
p−2 ≥ 2 ensure that for all r ∈ [1, 2) it holds that
sup
s∈[t,T )
E
[∣∣(F (0))(s, x+W 0s −W 0t )∣∣r] <∞. (74)
Moreover, it holds for all r ∈ [1, 2) that
∫ 1
0
1
s
r
2 [ρ(s)]
r−1 ds =
1
(1− α)r−1
∫ 1
0
s−(r(
1
2−α)+α) ds <∞. (75)
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Combing Lemma 3.4, (70), (72), and (73) proves that∥∥∥U0,ν0n,M (t, x)− uν0(t, x)∥∥∥
L2(P;R)
≤
√
max{T − t, 3}‖K‖1
n−1∑
j=0
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
(
n−1
j
) 1{1}(νj+1)[e( pj2 +1)] 18 2jC j21 [∏ji=1 Lνi ]√
Mn−j
[
1
Γ(j+1)
]β
+ sup
s∈[t,T )
∥∥(F (0))(s, x +W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
n−1∑
j=0
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
(
n−1
j
) 1{1}(νj+1)[e( pj2 +1)] 18 2jC j+121 [∏ji=1 Lνi ]√
Mn−j(Γ(1+j+ 2p ))
β
+
n−1∑
j=0
∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
(
n−1
j
)
sup
s∈[t,T )
∥∥uνj+1(s, x+W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
[
e
(
pj
2 +1
)] 1
8
2jC
j+1
2
1 [
∏j+1
i=1 Lνi]
√
Mn−j−1(Γ(1+j+ 2p ))
β .
(76)
Observe that for all j ∈ N0 it holds that
 ∑
ν1,ν2,...,νj+1∈
{1,2,...,d+1}
1{1}(νj+1)
j∏
i=1
Lνi

 = ‖L‖j1. (77)
Combining this with (76) proves that∥∥∥U0,ν0n,M (t, x)− uν0(t, x)∥∥∥
L2(P;R)
≤
√
max{T − t, 3}‖K‖1
n−1∑
j=0
[
e
(
pj
2 +1
)] 1
8
2jC
j
2
1 ‖L‖j1
√
Mn−j
(
n−1
j
) [
1
Γ(j+1)
]β
+ sup
s∈[t,T )
∥∥(F (0))(s, x +W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
n−1∑
j=0
[
e
(
pj
2 +1
)] 1
8
2j‖L‖j1C
j+1
2
1
√
Mn−j
(
n−1
j
) [
1
Γ(1+j+ 2p )
]β
+ sup
s∈[t,T ),i∈{1,2,...,d+1}
∥∥ui(s, x+W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
n−1∑
j=0
[
e
(
pj
2 +1
)] 1
8
2j‖L‖j+11 C
j+1
2
1
√
Mn−j−1
(
n−1
j
) [
1
Γ(1+j+ 2p)
]β
(78)
This and the facts that 2
√
C1‖L‖1 ≤ 2
√
C1max{1, ‖L‖1} ≤ C, p ≥ 2, and C ≥ 1 imply that∥∥∥U0,ν0n,M (t, x)− uν0(t, x)∥∥∥
L2(P;R)
≤
√
max{T − t, 3}‖K‖1
n−1∑
j=0
[
e
(
pj
2 +1
)] 1
8
Cj
√
Mn−j
(
n−1
j
) [
1
Γ(j+1)
]β
+
1
2
sup
s∈[t,T )
∥∥(F (0))(s, x +W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
n−1∑
j=0
[
e
(
pj
2 +1
)] 1
8
Cj+1
√
Mn−j
(
n−1
j
) [
1
Γ(j+1)
]β
+
1
2
sup
s∈[t,T ),i∈{1,2,...,d+1}
∥∥ui(s, x+W 0s −W 0t )∥∥
L
2p
p−2 (P;R)
n−1∑
j=0
[
e
(
pj
2 +1
)] 1
8
Cj+1
√
Mn−j−1
(
n−1
j
) [
1
Γ(j+1)
]β
≤
[
e
(pn
2 +1
)] 1
8Cn−1
√
Mn−1

n−1∑
j=0
(
n−1
j
) (√M)j
Γ(j+1)β

[√max{T−t,3}‖K‖1√
M
+
C sups∈[t,T )‖(F (0))(s,x+W 0s−W 0t )‖
L
2p
p−2 (P;R)
2
√
M
+
C sups∈[t,T ),i∈{1,2,...,d+1}‖ui(s,x+W 0s−W 0t )‖
L
2p
p−2 (P;R)
2
]
.
(79)
Next note that for all j ∈ N0 it holds that
(
√
M)j
Γ(j + 1)β
=
(
(M
1
2β )j
Γ(j + 1)
)β
≤
( ∞∑
k=0
(M
1
2β )k
Γ(k + 1)
)β
= exp
(
βM
1
2β
)
(80)
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and that
n−1∑
j=0
(
n−1
j
)
= 2n−1. (81)
Combining (78), (80), and (81) shows that
∥∥∥U0,ν0n,M (t, x)− uν0(t, x)∥∥∥
L2(P;R)
≤
[
e
( pn
2 +1
)] 1
8 (2C)n−1 exp
(
βM
1
2β
)
√
Mn−1
·
[√
max{T−t,3}‖K‖1√
M
+
C sups∈[t,T )‖(F (0))(s,x+W 0s−W 0t )‖
L
2p
p−2 (P;R)
2
√
M
+
C sups∈[t,T ),i∈{1,2,...,d+1}‖ui(s,x+W 0s−W 0t )‖
L
2p
p−2 (P;R)
2
]
.
(82)
This completes the proof of Proposition 3.5.
4 Regularity analysis for solutions of certain differential equations
The error analysis in Subsection 3.3 above provides upper bounds for the approximation errors of the MLP ap-
proximations in (34). The established upper bounds contain certain norms of the unknown exact solutions of the
PDEs which we intend to approximate; see, e.g., the right-hand side of (65) in Proposition 3.5 in Subsection 3.3
above for details. In Lemma 4.2 below we establish suitable upper bounds for these norms of the unknown exact
solutions of the PDEs which we intend to approximate. In our proof of Lemma 4.2 we employ certain a priori
estimates for solutions of BSDEs which we establish in the essentially well-known result in Lemma 4.2 below
(see, e.g., El Karoui et al. [19, Proposition 2.1 and Equation (2.12)] for results related to Lemma 4.2 below).
4.1 Regularity analysis for solutions of backward stochastic differential equations
(BSDEs)
Lemma 4.1. Let T ∈ (0,∞), t ∈ [0, T ], d ∈ N, L1, L2, . . . , Ld+1 ∈ [0,∞), let ‖·‖2 : Rd → [0,∞) be
the d-dimensional Euclidean norm, let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[t,T ], let
f, f˜ : [t, T ]×R×Rd × Ω → R be functions satisfying that for all s ∈ [t, T ] the function [t, s] ×R ×Rd × Ω ∋
(u, y, z, ω) 7→ (f(u, y, z, ω), f˜(u, y, z, ω)) ∈ R2 is (B([t, s]) ⊗ B(R) ⊗ B(Rd) ⊗ Fs)/B(R2) is measurable, assume
that for all s ∈ [t, T ], y, y˜ ∈ R, z, z˜ ∈ Rd it holds P-a.s. that
|f(s, y, z)− f(s, y˜, z˜)| ≤ L1|y − y˜|+
d∑
j=1
Lj+1|zj − z˜j |, (83)
let Y, Y˜ : [t, T ] × Ω → R, W : [t, T ] × Ω → Rd be (Fs)s∈[t,T ]-adapted processes with continuous sample paths,
assume that (Ws+t − Wt)s∈[0,T−t] is a standard Brownian motion, let Z, Z˜ : [t, T ] × Ω → Rd be (Fs)s∈[t,T ]-
adapted (B([t, T ]) ⊗ F)/B(Rd)-measurable processes, assume that it holds P-a.s. that ∫ T
t
|f(s, Ys, Zs)| ds < ∞,∫ T
t
|f˜(s, Y˜s, Z˜s)| ds < ∞,
∫ T
t
‖Zs‖22 ds < ∞, and
∫ T
t
‖Z˜s‖22 ds < ∞, assume that for all s ∈ [t, T ] it holds P-a.s.
that
Ys = YT +
∫ T
s
f(u, Yu, Zu) du−
∫ T
s
(
Zu
)T
dWu,
Y˜s = Y˜T +
∫ T
s
f˜(u, Y˜u, Z˜u) du−
∫ T
s
(
Z˜u
)T
dWu,
(84)
and that E
[
sups∈[t,T ] Y
2
s
]
<∞ and E
[
sups∈[t,T ] Y˜
2
s
]
<∞. Then it holds P-a.s. that
∣∣∣Yt − Y˜t∣∣∣ ≤ eL1(T−t)
(
‖YT − Y˜T ‖L∞(P;R) + (T − t) sup
s∈[t,T ],y∈R,z∈Rd
‖f(s, y, z)− f˜(s, y, z)‖L∞(P;R)
)
. (85)
Proof of Lemma 4.1. Throughout the proof let 〈·, ·〉 : Rd ×Rd → [0,∞) the function that satisfies for all v =
(v1, . . . , vd), w = (w1, . . . , wd) ∈ Rd that 〈v, w〉 =
∑d
i=1 viwi. Without loss of generality we suppose that
sups∈[t,T ],y∈R,z∈Rd ‖f(s, y, z) − f˜(s, y, z)‖L∞(P;R) < ∞. Throughout this proof let ‖·‖ : Rd → [0,∞), be the
Euclidean norm, let 〈·, ·〉 : Rd×Rd → R be the Euclidean scalar product, let A : [t, T ]×Ω→ R, B : [t, T ]×Ω→ Rd
be the functions which satisfy for all s ∈ [t, T ], j ∈ {1, 2, . . . , d} that
As =
{
f(s,Ys,Z˜s)−f(s,Y˜s,Z˜s)
Ys−Y˜s if Ys 6= Y˜s
0 else
, (86)
Bs(j) =
{
f(s,Ys,Zs(1),...,Zs(j),Z˜s(j+1)...,Z˜s(d))−f(s,Ys,Zs(1),...,Zs(j−1),Z˜s(j)...,Z˜s(d))
Zs(j)−Z˜s(j) if Zs(j) 6= Z˜s(j)
0 else
, (87)
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and let Γ: [t, T ] × Ω → R be the function that satisfies for all s ∈ [t, T ] that Γs = e
∫
s
t
Ar− ‖Br‖
2
2 dr+
∫
s
t
〈Br ,dWr〉.
Itoˆ’s formula implies that for all s ∈ [t, T ] it holds P-a.s. that
Γs = 1 +
∫ s
t
ΓrAr dr +
∫ s
t
Γr〈Br, dWr〉. (88)
Then Itoˆ’s formula, (84), and (88) yield that for all u ∈ [t, T ) it holds P-a.s. that
ΓuYu − Yt =
∫ u
t
Γs
(
− f (s, Ys, Zs) +AsYs + 〈Bs, Zs〉
)
ds+
∫ u
t
ΓsYs〈Bs, dWs〉+
∫ u
t
Γs〈Zs, dWs〉 (89)
and that
ΓuY˜u − Y˜t =
∫ u
t
Γs
(
− f˜(s, Y˜s, Z˜s) +AsY˜s + 〈Bs, Z˜s〉
)
ds+
∫ u
t
ΓsY˜s〈Bs, dWs〉+
∫ u
t
Γs〈Z˜s, dWs〉. (90)
Next (86), (87), and a telescoping sum imply for all s ∈ [t, T ] that
As(Ys − Y˜s) + 〈Bs, Zs − Z˜s〉 = As(Ys − Y˜s) +
d∑
j=1
Bs(j)
(
Zs(j)− Z˜s(j)
)
= f(s, Ys, Z˜s)− f(s, Y˜s, Z˜s) +
d∑
j=1
(
f(s, Ys, Zs(1), . . . , Zs(j), Z˜s(j + 1), . . . , Z˜s(d))
− f(s, Ys, Zs(1), . . . , Zs(j − 1), Z˜s(j), . . . , Z˜s(d))
)
= f(s, Ys, Z˜s)− f(s, Y˜s, Z˜s) + f(s, Ys, Zs)− f(s, Ys, Z˜s)
= f(s, Ys, Zs)− f(s, Y˜s, Z˜s).
(91)
This, (89), and (90) imply that for all u ∈ [t, T ] it holds P-a.s. that
Yt − Y˜t − Γu(Yu − Y˜u) +
∫ u
t
Γs(Ys − Y˜s)〈Bs, dWs〉+
∫ u
t
Γs〈Zs − Z˜s, dWs〉
=
∫ u
t
Γs
(
f(s, Ys, Zs)− f˜(s, Y˜s, Z˜s)−
(
As(Ys − Y˜s) + 〈Bs, Zs − Z˜s〉
))
ds
=
∫ u
t
Γs
(
f(s, Y˜s, Z˜s)− f˜(s, Y˜s, Z˜s)
)
ds.
(92)
For every n ∈ N let τn : Ω→ [t, T ) be the stopping time that satisfies
τn = inf
({
r ∈ [t, T ] :
∣∣∣∣
∫ r
t
Γs(Ys − Y˜s)〈Bs, dWs〉
∣∣∣∣+
∣∣∣∣
∫ r
t
Γs〈Zs − Z˜s, dWs〉
∣∣∣∣ ≥ n
}
∪ {T − Tn }
)
. (93)
Taking conditional expectations in (92) implies for all n ∈ N that P-a.s. it holds that
Yt − Y˜t = E
[
Γτn(Yτn − Y˜τn) +
∫ τn
t
Γs
(
f(s, Y˜s, Z˜s)− f˜(s, Y˜s, Z˜s)
)
ds
∣∣Ft
]
. (94)
Next note that assumption (83) ensures that sups∈[t,T ] ‖Bs‖2 ≤
∑d+1
j=2(Lj)
2. This and an exponential martingale
argument imply that
E
[(
e−
∫
T
t
‖Bs‖2
2 ds+
∫
T
t
〈Bs,dWs〉
)2]
= E
[
e
∫
T
t
‖Bs‖2 dse−
∫
T
t
‖2Bs‖2
2 ds+
∫
T
t
〈2Bs,dWs〉
]
≤ e(T−t)
∑d+1
j=2 (Lj)
2
E
[
e−
∫ T
t
‖2Bs‖2
2 ds+
∫ T
t
〈2Bs,dWs〉
]
= e(T−t)
∑d+1
j=2 (Lj)
2
.
(95)
Note that by assumption (83) it holds P-a.s. that sups∈[t,T ] |As| ≤ L1. This, Doob’s martingale inequality, and
(95), show that
E
[
sup
s∈[t,T ]
Γ2s
]
= E
[
sup
s∈[t,T ]
e
∫ s
t
2Ardr
(
e−
∫ s
t
‖Br‖2
2 dr+
∫ s
t
〈Br,dWr〉
)2]
≤ e2L1(T−t)E
[
sup
s∈[t,T ]
(
e−
∫ s
t
‖Br‖2
2 dr+
∫ s
t
〈Br ,dWr〉
)2]
≤ 4e2L1(T−t)E
[(
e−
∫
T
t
‖Br‖2
2 dr+
∫
T
t
〈Br ,dWr〉
)2]
≤ 4e(T−t)(2L1+
∑d+1
j=2 (Lj)
2).
(96)
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This together with the Cauchy-Schwarz inequality, and the assumptions that E
[
sups∈[t,T ] Y
2
s
]
<∞ and E
[
sups∈[t,T ] Y˜
2
s
]
<
∞ prove that
E
[
sup
s∈[t,T ]
|Γs(Ys − Y˜s)|
]
≤
√√√√E
[
sup
s∈[t,T ]
Γ2s
]
E
[
sup
s∈[t,T ]
(Ys − Y˜s)2
]
<∞. (97)
Moreover, it holds that
E
[∫ T
t
Γs
∣∣∣f(s, Y˜s, Z˜s)− f˜(s, Y˜s, Z˜s)∣∣∣ ds
]
≤ E
[∫ T
t
Γs ds
][
sup
s∈[t,T ],y∈R,z∈Rd
‖f(s, y, z)− f˜(s, y, z)‖L∞(P;R)
]
<∞.
(98)
This, (97), Lebesgue’s dominated convergence theorem, (94), continuity of Y , Y˜ , Γ, and the fact that it holds
P-a.s. that limn→∞ τn = T ensure that P-a.s. it holds that
Yt − Y˜t = lim
n→∞E
[
Γτn(Yτn − Y˜τn) +
∫ τn
t
Γs
(
f(s, Y˜s, Z˜s)− f˜(s, Y˜s, Z˜s)
)
ds
∣∣Ft
]
= E
[
ΓT (YT − Y˜T ) +
∫ T
t
Γs
(
f(s, Y˜s, Z˜s)− f˜(s, Y˜s, Z˜s)
)
ds
∣∣Ft
] (99)
This, the triangle inequality, the fact that the process [t, T ]× Ω ∋ (s, ω) 7→ e−
∫ s
t
‖Br‖2
2 dr+
∫ s
t
〈Br ,dWr〉 ∈ (0,∞) is
a martingale, and the fact sups∈[t,T ] |As| ≤ L1 yield that P-a.s. it holds that
∣∣Yt − Y˜t∣∣ ≤ E
[
ΓT |YT − Y˜T |+
∫ T
t
Γs
∣∣∣f(s, Y˜s, Z˜s)− f˜(s, Y˜s, Z˜s)∣∣∣ ds∣∣∣Ft
]
≤ E[ΓT
∣∣Ft] ‖YT − Y˜T ‖L∞(P;R) + E
[∫ T
t
Γs ds
∣∣∣Ft
][
sup
s∈[t,T ],y∈R,z∈Rd
‖f(s, y, z)− f˜(s, y, z)‖L∞(P;R)
]
≤ eL1(T−t)
(
‖YT − Y˜T ‖L∞(P;R) + (T − t) sup
s∈[t,T ],y∈R,z∈Rd
‖f(s, y, z)− f˜(s, y, z)‖L∞(P;R)
)
.
(100)
This proves (85). The proof of Lemma 4.1 is thus completed.
4.2 Regularity analysis for solutions of partial differential equations (PDEs)
Lemma 4.2 (Upper bound for exact solution). Let T ∈ (0,∞), d ∈ N, η, L0, L1, . . . , Ld, L1,L2, . . . ,Ld,
K1,K2, . . . ,Kd ∈ R, f ∈ C([0, T ]×Rd ×R×Rd,R), g ∈ C(Rd,R), u = (u(t, x))(t,x)∈[0,T ]×Rd ∈ C1,2([0, T ]×
R
d,R) , let ‖·‖ : Rd+1 → [0,∞) be a norm, assume for all t ∈ [0, T ], x = (x1, x2, . . . , xd), x = (x1, x2, . . . , xd),
z = (z1, z2, . . . , zd), z = (z1, z2, . . . , zd) ∈ Rd, y, y ∈ R that
|f(t, x, y, z)− f(t, x, y, z)| ≤ L0|y − y|+
∑d
j=1(Lj |zj − zj |+ Lj |xj − xj |), (101)
|g(x)− g(x)| ≤∑di=1Ki|xi − xi|, |u(t, x)| ≤ η[1 +∑di=1 |xi|]η, u(T, x) = g(x), (102)
and
(
∂
∂tu
)
(t, x) + 12 (∆xu)(t, x) + f
(
t, x, u(t, x), (∇xu)(t, x)
)
= 0, (103)
let (Ω,F ,P) be a probability space, and let W : [0, T ]× Ω→ Rd be a standard Brownian motion. Then
(i) it holds for all s ∈ [0, T ), x ∈ Rd that
E
[∥∥g(x+WT−s)(1, WT−sT−s )∥∥]
+ E
[∫ T
s
∥∥[f(t, x+Wt−s, u(t, x+Wt−s), (∇xu)(t, x+Wt−s))](1, Wt−st−s )∥∥ dt
]
<∞,
(104)
(ii) it holds for all s ∈ [0, T ), x ∈ Rd that
(u(s, x), (∇xu)(s, x)) = E
[
g(x+WT−s)
(
1, WT−sT−s
)]
+ E
[∫ T
s
[
f
(
t, x+Wt−s, u(t, x+Wt−s), (∇xu)(t, x+Wt−s)
)] (
1, Wt−st−s
)
dt
]
,
(105)
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(iii) it holds for all t ∈ [0, T ], x = (x1, x2, . . . , xd), x = (x1, x2, . . . , xd) ∈ Rd that
|u(t, x)− u(t, x)| ≤ eL0(T−t)
(∑d
j=1(Kj + (T − t)Lj)|xj − xj |
)
, (106)
(iv) it holds for all t ∈ (0, T ), x ∈ Rd, i ∈ {1, 2, . . . , d} that∣∣( ∂∂xiu)(t, x)∣∣ ≤ eL0(T−t)(Ki + (T − t)Li), (107)
and
(v) it holds for all x ∈ Rd, p ∈ [1,∞) that
sup
s∈[0,T ]
sup
t∈[s,T ]
(E[|u(t, x+Wt −Ws)|p])1/p
≤ eL0T
[
sup
s∈[0,T ]
(E[|g(x +Ws)|p])1/p + T sup
s,t∈[0,T ]
(E[|f(t, x+Ws, 0, 0)|p])1/p + TeL0T
∑d
j=1 Lj(Kj + TLj)
]
.
(108)
Proof of Lemma 4.2. Throughout this proof let ‖·‖2 : Rd → [0,∞) be the d-dimensional Euclidean norm. Item
(i) and item (ii) follow from Lemma 4.2 in [41]. Next we prove item (iii). Throughout the proof of item (iii) let
t ∈ [0, T ), x = (x1, x2, . . . , xd), x = (x1, x2, . . . , xd) ∈ Rd, let Y,Y : [t, T ]× Ω → R, let Z,Z : [t, T ]× Ω → Rd be
functions which satisfy for all s ∈ [t, T ] that
Ys = u(s, x+Ws −Wt), (109)
Ys = u(s, x+Ws −Wt), (110)
Zs = (∇xu)(s, x+Ws −Wt), (111)
Zs = (∇xu)(s, x+Ws −Wt). (112)
Then Itoˆ’s lemma yields that for all s ∈ [t, T ] it holds P-a.s. that
YT = Ys −
∫ T
s
f(r, x+Wr −Wt, Yr, Zr) dr +
∫ T
s
(
Zr
)T
dWr (113)
and
YT = Ys −
∫ T
s
f(r, x+Wr −Wt,Yr,Zr) dr +
∫ T
s
(
Zr
)T
dWr. (114)
Next note that (102) implies that there exists λ ∈ (12 ,∞) such that sups∈[0,T ],ξ∈Rd |u(s,ξ)|1+‖ξ‖λ2 < ∞. For such a
λ ∈ (12 ,∞) Doob’s inequality implies that∥∥∥∥∥ sups∈[t,T ] |Ys|
∥∥∥∥∥
L2(P;R)
=
∥∥∥∥∥ sups∈[t,T ] |u(s, x+Ws −Wt)|
∥∥∥∥∥
L2(P;R)
≤
[
sup
s∈[0,T ],ξ∈Rd
|u(s,ξ)|
1+‖ξ‖λ2
]
1 +
∥∥∥∥∥ sups∈[t,T ] ‖x+Ws −Wt‖λ2
∥∥∥∥∥
L2(P;R)


≤
[
sup
s∈[0,T ],ξ∈Rd
|u(s,ξ)|
1+‖ξ‖λ2
](
1 +
(
2λ
2λ− 1
)1/λ ∥∥‖x+WT −Wt‖λ2∥∥L2(P;R)
)
<∞
(115)
and likewise ∥∥∥∥∥ sups∈[t,T ] |Ys|
∥∥∥∥∥
L2(P;R)
<∞. (116)
Moreover, (101) implies that for all s ∈ [t, T ], y, y ∈ R, z = (z1, z2, . . . , zd), z = (z1, z2, . . . , zd) ∈ Rd, it holds
P-a.s. that
|f(s, x+Wt −Ws, y, z)− f(s, x+Wt −Ws, y, z)| ≤ L0|y − y|+
d∑
j=1
Lj |zj − zj |. (117)
and
|f(s, x+Ws −Wt, y, z)− f(s, x+Ws −Wt, y, z)| ≤
d∑
j=1
Lj |xj − x˜j |. (118)
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This, (113), (114), (115), (116), and Lemma 4.1 prove that
|u(t, x)− u(t, x)| = ∣∣Yt −Yt∣∣
≤ eL0(T−t)
(
‖YT −YT ‖L∞(P;R) + (T − t) sup
s∈[t,T ],y∈R,z∈Rd
‖f(s, x+Ws −Wt, y, z)− f(s, x+Ws −Wt, y, z)‖L∞(P;R)
)
≤ eL0(T−t)
(
‖g(x+WT −Wt)− g(x+WT −Wt)‖L∞(P;R) + (T − t)
d∑
j=1
Lj |xj − xj |
)
≤ eL0(T−t)
( d∑
j=1
(Kj + (T − t)Lj)|xj − xj |
)
.
(119)
This proves item (iii). From item (iii) it then follows for all t ∈ [0, T ], x ∈ Rd, i ∈ {1, 2, . . . , d} that
∣∣∣( ∂∂xiu)(t, x)
∣∣∣ =
∣∣∣∣ lim
R\{0}∋h→0
u(t,x+hei)−u(t,x)
h
∣∣∣∣ ≤ eL0(T−t)(Ki + (T − t)Li). (120)
and this proves item (iv). Next we prove item (v). For the rest of the proof let F : C([0, T ) × Rd,R1+d) →
C([0, T ) × Rd,R), u : [0, T ) × Rd → Rd+1 be the functions which satisfies for all t ∈ [0, T ), x ∈ Rd, v ∈
C([0, T ) ×Rd,R1+d) that (F (v))(t, x) = f(t, x,v(t, x)) and u(t, x) = (u(t, x), (∇xu)(t, x)). Item (ii), Tonelli’s
theorem, and the triangle inequality prove for all s ∈ [0, T ], t ∈ [s, T ], x ∈ Rd, p ∈ [1,∞) that
‖u(t, x+Wt −Ws)‖Lp(P;R)
=
∥∥∥ ∫ g(x+Wt −Ws + y)PWT−Ws(dy) +
∫ T
t
∫
(F (u))(v, x +Wt −Ws + y)PWv−Wt(dy) dv
∥∥∥
Lp(P;R)
≤
∥∥∥ ∫ g(x+Wt −Ws + y)PWT−Ws(dy)∥∥∥
Lp(P;R)
+
∫ T
t
∥∥∥ ∫ (F (u))(v, x +Wt −Ws + y)PWv−Wt(dy)∥∥∥
Lp(P;R)
dv
(121)
This, Jensen’s inequality independence of Brownian increments yield for all s ∈ [0, T ], t ∈ [s, T ], x ∈ Rd,
p ∈ [1,∞) that
‖u(t, x+Wt −Ws)‖Lp(P;R) ≤
(∫ ∫ ∣∣∣g(x+ z + y)∣∣∣pPWT−Ws(dy)PWt−Ws(dz)
) 1
p
+
∫ T
t
(∫ ∫ ∣∣∣(F (u))(v, x + z + y)∣∣∣p PWT−Ws(dy)PWt−Ws(dz)
) 1
p
dv.
=
(∫ ∫ ∣∣∣g(x+ z + y)∣∣∣pP(Wv−Wt,Wt−Ws)(d(y, z))
) 1
p
+
∫ T
t
(∫ ∫ ∣∣∣(F (u))(v, x + z + y)∣∣∣p P(Wv−Wt,Wt−Ws)(d(y, z))
) 1
p
dv
= ‖g(x+WT −Ws)‖Lp(P;R) +
∫ T
t
∥∥∥(F (u))(v, x +Wv −Ws)∥∥∥
Lp(P;R)
dv
(122)
This, the triangle inequality, the global Lipschitz assumption 101 of f , and item (iv) show for all s ∈ [0, T ],
x ∈ Rd, p ∈ [1,∞) that
sup
t∈[s,T ]
‖u(t, x+Wt −Ws)‖Lp(P;R) ≤ ‖g(x+WT −Ws)‖Lp(P;R) +
∫ T
s
∥∥∥(F (0))(v, x +Wv −Ws)∥∥∥
Lp(P;R)
dv
+ L0
∫ T
s
∥∥∥u(v, x+Wv −Ws)∥∥∥
Lp(P;R)
dv +
d∑
j=1
Lj
∫ T
s
∥∥∥( ∂∂xj u)(v, x +Wv −Ws)
∥∥∥
Lp(P;R)
dv
≤ ‖g(x+WT −Ws)‖Lp(P;R) +
∫ T
s
∥∥∥(F (0))(v, x +Wv −Ws)∥∥∥
Lp(P;R)
dv
+ L0
∫ T
s
sup
t∈[v,T ]
∥∥∥u(t, x+Wt −Ws)∥∥∥
Lp(P;R)
dv +
d∑
j=1
eL0TTLj(Kj + TLj)
(123)
Note that there exists λ ∈ (0,∞) such that sups∈[0,T ],ξ∈Rd |u(s,ξ)|1+‖ξ‖λ2 < ∞. For such a λ ∈ (0,∞) and for all
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x ∈ Rd, p ∈ [1,∞) it holds that
sup
s∈[0,T ],t∈[s,T ]
‖u(t, x+Wt −Ws)‖Lp(P;R) ≤
[
sup
s∈[0,T ],ξ∈Rd
|u(s,ξ)|
1+‖ξ‖λ2
](
1 + sup
s∈[0,T ],t∈[s,T ]
∥∥‖x+Wt −Ws‖λ2∥∥Lp(P;R)
)
<∞.
(124)
This, (123), and Gronwall’s inequality finally yield for all x ∈ Rd, p ∈ [1,∞) that
sup
s∈[0,T ]
sup
t∈[s,T ]
‖u(t, x+Wt −Ws)‖Lp(P;R)
≤ eL0T sup
s∈[0,T ]
‖g(x+Ws)‖Lp(P;R) + eL0TT
(
sup
s,t∈[0,T ]
∥∥(F (0))(t, x +Ws)∥∥Lp(P;R) + eL0T
d∑
j=1
Lj(Kj + TLj)
)
.
(125)
The proof of Lemma 4.2 is thus completed.
5 Overall complexity analysis for MLP approximation methods
In this section we combine the findings of Sections 3 and 4 to establish in Theorem 5.2 below the main ap-
proximation result of this article; see also Corollary 5.1 and Corollary 5.4 below. The i.i.d. random variables
rθ : Ω → (0, 1), θ ∈ Θ, appearing in the MLP approximation methods in Corollary 5.1 (see (129) in Corol-
lary 5.1), Theorem 5.2 (see (146) in Theorem 5.2), and Corollary 5.4 (see (159) in Corollary 5.4) are employed to
approximate the time integrals in the semigroup formulations of the PDEs under consideration. One of the key
ingredients of the MLP approximation methods, which we propose and analyze in this article, is the fact that the
density of these i.i.d. random variables rθ : Ω → (0, 1), θ ∈ Θ, is equal to the function (0, 1) ∋ s 7→ αsα−1 ∈ R
for some α ∈ (0, 1), or equivalently, that these i.i.d. random variables satisfy for all θ ∈ Θ, b ∈ (0, 1) that
P(rθ ≤ b) = bα for some α ∈ (0, 1). In particular, in contrast to previous MLP approximation methods studied
in the scientific literature (see, e.g., [39, 40, 4]) it is crucial in this article to exclude the case where the random
variables rθ : Ω→ (0, 1), θ ∈ Θ, are continuous uniformly distributed on (0, 1) (corresponding to the case α = 1).
To make this aspect more clear to the reader, we provide in Lemma 5.3 below an explanation why it is essential
to exclude the continuous uniform distribution case α = 1. Note that the random variable U : Ω → Rd+1
in Lemma 5.3 coincides with a special case of the random fields in (146) in Theorem 5.2 (with gd(x) = 0,
fd(s, x, y, z) = 1, M = 1, t = 0 for s ∈ [0, T ), x, z ∈ Rd, y ∈ R, d ∈ N in the notation of Theorem 5.2).
5.1 Quantitative complexity analysis for MLP approximation methods
Corollary 5.1. Let ‖·‖1 : (∪n∈NRn)→ R and ‖·‖∞ : (∪n∈NRn)→ R satisfy for all n ∈ N, x = (x1, x2, . . . , xn) ∈
R
n that ‖x‖1 =
∑n
i=1 |xi| and ‖x‖∞ = maxi∈{1,2,...,n} |xi|, let T, δ ∈ (0,∞), ε ∈ (0, 1], d ∈ N, L =
(L0, L1, . . . , Ld) ∈ Rd+1, K = (K1,K2, . . . ,Kd), L = (L1,L2 . . . ,Ld), ξ ∈ Rd, p ∈ (2,∞), α ∈ ( p−22(p−1) , p2(p−1) ),
β = α2 − (1−α)(p−2)2p ∈ (0, α2 ), f ∈ C([0, T ] × Rd × R × Rd,R), g ∈ C(Rd,R), let u = (u(t, x))(t,x)∈[0,T ]×Rd ∈
C1,2([0, T ]×Rd,R) be an at most polynomially growing function, assume for all t ∈ (0, T ), x = (x1, x2, . . . , xd),
x = (x1, x2, . . . , xd), z = (z1, z2, . . . , zd), z = (z1, z2, . . . , zd) ∈ Rd, y, y ∈ R that
|f(t, x, y, z)− f(t, x, y, z)| ≤ L0|y − y|+
∑d
j=1
(
Lj |zj − zj |+ Lj |xj − xj |
)
, (126)
|g(x)− g(x)| ≤∑di=1Ki|xi − xi|, u(T, x) = g(x), (127)
and
(
∂
∂tu
)
(t, x) + 12 (∆xu)(t, x) + f
(
t, x, u(t, x), (∇xu)(t, x)
)
= 0, (128)
let F : C([0, T ) × Rd,R1+d) → C([0, T ) × Rd,R) satisfy for all t ∈ [0, T ), x ∈ Rd, v ∈ C([0, T ) × Rd,R1+d)
that (F (v))(t, x) = f(t, x,v(t, x)), let (Ω,F ,P) be a probability space, let Θ = ∪n∈NZn, let Zθ : Ω → Rd,
θ ∈ Θ, be i.i.d. standard normal random variables, let rθ : Ω → (0, 1), θ ∈ Θ, be i.i.d. random variables,
assume for all b ∈ (0, 1) that P(r0 ≤ b) = b1−α, assume that (Zθ)θ∈Θ and (rθ)θ∈Θ are independent, let Uθn,M =
(Uθ,0n,M ,U
θ,1
n,M , . . . ,U
θ,d
n,M ) : [0, T )×Rd×Ω→ R1+d, n,M ∈ Z, θ ∈ Θ, satisfy for all n,M ∈ N, θ ∈ Θ, t ∈ [0, T ),
x ∈ Rd that Uθ−1,M (t, x) = Uθ0,M (t, x) = 0 and
Uθn,M (t, x) = (g(x), 0) +
1
Mn
Mn∑
i=1
(
g(x+ [T − t]1/2Z(θ,0,−i))− g(x))(1, [T − t]−1/2Z(θ,0,−i))
+
n−1∑
l=0
Mn−l∑
i=1
(T−t)(r(θ,l,i))α
(1−α)Mn−l
(
1, [(T − t)r(θ,l,i)]−1/2Z(θ,l,i))
· [(F (U(θ,l,i)l,M )− 1N(l)F (U(θ,−l,i)l−1,M ))(t+ (T − t)r(θ,l,i), x+ [(T − t)r(θ,l,i)]1/2Z(θ,l,i))],
(129)
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let (RVn,M )(n,M)∈Z2 ⊆ Z satisfy for all n,M ∈ N that RV0,M = 0 and
RVn,M ≤ dMn +
n−1∑
l=0
[
M (n−l)(d+ 1 + RVl,M +1N(l)RVl−1,M )
]
, (130)
and let C ∈ (0,∞) satisfy that
C = max
{
1
2 , |Γ(p2 )|
1
p (1− α) 1p−1max
{
T,Γ(p+12 )
1
p π−
1
2p
√
2T
}
max{1, ‖L‖1}
}
. (131)
Then there exists N ∈ N ∩ [2,∞) such that
sup
n∈N∩[N,∞)
[∥∥U0,0
n,⌊n2β⌋(0, ξ)− u(0, ξ)
∥∥
L2(P;R)
+ max
i∈{1,2,...,d}
∥∥U0,i
n,⌊n2β⌋(0, ξ)− ( ∂∂xiu)(0, ξ)
∥∥
L2(P;R)
]
≤ ε (132)
and
N∑
n=1
RVn,⌊n2β⌋ ≤ dε−(2+δ)23+δ
[
1 +
√
max{T,3}‖K‖1√
⌊(N−1)2β⌋ + Ce
L0T sup
s∈[0,T ]
‖g(ξ +√sZ(0))‖
L
2p
p−2 (P;R)
+ CeL0T (‖K‖∞ + T ‖L‖∞) + C sup
s,t∈[0,T )
∥∥∥(F (0))(t, ξ +√sZ(0))∥∥∥
L
2p
p−2 (P;R)
(
1√
⌊(N−1)2β⌋ + Te
L0T
)
+ TCe2L0T
d∑
j=1
Lj(Kj + TLj)
]2+δ
·

 sup
n∈N∩[2,∞)

 5
n
[
(n−1)2β
[
e
(
p(n−1)
2 +1
)] 1
8
(4Ceβ)n−1
]2+δ
(⌊(n−1)2β⌋) δn2



 <∞.
(133)
Proof of Corollary 5.1. Throughout the proof let ε ∈ (0, 1] and let (ηn,M )(n,M)∈N2 ⊆ R satisfy for all n,M ∈ N
that
ηn,M =
∥∥∥U0,0n,M (0, ξ)− u(0, ξ)∥∥∥
L2(P;R)
+ max
i∈{1,2,...,d}
∥∥∥U0,in,M (0, ξ)− ( ∂∂xiu)(0, ξ)
∥∥∥
L2(P;R)
. (134)
First note that it follows from Proposition 3.5, item (i) of Lemma 4.2, and the fact that the increments of a
Brownian motion are normally distributed that for all M,n ∈ N it holds that
ηn,M ≤ 2max
{∥∥∥U0,0n,M (0, ξ)− u(0, ξ)∥∥∥
L2(P;R)
, max
i∈{1,2,...,d}
∥∥∥U0,in,M (0, ξ)− ( ∂∂xiu)(0, ξ)
∥∥∥
L2(P;R)
}
≤
2
[
e
(pn
2 +1
)] 1
8 (4C)n−1 exp
(
βM
1
2β
)
√
Mn−1
[√
max{T,3}‖K‖1√
M
+
C sups,t∈[0,T )‖(F (0))(t,ξ+√sZ(0))‖
L
2p
p−2 (P;R)√
M
+ C sup
s,t∈[0,T )
[
max
{∥∥∥u(t, ξ +√sZ(0))∥∥∥
L
2p
p−2 (P;R)
, max
i∈{1,2,...,d}
∥∥∥( ∂∂xiu)(t, ξ +√sZ(0))
∥∥∥
L
2p
p−2 (P;R)
}]
.
(135)
This together with Lemma 4.2 implies for all M,n ∈ N that
ηn,M ≤
2
[
e
( pn
2 +1
)] 1
8 (4C)n exp
(
βM
1
2β
)
√
Mn−1
[√
max{T,3}‖K‖1√
M
+ C
(
1√
M
+ TeL0T
)
sup
s,t∈[0,T )
∥∥∥(F (0))(t, ξ +√sZ(0))∥∥∥
L
2p
p−2 (P;R)
+ CeL0T (‖K‖∞ + T ‖L‖∞) + CeL0T sup
s∈[0,T ]
‖g(ξ +√sZ(0))‖
L
2p
p−2 (P;R)
+ TCe2L0T
d∑
j=1
Lj(Kj + TLj)
]
.
(136)
It follows from (126) and (127) that sups,t∈[0,T )
∥∥(F (0))(t, ξ +√sZ(0))∥∥
L
2p
p−2 (P;R)
< ∞ and sups∈[0,T ] ‖g(ξ +
√
sZ(0))‖
L
2p
p−2 (P;R)
< ∞. This together with (136) proves that lim supn→∞ ηn,⌊n2β⌋ = 0. Let N ∈ N be the
natural number given by
N = min
{
n ∈ N ∩ [2,∞) : sup
m∈N∩[n,∞)
ηm,⌊m2β⌋ ≤ ε
}
(137)
and let C ∈ [0,∞) be the real number given by
C = 2
[
1 +
√
max{T,3}‖K‖1√
⌊(N−1)2β⌋ + C sups,t∈[0,T )
∥∥∥(F (0))(t, ξ +√sZ(0))∥∥∥
L
2p
p−2 (P;R)
(
1√
⌊(N−1)2β⌋ + Te
L0T
)
+ CeL0T (‖K‖∞ + T ‖L‖∞) + CeL0T sup
s∈[0,T ]
‖g(ξ +√sZ(0))‖
L
2p
p−2 (P;R)
+ TCe2L0T
d∑
j=1
Lj(Kj + TLj)
]
.
(138)
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If N = 2 then it holds that
ε ≤ 1 ≤ 4CC [e (p2 + 1)] 18 eβ = C
[
e
(
p(N−1)
2 +1
)] 1
8
(4C)N−1 exp
(
β(⌊(N−1)2β⌋)
1
2β
)
√
(⌊(N−1)2β⌋)N−2 . (139)
If N > 2 it follows from (137), (136) and (138) that
ε < ηN−1,⌊(N−1)2β⌋ ≤
C
[
e
(
p(N−1)
2 +1
)] 1
8
(4C)N−1 exp
(
β(⌊(N−1)2β⌋)
1
2β
)
√
(⌊(N−1)2β⌋)N−2 . (140)
Moreover, [39, Lemma 3.6] implies that for all n ∈ N it holds that RVn,⌊n2β⌋ ≤ d(5⌊n2β⌋)n. This implies that
N∑
n=1
RVn,⌊n2β⌋ ≤ d
N∑
n=1
(5⌊n2β⌋)n ≤ d
N∑
n=1
(5⌊N2β⌋)n = d(5⌊N
2β)⌋)((5⌊N2β⌋)N − 1)
5⌊N2β⌋ − 1 ≤ 2d(5⌊N
2β⌋)N . (141)
Combining this with (139) and (140) proves that
N∑
n=1
RVn,⌊n2β⌋ ≤ 2d(5⌊N2β⌋)N = d(5⌊N2β⌋)Nε2+δε−(2+δ)
≤ 2dε−(2+δ)(5⌊N2β⌋)N

C
[
e
(
p(N−1)
2 +1
)] 1
8
(4C)N−1 exp
(
β(⌊(N−1)2β⌋)
1
2β
)
√
(⌊(N−1)2β⌋)N−2


2+δ
= 2dε−(2+δ)C2+δ
5N (⌊N2β⌋)N
[[
e
(
p(N−1)
2 +1
)] 1
8
(4C)N−1 exp
(
β(⌊(N−1)2β⌋)
1
2β
)]2+δ
(⌊(N−1)2β⌋)
(N−2)(2+δ)
2
≤ 2dε−(2+δ)C2+δ
5N (⌊(N−1)2β⌋)N
[[
e
(
p(N−1)
2 +1
)] 1
8
(4C)N−1 exp
(
β(⌊(N−1)2β⌋)
1
2β
)]2+δ
(⌊(N−1)2β⌋)
(N−2)(2+δ)
2
= 2dε−(2+δ)C2+δ
5N
[
⌊(N−1)2β⌋
[
e
(
p(N−1)
2 +1
)] 1
8
(4C)N−1 exp
(
β(⌊(N−1)2β⌋)
1
2β
)]2+δ
(⌊(N−1)2β⌋) δN2
≤ 2dε−(2+δ)C2+δ
5N
[
(N−1)2β
[
e
(
p(N−1)
2 +1
)] 1
8
(4Ceβ)N−1
]2+δ
(⌊(N−1)2β⌋) δN2
≤ 2dε−(2+δ)C2+δ

 sup
n∈N∩[2,∞)

5
n
[
(n−1)2β
[
e
(
p(n−1)
2 +1
)] 1
8
(4Ceβ)n−1
]2+δ
(⌊(n−1)2β⌋) δn2




= 2dε−(2+δ)C2+δ

 sup
n∈N∩[2,∞)

5
[
(n−1)
2β
n
[
e
(
p(n−1)
2 +1
)] 1
8n
(4Ceβ)
n−1
n
]2+δ
(⌊(n−1)2β⌋) δ2


n <∞.
(142)
This establishes (133). The proof of Corollary 5.1 is thus completed.
5.2 Qualitative complexity analysis for MLP approximation methods
Theorem 5.2. Let T, δ, λ ∈ (0,∞), α ∈ (0, 1), β ∈ (max{ 1−2α1−α , 0}, 1−α), let fd ∈ C([0, T ]×Rd×R×Rd,R),
d ∈ N, let gd ∈ C(Rd,R), d ∈ N, let ξd = (ξd,1, ξd,2, . . . , ξd,d) ∈ Rd, d ∈ N, let Ld,i ∈ R, d, i ∈ N,
let ud = (ud(t, x))(t,x)∈[0,T ]×Rd ∈ C1,2([0, T ] × Rd,R), d ∈ N, be at most polynomially growing functions,
let Fd : C([0, T ) × Rd,R1+d) → C([0, T ) × Rd,R), d ∈ N, be functions, assume for all d ∈ N, t ∈ [0, T ),
x = (x1, x2, . . . , xd), x = (x1, x2, . . . , xd), z = (z1, z2, . . . , zd), z = (z1, z2, . . . , zd) ∈ Rd, y, y ∈ R, v ∈ C([0, T ) ×
R
d,R1+d) that
max{|fd(t, x, y, z)− fd(t, x, y, z)|, |gd(x) − gd(x)|} ≤
∑d
j=1Ld,j
(
dλ|xj − xj |+ |y − y|+ |zj − zj |
)
, (143)
(
∂
∂tud
)
(t, x) + 12 (∆xud)(t, x) + fd
(
t, x, u(t, x), (∇xud)(t, x)
)
= 0, ud(T, x) = gd(x), (144)
d−λ(|gd(0)|+ |fd(t, 0, 0, 0)|+ max
i∈{1,2,...,d}
|ξd,i|) +
∑d
i=1 Ld,i ≤ λ, and (Fd(v))(t, x) = fd(t, x,v(t, x)), (145)
28
let (Ω,F ,P) be a probability space, let Θ = ∪n∈NZn, let Zd,θ : Ω→ Rd, d ∈ N, θ ∈ Θ, be i.i.d. standard normal
random variables, let rθ : Ω→ (0, 1), θ ∈ Θ, be i.i.d. random variables, assume for all b ∈ (0, 1) that P(r0 ≤ b) =
bα, assume that (Zd,θ)(d,θ)∈N×Θ and (rθ)θ∈Θ are independent, let U
d,θ
n,M = (U
d,θ,0
n,M ,U
d,θ,1
n,M , . . . ,U
d,θ,d
n,M ) : [0, T ) ×
R
d × Ω → R1+d, n,M, d ∈ Z, θ ∈ Θ, satisfy for all n,M, d ∈ N, θ ∈ Θ, t ∈ [0, T ), x ∈ Rd that Ud,θ−1,M (t, x) =
Ud,θ0,M (t, x) = 0 and
Ud,θn,M (t, x) = (gd(x), 0) +
Mn∑
i=1
1
Mn
(
gd(x+ [T − t]1/2Z(θ,0,−i))− gd(x)
)(
1, [T − t]−1/2Zd,(θ,0,−i))
+
n−1∑
l=0
Mn−l∑
i=1
(T−t)(r(θ,l,i))1−α
αMn−l
(
1, [(T − t)r(θ,l,i)]−1/2Zd,(θ,l,i))
· [(Fd(Ud,(θ,l,i)l,M )− 1N(l)Fd(Ud,(θ,−l,i)l−1,M ))(t+ (T − t)r(θ,l,i), x+ [(T − t)r(θ,l,i)]1/2Zd,(θ,l,i))],
(146)
and let RVd,n,M ∈ Z, d, n,M ∈ Z, satisfy for all d, n,M ∈ N that RVd,0,M = 0 and
RVd,n,M ≤ dMn +
n−1∑
l=0
[
M (n−l)(d+ 1 + RVd,l,M +1N(l)RVd,l−1,M )
]
. (147)
Then there exist c ∈ R and N = (Nd,ε)(d,ε)∈N×(0,1] : N × (0, 1] → N such that for all d ∈ N, ε ∈ (0, 1] it holds
that
∑Nd,ε
n=1 RVd,n,⌊nβ⌋ ≤ cdcε−(2+δ) and
sup
n∈N∩[Nd,ε,∞)
[
E
[|Ud,0,0
n,⌊nβ⌋(0, ξd)− ud(0, ξd)|2
]
+ max
i∈{1,2,...,d}
E
[|Ud,0,i
n,⌊nβ⌋(0, ξd)− ( ∂∂xiud)(0, ξd)|2
]]1/2 ≤ ε. (148)
Proof of Theorem 5.2. Throughout this proof let p = 2αβ+2α−1 . Note that the fact that 0 < β < 1 − α ensures
that p > 2α1−α+2α−1 = 2. Moreover, observe that the fact that p =
2α
β+2α−1 demonstrates that
β
2
=
1− α
2
− (1− (1− α))(p − 2)
2p
. (149)
If α > 12 , then it holds that 1− α < p2(p−1) . Moreover, if α > 12 the fact that β > 0 implies that p < 2α2α−1 and
hence 1 − α > p−22(p−1) . If α < 12 , then it holds that 1 − α > p−22(p−1) . Moreover, if α < 12 the fact that β > 1−2α1−α
implies that p < 2α1−2α
1−α +2α−1
= 1−α1
2−α
and hence 1− α < p2(p−1) . Furthermore, it holds that p−22(p−1) < 12 < p2(p−1) .
To summarize, it holds that
p ∈ (2,∞), 1− α ∈
(
p− 2
2(p− 1) ,
p
2(p− 1)
)
, and
β
2
=
1− α
2
− (1− (1− α))(p − 2)
2p
. (150)
Next note that (143) ensures for all d ∈ N that
sup
s,t∈[0,T )
∥∥∥(Fd(0))(t, ξd +√sZd,(0))∥∥∥
L
2p
p−2 (P;R)
≤ sup
s,t∈[0,T )
∥∥∥(Fd(0))(t, ξd +√sZd,(0))− (Fd(0))(t, 0)∥∥∥
L
2p
p−2 (P;R)
+ sup
t∈[0,T )
|(Fd(0))(t, 0)|
= sup
s,t∈[0,T )
∥∥∥fd(t, ξd +√sZd,(0), 0, 0)− fd(t, 0, 0, 0)∥∥∥
L
2p
p−2 (P;R)
+ sup
t∈[0,T )
|fd(t, 0, 0, 0)|
≤
(
dλ
d∑
j=1
Ld,j
(|ξd,j |+√T ∥∥∥Z1,(0)∥∥∥
L
2p
p−2 (P;R)
))
+ sup
t∈[0,T )
|fd(t, 0, 0, 0)|
≤ dλ
([
max
j∈{1,2,...,d}
|ξd,j |
]
+
√
T
∥∥∥Z1,(0)∥∥∥
L
2p
p−2 (P;R)
)( d∑
j=1
Ld,j
)
+ sup
t∈[0,T )
|fd(t, 0, 0, 0)| .
(151)
Moreover, (143) proves for all d ∈ N that
sup
s∈[0,T ]
‖gd(ξd +
√
sZd,(0))‖
L
2p
p−2 (P;R)
≤ sup
s∈[0,T ]
‖gd(ξd +
√
sZd,(0))− gd(0)‖
L
2p
p−2 (P;R)
+ |gd(0)|
≤
(
dλ
d∑
j=1
Ld,j
(|ξd,j |+√T‖Z1,(0)‖
L
2p
p−2 (P;R)
))
+ |gd(0)|
≤ dλ
([
max
j∈{1,2,...,d}
|ξd,j |
]
+
√
T
∥∥∥Z1,(0)∥∥∥
L
2p
p−2 (P;R)
)( d∑
j=1
Ld,j
)
+ |gd(0)|.
(152)
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Furthermore, it holds for all d ∈ N that
max
j∈{1,2,...,d}
dλLj,d ≤ dλ
d∑
j=1
Lj,d, and
d∑
j=1
Ld,j(d
λLd,j + Td
λLd,j) ≤ dλ(T + 1)
( d∑
j=1
Ld,j
)2
. (153)
Combining (151), (152), and (153) with Corollary 5.1 (applied with α = 1 − α, β = β2 , p = 1−αβ
2−α+ 12
, L0 =∑d
j=1 Ld,j, Lj = Ld,j, Kj = d
λLd,j, Lj = d
λLd,j for j ∈ {1, . . . , d}, d ∈ N in the notation of Corollary 5.1) and
the fact that
sup
d∈N
[
1
dλ
(
max
i∈{1,2,...,d}
|ξd,i|+ sup
t∈[0,T ]
|fd(t, 0, 0, 0)|+ |gd(0)|
)
+
d∑
i=1
Ld,i
]
<∞ (154)
proves (148). The proof of Theorem 5.2 is thus completed.
Lemma 5.3. Let T ∈ (0,∞), d ∈ N, α ∈ (0, 1], let (Ω,F ,P) be a probability space, let Z = (Z1, Z2, . . . , Zd) : Ω→
R
d be a standard normal random variable, let r : Ω → (0, 1) satisfy for all b ∈ (0, 1) that P(r ≤ b) =
bα, assume that Z and r are independent, and let U = (U0,U1, . . . ,Ud) : Ω → Rd+1 satisfy that U =
Tα−1r1−α
(
1, [T r]−1/2Z
)
. Then
(i) it holds for all i ∈ {1, 2, . . . , d} that
E
[|Ui|2] = T
α
∫ 1
0
s−α ds =
{
T
α(1−α) : α < 1
∞ : α = 1 (155)
and
(ii) it holds that U ∈ L2(P;Rd+1) if and only if α ∈ (0, 1).
Proof of Lemma 5.3. Note that for all i ∈ {1, 2, . . . , d} it holds that
E
[|Ui|2] = T
α2
E
[
r2(1−α)−1|Zi|2] = T
α
∫ 1
0
E
[
s2(1−α)−1|Zi|2]sα−1 ds = T
α
∫ 1
0
s2(1−α)−1+α−1 ds
=
T
α
∫ 1
0
s−α ds =
{
T
α(1−α) : α < 1
∞ : α = 1 .
(156)
This proves item (i). Moreover, observe that item (i) establishes item (ii). The proof of Lemma 5.3 is thus
completed.
Corollary 5.4. Let T, δ, λ ∈ (0,∞), let fd ∈ C(R × Rd,R), d ∈ N, let gd ∈ C(Rd,R), d ∈ N, let ξd =
(ξd,1, ξd,2, . . . , ξd,d) ∈ Rd, d ∈ N, let Ld,i ∈ R, d, i ∈ N, let ud = (ud(t, x))(t,x)∈[0,T ]×Rd ∈ C1,2([0, T ]×Rd,R),
d ∈ N, be at most polynomially growing functions, assume for all d ∈ N, t ∈ [0, T ), x = (x1, x2, . . . , xd),
x = (x1, x2, . . . , xd), z = (z1, z2, . . . , zd), z = (z1, z2, . . . , zd) ∈ Rd, y, y ∈ R that
max{|fd(y, z)− fd(y, z)|, |gd(x)− gd(x)|} ≤
∑d
j=1Ld,j
(
dλ|xj − xj |+ |y − y|+ |zj − zj |
)
, (157)
(
∂
∂tud
)
(t, x) = (∆xud)(t, x) + fd
(
u(t, x), (∇xud)(t, x)
)
, ud(0, x) = gd(x), (158)
and d−λ(|gd(0)| + |fd(0, 0)| + maxi∈{1,2,...,d} |ξd,i|) +
∑d
i=1 Ld,i ≤ λ, let (Ω,F ,P) be a probability space, let
Θ = ∪n∈NZn, let Zd,θ : Ω → Rd, d ∈ N, θ ∈ Θ, be i.i.d. standard normal random variables, let rθ : Ω → (0, 1),
θ ∈ Θ, be i.i.d. random variables, assume for all b ∈ (0, 1) that P(r0 ≤ b) = √b, assume that (Zd,θ)(d,θ)∈N×Θ and
(rθ)θ∈Θ are independent, let U
d,θ
n,M = (U
d,θ,0
n,M ,U
d,θ,1
n,M , . . . ,U
d,θ,d
n,M ) : (0, T ]×Rd × Ω → R1+d, n,M, d ∈ Z, θ ∈ Θ,
satisfy for all n,M, d ∈ N, θ ∈ Θ, t ∈ (0, T ], x ∈ Rd that Ud,θ−1,M (t, x) = Ud,θ0,M (t, x) = 0 and
Ud,θn,M (t, x) = (gd(x), 0) +
Mn∑
i=1
1
Mn
(
gd(x+ [2t]
1/2Z(θ,0,−i))− gd(x)
)(
1, [2t]−1/2Zd,(θ,0,−i)
)
+
n−1∑
l=0
Mn−l∑
i=1
2t[r(θ,l,i)]1/2
Mn−l
[
fd
(
U
d,(θ,l,i)
l,M (t(1 − r(θ,l,i)), x+ [2tr(θ,l,i)]1/2Zd,(θ,l,i))
)
− 1
N
(l)fd
(
U
d,(θ,−l,i)
l−1,M (t(1 − r(θ,l,i)), x+ [2tr(θ,l,i)]1/2Zd,(θ,l,i))
)](
1, [2tr(θ,l,i)]−1/2Zd,(θ,l,i)
)
,
(159)
and let RVd,n,M ∈ Z, d, n,M ∈ Z, satisfy for all d, n,M ∈ N that RVd,0,M = 0 and
RVd,n,M ≤ dMn +
n−1∑
l=0
[
M (n−l)(d+ 1 + RVd,l,M +1N(l)RVd,l−1,M )
]
. (160)
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Then there exist c ∈ R and N = (Nd,ε)(d,ε)∈N×(0,1] : N × (0, 1] → N such that for all d ∈ N, ε ∈ (0, 1] it holds
that
∑Nd,ε
n=1 RVd,n,⌊n1/4⌋ ≤ cdcε−(2+δ) and
sup
n∈N∩[Nd,ε,∞)
[
E
[|Ud,0,0
n,⌊n1/4⌋(T, ξd)−ud(T, ξd)|2
]
+ max
i∈{1,2,...,d}
E
[|Ud,0,i
n,⌊n1/4⌋(T, ξd)−( ∂∂xiud)(T, ξd)|2
]]1/2 ≤ ε. (161)
Proof of Corollary 5.4. Corollary 5.4 is a direct consequence of Theorem 5.2 (applied with α = 12 , β =
1
4 ,
T = 2T , ud(t, x) = ud(T − t2 , x), fd(t, x, y, z) = fd(y, z)/2 for t ∈ [0, 2T ], x, z ∈ Rd, y ∈ R, d ∈ N in the notation
of Theorem 5.2).
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