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1 Motivation
Neben den Genauigkeitsangaben, die aus Ausgleichungs-
prozessen stammen (Standardabweichung der ausgegli-
chenen Parameter und der Gewichtseinheit), begegnet
dem Anwender eine immer gro¨ßer werdende Vielfalt an
Genauigkeitsmaßen: Herstellerangaben fu¨r die Messge-
nauigkeit klassisch geoda¨tischer Instrumente lehnen
sich teilweise an Industrienormen (DIN, ISO) an, folgen
aber auch herstellerspezifischen Spezifizierungsweisen.
Demgegenu¨ber werden in Nachbardisziplinen in der Re-
gel sensorbeschreibende Angaben wie Auflo¨sung, Emp-
findlichkeit, Auflo¨sungsvermo¨gen, Reproduzierbar-
keit und Linearita¨t verwendet. Im angloamerikanischen
Bereich gewinnt fu¨r einige Messsysteme die Spezifizie-
rung mittels des MPE (Maximum Permissible Errror)
an Bedeutung, wa¨hrend andere (im europa¨ischen Bereich)
die Spezifizierung analog zum LeitfadenGUM (Guide to
the Expression of Uncertainty ofMeasurements) erwa¨gen.
Weil weltweit in den meisten messenden Disziplinen die
Angabe von Messunsicherheiten im Gegensatz zu
„Messgenauigkeit“ zum Standard geworden ist, sollte
sich die Geoda¨sie als ebenfalls messende Fachrichtung
mit dem Potential dieser Mo¨glichkeit auseinandersetzen.
A¨hnliches gilt fu¨r die Ermittlung von Standardabweichun-
gen bzw. Messunsicherheiten mittels der Monte-Carlo-
Methode: Diese Vorgehensweise erscheint benachbarten
Fachdisziplinen a priori einsichtig und weniger fragwu¨r-
dig als die nach geoda¨tischen Methoden erzielten Ergeb-
nisse. Fu¨r den Geoda¨ten stellt die Monte-Carlo-Methode
eine wertvolle Erga¨nzung dar. Dieser Beitrag zielt nun
darauf ab, die Bedeutung und die Nu¨tzlichkeit unter-
schiedlicher Genauigkeitsangaben zu veranschaulichen.
Auf die Darstellung mathematischer Zusammenha¨nge
wird bewusst verzichtet und es wird kein Anspruch auf
Vollsta¨ndigkeit erhoben. Viel mehr wird das Versta¨ndnis
der Begriffe und der ingenieurma¨ßige Nutzen in den Fo-
kus genommen. Es wird entwickelt, wie messsystemrele-
vante Genauigkeitsangaben durch umfeldbeschreibende




Mit dem Begriff „messsystemrelevante Genauigkeitsan-
gaben“ werden ha¨ufig, aber nicht exakt – Instrumenten-
„fehler“ assoziiert. Der Begriff „Fehler“ sollte (konform
zu DIN 1319) durch den Begriff „Messabweichungen“ er-
setzt werden. „Fehler“ ist nur dann die richtige Bezeich-
nung, wenn die Abweichungen vorgegebene Grenzen
u¨berschreiten (im Sinne von Nichterfu¨llung einer festge-
legten Forderung). Fu¨r die Ableitung von Genauigkeits-
maßen einer Zielgro¨ße wie auch fu¨r die Entwicklung
von Eliminationsstrategien von Messabweichungen emp-
fiehlt es sich, die Messabweichungen na¨her bezu¨glich Ur-
sache und Wirkung zu charakterisieren.
Die Begriffe Auflo¨sung, Empfindlichkeit und Auflo¨-
sungsvermo¨gen sind eng verwandt und zielen auf die
Eigenschaft eines Sensors in einem beliebigen kleinen In-
tervall des Messbereichs. Fu¨r den Begriff Auflo¨sung gibt
es mehrere Bedeutungen:Wenn die Anzeige eines Gera¨tes
unstetig (digital) ist, bezeichnet Auflo¨sung (engl.: resolu-
tion) den kleinsten anzeigbaren Messschritt eines Messsy-
stems, der in der Regel vom Hardware-Design des Dis-
plays bzw. durch das Datenspeicherformat vorbestimmt
ist. Allgemein bezeichnet Auflo¨sung diejenige A¨nderung
der zu messenden Gro¨ße, die eine festgelegte mo¨glichst
kleine A¨nderung im Ausgangssignal hervorruft. Unter-
liegt das Messsystem einer gewissen Tra¨gheit oder Hyste-
rese, ergeben sich u¨berproportional große Werte fu¨r die
Auflo¨sung. Nach [WITTE, 1986] gibt das Auflo¨sungsver-
mo¨gen den kleinsten gerade noch mit einer Wahrschein-
lichkeit von 95% vom Sensor (im Sinne von „Messfu¨h-
ler“) unterscheidbaren Messschritt an. Das Auflo¨sungs-
vermo¨gen ergibt sich aus der Standardabweichung einer
Einzelmessung unter Wiederholbedingungen durch Mul-
tiplikation mit 2.77. Wenn die Auflo¨sung des Messsys-
tems schlechter ist als das Auflo¨sungsvermo¨gen eines
Sensors, geht die Sensorqualita¨t im Quantisierungsrau-
schen (des Anzeigemoduls) verloren. Mit Empfindlich-
keit (engl.: sensitivity) wird u¨blicherweise das Verha¨ltnis
zwischen der physikalischen Eingangsgro¨ße eines Mess-
signals und der elektrischen Ausgangsgro¨ße bezeichnet.
Wenn keine Systemtra¨gheit oder Hysterese auftritt, ent-
spricht die Empfindlichkeit der reziproken Auflo¨sung.
Die U¨bertragungsfunktion beschreibt den Zusammenhang
zwischen dem physikalischen Eingangssignal und dem
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(typischerweise elektrischen) Ausgangssignal eines Sen-
sors. Viele Sensoren (inklusive ihrer Vorversta¨rkung) zei-
gen ein (nahezu) lineares Verhalten u¨ber ihren Messbe-
reich. Dann wird die reale U¨bertragungsfunktion in der
Regel durch eine approximierende lineare U¨bertragungs-
funktion ersetzt, die nach unterschiedlichenMethoden be-
stimmt sein kann (vgl. Abb. 1). Es sind unterschiedliche
Ansa¨tze zur Ermittlung der linearen U¨bertragungsfunkti-
on erlaubt, wie zum Beispiel aus Endpunkten (Funktion 1
in Abb. 1), durch lineare Regression (Funktion 2) oder als
Tangente in demjenigen Bereich, in dem die ho¨chste Ge-
nauigkeit erzielt werden soll (Funktion 3). Die verwende-
te Methode ergibt sich manchmal aus zugeho¨rigen Nor-
men.
Mit dem Begriff Linearita¨t wird die maximale Abwei-
chung vom linearen Verhalten quantifiziert (vgl.
Abb. 2), und zwar typischerweise als Prozentwert des An-
zeigebereichs (full scale, f.s.) oder/und der aktuellen
Messgro¨ße (read out, r.o.). Letzteres fu¨hrt zu einer Vergro¨-
ßerung des Toleranzbandes mit zunehmendem Messwert
(z.B. bei Temperatursensoren u¨blich). Linearita¨t ist als
Fehlergrenze zu verstehen, also einem Wert, der nie u¨ber-
schritten werden darf [PROFOS, PFEIFFER, 1997]. Der Be-
griff ist in Bezug auf die Definition des linearen Verhal-
tens (bestimmt aus Endwerten, Regression, etc.) nicht ge-
normt.
Die Wiederholbarkeit (engl.: repeatability) beschreibt
nun, wie gut das Sensorverhalten unter Wiederholbedin-
gungen reproduzierbar ist. Sie wird, wenn nicht anders an-
gegeben, als maximale Differenz zwischen zwei Beob-
achtungen wa¨hrend zwei Kalibrierungsmessreihen ange-
geben [FRADEN, 1996]. Eine allein aus Wiederholungs-
messungen berechnete Standardabweichung wird mit
Wiederholgenauigkeit, Pra¨zision (engl.: precision)
oder „innere Genauigkeit“ [WITTE, 1986] bezeichnet.
Die Angabe der Reproduzierbarkeit (engl.: reproducibi-
lity) zielt auf die „Wiederhol“genauigkeit unter nicht not-
wendigerweise gleichen Bedingungen ab und ist insbe-
sondere bei gleichzeitiger Beschreibung der Vergleichsbe-
dingungen aussagekra¨ftig. DIN 55350, Teil 13 beschreibt
die Pra¨zision allgemein mit: „Qualitative Bezeichnung fu¨r
das Ausmaß der gegenseitigen Anna¨herung voneinander
unabha¨ngiger Ermittlungsergebnisse bei mehrfacher An-
wendung eines festgelegten Ermittlungsverfahrens unter
vorgegebenen Bedingungen“. Sie ist damit konform zu
DIN 1319, Teil 2.
Nach DIN 55350, Teil 13 bezeichnet Genauigkeit (engl.:
accuracy) das Ausmaß der Anna¨herung von Ermittlungs-
ergebnissen an den Bezugswert, wobei dieser je nach Fest-
legung oder Vereinbarung der wahre, der richtige oder der
Erwartungswert sein kann. Der Begriff „a¨ußere Genauig-
keit“ macht deutlich, dass nun alle auf das Messergebnis
wirkenden Einflu¨sse beru¨cksichtigt sind, und zwar auch
die der Messumgebung. Abb. 3 zeigt auf, dass mit hoher
Pra¨zision eine deutlich geringere Genauigkeit einherge-
hen kann.
Die Messunsicherheit charakterisiert die Qualita¨t eines
Messergebnisses. Das Internationale Wo¨rterbuch der Me-
trologie definiert sie als der dem Messergebnis zugeord-
Abb. 1: Approximierende lineare U¨bertragungsfunktionen Abb. 2: Linearita¨t
Abb. 3: Pra¨zision und Genauigkeit
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nete Parameter, der die Streuung der Werte kennzeichnet,
die vernu¨nftigerweise der Messgro¨ße zugeordnet werden
ko¨nnen. Diese Definition bezieht in besonderem Maße
mit ein, unter welchen Bedingungen dasMessergebnis zu-
stande gekommen ist und liefert daher dem Ingenieur ein
verla¨ssliches Kriterium fu¨r die Gu¨te seiner Messung. Es
kommt also nun darauf an, die Messumgebung als limi-
tierenden Genauigkeitsfaktor zu begreifen und ihren Ein-
fluss sinnvoll zu integrieren. Dies will der Leitfaden zur
Angabe der Unsicherheit beim Messen (GUM) erleich-
tern.
Spa¨testens seitdem der Hersteller Faro – obwohl nicht
begru¨ndbar – behauptet, „zuku¨nftig werden alle Hersteller
von Lasertrackern ihre Spezifikationen basierend auf
ASME B89.4.19 angeben“ [FARO, 2007], wird die Aus-
einandersetzung mit dem Maximum Permissible Error
(MPE) auch fu¨r Vermessungsingenieure erforderlich. Der
MPE ist eine (Hersteller-)Angabe, die die maximal zula¨s-
sigeMessabweichung einesMessgera¨tes beschreibt, wenn
es in einer vorgeschriebenen Prozedur benutzt wird (vgl.
ISO 10360). Diese wird fu¨r diverse Messgera¨te in jeweils
zugeho¨rigen Standards geregelt, d.h., es wird vorgeschrie-
ben, in welcher Weise die Testmessungen vorzunehmen
und die Abweichungen zu ermitteln sind. Fu¨r Lasertracker
wird diese Prozedur im amerikanischen Standard der
American Society of Mechanical Engineers (ASME)
B89.4.19 festgeschrieben und momentan als Blatt 10
der VDI 2617 verfasst. ASME B89.4.19 beinhaltet die
Vergleichsmessung zu kurzen Referenzstrecken, die min-
destens etwa 10% des Messbereichs abdecken und in ver-
schiedenen ra¨umlichen Orientierungen vorgegeben wer-
den, und zu langen Referenzstrecken, die den gesamten
Messbereich abdecken, sowie 2-Lagenmessungen, die
u¨ber Koordinatenvergleich eine Aussage u¨ber die System-
stabilita¨t erlauben. AmNational Institute of Standards and
Technology (USA) ist die Realisierung der Pru¨fanlage am
weitesten fortgeschritten (Abb. 4). Abb. 5 zeigt ein Bei-
spiel fu¨r ein solches Pru¨fprotokoll, das durch allgemeine,
das Versuchsfeld beschreibende Angaben erga¨nzt wird.
Die einfach gehaltenen Messanordnungen sollten nicht
u¨ber die Herausforderung der Referenzstreckenrealisie-
rung hinwegta¨uschen, auch wenn der Pru¨ffa¨higkeitsindex
(measurement capability index, vgl. Abschnitt 2.2) mit 4
bzw. 2 angegeben wird: Dies bedeutet, dass die kurzen
Referenzstrecken mit achtfacher und die langen Referenz-
strecken mit vierfacher Genauigkeit wie der spezifizierte
MPE realisiert werden mu¨ssen. Gleichwohl wa¨re eine
Anwendung auf Tachymeter sehr einfach durch Vorgabe
der Referenzstrecken durch einen Lasertracker realisier-
bar. In jedem Fall sollte beachtet werden, dass eine Pru¨-
fung nach ASME B 89.4.19 bedeutet, dass die angege-
benen MPE als Grenzwerte zu verstehen sind, die – im
Gegensatz zu den bisher u¨blichen Genauigkeitsmaßen –
nicht u¨berschritten werden du¨rfen.
Neben demASMEB89.4.19 existieren weitere Standards,
die auf demselben Grundgedanken der Vergleichsmessun-
gen basieren: Fokus der ISO 10360 und der VDI-Richt-
linie 2617 sind Koordinatenmessmaschinen, die VDI/
VDE 2634 behandelt optische 3D-Messsysteme. Auf
diese geht [HEISTER, 2006] ein und schla¨gt ihre Modifizie-
rung zur Anwendbarkeit fu¨r terrestrische Scanner vor. An
der U¨bertragbarkeit insbesondere von VDI 2617 auf La-
sertracker in beschra¨nkten Arbeitsvolumen wird zurzeit
international gearbeitet. Alle diese Standards beschreiben
ebenfalls die Vorgehensweise zur Pru¨fung der Einhaltung
von Spezifikationen, die als MPE angegeben werden. In
der Sekunda¨rliteratur wird mit MPE oftmals impliziert,
dass die Spezifikation selbst nach einem in den Standards
beschriebenen Verfahren, na¨mlich mit Testmessungen
nach vorgeschriebener Prozedur, ermittelt worden sei.
Dies ist jedoch nicht zwingend Bedingung: Die Herstel-
lerangabe darf natu¨rlich nach beliebigen Kriterien festge-
legt worden sein. Aber dem Anwender wird garantiert,
dass der MPE-Wert bei Messungen gema¨ß zu den in
den zugeho¨rigen Standards beschriebenen Pru¨fprozedu-
ren nicht u¨berschritten wird. Er ist also im Sinne einer
Fehlergrenze zu verstehen.
Verwirrung stiftet eine Textpassage in einer Pressemittei-
lung des Herstellers Faro, die lautet [FARO, 2007a]: „Die
mit“ …(Wertangabe) „zugesicherten Genauigkeiten be-
tragen die Ha¨lfte des Maximum Permissible Error
(MPE) Wertes nach der neuen, fu¨r die Klasse der Laser-
tracker vorgesehenen Spezifikation“. Die Verwirrung
wird auch nicht durch das zugeho¨rige Datenblatt [FARO,
2007b] behoben, denn dort heißt es „die angegebenen Ge-
nauigkeit ist der halbe maximal erlaubte Fehler (MPE)“
und weiter „MPE und alle Genauigkeitsmaße sind nach
dem ASME B 89.4.19 Standard angegeben“. Hier wird
Abb. 4: Realisierung von interferometrisch gepru¨ften
Raumstrecken beim National Institute of Standards and
Technology (NIST), aus: [PHILLIPS, 2006]
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zuna¨chst impliziert, dass in ASME 89.4.19 ein Grenzwert
(MPE) tatsa¨chlich quantitativ festgelegt wird und dass das
Messgera¨t die doppelte Genauigkeit als ein (in der ASME
definierter) Normwert erreicht. Nach Ru¨cksprache mit
dem Hersteller soll ausgedru¨ckt werden, dass der MPE
(definiert als Fehlergrenze) auf 50% reduziert worden
ist, um halbwegs vergleichbare Werte zur Standardunsi-
cherheit bzw. Standardabweichung angeben zu ko¨nnen.
Dies bedeutet umgekehrt: Wu¨rde ein Faro-Instrument
nach ASMEB 89.19.4 gepru¨ft, du¨rften die Abweichungen
also nahezu den doppelten spezifizierten Wert erreichen,
ohne dass das Instrument durch die Pru¨fung fiele. Nach
Aussage des Herstellers ha¨tten die bisher gepru¨ften Instru-
mente jedoch sogar den halben MPE unterschritten. Frag-
Abb. 5: Ausschnitt einer noch unvollsta¨ndigen Pru¨fung nach ASME B 89.4.19, nach [FARO, 2007c]. Zeile 1–11: kurze
Referenzstrecken, Zeile 12–14: Zwei-Lagenmessung, 15–24: lange Referenzstrecken. Werte in lm
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lich ist allerdings die Rechtskraft einer solchen Aussage
fu¨r ein neu zu erwerbendes Exemplar; letztendlich wird
das Pru¨fzertifikat rechtswirksam sein.
2.2 Pru¨fung auf Einhaltung der Spezifikation
Es erhebt sich nun die Frage, wie Herstellerangaben ge-
nerell bezu¨glich der Instrumenteneigenschaften auf Ein-
haltung gepru¨ft werden ko¨nnen. Fu¨r die meisten geoda¨ti-
schen Instrumente sind so genannte Feldtests in der ISO
17123-Reihe ausgearbeitet. Die dort integrierten statisti-
schen Pru¨fverfahren zielen auf die Einhaltung der ge-
bra¨uchlichsten Spezifikationen. Natu¨rlich geben auch
System- oder/und Komponentenkalibrierungen u¨ber die
Einhaltung von Spezifikationen Aufschluss.
Da ein Pru¨fprozess selbst natu¨rlich mit Messunsicherhei-
ten behaftet ist und mo¨glicherweise auch Ausreißer auf-
weist, verweist ISO 10360 folgerichtig auf die DIN EN
ISO14253-1, die dem Pru¨fprozessMessunsicherheiten zu-
billigt und die daraus resultierende Verfahrensweise regelt
(Pru¨fprozessfa¨higkeit): Der Toleranzbereich (bzw. das
zugelassene Instrumenten fehler intervall) wird an seinen
oberen und unteren Grenzwerten um die erweiterte Mess-
unsicherheit U (vgl. Abschnitt 5.2) reduziert, wodurch
sich der (verbleibende) U¨bereinstimmungsbereich ergibt.
Nur Pru¨fergebnisse innerhalb des U¨bereinstimmungsbe-
reiches bestehen den Pru¨fprozess. Bei wachsenden Mess-
unsicherheiten im Pru¨fprozess wird der U¨bereinstim-
mungsbereich kleiner, weswegen mit steigenden Quali-
ta¨tsanspru¨chen im Fertigungs- bzw. Bauprozess die erwei-
terte Messunsicherheit U immer mehr in den Fokus der
Diskussion gera¨t. Sie wird durch die Multiplikation mit
einem Erweiterungsfaktor k aus der Messunsicherheit u
erhalten, der der statistischen Sicherheit Rechnung tragen
soll (Erho¨hung von 68% auf z.B. 95%, 99%, 1-1 ppm).
DIN EN ISO 14253-1 regelt ebenfalls das Auftreten von
Ausreißern. Bei Erho¨hung der Messunsicherheit wirkt
sich die dort vorgesehene Regelung allerdings nachteili-
ger auf ein positives Pru¨fergebnis aus. Die VDA 5 be-
schreibt die Pru¨fprozesseignung und gesteht dem Pru¨fpro-
zess ebenfalls Messunsicherheiten zu. Es ist also nicht
auszuschließen, dass zuku¨nftig Hersteller die Leistung
eines Instruments gema¨ß einer spezifizierten Pru¨fanord-
nung angeben und dabei Grenzwerte (also MPE) benut-
zen. Wie auch heute schon, ko¨nnen diese Angaben
auch gewisse Instrumenteneigenschaften abbilden, wie
zum Beispiel Distanzabha¨ngigkeit.
2.3 Beurteilung
Neben den bekannten Genauigkeitsmaßen fu¨r geoda¨tische
Instrumente, auf deren Beschreibung aus Platzgru¨nden
nicht na¨her eingegangen werden soll, sind die in der Me-
trologie verwendeten Maße als wertvolle Erga¨nzung zu
verstehen. Sie ermo¨glichen nicht nur, die Eigenschaften
eines Messgera¨tes detaillierter zu charakterisieren, son-
dern auch, es ada¨quater einzusetzen. So kann ein Sensor-
system mit schlechter Linearita¨t durchaus fu¨r eine an-
spruchsvolle Messaufgabe, die lediglich Relativmessun-
gen in einem kleinen Ausschnitt des Messbereichs vor-
sieht, eingesetzt werden, wenn es ein ausreichendes Auf-
lo¨sungsvermo¨gen und gute Reproduzierbarkeit bzw. hohe
Pra¨zision aufweist. Wa¨re lediglich eine globale Genauig-
keitsangabe bekannt, wa¨re der Einsatz dieses Messgera¨tes
aufgrund der Spezifikation nicht vertretbar.
Diesen Vorteil bieten nicht alle Spezifizierungen. Die
Feldtests nach ISO 17123 zielen auf eine Gebrauchsfa¨hig-
keitspru¨fung ab, die mit minimalenMitteln im Feld durch-
zufu¨hren sind. Nur Genauigkeitsaussagen aufgrund von
Kalibrierungen lassen die Beurteilung einzelner System-
komponenten zu. Auch der aktuell in Diskussion befind-
liche MPE hat den Charakter einer globalen Aussage u¨ber
die erzielbare Systemgenauigkeit. Diese Angabe ist hilf-
reich, um unmittelbar eine gro¨ßenordnungsma¨ßige Vor-
stellung eines objektorientierten Genauigkeitsmaßes zu
geben. Dies wird durch das Vermessen von Referenzstrek-
ken oder Ko¨rpern gewa¨hrleistet. Die Pru¨fung, ob ein
Messsystem die MPE-Spezifikation einha¨lt, ist mit gerin-
gem Zeitaufwand durchzufu¨hren (a¨hnlich der bekannten
Feldtests nach ISO 17123), allerdings werden aufwa¨ndige
Referenzmaßrealisierungen beno¨tigt. Aufgrund des gerin-
gen Datenumfangs werden diese Standards es nicht erlau-
ben, systemspezifischen Eigenschaften wie in anderen Sy-
stemkalibrierungen (z.B. bei der Digitalnivellierpru¨fung
[WOSCHITZ, 2003]) aufzudecken und Hinweise fu¨r eine
Optimierung von Messvorga¨ngen zu geben. Allerdings
beru¨cksichtigen sie zumindest teilweise die Messumge-
bung als limitierenden Genauigkeitsfaktor. Die Genauig-
keitsangabe nach MPE ist also eine globale Angabe, die
einen groben Anhaltswert dafu¨r gibt, welche Genauigkeit
mit a¨hnlichenMessanordnungen zu erreichen ist und stellt
somit eher ein objektorientiertes Genauigkeitsmaß dar.
Allerdings lassen sich hiermit die Eigenschaften eines
Messsystems nicht im Detail beurteilen und somit ist
eine Optimierung der Messanordnung nicht mo¨glich.
3 Messumgebung als limitierender
Genauigkeitsfaktor
3.1 Mo¨gliche Quellen der Messunsicherheit
Die gela¨ufigste Ursache fu¨r das Entstehen einer Messun-
sicherheit ist die nicht-repra¨sentative Probennahme, d.h.
die „Beobachtung“ stellt mo¨glicherweise gar nicht die
Messgro¨ße dar. Es treten Variationen beim mehrmaligen
Beobachten sogar unter scheinbar identischen Bedingun-Abb. 6: Pru¨fprozessfa¨higkeit
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gen auf. Bekannt sind auch perso¨nlich bedingte zufa¨llige
und evtl. auch systematische Einstell- oder Ziel-„fehler“.
Diese werden zwar mehr und mehr durch automatisierte
Systeme ersetzt und damit auch mehr vereinheitlicht, sind
aber doch nicht zu vernachla¨ssigen. Mit fortschreitender
Automatisierung kommt auch die Sensorauflo¨sung, ge-
koppelt mit einer endlichen Ansprechschwelle ins Spiel.
In der Geoda¨sie wenig beachtet sind Einflu¨sse durch die
unvollsta¨ndige Definition der Messgro¨ße und die unvoll-
sta¨ndige Realisierung der Definition der Messgro¨ße, weil
in der klassischen Vorgehensweise oft auf einen vorab fest
definierten Punkt (z.B. Ho¨henbolzen, Fixpunkt) zugegrif-
fen wird und die Messung sich typischerweise auf Rich-
tung, Strecke und Ho¨henunterschied, bezogen auf verein-
barte Punkte, zu beschra¨nken scheint. Tatsa¨chlich bezieht
sich die Messung aber oft auf einen virtuellen Punkt im
Innern des Messinstruments, was am Beispiel GNSS be-
sonders deutlich wird: hier spiegelt bereits der Begriff
„Pseudostrecken“ diese Problematik wieder; daru¨ber hin-
aus gibt beispielsweise die Betrachtung der unterschied-
lichen Antennencharakteristika wegen der variablen Pha-
senzentren einen Eindruck von der unvollsta¨ndigen Rea-
lisierung bzw. Realisierbarkeit der Messgro¨ße. Bei der
Analyse insbesondere von ingenieurgeoda¨tischen Mess-
aufgaben tritt in diesem Zusammenhang eine Vielzahl
von Unsicherheitsquellen zu Tage. Daru¨ber hinaus ko¨n-
nen auch in der Messmethode Na¨herungen und Annah-
men enthalten sein, die zu Messunsicherheiten fu¨hren.
Zusa¨tzlich geht die verbleibende Restunsicherheit nach
Kalibrierung vollumfa¨nglich in die Messunsicherheit
des Endergebnisses ein. Eine weitere Unsicherheitsquelle
kann in der Unsicherheit von Transformationsparametern
liegen. A¨hnliches gilt fu¨r Korrektionsparameter, die mo¨g-
licherweise nicht ausreichend repra¨sentativ bestimmt
wurden. Ein großer Anteil der Messunsicherheit ist sicher
in den Umweltbedingungen zu suchen, die entweder nicht
ausreichend stabil gehalten oder nicht auf die Messerfor-
dernisse angepasst werden ko¨nnen oder nur unvollkom-
men erfassbar sind. Diese Aufza¨hlung ist sicher nicht voll-
sta¨ndig, teilweise ha¨ngen auch einzelne Komponenten
voneinander ab. Sie soll lediglich Anhaltspunkte geben,
um eine vollsta¨ndige Erfassung aller relevanten Messun-
sicherheitsquellen zu erleichtern. Eine nicht zu unter-
scha¨tzende Schwierigkeit liegt in der sinnvollen Behand-
lung von teilweise auch systematisch wirkenden Effekten,
deren aktuelle Gro¨ße in der speziellen Messaufgabe nicht
exakt bestimmt werden kann.
3.2 Vollsta¨ndigkeitspru¨fung
Die Qualita¨tsbeurteilung eines Messergebnisses ha¨ngt
wesentlich von der vollsta¨ndigen Erfassung aller sto¨ren-
den Einflussgro¨ßen ab. Methoden wie Brainstorming und
Mind-Mapping haben hier sicher ihre Berechtigung. Die
Erstellung eines Ursache-Wirkungs-Diagramms (Ishika-
wa-Diagramms, vgl. Abb. 7) dient nicht nur der Systema-
tisierung aller Einflu¨sse, sondern unterstu¨tzt auch die Pru¨-
fung auf Vollsta¨ndigkeit. Ein solches Diagramm gleicht
einer Fischgra¨te, wobei der Hauptstrang auf das Ziel,
na¨mlich den Messwert weist. Seitlich sind die Hauptein-
flussgro¨ßen (typischerweise: Messgera¨t, Objekt, Umge-
bung, Beobachter, Messvorgang, Referenzsystem) einge-
tragen. Diese untergliedern sich nun weiter in einzelne
Komponenten, die ebenfalls auf dieMessabweichung wir-
ken. Hierbei spielt die Art derWirkung (systematisch oder
zufa¨llig) zuna¨chst keine Rolle. Einzelne Parameter du¨rfen
auch mehrfach auftreten und sich weiter untergliedern.
Abb. 7 gibt eine Vorstellung von einem Ishikawa-Dia-
gramm ohne Anspruch auf Vollsta¨ndigkeit, und sicher
ko¨nnen einzelne A¨ste entfallen, weil sie in der speziell
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Mit dieser schematischen Darstellung, die in Abha¨ngig-
keit von der Messaufgabe zu entwerfen bzw. zu modifi-
zieren ist, lassen sich nun entweder funktionale Modelle
fu¨r die Wirkung dieser Einflussgro¨ßen aufstellen oder ihre
Wirkung beispielsweise anhand der Monte-Carlo-Metho-
de simulieren. Fu¨r beide Verfahrensweisen mu¨ssen nun




Die klassisch geoda¨tische Vorgehensweise beruht auf der
weit verbreiteten U¨berzeugung, dass die in denMessdaten
vorliegenden U¨berbestimmungen durch den Ausglei-
chungsalgorithmus eine vernu¨nftige, d.h. umfassende Ge-
nauigkeitsaussage u¨ber das Endergebnis zulassen. Dies ist
aber nur unter Beachtung gewisser Vorbedingungen mo¨g-
lich, wie das einfache Beispiel der Bildung des Mittelwer-
tes zeigt. Diese Operation ist zwar ein – wenn auch ein-
facher – Ausgleichungsprozess, der jedoch ein vo¨llig fal-
sches Bild u¨ber die letztendlich realistische a¨ußere Genau-
igkeit liefert, wenn es sich beispielsweise um Wiederho-
lungsmessungen handelt, bei der Korrelationen und sys-
tematische Einflu¨sse unberu¨cksichtigt bleiben: Mit einer
1000-mal abgeschrittenen Strecke wird keine cm-Genau-
igkeit erreicht, auch wenn es dasWurzel-n-Gesetz auf den
ersten Blick implizieren mag! Auch bei Netzausgleichun-
gen liefert erst die Einbeziehung einer wirklichkeitsnahen
Kovarianz- bzw. Gewichtsmatrix und die ada¨quate Be-
ru¨cksichtigung systematisch wirkender Effekte im funk-
tionalen Modell sinnvolle Ergebnisse.
Das heißt, a priori mu¨ssen vernu¨nftige Annahmen u¨ber die
Unsicherheit der Beobachtungen und die Korrelationen
getroffen werden. Es muss nicht betont werden, dass Her-
stellerangaben (oder Kalibrierwerte) fu¨r Instrumentenge-
nauigkeiten die beim Messvorgang vorherrschenden Be-
dingungen nicht abbilden ko¨nnen, weil einerseits Sto¨rein-
flu¨sse aus dem Umgebungsbedingungen nachteilig, be-
sonders ausgeklu¨gelte Messanordnungen auch vorteilhaf-
t(er) wirken ko¨nnen. Insbesondere wenn Beobachtungen
ungleichen Typs (hybride Beobachtungen) in einen Aus-
gleichungsprozess zu vereinen sind, werden die Unwa¨g-
barkeiten und Schwierigkeiten bei der Aufstellung der
Gewichtsmatrix offensichtlich. Teilweise la¨sst sich durch
Varianzkomponentenscha¨tzung diesen Unwa¨gbarkeiten
entgegen wirken, allerdings darf das Vertrauen auf die
Redundanz in den Beobachtungen nicht zu hoch angesetzt
werden. Als Beispiel sei eine „freie Netzausgleichung“
herangezogen, wobei das Netz den Maßstab des Entfer-
nungsmessers u¨bernimmt. Dieser sei aus der Kalibrierung
mit einer (Standard-)Unsicherheit b bekannt. Folglich
wird der Netzmaßstab zumindest mit der (Standard-)Un-
sicherheit b behaftet sein. Hinzu kommt die Unsicherheit
im Maßstab durch die Erfassung der meteorologischen
Verha¨ltnisse, die wa¨hrend der Messung variieren ko¨nnen.
Hier treten demzufolge zwei unterschiedlich wirkende Ef-
fekte auf: Eine systematisch wa¨hrend des gesamten Pro-
jekts immer gleich wirkende Maßstabsabweichung, von
der man lediglich weiß, dass sie mit 68%Wahrscheinlich-
keit irgendwo im Intervall  b liegt, und eine statistisch
verteilt (und damit unterschiedlich auf die einzelnen ge-
messenen Strecken) wirkende Maßstabsabweichung aus
ungenu¨gend erfasster Meteorologie. Um dies mit einer
Varianzkomponentenscha¨tzung abzubilden, mu¨sste das
funktionale Modell entsprechend erweitert werden. Dies
fu¨hrt zu komplexen Ansa¨tzen, denn in diesem Fall
muss die von Haus aus lineare Abha¨ngigkeit der beiden
Maßsta¨be eliminiert werden. Zentrier- oder Antennenoff-
sets ko¨nnen ebenfalls nur durch eine aufwa¨ndige Model-
lierung getrennt werden, wobei sich nun die Fragen nach
U¨berparameterisierung (im weitesten Sinn) und Redun-
danz stellen1. Als einer von vielen weiteren derartigen
Fa¨llen sei die Beru¨cksichtigung von Reflektorkonstanten
bei der Bestimmung von Freiformfla¨chen [HENNES, 2006]
erwa¨hnt. Weil nicht alle Einflussfaktoren stochastisch auf
die Beobachtungen wirken, birgt auch die Varianzkompo-
nentenscha¨tzung das Risiko einer zu optimistischen Ge-
nauigkeitsaussage. Andererseits ist nachMeinung der Au-
torin die Gefahr der U¨berparametrisierung derartiger Mo-
dellansa¨tze nicht zu unterscha¨tzen. Letztendlich kann eine
ausgeglichene Standardabweichung nur diejenigen Mess-
abweichungen abbilden, die (zufa¨llig) auch als variable
Realisierungen im Datenmaterial auftreten – und dies
ist nicht immer umfassend sichergestellt, weil teilweise
systematisch wirkende, aber in ihrer Gro¨ße unbekannte,
Effekte un„beobachtet“ bleiben ko¨nnen. Deswegen emp-
fiehlt sich ein ingenieurma¨ßiges Ableiten von wirklich-
keitsnahen Unsicherheiten, die unmittelbar den Beobach-
tungsgro¨ßen zuzuordnen sind (vgl. Abschnitt 3 und 5) und
die unmittelbar in die Kovarianz- bzw. Gewichtsmatrix
einfließen. Allerdings du¨rfen die aus statistisch-theoreti-
scher Sicht geforderten Bedingungen an diese Daten (z.B.
Normalverteilung) nur dann verletzt werden, wenn dies in
der Interpretation des Endergebnisses entsprechend ein-
fließt. Sobald an irgendeiner Stelle des stochastischen
Modells die Forderung der Normalverteilung der Beob-
achtungen verletzt wird, darf keiner der u¨blichen statisti-
schen Tests durchgefu¨hrt werden. Neben dem oben disku-
tierten Beispiel der Netzausgleichung mit EDM-Strecken
werden bei genauerem Hinsehen bisher durchgefu¨hrte
Tests in vielen Anwendungen fragwu¨rdig.
5 GUM (Guide to the Expression of Uncertainty
of Measurements)
5.1 Vorbemerkungen
Der Leitfaden zur Angabe der Unsicherheit beim Messen
[DIN V ENV 13005, 1999] ist die u¨bersetzte Fassung des
Guide to the Expression of Uncertainty of Measurements
und hat sich unter dem Begriff GUM bereits weltweit in
fast allen messenden Disziplinen etabliert, allerdings –
und erstaunlicher Weise – nicht in der Geoda¨sie, obwohl
dieser Leitfaden auf klassischen in der Geoda¨sie etablier-
1 Bei Verwendung einer Zwangszentrierung wa¨hrend der gesamten
Netzmessung kann die aus dem Restzentrierfehler resultierende Un-
sicherheit zum realen Punkt auch mittels leistungsfa¨higer Ausglei-
chungsprogramme gar nicht abgescha¨tzt werden, weil hierfu¨r keine
Messinformation vorliegt.
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ten – und auch u¨blicherweise beachteten – Vorgehenswei-
sen und Berechnungsschritten basiert. Auch von Instru-
mentenherstellern ist zu erwarten, dass zuku¨nftig Instru-
mente unter Beru¨cksichtigung des GUM spezifiziert wer-
den. Der Leitfaden fu¨hrt zu einer umfassenden Betrach-
tung von Einflu¨ssen auf einenMessprozess und beschreibt
die Varianzfortpflanzung auf eine Zielgro¨ße. An geoda¨ti-
schen Beispielen demonstriert [HEISTER, 2002, 2005] die
leitfaden-analoge Vorgehensweise; in eher theoretischen
Betrachtungen zeigen [KUTTERER, SCHO¨N, 2004] Ein-
schra¨nkungen in diesem Leitfaden auf.
5.2 Arbeitsschritte gema¨ß Leitfaden
Die Anwendung des GUM ermo¨glicht durch die umfas-
sendere Beru¨cksichtigung auftretender Sto¨rungen eine
bessere Beurteilung der Qualita¨t eines Messergebnisses
oder einer abgeleiteten Gro¨ße (Zielgro¨ße), weil neben
rein stochastisch bedingten Unsicherheiten (d.h. aus Wie-
derholungsmessungen abgeleiteten Standardabweichun-
gen) auch all jene, die aus ingenieurgeoda¨tischem Erfah-
rungsschatz wirken, beru¨cksichtigt werden. Der Leitfaden
empfiehlt eine dem Geoda¨ten recht bekannte Vorgehens-
weise, die sich in sechs Arbeitspakete gliedern la¨sst2:
A. Zusammenstellung der Kenntnisse u¨ber die Messung
und die Eingangsgro¨ßen
B. Modellierung der Messung (geoda¨tisch: Aufstellen des
funktionalen Modells)
C. Einscha¨tzung der relevanten Unsicherheiten (geoda¨-
tisch: Aufstellung des stochastischen Modells)
D. Berechnung der Zielparameter und der (kombinierten)
Standardunsicherheiten (geoda¨tisch: Varianzfortpflan-
zung)
E. Berechnen der erweiterten Messunsicherheit
F. Protokollieren des (Mess-)Ergebnisses mitsamt seiner
Unsicherheit (Aufstellen und Bewerten des Messunsi-
cherheitsbudgets).
Obwohl Arbeitspakte B–D dem Geoda¨ten gela¨ufig sind,
sollen an dieser Stelle fu¨r alle Arbeitsschritte Hinweise
gegeben werden, die das Potential des GUM verdeutli-
chen. In Schritt A sind die Messaufgabe und die ursa¨ch-
lich zu messende sowie die tatsa¨chlich gemessene(n) Gro¨-
ße(n), das Messprinzip und das Messverfahren darzustel-
len. Unter Eingangsgro¨ßen sind alle am Messprozess be-
teiligten Gro¨ßen zu verstehen, die neben den Ergebnissen
der direkten Messung das Messergebnis und die beigeord-
nete Messunsicherheit beeinflussen ko¨nnen. Hierzu geho¨-
ren neben den bereits zitierten Herstellerangaben und Da-
ten aus Kalibrier- und Pru¨fscheinen auch Erfahrungswerte
(z.B. aus fru¨heren Auswertungen, Literatur etc.).
Dies erleichtert in Schritt B und C die vollsta¨ndige und
umfassende Aufstellung des funktionalen sowie des
stochastischen Modells erheblich. Diese beiden Schritte
erfordern eine professionelle Einscha¨tzung der Vorkennt-
nisse und ermo¨glichen eine sorgsamere und zielbewuss-
tere Einbeziehung von Unsicherheiten, insbesondere bei
der Handhabung des stochastischen Modells. Zuna¨chst
ko¨nnen neben der Normalverteilung weitere Verteilungen
unterstellt werden. Fu¨r typische Verteilungen (Rechtek-
kverteilung, die z.B. fu¨r grobe Digitalanzeigewerte anzu-
wenden ist, und Dreieckverteilung) gibt der GUM statis-
tisch begru¨ndete einfache Transformationsformeln an, um
aus den Intervallgrenzen Werte abzuleiten, die spa¨ter als
„Varianzen“ in die klassische Varianzfortpflanzung einge-
fu¨hrt werden ko¨nnen. Ein aus ingenieurgeoda¨tischer Sicht
bedeutsamer Vorteil des GUM besteht in den ausdru¨cklich
zu beru¨cksichtigenden (Mess-)Unsicherheiten, die nicht-
statistischer Art sind und mit „Typ B“ bezeichnet werden.
Zu Typ-B-Messunsicherheiten za¨hlen beispielsweise auch
Erfahrungswerte, Werte aus Kalibrierscheinen, stocha-
stisch wirkende Sto¨reinflu¨sse (vgl. Ishikawa-Diagramm)
etc. Typ-B-Unsicherheiten du¨rfen alles enthalten, was
nicht als empirische Standardabweichung bestimmbar
ist. Letztere wird wiederum nach den geoda¨tisch u¨blichen
Auswertemethoden einer Beobachtungsreihe bzw. Wider-
holungsmessung berechnet und mit „Typ A“ bezeichnet.
Korrelationen sind nach den u¨blichen Methoden zu eva-
luieren. Auf diese Weise la¨sst sich die Charakteristik der
Messaufgabe umfassend beru¨cksichtigen, was in der Re-
gel zu wesentlich gerechtfertigteren „stochastischen Mo-
dellen“ fu¨hrt als die alleinige Ableitung aus redundant
gemessenen Daten. Der Begriff „Unsicherheit“ macht
den Charakter dieser genauigkeitsbeschreibenden Gro¨ße,
die im Folgenden wie eine Standardabweichung behan-
delt wird, sehr deutlich. Als Standardabweichungen aus-
gedru¨ckte Unsicherheiten werden mit Standardunsicher-
heiten bezeichnet (zur Unterscheidung von so genannten
„erweiterten Unsicherheiten“, s.u.).
In Arbeitsschritt D werden die Zielparameter nach dem
funktionalenModell und die so genannte kombinierte Un-
sicherheit u der Zielgro¨ße (Ausgangsgro¨ße) nach dem
klassischen Gauß’schen Varianzfortpflanzungsgesetz be-
rechnet. Die partiellen Ableitungen (mit ci bezeichnet)
aller Einflussgro¨ßen sollen, gemeinsam mit den Standard-
unsicherheiten der Eingangsgro¨ße, in Tabellenform in
Schritt F dargestellt werden. Die Analyse dieser Tabelle
unterstu¨tzt die Einscha¨tzung kritischer Gro¨ßen. In die be-
kannte Gleichung der Varianzfortpflanzung werden als
Standardabweichungen die Standardunsicherheiten der
Eingangsgro¨ßen eingesetzt. Kovarianzen werden nach be-
kanntem Algorithmus beru¨cksichtigt. Somit unterscheidet
sich der Berechnungsprozess nicht vom u¨blichen Ablauf.
Zu bemerken ist noch, dass der GUM – abgesehen von
Mittelwertberechnungen aus Beobachtungsreihen – keine
Ausgleichungsansa¨tze behandelt, allerdings erlaubt er,
wenn auch nicht ausdru¨cklich, so doch aus ingenieurma¨-
ßiger Sicht, die Kovarianzmatrix auch einer geoda¨tischen
Ausgleichung unter Beru¨cksichtigung von Typ-B-Unsi-
cherheiten zu fu¨llen.
Die doppelte Standardmessunsicherheit u beschreibt das
Intervall um die Zielgro¨ße, in dem mit einer U¨berde-
ckungswahrscheinlichkeit von 68% alle Werte liegen,
die dem Ergebnis aufgrund der beru¨cksichtigten Zusam-
menha¨nge vernu¨nftigerweise zugeordnet werden ko¨nnen
(entsprechend Vertrauensbereich und Vertrauensniveau,
wenn alle eingefu¨hrten Standardunsicherheiten dem
Typ A angeho¨ren). Die erweiterte Messunsicherheit
(Schritt E) beru¨cksichtigt nun die Forderung, eine Unsi-
cherheit anzugeben, die ein Intervall beschreibt, in dem
mehr (oder weniger) als 68% der Werte liegen. Typisch2 Gliederung nicht streng nach GUM
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fu¨r Metrologie und Maschinenbau sind 95%. Dies ist nur
streng mo¨glich, wenn die Verteilung der Eingangsgro¨ßen
bekannt ist, was aber wegen der Zulassung von Typ-B-
Unsicherheiten nicht immer der Fall ist. Fu¨r praktische
Anwendungen wird nun Normalverteilung unterstellt,
so dass durch Multiplikation der Standardunsicherheit
mit dem Erweiterungsfaktor k ¼ 2 oder 3 eine so genannte
erweiterte UnsicherheitU95 (bzw.U99) erhalten wird
3. Die
Angabe des Ergebnisses und der Messunsicherheit sollte
den Standards des GUM folgen, wobei unter anderem der
Faktor k immer mit dem Ergebnis angegeben werden
muss.
5.3 Bewertung
Als Vorteil des GUM wird die relativ einfache computer-
gestu¨tzte Messunsicherheitsberechnung mit minimalen
Rechenzeiten angesehen [SOMMER, SIEBERT, 2004], was je-
doch fu¨r den Geoda¨ten nichts Neues darstellt. Bedeutsa-
mer ist, dass das Verfahren die systematische Behandlung
von nicht-statistischer Information einschließt und da-
durch eine realistischere und qualitativ hochwertigere
Aussage u¨ber die erzielte Genauigkeit liefert, als wenn
dieses Wissen vollsta¨ndig ignoriert wu¨rde. Zwar hat diese
Zusammenfassung von Standardunsicherheiten unter-
schiedlichen Typs zu zahlreichen Kontroversen gefu¨hrt,
aber die Verfahren zu ihrer Ermittlung lassen sich verein-
heitlichen und mit der Bayes-Statistik identifizieren [DIN
1319, Teil 3, Anhang F und WEISER, WO¨GER, 1999]. Der
GUM unterstu¨tzt die geordnete Vorgehensweise zur Be-
rechnung einer Unsicherheit durch die Vorgabe von leicht
nachvollziehbaren Verfahrensschritten. Deswegen ist zu
wu¨nschen, dass dieser Leitfaden auch in der Geoda¨sie
bei der Bewertung eines Messergebnisses im Kontext
der gesamten Messaufgabe an Bedeutung gewinnen
wird. Die bislang mit der gleichen Zielrichtung verwen-
deten Begriffe wie innere und a¨ußere Genauigkeit bzw.
Pra¨zision und Genauigkeit sorgten zwar fu¨r eine gewisse
Klarheit in den Aussagen, jedoch garantiert der Leitfaden
die Ableitung einer umfassenderen Aussage hinsichtlich
der erreichten Messunsicherheit. Daru¨ber hinaus bietet
er eine Kommunikationsgrundlage zu anderen Diszipli-
nen.
Standardunsicherheiten ko¨nnen in gewohnter Weise wie
eine Standardabweichung weiter benutzt werden. Wenn
lediglich Typ-B-Unsicherheiten mit Normalverteilung in-
volviert sind, ko¨nnen sie wie gewohnt in den in der Geo-
da¨sie verbreiteten (und Normalverteilung voraussetzen-
den) statistischen Tests in aller Strenge verwendet werden.
Sobald Typ-B-Unsicherheiten mit Nicht-Normalvertei-
lung involviert sind, ist dieser Nachteil gegenu¨ber der
eher pragmatischen Vorgehensweise abzuwa¨gen, die
den Vorteil bietet, durch die allgemeinen Typ-B-Unsicher-
heiten eine umfassendere Unsicherheitsangabe zu bestim-
men. Messende Nachbardisziplinen anerkennen ebenfalls
das Potential umfassender Genauigkeitsvorgaben, indem
Entscheidungen in Pru¨fprozessen unter Beru¨cksichtigung
von Messunsichersicherheiten unter eher pragmatischen
Gesichtspunkten gefa¨llt werden, die sachgerecht sind,
aber nicht mehr einer gela¨ufigen Testtheorie zugeordnet
werden ko¨nnen. Im Hinblick auf zuku¨nftige Messauftra¨ge
eines Ingenieurvermessers mag dieser Einblick hilfreich
sein.
KUTTERER und SCHO¨N [2004] diskutieren die Behandlung
einer so genannten impra¨zisen Messgro¨ße, d.h. einer
Messgro¨ße, die mit einer in ihrem tatsa¨chlichen Wert un-
bekannten Abweichung behaftet ist, von der bekannt ist,
dass sie systematisch wirkt und in einem bekannten Inter-
vall liegt. Der Vorschlag des GUM ist sehr pragmatisch,
indem diese Gro¨ße als zufa¨llige weiterbehandelt wird, in-
dem sie in eine Standardunsicherheit transformiert wird,
wobei eine Rechteckverteilung unterstellt wird. KUTTE-
RER, SCHO¨N [2004] analysieren diese Vorgehensweise.
Sie betrachten das Zusammenwirken eines rein zufa¨lligen
Anteils (mit der Standardabweichung r) und einem sys-
tematisch wirkenden Anteil (rechteckverteilt innerhalb
des Intervalls  D) und stellen fest, dass bei etwa gleich
großen Anteilen (r ¼ D) der Modellfehler vernachla¨ssig-
bar ist, weil sich die resultierenden Konfidenzintervalle
nach GUM um weniger als 1% von den streng berechne-
ten unterscheiden. Erst bei D ¼ 3r differieren die Konfi-
denzintervalle merklich (bei 95% Wahrscheinlichkeit um
7%, bei 99% um 15%). Dem resultierenden Unsicher-
heitsmaß kann keine Normalverteilung unterstellt werden
und deswegen ko¨nnen Hypothesentests streng nicht in u¨b-
licher Weise durchgefu¨hrt werden. Deswegen empfiehlt
es sich, bei großen systematisch wirkenden Anteilen
und großer Bedeutung von Testergebnissen hoher Wahr-
scheinlichkeit alternative Verfahren, beispielsweise die
Intervallmathematik anzuwenden. Die Vorgehensweise
erfolgt dann analog den Schritten A–F, wobei D mittels
intervallmathematischer Methoden erfolgt, die beispiels-
weise in [SCHO¨N, 2003] beschrieben sind.
6 Monte-Carlo-Methode
6.1 Motivation
Die Monte-Carlo-Methode bietet einen intuitiven Zugang
zu der Wirkung von Messabweichungen auf ein End-
ergebnis und erscheint Laien auf dem Gebiet der Varianz-
fortpflanzung in der Regel plausibler, weil nach dem
Zufallsprinzip durch rechnergestu¨tzte Simulation mit
einer Vielzahl von streuenden Beobachtungen quasi in
einem virtuellen Experiment deren Einfluss auf das End-
ergebnis ermittelt wird. Ein Beispiel hierfu¨r ist die so ge-
nannte „virtuelle KMM“, ein Softwarepaket, das auf diese
Weise das Verhalten einer Koordinatenmessmaschine
simuliert und es ermo¨glicht, die Unsicherheit einer
Objektgeometrie mit geringem Aufwand anzugeben
[WA¨LDELE, SCHWENKE, 2002]. Fu¨r Lasertracker wird der-
zeit an einem solchen Softwarepaket gearbeitet.
6.2 Wesen
Bei der Monte-Carlo-Methode wird sichergestellt, dass
die Stichproben eines Einflussfaktors seiner – mo¨glicher-
weise auch physikalisch vorgegebenen – Verteilung genu¨-
3 Eine unkomplizierte Methode, Informationen u¨ber die resultierende
Verteilungsfunktion zu erhalten, liefert die Monte-Carlo-Methode
(vgl. Abschnitt 6).
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gen. Die Beru¨cksichtigung der Verteilung wird in [SIE-
BERT, SOMMER, 2004] anschaulich beschrieben und ist
leicht programmtechnisch zu realisieren. Mit jeder einzel-
nen dieser m Stichproben wird das funktionale Modell
durchgerechnet und man erha¨lt m Ergebnisse. Das arith-
metische Mittel wird als Erwartungswert angesehen und
die Standardabweichung bzw. Standardunsicherheit nach
dem bekannten Verfahren berechnet. Aus dem Ha¨ufig-
keitsdiagramm der simulierten Abweichungen la¨sst sich
die Verteilung des Endergebnisses ableiten, die ja nicht
notwendig mit der Normalverteilung u¨bereinstimmen
muss, selbst wenn die Eingangsgro¨ßen der Normalvertei-
lung genu¨gen. Dies soll folgendes Beispiel verdeutlichen.
Zwei Maßsta¨be mit bekannter Referenzla¨nge werden an-
einandergefu¨gt, um die Summenla¨nge als Referenzla¨nge
zu realisieren (auch anwendbar auf Klappnivellierlatten,
geknickte Basislatten, Abbe´’sches Komparatorprinzip
etc.). Weil die gegenseitige Ausrichtung beider Sta¨be
nur mit gewissen Abweichungen realisierbar ist, wird be-
reits allein aus der Anschauung klar, dass die resultierende
La¨nge wegen des von 180 abweichenden Knickwinkels
immer ku¨rzer oder gleich, aber nie la¨nger als die Summe
beider La¨ngen wird. Die Monte-Carlo-Methode kommt
unmittelbar zu demselben Ergebnis, wa¨hrend die klassi-
sche Varianzfortpflanzung eine Normalverteilung um
den Summenwert vorta¨uschen wu¨rde. Die klassische Va-
rianzfortpflanzung wu¨rde also vorta¨uschen, dass durch
ungeradlinige Ausrichtung beider Referenzmaßsta¨be
auch Summenla¨ngen realisiert werden, die la¨nger sind
als der Erwartungswert – was offensichtlich falsch ist
und aus der Vernachla¨ssigung ho¨herer Terme bei der Li-
nearisierung resultiert. Daru¨ber hinaus ko¨nnen natu¨rlich
noch Unsicherheiten aus der Referenzla¨nge selbst etc.
auftreten, die mit ihrer eigenen Charakteristik fortzupflan-
zen sind. Hier liefert die Monte-Carlo-Methode elegant
eine sinnvolle Information u¨ber die Verteilung der Abwei-
chungen in der Summenla¨nge. Dies vermindert Fehlein-
scha¨tzungen beispielsweise beim Entscheid u¨ber die Ein-
haltung von Passungen gefu¨gter Bauteile.
Neben der hier bereits erwa¨hnten Berechnungsmo¨glich-
keit der (approximierten) Verteilungsfunktion des End-
ergebnisses und der einfachsten Beru¨cksichtigung beliebi-
ger Verteilungsfunktionen der Eingangsgro¨ßen sind als
weitere Vorteile der Monte-Carlo-Methode die folgenden
zu nennen: Die Wirkung der Eingangsparameter auf das
Messergebnis muss nicht als geschlossene analytische
Funktion angegeben werden. Es ist keine Linearisierung
erforderlich, weswegen auch die Vernachla¨ssigung von
Termen ho¨herer Ordnung nicht zu tru¨gerischen Ergebnis-
sen fu¨hren kann. (Beispielsweise wird nach dem klassi-
schen Ansatz der Varianzfortpflanzung die Standardab-
weichung eines Produktes aus zwei Beobachtungen zu
0 berechnet, wenn die Beobachtungen den Wert 0 anneh-
men, unabha¨ngig davon, wie groß die Standardabwei-
chung der Beobachtungen ist. Anhang C der DIN 1319
Teil 3 weist darauf hin.) Korrelationen ko¨nnen problemlos
beru¨cksichtigt werden; selbst die Funktion digitaler Filter
kann nachempfunden werden. Prinzipiell ko¨nnen mit der
Monte-Carlo-Methode auch Kovarianzen zwischen zwei
Ausgangsgro¨ßen bestimmt werden, indem beide jeweils
paarweise mit demselben Stichprobensatz fu¨r die Ein-
gangsparameter berechnet werden. Dem stehen folgende
Nachteile gegenu¨ber: Bei komplexen funktionalen Mo-
dellen steigt der Rechenaufwand erheblich und die Quali-
ta¨t der nach der Monte-Carlo-Methode berechneten Stan-
dardunsicherheiten ha¨ngt von der Anzahl der Stichproben
ab. Deswegen ist abzuwa¨gen, inwieweit die sachgerechte
Beru¨cksichtigung spezieller Verteilungen (in den Beob-
achtungen als auch im Ergebnis) im Vordergrund steht
oder ob die komfortabel berechnete Unsicherheit nach
Varianzfortpflanzung wichtiger ist (beispielsweise bei
vergleichsweise geringer zur Verfu¨gung stehender Rech-
nerleistung und unkritischen Verteilungen). Interessanter-
weise nutzt das Softwarepaket Spatial Analyzer (New Ri-
ver Kinematics) fu¨r die Auswertung geometrischer Daten
klassische geoda¨tische Ausgleichungsalgorithmen, wobei
aber bei der Berechnung der Standardabweichungen der
Zielparameter (Koordinaten) die Monte-Carlo-Methode
verwendet wird.
Es kann auch durchaus lohnen, mit der Monte-Carlo-
Methode die Berechnung nach GUM zu u¨berpru¨fen4,
um Unzula¨nglichkeiten der Varianzfortpflanzung aufzu-
spu¨ren. Allerdings ko¨nnen die Standardabweichungen
selbst beim ¼ 100 000 Stichproben noch um ca. 20% dif-
ferieren (Beispiel in [ACKO, GODINA, 2000]). Oftmals wird
m ¼ 106 als vernu¨nftig angesehen. Es ist eine Erga¨nzung
zu GUM in Arbeit, die die Monte-Carlo-Methode inte-
griert.
6.3 Beurteilung
Die Monte-Carlo-Methode liefert folgende Vorteile: Die
Verteilungen der Eingangsparameter (nicht notwendig
normalverteilt) werden intuitiv richtig beru¨cksichtigt
und im Ergebnis wird außerdem die Verteilung der
(bzw. des) Zielparameter(s) erhalten. Dies wird beispiels-
weise bedeutsam bei Entscheidungen u¨ber Passungen.
Daru¨ber hinaus treten keine Fehlkalkulationen der Mess-
unsicherheit in den Fa¨llen auf, in denen die klassische
Methode der Varianzfortpflanzung wegen der Vernachla¨s-
sigung der Terme ho¨herer Ordnung versagt. Im Hinblick
auf die Beru¨cksichtigung sto¨render Einflussfaktoren auf
einenMessprozess bzw. die Zielgro¨ße ist die Art der funk-
tionalen Abha¨ngigkeit entscheidend: bei speziellen An-
ordnungen und Situationen ist die Monte-Carlo-Methode
der klassische Varianzfortpflanzung weitaus u¨berlegen.
Allerdings sind die Rechenzeiten nicht zu vernachla¨ssi-
gen, was allerdings mit zunehmender Leistungsfa¨higkeit
der Prozessoren nicht mehr bedeutsam sein sollte. Die
Monte-Carlo-Methode ist bei Eichinstituten anerkannt
und von sehr vielen anderen Disziplinen als leicht nach-
vollziehbare Methode beliebt.
7 Fazit
Die von Geoda¨ten vielfach als konkurrierend empfundene
Vielzahl an verwendeten Genauigkeitsmaßen stellt sich
bei na¨herer Betrachtung als einander erga¨nzend heraus.
4 Dies gilt weniger fu¨r etablierte Netzausgleichungsprogramme mit
typischen Datensa¨tzen, sondern fu¨r Unsicherheitsangaben, die in
Ingenieurprojekten aus heterogenen und hybriden Daten abgeleitet
werden mu¨ssen.
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Jedes Genauigkeitsmaß hat seine Berechtigung, wobei je-
weils das Versta¨ndnis u¨ber seine Aussagekraft vorausge-
setzt wird. Aus der jeweiligen Fragestellung ergibt sich,
welches Maß als das sinnvollste und vernu¨nftigste anzu-
sehen ist. Auch die Wahl der Berechnungsmethoden der
resultierenden Unsicherheit (Unsicherheitsfortpflanzung
oder Monte-Carlo-Methode) ha¨ngt wesentlich von den
Randbedingungen und den Anforderungen an das Ergeb-
nis ab. Der Vorgehensweise nach GUM und nach der
Monte-Carlo-Methode wird ha¨ufig vorgeworfen, dass
die resultierenden Unsicherheiten nicht notwendig nor-
malverteilt seien und demzufolge klassische (in der Geo-
da¨sie typischerweise verwendete) Hypothesentests nicht
unmittelbar anzuwenden sind. Hier muss der Anwender
entscheiden, welche Randbedingungen zu einer aus inge-
nieurma¨ßiger Sicht zweckma¨ßigeren Aussage fu¨hren: Es
kann durchaus sein, dass die Mitberu¨cksichtigung (gro-
ßer) nicht-normalverteilter Einflu¨sse (nach GUM oder
Monte-Carlo) zu einer verla¨sslicheren Aussage fu¨hren,
auch wenn die u¨blichen statistischen Testverfahren versa-
gen: Denn die Aussage eines Tests wird zumindest frag-
wu¨rdig, wenn von vorneherein nicht alle Unsicherheits-
komponenten in die Kalkulation eingefu¨hrt werden. Die
Monte-Carlo-Methode ist ebenfalls zu bevorzugen,
wenn die Vernachla¨ssigung von Termen ho¨herer Ordnung
in der klassischen Varianzfortpflanzung zu Modellfehlern
fu¨hren: Im Falle normalverteilter Gro¨ßen ko¨nnte dann
zwar die bekannte Teststatistik angewendet werden,
aber die Finesse eines stringenten (klassischen) Tests ist
bedeutungslos, wenn im Verfahrensansatz bereits Modell-
fehler von 50% gemacht werden (vgl. Beispiel zur Anein-
anderfu¨gung von Referenzmaßsta¨ben) und kann fatal en-
den, wenn beispielsweise Passungspru¨fungen Ziel einer
Vermessung sind. Hier entsteht der Wunsch nach der Im-
plementierung geeigneter Routinen in Standardauswerte-
programme, wobei es dann dem Anwender obliegen wird,
neben den Messdaten auch deren Verteilung sinnvoll zu
u¨bergeben. Da zuku¨nftig auch die Monte-Carlo-Methode
im GUM verankert sein wird, und der GUM vom Prinzip
her die klassische Varianzfortpflanzung beinhaltet und
gleichzeitig eher den Anspru¨chen eines ingenieurgeoda¨-
tisch ta¨tigen Anwenders genu¨gt, wird die Beherzigung
des GUM dringend empfohlen. Dies sowie die Auseinan-
dersetzung mit den u¨brigen erwa¨hnten Standards ver-
schafft dem Geoda¨ten eine dringend notwendig gewor-
dene Kommunikationsbasis in der Auseinandersetzung
mit anderen Disziplinen.
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