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Abstract
Bounding the price of anarchy, which quantifies the damage to social welfare due to selfish behavior
of the participants, has been an important area of research. In this paper, we study this phenomenon
in the context of a game modeling queuing systems: routers compete for servers, where packets that do
not get service will be resent at future rounds, resulting in a system where the number of packets at each
round depends on the success of the routers in the previous rounds. We model this as an (infinitely)
repeated game, where the system holds a state (number of packets held by each queue) that arises
from the results of the previous round. We assume that routers satisfy the no-regret condition, e.g.
they use learning strategies to identify the server where their packets get the best service.
Classical work on repeated games makes the strong assumption that the subsequent rounds of the
repeated games are independent (beyond the influence on learning from past history). The carryover
effect caused by packets remaining in this system makes learning in our context result in a highly
dependent random process. We analyze this random process and find that if the capacity of the servers
is high enough to allow a centralized and knowledgeable scheduler to get all packets served even with
double the packet arrival rate, and queues use no-regret learning algorithms, then the expected number
of packets in the queues will remain bounded throughout time, assuming older packets have priority.
This paper is the first to study the effect of selfish learning in a queuing system, where the learners
compete for resources, but rounds are not all independent: the number of packets to be routed at each
round depends on the success of the routers in the previous rounds.
1 Introduction
In this paper, we consider how to guarantee the efficiency of stochastic queuing systems when routers
use simple learning strategies to choose the servers they use, and repeatedly resend their packets until
the packet gets served. We show conditions that guarantee the stability of such systems despite the
competition of queues and the carryover effects between rounds caused by resending packets.
Understanding how to design complex systems that remain efficient even when used by selfish agents
is an important goal of algorithmic game theory. The price of anarchy [1] measures this inefficiency
by comparing the welfare of the Nash equilibrium of the game to the socially optimal solution without
considering incentives. This notion has lead to a long line of literature bounding this loss in various
games. Our results are analogous in spirit to those of [2], which shows that in the context of routing in
networks with delay, the cost of any Nash equilibrium outcome is no more expensive than the centrally
designed optimum that carries twice as much flow.
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We model the behavior of queues as learners, assuming that their choices of where to send packets
satisfies the no-regret guarantee. This guarantee can be ensured by running any of a large set of learning
algorithms [3]. Studying learning behavior in games has a long history, dating back to the early work of
Robinson [4], see also [5]. Work in the last two decades has extended the Nash equilibrium quality analysis
(price of anarchy) to learning outcomes [6, 7, 8]. If all players employ a no-regret learning strategy, then
the play converges to a form of correlated equilibrium of the game [9] (players correlating their play by
each of them using the history of play to decide their next action), and the price of anarchy analysis
extends also to the correlated play. A serious limitation of the model of repeated games considered in
these works is the assumption that the games played at different times are independent, in the sense
that the outcome of the game at time t has no direct effect at time t+ 1 except through the learning of
the agents. While this can be a good approximation in some games, there are many applications where
this clearly fails. In the context of routing games modeling the morning rush-hour traffic, it is indeed
the case that no matter how bad Monday morning traffic was, the traffic jam clears up before Tuesday
morning. In contrast, when modeling traffic on a smaller time scale, if one car or packet experiences
delay, it remains in the system longer, or may be re-sent later, and hence affects later time periods. In
ad-auctions, the remaining budget of the player has a similar carryover effect, as winning the auction in
one round decreases the player’s remaining budget in future rounds.
Here, we will consider a queuing system with queues sending packets to servers as a simplified model
of a network of queues. In [10], the authors study the performance of a learning algorithm in the same
queuing system finding the best server(s) with respect to queue-regret, which measures the expected
difference in queue sizes to that of a genie strategy that knows the optimal server. Their primary goal is
to study this more refined notion for the queuing setting for this classical stochastic bandit problem, which
exhibits more complicated behavior than standard no-regret bounds that grow at least logarithmically
with time. Our paper studies a decentralized, multi-queue version of the same system, where each queue
uses their own learning algorithm to clear their packets while selfishly competing with each other for
service. Our primary focus is on establishing precisely when standard no-regret algorithms can ensure
that the competitive queuing system remains stable even in this game-theoretic setting, a concern that
does not arise in the learning problem with centralized scheduling.
Our Results. Our main result concerns a multi-agent version of the queuing system of [10], where
the queues each use their own no-regret learning algorithm to find and compete for the best servers.
We show that if the service rates of the servers is high enough to allow a centralized scheduler to get
all packets served even with double the arrival rate and when older packets have priority over younger
packets, then the expected length of all queues will remain bounded over all time, assuming the learning
algorithms used satisfy the no-regret assumption. Studying the outcome of learning in such systems
with carryover effect requires us to study these interactions not just as a repeated game, but as a highly
dependent random process.
In this model, a server can serve at most one packet at any time, and packets remaining in the system
are queued at the input side. At each time step, a server with service rate µ will select one of the packets
sent to it (if any), serve it with probability µ, and return all unserviced packets to their queues. In
other queuing systems, the servers may also have a bounded size queue and would only send back (or
drop) packets when they no longer fit on the queue; our simpler model without server queues makes the
trade-offs we want to study cleaner. A packet sent to a server is either served or returned and offers
instantaneous feedback to the learning algorithms of the queues, in contrast to the bit more informative,
but delayed feedback available in real systems.
An important feature of the model is how conflicts are resolved when multiple queues send to the
same server in a time period. We show that if the servers select a packet uniformly at random among the
arriving packets, then unless the success rates of the servers are prohibitively larger than the arrival rates
of the queues (by a factor that grows with the number of queues), learning does not necessarily ensure
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that all packets will get served in a timely manner: in systems with many queues with low arrival rate,
when these queues are selfishly aiming to get good service, the number of unserved packets at queues
with high arrival rate may grow linearly over time. Our main result is to show that if packets also carry
a timestamp, and servers choose to serve the oldest arriving packet, then this linear blowup cannot arise:
if the system has enough capacity to serve all packets when they are centrally coordinated, even with just
double the arrival rate, then no-regret learning of the queues guarantees that all packets get served and
queue lengths stay bounded in expectation. We also show that this bound of 2 on the required service
rate is tight, in that with less than a factor of 2 higher service rate, no-regret learning does not necessarily
guarantee the timely service of all packets.
Our Techniques. The carryover effect between rounds caused by packets left in the system, forces
us to study these interactions not just as a repeated game, but as a highly dependent random process.
Moreover, the randomness arises intrinsically from both the randomized strategic behaviors of the queues
and the inherent randomness in the queuing system. To establish the result, we combine game-theoretic
properties implied by the no-regret assumption with techniques from random processes to establish the
high-probability results.
In analysing the behavior of the queuing system, we have to deal with highly dependent processes.
If a queue receives too many packets during a previous period, this has a major effect not only on the
outcomes for this queue, but for every other queue it may be competing with. To make the study of these
random process more manageable, we use the principle of deferred decisions: rather than considering the
state of the queue sizes, each with possibly many packets, we keep track only of the timestamp of the
oldest packet in each queue and defer seeing when the next packet arrived until after this one is served.
In doing so, the timestamp of the next packets to be cleared and the service successes of the servers are
all independent of the current time period, and hence we can use standard concentration bounds.
To prove the bounds on the queue sizes, we use a potential function based on the oldest time stamp in
each queue. The main idea of the proof is to argue that when this function has a high enough value, than
it must have negative drift. To conclude that the queues remain bounded, we use a powerful theorem of
Pemantle and Rosenthal [11] showing that a sufficiently regular stochastic process with negative drift must
have moments uniformly bounded over time. Once we obtain this property for our random process, we
then use standard probabilistic techniques to obtain an evidently weaker, but perhaps more interesting,
asymptotic control on the almost sure growth of the queues in these queuing systems. We hope that the
kinds of qualitative features we establish and the methods of proof for these results will be of interest in
the future study of repeated strategic interactions that similarly relax the independence assumptions of
the games played at each round.
Further Related Work. As already explained above, the model we study combined features of
learning in games with classical queuing systems; both of these areas have large bodies of literature.
The classical focus of work on scheduling in queuing systems is to identify policies that achieve optimal
throughput (see for example the textbook of [12]). Closest to our model from this literature is the work
of [10], which characterizes the queue-regret of learning algorithms that only seek to identify the best
servers, but does not consider competition between selfish learners. They characterize queue-regret for the
case of a single queue aiming to find the best server, and extend the result to the case of multiple queues
scheduled by a single coordinated scheduling algorithm, assuming there is a perfect matching between
queues and optimal servers that can serve them. In contrast, we assume that each queue separately learns
to selfishly make sure its own packets are served at a high enough rate, offering a game-theoretic model
of scheduling packets in a queuing system, and do not make the matching assumption on queues and
servers. Compared to classical price of anarchy bounds in repeated games [6, 7, 8], we no longer make the
assumption that games at different rounds are independent. Studying this model requires us to combine
ideas from the price of anarchy analysis of games with understanding the behavior of stochastic systems.
Our work is one of the first examples of studying the effect of learning in games with carryover effects
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between rounds. Studying such systems requires understanding a highly dependent random process.
Among the large body of literature of such processes, closest to our work is the adversarial queuing
systems of [13], who also use the Pemantle and Rosenthal [11] theorem to establish bounded queue sizes
in expectation. Another important repeated game setting with such carryover effect is the repeated ad-
auction game with limited budgets. The papers of [14, 15, 16] consider such games and offers results on
convergence to equilibrium as well as understanding equilibria in the first-price auction settings under a
particular behavioral model of the agents. Analyzing such systems for the more commonly used second-
price auction system is an important open problem.
2 Preliminaries
Notation. In general, random variables will be denoted by capital letters (i.e. X,Y, Z, . . .), while vectors
will generally be bolded (i.e. µ,λ, etc). If a random variable X has some distribution D, we write X ∼ D.
We use the notation Geom(p) to denote a geometric distribution with parameter p, Bern(p) for a Bernoulli
distribution that is 1 with probability p and 0 otherwise, and Bin(n, p) for a binomial distribution with
parameters n and p.
We say an event occurs almost surely if it has probability 1. We use standard O(·), o(·), and Θ(·)
notation, where O˜(·) indicates logarithmic factors are hidden; we will sometimes write f(n)  g(n) if
f(n) = Θ(g(n)). We will also consider the following norms: for a positive vector λ = (λ1, . . . , λn), with
λ1 ≥ . . . ≥ λn > 0, we define the following two weighted `p norms on Rn:‖x‖λ,1 ,
∑n
i=1 λi|xi| and
‖x‖λ,2 ,
√∑n
i=1 λix
2
i . It is easily seen that for any x, ‖x‖λ,1  ‖x‖λ,2 (where the constants depend on
λ) via Cauchy-Schwarz, see Lemma 6.1.
Standard Queuing Model. We consider the following discrete-time queuing system illustrated by
the figure below, which is a decentralized, competitive version of the model considered by Krishnasamy,
et al [10]: there is a system of n queues and m servers. During each discrete time step t = 0, 1, . . ., the
following occurs:
1. Each queue i receives a new packet with a fixed, time-independent probability λi. We model this
via an independent random variable Bit ∼ Bern(λi). This packet has a timestamp that indicates
that it was generated in the current time period. We label queues such that λ1 ≥ . . . ≥ λn > 0,
writing λ for the vector of arrival rates.
2. Each queue that currently has an uncompleted packet chooses one server to send their oldest
unprocessed packet (in terms of timestamp) to.
3. Each server j that receives a packet does the following: first, it only considers the packet it receives
with the oldest timestamp (breaking ties arbitrarily). It then processes this packet with a fixed,
time-independent probability µj . We again label servers so that µ1 ≥ . . . ≥ µm ≥ 0, writing µ for
the vector of service rates.
4. All unprocessed packets, possibly including the packets that were selected if the corresponding
server failed to process it, are then sent back to their respective queues still uncompleted. Queues
receive bandit feedback on whether their packet cleared at their chosen server.
We write Qit for the number of unprocessed packets of queue i at the beginning of time t (before
sampling new packets) and Qt = (Q
1
t , . . . , Q
n
t ) for the vector of queue sizes at time t. Define Qt =
∑n
i=1Q
i
t
as the total number of unprocessed packets in the system at time t. Formally, if Sit is the indicator event
that queue i clears a packet at time t and Bit is again the indicator queue i received a new packet at time
4
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Figure 1: Here, three queues compete for two servers. Unserviced packets in each round return to their
queue.
t, then we have the recurrence as random variables with Qi0 = 0 and
Qit+1 = Q
i
t +B
i
t − Sit , (1)
where we note that Sit is necessarily 0 if Q
i
t + B
i
t = 0 (i.e. queue i had no packets and didn’t receive
a new one in the round, so does not send a packet this time period). This ensures each Qit is integral
and nonnegative. We call the above random process the standard model. We will be interested in the
stability of this system in the following sense:
Definition 2.1. The above system is strongly stable under some given dynamics if, for any fixed r ≥ 0,
the random process Qt satisfies E[Qrt ] ≤ Cr for some absolute constant Cr that does not depend on t.
We say that it is almost surely stable if for any c > 0, almost surely
Qt = o(t
c).
That is, the growth of Qt is almost surely subpolynomial.
It is not immediately obvious what the relationship is between these stability properties: it turns
out that strong stability implies almost sure stability, which we state in Lemma 3.1 and prove in the
Appendix.
Our main goal is to understand the stability properties of these queuing systems when queues select
servers as no-regret learners. To get a baseline measure for when this may be possible, we must first
understand when a queuing system is stable under centralized coordination: it turns out that an obvious
necessary condition on µ and λ is also sufficient.
Theorem 2.1. Suppose µ and λ have been preprocessed so that a maximal, equal prefix of 1’s is deleted
from both and both are nonempty and not both identically zero afterwards. Then the above queuing system
is strongly stable for some centralized (coordinated) scheduling policy if and only if for all 1 ≤ k ≤ n,
k∑
i=1
µi >
k∑
i=1
λi. (2)
When (2) holds, we say that the queuing system is (centrally) feasible.
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An instructive example to keep in mind is a single-queue, single-server system. Of course, there is no
learning or competition in such a process. If 0 < λ < µ ≤ 1, it is well-known that Q1t follows a biased
random walk on the nonnegative integers towards 0, and moreover is geometrically ergodic.1 This in
particular implies strong stability. On the other hand, if 0 < λ = µ < 1, say µ = λ = .5, then it is
well-known that the corresponding unbiased random walk Q1t satisfies E[Q1t ] = Θ(
√
t). Therefore, there
is a sharp threshold for strong stability.
We give the full proof of the Theorem in the Appendix and only sketch it here: for necessity, when
(2) strictly fails, it will be easy to see the queueing system is not stable as the expected total number
of packets grows linearly. A slight modification is needed using standard submartingale arguments if
instead only equality holds somewhere in (2). For sufficiency, we leverage the well-known connection
between majorization of vectors with doubly stochastic matrices. By decomposing these matrices into a
convex combination of permutation matrices, one obtains a randomized, coordinated matching schedule
between queues and servers that ensures at every time step that the probability of clearing a packet
strictly exceeds the probability of receiving a new packet. Each queue size thus follows a biased random
walk towards 0, which will ensure stability.
The Need for Packet Priorities. We will be interested in proving statements of the following
form:
Given a queuing system that is centrally feasible even when λ is scaled up by some explicit
constant c ≥ 1 independent of the parameters of the system (in the sense of Theorem 2.1),
then a random process where queues are decentralized and strategic under certain conditions
remains stable.
Morally, such a result says that though decentralized, strategic queues cannot coordinate and instead
compete for service, if they choose servers according to some reasonable learning algorithm, there only
needs to be a small multiplicative factor of slack to keep the queuing system stable. In other words,
decentralizing a feasible queuing system and introducing a constant factor of slack will result in a stable
system even when queues selfishly compete to clear their own packets.
To see the necessity of timestamps, consider instead a simpler model where there are no timestamps
and priorities, and instead each server uniformly randomly picks which packet to process among those
that are sent to it in each step. It is easy to see that if a queuing system is feasible even if λ scaled
up by n, then it will remain a stable queuing system with reasonably strategic queues. Indeed, by this
feasibility assumption, µ1 > n · λ1, so that µ1 >
∑n
i=1 λi. Therefore, if every queue just always sends to
the largest server whenever they have a packet, they will succeed in clearing a packet with probability
at least 1/n > λi, and it is not too difficult to prove that this results in a strongly stable process by
comparing to a random walk biased towards the origin.
It is natural to ask if a better factor is attainable in this alternate model, perhaps even a constant.
It turns out that in general, a polynomial in n is required:
Theorem 2.2. In this alternate model, for large enough n, there exists a centrally feasible queuing system
with n queues and servers with the following property: the system remains feasible even if λ is scaled
up by Ω(n1/3) and it is possible for all queues to be in a Nash equilibrium2 at each time step (and in
particular, satisfy no-regret properties as in Assumption 3.2), yet the system is not strongly stable.
While we make little effort to optimize the exponent, this shows that in this model, no sub-polynomial
factor is possible in general. The basic reason why this can occur is that low arrival rate queues can
1Namely, this random process mixes to a stationary distribution on N with geometrically decreasing tail probabilities.
2By this we mean that conditioned on the (randomized) strategies of all other queues in a given time step, each queue
sends to a server with highest probability of success.
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saturate the high success rate servers, making it impossible for high arrival rate queues to clear fast
enough to offset their higher arrival. In the timestamp model, we will be able to establish constant factor
results. The key idea is that the priority system, while more difficult to analyze, results in older queues
gaining an advantage on young queues causing the young queues to prefer lower quality servers, so that
this situation is impossible. That is, this model implicitly forces fast growing queues to get better service,
so long as queues are sufficiently adaptive to take advantage of it.
3 No-Regret in Queuing Systems.
Our main result shows that, if the queuing system has enough slack and all queues satisfy an appropriate
high-probability no-regret guarantee, then the queuing system is strongly stable. To this end, we make
the following feasibility assumption that asserts that a queuing systems with servers scaled down by 1/2
would remain feasible:
Assumption 3.1 (Feasibility). There exists η > 0 such that for all k ∈ [n],
1
2
(1− η)
k∑
i=1
µi ≥
k∑
i=1
λi.
We will usually use η to denote the maximum such value that this inequality holds.
This assumption stipulates that if the service rates were halved, then the queuing system would still be
centrally feasible. The parameter η controls the quality of learning required for our results. To establish
stability results, we will use the following assumption on no-regret algorithms:
Definition 3.1. Fix some window of length w, and for convenience reindex time so that the beginning of
this window is at t = 1. Let Si,jt be the indicator variable that queue i would have succeeded in clearing
a packet at server j at time t (had she sent there), and let σi(t) be the identity of the server that queue i
chooses at time t. Note that if queue i has no packets at time t, then Si,jt = 0. Then the regret of queue
i on this window, denoted Regi(w), is defined as
Regi(w) , max
j∈[m]
w∑
t=1
Si,jt −
w∑
t=1
S
i,σi(t)
t . (3)
That is, Regi(w) of queue i on some fixed window of length w is defined to be the (random) difference
between the number of packets queue i cleared on these w periods compared to the backward-looking
number of packets she would have cleared had she simply always sent to the best single server, where the
comparison is in hindsight to the best single server on the realized sample path, not to a counterfactural
sample path where the queue always chose that server. Note that all these random variables are with
respect to the same sample path; the Si,jt will depend on all previous randomizations and choices by the
queues, as these implicitly yield the priorities of the queues. We make the following assumption on the
regret of queuing strategies:
Assumption 3.2 (Queues satisfy high-probability no-regret). All queues select servers using a strategy
or algorithm satisfying the following no-regret guarantee: given fixed δ ∈ (0, 1) and a fixed window
with length w, the regret Regi(w) of queue i on this given window of w consecutive time steps satisfies
Regi(w) ≤ ϕδ(w) with probability at least 1 − δ only over their own randomizations during this window,
where ϕδ(w) = o(w) is some explicit function. Here, o(·) hides constant factors depending on δ and m,
but not w.
Moreover, we require that the choices of the queue depend only on their past bandit feedback and their
past history of ages, but not on their history of queue sizes.
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For instance, this assumption holds with EXP3.P.1 with the form of the regret scaling like
√
w ln(mw/δ) =
o(w) [17]. Note that this high-probability guarantee is possible in our setting even in the priority model
where the random variables of success at each server from the perspective of each queue at each time
step depend on all previous actions (via timesteps and priorities), as well as the actions of the other
queues in the current time period; see for instance the discussion in Section 9 of Auer, et al [17]. This
property is standard and necessary in applying learning algorithms to multi-player games. Using the
freezing technique of [18] for EXP3.P.1, one can ensure that such a guarantee holds simultaneously for
each window of this length, and not only a fixed window, so the players would not have to be aware which
window of size w is relevant for our analysis. This is true as freezing guarantees that the probabilities
associated with all arms remain high enough throughout the algorithm, which allows us to adapt the
classical no-regret analysis starting at any time step for the window of the next w time steps.
Dual Model: via Deferred Decision. To prove our main learning result, we will use the principle
of deferred-decisions to give an alternate description of the standard system given in Section 2. Suppose
that in the standard model, each queue chooses which server to send to at time t only depending on
past feedback and their current oldest timestamp, but not on Qit. In this case, we can equivalently
characterize the evolution of this system keeping only the oldest timestamp of a packet at each queue. To
do this, instead of randomly generating new packets at each time step according to a Bernoulli process,
each queue only maintains the timestamp of their current oldest unprocessed packet. Once this packet
is successfully cleared, the new current oldest unprocessed packet has timestamp generated by sampling
a geometric random variable with parameter λi and adding this to the timestamp of the just-completed
packet. If this number exceeds to current time step t, this corresponds to having processed all packets
that arrived before the current time step, and receiving the next packet in the future.
We will call this random process the dual process. Because the gap between successes in repeated
independent Bern(λi) trials is given by a Geom(λi) random variable, the standard and dual processes can
be completely coupled, as described below. Concretely, when the queues use strategies with the above
property, the dual process can be described using the following notation:
1. Time progresses in discrete steps t = 0, 1, . . ..
2. At each time t, T i
′
t is the timestamp of oldest unprocessed packet of queue i at time t.
3. T it = max{0, t − T i
′
t } is the age of the current oldest packet of queue i in relation to the current
time step t. That is, T it measures how old the current oldest unprocessed packet for queue i is. We
say T it is the age of queue i at time t.
3
4. Queue i can send a packet in this time step if t− T i′t ≥ 0. If queue i successfully clears her packet,
set T i
′
t+1 = T
i′
t + X
i, where Xi ∼ Geom(λi) is independent of all past events, and otherwise does
not change.
In general, we will write Tt = (T
1
t , . . . , T
n
t ) ∈ Nn for the vector of current ages of oldest packets. To see
the equivalence, consider any standard queuing system with Bernoulli random variables {Bit}i∈[n],t≥0 for
packet generation. Then, to get a coupled dual system for the same system, use a sequence {Gij}i∈[n],j≥0
with the interpretation that Gij ∼ Geom(λi) is the size of the jth gap between successes in the Bit. When
queue i clears her jth packet, her new oldest timestamp increases by Xi = Gij as described above. As
such gaps between timestamps in the standard model have Geom(λi) distributions, the dual system gives
the ages of each queue in the standard system at all times and gives an explicit coupling.
3Note that while T it ≥ 0 by definition, it is possible that T i
′
t > t. The interpretation of this is that the queue has cleared
all of her packets at time t and will receive her next one at time t = T i
′
t , or equivalently, in T
i′
t − t steps in the future from
the perspective at time t.
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The key feature is that, under the assumption that queues choose servers at time t only based on at
most the T it , not on Q
i
t, all choices by queues are the same conditioned on just the current timestamp
and past feedback as it is conditioned on all the past information in the standard model (which includes
arrivals received after the current oldest packet). That is, if Ft denotes the information available to the
queues in the standard model at time t, and Gt for the dual model, then all choices by the queues at time
t+ 1 are the same conditioned on either history. The point of doing so is that Gij will be independent of
Gt until the queue clears her jth packet (namely, the timestamp of queue i’s j + 1th packet is not known
until the time queue i clears her jth packet).
In the dual system, we define stability in the same way as before:
Definition 3.2. The dual system is said to be strongly stable if, for any fixed r ≥ 0, E[(∑ni=1 T it )r] ≤ Cr
where Cr is a fixed constant depending only on r, not on t.
The dual system is almost surely stable if, for any c > 0, almost surely
n∑
i=1
T it = o(t
c).
Because heuristically Qit ≈ λiT it , it is intuitive that our notions of strong stability are equivalent
whenever both systems correspond to the same random process. Indeed, this is the case. Moreover,
strong stability implies almost sure stability. The basic idea is to use Markov’s inequality and the Borel-
Cantelli lemma along an appropriately chosen subsequence of times. We defer this equivalence and
implication to the Appendix:
Lemma 3.1. If the standard and dual models characterize the same queuing dynamics, then strong
stability in the standard system is equivalent to strong stability in the dual system.
Moreover, if this holds, then strong stability in either system implies almost sure stability.
As these are completely coupled processes, with same stability properties, it is natural to wonder
what we have gained from focusing on the ages of queues rather than their overall sizes. We discuss this
further in Remark 3.1.
Stability of No-Regret Queuing Systems
Our main result is the following theorem which asserts that if all queues are no-regret with high-probability
over sufficiently large windows, then the queuing system is strongly stable.
Theorem 3.1. Suppose that Assumption 3.1 holds for the dual queuing system with parameter η. Set
the following parameters: δ = η8 ,  =
δµ1
4n , and i =

λi
for 1 ≤ i ≤ n. Let w be large enough so that the
following holds4:
nϕ η
128n
(w) + n ≤ wδµ1
4
, (4)
and over w steps of our process the sum of the geometric variables of subsequent packet arrivals, and the
sum of the Bernoulli server successes concentrate around their expectation with an error probability of at
most η/128 with the above values of δ, i,λ, and µ. (See the required inequalities at (27) and (28).)
Then, if each queue satisfies Assumption 3.2 on each consecutive time interval of length w with
probability at least 1− η128n , then the random process Tt under these dynamics is strongly stable.
4Note that this is possible as ϕγ(w) = o(w) for any fixed γ, as well as the exponential decay of the bounds in (27) and
(28) in w.
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The technical tool we use to establish the stability of our system in Theorem 3.1 is the following result
of Pemantle and Rosenthal:
Theorem 3.2 (Theorem 1 in [11]). Let X1, X2, . . . be a sequence of nonnegative random variables with
the property that
1. There exists constants α, β > 0 such that if xn > β, then
E[Xn+1 −Xn|Fn] < −α,
where the σ-algebra Fn includes the history σ(X0, . . . , Xn) until period n and Xn = xn.
2. There exists p > 2 and θ > 0 a constant such that for any history,
E[|Xn+1 −Xn|p|Fn] ≤ θ.
Then, for any 0 < r < p − 1, there exists an absolute constant M = M(α, β, θ, p, r) not depending on n
such that E[Xrn] ≤M for all n.
To apply this theorem, we must define an appropriate potential function of queue ages that satisfies
the negative drift and bounded moments condition. We define for τ ∈ N the following potential functions
that will feature prominently in the proof:
Φτ (Tt) ,
∑
i∈[n]:T it≥τ
λi(T
i
t − τ), (5)
Φ(Tt) ,
∞∑
τ=1
Φτ (Tt) =
∞∑
τ=1
∑
i∈[n]:T it≥τ
λi(T
i
t − τ) =
1
2
n∑
i=1
λiT
i
t (T
i
t − 1). (6)
This potential function will be useful for the analysis because it isolates the contribution of clearing
old packets at each age simultaneously. We now turn to the proof of Theorem 3.1.
Proof. To apply Theorem 3.2, we define the stochastic process Z0, Z1, . . . by
Z` =
√
Φ(Tw·`).
That is, Z` is the “snapshot” of the potential function
√
Φ when evaluated on Tw·` that occurs every w
steps. The filtration is given by H` = G`·w, where Gt is the corresponding information of the dual system
at time t available to the queues.
Summary of the Main Ideas: Before we go though the detailed proof, we offer an outline of
the main ideas. To establish the negative drift, we will focus on the w-long interval between two Z`
and Z`+1. In this w-long window, we use the no-regret condition, as well a concentration bounds on
behavior of queues and servers. The main idea of the proof is to consider all queues that have remained
old throughout the period. A server either clears many such old packets, or many times during this
period no old packet is sent to it. In the second case, we can use the no-regret condition for any queue
that still has very old packets, as they would have priority at the server, so these bounds in tandem
will imply that many old packets must have cleared. To aid the analysis, we also lower bound the total
decrease in ages from clearing packets on this window before accounting for the w extra steps of aging,
only accounting for this at the end; this allows us to consider the clearing process and aging from time
passage separately. Finally, when concentration or the no-regret condition fails, we can trivially upper
10
bound what this contributes to the expected drift and this will be subsumed by the low probability that
this occurs in the overall expectation.
To establish the bounded moment condition, it is important to consider the dual process, as Theorem
3.2 also requires that the change cannot be too large for any history. See Remark 3.1 for more details.
Organizing Randomness. Let us first set up how we model the actual queuing process on each
consecutive window of w steps between Z` and Z`+1 for the probabilistic analysis. In the spirit of
“organizing randomness,” at step ` of this process (step ` · w of the actual queuing process), sample up
front an independent geometric ensemble {Gi,j}i∈[n],j∈[w] with
Gi,j ∼ Geom(λi), j = 1, . . . , w
as well as an independent Bernoulli ensemble {Si,j}i∈[m],j∈[w] with
Si,j ∼ Bern(µi), i = 1, . . . , w.
The interpretation is that the Si,j are random indicators if the ith server is able to clear a packet,
regardless of whether a packet is sent there, at the jth step of this block of w steps. The Gi,j have the
interpretation that, when queue i clears her jth packet on this window, her age decreases by Gi,j (without
accounting for the aging from passage of time). Crucially, as queue i clears packets on this window of w
steps, her age decreases by a sum of a prefix of Gi,1, . . . , Gi,w (before accounting for aging as time passes).
Observe that this independence arises precisely because of the independence of the geometric ensemble
of timestamp differences from the filtration G`·w of the dual system that only conditions on past feedback
and the realized past sequence of oldest timestamps.
Now, observe that by our choices of parameters δ and w, we have that with probability at least
1− η/64 that all of the following “good” events hold on this window:∣∣∣∣ k∑
j=1
Gi,j − k
λi
∣∣∣∣ < iw ∀i ∈ [n], k ∈ [w] (7)
k∑
i=1
w∑
j=1
Si,j > w(1− δ)
k∑
i=1
µi ∀k ∈ [m] (8)
n+
n∑
i=1
Regi(w) ≤ n+ nϕη/128n(w) ≤
wδµ1
4
(9)
This simply follows from our assumption that w was chosen large enough so that the first two lines hold
with probability at least 1− η/128 via Corollary 6.2 and Lemma 6.6 in the Appendix, the fact that the
no-regret bound held with probability at least 1 − η/128n for each queue, and taking a union bound.
Notice that (7) asserts that every prefix of each of the geometric ensembles is additively not too far from
the expectation, relative to w.
Threshold Value for Z`. We will show that under the threshold assumption that
Z` >
w√
2λn
max
(
8
η
( n∑
i=1
λi
)
, 16n2
)
, (10)
then the drift condition holds. We will later use the following simple claim:
Claim 3.1. Under this assumption, both of the following statements hold:
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1. There exists some i ∈ [n] such that λiT i`·w > 16nw.
2.
∑n
i=1 λiT
i
`·w ≥ 8ηw
∑n
i=1 λi.
Proof. (10) immediately implies by definition of Z` and Φ that√√√√ n∑
i=1
λi(T i`·w)
2 ≥ w√
λn
max
(
8
η
( n∑
i=1
λi
)
, 16n2
)
.
From Lemma 6.1, this implies that
n∑
i=1
λiT
i
`·w ≥ wmax
(
8
η
( n∑
i=1
λi
)
, 16n2
)
,
from which both parts follow, the first from averaging.
Using no-regret to bound the number of old packets cleared. Continuing with the proof, we
first analyze what happens on the “good” event of (7,8,9). Let τi be the age of the oldest unprocessed
packet of queue i at the end of this window of w steps, measured with respect to the beginning of the
window without accounting for the w steps of aging. If queue i cleared all her packets that were received
before the beginning of this window, then we say τi = 0. Let Jτ be the set of queues that at the end of
the w steps still have packets that are at least τ -old with respect to the beginning of the window. Let
Xτi,j be an indicator variable that some packet that was at least τ -old with respect to the beginning of
the considered interval was sent to server i at the jth step in this window. As such queues in Jτ evidently
have packets that are at least τ -old throughout this interval, priority and the regret bound (9) implies
that the number of packets cleared by any such queue is at least, for any server i ∈ [m]
w∑
j=1
Si,j(1−Xτi,j)− ϕη/128n(w). (11)
This is simply because a queue that is always at least τ -old throughout the interval would succeed on any
server i that is successful on a time step (as indicated by Si,j) where no τ -old packets were sent there.
Let Nτ be the number of packets that were at least τ -old with respect to the beginning of the interval
that were cleared in the interval and N iτ the number of such packets cleared by queue i. Then we clearly
have
Nτ =
∑
i∈[m]
∑
j∈[w]
Si,jX
τ
i,j ≥
min{m,|Jτ |}∑
i=1
∑
j∈[w]
Si,jX
τ
i,j . (12)
As every packet processed by queues in Jτ contribute to Nτ , by instantiating (11) for each queue in Jτ
with each of the top min{m, |Jτ |} servers and summing, we also obtain
min{m, |Jτ |} ·Nτ ≥ min{m, |Jτ |}
∑
i∈Jτ
N iτ ≥ |Jτ |
min{m,|Jτ |}∑
i=1
( w∑
j=1
Si,j(1−Xτi,j)− ϕη/128n(w)
)
. (13)
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Multiplying (12) by |Jτ | and summing with the previous equation, we obtain
Nτ ≥
( |Jτ |
|Jτ |+ min{m, |Jτ |}
)min{m,|Jτ |}∑
i=1
( w∑
j=1
Si,j − ϕη/128n(w)
)
(14)
≥ 1
2
min{m,|Jτ |}∑
i=1
∑
j∈[w]
Si,j − nϕη/128n(w) (15)
≥ 1
2
w(1− δ)
min{m,|Jτ |}∑
i=1
µi − nϕη/128n(w), (16)
where the last inequality uses (8).
Bounding the expected drift in Φ assuming the “good event”. Observe that from the
construction of Φτ , when queue i manages to process a packet that is at least τ -old, Φτ decreases either
by λiGi,j for some j if the new age remains above τ , or the term vanishes in which case Φτ may decrease
by less. Crucially, this latter possibility can only happen at most once. Again, write N iτ for the number
of packets that queue i clears during this interval that are at least τ -old. Then as
∑n
i=1N
i
τ = Nτ , the
decrease in Φ from Φτ , denoted ∆τ , is
∆τ ≥
n∑
i=1
λi
(N iτ−1∑
j=1
Gi,j
)
≥
n∑
i=1
λi
(
N iτ − 1
λi
− iw
)
(by (7))
=
n∑
i=1
(N iτ − 1− λiiw)
= Nτ − n− nw (by definition of Nτ and i)
≥ 1
2
w(1− δ)
min{m,|Jτ |}∑
i=1
µi − nϕη/128n(w)− n− nw (by (16))
≥ 1
2
w(1− δ)
min{m,|Jτ |}∑
i=1
µi − δwµ1
2
(by (4) and definition of )
≥ 1
2
w(1− 2δ)
min{m,|Jτ |}∑
i=1
µi.
Summing over all τ , the decrease in Φ before considering aging is at least
∆Φ ,
∞∑
τ=1
∆τ
≥ 1
2
w(1− 2δ)
∞∑
τ=1
min{m,|Jτ |}∑
i=1
µi
=
1
2
w(1− 2δ)
min{m,n}∑
i=1
τ (i)µi
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where τ (i) is the i’th largest of the τj .
Effect of Aging. We now account for the increase due to aging by w over the course of this interval.
The increase in Φ from this is upper bounded by
1
2
n∑
i=1
λi(τi +w)(τi +w− 1)− 1
2
n∑
i=1
λiτi(τi− 1) = w
n∑
i=1
λiτi +
1
2
n∑
i=1
λiw(w− 1) ≤ w
n∑
i=1
λiτi +
1
2
n∑
i=1
λiw
2.
Note that this is only exact for those τi that are nonzero, while is an upper bound for those that are zero.
Combining these potential changes, we see that the potential decrease is at least
1
2
w(1− 2δ)
min{m,n}∑
i=1
τ (i)µi −
(
w
n∑
i=1
λiτi +
1
2
n∑
i=1
λiw
2
)
≥ η
2
w
n∑
i=1
τiλi − 1
2
n∑
i=1
λiw
2,
as 2δ = η/4 and using Assumption 3.1 with the fact that the product of two nonnegative sequences is
maximal when both are in the same sorted order (see Lemma 6.9).
Relating τi and T
i
`·w. We now need the following claim that relates the τi and T
i
`·w:
Claim 3.2. If there exists an i ∈ [n] such that λiT i`·w > 16nw under the good event assumptions, then
n∑
i=1
λiτi ≥ 1
2
n∑
i=1
λiT
i
`·w.
Proof. By (7), we must have
λiτi ≥ λiT i`·w − w − λiiw,
even if queue i clears a packet every step in the window. Observe that if λiT
i
`·w ≥ 8w, then
w + λiiw ≤ 2w ≤ 1
4
λiT
i
`·w,
and so
λiτi ≥ 3
4
λiT
i
`·w.
We also have
1
2
∑
i:λiT i`·w<8w
λiT
i
`·w < 4nw.
In particular, if there exists some i such that λiT
i
`·w > 16nw, then
λiτi ≥ 3
4
λiT
i
`·w >
1
2
λiT
i
`·w + 4nw ≥
1
2
λiT
i
`·w +
1
2
∑
i:λiti<8w
λiT
i
`·w.
It follows that if this holds, then
n∑
i=1
λiτi =
∑
i:λiT i`·w≥8w
λiτi +
∑
i:λiT i`·w<8w
λiτi ≥ 1
2
n∑
i=1
λiT
i
`·w,
as claimed.
14
By Claim 3.1, the precondition of Claim 3.2 holds for our threshold value, so the decrease in Φ on
this good event is at least
η
4
w
n∑
i=1
λiT
i
`·w −
1
2
n∑
i=1
λiw
2 ≥ η
8
w
n∑
i=1
λiT
i
`·w,
where the inequality is also Claim 3.1. Translating this into the decrease in
√
Φ, Fact 6.2 implies that
the contribution towards the expected decrease on this event, which occurs with probability at least
1− η/64 ≥ 1/2, is at least(
1
2
) η
8w
∑n
i=1 λiT
i
`·w
2 ·
√
1
2
∑n
i=1 λiT
i
`·w(T
i
`·w − 1)
=
ηw
∑n
i=1 λiT
i
`·w
32 ·
√
1
2
∑n
i=1 λiT
i
`·w(T
i
`·w − 1)
(17)
Considering “bad” events. We now analyze the bad event where any of these assumptions fails:
the worst case is that all queues clear no packets, and so each T i`·w increases by w on the next w steps.
The increase in Φ is thus at most
1
2
n∑
i=1
λi(T
i
`·w + w)(T
i
`·w + w − 1)−
1
2
n∑
i=1
λiT
i
`·w(T
i
`·w − 1) ≤ w
n∑
i=1
λiT
i
`·w +
1
2
n∑
i=1
λiw
2 ≤ 2w
n∑
i=1
λiT
i
`·w,
where the last inequality is again Claim 3.1. Translating to squareroots again, on this bad event which
occurs with probability at most η/64, the contribution of increase to the expected change in
√
Φ is at
most (
η
64
)
2w
∑n
i=1 λiT
i
`·w
2 ·
√
1
2
∑n
i=1 λiT
i
`·w(T
i
`·w − 1)
=
ηw
∑n
i=1 λiT
i
`·w
64 ·
√
1
2
∑n
i=1 λiT
i
`·w(T
i
`·w − 1)
, (18)
by Fact 6.1. Summing (17) and (18), it follows
√
Φ decreases in expectation by at least
ηw
∑n
i=1 λiT
i
`·w
64 ·
√
1
2
∑n
i=1 λiT
i
`·w(T
i
`·w − 1)
≥ ηw
√
λn
64
,
where the last inequality is Lemma 6.1. This proves that the drift condition holds for this stochastic
process with the threshold given above.
Bounded pth Moments: The last thing to check to apply Theorem 3.2 is show that the increments
Z`+1 − Z` have conditionally bounded pth moments for each even integer p ≥ 2 to obtain boundedness
of our sequence in Lr for all r ≥ 0. But this is relatively straightforward: by the Triangle Inequality, it
is easy to see that as random variables, the change in T i`·w is at most
Gi :=
w∑
j=1
Gi,j .
Then the change in Φ is again at most
1
2
n∑
i=1
λi(T
i
`·w +Gi)(T
i
`·w +Gi − 1)−
1
2
n∑
i=1
λi(T
i
`·w)(T
i
`·w − 1) ≤
n∑
i=1
λiGiT
i
`·w +
1
2
n∑
i=1
λiG
2
i ,
as random variables. We treat two different cases separately:
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1. Suppose there does not exist i ∈ [n] such that λiT i`·w > 1. Then the change in Φ is at most
n∑
i=1
Gi +
1
2
n∑
i=1
λiG
2
i .
From Fact 6.1, this means the change in
√
Φ is upper bounded as random variables by√√√√ n∑
i=1
Gi +
1
2
n∑
i=1
λiG2i .
Raising this to the p = 2k power, expanding, and taking expectations, this term is at most Cp,n,w/λ
2p
n
for some constant Cp,n,w depending only on n,w, and p by Lemma 6.7.
2. Suppose there does exist i ∈ n such that λiT i`·w > 1. We claim this implies that for all j ∈ [n]
λjT
j
`·w
2
√
1
2
∑n
i=1 λiT
i
`·w(T
i
`·w − 1)
≤√λj
First, note that for any i ∈ [n], T i`·w ≥ 2 implies
1
2
λiT
i
`·w(T
i
`·w − 1) ≥
1
4
λi(T
i
`·w)
2, (19)
as can be confirmed from basic algebra. As λi ≤ 1/2 by feasibility (as µ1 ≤ 1), our assumption
implies T i`·w > 2, and so
2
√√√√1
2
n∑
i=1
λiT i`·w(T
i
`·w − 1) > 1.
To prove the claim, we split into more cases: if T j`·w ≤ 1/
√
λj , the claim holds using the last
inequality in the denominator. Otherwise, we must have T j`·w ≥ 2, in which case by (19),
λjT
j
`·w
2 ·
√
1
2
∑n
i=1 λiT
i
`·w(T
i
`·w − 1)
≤ λjT
j
`·w√
λj(T
j
`·w)2
=
√
λj .
Thus, in this case, we have∑n
i=1 λiGiT
i
`·w +
1
2
∑n
i=1 λiG
2
i
2 ·
√
1
2
∑n
i=1 λiT
i
`·w(T
i
`·w − 1)
≤
n∑
i=1
√
λiGi +
1
2
n∑
i=1
λiG
2
i .
By Fact 6.1, this is an upper bound as random variables of the change in
√
Φ, so taking p = 2k
powers, expanding, and taking expectations, we get an upper bound of Cp,n,w/λ
2p
n by Lemma 6.7
for some constant Cp,n,w depending only on n,w, p.
Therefore, Theorem 3.2 applies to the random process Z`, and we conclude that for each r ≥ 0, there
exists some absolute constant Cr such that for all ` = 0, 1, . . . ,
E[Zr` ] ≤ Cr.
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In particular, this means that for each ` ≥ 0,
E
[(√√√√ n∑
i=1
λiT i`·w(T
i
`·w − 1)
)r]
≤ C.
To extend this to all t ≥ 0 not necessarily of this form, it is clear that deterministically,√
Φ(Tt)  ‖Tt‖λ,2  ‖Tt‖λ,1
up to additive and multiplicative constants as in Lemma 6.1, from which we can conclude
E
[( n∑
i=1
λiT
i
t
)r]
≤ C ′r
for some other constant C ′r for each t = `w. Note that for `w ≤ t < (`+ 1)w, each term can increase by
at most w compared to the value at `w, and therefore we can conclude that for all t ≥ 0,
E
[( n∑
i=1
T it
)r]
≤ C ′′r
for some constant C ′′r independent of t. This concludes the proof of strong stability.
Remark 3.1. This analysis crucially relies on using the dual system as opposed to the standard system.
The reason is that the preconditions in Theorem 3.2 must hold conditioned on any history, however
implausible. In the standard system, this would require us to condition on too much. For instance, it is
technically possible for there to be a queue with a very old packet, and yet have received no other packets
until the current time step. While unlikely to actually ever happen, this is a perfectly valid potential
history. In this case, clearing this packet would lead to arbitrarily large pth moment change, as her age
would drastically decrease, and therefore the moment condition of Theorem 3.2 would be violated. While
intuitively this should only help the stability of the random process, the conditions in Theorem 3.2 are
surprisingly subtle, see the discussion in [11].
In general, even if that obstruction can be managed suitably, the extra conditional information in the
standard system highly complicates the analysis, as then one must reason about the priorities of the packets
that have already been received before the present time step, which could in principle be quite arbitrary.
We avoid these complications in the dual system as it allows us to only condition on current ages and
sample new packets as they come throughout the next w steps, from which we can use concentration to
argue that this process is well-behaved enough for our analysis to succeed.
We now provide a simple construction showing that a partial converse holds: 12 is the best constant
that can appear in Assumption 3.1 for a similar no-regret condition to be sufficient for stability as in
Theorem 3.1.
Theorem 3.3. Partition time t = 0, 1, . . . into consecutive windows, where the kth window has length
wk = k
2. Then there exists a family of queuing systems with n queues and servers for each n ≥ 1
satisfying Assumption 3.1 with 12 + on(1) in place of
1
2 with the following properties: almost surely, each
queue has zero regret on all but at most finitely many of the windows, but the system is not strongly stable.
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The formal details are slightly technical, but the high-level idea is quite natural: for each n ≥ 1,
consider the following system on n queues and n servers where we set λ = (n+1
n2
, . . . , n+1
n2
) and µ =
(1, n−1
n2
, . . . , n−1
n2
). Consider the strategy where every queue always sends to the rate 1 server. It is easy to
see purely from expectations that the queue lengths are unbounded in expectation, as the sum of arrival
rates strictly exceeds 1. On the other hand, it is intuitive that this strategy will “usually” be zero-regret;
if all the queues are similarly aged at the start of some window, then they should expect to clear roughly
1/n fraction of the time on this window using this strategy, which strictly exceeds what they would get
at any other server. We use standard concentration arguments and the Borel-Cantelli lemma to argue
that this situation will happen all but finitely many times almost surely, thereby obtaining the claim. We
now give the formal argument:
Proof. Define Wk =
∑k−1
i=1 wi. Note Wk = Θ(k
3) = Θ(w
3/2
k ). Note that we are slightly abusing our
convention here, as Wk is not a random variable, rather just convenient notation. Wk is the actual time
step at the end of k − 1 of the consecutive windows of length wi for i = 1, . . . , k − 1. Note also that
Wk+1 −Wk = wk.
For each n ≥ 1, consider the following system on n queues and n servers: set λ = (n+1
n2
, . . . , n+1
n2
)
and µ = (1, n−1
n2
, . . . , n−1
n2
). Note that this system satisfies Assumption 3.1 with factor 12 − on(1). We
will consider the simple strategy where every queue always sends to the rate 1 server. Note that under
these dynamics, in expectation the total number of packets grows by 1n with every step, and therefore
this system is not strongly stable. What we must show is that almost surely, this fixed strategy is zero
regret for every queue for all but finitely many of the windows.
As this strategy is oblivious, we may study the standard system. First we show almost sure concen-
tration of the arrivals of new packets. Let {Bit}i∈[n],t≥1 be the independent random variables for arrivals
as usual. Now, for each queue i ∈ [n] and ` ≥ 0, we have
Pr
(∣∣∣∣ ∑`
t=1
Bit − λi`
∣∣∣∣ ≥√` ln(`)) ≤ 2`2 , (20)
where we use the additive form of the Chernoff bound. As the same holds for all queues, the probability
this event happens for any of the n queues is at most 2n/`2. As this is summable in `, we may sum over
all ` ≥ 1 to deduce from the Borel-Cantelli lemma that almost surely, for all sufficiently large `, all i ∈ [n]
satisfy ∑`
t=1
Bit = λi`±O(
√
` ln(`)). (21)
Note that this also implies that almost surely, for all large enough `,
∑`
t=1
∑n
i=1B
i
t ≥ (1 + 12n) · ` by the
choice of λi. Observe also that under this fixed strategy where everyone always sends to the rate 1 server,
at most ` packets can be cleared by time `.
Next, we show that almost surely, there is a large backup proportional to the current time period.
Let tk be the last timestamp the rate 1 server clears up to time Wk. As all queues send there under this
fixed strategy, at this point, all queues only have packets that were received after tk by priority. On the
one hand, it is not difficult to see that deterministically tk ≥ Wk/n (equality happens in the worst case
where every queue received a packet in every step up to Wk). On the other hand, in light of our results
above, almost surely, for all but finitely many of the k,
tk <
1
1 + 12n
Wk = (1− Ω(1))Wk. (22)
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This is because at least Wk packets have been received up to time
1
1+ 1
2n
Wk, and because the server can
only have cleared at most Wk packets up to time Wk, the oldest timestamp the server could have cleared
by time Wk can be at most this quantity.
Next, we show almost sure concentration of the nontrivial server success rates. Let Sjt be the indicator
that server j would succeed at clearing a packet at time t (regardless of if one is sent there; indeed, under
this strategy no queue ever sends to j 6= 1). A similar application of the Chernoff bound and union bound
with the Borel-Cantelli lemma implies that almost surely, for all but finitely many of the k, and for each
server j ∈ [n], we have
Wk+1∑
t=Wk+1
Sjt = wkµi ±O(
√
wk lnwk). (23)
Note that the increasing nature of the wk is needed here for this to be valid (and in fact, this statement will
be false with probability one if interval sizes are kept fixed by independence and the second Borel-Cantelli
lemma).
Thus, almost surely, for all large enough ` and k, all of these events we have described happen
simultaneously. As we know tk ≥ Wk/n, almost surely for large enough k, tk eventually exceeds the
random time ` at which (21) holds. Consider any subsequent window of length wk. Our goal is to
combine the above facts and show that on these windows, all queues get zero regret.
First, we show that each queue clears ( 1n − o(1))wk packets on each such window. Let c = 1nλi < 1
(note this is independent of i). We know by virtue of (22) that tk + wk < (1 − Ω(1))Wk + wk < Wk;
moreover, by virtue of (21), and the fact tk ≥ `, we have that
tk+c·wk∑
t=tk+1
Bit =
tk+c·wk∑
t=1
Bit −
tk∑
t=1
Bit
=
1
n
· wk ±O(
√
(tk + c · wk) ln (tk + c · wk))
=
1
n
· wk ±O(
√
Wk lnWk)
=
1
n
· wk ± O˜(w3/4k ),
where the last line uses the relationship between Wk and wk. As tk + wk < Wk, all of these packets
were evidently received before the start of the given window, and therefore, every queue is backed up
throughout the period, and by virtue of the previous equation, each queue has 1n − o(1) fraction of the
next wk packets that will be cleared by this top server on this window. Therefore, each queue clears at
least ( 1n − o(1)) · wk packets on such windows under this fixed strategy.
Finally, had any queue deviated on such a window to a single fixed low rate server, in light of (23),
she would have cleared (
n− 1
n2
+ o(1)
)
· wk (24)
packets, which is linearly smaller than the amount she actually cleared. Therefore, almost surely, on all
but finitely many of the windows, every queue actually has zero regret.
4 Discussion and Open Problems
In this work, we have shown that high-probability versions of the no-regret property can lead to stability
in appropriate queuing systems if there is only a constant factor of slack; however, the model specifications
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really are crucial, as evidenced by the alternate model.
There are many open questions: in the context of just this work, is the high-probability requirement
in Assumption 3.2 necessary? Many no-regret algorithms only satisfy a no-regret bound in expectation,
which is a priori a weaker requirement; we do not see an immediate way to derive our results using
just a regret bound that holds in expectation, as it is difficult to argue about various correlations that
may arise. Furthermore, while the proof of Theorem 3.1 only really relies on the feature of having good
enough regret on long enough intervals with high enough probability, to attain these precise parameters
for all queues via a natural learning algorithm requires some mild synchronization between queues. For
instance, algorithms like EXP3.P require the desired probability bound and the length of the interval w
that they aim to not have regret on as an input to the learning algorithm. Is there a way to establish
a similar result with more oblivious settings of natural learning algorithms, perhaps using a different
analysis of this process?
One natural direction is to extend the results here to more general queuing networks. For instance,
a queue may need to choose a full path in a network, instead of directly send to a server. In these
settings, richer feedback structures and action spaces are possible, as queues may receive feedback with
a certain delay, or may have different available paths to route packets. Alternately, a packet may need to
go through multiple queues before reaching the server or its destination, where each queue is running its
own learning algorithm for forward packets. Moreover, in Krishnasamy, et al [10], the authors motivate
a more relevant measure of queue-regret that perhaps better describes the performance of learning in
such systems. Is it possible to combine the analysis of this paper in the strategic setting with their more
refined learning results for the learning problem in queues?
Beyond this setting, many natural strategic interactions hold this sort of “carryover” effect, where the
results of previous interactions have a strong effect on the fundamental nature of the current interaction.
We hope that some of the techniques and results here in a decently simple queuing model may serve as a
preliminary step towards the study of such highly dependent interactions in more complicated settings.
These sorts of infinitely repeated games also hold the potential for establishing qualitatively different
forms of price of anarchy results. Here, the natural metric was a binary form of stability, which can only
be formulated as a long-run phenomenon. Understanding the interplay between games and learning with
these types of qualitative different objectives seems like a fruitful avenue for future work in this area.
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6 Appendix
Here we collect various technical results and proofs that are used in the main part of the paper.
6.1 Basic Inequalities
Fact 6.1. Suppose a, b, c ≥ 0 and further
a− b ≤ c.
Then √
a−
√
b ≤ min
{
c
2
√
b
,
√
c
}
.
Proof. The first inequality arises from rearranging and concavity of the squareroot function:
√
a ≤
√
b
√
1 + c/b ≤
√
b(1 + c/2b).
The second follows from assuming without loss of generality that a ≥ b and observing the claim is implied
by √
a−
√
b ≤ √a− b,
which holds by squaring and simple algebra.
Fact 6.2. Suppose a, b, c ≥ 0. Then a− b ≥ c implies
√
a−
√
b ≥ c
2
√
a
.
Proof.
a− b = (√a−
√
b)(
√
a+
√
b) ≥ c =⇒ √a−
√
b ≥ c√
a+
√
b
≥ c
2
√
a
. (25)
Recall that we defined the following two weighted `p norms on Rn: ‖x‖λ,1 ,
∑n
i=1 λi|xi| and
‖x‖λ,2 ,
√∑n
i=1 λix
2
i . We will need the following simple relationship between the norms defined above
that quantifies their equivalence:
Lemma 6.1. For all x ∈ Rn,
√
λn‖x‖λ,2 ≤ ‖x‖λ,1 ≤
√√√√ n∑
i=1
λi‖x‖λ,2.
Proof. For the first inequality,
‖x‖2λ,1 =
n∑
i,j=1
λiλj |xi||xj |
≥
n∑
i=1
λ2ix
2
i
≥ λn
n∑
i=1
λix
2
i
= λn‖x‖2λ,2.
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The second is a routine application of Cauchy-Schwarz:
n∑
i=1
λi|xi| =
n∑
i=1
√
λi(
√
λi|xi|) ≤
√√√√ n∑
i=1
λi
√√√√ n∑
i=1
λix2i =
√√√√ n∑
i=1
λi‖x‖λ,2.
6.2 Probability Tools
We will use the following concentration results throughout the paper.
Lemma 6.2 (First Borel-Cantelli Lemma, Theorem 2.3.1 of [19]). Let A1, A2, . . . be a sequence of events
with
∑∞
i=1 Pr(Ai) <∞. Then with probability one at most finitely many of the Ai occur.
Lemma 6.3 (Azuma-Hoeffding). Let {Fk}k≤n be any filtration and let Ak, Bk,∆k satisfy the following
conditions:
1. ∆k is Fk-measurable and E[∆k|Fk−1] = 0. That is, the ∆k form a martingale difference sequence.
2. Ak, Bk are Fk−1-measurable and satisfy Ak ≤ ∆k ≤ Bk almost surely.
Then
Pr
( n∑
k=1
∆k ≥ t
)
≤ exp
( −2t2∑n
k=1 ‖Bk −Ak‖∞
)
. (26)
Lemma 6.4 (Etemadi, Theorem 22.5 in [20]). Suppose X1, . . . , Xn are independent random variables.
Then for any x ≥ 0,
Pr
(
max
1≤k≤n
|Zk| ≥ 3x
)
≤ 3 max
1≤i≤n
Pr
(|Zk| ≥ x),
where Zk is the k’th partial sum of the Xi, i.e. Zk=
∑k
i=1Xi.
Lemma 6.5 (Theorem 1 in [21]). Let X1, . . . , Xn be i.i.d. Geom(λ) random variables, so that E[Xi] = 1λ .
Let s = n
λ2
. Then for all δ > 0,
Pr
(
Zn − n
λ
< −δ
)
≤ exp
(−δ2
2s
)
,
and
Pr
(
Zn − n
λ
> δ
)
≤ exp
(−δ
4
min{δ/s, λ}
)
where Zn =
∑n
i=1Xi.
Corollary 6.1. Under the assumptions and notation of Lemma 6.5, for any  ∈ [0, 1],
Pr
(
max
1≤j≤n
∣∣∣∣Zj − jλ
∣∣∣∣ > nλ
)
≤ 6 exp
(−2n
36
)
.
Proof. First apply Lemma 6.5 for each partial sum Zj and δ = n/λ. By considering the cases j ≤ n
and j > n respectively, it follows for all j ≤ n,
min{δ/s, λ} ≥ λ.
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Lemma 6.5 now implies for all j ≤ n,
Pr
(
Zj − j
λ
< −n
λ
)
≤ exp
(−2n2
2j
)
≤ exp
(−2n
4
)
and similarly
Pr
(
Zj − j
λ
>
n
λ
)
≤ exp
(−n
4λ
λ
)
= exp
(−2n
4
)
,
and combining these bounds gives
Pr
(∣∣∣∣Zj − jλ
∣∣∣∣ > nλ
)
≤ 2 exp
(−2n
4
)
Now apply Lemma 6.4 using the centered random variables Yi = Xi − 1/λ. This yields
Pr
(
max
1≤j≤n
∣∣∣∣Zj − jλ
∣∣∣∣ > nλ
)
≤ 3 max
1≤j≤n
Pr
(∣∣∣∣Zj − jλ
∣∣∣∣ > n3λ
)
≤ 6 exp
(−2n
36
)
.
Corollary 6.2. Let {Gi,j}i∈[n],j∈[w] be a family of independent geometric random variables such that for
all i, j,
Gi,j ∼ Geom(λi).
Let Zik =
∑k
j=1Gi,j. Then for any  ∈ [0, 1],
Pr
(
∃i ∈ [n], j ∈ [w] :
∣∣∣∣Zik − kλi
∣∣∣∣ ≥ wλi
)
≤ 6n exp
(−2w
36
)
. (27)
Proof. This follows immediately from Corollary 6.1 and a union bound.
Lemma 6.6. Let {Si,j}i∈[m],j∈[w] be an independent Bernoulli ensemble such that for all i, j
Si,j ∼ Bern(µi),
with µ1 ≥ µ2 ≥ . . . ≥ µn. Then for all δ ∈ [0, 1],
Pr
(
∃k ∈ [m] :
k∑
i=1
w∑
j=1
Si,j ≤ (1− δ)w
( k∑
i=1
µi
))
≤ m exp
(−δ2wµ1
2
)
(28)
Proof. The well-known multiplicative form of the Chernoff bound immediately implies that for each
k ∈ [m],
Pr
( k∑
i=1
w∑
j=1
Si,j ≤ (1− δ)w
( k∑
i=1
µi
))
≤ exp
(−δ2w∑ki=1 µi
2
)
≤ exp
(−δ2wµ1
2
)
.
The result then follows from a union bound over all k ∈ [m].
The following characterizes the moments of geometric distributions.
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Lemma 6.7. Let X ∼ Geom(λ). Then for all k ≥ 1
E[Xk] ≤ ck
λk
,
where ck is a constant depending on k but not on λ.
Lemma 6.8. Let X ∼ Bin(n, p), where p ∈ (0, 1] is considered fixed. Then, for any fixed integer k ≥ 0,
E[Xk]  nk, (29)
where the implicit constants depend on p and k, but not n.
Proof. By definition, X =
∑n
i=1Xi, where Xi ∼ Bern(p) are i.i.d. We clearly have
Xk =
∑
1≤i1,...,ik≤n
k∏
j=1
Xij . (30)
Note that products of these indicator variables remain indicator random variables, and it is easy to see
that for any indices 1 ≤ i1, . . . , ik ≤ n,
pk ≤ E[
k∏
j=1
Xij ] ≤ p. (31)
Therefore, taking expectations and summing we obtain
pknk ≤ E[Xk] ≤ pnk, (32)
as desired.
6.3 Proofs for Section 2
6.3.1 Central Feasibility
We will need the following results and definitions:
Definition 6.1. Let x,y ∈ Rn+, and assume that x1 ≥ x2 ≥ . . . ≥ xn ≥ 0 and analogously for y. Then x
weakly dominates y if for each 1 ≤ k ≤ n
k∑
i=1
xi ≥
k∑
i=1
yi.
If the above inequalities are strict for each 1 ≤ k ≤ n, then x strictly dominates y. If x weakly
dominates y, and further
n∑
i=1
xi =
n∑
i=1
yi,
then x is said to majorize y. If the dimensions disagree, one can extend this definition in the natural
way by padding the shorter vector with zeros.5
5Weak dominance is usually referred to as weak majorization; we change the terminology slightly as strict domination
is the relevant property in our setting.
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Definition 6.2. A nonnegative square matrix P ∈ Rn×n is doubly stochastic if each row and column
sums to 1.
We need the following facts about dominance:
Lemma 6.9. Suppose x weakly dominates y. Then for any nonnegative, monotone decreasing sequence
z1 ≥ . . . ≥ zn ≥ 0,
n∑
i=1
zixi ≥
n∑
i=1
ziyi (33)
Proof. Simply multiply the equations by appropriate scalars in the definition of weak dominance and
sum to get the desired inequality.
Lemma 6.10 (Theorem B.2. in [22]). Suppose x,y ∈ Rn+ are in sorted order, and x majorizes y. Then
y = Px for some doubly stochastic matrix P .
Corollary 6.3. Suppose x,y ∈ Rn+ are in sorted order and x strictly dominates y. Then there exists a
doubly stochastic matrix P such that Px is strictly greater than y componentwise.
Proof. By continuity and strict dominance, it is possible to scale all entries of x by nonnegative factors
strictly less than 1 to obtain a vector x′ that majorizes y. Applying the previous result, we have Px′ = y
for some doubly stochastic P . But Px strictly exceeds Px′ componentwise, giving the result.
We can now proceed with the proof of the Theorem 2.1:
Theorem 6.4 (Thm. 2.1, restated). Suppose µ and λ have been preprocessed so that a maximal, equal
prefix of 1’s is deleted from both and are nonempty and not both identically zero afterwards.6 Then the
above queuing system is strongly stable for some centralized (coordinated) scheduling policy if and only if
for all 1 ≤ k ≤ n,
k∑
i=1
µi >
k∑
i=1
λi. (34)
Proof. Sufficiency: First suppose µ strictly dominates λ, when appropriately appending zeros if needed
to make the vectors of same length. By Corollary 6.3, there exists some doubly stochastic P such that
Pµ > λ. Moreover, by the well-known Birkhoff-von Neumann Theorem, the set of doubly stochastic
matrices is the convex hull of the set of permutation matrices P. This implies there exists a distribution
pi over P such that λ < Pµ, interpreted componentwise, where P = EΠ∼pi[Π].
Consider the following oblivious scheduling algorithm: at each time t, independently sample a permu-
tation matrix Π from pi, and schedule queues via the associated matching on the bipartite graph of queues
and servers (even if some queues have no available packets to send). For each queue i, the associated
marginal distribution on servers it sends to in each round is given by the ith row of P . Given that queue
i has a packet to send at time t, the probability of successfully clearing a packet is exactly (Pµ)i > λi,
as this scheduling scheme ensures each queue is alone at each server it sends to. As a result, the packet
clears so long as the server is successful. Therefore, the random process Qit of number of packets by queue
i at time t follows a homogeneous random walk on the half-line biased towards 0, which is ergodic with
a stationary distribution with geometric tails. It is not difficult to show that any distribution on the
6This assumption is without loss of generality; it is easy to see that one can always match these queues and servers in
every round, and then the stability of the entire system is dictated by the rest of the queues and servers. Moreover, this can
be assumed without loss of generality, as any scheduling strategy that does not match these queues and servers infinitely
often clearly will have unbounded buildup, violating strong stability.
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natural numbers with geometric tails has bounded rth moments for any r ≥ 0.7 This then extends to
the rth moment of the sum by Minkowski’s inequality, as the Lr norm of random variables satisfies the
Triangle Inequality. This proves strong stability when strict dominance holds.
Necessity: It suffices to show that if one of the above inequalities fails, the first moment of Qt is
unbounded over time. To that end, first suppose that strict dominance is strictly violated, namely there
is some k ≤ n such that ∑ki=1 λi >∑ki=1 µi. Let Q≤kt = ∑ki=1Qit be the total number of packets at the
k queues with highest arrival rate. Under any scheduling policy, the difference between Q≤kt+1 and Q
≤k
t is
bounded below in expectation by
∑k
i=1 λi −
∑k
i=1 µi > 0, as
∑k
i=1 λi new packets arrive for these queues
at each step in expectation, and at most
∑k
i=1 µi packets can be cleared in expectation. In particular, as
Qt :=
∑n
i=1Q
i
t ≥ Q≤kt surely by nonnegativity of queue sizes, telescoping gives
E[Qt] ≥ E[Q≤kt ] =
t−1∑
s=0
E[Q≤ks+1 −Q≤ks ] ≥ t(
k∑
i=1
λi −
k∑
i=1
µi)→∞.
To extend this to when strict dominance is only weakly violated, namely there is some k ≤ n such
that
∑k
i=1 λi =
∑k
i=1 µi, we will need one more tool. Again, it is sufficient to show that E[Q
≤k
t ] → ∞.
The previous argument actually shows that Q≤kt is a nonnegative submartingale for any measurable
scheduling policy. If limt→∞ E[Q≤kt ] = supt E[Q
≤k
t ] < ∞, then the Martingale Convergence Theorem
(Theorem 4.2.11 of [19]) implies that there exists an almost surely finite random variable Q≤k∞ such that
limt→∞Q≤kt → Q≤k∞ almost surely. But Q≤kt+1−Q≤kt is integer-valued and not equal to zero with nonzero
probability unless µ and λ are degenerate in the sense that all entries are 0 or 1, but this is ruled out by
the assumption. This implies the pointwise limit cannot exist unless the limit is infinite, but this violates
the almost sure finiteness of Q≤k∞ , a contradiction.
6.3.2 Impossibility for No-Priority Model
Next, we give the promised example that the simpler queuing model is too weak to give any sub-polynomial
bicriterion result:
Theorem 6.5 (Theorem 2.2, restated). In the alternate model, for large enough n, there exists a centrally
feasible queuing system with n queues and servers with the following property: the system remains feasible
even if λ is scaled up by Ω(n1/3) and it is possible for all queues to be in a Nash equilibrium at each time
step (and in particular, satisfy no-regret properties as in Assumption 3.2), yet the system is not strongly
stable.
Proof. Let λ1 = 2/n
1/3, while λ2 = . . . = λn = 1/n
2/3; let µ1 = 1/2 and µ2 = . . . = µn = c/n
1/3, where
c = c(n) = Θ(1) is such that
1
n1/3 + 2
<
c
n1/3
<
1
n1/3
.
We proceed by considering an adversarial, centralized scheduler that suggests actions for each queue
in each round, while enforcing that each agent achieves no regret (even further, each round is a Nash
equilibrium). The schedule is as follows: in each round, the scheduler chooses n1/3/2− 1 of the low rate
agents arbitrarily to send to the unique high rate server, if that many low rate agents have packets, as
well as the high rate queue. All other low rate agents send to distinct low rate servers. If fewer that
n1/3/2 − 1 low rate servers are active, then the scheduler schedules all active queues to the high rate
server.
7This can also easily be seen directly using Theorem 3.2. Negative drift when exceeding Qt = 0 is obvious, and as queue
sizes can change by at most n in total between steps, increments are clearly bounded in Lp for any p ≥ 0.
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By standard Chernoff bounds, the number of low rate queues that receive a packet in a given round is
at least n1/3/2− 1 with probability at least 1− exp(−Ω(n1/3)), so with at least this probability there are
enough low rate queues for the first case to hold. The inequalities above show that in such a round where
there are at least n1/3/2 − 1 active low agents, the suggested schedule is a Nash equilibrium, and the
probability of success for each queue sending to the high server is exactly 1/n1/3 in such rounds. When
this does not occur, the suggested schedule is still Nash, and the probability of success for any queue
sending to the high rate server is at most 1/2. Therefore, in any time step where the high rate queue has
a packet, by the Law of Total Probability, her probability of clearing is upper bounded by
1
n1/3
+ exp(−Ω(n1/3)) · (1/2) < 1.5
n1/3
where the inequality is for sufficiently large n. As a result, in expectation Q1t+1−Q1t is lower bounded by
a nonzero constant (depending on n, but not on t), and therefore Q1t diverges with t in expectation by
telescoping. This shows that this system is not strongly stable, even though every queue plays a Nash
strategy at each time. Note that this system would still be centrally feasible if all queues were scaled up
by a factor of Θ(n1/3), giving the result.
To see that this is no-regret with high probability on each fixed window, define Si,jt to be the indicator
variable that queue i would succeed in clearing a packet at server j at time t, and let σi(t) be the identity
of the server that queue i chooses at time t. Note that if queue i is empty at time t, then Si,j(t) = 0
for all j and σi(t) can be arbitrary. Then, define ∆
i,j
t = S
i,σi(t)
t − Si,jt . By the Nash discussion above,
E[∆i,jt |Ft−1] ≥ 0 for all t in both cases as described above, where Ft denotes the past history of this
process up to time t. This holds regardless of if queue i is really sending in that round (in which case the
quantity is just 0).
Therefore, as |∆i,jt | ≤ 2 surely, we may apply the Azuma-Hoeffding inequality (Lemma 6.3) to see
that on any fixed window of length w (and reindexing time so that time progresses t = 1, . . . , w on this
window for notational ease)
Pr
( w∑
t=1
∆i,jt ≤ −α
)
≤ exp
(−α2
w
)
. (35)
By a union bound, for each queue i, this holds for all servers j ∈ [m] with probability at most m ·
exp
(
−α2
w
)
. Note that if α =
√
w ln(m/δ), this quantity is at most δ. As such, by definition of regret,
on any fixed period of length w, with probability at least 1− δ, this strategy satisfies
Regi(w) ≤
√
w ln(m/δ) = o(w), (36)
as needed.
6.4 Proofs for Section 3
6.4.1 Relationship Between Forms of Stability
We can now show the desired relations between strong stability and almost sure stability. We need the
following technical lemma:
Lemma 6.11. Suppose a nonnegative sequence of random variables X1, X2, . . . satisfies Xt ≤ Xt−1 + L
surely for some fixed L ≥ 0 and any t, as well as the uniform moment condition supt E[Xpt ] ≤ Cp for
some constant Cp ≥ 0 for all p ≥ 1. Then, for any c > 0, almost surely, Xt = o(tc).
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Proof. Fix  > 0. It suffices to prove the lemma for 0 < c < 1, so take 0 < d < c and set p = d−1.
We do this by proving the desired asymptotics on a conveniently chosen subsequence, then interpolate to
intermediate values. Indeed, by Markov’s inequality, for each k ≥ 1
Pr(Xk1+ > k
(1+)d) = Pr(Xp
k1+
> k1+) ≤ Cp
k1+
.
Summing over k and observing the right side is summable, we deduce from the first Borel-Cantelli Lemma
that almost surely, for all sufficiently large k,
Xk1+ ≤ k(1+)d.
To extend this to all large enough t, suppose that t is such that k1+ ≤ t < (k + 1)1+. By the one-sided
boundedness, we know that almost surely, for such t and all large enough k,
Xt ≤ L · (t− k1+) +Xk1+
≤ L · (1 + )(k + 1) + k(1+)d
≤ L · (1 + )(t1/(1+) + 1) + td,
where the bound on t − k1+ arises from the Mean Value Theorem. Clearly this last expression is
O(t/(1+) + td). As this holds for arbitrary  > 0, we may take  small enough so that this expression is
o(tc), as claimed.
Remark 6.1. We have shown that for random process satisfying the conditions of the previous lemma
grows at most subpolynomially. It is perhaps interesting to find a corresponding lower bound: it is possible
that almost surely, such a process exceeds Ω(
√
ln ln t) infinitely often. This can be seen by considering
the scaled simple random walk |St|/
√
t on the integers. It is well-known that E[(|St|/
√
t)p] ≤ Cp for
some constant Cp depending only on p via the Central Limit Theorem, and yet by the Law of the Iterated
Logarithm, lim supt→∞ |St|/
√
t ln ln t =
√
2 almost surely (Theorem 9.5 of [20]).
Remark 6.2. Clearly, if a nonnegative random process satisfies E[Xpt ] ≤ Cp, one can derive simple
bounds on the probability that Xt exceeds any given threshold λ just via Markov’s inequality. The result
above leverages moment control to give asymptotic bounds.
Lemma 6.12 (Lemma 3.1, restated). If the queuing dynamics are such that queues select servers inde-
pendently of any information about new received packets after their current oldest packet was received,
then strong stability in the original system is equivalent to strong stability in the dual system.
As a corollary, if the standard system and the duual system are equivalent processes, then strong
stability in either system implies almost sure stability.
Proof. Suppose that the dynamics are as stated, so that the standard and dual dynamics yield com-
pletely equivalent processes. Then the distribution of Qit conditioned on the value of T
i
t at time t is
Bin(T it , λi). Note that by the Law of Iterated Expectations, E[(Qit)p] = E[E[(Qit)p|T it ]]. But by Lemma
6.8. E[(Qit)p|T it ]  (T ti )p up to absolute constants depending only on p and λi. Therefore, by taking
expectations, the standard system and dual system have equivalent strong stability properties.
Almost sure stability now follows from either form of strong stability from Lemma 6.11, noting that
either Qt or Tt can increase by at most L = n in each time step.
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