Abstract. We prove that the subgroup and the normal zeta functions of finitely generated virtually nilpotent groups can be written as a finite sum of Euler products of cone integrals and we deduce from this that they have rational abscissae of convergence and meromorphic continuation. We also define Mal'cev completions of a finitely generated virtually nilpotent group and we prove that the subgroup growth and the normal subgroup growth of the latter is an invariant of its Q-Mal'cev completion.
Introduction
For a finitely generated group G and a positive integer n, let a ≤ n (G) and a ⊳ n (G) denote respectively the number of subgroups and normal subgroups of G of index n. The subgroup zeta function of G and the local subgroup zeta function of G at a rational prime p are the Dirichlet series:
The normal zeta function and the local normal zeta function of G at a prime p, denoted by ζ ⊳ G (s), ζ ⊳ G,p (s) respectively, are defined similarly using a ⊳ n (G) instead of a ≤ n (G). To avoid repetitions we shall use the symbol * instead of ≤ and ⊳ when dealing with both of them.
These series were introduced in [GSS] as a tool to study, among other things, the arithmetic properties and the asymptotic behaviour of the sequence {a * n (G)} in relation with the structure of G. From the general theory of Dirichlet series, we know that, if for some complex number s the series ζ growths at most polynomially, that is, there exists α > 0 such that a * n (G) ≤ n α for all n. In such a case, one says that G has polynomial subgroup growth. Note that α . The aim of this paper is the extension of these results to the class of finitely generated virtually nilpotent groups.
For a group G, let F ≤ G and F ⊳ G be respectively the lattice of subgroups and normal subgroups of G of finite index.
Let S : 1 → N ι − → G π − → F → 1 be a short exact sequence of groups, where F is a finite group. Given K ∈ F * F and a prime p, we define It follows that the analytic properties of ζ * G (s) can be deduced from the analytic properties of the series ζ * S,K (s) and thus these series will be central in the whole paper. We shall also consider their local factors at a prime p:
These series was considered in [dSMS] to study the analytic properties of zeta functions of finitely generated virtually abelian groups. Assuming that N is a finitely generated free abelian group, then there is an Euler product decomposition (Proposition 2.2, loc. cit): We will prove this again (Proposition 2.2) observing that we only need to assume that N is a τ -group.
It is easy to see that finitely generated virtually nilpotent groups are virtually τ -groups. Therefore, rather than talking about finitely generated virtually nilpotent group we shall consider short exact se-
where N is a τ -group and F is a finite group, and by abuse of the language we shall call them virtually τ -groups.
Let 
where v p is the p-adic valuation on Z p . Then the p-adic integral
where µ is the normalized Haar measure on Z m p and s is a complex number, is called a cone integral defined over Q. Each Z D (s, p) is a power series
with rational coefficients and it is a rational function in p −s [De] . A function Z(s) is said to be an Euler product of cone integrals over Q with cone integral data D if
and in this case one writes
It is proved in [dSG] that such a function Z(s) is expressible as a Dirichlet series ∞ n=1 a n n −s with non-negative coefficients, and if for almost all primes p the function Z D (s, p) is not the constant function, then:
I. The abscissa of convergence α D of Z D (s) = ∞ n=1 a n n −s is a rational number. II. Z D (s) has meromorphic continuation to ℜ(s) > α D − δ for some δ > 0. III. The continued function is holomorphic on the line ℜ(s) = α D except at the point s = α D . IV. The abscissa of convergence of each local factor is strictly to the left of
, where P p and Q p are polynomials with rational coefficients of degree bounded by a constant not depending of p. Our main theorem is This corollary allows us to apply the properties of cone integrals to zeta functions of τ -groups directly, without the necessity of linearise the computation of cone integral by using the Mal'cev correspondence between τ -groups and Lie rings and with the lack of some local factors [dSG, Remark after Corollary 5.6 ]. However, computations of cone integrals here are strongly much more difficult. In [S] we used the method employed in the proof of Theorem 1 to compute the zeta functions of all finitely generated torsion free virtually nilpotent groups of Hirsch length 3, called 3-dimensional almost Bieberbach groups.
The R-Mal'cev completion of a virtually τ -group, where R is a binomial domain (e. g. a field of characteristic zero), its existence and uniqueness will be considered in Section 1.
is a virtually τ -group and R-Mal'cev completion of S is a short ex-
R of short exact sequences such that, i : N → N R is an R-Mal'cev completion of N and k : F → F 1 is an isomorphism. As a consequence of Theorem 1 we shall obtain: 
completions of virtually nilpotent groups
Let R be a binomial domain, that is, an integral domain of characteristic zero such that for any r ∈ R and l ∈ N, the binomial coefficients
Examples are the ring of integers Z, the ring of p-adic numbers Z p or any field of characteristic zero.
Note that j must be injective and
Proof. Given a virtually τ -group
Since (σ, ψ) satisfies the cocycle condition, then it is easy to see that σ R , ψ R ) satisfies also the cocycle condition.
We conclude that
Let M and N be τ -groups with R-Mal'cev completions i M : M → M R and i N : N → N R respectively, and let f : M → N be a morphism. Then there exists a unique morphism
Here it is the analogous for virtually τ -groups:
be R-Mal'cev completions of the virtually τ -groups S 1 and S 2 respectively, and let (α, β, γ) : S 1 → S 2 be a morphism of short exact sequences. Then there exists a unique morphism of short exact sequences
Proof.
where we are using the functorial property of the R-Mal'cev completions of τ -groups and the fact that k 1 and k 2 are isomorphisms. It remains to prove existence and uniqueness of β R . Let {g f : f ∈ F 1 } ⊆ G 1 be such that π 1 (g f ) = f and g 1 = 1, and let ψ : F × F → N 1 and σ : F → Aut(N 1 ) be the associated cocycle. Let
The only possible definition for β R would be
Therefore it remains to prove that β R , defined in this way, is a morphism. At one hand, we have
On the other hand we have
. Therefore, comparing these two expressions, it remains to check that α
We only need to do this for n ′ ∈ i 1 (N), and the injectivity of ι R 2 tell us that we only need to check the equality
At one hand we have
On the other hand, we have
We conclude that β R is a morphism and clearly it is the unique morphism satisfying the required properties in the proposition.
Proof. Apply the proposition above with the identity S 1 → S 2 .
Because of this corollary, sometimes when we talk about the RMal'cev completion S → S R of a virtually τ -group S, we shall usually forget the map S → S R and we will just talk about S R . Any short exact sequences of groups S :
where g f ∈ G is any element with π(g f ) = f and σ f ∈ Aut(N) is conjugation by g f when we identify N with ι(N). This morphism is called the abstract kernel of S.
is another short exact sequence of groups with abstract kernel ρ ′ , then we say that ρ and ρ ′ are conjugated if there exist isomorphisms α :
Having conjugated abstract kernel is easily seen to be an equivalence relation in the class of short exact sequences of groups. Proof. This is essentially [D, Lemma 3.1.2] , where induction begins observing that H 2 (F, R n ) = 0 if R is a binomial ring and F a finite group whose order is a unit in R.
We finally observe that if
R can be constructed from the abstract kernel ρ of S in the following way:
is given by extension of automorphisms.
Expression of zeta functions as
are the profinite completion of N, G and F respectively. We shall refer S → S as the profinite completion of S and we shall always assume that i, j, ι and ι are inclusion maps.
Every finite index subgroup of G is open because G is finitely generated [NS] 
The following proposition was proved in [dSMS] under stronger assumptions. The proof here is the same but we shall include it for the sake of completeness.
Proof. By proposition 2.1, it is enough to prove ζ * S,K
Write N = p N p , where N p is the p-Sylow subgroup of N , and define T p = q =p N q . Observe that A ∈ F S,K,p if and only if A ∩ N has index a power of p in N , and this is the case if and only if A ∩ N contains T p . Each T p is a closed normal subgroup of G, and therefore we can define an application
given by A → (AT p ) p . Note that for all but a finite number of primes p one has AT p = π −1 (K).
. This implies that our map is injective. Reciprocally, if A p ∈ F * S,K,p and A p = π −1 (K) for all but a finite number of primes p, then A = ∩ p A p has index
We conclude that the map A → (AT p ) p gives a bijection between F * S,K and the set of those
for all but a finite number of primes p, and moreover
. This is exactly the translation of the Euler product we wanted to prove.
For a prime p, let Z p be the ring of p-adic integers. Let N = p N p , where N p is the pro-p Sylow subgroup of N and let 
The method we shall use to express ζ * Sp,K (s) as a p-adic integral is essentially the same as the one used in [dS] to study zeta functions of compact p-adic analytic groups (extensions of uniform pro-p groups by finite groups). Fix a Mal'cev basis {x 1 , . . . , x h } for N. For an h-tuple
It is well known that the map ϕ : a → x a is a homeomorphism from Z 
For each B ≤ N p , there exists an upper triangular matrix t ∈ T r(h,
. . , t h are the rows of t). We shall say that such a t represents a good bases for B. Let M p (B) denote the set of all those t ∈ T r(h, Z p ) representing a good basis for B. The following facts are proved in [GSS, Section 2] :
(
where µ is the Haar measure in T r(h, Z p ) normalized such that µ(T r(h, Z p )) = 1, and
f . For A ∈ F Gp,πp,K , it is easy to see that there exist n f ∈ N p , f ∈ K, such that
This allows us to define T p (A) as the set of all pairs of matrices
such that, t represents a good basis for A∩N p and {1}∪
The last equality is equivalent to
) and this is an open subset of T r(h, Z p ) × M K\{1}×h (Z p ). Using Lemma 2.4 and the formulae for µ(M p (A ∩ N p ) ) and [N p : A ∩ N p ] listed above, one obtains the desired formula for µ (T p (A) ). (A) and arguing as in the proof of Proposition 2.6 of [GSS] , one obtains:
The next step is to describe T ≤ K,p and T ⊳ K,p as sets of matrices with entries satisfying cone conditions, that is, we want to find a finite set of polynomials p * i , q * i in an appropriate number of variables with rational coefficients such that, for each prime p, T *
} up to a set of measure zero. One condition for a pair (t, v) to be in T * K,p is that t must be a good basis for some B ∈ F * Np . We will see that this condition can be described using cone conditions, and after that, we shall see that the other conditions on (t, v) to be in T * K,p are a finite number of conditions of the form x h(t,v) ∈ x t 1 , . . . , x t h ⊆ N p , where h is a h-tuple of polynomials which are independent of p (here the bar · is the topological closure in N p ). Therefore we have to be able to translate this kind of conditions into cone conditions and this is what we will do first.
At this point, we need to refresh and to set up some notation and conventions. All the polynomials will have coefficients in Q. There will be polynomials in many different numbers of variables and instead of trying to define them precisely, we shall deduce their definitions from where they are being evaluated. For example, if q is a polynomial which is evaluated on the entries of upper triangular matrices t ∈ T r(h, Z p ), then it means that q is a polynomial in the variables T ij , 1 ≤ i ≤ j, with rational coefficients. We shall write simply q(T) ∈ Q[T] and its evaluation on the entries of t will be written q(t). Similarly, if a polynomial q is evaluated in pair of matrices (t, v) ∈ T r(h, Z p ) × M K\{1} (Z p ), then we shall write q(T, V) ∈ Q[T, V]. As a last example, if t ′ is the matrix which is obtained from t by deleting the first row and the first column, then a polynomial which can be evaluated on the entries of t ′ will be written p(
For a h 1 × h 2 -matrix t, the vectors t 1 , . . . , t h 1 denote the rows of t and, for j ≤ min{h 1 , h 2 }, t (j) will denote the matrix obtained by deleting the first j − 1 rows and the first j − 1 columns. An h-tuple of polynomials (p 1 (T), . . . , p h (T)) will be written just p(T), and so the notation x
. Finally, we recall the definition of the polynomials associated to the Mal'cev basis {x 1 , . . . , x h } of the τ -group N (see [H] , Chapter 6). These are h-tuples of polynomials f 1 (X, Y) 
for all a, b ∈ Z h and w ∈ Z. Using these polynomials we can also express the commutator operation by polynomials, that is, there exist polynomials c 1 (X, Y) (a,b) . Some practical facts that will be used about these polynomials are: f 1 (X, Y) = X 1 + Y 1 , and more gener-
We describe an algorithm to obtain polynomials p i , q i ∈ Q[T, Z] for i = 1, . . . , h, such that, for all prime p, if t represents a good basis for some open subgroup of N p , then the condition x z ∈ x t 1 , . . . , x t h is equivalent to q i (t, z)|p i (t, z), i = 1, . . . , h:
1. Choose variables T ij for 1 ≤ i ≤ j ≤ h, Z 1 , . . . , Z h and W 1 , . . . , W h and set T i = (0, . . . , 0, T ii , . . . , T ih ) and Z = (Z 1 , . . . , Z h ).
2. Define recursively a list of h-tuples of polynomials k 1 , . . . k h by:
Observe that the entries of k i are polynomials in the variables {T rs , r < i, r ≤ s}, Z 1 , . . . , Z h , W 1 , . . . , W i−1 . For simplicity we shall write
3. Define recursively rational functions v 1 (T, Z), . . . , v h (T, Z):
Observe that q i (T, Z) can be chosen to be a monomial in T 11 , . . . , T hh . h ∈ x t 1 , . . . , x t h if and only if q i (t, z)|p i (t, z) for i = 1, . . . , h. Proof. Let B t = x t 1 , . . . , x t h . Since t represents a good basis for B t , then every element of B t can be written uniquely in the form
. , x h is a τ -group with Mal'cev basis {x j , . . . , x h } and whose pro-p completion (N j ) p is just the closure of N j in N p .
(2) If t represents a good basis for (N j ) p , then t (j ′ ) represents a good basis for (N j+j ′ −1 ) p .
(3) Applying the algorithm to N j with Mal'cev basis {x j , . . . , x h }, we obtain polynomials p
. . , h. Now suppose that h > 1 and assume that the result is true for all those τ -groups of Hirsch length smaller than h. Let N be a τ -group with Mal'cev basis {x 1 , . . . , x h }. The inductive hypothesis, applied to N 2 with Mal'cev basis {x 2 , . . . , x h }, implies that there exist a set I 1 and polynomials 
This is equivalent to (1) t 11 . . . t hh = 0, (2) t (2) represents a good basis for (N 2 ) p , and (3) x c(t 1 ,t j ) ∈ x t j+1 , . . . , x t h for j = 2, . . . , h.
This is equivalent to (1) t 11 . . . t hh = 0, (2) s i (t)|r i (t), i ∈ I 1 , and
. . , h., j = 2, . . . , h.
In the last equivalence we are using Proposition 2.6 in combination with the inductive hypethesis. This completes the proof. Proof. We fix a τ -group N with a Mal'cev basis as before. It follows from [GSS] that
where M p is the set of all those t ∈ T r(h, Z p ) representing a good basis for some B ∈ F * Np . By Corollary 2.7, there exist a finite set I and polynomials r i (T), s i (T) ∈ Q[T], i ∈ I, such that, for all prime p, M ≤ p = {t ∈ T r(h, Z p ) : t 11 . . . t hh = 0, s i (t)|r i (t)∀i ∈ I}. Since the set of matrices t ∈ T r(h, Z p ) with t 11 . . . t hh = 0 has Haar measure zero, then we can eliminate the condition t 11 . . . t hh = 0 in the set of integration. This proves the corollary in the case * =≤. In the case * = ⊳, it follows from [GSS, Lemma 2.4] 
c(e i ,t j ) ∈ x t 1 , . . . x t h , ∀i, j} (here e 1 , . . . , e h are the canonical vectors of Z h ). Using the polynomials p i (T, Z) and q i (T, Z) from the algorithm, Proposition 2.6 and the last description of M ≤ p , we obtain that M * p = {t ∈ T r(h, Z p ) : t 11 . . . t hh = 0, s i (t)|r i (t) ∀i ∈ I, q i (t, c(e i , t j ))|p i (t, c(e i , t j )) ∀i, j = 1, . . . , h}. Again, we can eliminate the condition t 11 . . . t hh = 0 from the set of integration. This completes the proof.
We come back to our original situation. 2.3. The abscissa of convergence as invariant of the Mal'cev completion. If S Q : 1 → N Q → G Q → F → 1 is the Q-Mal'cev completion of some virtually τ -group S, then the isomorphism class of S Q is completely determined by G Q . This is because N Q is the unique maximal Q-radicable subgroup of G Q . Now we fix the group G Q from S Q and we consider N Q as a subgroup of G Q . Given a subgroup G 1 of G Q such that N Q G 1 = G Q 1 and such that N 1 := N Q ∩ G 1 is a τ -group with Q-Mal'cev completion N Q , then the short exact sequence S 1 : 1 → N 1 → G 1 → F → 1, induced by S Q , is a virtually τ -group with Q-Mal'cev completion S Q (and the inclusion maps N 1 → N Q , G 1 → G Q ). Let H(G Q ) be the set of all those virtually τ -groups S 1 obtained in this way. Note that every virtually τ -group with Q-Mal'cev completion S Q is isomorphic to a virtually τ -group in H(G Q ). Therefore, Theorem 2 will be a consequence of the following proposition.
Proposition 2.11. If S 1 , S 2 ∈ H(G Q ) then ζ * S 1 ,K (s) and ζ * S 2 ,K (s) have the same abscissa of convergence for any K ∈ F * F .
Proof. If S 1 , S 2 ∈ H(K), then G 1 and G 2 are finitely generated and so is the subgroup G 1 ∨G 1 of G Q generated by them. Then N Q ∩(G 1 ∨G 2 ) is finitely generated because it has finite index in G 1 ∨ G 2 and thus it is a τ -group with Q-Mal'cev completion N Q . It follows that
Replacing S 1 by S 1 ∨ S 2 , we can assume that G 2 ≤ G 1 .
According to Corollary 2.10 and the Euler product (2.1), it is enough to prove that ζ * S 1p ,K (s) and ζ * S 2p ,K (s) coincide for all but finite number of primes p. Choose a prime p which does not divide [G 1 : G 2 ] = [N 1 : N 2 ] and consider the morphism (α, β, id F ) : S 2 → S 1 given by inclusions α : N 2 → N 1 , β : G 2 → G 1 . Let (α p , β p , id F ) : S 2p → S 1p be the associated morphism given in Proposition 1.3. Since p does not divide [N 1 : N 2 ] then α p must be the identity and therefore β p must be an isomorphism. Then S 1p = S 2p and therefore ζ
