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ABSTRACT
A new constitutive model to predict the mechanical behavior of sands, based on 
the “Disturbed State Concept” is proposed. It is assumed that sands are initially at an 
“intact state.” Deformations initiate a “disturbed state” in sands, which will grow with 
increased deformations. A sand mass reaches failure state as it becomes “fully dis­
turbed.” Before reaching failure, sands are assumed to be a mixture of an “intact state” 
and a “disturbed state ” The “disturbed state” of sands may be considered as the “critical 
state” of sands while the “intact state” may be considered an elastoplastic material. In
the proposed model, a modified Hierarchical Single Surface (HiSS) plasticity 5  ̂ model
is used to represent the “intact state.” The proposed model is capable of capturing the 
effects of confining pressure and initial density of the constitutive behavior of sands in 
drained and undrained conditions. A new formulation to capture unloading-reloading 
behavior is developed. The proposed model is implemented in an efficient and stable 
computer program. Special laboratory tests on sands are conducted using the true triax­
ial device to aid development of the model. An innovative numerical method called the 
“genetic algorithm” is used for material parameter optimization. A new scheme to esti­
mate error of predicted behavior by a given set of material parameters is introduced. 
Optimization efficiency of the proposed fitness function is analyzed by changing the 
selected genetic algorithm parameters. A parametric study is conducted using a hypo­
thetical material to examine the capabilities of the model. The proposed model and the 




Engineering design is based on predictions about the behavior of construction 
materials. Accuracy and reliability of predictions are important for economical and safe 
design. Engineers use both empirical methods and rational methods for predictions. 
Empirical methods are successful only to problems which can be interpolated from the 
problems used for developing empirical relationships. Rational methods, on the other 
hand provide general solution schemes applicable to a wide variety of problems. In 
rational methods, response of a material element to external excitations is mathemati­
cally simulated by a constitutive model. In general, constitutive models simulate the 
response of materials to electromagnetic, chemical, thermal, and mechanical excita­
tions. The mechanical constitutive behavior of a material is considered very important in 
current civil engineering design. At early stages of development of mechanical constitu­
tive models, engineers used Hooke’s law to predict the mechanical behavior of materi­
als. Later, it was realized that Hooke’s law alone was inadequate to predict the 
mechanical behaviors of materials. Significance of plastic behavior and viscous behav­
ior of geomaterials causes elastic models to be less useful in predicting mechanical 
behavior. Almost a century ago, to estimate the failure of geomaterials, Mohr (1900) 
proposed the popular Mohr-Coulomb criteria. Subsequently, general plasticity models, 
such as the von Mises (1913) yield criteria, and the Drucker and Prager (1952) yield cri­
1
teria; and specific plasticity models such as the Cam Clay model by Roscoe and co­
workers (1958), became popular in analyzing the mechanical behavior of geomaterials. 
Successful usages of such advanced constitutive relations in various soil-structure inter­
action problems have been discussed by Duncan (1994). The constitutive behavior of 
geomaterials, in general, is very complex and difficult to present in a unified theory. As 
a result, numerous constitutive models specifically formulated for clays, sands or rocks 
can be found in literature. In the case of sands, most of the models found in literature are 
formulated for a range of relative densities. Even then, material parameters have to be 
calibrated for each confinement pressure. The present study is an attempt to develop a 
unified constitutive model for cohesionless granular materials (sands) capable of simu­
lating effects of confinement pressure & relative density and to improve genetic comput­
ing methods for searching material parameters.
1.2 Scope of Study
The scope of research on constitutive modeling of cohesionless granular materi­
als and on parameter searching using the genetic algorithm in the current study is lim­
ited to:
• Macromechanical aspects of sand constitutive behavior. Micromechanical aspects 
such as surface roughness and particle shape etc. are assumed to be included in 
macromechanical parameters
• Small strain theory of solid mechanics
• Only fitness functions of a simple genetic algorithm will be examined
The following tasks were executed in reaching the research goals.
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• Reformulation of the constitutive model proposed by Wathugala and Desai (1987 
and 1989).
• Addition of unloading and reloading capabilities to the proposed model.
• Addition of the capability to account for effects of relative density on stress behav­
ior to the proposed model.
• Development of a computer program to simulate constitutive behavior of sands 
using the proposed model.
• Experimentation of the behavior of sands using the true-triaxial apparatus to aid 
the development of the proposed model.
• Introduction of a new fitness function to the genetic algorithm which is more suit­
able for parameter search in constitutive modeling
• Study the effects of various genetic algorithm parameters in the context of effi­
ciency of parameter search.
1.3 Dissertation Outline
The dissertation is organized into chapters as following. In Chapter 2, the litera­
ture survey of existing constitutive models for geomaterials emphasizing models for 
cohesionless granular materials is presented. Formulation of the proposed models is pre­
sented in Chapter 3. In Chapter 4, the numerical implementation of the proposed model 
is presented. A formal scheme to estimate material parameters is presented in Chapter 5. 
Genetic Algorithm parameter search scheme is presented in Chapter 6. In Chapter 7, 
verifications of the proposed model by simulating laboratory tests is presented. Findings 
and conclusions of the current research are presented in Chapter 8.
3
CHAPTER 2: LITERATURE SURVEY
2.1 Constitutive Behavior of Sands
Friction angle, <)>, is the most commonly used measurement of the constitutive 
behavior of sands. The friction angle represents shearing resistance of sands. Maximum 
achievable slope angle (angle of repose) of a heap of sand (Figure 2-1) can be consid-
.Sand Heap
Figure 2-1 Angle of Repose of a Sand Heap
ered as the friction angle of that sand at the loosest state. However, friction angle is a 
highly simplified view of the general constitutive behavior of sands. Generally, the con­
stitutive behavior of sands are dependent on microscopical properties (particle shape, 
particle size, particle size distribution and surface roughness) and state properties (void 
ratio and confinement pressure). Since the effects of microscopic aspects of sand parti­
cles on the constitutive behavior of sands are beyond the scope of the present study, dis­
cussion will be limited to the changes in constitutive behavior of sands due to changes in 
relative density and confinement pressure.
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Stress-strain behavior of sands can be categorized as “dense” behavior and 
“loose” behavior. Though it is not precise, sands with very high void ratios and sands 
with very low void ratios can be considered as “loose” and “dense” sands respectively. 
W hen a loose sand is sheared in a triaxial test, the principal stress difference gradually 
increases to a maximum value or an ultimate value (Figure 2-2). In contrast, when a 
dense sand is sheared, the principal stress difference reaches a peak and then decreases 
to a value close to the ultimate value of the loose sand. At the same time, in the loose 
sand, the void ratio decreases to a final critical void ratio (Figure 2-3). In contrast, a 
dense sand will show an initial compaction and then a dilation until the final void ratio is 
approximately equivalent to that of the loose sand. However, definitions of “loose” and 
“dense” sands are not independent of the confinement pressure. A series of triaxial





Figure 2-2 Triaxial Tests on “loose” and “dense” Specimens of a Topical Sand; 








Principal stress difference, ((ĵ  — a 3 )
Figure 2-3 Triaxial Tests on “loose” and “dense” Specimens of a Typical Sand;
Void Ratio Curves (After Hirschfeld, 1963 from Holtz and Kovacs, 1981)
drained tests conducted by Lee (1965) illustrates the effect of confinement pressure on 
“loose” and “dense” behavior. Figure 2-4 shows a series of triaxial tests conducted on a 
loose sand with varying confinement pressures. It can be seen that the loose sand 
behaves like a dense sand, both in stresses and strains, when confinement pressure is 
very low. On the other hand, as shown in Figure 2-5, a dense sand sample shows loose 
behavior under very high confinement pressures. Therefore, the terms “loose” and 
“dense” in the context of constitutive behavior of sands should be considered relative to 
confinement pressure. Many attempts made to model constitutive behavior of sands can 
be found in literature. Existing constitutive models for geomaterials, with emphasis on 
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Figure 2-4 Typical Drained Triaxial Test Results on Loose Sacramento River Sand 
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2.2 Models for Cohesionless Geomaterials
Numerous experiments conducted on mechanical behavior of geomaterials indi­
cate fundamental differences between behaviors of sands and clays. Such differences 
can be related to mineralogy of a soil which controls the size, shape, physical properties 
and chemical properties of soil particles (Mitchell 1993). As a result, many constitutive 
models specifically formulated to predict the behavior of sands or clays can be found in 
literature. Prevost and Popescu (1996) discuss various types of soil constitutive models 
such as Elastic, Endochronic, Micromechanical and Elasto-Plastic models; and related 
issues in a wider perspective. Current discussion is primarily focused on Elasto-Plastic 
constitutive models for sands. The nonlinear elastic models by Duncan and Chang 
(1970), and Coon and Evans (1971) can be considered as some of the early models that 
captured monotonic loading behavior of sands. However, for accurate modeling of the 
mechanical behavior of sands, it is essential to consider the effects of plasticity. As a 
result, numerous elastoplastic models such as the Cap Model (DiMaggio and Sandler, 
1971), the modified version of the Cam Clay model (Nova and Wood, 1979), and the 
general Cap Model (Sandler et al. 1976) emerged. Dense behavior and loose behavior 
are important aspects in elastoplastic mechanical behavior of sands. Dense sands show 
strain hardening and then strain softening during shear. Loose sands on the other hand 
show strain hardening only during shear. Dense sands show initial compression and then 
dilation during shear. Loose sands, on the other hand, show compaction only during 
shear. The cap model by Sandler et al. (1976); the modified Cam Clay model by Nova 
and Wood (1979); the general plasticity models by Lade (1977), and Desai and Hashmi 
(1989); and the bounding surface models by Pastor et al. (1985) and Bardet (1986 and
9
1990) can be found in literature among constitutive models capable of capturing behav­
ior of loose sands. The general plasticity model by Lade (1977); the HiSS 5; model by 
Frantziskonis et al. (1986); the bounding surface plasticity models by Pastor et al. 
(1985), Crouch, Wolf and Dafalias (1994), and Bardet (1990) can be found in literature 
among many models capable of representing the behavior of dense sands. Even though 
some of the models mentioned above could predict behaviors of both loose and dense 
sands; they need to be re-calibrated for each initial density. Pestana and Whittle (1995) 
proposed a model for both loose and dense sands to predict one dimensional and hydro­
static compression behaviors. Crouch, Wolf and Dafalias (1994); and Anandarajah 
(1994) proposed models for loose and dense sands to predict triaxial behaviors. Pestana 
and Whittle (1995); Crouch, Wolf and Dafalias (1994); and Anandarajah (1994) have 
overcome the problem of re-calibration of models for each initial density. Manzari and 
Dafalias (1997) proposed a bounding surface plasticity based model capable of simulat­
ing softening effects of dense sands in undrained loading and softening effects of loose 
sands in undrained loading. A summery of some of the available constitutive models for 
sands are presented in Table 2-1. Hypoplasticity and the neural network method can be 
considered as new approaches of constitutive modeling of sands. The hypoplasticity 
approach does not identify a yield surface but defines stress rate as a function of stress 
and strain rate (Kolymbas, Herle and Von-Wolffersdorff, 1995). In the neural network 
method, a function is trained using a large number of experimental data sets to predict 
the constitutive behavior of sands (Ghaboussi, Sidarta and Lade, 1994). The success of 
neural network methods are highly dependent on the number and variety of soil tests 
used for training. Therefore, to produce a general predictive model, it is necessary to
10
acquire data from a very large number of tests which would be costly. Based on the 
assumption that the critical state in sands get formed progressively with increased defor­
mations, Wathugala and Desai (1987 and 1989) suggested a disturbed state concept
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(DSC) based constitutive model for sands, which can possibly overcome some deficien­
cies of available constitutive models. Since the current research is based on Wathugala 
and Desai’s (1987 and 1989) approach, the disturbed state concept will be discussed in 
greater detail in the ensuing section.
2.3 Disturbed State Concept
Based on the assumption that the critical state globules in sands get formed pro­
gressively with increased deformations, Wathugala and Desai (1987 and 1989) sug­
gested a “damage” based constitutive model for sands, which can overcome some 
deficiencies in available constitutive models. Wathugala and Desai (1987 and 1989) 
hypothesized that, at the beginning of a deformation process, no critical state is present 
in a sand element, and that state was called the “fully intact state.” The “intact state” of 
sands is a continuously hardening material that has not reached the critical state. As 
deformations progress, sands begins to form critical state globules in a matrix of intact 
state. This intermediate state was called “partially disturbed.” When the sand element is 
totally dominated by critical state globules, the “fully disturbed state,” failure occurs 
(Figure 2-6). The “critical state” and the “intact state” of the current context correspond 
to the “fully adjusted state” and the “relatively intact state” of the generalized disturbed 
state concept by Desai (1992) respectively
A comprehensive overview of DSC is given by Desai (1995). There, numerical 
implementation of DSC; and applications of DSC to cohesionless materials under static 
loading, to saturated cohesive soils under cyclic loading, to joints and interfaces are dis­
cussed. The concept of separating material behavior into two simple behaviors was pro­
posed by Desai (1974) to model overconsolidated clays. Frantziskonis et al. (1987)
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applied this idea and the concept of damage used by many others (Kachanove, 1958; 
and Krajcinovic and Fonseka, 1981) to develop a plasticity based constitutive model for 
strain softening of concrete. Desai, Galagoda and Wathugala (1987) and Desai (1987) 
hypothesized that this concept could be used to develop a constitutive model to simulate 
the strain softening behavior of sands. Wathugala and Desai (1987) formulated the prob­
lem and verified the idea of using “critical state” as the disturbed state. A summary of 
this research was presented by Wathugala and Desai (1989). Armaleh (1990) modeled 
the monotonic loading behavior of sands using DSC. By synthesizing the above men­
tioned work, Desai et al. (1991) introduced the general concept of disturbed state. A 
DSC based constitutive model for semiconductor interfaces has been proposed by Chia 
et al. (1993). To validate Disturbed State Concept, Armaleh and Desai (1994) conducted 
experiments using sand. There, Armaleh and Desai used the HiSS 50 model to represent 
the intact state. A constitutive model to represent the undrained behavior of cohesive 
soils has been proposed by Katti and Desai (1995) using the disturbed state concept
along with the HiSS to represent the intact state. Desai and Toth (1995) examined 
the thermodynamics of DSC and showed that DSC satisfies Clausius-Duhem inequality 
as per the second law of thermodynamics. Thermomechanical response of interfaces in 
electronic packaging is investigated by Basaran, Desai and Kundu (1995a and 1995b) 
using DSC. The behavior of sand-geosynthetic interfaces has been investigated by Pal 
and Wathugala (1997 and 1999) using a DSC based constitutive model along with the
HiSS family 5  ̂ for the intact state simulation. Literature survey on the general constitu­
tive modeling reveals similar approaches taken by other researchers such as “continuum
13
Critical State Globules
(a) Fully Intact State
(c) Fully Disturbed State
Deformations Deformations
(b) Partially Disturbed State
Figure 2-6 Illustration of Growth of the Critical State in a Sand Element
damage” and “bounding surface plasticity.” For the sake of completeness, DSC will be 
compared with those modelling approaches in the ensuing sub sections.
2.3.1 DSC vs. Damage
DSC is originally based on the “continuum damage” concept introduced by 
Kachanove (1958). However, there are some fundamental differences between the “dis­
turbed state concept” and the “damage concept.” In the case of “Damage,” the constitu­
tive behavior of a material is accounted by a single phase, and voids and cracks in that 
phase. DSC, on the other hand, accounts the constitutive behavior of a material in terms 
of two phases. Damage mechanics uses a continuous state variable (j>, which is a func­
14
tion of effective area (without voids and fractures) to describe degradation of a material. 
Similarly, DSC uses a state variable D , which is the mass fraction of the “fully adjusted 
state” (Desai, 1992) to obtain the average behavior of two phases. Degradation of metals 
are caused by nucleation and growth of voids, cavities, micro-cracks and other micro­
scopic defects (Figure 2-7) (Voyiadjis and Kattan, 1999). Soils on the other hand, 
degrade by readjusting particle distribution and orientation (Oda, 1972a and 1972b) for 
reaching the critical state. The damage concept is extensively used to model metals and 
other materials capable of bearing tensile stresses. DSC, on the other hand, is mainly 
used in modeling geological materials such as sands and clays, and concrete which are 
incapable of bearing tensile stresses.
Voids Cracks
Figure 2-7 Illustration of Continuum Damage
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2.3.2 DSC vs. Bounding Surface Plasticity
In literature, the bounding surface (BS) plasticity approach (Table 2-1) can be 
seen as a dominant method of modeling the constitutive behavior of sands. The bound­
ing surface concept, originally introduced by Dafalias and Popov (1975), was based on 
the observation that any stress-strain curve for monotonic loading or for monotonic 
loading followed by reverse loading eventually converges to certain “Bounds” in the 
stress-strain space. Figure 2-8 illustrates this concept on the uniaxial stress-plastic strain 
space. The plastic modulus, E P , depends upon the distance, between the current state of 
stress and a corresponding stress on the bounding line. From point B to point c  in the 
stress-plastic strain curve (Figure 2-8), the value of EP varies during the plastic behavior 
along B C . Unloading will occur from Point C along C D . In the elastic region, C D , the 
plastic modulus, Ep , is infinite. At Point B , E p has a finite value, which decreases as the 
process goes to C .  The zone CC'  represents a plastic behavior during which EP is 
assumed to remain constant. The stress-strain response is thus bounded by the two lines.
As explained above, the bounding surface plasticity method considers a single 
phase material with a plastic modulus varying between infinity in the elastic range and a 
finite value at the bounding surface. DSC, on the other hand, does not interpolate plastic 
modulus but gets the weighted average of the “intact” and the “fully adjusted” stresses 
and strains. Such a combination mechanism will enable the “intact” model to represent 
more complex behaviors than by the “intact” model alone, as it will be presented in the 
current research. Therefore, DSC can be considered as a higher order approach than the 
bounding surface plasticity method. Further more, the “intact state” in DSC can be rep­
16
resented by a bounding surface plasticity model. Though both methods look similar at a 
glance, they are essentially two different approaches of constitutive modelling.
Bounding Line
Bounding Line
Figure 2-8 Schematic Illustration of the Bounding Surface in Uniaxial Stress-
Strain Space
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CHAPTER 3: PROPOSED MODEL
3.1 Basic Mechanism
The proposed constitutive model for sands is based on the model proposed by 
Wathugala (1987). When a sand element is subjected to an external disturbance, micro- 
structural changes takes place inside the material. Initially, the material is considered to 
be intact (Figure 2-6(a)). It is hypothesized that the increase of external disturbance 
transforms sands into a disturbed state. The well known critical state of soils may be 
considered as the disturbed state of sands. In the process of deformation, a random dis­
tribution of critical state and intact state clusters exist in the material (Figure 2-6(b)). 
Eventually, material fails by reaching the fully critical state (Figure 2-6(c)). However, an 
experimental study will only reveal the superficial behavior of sands which can also be 
considered as the statistical average of intact and critical states. Growth of the disturbed 
state, in general, may be related to internal variables such as trajectory of plastic strains 
or plastic work, shear wave velocity, density, interface roughness, temperature and 
entropy. In the proposed model, it is assumed that growth of the critical state in sands is 
indirectly related to the trajectory of deviatoric plastic strains of the intact material. Rea­
soning behind such a selection will be discussed in details in ensuing subsections. M ath­
ematically, disturbance can be a tensor. In the proposed model, a simple plastic strain 
dependent scalar function is used to quantify disturbance. The behaviors of the “critical 
state” and the “intact state” will be discussed in ensuing sections with a view to formu­
late the proposed constitutive model.
18
3.2 Critical State Behavior of Sands
Casagrande (1936) found that, in direct shear tests of sands, void ratio at failure 
(critical void ratio) is the same irrespective of initial void ratios. Furthermore, Watson 
(1939) found that critical void ratio of sands are dependent on vertical effective stress. 
Taylor (1948) further examined the critical state behavior using constant volume triaxial 
tests. There, Taylor found that it was necessary to apply equal confinement pressures to 
maintain constant volumes at large strains irrespective of the initial void ratios. Wathu­
gala and Desai (1989) expressed a relationship for the critical state stress behavior in 
terms of stress invariants. There, the square root of the second invariant of deviatoric 
stress ( J J T d ) is related to confinement pressure (J I ) irrespective of initial density and 
initial confinement by the relationship,
JjTd -  mJ I (3-1)
where m is a material parameter (Figure 3-1). However, Wathugala assumed that the 
stress state of critical state sand globules always remain on the critical state line. It is the 
author’s view that such case is less likely to occur in reality. Let us examine an analo­
gous fundamental case of friction between two surfaces to visualize the problem (Figure 
3-2). In this case slipping can take place only when the pulling force, P , is greater than 
the resistance force, g P . When the pulling force p < g/?, the resistance, F , is equal to the 
pulling force P.  Therefore, in the case of critical state of sands, Eqn. (3.1) should be 
considered as an upper limit for stresses rather than a persistent stress state. A simple 
experiment conducted by the author using a true-triaxial machine with Brady Sand 
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Figure 3-1 Critical State JJ^D vs. / 7 of Behavior of Sacramento River Sands of Varying Initial Densities and Initial
Confinement Pressures-Data from Lee & Seed (1967)
Figure 3-2 Simple Coulomb Friction Between Two Plate
reduced triaxial extension tests at 500kPa and lOOOkPa confinements were conducted 
until failure (large strains). Afterwards, a third test, which initially follows the first test 
until near critical state (large strains) and then increases the confinement pressure upto 
the levels of the second test followed by a triaxial extension path until critical state 
(large displacements), was conducted. In this test, according to Wathugala’s original 
assumption, if stress conditions of the critical state remained on CSL and the critical 
state does not get cured, then the test should show large strains immediately with the 
second deviatoric stress increment. In contrary, the experiment indicates more strain 
hardening before the failure (large strains). As a result of above two examples, in the 
proposed model, the condition given by Eqn. (3.1) is considered as an upper limit for the 
critical state stress behavior.
A relationship for critical void {ec0 ) ratio and confinement pressure (J }) was 
expressed by Wathugala and Desai (1987) using the same set of experiments. The rela­
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where X  and e0 are material parameters (Figure 3-4). The relationships expressed in 
Eqns. (3.1) and (3.2) are nothing other than generalized versions of widely used q vs. p  
relationship and e - l o g p  relationship of the critical state behavior of sands.
The intact behavior can be conveniently represented by a continuously harden­
ing and non-dilating material. Wathugala and Desai (1987) used the hyperbolic model to 
represent the intact state. Understandably, the hyperbolic model is not sufficient for gen­
eral stress paths. Due to the availability of local expertise and of source code, a modified
version of HiSS d*0 model by Wathugala (1990) has been chosen to emulate the intact
behavior. HiSS 5* model family identifies virgin loading (VL), unloading (UL) and 
reloading (RL) using a convex reference surface passing through the current stress point 
as shown in Figure 3-5. The reference surface is defined in terms of stress invariants as
The symbols y, n,  and n2 are material parameters. The current value for a r is obtained
by the condition R = 0 .  The function Fhr defines the shape of R in the J ,  -  JJJ~D space 
and the function
3.3 Intact Behavior of Sands
(3.3)
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Figure 3-4 Critical State e 0 vs. i n ( j / 3 p a) of Behavior of Sacramento River Sands of Varying Initial Densities and Initial
Confinement Pressures-Data from Lee & Seed (1967)
F, = U - f r S r)' (3.5)
describes the shape of R in the octahedral plane, where
The symbols p and I (= -0.5) are material parameters. An outward Stress increment d o {j 
from R is defined as “loading” and an inward stress increment is defined as “unloading.” 






n*:dau = 0 (3.7c)
defines neutral loading, where n* is the unit normal to the reference surface, R , given by
dR
nu -  0  aa°"  \ i/2 (3-8)'dR dR x
The plasticity model, as defined by Wathugala (1990), uses the associative 
flow rule. On yielding, when loading becomes virgin loading, the reference surface 











- F bFs (3.9)
where
F'’ = - “ '’0 ,+Yf t r  (3-io>
and the hardening function a ps is given by,
a p, = - %  (3.11)' K 2Sv
State variables £ and , trajectories of total and volumetric plastic strains, are given by
 ̂ = J ( * , / * , / ) ' /2 (3.12)
(3.13)
Symbols h t and h2 are also material parameters.
Experiments show that the stress state of dense sands goes above the critical 
state line before reaching the critical state. The stress state of loose sands, on the other 
hand, monotonically reaches the critical state line at failure. Therefore, for the model to
work properly, the slope of the phase change line of the intact model should not go
below the slope of critical state line (Figure 3-6). In order to achieve such a control, 
parameter y, is redefined as a function (super-parameter) of initial void ratio ( e0) and 
initial confinement pressure ( J }(0) ) given by,
e . w )
- '  m a x  m i n *-
where,
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y min = (3.15)
and, y  and % are material paramerers. Effects of all the major intact material parameters 
on test simulations will be discussed after describing formulation of the proposed 
model.
Increasing ^ o r  J 1{0)
Phase Change Line of 
fnfact Model
'CSL
Figure 3-6 Slope of Phase Change Line Relative to CSL
3.4 Mechanics of Disturbance
Disturbance ratio, D , is defined as (Wathugala & Desai, 1987 and 1989)
D = M
M (3.16)
where M is the mass of solids in the material and M is the mass of solids in the dis­
turbed phase. Value of D represents the extent of disturbance phase in the material. Ini-
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tially D = 0 , and its final value is equal to unity. D -  l represents a material at the 
critical state. In general, a test can show failure of a material before D reaches unity due
to the shear band formation. It is somewhat difficult to identify mass fraction M c in an 
ordinary test. However, D can be de f ined  indirectly, in terms of internal variables such 
as trajectory of plastic strains, temperature, density, interparticle roughness and inter­
cluster roughness etc. (Desai, 1995). In the proposed constitutive model, it is assumed 
that hydrostatic compression does not change the fraction of sands at critical state. Fur­
ther more, it is necessary to exclude the elastic effects from a prospective damage func­
tion because experiments show that unloading does not change accumulated disturbance 
(Frantziskonis and Desai, 1987). As a result of the above mentioned assumptions and 
observations, current research uses Frantziskonis and Desai’s (1987) damage function, 
D , for sands which, expresses the mass fraction of critical state sands in terms of trajec­
tory of deviatoric plastic strains (^D), given by the relationship
D -  DU[J -  e x p ( - A ^ ) ]  (3.17)
where A and k,  are material parameters and Du = 1.0 . State variable is given by,
§D = J V e , / ^ / ) ' 72 (3.18)
where e J is the deviatoric plastic strain.
Even though the ideal value for Du is unity, it is recommended to use a value 
smaller than 1 (e.g. 0.99) to avoid numerical problems. Higher values of A cause the 
function to reach unity faster and higher values of k,  cause the function to reach unity 






Figure 3-7 Effects of A  and k ,  on Damage Function
In DSC, the response of a material element to external excitation is not uniform. 
A point in an element can either be in the intact state or the disturbed state but not both. 
In order to facilitate this discontinuous nature in a continuum model, disturbance at a 
point is considered to be the statistical average of the disturbances of all points in a 
region enclosing the point of interest. This region is small enough to represent the influ­
ence of non local zones to the center of the zone (point of interest) while large enough to 
nullify the influence of discrete nature of the material (see Figure 3-8), thus it is called 
the characteristic region. The radius of the characteristic region is at least 100 time 
larger than the largest microstructure in sand (Detoumay & Cheng 1993). It may be 
noted that, to evaluate the disturbance at any point, the statistical average of disturbance 
over the corresponding region has to be taken.
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(a) Actual Disturbance Distribution (b) Disturbance Averaged Over The 
Characteristic Region
Figure 3-8 Diagrammatic Representation of Statistical Averaging of Disturbance of
a Point
3.4.1 Strain Behavior
From the theory of means, the relationship for strains is given by,
ej = Dzfj + i l - D ) ^  (3.19)
where superscripts A ,  C  and I  stand for average, critical and intact states respectively. 
Incremental void ratio can be related to incremental volumetric strain by,
^  “ ( f+ e o )  (3 '2°)
where e0 is the initial void ratio and e is the void ratio.
Using Eqns. (3.19) and (3.20), the average void ratio eA can be derived as
eA = Dec + { 1 - D ) e  (3.21)
where eA = vv/ v s, ec = vJVvf, e -  v\/v\. Here, and vs refer to volume of voids
and solids respectively. From Eqns. (3.19) and (3.21), average incremental strain dem­
ean  be expressed as
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where d<= ~ is the incremental deviatoric strain tensor which is assumed to be the same
for all the phases. The symbols d z v and e0 represent the incremental volumetric strain 
and the initial void ratio respectively. The symbol &u is the Kronecker delta. Wathugala 
and Desai (1987 and 1989) obtained Eqn. (3.22) starting from the relationship for void 
ratios (Eqn. (3.21)) rather than the more general strain averaging (Eqn. (3.19)) used in 
the proposed model. Furthermore, Eqn. (3.22) as used by Wathugala and Desai (1987 
and 1989) is not suitable for finite element modeling and not suitable to calculate aver­
age strains from average stresses either. The average strain and intact strain relationship 
given by Eqn. (3.22) was further improved as shown below.
For the damage function D ,
Using the Eqns (3.2) and (3.22) and the stress strain relationship of the intact 
state, an intact strain increment can be related to the corresponding average strain incre­
ment by the new equation,
(3.23)
For the modified HiSS 60 intact model (APPENDIX A),
D m n n D m n (3.24)




t f u  = ^ S iI +
d 4  = (3.26)
P * 5" + 3(-/ + g|))[(e' -  eC)R‘u  + D^ c »»« -  V '  + eo»l} <3-27)
where
F r e( t )  [ Q  Q
jr>/ _  d D  f t  i j ^  i j k l  *Jft  D m n f t  D m n  ' " ) Q \
kl ~ Q . UVLX^‘D{nijCijuvnuv + H }
and C!ijkl is the elasto-plastic stiffness of the intact state. Details of the derivation of B ijkl
and components of the matrix for the 2-D case are given in APPENDIX A
3.4.2 Stress Behavior
From the theory of means, the average stress tensor is given by
= DcfJ + ( l - D ) o lu (3.29)
If deviatoric stresses, SUi of each phase are assumed to be proportional by a fac­
tor k then
4  = kS1,  (3.30)
By taking the inner product of Eqn (3.30)
I fk = (3.31)
f  2D
By substituting Eqn. (3.1) and assuming equal confinement pressures in each phase,
m Jr





By differentiating Eqn. (3.29) and substituting Eqn. (3.30), the incremental relationship 
between average stresses and intact stresses is given by
Wathugala and Desai (1987 and 1989) obtained Eqn. (3.34) starting from a relationship 
for deviatoric stresses rather than the more general stress averaging (Eqn. (3.29)) used in 
the proposed model.
3.4.3 Stress-Strain Relationships
The new incremental stress-strain relationship between average stresses and 
intact strains can be obtained from the equation (3.34) as,
As a result of the newly derived form of the strain relationship given by Eqn. (3.26) and 
the stress relationship Eqn. (3.36), the relationship between average stresses and average 
strains is established as,
* / (dJ, ) 5:, /
da* = [ D ( k - l )  + l ] d s u + 1 ■ l̂  + Sij[ d D ( k - l )  + dkD] (3.34)
(3.35)
where
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J (3.38b)
r 8 v 1
{ 6 , ‘ 8 "  +  3(1 + e / e> ~ eC)R'u  +  D ^ C 'n M -h d U  +  «„ ) j
It is possible to calculate average stress increment from average strain increment and 
vice-versa by numerically integrating the equations (3.38a) and (3.38b) if the current 
status is fully defined. In contrast, Wathugala and Desai (1987 and 1989) assumed intact 
strains to calculate average strain and average stresses. Currently, a modified Euler algo­
rithm is used for integration. However, when critical state globules haven’t reached the
critical stress levels ( J j Td < mJAj ), stresses of the critical and the intact state are assumed 
to be the same. As a result k = 1 before reaching critical stress levels.
3.5 General Stress Paths
In the proposed model, unloading and reloading behavior of the intact state is 
assumed to be elastic. However, general behavior is determined by the location of a 
stress point in the J , -  space as describe below. If the average stress point satisfies
the condition J j f D ^  m J A , then stresses of the critical state portions and the intact state
portions are assumed to be the same. Otherwise stresses of the critical phase remain on 
the critical state line with equal confinement pressures in the intact phase and the critical 
phase. Figure 3-9 shows an irregular stress path. In the illustrated stress path, loading 
(change in ^ D) begins at point A . Up to point B ,  until average stresses reach CSL, 
stresses of all phases are equal. At B , yield surface for the intact phase is given by Y .
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Soon after B , the critical state stresses fork along the critical state line. When the aver­
age stresses reach c ,  the critical stresses reach C' and the intact stresses reach C" 
through B ' . At c , the intact yield surface is given by Y ' . From A to C , damage ratio 
increases. As the average stresses are going towards D , the critical state stresses stay on 
CSL down to D . Simultaneously, the intact stresses reach D  without changing the dis­
turbance ratio. From D  to E ,  stresses of both, the intact phase and the critical phase, are 
the same. If it is reloaded (as per the intact state: no new plastic strains) again, taking the 
average stress path E A B - » C , only intact stress path will take a new path 
E ->  A B  -»  B" —> C ' . The change in the intact stress path from B  ->  C' is because the 
damage ratio remains constant until additional deviatoric plastic strains occur. In a strain 
controlled simulation, corresponding intact strain increment and intact stress increment 
for a given average strain increment is calculated first. If the intact stress condition is
J j Yd < m f j , then the average stresses and the intact stress are equal. Otherwise Eqn. 
(3.29) is used to calculate the average stresses. It should be noted that the strain behavior 







Figure 3-9 Unloading and Reloading of the Proposed Model
CHAPTER 4: NUMERICAL 
IMPLEMENTATION
4.1 General
Implementation of the proposed model in a numerical algorithm is essential for 
verification and boundary value problem studies. Implementation of the model consist 
of numerical implementation of the DSC mechanism and numerical implementation of 
the intact plasticity mechanism. Numerical implementation of the DSC mechanism 
needs to compute intact strain increment for a given intact stress increment (or vice 
versa); and corresponding changes in the intact state parameters such as trajectories of 
deviatoric & volumetric plastic strains and, plastic strains. Current research uses Wathu-
gala’s (1990) HiSS 5̂  plasticity model and numerical implementation without any 
major modification for the intact model simulations. For the sake of completeness, 
numerical implementation of the DSC mechanism and numerical implementation of the
intact plasticity model (HiSS b0) will be presented in the ensuing sections.
4.2 Implementation of DSC Mechanism
The proposed DSC stress mechanism is governed by position of the average 
stresses relative to the phase change line in JTTd ~ j i space as described in the section 
3.5. The proposed DSC strain mechanism however, is assumed to be the same irrespec­
tive of the positions of stresses (Eqn. (3.22)). Even though the calculation of average 
stress increment for a given average strain increment could be implemented using the
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final stress-strain incremental relationship (3.38a), the actual numerical computation is 
implemented in two steps. One step is to calculate intact stress increments from average 
stress increments (or vice versa) and the other step is to calculate average strain incre­
ments from intact strain increments. Numerical implementation of the two steps will be 
discussed in details in the ensuing subsection.
4.2.1 Average Stresses and Intact Stresses
Using Eqn. (3.36) and the incremental stress strain equation for the intact mate­
rial, the following incremental relationship for average and intact stresses can be 
obtained.
= 1 ( 4 - i )
where
= j [ 0 (*  - D  + nc'lik,-D(k -  - ] )  + t 'u d \  (4 .2 )
and
<*4  =  D 'ki«,do'uv ( 4 .3 )
The average stress to intact stress relationship can be solved incrementally by a modi­
fied Euler algorithm if values of all variables at the current stage are known. The itera­
tion procedure used to solve Eqn. (4.1) is presented in step form as shown below. The 
adaptive step sizing procedure used in iterations is directly adopted from Sloan (1987). 
The procedure to compute average stress increments from intact stress increments is 
identical except evaluation of inverse of the E  matrix and swapped positions of average 
and intact stresses (Figure 4-1).
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STEP 1:
Set nondimensional elapsed time T = 0.0 and non dimensional step time AT = 1.0 for 
the starting point of iteration
STEP 2:
Compute the first estimated intact stress increment by,
dG!c  = EBATdOft
where EB is the slope of curve at B in a 1 -  g a (Figure 4-1)
STEP 3:
Estimate the second intact stress increment by,
dG!c < = EcATdGB









Calculate the difference in estimated intact stress increments
d G i j ( E r r o r )  =  ~  i j ( C ' )
Calculate the maximum error and the error norm as,
Z r r o r MAX = M A X { A B S ( d G i}Error) / A B S ( T d o ^ }
E r r o i  norm ^Jdo- ̂Rrro r)do ̂  (Rrror) /  ' jT dou v Tdou v 
Choose the bigger value of E r r o r MAX and E r r o r NORM for E r r o r  .
E r r o r  = M A X  (E rrorMAX,ErrorNORM)
STEP 5:
If Error < Tolerance
Calculate the intact stress increment by taking the average
z _  ( d a inc) +  dGij(cr)) 
U'j 7
Update the nondimensional elapsed time
T <r -  T + AT
Check the elapsed time and exit when T = LO,
Resize the nondimensional step time by (Sloan, 1987),
± rji . > n 0Tol eranc eAT <— mini  0 .8—   , 2 \AT
Er ro r
Recheck the nondimensional step for over flows by
AT <r- min {A T,  1 - T }
STEP 6:
If Error > Tolerance










AT  <— max Tole ra n ce
Error (4.14)
Return to STEP 2
4.2.2 Average Strains and Intact Strains
Using Eqn. (3.27) incremental intact strains can be obtained from incremental 
average strains. From Eqn. (3.27)
The average strain to intact strain relationship can be solved incrementally by a 
modified Euler algorithm if values of all variables at the current stage are known. The 
iteration procedure used to solve Eqn. (4.15) is presented in step form as shown below. 
The adaptive step sizing procedure used in iterations is directly adopted from Sloan 
(1987). The procedure to compute average strain increments from intact strain incre­
ments is identical except evaluation of inverse of the B  matrix and swapped positions of 
average and intact strains.
Set the nondimensional elapsed time T -  0.0 and the non dimensional step time 
AT = 1.0 for the starting point of iteration.
STEP 2:
Compute the first estimated intact strain increment by,




d £ c  = B BA T d £ B (4.17)
where b b is the slope of the curve at B in e7 -  t A (Figure 4-2)
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A
Figure 4-2 Modified Euler Iteration for Strains
STEP 3:
Estimate the second intact stress increment by,
d e r  = B c ATdZg
where B c  is the slope at C, calculated using new intact strains values from d z lc 
STEP 4:
Calculate the difference in estimated intact strain increments
d £ i j ( E r r o r )  ~  ~  i j ( C ')
Calculate the maximum error and error norm as,
E r r o r MAX = M A X {A B S {d z ' ijErr„r) / A B S ( T d £ * ) }
ErrorflouM — f]d£ î Xrr/fr^d£ij ^ rrt/r^/ j T d £ uvEd£uv 






Error  = MAX(ErrorMAX,ErrorNORM) (4.22)
ST E P 5:
If Error < Tolerance
Calculate the intact stress increment by taking the average
dey = ^ w c i  + d£mc))  (4.23)
Update the nondimensional elapsed time
T < - T + AT  (4.24)
Check the elapsed time and exit when T = 1.0,
Resize the nondimensional step time by (Sloan, 1987),
AT  < - min\  0 8 T o l e r a n c e t 2 I AT  (4.25)
1 E r r o r  1
Recheck the nondimensional step for over flows by
AT <r-min {  AT, 1 - T }  (4.26)
ST E P 6:
If Error > Tolerance
Reduce the nondimensional step by (Sloan, 1987),
AT  < - max \  0 . 8 - ? lerance-, 0 .1 \AT  (4.27)
1 E r r o r  1
Return to STEP 2
4.3 Implementation of the Intact Plasticity Model
For successful DSC predictions, it is necessary to have a robust numerical imple­
mentation of the intact plasticity model. Furthermore, it is necessary to get intact strain 
increments for given intact stress increments and intact stress increments for given
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intact strain increments, the proposed DSC model uses the HiSS 5  ̂ plasticity model by
Wathugala (1990) for the intact model. Numerical implementation of the model (5^)
was described in great detail by Wathugala (1990). However, for the sake of complete­
ness, appropriate parts of the numerical implementation of the intact plasticity model
(8p) will be discussed in ensuing subsections.
4.3.1 Stress to Strain Algorithm
Incremental strains d e J- for a given incremental stresses d c kl can be calculated 
by the relationship,
In the case of unloading and reloading, the matrix D\jkl becomes the elasticity matrix 
given by,
where E  and v are Young’s modulus and Poisson’s ratio
For the case of virgin loading, D lijkl is dependent on hardening parameters which 
are dependent on the loading history. Figure 4-3 shows a typical case of virgin loading
d z (j -  D jjkld o kl (4.28)
(4.29)
in which a stress increment of da^  is applied from point A to point B. The current yield
surface passes through A and the next yield surface should pass through B.
To satisfy the consistency condition, both at A and B
(4.30)
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Figure 4-3 Schematic Diagram for Virgin Loading
where a ps is the hardening parameter of the yield function F . Eqn (4.30) for the harden­
ing parameter can be solved for stress condition o A{I) at A, where
= /(<yJl(/)) (4.31a)
Similarly for B
<  =  / ( < " >  ( 4 . 3 1 b )
Let the change in a  from A to B be given by,
Ps = a Bps- a Aps (4.32)
By applying the chain rule of differentiation,
3a„.. _ d a ni. „ 3a„..
d a ps = >'d\ + ^ sd ^ D + ^ sd%v (4.33)3^ ^  ' d$v
where d ^ ,  d ^ D and d ^ v are increments of the trajectories of total, deviatoric and volu­
metric strains respectively. Definitions of the trajectories are given by
d£ = JdEpin.-pU)  u Ut'u





PU) -  depU) 8 fpU) (4.35)
From the flow rule,
dep; n = Xn<> (4.36)
where A, is the scalar of proportionality and n® is the unit normal tensor to the potential 
surface. By substituting Eqns (4.35) and (4.36) in Eqns. (4.34a), (4.34b) and (4.34c), the 
following relationships for trajectories of plastic strains can be obtained.
d^  = A




dt,v — J3 (4.37c)
where n%u is the deviatoric part of rqr  Now, by substituting Eqns. (4.37a), (4.37b) and 
(4.37c) in Eqn. (4.33), the following expression for d a ps can be obtained
d a ps = X top> + ^ E s lnQ nQ +  ^ £ ' ¥lnQ I /  J~3^  -I kk\ ^as,
(4.38)
By eliminating d a ps from Eqns. (4.32) and (4.38), X can be expressed as
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Using Eqns. (4.36) and (4.39), the incremental plastic strain deJ can be directly calcu­
lated. Corresponding elastic strain increment de* can be directly calculated from Eqn.
(4.29) Therefore, the total intact strain increment is calculated by
4.3.2 Strain to Stress Algorithm
Incremental stresses do*, for a given incremental strains deĵ  can be calculated 
by the relationship,
In the case of unloading and reloading, the matrix c\jkl becomes the elasticity matrix 
given by,
However, this procedure is not as simple as the stress to strain algorithm because deter­
mination of stress status at the next step is not a direct process. For better understanding, 
the strain to stress algorithm will be presented for non-virgin loading and virgin loading 
cases in ensuing subsections.
4.3.2.1 Linear Elastic Non-virgin Loading
STEP 1:
Determine location of the current stress point relative to the current yield sur­




current stress values and hardening parameter to the yield function. If the current stress 
point is on the yield surface then F(a[/, a ps) = 0 and if the stress point is inside the yield 
surface then F(ojJt a ps) < 0 .
STEP 2:
If the current status is on the yield surface then there are five possible paths to 
the next point as illustrated in Figure 4-4. Since the exact direction of the stress incre­
ment is not known at this stage, an approximate direction is calculated by assuming 




Figure 4-4 Possible Stress Increment Direction When Current Stress is on Yield 
Surface for Linear Elastic Non-Virgin Loading Case (After Wathugala, 1990)
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Table 4-1 Possible Stress Increment Directions When Current Stresses are on the 
Yield Surface-Linear Elastic Non-Virgin Loading (After Wathugala, 1990)
Stress
Increment
j  e(/) Fd c tj nu Description
O A > 0 > 0 Virgin Loading (V L )
OB = 0 > 0 Neutral Loading
OC < 0 < 0 Non-Virgin Loading (N V L )
O D < 0 = 0 N V L
OE < 0 > 0 N V L  and then VL
• If the case is OC or OD then
d a f  = d a $ n (4.44)
• If the case is OE then
Find the scalar factor k to locate the point D using the Newton-Raphson iterative 
scheme such that;
F(o'ij + k d o f \ a ps) = 0 (4.45)
Find the corresponding strain elastic strain increment
d*°l}D{1) = (4-46)
The remainder of the strain increment, ( d ^ 1/  -  d e °DU)), should be dealt as virgin
loading. The numerical procedure for virgin loading are presented in the section 4.3.2.2
STEP 3:
If the current status is inside the yield surface then there are two possible paths 
to the next point as illustrated in Figure 4-4.
• For the case OA, d a ^  = d a e0U)
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(5  2 — O' $
Figure 4-5 Possible Stress Increment Direction When Current Stress is Inside of 
Yield Surface for Linear Elastic Non-Virgin Loading Case (After Wathugala, 1990)
• For the case OB, a similar procedure as OD (when the current point is on the yield 
surface) should be followed
• For the case OC, a similar procedure as OE (when the current point is on the yield 
surface) should be followed
4.3.2.2 Virgin Loading
Virgin loading causes expansion of the yield surface. Therefore, for a given 
strain increment, it is necessary to find stresses and value of hardening function at the 
new point. Current research uses the “elastic predictor plastic corrector” method (Ortiz 
and Simo, 1986) to find new yield function as explained below.
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ST E P 1:
If the current location of the stresses is at O (Figure 4-6), then calculate the elas­
tic stress increment by assuming that the total intact strain increment is elastic or by 
decomposing strains into elastic and plastic components such that,
del? = deu 0L(I) + dEpki 0LU) (4.47)
Calculate intermediate stresses at L by
L( l )  0 ( 1 )  ~ e U ) . - e ,  OL(I)  , ac u = Gfj + C ijkld£kl (4.48)
and plastic strain trajectories by
^  = Z° + d t ° L (4.49)
where subscripts i stands for total, volumetric and deviatoric components and super­
script OL stands for the increment from O to L.
Then estimate the hardening function at L
= Upsr t )  (4.50)
STEP 2:
If d o ^ Cl(n and d ^ c> are the corrections needed to bring the yield function value to zero 
then
F (o « ') + <iof/'<' l, a („ ( ^  + d4-C')) = 0 (4.51)
Using Taylor series expansion of Eqn. (4.51)
Then calculate XLC> by rearranging Eqn. (4.52),
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0 = F ( o « n, +
dF
do ( / )
. L C , ( l )
d a u +
LC , - F ( a « ’\  a p, a f ) )
dF
do </) U -I
C eiI)nQ(I) + i jkl  kl  +
dF dap;
(4.53)
da„35,- J A n ki  )
The following relationships were used along with neglecting higher order terms, in get­
ting Eqn. (4.53),
p , L C , U )  _  LC ,  Q(I )  
kl ~  ^  n kl (4.54a)
d \ i  = A, f t{nkl ) (4.54b)
L C , U )  _  LC, ,./ Q 1 
d ° U  ------- ^  C i j k l n kl (4.54c)




F ( o f } n + d a ^ ClU), a ps(Z,f + d ^ C')) < To le ra nc e
LC, , (4.55)
Repeat STEP 2 for C2, C3..Cn until convergence.
Further details of the numerical algorithm, and special procedures to ensure reliability 
and robustness of the algorithm are discussed by Wathugala (1990)
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h
Figure 4-6 Schematic Diagram of Elastic Predictor - Plastic Corrector Iteration Procedure (Wathugala, 1990)
CHAPTER 5: DETERMINATION OF 
MATERIAL PARAMETERS
5.1 General
Availability of a reasonably easy method to find material parameters is essential 
for a usable constitutive model. Understandably, it is necessary to conduct a sufficient 
number of laboratory or field experiments to obtain material parameters. Usefulness of a 
model is also dependent on the cost of finding material parameters. Therefore, it is 
important to develop a scheme to find material parameters with the least possible num­
ber of tests in least possible time using freely available equipment. However, material 
parameters obtained with a smaller number of tests may not be helpful in predicting 
general constitutive behavior. For example, a set of material parameters obtained 
through CTC tests only may not accurately predict non-CTC tests. At the same time, a 
test to capture some esoteric features of the constitutive behavior of a material may not 
be useful at all for general predictions. Therefore, selection of types and number of 
experiments needed for parameter determination should be done by considering the 
expected accuracy and the expected capabilities of predictions.
Most of the modern advance constitutive models (Table 2-1) use more than ten 
material parameters. However, the number of parameters is not an accurate indication of 
the difficulty of experimentations needed to determine them. For example, the elastic 
parameters for a material can be obtained from a single CTC test using the compression 
and shearing portions separately. Using the same test, one may be able to determine the
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hardening parameters also. However, due to the hypothesized two phase nature of sands 
in the proposed model, finding intact material parameters is not a straight forward pro­
cess. Required experiments to determine the material parameters of the proposed model 
and methods of optimizing the material parameters will be discussed in the ensuing sub 
sections.
5.2 Laboratory Experiments
Determination of the maximum and the minimum densities of a given sand is the 
first step in testing for calibration of the proposed model parameters. ASTM standards 
C29 and D4253 can be used in finding the maximum and the minimum densities respec­
tively. In order to extract the stress-strain behavior, one can perform triaxial tests or true 
triaxial tests. The author’s recommendation is to conduct strain controlled triaxial or 
strain controlled true triaxial tests to capture the stress-strain behavior of sands. The pro­
posed model is capable of simulating the effects of relative density of sands. Therefore, 
it is necessary to conduct experiments at a minimum of two relative densities. Usually, 
dense sands or loose sands at low confinement pressures show strain softening behavior 
during shear. In order to extract the softening behavior, it is necessary to conduct strain 
controlled shearing tests. Since dense sands sheared under high confinement pressures 
show loose behavior, stress controlled tests conducted under such conditions can also be 
used in determining the material parameters. Based on the number of material parame­
ters in the function for y (Eqn. (3.14)), a bare minimum of two CTC tests showing the 
loose behavior conducted at two relative densities and a third CTC test showing the 
dense behavior at one of two densities can be recommended for the model calibration. 
For better general predictions, one may calibrate the model using reduced triaxial exten­
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sion tests (RTE), triaxial compression tests (TC), triaxial extension tests (TE), simple 
shear tests (SS) and any other conventional triaxial (true triaxial) tests (Figure 5-1). The 
methods of determining material parameters using laboratory tests will be discussed in 
the following sections.
5.3 Elastic Parameters
The initial segment of experimental results of stress-strain tests can be consid­
ered predominantly elastic. The unloading and reloading behaviors too can be consid­
ered elastic. Most of the classical plasticity models do not treat sands as two phase 
materials. Therefore, the unloading and reloading elastic moduli can be interpreted as 
the actual elastic moduli. However, the proposed model considers sands as a mixtures of 
two phases, the “intact phase” and the “critical phase.” During the initial portion of 
compression and shearing, the material behavior can be considered fully intact because, 
disturbance is zero or negligible without deviatoric plastic strains (Figure 5-2). Experi­
mental evaluation of the disturbance, the fraction of critical state sands, is not a straight 
forward procedure with currently available technology. As a result, it is recommended 
to obtain the elastic parameters using the initial loading segments of stress-strain behav­
ior.
It is required to have two elastic parameters to define the isotropic linear elastic 
behavior. It is common practice to use the pairs Young’s Modulus & Poisson’s Ratio 
( £ ,v ) ,  Shear Modulus & Bulk Modulus ( G ,  B ) or Lame’s Constants (X ,  g ) to define 
the linear elastic stress-strain behavior as shown below.


















Elastic Unloading Slope 
/  D > 0
8
Figure 5-2 Slope to Determine Elasticity Parameters
3 B - 2 GX = v E
(J + v ) ( 7  -  2v )  -  3
M- = 2 ( /  + v) = G
(5.2)
(5.3)
where all constants are positive and v < 0 . 5 .
From Eqns. (5.1), (5.2) and (5.3), the following relationships for incremental 
stress invariants and incremental strain invariants can be obtained.
d J j  = 3 B d I , (5.4)
d(J77D) = 2Gd(JTid) (5.5)
By obtaining the initial slopes of J ; vs. /, graphs of the hydrostatic compression 
segments of triaxial tests and Eqn (5.4), an average value for B can be calculated. In an
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extreme case, B can be obtained using a single test. Similarly, by obtaining the initial 
slopes of J J J d vs. /Ji~2D graphs, an average value for G can be calculated.
5.4 Critical State Parameters
Estimation of the critical state parameters is a direct process using Eqns. (3.1) 
and (3.2). In a strain controlled triaxial experiment, the ultimate state is the critical state. 
Therefore, by using the ultimate stress values and the void ratios of a series of tests 
(preferably strain controlled), it is possible to plot vs. J } and <? vs. ln{J}/ 3 P a) 
variations (Figure 3-1 and Figure 3-4). Now, linear regression methods can be used to 
obtain m , e(0C) and X from the above variation graphs.
5.5 Estimation of Approximate Intact Parameters for 
Genetic Algorithm Search
The proposed model considers sands as a mixture of two phases. As a result, it is 
necessary to extract response of the hypothetical “intact” phase or progression of dam­
age to estimate the intact phase parameters. It is possible to freeze identical sand sam­
ples during different stages of shearing (Oda 1972b) to estimate the fractions of critical 
void ratio areas as a direct measurement of damage. However, cost for such experimen­
tal methods are prohibitive. As a practical solution, current research uses an artificial 
intelligence method called the genetic algorithm (GA) to estimate material parameters. 
The GA can be used to obtain a set of material parameters in specified ranges that will 
best predict a given experiment. For the GA, selection of ranges for various parameters 
is necessary to avoid unrealistic results and to minimize computation time. The proce­
dures to estimate approximate intact state parameters will be discussed in the ensuing 
sub section. Details of the GA will be discussed in the next chapter.
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5.5.1 Ultimate Parameters n1, y ,  and (3
At ultimate conditions the intact stresses reach the phase change line of the 
intact model (Figure 5-3). At the failure (residual) point JJJ~D is a maximum; therefore 
Fb (Eqn. (3.10)) is also a maximum. Then,
dF h j ”1' 2 J j
h = 0 = -  a n , - !—  + 2 y ^  (n2 = 2) (5.6)
dJ j p 2
or
Ji(pc) _ f  2y Y 1 
pa ~
where subscript PC stands for phase change.
i
n , - 2
(5.7)
Phase Change Lioe
Final YS Failure Point
Intact Stress Path
Figure 5-3 Illustration of Failure Point of Intact Phase
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From Equations (5.7), (3.9) and (3.10)
J
-  a + y Fs = 0 (5.8)
By rearranging Equation (5.8)
y2- s rp = i (5.9)
In order to solve Eqn. (5.9) for y and p , it is necessary to assume a value for «7. 
Based on experience, it is the author’s recommendation to assume n l to be in the range 
of 2.1-2.6. Using Eqn. (5.9) and a minimum of two triaxial tests (with different S r ) con­
ducted at the same density and the same initial confinement pressure with loose sand 
stress-strain behavior (sufficiently high confinement pressure), parameters y and p can 
be obtained. Now, having found p , which is not dependent on confinement pressure, y 
for a loose behavior at another relative density should be obtained to determine y , % and 
k,  at a later stage (after the genetic algorithm optimization procedure).
5.5 .2  H ard en ing  P aram eters h2 and h2
Having approximately evaluated y,p and n } , it is possible to evaluate h, and h2 
for GA optimization. On yielding, F = 0 , therefore
By using the hydrostatic compression portions of one or several triaxial tests, and Eqns.
(5.10) and (5.11), it is possible to estimate values of h, and h2 approximately by solving
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(5.10)
Taking the natural logarithm of Eqn. (3.11) yields,
ln (aps) = -  h2ln(tlv) + ln(h (5.11)
two simultaneous equations or by least square methods. An overdetermined 
{ r}  = [B]{X> type simultaneous equations are solved using the least square method by
the relationship { X }  = [B TB ] 7[ B ] _/{ F}  for { X }  for minimum errors. Details of the least 
square method is discussed by Spiegal (1975).
The available set of approximate intact parameters can be used to obtain approx­
imate damage parameters. The reader should keep in mind that all of the estimated 
parameters will be further refined using the genetic algorithm for predictions. Based on 
the assumption that, stresses of average, intact and critical phases are the same until the 
failure in the loose sands, it is possible to obtain an approximate stress-strain response 
of the intact phase for a given stress path. Therefore, it is possible to estimate the 
approximate intact void ratios for the given stress path. The critical void ratios can be 
directly calculated for a given confinement using Eqn (3.2). The average void ratios can 
be calculated from the experiments. Now it is possible to plot the approximate evolution 
of the void ratios of the three phases (Figure 5-4).
By taking the natural logarithm twice on Eqn. (3.17), the following linear rela­
tionship can be obtained.
Now it is possible to solve for the approximate values of A and k ! using the approxi­
mated intact values and the corresponding D  values from the graph of e vs. JT^D. 
With the availability of a set of approximate material parameters, it is possible to obtain
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5.6 Damage Parameters a  and k l
(5.12)
Theoretical Critical Response(c' 0
Experimental Average R esponse(c^)
Approximate Intact Response(e^)
►
Figure 5-4 Illustration of Void Ratio Behavior of a Loose Sand
a refined set of material parameters using the genetic algorithm. Details of the genetic 
algorithm will be discussed in the next chapter.
5.7 Intact Parameters y ,  k2 and %
Here, it is assumed that the appropriate values for n} , |3 and y from three tests 
(two initial densities and two initial confinement pressures) are available from the GA 
search. By taking natural logarithm of the rearranged Eqn. (3.15),
l n ( y - y mJ  = l n ( y - ymin) + k2ln( g)~] - (5.13)
Using Eqn. (5.13), it is possible to calculate y , k2 and % by solving three simultaneous 
equations or by using the least square method for more than three simultaneous equa­
tions.
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CHAPTER 6: PARAMETERS SEARCH 
USING GENETIC ALGORITHM
6.1 Introduction
Depending on the degree of complexity of a constitutive model, engineers use 
various methods to optimize material parameters. For example, the best values of the 
two linear elastic parameters can be found by plotting the isotropic compression/tension 
behavior and the shear behavior. However, adding various capabilities to constitutive 
models results in the introduction of more parameters. As a result, the procedure of opti­
mizing material parameters becomes complex too. In such cases, engineers use mathe­
matical methods such as regression and the least square methods to optimize material 
parameters. In the case of the proposed model, it is difficult to directly determine the 
“intact” parameters because available laboratory technics are not sufficient to capture 
the damage evolution. Even though it is not very common, it is apparent that civil engi­
neering research is embracing a method called the genetic algorithm (GA) to solve opti­
mization problems. Koumousis and Georgio (1994) used the GA to optimize steel roof 
trusses. Adeli and Cheng (1994) used the GA to optimize space structures. Wu and 
Chow(1995) introduced a GA based method for discreet optimization of structures. Fur­
ther studies on structure optimization using the GA had been done by Hajela and Lee 
(1995). Tresar and Dresik (1994) used the GA for dynamic analysis of structures. Chan 
and Fwa (1994), Fwa and Tan (1994) and Chakroborty and Subrahmanyam (1995) used 
the genetic algorithm for optimization problems in transportation engineering. Simpson
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and Priest (1993) used the genetic algorithms to identify the maximum discontinuity 
frequency in rock structures. Pal et al. (1996) used the genetic algorithm to optimize 
material parameters of a constitutive model.
The genetic algorithm, in essence, is a solution optimizing scheme based on 
Darwin’s theory of evolution. The GA promotes the best sets of solutions of a solution 
pool, to survive and produce offsprings which will populate the next generation pool of 
solutions. In theory, applying such a solution filtration scheme for a substantial number 
of generations will result in a more fit set of solutions. The proposed model utilizes the 
GA to fine tune material parameters obtained using approximate methods. Details of 
implementation of the GA and the proposed improvements to the GA for constitutive 
modeling will be discussed in ensuing sections.
6.2 Genetic Algorithm
As in the biological evolution process, there are three basic steps in creating a 
new generation from an existing generation (Figure 6-1). Reproduction, in which a deci­
sion based on the fitness of a parameter set is made on how many copies of a gene will 
go to the mating pool is the first step. Crossover or mating, in which off-springs are pro­
duced for the next generation is the second step. Mutations, in which random changes of 
genes occur is the third step. The current research uses a simple form of the GA for 
parameter tuning (Goldberg 1989) in which binary strings called c h r o m o s o m e s  are used 
to represent material parameter sets. However, it is possible to use real numbers directly 
without binary coding for genetic algorithm computations (Eshelman & Schaffer, 1993; 
Wright, 1991). Details of the implementation of the GA and the new fitness function 
















Figure 6-1 Flow Chart of the Genetic Algorithm
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6.2.1 Binary Representation of Parameters
Current research uses binary strings to represent material parameters in the 
genetic algorithm. A binary string S of length L can be used to descretize a real param­
eter X (  a < X < b  )b y  the equation
X = a + — B - ( b - a )  ( 6 . 1 )
2 - 7
where B is the decimal value of the binary string S . For a three bits long gene, the string 
000 corresponds to the lower bound a  and the string 111 corresponds to the upper
bound b . If  S = 101 , L = 3 , a = 3.2, b = 70.5 then, B = 1 x 2 °  + 0 X 2 1 + 7 x  22 = 5 and
X = 3.2 + (5 / ( 2 3 -  7)) x (70.5 - 3.2) = 8.414. As result of discretization, the search space
of X  is limited to 2 L (e.g. 8) discrete points within the range. If necessary, a non-linear 
discretization scheme can be used for decoding and encoding. Such methods are useful 
when different points of the range a < X < b  need to be searched or examined at differ­
ent resolution.
In the case of a multi-parameter problem such as constitutive models, binary 
strings representing the parameters are concatenated into a single string to represent a 
set of parameters. For example, if there are six binary coded three bit parameters 
5/ (707), S2(100),  5j(777) ,  S4(001), S5(010) and S6(000) then, the final string (chromo­
some) of 18 bits is given by, 101\100\111\001\010\000. For optimization, it is theoretically
possible to search a space of 2 lH combinations for parameter sets within given limits. 
Practically, actual search space in computations will be controlled by the size of a popu­
lation and the maximum number of generations. For example, a 50 member population
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evolving over 100 generations will have a maximum search space of 5000 out of 218 
possibilities. Later, the effects of increased search space, i.e. size of a gene pool and 
number of generations, on efficiency of the genetic algorithm will be examined.
6.2.2 Reproduction
Based on the fitness of chromosomes (concatenated binary string), decisions are 
made on how many copies of each string will go into the mating pool. Strings with 
higher fitness values have higher survival probabilities. As a result, proportionately 
higher number of copies of such strings are made available to the mating pool to create
the next generation. Probability of survival of the i chromosome out of a population of 
n chromosomes is given by,
„  ■ £
where / ,  is the fitness of the ith string. Therefore, the number of copies made by the ith 
string is given by,
n t• = n x  pj  (6 -3 )
where n is the size of the population (Figure 6-2). Usually, the fitness values get scaled 
by a MAXMIN factor so that, the best chromosome will have a survival probability of 
MAXMIN times the worst chromosome. Some advance algorithms copy a percentage 
of the best genes directly into the next generation without crossover.
6.2.3 Crossover and Mutation
Crossover is the mating process in which an exchange of bits of each mating pair 
is performed to produce offsprings. Selection of bits can either be random or specific 
(Figure 6-3). Current research mainly uses a random bit mating procedure involving all
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Figure 6-3 Illustration of Cross-over Procedure for 6 bit Genes
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the chromosomes. The mutation operation flips bits of randomly selected chromosomes 
to prevent homogenization of a population (Figure 6-4). However, mutations take place 
only occasionally similar to the biological evolution (De Jong, 1975). Later, the effects 
of crossover schemes and mutations will be examined for efficiency of the genetic algo­
rithm.
Random Bit Flipping
i o E E  i o
Original Gene
i o n g u o
Mutated Gene
Figure 6-4 Illustration of Mutation of a 6 bit Gene
6.2.4 Fitness Function
For successful parameter optimization, it is necessary to evaluate the prediction 
accuracy of the parameter sets. The prediction accuracy of a constitutive model is 
accounted in the genetic algorithm as a fitness function. The parameter sets with higher 
fitness should survive to produce offsprings. Therefore, it is necessary to devise a fitness 
function such that the parameter sets with better predictions results in higher fitness val­
ues. Pal et al. (1996) introduced a simple unfitness function using the differential area
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between predicted and observed curves (Figure 6-5). For this purpose, they used the dif­
ferential areas of the JJ^~D vs. J l^ D graph, the vs. J } graph and the I,  vs. J l ^  
graph. Pal et. al (1996). defined fitness functions for a parameter set i as,
f t  = + p e n a l t y (6.4)
where
(
p e n a l t y  = y ; j  J ^  2 D ,  ui
O
2 D,  u l t )
/  j P  \ 2 I 1




Symbol F, represents the ratio of differential areas and maximum areas (Figure 6-5) of 
the three invariant graphs. Superscripts P  and O stand for predicted and observed 







Figure 6-5 Fitness Function used by Pal et al. (1996)
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(1993,1994) used a similar penalty function for space structure optimization. The equa­
tion (6.5) is a direct measurement of unfitness of a parameter set. Therefore, the fitness 
can be measured by reassigning the / ,  value as given by Eqn. (6.6)
/ ,  = f max~ f i  (6.6)
where f max is the fitness of the most unfit parameter set.
Pal’s fitness function lacked the generality and capability to restrain features of 
the constitutive behavior. Furthermore, the addition of error areas of the different invari­
ant graphs (Figure 6-5) results in adding errors of different orders of magnitude. A pos­
sible way to overcome such problems is to assign weights to each variation curve. 
However, estimation of weights is problem dependent and such complications can be 
avoided by multiplying errors of different variations. Unlike the constitutive model used 
by Pal et al. the intact phase of the proposed constitutive model can prematurely fail in 
numerical simulations before all experimental readings are predicted. In such a case, 
Pal’s fitness function is of no use at all. Therefore, it is necessary to introduce a new 
unfitness function suitable for a general constitutive model. The proposed unfitness 
function is given by,
r _ ( Jj 21)' ^
J i
( ^ 2 D , m a x  *1^ 2 D , m i  2 D , m a x  ^ 2 D , m i n )
<-------------------------------------------- j = - \ 1 . 0 ) x
f 11 , ma x  ~ 1 1  N ^  2 D , m a x  ~  *]*2 D , m i n ^  (6.7)
-------------------------11.0) x
(  a / “U  D , m a x ~  2 D  1 , max  ^  I ,min^
( 1.0 + ^  W -AErrorj)
where A. n— n~, is the differential area of the vs. JT7D graph, A, r— , is the dif-2D’ -J‘2D>
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ferential area of the JJJ~D vs. 7; graph and A n r— is the differential area of the /, vs. 
J iJ h  graph. Brackets <;c|7.0> implies that
such a notation is introduced to present a single formula for both stress and strain con­
trolled predictions. Discrepancy of predictions and observations of all three invariant
Normalizing the errors by the maximum error is introduced to prevent over-representa- 
tion of error in final unfitness value. It should be noted that certain parts of the proposed 
unfitness function get nullified in strain to stress predictions or stress to strain predic­
tions. The weight applied to each point is symbolized by w.. In the proposed function, 
the weight can vary between 0.0 and 1.0. Assigning unit weights to several points near a 
special trend can be considered as restraining that trend in the genetic algorithm. For 
example, it is possible to restrain the initial slope of a graph by assigning unit weights to 
several points along the line (Figure 6-7). In the numerical implementation, the error, 
(A E r r o r  j )  becomes the weight ( w ; ) for each unpredicted point, i.e. the maximum possi­
ble penalty for that point. As a result, unfitness of such parameter sets will be substan­
tially higher than other sets.
(x\1.0) = x i f x ^ O
{x\l .0) = 1 i f x - 0
(6 .8)
graphs at j th point (Figure 6-6) is given by,
AErr or  j = (A E rro r( o ) j \A E rr o r( e ) }) (6.9a)
max  i
(6.9b)
A E rro r( e )





















Figure 6-7 Illustration of Feature Restraining Capability of the Proposed Fitness Function
6.3 Verification of Algorithm and Fitness Function
It is necessary to verify the genetic algorithm before carrying out further studies. 
For the purpose of verification, a simulated stress-strain curve had been used since the 
exact values of the parameters are known. The parameters used for curve generation, 
search range for the parameters and the parameters obtained using the GA are given in 
Table 6-1. The strain path used in simulations in the form of invariants are shown in Fig­
ure 6-8. A crossover rate of 100%, a mutation rate of 2%, a MAXMIN factor of 5, a 
population size of 10 and equal weights for all points had been used in this simulation. 
The best fitness value of generations and the best overall fitness values are plotted 
against the generation number in Figure 6-9. Stress and Strain behaviors of the simu­
lated test and predictions from the GA optimized material parameters are presented in 
Figure 6-10 and Figure 6-11. Even though the obtained material parameters are not 
identical, this simulation shows the ability of the GA in searching material parameters. 
It is evident that the GA is capable of optimizing material parameters with a very mod-
Table 6-1 Parameters for GA Verifications
P aram eter V alu e S earch  R a n g e P aram eter from  G A
h i 0.027 0 .02-0 .3 0 .024915
h2 0.34 0 .30-0 .40 0 .300684
n, 2.6 2.5-2 .7 2.598925
y 0.4 0 .35-0 .45 0 .367302
p 0.0 0.0-0.1 0 .071163
A 30.0 20 .0 -40 .0 3 5 .210166
* / 0.75












Figure 6-8 Simulated Strain Behavior GA Comparisons
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Figure 6-11 Stress Behaviors from Simulated Tests and GA Optimized Parameters
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est population size using the proposed unfitness function, compared to previous studies 
found in literature (De Jong, 1975 and Pal et al. 1996). Therefore, it is necessary to 
examine the efficiency aspects of the proposed scheme. Behavior of the proposed 
genetic optimizing scheme will be examined in detail in the ensuing section.
6.4 Search Efficiency
The efficiency of the genetic algorithm could depend on population size, cross­
over method, mutation rate, fitness function and MAXMIN factor. Bigger populations 
results in bigger mating pools. Therefore, quicker convergence may be expected in a 
bigger population. The length of a binary string used to represent each gene, limits the 
size of the search space. For example, an n bits long string will result in a search space
of 2n possible values for a given parameter. Therefore, increasing gene length could 
increase the accuracy of an estimated material parameter. The most general crossover 
method chooses crossover points randomly. Otherwise, a fixed crossover can be used to 
mate pairs of parameter sets. However, a change in crossover scheme is unlikely to 
change computing time significantly. Mutation helps to reduce homogenization of a 
gene pool, but high rates of mutation will reduce the algorithm efficiency. Higher 
MAXMIN factors increase survival probability of fitter genes while reducing surviving 
probability of weaker genes. It is necessary to conduct a qualitative study of the effects 
of pool size, mutation rate, crossover method and the MAXMIN factor on efficiency of 
the genetic algorithm. De Jong (1975) conducted a systematic study on performance of 
the GA and concluded that, based on his experiments, the size of the best population 
was between 50-100 individuals, the best single point crossover rate was 60%, and the 
best mutation rate was 0.0001 per bit. Schaffer et al. (1989) found that a population size
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between 20-30, a crossover rate between 75%-95% and a mutation rate between 0.005- 
0.01 was the best range for genetic analysis. The ability of the GA to produce better 
results with small populations (20-100) seems to be contradictory to Goldberg’s (1989a) 
argument that larger populations yield better results. A study conducted by Mitchell 
(1996) revealed that particular settings of algorithm parameters which worked best for 
those studies do not yield any general trends. Therefore, it is necessary to conduct a 
parametric study for the current setting. The efficiency of the genetic algorithm in the 
context of constitutive modeling will be discussed in detail in the ensuing subsections.
6.4.1 P op u lation  Size
The effects of the population size is compared by running three GA optimiza­
tions for 20, 50 and 500 chromosomes. In all of the trials a crossover rate of 100%, a 
mutation rate of 2%, a MAXMIN factor of two, a gene size of 10 and equal weights for 
all points had been used. The search ranges of the material parameters are given in Table 
6-2. The average unfitness of each generation, the best historical unfitness and the best 
unfitness of generations are shown in Figure 6-12, Figure 6-13 and Figure 6-14,
Table 6-2 Parameter Search Ranges
P aram eter R a n g e
hj 0 .026-0 .030
h2 0.30-0 .35
nj 2.55-2 .65
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Figure 6-14 Generation Best Fitness of Population Sizes of 20,50 and 500
respectively. Lower values of unfitness is considered better because it represents the rel­
ative error of each parameter set. It is evident from the figures that, the average fitness of 
generations are better in smaller population sizes but a bigger population (500) shows 
quicker initial convergence. However, the generation best unfitness indicates that bigger 
populations tend to find more fit parameters in a less number of generations. This is 
because of the fact that a bigger population has a bigger probability of discovering the 
best set of parameters. In terms of fitness computation, the time needed for each genera­
tion is proportional to the size of a population. Therefore, it is more economical to use a 
smaller population for genetic parameter tuning, if reasonably good parameter sets can 
be obtained. Further numerical experimentation found that a population size of 20 with 
a MAXMIN factor of 10, converges to an equally good parameter set (Figure 6-15). As 
a result, the rest of the study is conducted with a population size of 20.
6.4.2 Crossover Schemes
The effects of crossover are compared by running two GA optimizations trials of 
fixed “midpoint crossover” and “random point crossover” (Figure 6-16). In both of the 
trials a crossover rate of 100%, a mutation rate of 2%, a MAXMIN factor of two, a gene 
size of 20 and equal weights for all points had been used. The ranges of material param­
eters are given in Table 6-2. The average unfitness of each generation, the best historical 
unfitness and the best unfitness of generations are shown in Figure 6-17, Figure 6-18 
and Figure 6-19, respectively. It is very clear from all three figures that the “random 
point crossover” scheme compared to “midpoint crossover” scheme shows no signifi­
cant improvement in this study. The “midpoint crossover” scheme shows slightly better 
“population average fitness” and better “best historical fitness” in this study. However, 
the “generation best fitness” of the “random crossover” method is slightly better than
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Figure 6-15 Comparison of predictions by Parameter Sets from 500 Chromosome 
Population and 20 Chromosome Populations with High MAXMIN Factor
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Figure 6-16 Random Point Crossover and Middle Point Crossover
the “generation best fitness” of the “midpoint crossover” method. Therefore it can be 
recommended to use either the “random point” crossover scheme or the fixed “midpoint 
crossover” method for the proposed fitness function.
6.4 .3  M u tation  R ate
The effects of the mutation rates on the efficiency of the genetic algorithm is 
compared by running three optimization trials at mutation rates of 1%, 2% and 5%. In 
all of the trials a population size of 20, a crossover rate of 100%, a MAXMIN factor of 
two and equal weights for all points had been used. The ranges of the material parame­
ters are given in Table 6-2. The “average unfitness” of each generation, the “best histor­
ical unfitness” and the “best unfitness of generations” are shown in Figure 6-20, Figure 
6-21 and Figure 6-22, respectively. It is apparent from the figures that the “population 
average unfitness” shows a quicker improvement at a 1% mutation rate than 2% and 5% 
mutation rates. However, the final “population unfitness” is best at the mutation rate of 
2%. It can also be noted that the “population average fitness” at a 1% mutation rate is 
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Figure 6-22 Generation Best Fitness for Mutation Rates of 1%, 2% and 5%
expected because too many of mutations can produce too many less fit parameter sets. 
The “best unfitness,” i.e the smallest fitness of each generation gets better with decreas­
ing mutation rates. The effects of increasing mutation rates are best seen in the histori­
cally best unfitness graph (Figure 6-22). It is apparent that decreasing mutation rates 
result in better parameter sets in a lesser number of generations. Therefore, it is recom­
mended to use mutation rates around 1 % in any subsequent study.
6.4.4 MAXMIN Factor
The effects of MAXMIN factor on efficiency of the genetic algorithm is com­
pared by running three optimization trials at MAXMIN factors of 2, 5 and 10. In all of 
the trials, a population size of 20, a crossover rate of 100%, a mutation rate of 2% and 
equal weights for all points had been used. The ranges of material parameters are given 
in Table 6-2. The “average unfitness” of each generation, the “best historical unfitness” 
and the “best unfitness of generations” are shown in Figure 6-23, Figure 6-24 and Figure 
6-25 respectively. It is apparent from the average unfitness graph that a MAXMIN factor 
of 10 results in a better average unfitness values while MAXMIN factor 2 results in the 
worst. In the cases of both the historically best unfitness and the generation best unfit­
ness, a MAXMIN factor of 10 results in the best while MAXMIN factor 2 results in the 
worst, in general. Low MAXMIN factors under appreciate the best values and over 
appreciate the worst values. As a result, convergence process get delayed. On the other 
hand, HIGH MAXMIN factors over appreciate the best values and under appreciate the 
worst values. As a result, the algorithm could converge to non optimal values. However, 
in this case the highest MAXMIN factor has yielded the best results. Therefore, for the 
proposed fitness function, a MAXMIN factor around 10 can be recommended for a pop­
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Figure 6-25 Generation Best Fitness for MAXMIN factors of 2 ,5  and 10
CHAPTER 7: MODEL CALIBRATION 
AND PERFORMANCE
7.1 Effects of Material Parameters
The influence of material parameters should be well understood for model cali­
bration. In the proposed model, the parameters m ,  X,  y  (super-parameter), p and eg can 
be viewed as the material parameters which control the final behavior, and the parame­
ters A ,  h j , h2 , n j , E and v can be considered as the parameters which control starting 
and intermediate behaviors. For further comprehension, the effects of the material 
parameters on the deviatoric response of dry sands will be discussed in the following 
subsections, focusing on the resultant average behavior.
7.1.1 H ard en ing  P aram eters hj  and h2
The effects of the parameters h } and h2 on a simulated stress controlled conven­
tional triaxial test (CTC) are shown in Figure 7-1, Figure 7-2, Figure 7-3 and Figure 7-4, 
respectively. It can be clearly seen that, in stress controlled tests, decreasing trends for 
hj  and h2 cause higher brittleness. Even though the hardening function is dependent on
volumetric plastic strains only, the I, vs. J lY D curve indicates that the strain behavior 
follows approximately the same path for varying h,  and h2 with increasing magnitudes.
7 .1 .2  P aram eters (3 and rij
The parameters y  (super-parameter) and p are the ultimate parameters of the 














































Figure 7-4 Effects of h2 on Stress-Strain Behavior of a Stress Controlled Conventional Triaxial Test
ously hardening (loose sands behavior), the parameter n } is related to y, p and ultimate 
stresses by the equation,
where subscript PC stands for values at the phase change point. In the proposed model, 
failure of the intact state takes place at the phase change lines.
Effects of n,  on a simulated stress controlled CTC test is shown in Figure 7-5 
and Figure 7-6. It can be observed that increasing n , reduces stiffness of the material, 
thus causing larger deviatoric and volumetric strains. Further more, the ultimate devia- 
toric stresses get larger with increasing trends of n , . The parameter p as described by 
Wathugala (1990) controls the shape of the yield surface in the octahedral plane. When 
P = 0 .0 , a projection of the intact yield surface on an octahedral plane is circular, and 
p = 0.77  is the upper limit for a convex yield surface (Figure 7-7).
7.1.3 Damage Parameter A
The effect of the parameter A of the damage function (Equation (3.17)) is illus­
trated using a simulated strain controlled CTC test in Figure 7-8 and Figure 7-9. It is 
evident that increased A causes quicker attainment of the “fully adjusted” state (critical 
state).
7.1.4 Void Ratio and Super-Parameter y
7.1.4.1 Stress Controlled CTC Test
The effects of the initial void ratio and the super-parameter y (Eqn. (3.14)), can 
be considered as the most important parameters in the proposed model. The effects of 
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Figure 7-6 Effects of nl on Stress-Strain Behavior of a Stress Controlled Conventional Triaxial Test
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Figure 7-9 Effects of a on Stress-Strain Behavior of a Strain Controlled Triaxial Test
shown in Figure 7-10. When the initial void ratios are high, a compressive behavior sim­
ilar to loose sands in a stress controlled triaxial test is predicted. When the initial void 
ratio is getting lower, the volumetric behavior becomes less compressive and then dila­
tive. Therefore, the response of the proposed model to changes in void ratio is similar to 
the experimental findings of the void ratio effects on the volumetric behavior sands.
7.1.4.2 Strain Controlled Triaxial Test
The effects of the initial void ratio on the stress-strain behavior of a strain con­
trolled triaxial test of a hypothetical material is shown Figure 7-12. The strain path used 
for this simulation is given in Figure 7-11. It should be noted that the selected strain path 
produces a stress response somewhat similar (not equal) to dense CTC tests. The value 
of the super-parameter y increases with decreasing void ratio at constant initial confine­
ment pressures as controlled by Eqn. (3.14). The stress-strain simulation shows higher 
peak stresses with lower void ratios. This trend is very similar to the experimental find­
ings of the constitutive behavior of sands.
7.1.4.3 Undrained Triaxial Test
The effects of the void ratio on the stress-strain behavior and stress behavior of 
an undrained triaxial test is shown in Figure 7-13 and Figure 7-14. Model simulation of
the 7^20 vs- J h o  behavior shows that increasing void ratio results in higher peak 
stresses. As a trend, this behavior is in good agreement with experimental findings. Sim­
ilarly, the JJJ'c vs. J j  trend (Figure 7-14) reveals that the proposed model is successful 
in capturing experimental trends, thus the general undrained behavior.
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Figure 7-14 Effect of Void Ratio on Stress Behavior of an Undrained Triaxial Test
7.2 Sacramento River Sand
A series of triaxial compression tests (Figure 7-15) conducted by Lee (1965) on 
Sacramento River sand shows the effects of density and confinement pressure on stress- 
strain behavior of sands very well. In “strain controlled” triaxial compression tests, 
cylindrical sand samples are subjected to an initial hydrostatic compression (o3) and 
then an increasing axial stress ( a , - a 5) by controlling vertical displacements. Though 
such tests are called “strain-controlled,” it is clear that lateral boundaries are stress con­
trolled while top and bottom boundaries are strain controlled. In Lee’s tests (1965), 
sands at two relative densities (100% and 38%) subjected to varying degrees of initial 
confinement pressures had been tested (Table 7-1). Here, the loose sand (D r = 3 8 % )  
shows mostly compaction behavior except at very low confinement pressures (Figure 7- 
16). The dense sands ( D r = 1 0 0 % ) on the other hand shows compaction behavior at very 
high confinement pressures (Figure 7-17). However, triaxial tests, in general, show non- 
uniformdeformations and stress distributions (Holtz & Kovacs, 1981). Loose sand sam­
ples bulge at failure causing non-uniform stresses and strains (Macari et al., 1997). 
Dense sand samples fail along a distinct plane as shown in Figure 7-18 by forming shear 
bands. In triaxial tests of dense sands, near the critical state, changes of strain takes 
place predominantly in shear bands. As a result, triaxial tests of dense sands shows dila­
tions smaller than the critical state. The scatter of the critical state void ratios of Sacra­
mento River sand (Figure 7-19) can be attributed to the reasons explained above.
7.2.1 C ritical S tate P aram eters
Calculation of the critical state parameters for Sacramento River sand is a direct 
procedure because the ultimate conditions of both dense and loose sands are available.
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Figure 7-15 Drained Triaxial Testing of Sands
Since the proposed model is formulated in terms of stress invariants and strain invari­
ants, the following relationships are used to calculate invariants from the triaxial test 
results.
For principle stresses,
(a, -  a 2)2 + (o2 -  o 3)2 + (o? -  a ,)2 (7.2)
J i = g , + g 2 + g 3 (7.3)
For Triaxial conditions,
°2 -  a j (7.4)
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Table 7-1 Codes for Tests on Sacramento River Sands
C o n fin e m e n t
P re ssu re /
(k P a)
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h o  = (7 -5)
J ! = G; + 2G3 ( 7 .6 )
ev = e / + e 2 +  eJ ( 7 .7 )
e 2 = e3 ( 7 .8 )

































































Figure 7-18 Shapes of Loose and Dense Sand Sample at Failure of Triaxial Tests
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Figure 7-19 Critical State Behavior of Sacramento River Sand
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ho  = (7 .10)
Therefore,
, 2D = (£!i_ ^  (7.11)
By definition,
h  = (7.12)
Using the above relationships and digitized data from Figure 2-2 and Figure 2-3, 
the graphs of J J 2d v ) vs- J i an<̂  eoC) vs- ln(J f°r Sacramento River sand had 
been plotted in Figure 7-19. Obtained critical state parameters for Sacramento River 
sand are given in Table 7-2.
Table 7-2 Critical State Parameters for Sacramento River Sands




7.2 ,2  O ther Param eters
Using the previously introduced methods (CHAPTER 5:), initial ranges for 
material parameters were found from the tests LL3 and DL1 (Table 7-3). Then, a refined 
parameter set (Table 7-4) was obtained using the genetic algorithm optimization 
scheme. Afterwards, parameters for y function (super-parameter) (Table 7-5) were 
obtained by solving Eqn. (5.13).
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Table 7-3 Initial Estimates for Intact State Parameters
P aram eter R a n g e
hj 0 .30 -0 .50






Table 7-4 GA optimized Parameters
P aram eter
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Table 7-5 Parameters for y Function





7.2.3 Sacramento River Sand Simulations
Out of the fourteen digitized tests from Sacramento River Sand tests (Lee, 
1965), three loose sand tests (LL2, LL3 & LL4) and three dense sand tests (DL1, DL3 
& DL5) were chosen for simulations. To eliminate the scatter effect of the final void
ratios found in experiments, the intercept (e% )of critical state line of volumetric behav­
ior was shifted appropriately for each test. As a result, a test specific prediction and a 
general prediction is given for the tests with significant scatter. The test LL2 was con­
ducted at very high confinement pressure on loose Sacramento River sand (Figure 7-
20). Proposed model simulates the JT ^D vs. TLd response of the sand satisfactorily. In 
the case of volumetric behavior, the final behavior is accurately predicted while initial 
volumetric strains are over predicted. Similarly, the test LL3 and the test LL4 show sat­
isfactory vs- J h o  response and the final volumetric response, while initial volu­
metric responses is over predicted (Figure 7-21 & Figure 7-22). The test DL1 (Figure 7- 
23) is a triaxial test conducted on the dense sand at a very high confinement pressure.
The predicted J J ^D vs. TLd response closely resembles the experimental results. How­
ever, I , vs. TLd appear to be slightly over predicting the volumetric compression 
behavior. The test DL3 (Figure 7-24) was conducted at a lower confinement pressure 
than DL1. Similar to DL1, DL3 has captured the J J ^D vs. J T ^  response better than / ,
vs. TLd behavior. The test DL5 (Figure 7-25) was conducted at a confinement pressure 
lower than DL1 and DL3. Unlike the tests DL1 and DL3, the test DL5 was predicted as 
a strain controlled test with a view to capture softening effects. In this case, the proposed 
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Figure 7-25 DSC Simulation of the Test DL5-Stress Controlled
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( J ^ 2d vs- J i ) approximately traces the experimental results. Such a deviation in stress 
response should be expected because this is an attempt to simulate a boundary value 
problem (with stress boundaries and displacement boundary conditions), simplified to 
the behavior of a small sand element. In the actual triaxial test, the lateral stresses are 
kept constant while the axial strain is changed. However, in a strain controlled simula­
tion all the strains are changed to calculate resultant changes of the stresses. As a result, 
a small error in the experimental volumetric behavior may get amplified in the predic­
tions. However, a finite element analysis of the real boundary value problem using the 
proposed model (CTC test) might have improved the predictions.
In general, simulations show that the proposed model is capable of simulating 
the effects of confinement pressure and initial void ratio on the constitutive behavior of 
Sacramento River sand with a sin g le  m a te r ia l p a ra m e te r  set. To the best of the author’s 
knowledge, only the proposed model has captured strain-softening, strain-hardening, 
compaction and dilations behaviors of sands using a single set of material parameters, 
directly from the measured stresses and strains. Even though the initial volumetric 
behavior is over predicted and the softening behavior shows premature softening, the 
general capability of the proposed model is very promising for further improvements.
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CHAPTER 8: CONCLUSIONS
8.1 Advancements and Findings
The present study proposes a new constitutive model capable of simulating the 
relative density and confinement pressure effects on the mechanical behavior of sands. 
Here, the theory and formulation proposed by Wathugala and Desai (1987 and 1989) is 
extended and improved as described below.
• Derived new constitutive equations to calculate average strain increments from 
average stress increments or vice versa.
• Added the capability of simulating relative density effects on the stress behavior 
by introducing initial relative density and confinement pressure dependency to the
HiSS 8q intact model.
• Extended the model capabilities to simulate non-monotonic loading by assuming 
that critical state stress conditions become active only when average stress condi­
tions exceed critical state levels.
• Implemented a stable modified Euler numerical integration scheme with adaptive 
step sizing to compute strain increments from stress increments or vice versa.
It has been shown that the proposed model can simulate the effects of relative 
density and confinement pressure on drained behavior of sands very well. However, 
only the softening aspects of the undrained behavior is accurately captured. Using the
132
proposed model and a single set of material parameters, the drained constitutive behav­
ior of the Sacramento River sands at two relative densities and a wide range of confine­
ment pressure has been simulated successfully. Further more, the genetic algorithm 
based material parameter searching scheme used by Pal et al. (1996) is improved by 
introducing a new fitness function which is:
• capable of accounting for unpredicted points of a constitutive behavior
• capable of restraining any arbitrary feature of the constitutive behavior (e.g. 
slopes, peak stresses and ultimate stresses)
• capable of accounting for errors of different orders of magnitude from different 
stress strain behavior graphs
Analysis of various populations sizes, mutations rates, MAXMIN factors and 
crossover schemes shows that, for the proposed fitness function, it is possible to calcu­
late a set of material parameters with a population size of 20 with lower mutation rates 
(1%) and higher MAXMIN factors (10). Such a small population (20) compared to big 
populations (500) used by Pal et al. (1995), significantly reduces computing time (1/25).
8.2 Limitations and Problems
• The proposed model is not capable of directly accounting for micromechanical 
aspects of sands such as aspect ratios, surface roughness and hardness. These 
effects are lumped with material parameters when the model is calibrated from 
laboratory experiments
• Due to the introduction of the initial void ratio and confinement pressure depen­
dent super-parameters y which enables the proposed model to simulate void ratio
effects on the stress strain behavior, the ability to use an arbitrary continuously 
hardening and compacting model for the intact behavior, is lost.
• The ability of the newly introduced function for y  seems to be limited to interpo­
lation only. Extrapolation of y resulted in unrealistically high values.
• The predictions of the Sacramento River sands show that the general capability of 
the proposed model has reduced the accuracy of predictions of individual tests.
• The predictions of the volumetric behavior of Sacramento River Sands show that, 
the proposed model captures the final status accurately while the intermediate 
behavior does not.
• In almost all the cases, if the stress-strain behavior is predicted accurately, the vol­
umetric behavior is less accurate.
• If the dilative volumetric behavior of dense sands is successfully captured using 
the proposed model, then the compressive behavior of the same sand under high 
confinement pressures shows over compressive behavior at the beginning. This 
problem can be related to the disturbance function used in the proposed model.
• The fitness evaluation of a material parameter set in the genetic algorithm 
becomes numerically difficult when none of the experimental readings are pre­
dicted. The present fitness evaluation scheme assigns very high unfitness values 
which will undermine the relative importance of the remaining sets of parameters.
8.3 Recommendations
The following topics are recommended for further research,
• Implementation of the proposed model in a finite element program for boundary 
value problem analysis.
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• Improvement of the intact model to control the initial over-predictions of the volu­
metric behavior.
• Laboratory tests to improve or calibrate the damage function by estimating frac­
tion of sands at the critical void ratio during various stages of testing.
• Improvement of the genetic algorithm to consider an arbitrary number of labora­
tory tests and arbitrary number of parameters for optimization.
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APPENDIX A : DSC DERIVATIONS
A.l Derivation of h vl
Derivation of the virgin models for 5̂  intact plasticity model is describe here.
No special superscript / is not used in this section because all variables used in calcula­
tions are intact model related.
Using the flow rule
rfej. = (A .l)
Substitution of Eqn. (A .l) into Eqns. (4.34a), (4.34b) and (4.34c) yields
(A. 2a)
d ^ D  -   ̂J n D i j n D i j (A.2b) 
(A.2c)
where ( ) is the McAuley’s brackets and is the deviatoric part of n
Application of the consistency condition dF  = 0  to the yield function, F(o,;I a ps) yields,
dF , dF dF -  - — d o ;i +
1 d a . ,
= 0 (A.3)
Substitution of Eqns. (A.2a), (A.2b) and (A.2c) into Eqn.(A.3) yields,
dF
d a ps
9 a p.v, ^  d a p s y  I Q Q ^  * < * p s ,  \^ kk  
d ^  d ^ D  X d n D U n D , j  +  ^ v X  j - 3
da. dF ,
3 — d < 5 ii dOfj "
(A.4)
Rearrangem ent of Eqns. (A.4) yields,
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dF do.
X = d a u ,J
dF
d a p s
dap*y d(V n I Q Q ^ aap ^  
a^ a^D nD‘jnDu+ d ^v x  j-3
d a nr n
Plastic modulus for virgin loading ( h v l ) is given by,
V7_ n,,da,,



















dt; A + a ^ D ’X,Jn?l D i j n D i j




A.2 Derivation of R nV
dD = de,,
a t kl
However, a different approach is taken to obtain an expression for Rkl
but,
d<*ij = Cljkidzh












do^ -  dzpkl)
Substituting Eqns. (A .l) and (A. 13) into (A.4) yields
d F
d a ps
— psX + ^apsX lnQ nQ + ^a Ps)} nkk\ 
a^ a^D * DiJ Dij d^y j~3
d F




d o tJ ,jkl
d F  e Q d F
d c i j j  i j k l  k l  d a p s
d a p s  j  Q  Q  d a p s \n%k \
dt, + a^D «  + 3 ^  / 5
■deu
Dividing both the denominator and the numerator of Eqn. (A. 15) by d F  d F
d<5,nn^Gmn
d F  e , I d F  d F"C;;Ft'
X  =
d a u  r' k t * J d o m n d o mn
■d£
d F  , I d F  d F  Q d F  . I d F  d F
mn mn
—i" + dat,s LQ „Q + 1
34 + 34c ^ " Di> + 34, J 3  J
L
but
f  d F  . d F  d F  n =  - — /




^ i j  i jkl
f  Q  d F  , I d F  d F
i j  i j k l  k l  0 0 ,  a M O  d G
W mn rn n
d a p s  d a p s i q  ,
J i t  J i t  N Dij™ I
d a ps lkk
^  1 DiJ d ^ v j~3
■d£,
By substituting Eqns. (A.2b), (A.9) and (A. 18) into Eqn. (A. 10)
F  r <! H U Q  
Jri _ dD n i j L- i j k l d n D m n n D m n  Jr,
dU ~~ Jrt-----T~e O VL~dEk











f f't j Q Q
" " dt r F^e Q UVL, {A.2U)^ D{nijCijklnkl + H }
A.3 Derivation of Tkl
It is assumed that the deviatoric stresses of the intact phase and the average 
phase are proportional by a factor k , which is to be calculated.










J C2D = m fj  (A.25)
J  r Cand it is assumed that J , = J , 
therefore,
k = (A.26)
Af a  2 D
Differentiation of Eqn. (A.26) yields,
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dk = m J  2Dd J  j — J jJ  2d d IJ 2D^ ̂
2D
Simplification of Eqn. (A.27)
dk = m
2 U '2D)
3/2 2DdJ 1 ~ J  ]d jJ j 2D
By differentiating (A.23)








dOjj — C ijkld^kl
dJ 2 = 5 ijdaij
and,
dJi -  &ijCijkid£ki









d k  =
2J 2d
Therefore,
, 2 A ;  
r * '  =  m \ - ' :  3,2 j f a n2J 2d J
A.4 Derivation of b ..,,i jk l
From Eqn. (3.19)
4  = d4 + ( i - d)4
also
, - d e
d£v = u T 7 ;)
and
d^ij dE jj + ^SjjdE,^







k ^ 0  ~  ^£ i/ =
where k = A, 1, c  for average, intact and critical parts of strains 
For the critical state










Substituting differentiated Eqn. (A.41) in (A.37) yields
dEy = 1
U  + e 0)J j
Substituting Eqn. (A.41) in (A.40) yields,
_ e0 - e C0 ^ X l n U \ / 3 P a) 
EV U  + e0)
because j \  = J Cj (assumption)
Differentiation of (A.36) yields
defj = DdEfj + ( l ~ D ) d e Iij + dD{efj - e Iij)
For the critical strains
defj = def j  + ^ j d e ^
Substitution of Eqn. (A.42) along with the assumption deJJ = de\ j  yields
c  / L  - X d J 1,
d£ij = d ^  a + j  ti(i + eo) j I
Substitution of Eqns. (A. 19), (A.33), (A.38) and (A.46) into (A.44) yields,
I 1  l i e .  ~ i i k i d ^k l ^
d e i j - ^ i A i dEki + j  U ( /  + e0)Jj  j
1 §,;7?J,/ C 1 1
+ (7 -  D ) d e ij + -  4 ) d 4 i
Rearranging Eqn. (A.47) yields
- 38 , /  u d£'kl + {&
s  ,J (7 + e0)J , kl
1 A
ij = D
_ 7 r. 7k l& ijC 'u u  ^
3 ,j kl 3 iJ( l  + e0) J ]
+ 5/jt5y7+ -r7? (e
kl
dz kl










c  I _  &ij(eI + eo - M n J lj / 3 P a) 
eij EU ~ (7 + e0)
Substitution of Eqn. (A.50) in Eqn. (A.49)
(A.50)
1 A 5.. ( e  + e C0 - X l n J !}/ 3 P ^
+ - j R
3  k l U  + e0)
W ,  (A.51)
Where RHS is solely dependent on the intact quantities. 
Let
t\ = e1 + e C0 - \ l n J I1/ 3 P a 
3(7 + e0)
8 =  D X






d£/y -  B i j k l ^ £ kl
B i jk l  =  +   Y ^ -  +  Q ^ i j C n n k l  -  $ & i j & k l  j
(A.53)
(A.54)
A.5 Matrix Form of Bijkl for Two Dimensional Case
, Ade, , -©-i—
.
©<L>+OSP"+ r |7 ? 2 2  +  ® ® 2 2  “  ^ t\ R ] 2  +  ® ® / 2
i A 
^ £ 22 r | / ? y y  +  0 0 y y  - 0 7 + t|7?22 +  ® ® 2 2  ~ ^ T \ R j 2  + ® ® / 2
de A,2 0 /
J A
d e n
T|7?yy + 0 0 y y  -<|> t\ R 2 2  + Q® 2 2 ~ ^ rl/?/2 + 0 0 72
r(7??? + 90??- ' 
0







e }} = c I + C21 + Cl4]
®22 = c 2+C*22 + € 4 2
0 / 2  = c 3 +  C-23 + C!43
II© c 4  +  C 24 +  d 44
A.6 Expressions for Yield Function and Potential 
Function Derivatives
dF _  dF dJ j + dF dJ2 d + dF dJ3 D  
dOjj dJjdOj j  d J 2Dd o ij d J 3Dd o (j
where
J i = °kk
2D = 2S VS„
j  J  ® kk
= ( n . a j " ' 1 - 2 y J , ) F s
^ -  = l - h ^ F b( l - V S r) ' ' j 2Dj / D
oJ2d 2 2
^ -  = i$ ^ 2 -F hu - $ s r) ' - ' j 2Dj 32D










APPENDIX B : PROPERTIES OF 
BRADY 20-40 SAND
Sieve Analysis
Table B -l Grain Size Distribution of Brady 20-40 Sanda
Sieve S ize (U S) Percentage
Retained
16 0 . 0






Uniform ity C oefficient 1.50
Effective S ize (mm) 0.45-0 .48
a. Provided by the vendor
Maximum and Minimum Densities
Table B-2 Minimum/maximum Density Determination3
Method
Dry Saturated
M inim um  Dry D en-
3
sity (g/cm  )
M aximum  Dry Den-
3




M axim um  Dry Den-
3
sity (g /cm  )
1.53 1.75 19.6 1.71
a. Performed by Louis J. Cappozzoli and Associates Inc. File Number 98-500
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Physical Properties








M elting Point 2 8 0 0 ° /3 1 0 0 °
LO I(Loss On Ignition) 0.1
a. Provided by the vendor
Chemical Properties
Table B-4 Typical Chemical Analysis3
Chem ical % by w eight
S i 0 2 99.48
F e2 ° 3 0.06
A12 ° 3 0.21
T i0 2 < 0 .0 1
CaO < 0 .0 1
M gO < 0 .0 1
a. Provided by the vendor
Vendor Contact Information
Industrial Sand Company Inc. 
1737 HWY 190 W 
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