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SUMMARY
In this thesis, we present Online Sufficient Dimensionality Reduction (OS-
DR) algorithm for real-time high-dimensional sequential data analysis. Real-time
high-dimensional sequential data presents several challenges for data analysis. (a)
Traditional data analysis may not be applied to high-dimensional data directly, for
the consideration of time complexity or model accuracy. (b) It’s almost infeasible to
use a batch method to process and analyze real-time high-dimensional data. (c) Due
to the constrain of memory and data storage, data compression is usually needed for
storing and processing real-time high-dimensional data. To deal with challenge (a),
dimensionality reduction techniques can be used as a pre-processing step to learn a
low-dimensional representation of the high-dimensional data and then apply models
or algorithms on the low-dimensional representation of the original high-dimensional
data. For solving challenge (b), researchers focus on developing new online learning
algorithms or adapting the existing algorithms to the online setting. Moreover, di-
mensionality reduction is a popular choice for dealing with problem (c).
OSDR solves the challenges by the following characteristics. (a) As an online
learning algorithm, OSDR doesn’t need to process all the data in order to train the
model. (b) As a dimensionality reduction algorithm, by finding the low-dimensional
intrinsic subspace of the original space, OSDR projects the high-dimensional data on-
to the estimated low-dimensional subspace and then regresses on the low-dimensional
representations. (c) When the intrinsic subspace dynamically evolves over time, OS-
DR is able to detect and track the evolution of the subspace. (d) Current online
subspace tracking algorithm ignores the label information. However, inspired by the
xi
idea of sufficient statistic, OSDR is along the same line with sufficient dimensionality
reduction, which enables OSDR to preserve the information provided by the label of
the data. In this way, the accuracy of OSDR is improved. (e) OSDR is able to handle
missing and noise elements in the feature vectors.





1.1 Big Data Analysis
In the past decades [24], with the tremendous revolution in technology, big data
becomes increasingly common in many fields, including finance, social network, ge-
nomics, complex physics simulations, etc. As reported [15][16][17], as of 2012, 2.5
exabytes (2.5 × 1018) of data were created every day; as of 2014, 2.3 zettabytes
(2.3 × 1021) of data were created every day. Big data is difficult to work with using
most traditional data analysis methods and tools. It can be described as the following
characteristics [14]:
• Volume - The quantity of data that is generated everyday is explosive. For
instance, Facebook generates 130 terabytes in data each day, just in user logs.
Google processes 25 petabytes each day.
• Variety - The data isn’t limited to number. People need to process, store and
analyze a wide variety of data format, like text, video, audio.
• Velocity - The term ’velocity’ refer to the speed of generating data and how
fast the data is processed and analyzed to meet user’s demand.
• Veracity - The quality of the data being captured can vary greatly. Accuracy
of analysis depends on the veracity of the source data.
Challenges come with big data. On one hand, new data storage and data management
tools are needed for processing, storing and managing big data. The most widely used
relational database management systems cannot work well with big data. Massive
parallel data software running on hundreds, or thousands servers becomes the trend
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in big data era. On the other hand, traditional data analysis methods might not
be applied to big data analysis directly. Efficient and accurate big data analysis
algorithms are in urgent need nowadays.
One of the main concern in big data analysis is the dimensionality of the data. The
dimension of the data is the number of variables on each observation. Variables is the
term mostly used in statistics, while ”attribute” and ”feature” are commonly used
in machine learning and data mining. There are three main challenges presented by
high-dimensional data. Firstly, the absolute number of dimensions is high. Instead
of dealing with observation with a few tens variables, observations with hundreds, or
even thousands of features become a common situation. Secondly, more and more
datasets have much more features than observations. For instance, DNA microarray
datasets are composed by thousands of variables and a few tens to hundreds of samples
[28]. Thirdly, missing data and sparse data often come with high-dimensional data.
High-dimensional data analysis present challenges as well as opportunities. To deal
with such high-dimensional data, there are two main options. One is to adapt the
existing methods to solve high-dimensional data problem directly. Another is to
reduce the dimension of the observations and then applied statistical or machine
learning methods. The core topic in the second option is dimensionality reduction.
1.2 Dimensionality Reduction
Due to the well known curse of dimensionality [26], which refers to the decrease
of a learning algorithms with the increase of the number of features, most machine
learning and data mining techniques may not be effective for high-dimensional data.
Accuracy and efficiency degrade rapidly as the dimension increase. Thus, many re-
searchers improve the efficiency and accuracy by seeking efficient way to reduce the
dimension of the data. Dimensionality reduction can be divided into feature selection
and feature extraction [8]. Feature selection is to select a subset of the most relevant
2
features from the original data set. Feature selection is based on the assumption
that the data contains many redundant or irrelevant features. Filter method [27]
and wrapper method [20] are the most popular feature selection methods. Feature
extraction is to transform the high-dimensional data into a meaningful representation
of reduced dimensionality without losing information. Ideally, the reduced represen-
tation should catch the intrinsic characteristic of the original data. When we talk
about dimensionality reduction in the following part, it refers to feature extraction.
Generally, dimensionality reduction is used as a data pre-processing step to simplify
the data model. By identifying a proper low-dimensional representation of the high-
dimensional original data, classification and clustering tasks can be applied to the
low-dimensional representation, which can not only often yield more accuracy results
but also reduce the computational cost significantly. The motivation of dimensionality
reduction can be summarized as follows [8]:
• Identifying a feature set which is most relevant to predictive variables is mean-
ingful from a knowledge discovery perspective.
• Storage cost and computational cost will increase directly with the increase of
the number of features.
• Noisy or irrelevant features has the same impact on the predictive variables as
relevant features, which will have negative impact on model accuracy.
• Missing values also has negative impact on model.
• High dimensional data is almost impossible to visualize.
1.3 Contributions
In this thesis, we present a dimensionality reduction algorithm, called Online Suffi-
cient Dimensionality Reduction (OSDR), for real-time high-dimensional data. OSDR
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combines the idea of online learning and sufficient dimensionality reduction. Specif-
ically, in the first step of OSDR, it catches the intrinsic low-dimensional structure
of the high-dimensional original data. In the second step of OSDR, it regresses on
the low-dimensional linear subsets and learn the regression model. OSDR is able to
handle nose and missing elements in the feature vectors. Besides, in many cases, the
low dimensional structure dynamically evolves overtime. OSDR will be able to detect
and track that evolvement.
We will demonstrate the performance of OSDR by testing it on simulation data and
real-world data. The numerical experiments are designed to compare the performance
of ODR and OSDR and show the improvement and benefit in efficiency and accura-
cy of OSDR for high-dimensional sequential data analysis. USPS digits recognition
example example shows the performance of OSDR in solving real-world problem.
1.4 Outline
In Chapter 1, we first talk about the challenges and opportunities in big data analysis.
Then we introduce the dimensionality reduction technique and discuss its motivation
and potential application in big data analysis. After that, the contribution and out-
line of this thesis are described.
In Chapter 2, we give a preliminary review of techniques related to this thesis, includ-
ing dimensionality reduction, sufficient dimensionality reduction and online subspace
tracking. By comparing the difference between unsupervised dimensionality reduction
and supervised dimensionality reduction, prove the advantage of supervised dimen-
sionality reduction over unsupervised dimensionality reduction. Then, give a review
of sufficient dimensionality reduction technique, which combines the idea of dimen-
sionality reduction and the concept of sufficient statistic. Finally, we investigate two
online algorithms, GROUSE and MOUSSE-LOGIT, which provide theoritical foun-
dation and motivation for our novel algorithm.
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In Chapter 3, we analyze the limitation of MOUSSE-LOGIT. Inspired by the idea
of sufficient dimensionality reduction, we propose a novel dimensionality reduction
algorithm. First, formulate the problem of real-time high-dimensional data analysis.
Second, propose an online dimensionality reduction which is derived from GROUSE
directly. Third, incorporate the idea of sufficient dimensionality reduction, propose
the novel dimensionality reduction algorithm.
In Chapter 4, we present example to study the performance of OSDR. Both sim-
ulation data and real-world data are examined and tested. Compared with online
dimension reduction algorithm, OSDR shows lower misclassification rate and higher
accuracy rate compared with online dimensionality reduction algorithm.





In Chapter 1, we bring the concept of dimensionality reduction. The motivation of
dimensionality reduction is also studied. In this part, detailed content of dimension-
ality reduction will be went over. The problem of dimensionality reduction can be
formulated as follows.
Given aD-dimensional variable x = (x1, ..., xD)
T , assume it has intrinsic low-dimensional
structure with dimensionality d (where d ≪ D). The intrinsic low-dimensional struc-
ture implies that the data in or near a manifold with dimensionality d is embedded
into the high-dimensional space with dimensionality D. The target of dimensionality
reduction is to transform the data x with dimensionalityD into a new low-dimensional
representation β with dimensionality d (d ≪ D), while retaining the geometry of the
data as much as possible. Generally speaking, dimensionality reduction problem can
only be solved with assumption of the property of the data, since neither the intrinsic
low-dimensional d nor the geometry of the data manifold are known. [29]
2.1.1 Unsupervised Dimensionality Reduction
Based on whether the learning process is supervised or unsupervised, dimensionality
reduction can be divided into unsupervised dimensionality reduction and supervised
dimensionality reduction. Traditional, unsupervised dimensionality reduction meth-
ods are well studied by researchers in statistics, machine learning. Principal compo-
nent analysis (PCA) [18] is the most popular (unsupervised) dimensionality reduction
technique. PCA is a second-order method. It performs dimensionality reduction by
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embedding the data into a linear subspace of lower dimensionality. In different field-
s, PCA is called the Kosambi Karhunen Love theorem [12] and the singular value
decomposition (SVD) [34].
2.1.2 Supervised Dimensionality Reduction
While unsupervised dimensionality reduction is a well studied problem, dimension-
ality reduction technique has not been well explored for the supervised case. When
labels of data are available, e.g., in the classification task, unsupervised dimensionali-
ty reduction techniques are not able to incorporate this information. It will be helpful
and meaningful to incorporate the label information into the dimensionality reduction
process and derive a supervised dimensionality reduction for input data. In the past
ten years, a lot of supervised dimensionality reduction techniques are proposed.
Instead of finding global discriminants in the data, a framework for supervised sub-
space sampling was proposed in order to create a reduced representation of the data
for classification application [1]. SPPCA extended the probabilistic PCA model to
incorporate labels of data into projection and propose a supervised PCA model [33].
In QUADRO model, it analyzed the problem of Rayleigh quotient optimization un-
der nonlinear setting and proposed a novel Rayleigh quotient based sparse quadratic
dimension reduction method [10]. Without making assumptions on the distribution
of the data classes, which can lead to ad-hoc and sub-optimal implementation, an
approach was proposed to take an information-geometric approach by maximizing
the between class information distances [4].
2.2 Sufficient Dimensionality Reduction
2.2.1 Introduction
Sufficient dimensionality reduction (SDR) [22] techniques have drawn considerable
attention in the analysis of high-dimensional data. It combines the idea of dimen-
sionality reduction with the concept of sufficient statistic [19]. SDR can effectively
7
reduce the dimensional the feature vectors, while retaining full regression information
and imposing no parametric models.
Earlier research on SDR, like sliced inverse regression [22], principal Hessian direction
[23], and sliced average variance estimation [5] replies on the distribution assumption
of the data, which might not be achieved in real-world problem. Among these algo-
rithm, sliced inverse regression(SIR) is the most commonly used SDR method, and
there are many studies that elaborate on SIR [6].
Recently, kernel-based dimensionality reduction has been a hot topic. Kernel dimen-
sion reduction (KDR) is one of the most influenced work. It employs a kernel-based
dependence measure, which is distribution-free. However, the performance of KDR
depends heavily on the choice of kernel functions and the regularization parameters,
which is the key limitation of KDR. Besides, the gradient based optimization is com-
putationally demanding which makes KDR scale poorly onto massive datasets.
Most previous work of SDR has only been applied to static data. However, in prac-
tice, sequential time-series data is common in many areas, like signal processing [21],
computer vision [3], etc. Limited work has been done in this part. Sequence kernel
dimension reduction approach (S-KDR) [25] combines spatial, temporal and periodic
information in a principled manner, and learns an optimal embedding without assum-
ing any distribution of the data. The new designed kernels can capture dynamics,
periodic motions and multi-class classification. The advantages of sufficient dimen-
sionality reduction and the lack of research on sufficient dimensionality reduction for
modeling time-series data is one of the motivation of this thesis.
2.2.2 Problem Formulation
In the following, we will give a brief problem formulation of sufficient dimensionality
reduction [25].
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Let x be the feature vector, with x ∈ RD and let y be the label of x. In super-
vised learning, the goal of sufficient dimensionality reduction is to estimate a low-
dimensional representation β, with β ∈ Rd, that is sufficient for the prediction task,
where
β = Ux. (2.2.1)
U is the projection matrix to a d -dimensional subspace, with d ≪ D. The criterion
of SDR is formulated as given β, the remaining features of x are conditionally inde-
pendent of the label y. In this sense, we say x is sufficient for estimating y.
Compared with other supervised dimensionality reduction algorithm or unsupervised
dimensionality reduction algorithm, sufficient dimensionality reduction makes no as-
sumption on the distribution of x.
2.3 Online Subspace Tracking
Subspace tracking is a terminology mostly used in computer vision for dimensionality
reduction. It has been extensively studied in computer vision with application in
background subtraction [30], object tracking [7], etc. Online subspace tracking is a
recently proposed topic in this domain. In online subspace tracking, observations are
presented sequentially in the form of an unknown mixture of primary subspaces plus
a residual component. The target of online subspace tracking is to keep the estimated
subspace updating as the observations continually present themselves.
2.3.1 GROUSE
Grassmannian Rank-One Update Subspace Estimation (GROUSE) [2], is an efficient
online algorithm for identifying and tracking subspaces from highly incomplete ob-
servations. It’s derived by analyzing incremental gradient descent and can be easily
used for online matrix completion.
Suppose we want to track a D-dimensional space with intrinsic d-dimension subspace
evolve over time. At each time t, we only observe feature vector xt on a subset of
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indices Ωt. Let PΩt denotes a |Ωt| ×D matrix which select the coordinate axes of RD
indexed by Ωt. At time t, we only observe
xΩt , PΩtxt (2.3.1)
The error of the our subspace is defined as
F (U ; t) = minw∥UΩtw − xΩt∥22, (2.3.2)
where UΩt denotes the submatrix of U , the basis of space, consisting the rows indexed
by Ωt.
Grassmannian [11], a compact Riemannian manifold, is a space which parameterizes
all linear subspaces of a vector space D of given dimension d. Derived from an
application of incremental gradient descent on the Grassmannian manifold, GROUSE
computes a gradient of the cost function F and then follow the gradient along a short
geodesic curve in Grassmannian [2]. The derivative of F is given by
∂F
∂U
= −2γωT , (2.3.3)
where γ is residual vector and is equal to (xt−Uω) on Ωt. ω is the corresponding least
square solution of equation (2.3.3). The gradient with respect to the Grassmannian
is
∇F = −2(I − UUT )γωT . (2.3.4)
To ensure that U remains within the Grassmannian manifold, we need to follow the
geodesics along the direction of the gradient. The geodesics on Grassmann manifolds
is given by Equation (2.65) in [9]. For a step size of length η > 0, the update is given
by









where p = Uω is the predicted vector of the project of vector x on the current esti-
mated subspace. The update rule consists of a rank-one modification of the current
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subspace basis U .
In sum, GROUSE provides an online algorithm for tracking subspaces from incom-
plete observations based on incremental gradient descent iterations on the Grassman-
nian manifold of subspace.
2.3.2 MOUSSE-LOGIT
MOUSSE-LOGIT, proposed by Xie [32], is a technique for online logisitc regression
when the feature vectors lie close to a dynamic low-dimensional manifold and when
observations of the feature vectors may be noisy or have missing elements. The
problem is formulated as follows.
Given training data xΩt , yt,Ωt, t = 1, 2, .., the feature vector xt ∈ RD is a noisy
realization of true intrinsic vector βt, which lies on submanifold with dimension d.
The noise is a Gaussian noise with zero mean and variance σ2. At each time t, only xΩt
on a subset of indices Ωt is observed. The label yt ∈ 0, 1 is Bernoulli with probability
p of being 1 that depends on β
P(yt = 1) = h(β; θ, b), (2.3.6)
where h(β; θ, b) denotes the logistic model.
h(β; θ, b) =
1
1 + e−θT β−b
, (2.3.7)
where β is feature vector, θ is weight vector and b is offset or intercept. The goal is to
design a classifier for online logistic regression based on streaming data {xΩt , yt,Ωt}
and exploit the dynamic evolving submanifold of feature vector xT .
To solve the above problem, MOUSSE-LOGIT combines Multiscale Online Union
of Subspace Estimation (MOUSSE) algorithm [31] and stochastic gradient descent
method. It approximates the manifold by union of linear subsets, which is organized
in a tree structure. The model training process can be summarized as three main
steps. (a) Project feature vector xt onto the current estimated submanifold. (b)
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Using MOUSSE to update the submanifold estimation and tree structure. (c) Using
stochastic gradient descent to update the logistic model.
Numerical and real-data experiments show that when feature vector has an intrinsic
manifold structure, MOUSE-LOGIT have the following benefits. (a) Reduce compu-
tational cost by regressing on low-dimensional space. (b) Achieve better performance
compared with regressing on the ambient space. (c) Achieve better performance com-
pared with regressing on one single subspace.
From the view of learning process, MOUSSE-Logit can be regarded as unsupervised
dimensionality reduction. As discussed before, unsupervised dimensionality reduc-
tion can not incorporate data label into learning process, which might result in the
loss of information and degrade in model accuracy. To overcome the drawback of
MOUSSE-LOGIT and gain a better model performance, a novel supervised dimen-




ONLINE SUFFICIENT DIMENSIONALITY REDUCTION
3.1 Motivation
In Chapter 2, we review a method, called MOUSSE-LOGIT, for online logistic re-
gression when the high-dimensional feature vectors are sparse and with intrinsic low-
dimensional structure. MOUSSE-LOGIT takes the unsupervised learning paradigm,
which means the label of the feature vectors isn’t considered as a factor when doing
dimensionality reduction. Thus, in some cases, the information of the label might
be lost and the low-dimensional subspace isn’t well represented. The accuracy of
dimensionality reduction is not convincing.
To overcome this limitation and improve the accuracy of online dimensionality re-
duction, we take the label of the feature vectors into consideration. Inspired by the
idea of sufficient dimensionality reduction, we proposed a new algorithms called on-
line sufficient dimensionality reduction, which is a paradigm for analyzing real-time
high-dimensional sparse data with low-dimensional intrinsic structure that combining
the ideas of online dimensionality reduction and the concept of sufficient statistic .
3.2 Logistic Regression
At every time t, the data has feature vector xt ∈ RD, with D denotes the ambient
dimension, and a label yt ∈ {0, 1}. Assume the intrinsic characteristic of the feature
vector xt lies on a manifold ⊂ RD. The dimension of the manifold is d, where d ≪ D.
That is, feature vector xt is high-dimensional vector with dimensionality D and has
low-dimensional intrinsic structure with dimensionality d. We use U ∈ RD×d denotes
the orthogonal basis of the manifold where UTU = I ∈ Rd×d. The notation T denotes
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the transpose of a matrix or vector. Thus, the feature vector x can be denoted as
x = Uβ, where β is the coefficient ∈ Rd and β = UTx. In the online setting, assume
the manifold may evolve over time, we use Ut to denote the basis of the manifold at
time t. Thus
xt = Utβt, (3.2.1)
where xt ∈ RD, Ut ∈ RD×d and βt ∈ Rd.
At each time t, we only observe feature vector xt on a subset of indices Ωt. Let PΩt
denotes a |Ωt| ×D matrix which select the coordinate axes of RD indexed by Ωt. At
time t, we observe
xΩt , PΩtxt (3.2.2)
Define the logistic function as




Assume the label yt is related to feature vector xt via logistic model
yt ∼ Bernoulli(h(xt; θt, bt)), (3.2.4)
where θ ∈ RD denotes the weight vector, b ∈ R denotes the intercept or offset.
In sum, the logistic regression problem is that at every time t, given feature vector
xt and its label yt, assume the feature vectors has intrinsic low-dimensional manifold
and the manifold evolves overtime. Besides, the label is related to feature vectors by
logistic model. The primary goal is to find an efficient and accurate algorithm for
finding and tracking the basis of the manifold U overtime and at the same time learn
the corresponding logistic model.
3.3 Linear Regression
The set up of linear regression is similar to the previous logistic regression problem.
At every time t, the data has feature vector xt ∈ RD, with D denote the ambient
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dimension, and a label yt ∈ (−∞,+∞). Assume the intrinsic characteristic of the
feature vector xt lies on a manifold ∈ RD. The dimension of the manifold is d, where
d ≪ D. U ∈ RD×d denotes the orthogonal basis of the manifold where UTU = I ∈
Rd×d. The notation T denotes the transpose of a matrix or vector. Thus, the feature
vector x can be denoted as x = Uβ, where β is the coefficient ∈ Rd and β = UTx.
In the online setting, assume the manifold may evolve over time, we use Ut to denote
the basis of the manifold at time t. Thus
xt = Utβt, (3.3.1)
where xt ∈ RD, Ut ∈ RD×d and βt ∈ Rd.
At each time t, we only observe feature vector xt on a subset of indices Ωt. Let PΩt
denotes a |Ωt| ×D matrix which select the coordinate axes of RD indexed by Ωt. At
time t, we observe
xΩt , PΩtxt (3.3.2)
Define the linear regression function as
h(x; θ, b) = θTx+ b. (3.3.3)
Assume the label yt is related to feature vector xt via linear regression function
yt = h(xt; θt, bt), (3.3.4)
where θ ∈ RD denotes the weight vector, b ∈ R denotes the intercept or offset.
In sum, the linear regression problem is that at every time t, given feature vector
xt and its label yt, assume the feature vectors has intrinsic low-dimensional manifold
and the manifold evolves overtime. Besides, the label is related to feature vectors
by linear regression function. The primary goal is to find an efficient and accurate
algorithm for finding and tracking the basis of the manifold U overtime and at the
same time learn the corresponding linear regression model.
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3.4 Online Dimensionality Reduction
In Chapter 2, we review an online algorithm for subspace tracking, called GROUSE.
It can be easily adjusted for solving the problem we present above. In the following
part, we derive a new online algorithm, called online dimensionality reduction (ODR),
based on GROUSE and stochastic gradient descent.
ODR uses GROUSE for online subspace tracking and uses stochastic gradient descent
for learning the parameters of regression model. The parameters used in ODR at time
t are
{Ut, ηt, θt, bt, µ}. (3.4.1)
Ut is the basis of the manifold at time t. ηt is the step-sizes in updating manifold. θt
and bt, the slope and intercept of the regression model at time t. µ is the step-sizes
of updating regression model by using stochastic gradient descent.
3.4.1 Parameters Initialization
The parameters in (3.4.1) are initialized as follows. Randomly generate an orthogonal
matrix ∈ RD×d and assigned it to U0. Choose a constant C as η0 and ηt is computed
as ηt = C/t. Randomly generate a vector with dimensionality D as the initialization
of θ. b0 and µ is a randomly generated number.
3.4.2 Parameters Update
When a new data sample (xt, yt) is available, ODR updates the parameters using
three main steps. (a) Given feature vector xt, compute the projection coefficient βt
in the current manifold estimation with basis Ut. (b) Update the manifold by using
GROUSE. (c) Update (θt, bt) by using stochastic gradient descent.
At each time t, we observe a feature vector xt at locations Ωt ⊂ {1, ..., n}. Given the
manifold with parameters Ut, let ∆Ωt be a D×D diagonal matrix which has 1 in the





∥∆Ωt(xt − Utυ)∥2. (3.4.2)
In this way, the algorithm handles the missing elements problem in feature vectors.
Then use GROUSE [2] to update the manifold.
3.4.2.1 Logistic Regression
In the following, we focus on updating the parameters of logistic model by maximizing
the log-likelihood function. In the online setting, assume the parameters of the logistic
model at time t−1 is (θt−1, bt−1). At time t, when we get the feature vector xt without
its label, compute the label using
ŷt =

1 if h(βt; θt−1, bt−1) ≥ 1/2
0 otherwise
(3.4.3)
When both feature vector xt and its label yt are available, update parameters of logis-
tic model using stochastic gradient descent by maximizing the log-likelihood function.
l(θ, b) = ytlogh(βt; θt−1, bt−1) + (1− yt)log[1− h(βt; θt−1, bt−1)]. (3.4.4)
Use [w]k denotes the k-th element of vector w and use ŷt denotes h(βt; θt−1, bt−1). The




















= (yt(1− ŷt)− (1− yt)ŷt)[βt]k





















= (yt(1− ŷt)− (1− yt)ŷt)
= (yt − ŷt)
(3.4.6)
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We can update the parameters (θt−1, bt−1) by
θt = θt−1 + µ[yt − ŷt]βt
bt = bt−1 + µ[yt − ŷt]
(3.4.7)
3.4.2.2 Linear Regression
In this section, we focus on updating the parameters of linear regression model by
minimizing the cost function. In the online setting, assume the parameters of the
linear regression model at time t − 1 is (θt−1, bt−1). At time t, when we get the
feature vector xt without its label, compute the label using
ŷt = θ
T
t−1βt + bt−1 (3.4.8)
When both feature vector xt and its label yt are available, update parameters of linear




(h(βt; θt−1, bt−1)− yt)2 (3.4.9)
Use [w]k denotes the k-th element of vector w and use ŷt denotes h(βt; θt−1, bt−1). The
gradient of (3.4.9) is given by
∂
∂[θ]k












= (ŷt − yt)
(3.4.11)
We can update the parameters (θt−1, bt−1) by
θt = θt−1 + µ[yt − ŷt]βt




In sum, the online dimensionality reduction algorithm can be described as follows.
Algorithm 1 Online Dimensionality Reduction
Input: An D × d orthogonal matrix U0. A sequence of vectors xt, each observed in
entries Ωt, with its label yt. A set of step-sizes ηt for manifold updating. Slope
vector and offset of logistic model θ0 and b0. Step-size µ for stochastic gradient
descent.
1: for t = 1, ..., T do
2: Estimate projection coefficients: βt = arg minυ ∥∆Ωt(xt − Utυ)∥2
3: Compute residual: γ = ∆Ωt(xt − Utβt)
4: Compute parameter: σ = ∥γ∥∥Utβt∥





6: Predict vector label: ŷt = h(βt; θt−1, bt−1)
7: Update slope vector: θt = θt−1 + µ[yt − ŷt]βt.
8: Update residual: bt = bt−1 + µ[yt − ŷt]
9: end for
The difference of ODR in solving the linear regression problem and the logistic re-
gression problem lies in the regression function h(βt; θt−1, bt−1). In linear regression
problem,
h(βt; θt−1, bt−1) = θ
T
t−1βt + bt−1.
However, in logistic regression problem,






3.5 Online Sufficient Dimensionality Reduction
In many cases, the label y is closely correlated to the input feature x. However, in the
existing dimensionality reduction methods, including ODR, they don’t take the label
y into consideration and use the unsupervised learning paradigm to do the dimen-
sionality reduction. To overcome this limitation, as we have reviewed in Chapter 2,
people proposed the sufficient dimensionality reduction algorithm. However, limited
research has been done in the online setting about this topic. Thus, to make our
approximation of the feature vector to have the best predictive power to the label,
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instead of using the unsupervised dimensionality reduction method, we use the label
y as a factor when doing dimensionality reduction and form a new algorithm, called
online sufficient dimensionality reduction (OSDR).
3.5.1 Main Steps
The parameters used in OSDR and the parameters initialization are the same with
ODR. When a new data sample (xt, yt) is available, it takes three main steps: (a)
Given feature vector xt, compute the projection coefficient βt in the current manifold
estimation with basis Ut. (b) Update the manifold by the following update method.
(c) Update (θt, bt) by using stochastic gradient descent.
3.5.2 Online Manifold Tracking
Given the manifold with parameters Ut, the projection coefficient βt of feature vector
xt can be computed by (3.4.2). Then, we focus on developing a new online manifold
tracking and updating method, which is the core part of OSDR. To focus on method
development, we simply the derivative process by excluding the time stamp t in the
following.
3.5.2.1 Logistic Regression
Instead of tracking U by minimizing the distance between the real input feature vector
and the approximate vector, we find the basis U by maximizing the log-likelihood
ratio, which is along the same line as sufficient dimensionality reduction. The log-
likelihood function is defined as
f(U, θ) = y log h(Uβ; θ, b) + (1− y) log[1− h(Uβ; θ, b)]. (3.5.1)
where





The derivative of f(U, θ) with respect to U is given by
df
dU
= [y − h(Uβ; θ, b)]θβT. (3.5.2)
The gradient on the Grassmannian is given by
∇f = [y − h(Uβ; θ, b)](I − UUT)θβT. (3.5.3)
Let r = [y − h(Uβ; θ, b)](I − UUT)θ. Thus,
∇f = rβT. (3.5.4)
For the gradient is rank-one, we can write
∇f =
[








σ = −[y − h(Uβ; θ, b)]∥r∥∥β∥. (3.5.6)
v2, . . . , vd are an orthonormal set orthogonal to r and z2, . . . , zd are an orthonormal
set orthogonal to β.
Update of U can be efficiently calculated as

















where η > 0 is a step-size.
3.5.2.2 Linear Regression
In the linear regression problem, we find the basis U by minimizing the cost function.
The cost function is defined as
f(U, θ) = ∥y − h(Uβ; θ, b)∥2. (3.5.8)
The derivative of f(U, θ) with respect to U is given by
df
dU
= −2[y − h(Uβ; θ, b)]θβT. (3.5.9)
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where
h(Uβ; θ, b) = θTUβ + b
The gradient on the Grassmannian is given by
∇f = −2[y − h(Uβ; θ, b)](I − UUT)θβT. (3.5.10)
Let r = [y − h(Uβ; θ, b)](I − UUT)θ. Thus,
∇f = −2rβT. (3.5.11)
For the gradient is rank-one, we can write
∇f =
[








σ = −[y − h(Uβ; θ, b)]∥r∥∥β∥. (3.5.13)
v2, . . . , vd are an orthonormal set orthogonal to r and z2, . . . , zd are an orthonormal
set orthogonal to β.
Update of U can be efficiently calculated as

















where η > 0 is a step-size.
3.5.3 Parameters Update
Similar to what we do in ODR, at time t, when we get the feature vector xt without
its label, compute the predict label using (3.4.3). When both feature vector xt and its
label yt are available, update the parameters of logistic model using (3.4.7) or update
the parameters of linear regression model using (3.4.12).
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3.5.4 Conclusion
In sum, the online sufficient dimensionality reduction algorithm can be described as
follows.
Algorithm 2 Online Sufficient Dimensionality Reduction
Input: An D × d orthogonal matrix U0. A sequence of vectors xt with its label yt.
A set of step-sizes ηt for manifold updating. Slope vector and offset of logistic
model θ0 and b0. Step-size µ for stochastic gradient descent.
1: for t = 1, ..., T do
2: Estimate weights: βt = arg minυ ∥∆Ωt(xt − Utυ)∥2
3: Predict vector label: ŷt = h(βt; θt−1, bt−1)
4: Compute parameters r: r = [yt − ŷt](I − UtUTt )θt−1
5: Compute parameters σ: σ = −[yt − ŷt]∥r∥∥βt∥





7: Update weight vector: θt = θt−1 + µ[yt − ŷt]βt.
8: Update residual: bt = bt−1 + µ[yt − ŷt]
9: end for
The difference of OSDR in solving the linear regression problem and the logistic
regression problem lies in the regression function h(βt; θt−1, bt−1). In linear regression
problem,
h(βt; θt−1, bt−1) = θ
T
t−1βt + bt−1.
However, in logistic regression problem,








NUMERICAL AND EXPERIMENTAL EXAMPLES
4.1 Numerical Examples
We will first use the following example to discuss the motivation and main advantages
of OSDR over ODR. Let’s consider two extreme cases, (a) θ = [5, 0]. (b) θ = [0, 5].
Set the parameters a = 10, b = 0.1, c = 5. Visualize the data in Figure 1.
In the unsupervised learning paradigm, assume the data is distributed as in Figure
1(a). Based on the knowledge of principle components analysis [18], in Figure 1(a),
it’s easy to see that the first principal component lies in the major axis of the ellipse.
In this case, the first principal component is x1 axis. Data vary a lot in the first
principal component compared with the second principal component. Thus, when we
reduce the dimension from D = 2 to d = 1, the unsupervised dimensionality reduction
techniques will project the data onto the direction of the first principal component.
Figure 1(b) and in Figure 1(c) show the data distribution in the supervised learning
paradigm. In case Figure 1(b), the unsupervised dimensionality reduction techniques
are expected to work well since the variance of the data lies in the first principal
component and it will be captured. Data is well represented and separated in the
reduced dimension and we can learn the logistic model on the new reduced data.
However, when it comes to case in Figure 1(c), if the dimensionality reduction algo-
rithms takes the unsupervised learning paradigm, it will still reduce the dimension
and project the data onto the direction of the first principal component. But, since
in in Figure 1(c), data vary a lot in the second principal component rather than the
first principal component. The information of the label will be lost and data with
different label would be mixed together in the reduced dimension. We can’t learn
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the logistic model since the data in the reduced dimension isn’t well separated. To
solve this problem, the idea of sufficient dimensionality reduction should be included.
Thus, based on the theory of sufficient dimensionality reduction, we know that the
information of label won’t be lost.
Let’s go back to the comparison of ODR and OSDR. Since ODR takes the unsuper-
vised learning paradigm, it will work well on in Figure 1(b) but encounter the problem
when working on in Figure 1(c). In contrast to ODR, OSDR is along the same line
as sufficient dimensionality reduction. It’s expected to find the right direction, where
data vary a lot and is well separated.
4.1.1 Static Subspace I
We first consider the problem of tracking a static manifold in R2, with D = 2 and
d = 1. Points on the manifold xt , [xt,1, xt,2]T obey the following rules:
xt = x
∗ + wt, (4.1.1)










In this way, the entries of x∗ lie in the ellipse-shape space. The label yt is related to
xt via logistic model
yt ∼ Bernoulli(h(x∗; θ, b)), (4.1.3)
where θ = [θ1, θ2] is a D × 1 vector.
Generate N = 6000 data points using the method above. Divide the data set into two
parts, the first 3000 data as the training set and the remaining as the testing set. For
the training and testing procedure, we first use ODR and OSDR to predict label ŷt,
then reveal the true label and use (xt, yt) to update the classifier. The performance
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I{ŷt ̸= yt}. (4.1.4)
In the following, we average Pe over 100 independent trials. We run the test with
different value of θ. Figure 2 demonstrate the ordered misclassification error, as well
as the ordered number of measurements calculated from the formulas, for different
a/c rates, respectively. Note that the misclassification error of ODR is higher than
OSDR. Although in some cases, ODR has almost the same performance with OSDR.
In most situation, OSDR is better than ODR.
4.1.2 Static Subspace II
In the above simulation experiment, we demonstrate the advantage of sufficient di-
mensionality reduction and demonstrate the effectiveness of OSDR. In the following
experiment, we will test the performance of OSDR on real-time high-dimensional
data. Two-stage experiments will be done in this section. In the first stage, we
embed a static low-dimensional space with dimension d into the high-dimensional
space with dimension D. In the second stage, we formulate a dynamically evolving
low-dimensional space with dimension d as the intrinsic space and embed it into the
high-dimensional space with dimension D.
Suppose βt ∈ Rd is the true feature vector which lies in the intrinsic low-dimensional







The observed feature vector xt ∈ RD, where d ≪ D, is the high-dimensional noisy
realization of βt.
xt = Uβt + wt, (4.1.6)
wt is a Gaussian noise with zero mean and variance σ
2. Here d denotes the intrinsic
dimension and D denotes the ambient dimension. U ∈ RD×d is the basis of the
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manifold.
The label yt is related to xt via logistic model
yt ∼ Bernoulli(h(βt; θ, b)). (4.1.7)
Generate N = 6000 data using the method above and divide the data set into two
parts, the first 3000 data as the training set and the remaining 3000 data as the testing
set. We will first use ODR and OSDR to predict label ŷt and then reveal the true
label and use (xt, yt) to update the classifier. The performance is also given by (4.1.4).
Figure 3 demonstrates the performance of OSDR on real-time high-dimensional data
with static intrinsic low dimensional subspace. The value of d has effect on the
misclassification rate. Smaller d results in higher misclassification rate. Let D/d
denote the data compression ratio, when the value of D is fixed, smaller d means
higher data compression ratio, which always comes with loosing more information. It
consists with our experimental results. By comparing the results among Figure 3(a)
to Figure 3(e), we find that the shape of the intrinsic low-dimensional subspace has
little effect on the performance of OSDR.
4.1.3 Rotating Subspace
Suppose β∗t ∈ Rd is the true feature vector which lies in a dynamically evolving













The observed feature vector xt ∈ RD, where d ≪ D, is the high-dimensional noisy
realization of β∗t .
xt = Uβ
∗
t + wt (4.1.10)
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wt is a Gaussian noise with zero mean and variance σ
2. Here d denotes the intrinsic
dimension and D denotes the ambient dimension. U ∈ RD×d is the basis of the
manifold.
The label yt is related to xt via logistic model
yt ∼ Bernoulli(h(β∗t ; θ, b)). (4.1.11)
Generate N = 6000 data using the method above and divide the data set into two
parts, the first 3000 data as the training set and the remaining 3000 data as the
testing set. The value of rotation rate αt follows the rule:
αt =





6000−500 if 500 < t ≤ 6000
(4.1.12)
τ is called rotation ratio. We will first use ODR and OSDR to predict label ŷt and
then reveal the true label and use (xt, yt) to update the classifier. The performance
is also given by (4.1.4).
Figure 4, Figure 5 and Figure 6 shows the performance of OSDR in real-time high-
dimensional data with rotating low-dimensional intrinsic subspace. Different shapes
of intrinsic subspaces are examined. Different rotation ratios under same data com-
pression ratio are also tested. OSDR demonstrates its effectiveness and robustness
in tracking real-time high-dimensional data with rotating low-dimensional intrinsic
subspace. Even though the intrinsic subspace rotates with a high rate, OSDR can
still capture this evolution without loosing too much accuracy. The effect of rotation
ratio τ on misclassification rate is demonstrated in Figure 7. When the value of rota-
tion ratio is more than a threshold, it doesn’t affect the performance of OSDR. When
the value of rotation ratio is small, to improve the accuracy of OSDR, smaller data
compression ratio may be considered.
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4.1.4 Linear Regression
In the above experiments, we test the performance of OSDR in solving the problem
with the assumption that the label is related to feature vectors via logistic model. In
this section, we will demonstrate its performance on the problem whose assumption
is that the label is related to feature vectors via linear regression model.
Let’s consider the problem of tracking a static manifold in R2, with D = 2 and d = 1.
Points on the manifold xt , [xt,1, xt,2]T obey the following rules:
xt = x
∗ + wt, (4.1.13)










In this way, the entries of x∗ lie in the ellipse-shape space. The label yt is related to
xt via linear regression model
yt = θ
Tx∗ + b, (4.1.15)
where θ = [θ1, θ2] is a D × 1 vector.
Generate N = 6000 data points using the method above. Divide the data set into two
parts, the first 3000 data as the training set and the remaining as the testing set. For
the training and testing procedure, we first use ODR and OSDR to predict label ŷt,
then reveal the true label and use (xt, yt) to update the classifier. The performance
metric is given by root mean squared error on the test sample:
Pe =
√





In the following, we average Pe over 100 independent trials. We run the test with
different value of θ. Figure 8 demonstrates the performance of OSDR in solving the
problem that label is related to feature vector via linear regression model. OSDR has
better performance than ODR. Figure 8(b) tells the case when the feature vectors are
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in ellipse-shape space and the weight of major axis is smaller than that of the minor
axis. The larger the difference between the weight is, the worse the performance of
ODR is. However, the performance is OSDR isn’t affected by the difference, since it’s
a sufficient method. This is consist with the analysis in the previous experiment.
4.2 Real-data Experiments
4.2.1 Data Description
We use a well-known handwritten data sets, USPS digits recognition data sets, to
test the performance of OSDR on online handwritten digits recognition.
The USPS handwritten digits dataset [13] is used from a project for recognizing
handwritten digits on envelopes. The training set has 7291 observations, and the test
set has 2007 observations, distributed as in Table 9. The digits were downscaled to
16× 16 pixels and scaled without distortion.
To enable the online setting, we read one digit each time. We first process feature
vector xT of the digit and use ODR and OSDR to predict label ŷt. Then we reveal
the true label and use (xt, yt) to update the classifier. In this experiment, we only
consider a binary classification problem. For instance, whether a digit is 0 or not.
The performance of OSDR and ODR is given by averaging their performance among
all the digits.
4.2.2 Experimental Results
The performance of OSDR in USPS digits recognition data sets is shown in Table 10.
Again, Figure 9 demonstrates that OSDR has good performance compared to ODR.
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Figure 1: (a) Distribution of data without label. (b) Distribution of data when
θ = [5, 0]. (c) Distribution of data when θ = [0, 5]
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Figure 2: Static subspace I: (a) Misclassification error when a/c = 1. (b) Mis-
classification error when a/c = 3. (c) Misclassification error when a/c = 6. (d)
Misclassification error when a/c = 10.
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Figure 3: Static subspace II: (a) d v.s. misclassification error when a/c = 1. (b)
d v.s. misclassification error when a/c = 3. (c) d v.s. misclassification error when
a/c = 5. (d) d v.s. misclassification error when a/c = 7. (e) d v.s. misclassification
error when a/c = 10.
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Figure 4: Rotating subspace: a/c = 10 (a) rotation ratio τ v.s. misclassification rate
when d = 30 (b) rotation ratio τ v.s. misclassification rate when d = 10 (c) rotation
ratio τ v.s. misclassification rate when d = 5 (d) rotation ratio τ v.s. misclassification
rate when d = 2
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Figure 5: Rotating subspace: a/c = 6 (a) rotation ratio τ v.s. misclassification rate
when d = 30 (b) rotation ratio τ v.s. misclassification rate when d = 10 (c) rotation
ratio τ v.s. misclassification rate when d = 5 (d) rotation ratio τ v.s. misclassification
rate when d = 2
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Figure 6: Rotating subspace: a/c = 3 (a) rotation ratio τ v.s. misclassification rate
when d = 30 (b) rotation ratio τ v.s. misclassification rate when d = 10 (c) rotation
ratio τ v.s. misclassification rate when d = 5 (d) rotation ratio τ v.s. misclassification
rate when d = 2
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Figure 7: Rotating subspace: (a) d v.s. misclassification rate when a/c = 10 (b) d

































































Figure 8: Linear regression: (a) log(θ1/θ2) v.s. log(RMSE) when a/c = 1 (b)
log(θ1/θ2) v.s. log(RMSE) when a/c = 2
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Figure 9: Real-data: USPS digits recognition. d v.s. misclassification rate
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CHAPTER V
CONCLUSIONS AND FUTURE WORK
5.1 Conclusions
In this thesis, we propose a novel dimensionality reduction algorithm, online sufficient
dimensionality reduction algorithm(OSDR) for real-time high-dimensional sequential
data. OSDR consists of three steps: In the first step, given feature vector xt, com-
pute its projection onto the current estimated manifold. In the second step, update
the estimated manifold using the new proposed tracking method. In the final step,
update the regression model using stochastic gradient descent. It has the following
characteristics. (a) As an online algorithm, OSDR doesn’t need to process all the ob-
servations in order to do dimensionality reduction, which enable its qualification for
real-time high-dimensional data processing and analyzing. (b) Inspired by the idea
of sufficient dimensionality reduction, OSDR avoids losing information and improves
performance by incorporating the label of observation into consideration. (c) OSDR
can be applied to tracking the evolution of subspace (d) OSDR has low complexity
and computational efficiency. (e) OSDR is able to handle noise and missing elements
in feature vectors.
Numerical experiments demonstrate the accuracy and effectiveness of OSDR. Also
the real-data experiments prove that OSDR is not only feasible in simulation but also
can be applied in solving real-world problem.
5.2 Future Work
In the future, we would like to investigate how to adapt step-size in OSDR auto-
matically to varying data. In the above experiments, we have seen that there are
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substantial performance gains when the step-size is optimized. It might be possible
to automatically tune the step size based on the current error residuals by incorpo-
rating Least Squares Estimation [2].
Another concern of future work lies in the way of setting up an initial basis U . Right
now, a lot of random restarts might be needed for finding a good local optimum,
which will increase the running time and reduce the reliability of OSDR.
In OSDR, the label is assumed to related to feature vector via logistic model and
linear regression model. In the future work, more general assumption could be made.




















































































































































































































Table 6: Misclassification Rate of ODR v.s. OSDR when a/c = 10 in rotating
subspace


























Table 7: Misclassification Rate of ODR v.s. OSDR when a/c = 6 in rotating subspace


























Table 8: Misclassification Rate of ODR v.s. OSDR when a/c = 3 in rotating subspace


























Table 9: Distribution of digits in USPS dataset.
0 1 2 3 4 5 6 7 8 9 Total
Train 1194 1005 731 658 652 556 664 645 542 644 7291
Test 359 264 198 166 200 160 170 147 166 177 2007
Table 10: d v.s. misclassification rate in USPS digits recognition.
2 3 4 5 7 10 15 20
ODR 0.2834 0.2000 0.1704 0.1443 0.1080 0.0990 0.0751 0.0702
OSDR 0.2411 0.1563 0.1323 0.1103 0.0943 0.0783 0.0646 0.0594
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