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have a substantial stochastic component, in which the
"theoretical estimator" is not achievable, and all we get
are various approximations of varying degrees of exact-
ness. An example is the S-estimator of multivariate lo-
cation and scale, which will be dealt with in some detail
later. However, the arguments we educe for this situa-
tion will clearly apply equally to such methods as Markov
chain Monte Carlo, optimal experimental design, and
other important areas of statistical science.
Much of statistics has been dedicated to finding (effi-
ciently, in small samples) structure that would be obvi-
ous if the sample had been large enough. Many problems
we now work on have a more subtle structure, which is
best defined by what it is not. Non-subtle structure is
defined by the fact that it reveals itself "automatically"
with an increase in sample size. These include, for exam-
ple, means, medians, regressions coefficients with fixed
regressors. Subtle structure includes problems like esti-
mation of mixture models, affine-equivariant clustering,
and the one explored here as an example: robust esti-
mation of multivariate location and shape.
Constructive mathematics is a philosophical
doctrine that asserts that objects cannot be shown
to exist unless a method is provided for producing
them. The related usage Constructive Statistics is
intended mean that statistical constructs, such as
estimators, do not (usefully) exist unless they can
be employed. A function defined from the data
space to the parameter space is not an estimator by
virtue of an existence proof, but only by virtue of
a method for finding the answer. Furthermore, one
cannot have a generally useful estimator unless it
can be computed in a reasonable time (polynomial
at a minimum). Asymptotics must be constrained
by computational complexity.
Another important point is that with many
modern estimators that contain a stochastic com-
ponent, the choice of algorithm determines the
properties of the estimator. One could say that
The Algorithm is the Estimator. Many of these
modern stochastic estimators can be formulated as
global optimization problems, with all that implies.
In this climate, computational statistics is at the
center of modern statistical science, not at the pe-
riphery.
1.1 Problem Definition
The Role of Algorithms in Sta-
tistical Science
1
At one time, it would have been feasible to argue that al-
gorithms were not central to statistical science because
all a better algorithm did was somewhat speed up ar-
riving at essentially the same estimate (certainly a dis-
putable point, however). This position is no longer de-
fensible. More and more, we are using estimators that
.The resea;rch reported in this paper was supported by grants
from the National Science Foundation (DMS 93-01344, DMS 94-
06193, DMS 95-10511, DMS 96-26843, ACI 96-19020), DuPont,
and the National Institute of Environmental Health Sciences, Na.-
tional Institutes of Health (P42 ES04699)
Given a set of n points in ?J?;P, suppose that a majority
are generated by a well-behaved elliptical distribution
with mean /LO and covariance Eo, but that some points
come from another distribution, or are errors of some
kind. Such disparate points or clusters are frequently of
interest in themselves, and would correspond to leverage
points in regrssion if used as predictors. To identify the
"bad" points, we must robustly estimate the center by a
p-vector and the shape by a p x p PDS matrix.
There are a number of desirable properties that such
an estimator should have, including affine equivariance,
high breakdown point, effectiveness in high dimension
and with large data sets, and reasonable computation
time.
Affine equivariance means that the results do not de-
pend on the measurement scales or on the orientation of
the point cloud in space. Let {Xi} be a set of n points
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Figure 1: Plot of 500 points in dimension 30 with 20%
contaminated normal data in a favorable projection.
Figure 2: Plot of 500 points in dimension 30 with 20%
contaminated normal data in an unfavorable projection.
in RP. Let A be any (nonsingular) linear transformation
of RP, and M be a p-vector. Then the location estima-
tor TO and shape estimator SO are Affine Equivariant
(AE) if C\IOJ
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Figure 3: Plot of 500 points in dimension 30 with 20%
contaminated normal data in an unfavorable projection,
with contaminated points marked.
1.2 Why is this difficult?
Consider the following example: A 3-dimensional data
set has 500 points, of which 400 come from a multivari-
ate normal distribution and the other 100 come from a
multivariate normal distribution which is displaced suf-
ficiently far that the distributional overlap is small. Fig-
ure 1 shows such a data set in a special projection that
reveals the highly separated structure of the data. Fig-
ure 2 shows the same data in the first two original coor-
dinates. All 435 pairwise coordinate plots have the same
appearance, which is that of a single data mass with no
separations.
The explanation for this disappearing structure is sim-
ple, but difficult to overcome. The smaller point cloud
is displaced along the main diagonal. In dimension two,
the main diagonal is at a 45 degree angle with the coordi-
nate axes, so if the contamination is displaced by d units
out the main diagonal, it is displaced by .7d on any co-
ordinate axis. This a substantial displacement shows up
substantially on the coordinate plots. In dimension 30,
the main diagonal is about 80 degrees off any coordinate
axis (nearly orthogonal), so a displacement of d units
along the diagonal only results in a displacement of .2d
on the coordinate axis. Figure 3 shows which points be-
long to the smaller group (open circles), and demonstrate
how interspersed the two groups are in these coordinate
projections.
This structure can be identified by finding the shape
and location of the majority of the data, which will then
show the isolation of the contaminating group. However,
to identify this structure seems to require first identifying
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Figure 4: Bivariate normal data with Euclidean distance
contours.
Figure 5: Bivariate normal data with Mahalanobis dis-
tance contours.
0
t')
0
C\I
~
0
.-
0
0
.-
.
-10 0 10 20 30
x1
Figure 6: Bivariate 20% contaminated normal data with
Mahalanobis distance contours based on the covariance
of the entire sample.
which points to downweight in the estimation. It is this
chicken-and-egg problem that adds the difficulty to the
analysis
Almost all conceivable affine equivariant methods of
identifying outliers depend on finding a distance and
choosing the most distant points as potential outliers.
Figure 4 shows an artificial bivariate normal data set,
together with the distance contours generated by the Eu-
clidean distance metric. This is obviously a poor metric,
and yet is implicitly used in many multivariate meth-
ods (for example, k-means clustering). Figure 5 shows
the same data with the more appropriate metric gener-
ated by the Mahalanobis distance with respect to the
covariance matrix of the data. If S is a shape matrix
and T is p-vector, then the Mahalanobis distance of x
from T with respect to the shape matrix S is given by
J1; = (x -T)'S-l(x -T). Note that if S = I, we obtain
the usual Euclidean distance. (x -T)'(x -T)
Now suppose that instead of being multivariate nor-
mal, the data are as in the first example 80% from
one normal distribution and 20% from another displaced
from the first by a considerable distance. Figure 6 shows
the data together with the Mahalanobis distance con-
tours generated by the covariance of all the data. This
is a bad metric for identifying outliers and would show
the small displaced cluster as being hardly unusual. To
do this correctly, we need the metric shown in Figure 7,
which is generated by the covariance of only the main
group of data. Note that these contours are much more
widely separated in a probability sense than the con-
tours in the previous plots, with the innermost contour
in Figure 7 being at the same distance as the outermost
contour in the other plots.
To reiterate the dilemma: the correct Mahalanobis
metric can be constructed from the data omitting those
observations that have too high a distance using that
same metric. To obtain the metric, one needs to have the
metric. Of course, this is not as impossible as it sounds,
since the metric, and the list of bad points can be si-
multaneously derived from an iterative search method.
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2.2 Smooth Methods
The use of smooth methods is important for two reasons.
First, the solution once obtained is much more statisti-
cally efficient. Second, a reasonable starting point will
lead reliably to a good solution of the smooth estimator,
whereas it is often of little help in finding a better com-
binatorial estimator. We call these "smooth" methods
in opposition to the last sections combinatorial methods
because they are defined by a continuous optimization
or equation solution process; i.e., the solutions do not lie
in a discrete set, but rather in a smooth manifold.
An S-estimate of multivariate location and shape is
defined as that vector t and PDS matrix C which min-
imizes 1 CI subject to
n-l LP ([( Xi -t)T C-1( Xi -t)]1/2) = bo (1)
x1
which we write asFigure 7: Bivariate 20% contaminated normal data with
Mahalanobis distance contours based on the covariance
of uncontaminated part of the data. (2)
It has been shown by Lopuhaa (1989) that S-estimators
are in the class of M -estimators with standardizing con-
straints with weight functions VI (d) = w(d), v2(d) =
pw(d), v3(d) = v(d), where 'IjJ(d) = p'(d), w(d) = 'IjJ(d)jd,
v(d) = 'IjJ(d)d, with constraint (2). The specifics of the
iteration for both M -and S-estimators is given in Rocke
and Woodruff (1994).
However, it does indicate that the search may be non-
trivial, and may require advanced techniques.
2 Approaches to the Problem
2.1
Combinatorial Estimators
Combinatorially defined estimators form an important
part of the estimation strategy. Much earlier work was
based on the minimum volume ellipsoid (MVE) estima-
tor which is defined as the center and shape matrix of
that ellipsoid from a given class of ellipsoids that has a
minimum volume, subject to containing a fixed fraction
of the data (Rousseeuw 1985). We choose to refer to this
estimate as combinatorial, since it is combinatorial in the
sense that it is determined by the choice of the subset
of points that are contained in the ellipsoid. However,
the MVE is an n-1/3 estimator (Davies 1992), so has
asymptotic efficiency zero. A more effective candidate is
the minimum covariance determinant estimator (MCD),
which is defined as the mean and covariance of that sub-
set of the data of prescribed size such that the determi-
nant of the covariance matrix is smallest. The MCD is
an n -1/2 estimator, so has better statistical properties
than the MVE (Butler, Davies, and Jhun 1993). Recent
work has shown that the MCD is much more effective in
practice than the MVE, so our work has focused on this
estimator (Rocke and Woodruff 1996, Rousseeuw and
Van Driessen 1997, Woodruff and Rocke 1994)
2.3 Hybrid Methods
Combinatorial estimators are poor candidates for a final
estimator, even for screening for outliers, because of their
low statistical efficiency and difficulty of computation in
large data sets. On the other hand, smooth estimators
perform poorly if the starting point for the iteration is
not itself a reasonably good estimator of the location and
shape of the main mass of data. For example, iteration
starting from the sample mean and covariance does not
usually lead to good estimates if the contamination is at
least 1/(p + 1). This fact is closely related to the work
of Maronna (1976) who showed that when the fraction
of outliers is above 1/(p+ 1) the defining equations of an
M -estimator always have a solution that can be carried
over all bounds. This does not preclude the existence of
a solution that remains bounded, and the S-estimation
case shows that this can occur.
Essentially, combinatorial estimates work in the data-
selection space, which consists of subsets of the n points,
and smooth estimates work in the parameter space, con-
sisting of (T, S) E 3?;P x PDS(P). It is necessary to begin
in the data space, for example by choosing a random sub-
set whose mean and covariance can be used to start the
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smooth estimation iterations. For point sets in general
position, this provides a mapping from the subsets of the
data space to the parameter space. Given a subset size
h, there is a unique (up to duplicate distances) transfor-
mation from the parameter space to the data space in
which the points with the h smallest Mahalanobis dis-
tances are selected.
Random point sets can be used to form a starting es-
timate for the iterations of the smooth estimation meth-
ods, but it is often more effective to search in the data
space first using heuristic search techniques, about which
more is said later in the paper (Woodruff and Rocke
1993, 1994; Rocke and Woodruff 1996).
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3 The Algorithm is the Estimator
Figure 8: Perspective plot of S-Estimation profile objec-
tive function.
While the definition of the S-estimator requires the
choice of whichever root of the iterative process gives
the lowest value of ISI, it does not tell you how to find
it or even how to tell if you need to keep searching. It
has been shown that there exists a unique solution to
this problem (Davies 1987), but the function being min-
imized has potentially many local minima, some very far
from optimal. There exists no known algorithm that can
always produce the optimal value, even in an arbitrar-
ily long computation. The theoretical S-estimator must
be a solution to the associated M -estimating equations;
however, there is no known method of determining how
many such local solutions there are. Given a list of such
local solutions, the best of them is a candidate for the
theoretical S-estimator, but there is no known method
of determining whether there is another solution with
smaller determinant. Furthermore, there can be very
large differences between the best solution (the theoret-
ical S-estimator), and the second-best solution
Under these circumstances, which occur in more and
more modern statistical methods, the algorithm used to
find local solutions is critical in the quality of the ap-
proximation to the theoretical S-estimator. Use of a less
effective algorithm can result, not in a small degradation
of performance, but in a very large one. In a very realsense, 
the algorithm is the estimator, and different al-
gorithms result in essentially different estimators, which
can have very different finite-sample properties.
ance is the identity. The parameter space consists of
(T, S) E !J?:2 x PDS(2), which is a manifold of dimension
five and is therefore difficult to visualize. We can reduce
this to four by noting that the constraint that is part of
the S-estimation definition determines the "size" of the
covariance matrix given two of parameters; we use the
coefficient of correlation and the natural logarithm of the
ratio of the diagonal elements (variable standard devia-
tions). Given these two parameters, we can choose the
mean vector that minimizes the covariance determinant
subject to the S-estimation constraint and subject to the
fixed values of these two parameters. The logarithm of
the determinant of this matrix is a sort of profile opti-
mum, in which the optimum is analogous to the profile
log likelihood for maximum likelihood estimation.
Figure 8 shows a perspective plot of this profile surface
(inverted for better visibility). The broad, flat optimum
corresponds to a solution that is near to the whole-data
mean and covariance. This is the solution that is easy to
find, but is poor in the sense that it does not reveal the
structure of the data as a mixture of two clusters. The
narrow, steep optimum is the "correct" solution, both
in the sense that it has a better objective function value
and in the sense that it allows the structure of the data
to be revealed (the optimum is not at the edge of the
parameter space, but only near it). Figure 9 shows the
same surface as a contour plot. Superimposed upon it
are 100 random starting points obtained by selecting a
random half-sample and computing the mean and co-
variance. Random half samples are a common means of
obtaining a starting value, but as can be seen here, are
3.1 An Example
Consider a data set in dimension 2 consisting of 500
points, of which 300 are multivariate standard normal
and 200 are from a displaced standard normal distri-
bution. These data are then transformed so that the
observed mean is at (0, 0) and the observed covari-
ineffective. With a sample this large (250 points), the
sample covariance will not be far from the true covari-
ance of the whole data sample, and thus will be far from
the correct value.
A better method of starting is to use a smaller sample
than half. Figures 10, 11, and 12 illustrate this. Random
subsets with 100 points seem still to large, and ten-point
subsets are on the borderline, but five-point subsets pro-
vide a wide range of starting points, at least one of which
is likely to lead to the correct solution. It is not known
what the optimal random sample size might be. Clearly
n/2 is too big. The sample can be as small as p + 1
and still generate a nonsingular covariance matrix, but
in higher dimension such subsamples lead to wildly vary-
ing covariance shapes, even if all the points happen to be
in the main cluster. It seems likely that the best sample
size for this method is somewhat larger, perhaps 2p or
3p.
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4 Combinatorial Estimators Correlation
Figure 9: Contour plot of S-Estimation profile objective
function with random half-sample starting points.
C\I
The Minimum Volume Ellipsoid (MVE) estimator is the
center and shape matrix of that ellipsoid of minimum
volume that contains over half the data points. The
original proposal by Rousseeuw was that the set of el-
lipsoids considered be restricted to those generated by
the covariance of some subset of p + 1 points, called an
elemental subset. Later work has shown that this appeal-
ing procedure is not as effective as allowing larger sets
of ellipsoids, such as those generated by arbitrary sized
subsets. The MVE has a breakdown point approach-
ing 50%, which might make it a good candidate as an
estimator or a starting place for iteration.
It is a careless use of language to refer to the MVE,
without specifying from what class of ellipsoids one is
finding the minimum. This has variously been defined
as
:2
om
II: 0
C
cn'£
.All ellipsoids (used for theoretical work),
.Ellipsoids generated by covariance matrices of ele-
mental subsets, and
.Ellipsoids generated by covariance matrices of all
subsets.
C)I
1.0 -0.5 0.0 0.5 1.0
Paradoxically, the set of ellipsoids generated by all
subsets may yield a better answer than the set of all
ellipsoids. This is because, after the set of points that
lie in the ellipsoid is chosen, the ellipsoid must be vari-
ously rotated to reduce the volume (Titterington 1975,
1976), and this rotation may take it further from the
theoretically correct value. It certainly leads to better
Correlation
Figure 10: Contour plot of S-Estimation profile objective
function with random 100-point starting points.
C\I
answers than using the elemental subset ellipsoids, which
are too few and too variable to form a reasonable class to
choose from. This is another example of The algorithm is
the estimator: the performance of the MVE depends on
(among other things), the class of ellipsoids from which
the optimum is sought.
The Minimum Covariance Determinant (MCD) esti-
mator is the mean and covariance of that sub-sample of
just over half the data for which the determinant of the
covariance matrix is smallest. Like the MVE, compu-
tational issues are very important in getting good esti-
mates. The MCD lends itself nicely to search algorithms,
because there is a good update formula for adding and
deleting points (Hawkins 1993b).
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5 Heuristic Search Methods
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Figure 11: Contour plot of S-Estimation profile objective
function with random 10-point starting points.
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Figure 12: Contour plot of S-Estimation profile objective
function with random 5-point starting points.
There have been a number of methods proposed for find-
ing MCD or MVE estimates, either in their own right or
as a starting point for other methods ( Atkinson 1994,
Cook, Hawkins, and Weisberg 1993, Hawkins 1993a,
1993b, Post 1984, Rocke and Woodruff 1996, Rousseeuw
and van Zomeren 1990, Woodruff 1995, Woodruff and
Rocke 1993, 1994). The basic problem faced in both
cases (the MCD and the MVE) is that the number of
possible candidates is extremely large. Taking a small
data set (n = 200), the number of half samples is about
1059. One way to help visualize this very large number
is to imagine a million processor parallel computer, each
processor of which performs a billion estimates per sec-
ond (1000 GFlops per processor?). This machine, many
orders of magnitude larger than anything available to-
day, would still require 1033 millennia to examine all half
samples!
Obviously, such calculations indicate that enumera-
tion is an impossible method for finding these estima-
tors; in fact, finding the exact MCD or MVE for data
sets larger than perhaps 30 points is completely infeasi-
ble. For the purposes of use as a starting point, we do
not need the exact estimate, but only one that is good
enough to lie in the domain of attraction of the correct
solution of an S-estimation (or similar) procedure. Use
of random subsets is a simple, but probably ineffective
strategy. All known effective methods involve the use
of some sort of search technique. These might include
steepest descent with random restarts, tabu search, sim-
ulated annealing, or genetic algorithms.
The simplest of these is steepest descent with random
restarts. Begin with a random sample of size h. Consider
all swaps of a point in the set with a point outside of the
set, and choose the swap that most decreases the covari-
ance determinant. When no further swaps are possible,
5.1 The Partition Meta-Algorithm
In spite of much work and many improvements in the
heuristic search part of hybrid methods, the extremely
rapid rise in the size of the search space as n rises leads
to significant computational problems. These can be se-
vere enough that doubling the data, while doubling the
computation time, still results in degraded performance.
A solution to this problem is to run the combinatorial
portion of the algorithm on a sequence of random sub-
sets, possibly on an entire random partition of the data,
and then use each candidate emerging from the search
in a subset as a starting point for iteration in the whole
data set. Specifically, this method was introduced by
Woodruff and Rocke (1994) in the form of the partition
meta-algorithm as follows:
.Divide the data randomly into cells of fixed size,
(3p-5p?). If n is large, do not use all cells of the
partition.
.Divide the available computation time into equal
segments.
.In each segment, compute the best MCD possible
in that amount of time.
.Iterate from each starting point using all the data
This method has been effectively employed by
Rousseeuw and Van Driessen (1997) for searching for
the MCD, in which the last step consists of finding the
closest points and recalculating the MCD iteratively. For
large data sets, a further refinement might be to do the
smooth estimator iterations only on a subset (larger than
the partition cells) of the full data set, and only do the
full iteration once (or for extremely large data sets, not
at all).
The theoretical behavior of the partition meta-
algorithm is satisfactory if the probability is not neg-
ligible of a reaching a solution in the subsets that is in
the domain of attraction of the correct smooth estimate
solution. For fixed p, as n ~ 00, constrain the partition
algorithm to a computational effort that increases lin-
early with n. Then, the probability that the algorithm
converges to the "correct" root goes to 1 as n ~ 00.
Furthermore, the distribution of the resulting S-estimate
converges to the asymptotic distribution of the exact S-
estimator given by Davies (1987).
one has reached a local minimum in this "swap neighbor-
hood" structure, which Hawkins (1993b) calls a feasible
solution (thus his nomenclature of feasible solution al-
gorithm or FSA). As demonstrated above, random half-
samples are not random enough, so it may be worthwhile
choosing a smaller random subset at first and building it
up to a half sample either in steps, as in Atkinson (1994)
or by looking for close points in the metric generated by
the initial sample (Hawkins 1998, Rousseeuw and Van
Driessen 1997). This building-up process is sometimes
called using constructive neighborhoods.
More complex search methods can generate a better
answer in a fixed search time (see Reeves 1993 for a gen-
eral introduction, and Woodruff 1995 and Woodruff and
Rocke 1993 for applications to this problem).
Tabu Search adds some complexities to steepest de-
scent to allow exploration of local minima. The algo-
rithm descends unless the move is tabu, because it adds
a point that was recently removed. Many other features
enhance the ability to climb out of a local minimum.
Simulated Annealing must be carefully tuned if it
is to be competitive. Cooling schedules that guarantee
asymptotic convergence to optimal solutions do not seem
to allow simulated annealing to be competitive. This has
important implications for Gibbs sampling (closely re-
lated to simulated annealing) when the equations defin-
ing the posterior likelihood may have more than one ap-
parent solution, as in mixture problems.
Genetic Algorithms seem poorly suited for this ap-
plication partly because the ability to update is lost given
the large changes in the set of points. In addition, the
only really successful implementations of this type of al-
gorithm in optimization problems use frequent descent
steps, and use the genetic features mainly as an alterna-
tive to random restarts.
We found that tabu search is a good choice if the
combinatorial optimization is the main goal and if there
is a large amount of processing time available. Steep-
est descent does well when the amount of time available
may not be sufficiently large; in fact, it is often very
hard to beat. The use of larger jumps than the swap
neighborhood allows, via recalculation of the covariance
matrix and re-setting the points to the closest in that
metric, may offer an important improvement (Hawkins
1998, Rousseeuw and Van Driessen 1997).
Pure elemental subset algorithms are not competitive
with these heuristic search algorithms. One reason may
be that a covariance matrix based on p + 1 points is
too variable to be useful, but another problem is that
no descent step is used. Elemental subsets may pro-
vide a possibly good starting point for descent methods.
(Rousseeuw and Van Driessen 1997).
6 Constructive Statistics
Constructive mathematics is a philosophical doctrine
which states that nothing can be shown to exist without
.Computational statistics is at the center of modern
statistical science.
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