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Introduction
La physique de la matie`re condense´e est une discipline tre`s large. Elle pre´tend de´crire
les proprie´te´s et les phe´nome`nes physiques des solides. Mais la nature meˆme du solide rend
sa description difficile. En effet, un solide est en ge´ne´ral un corps macroscopique sugge´rant
une approche classique. Par ailleurs ses proprie´te´s sont souvent lie´es a` celles des atomes
qui le composent et a` leur arrangement dans le re´seau cristallin. On se situe cette fois a` une
e´chelle microscopique pour laquelle le formalisme le mieux adapte´ est la me´canique quantique
et meˆme au-dela` avec la the´orie des champs. Enfin, le nombre conside´rable de particules
constituant le solide permet d’appliquer les me´thodes de la me´canique statistique. Bien
e´videmment, selon les syste`mes ou les proprie´te´s que l’on veut e´tudier, on peut utiliser une
ou plusieurs de ces de´marches. On parle ainsi d’approche semi-classique quand on introduit
une part de me´canique quantique dans la the´orie classique ou encore de me´canique statistique
quantique lorsque l’on prend en compte la nature fermionique ou bosonique des particules
qui composent le solide.
C’est dans ce cadre tre`s large que s’inscrit la physique me´soscopique. Par (( physique
me´soscopique )) on entend ge´ne´ralement la branche de la physique de la matie`re condense´e
qui de´crit des syste`mes dont la taille est interme´diaire entre l’e´chelle microscopique et
l’e´chelle macroscopique. Le syste`me doit avoir des dimensions suffisamment petites pour eˆtre
conside´re´ comme microscopique et donc pour que la me´canique quantique s’applique, mais
aussi suffisamment grandes avec un tre`s grand nombre de particules pour pouvoir utiliser la
me´canique statistique. Plus pre´cise´ment, on peut ge´ne´ralement supposer qu’un syste`me est
me´soscopique lorsque ses dimensions sont infe´rieures a` la longueur de cohe´rence de phase Lφ
des e´lectrons, c’est-a`-dire la longueur moyenne sur laquelle la fonction d’onde d’un e´lectron
garde une phase bien de´finie. La me´canique quantique s’applique alors pleinement. Cette
re´fe´rence aux e´lectrons n’est pas totalement innocente. En effet, nombre de phe´nome`nes
e´tudie´s en physique me´soscopique sont directement lie´s aux proprie´te´s e´lectroniques du
syste`me conside´re´. L’exemple le plus naturel est le transport du courant e´lectrique dans
un conducteur quantique.
On situe ge´ne´ralement le point de de´part de la physique me´soscopique en 1957 lorsque
Rolf Landauer a sugge´re´ une approche de diffusion tre`s simple pour calculer le courant et
la conductance dans un fil connecte´ a` deux re´servoirs thermalise´s [1]. Plus pre´cise´ment, la
conductance G du fil est directement relie´e a` la probabilite´ de transmission T d’un e´lectron
d’un re´servoir a` l’autre a` travers le conducteur :
G =
2e2
h
T ,
ou` e est la charge de l’e´lectron et h la constante de Planck. Cette formule est bien connue
sous le nom de formule de Landauer. A l’e´poque, l’article de Landauer est passe´ quelque peu
inaperc¸u. De fait, il faudra attendre les anne´es quatre-vingts pour que ces travaux soient
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enfin conside´re´s avec inte´reˆt et pour que la formule de Landauer prenne sa forme actuelle [2].
Cette longue pe´riode de relative indiffe´rence a` l’e´gard de ces travaux s’explique surtout par
la tre`s grande difficulte´ d’obtenir des re´sultats expe´rimentaux. En effet, au cours des anne´es
cinquante, les techniques ne permettaient pas de fabriquer des e´chantillons assez petits pour
pouvoir espe´rer mettre en e´vidence des phe´nome`nes quantiques. Il a donc fallu attendre les
progre`s des processus de fabrication, avec par exemple la lithographie e´lectronique. Mais il
ne suffit pas de fabriquer de bons e´chantillons, il faut pouvoir effectuer des mesures dans de
bonnes conditions (de tempe´rature ou d’isolation e´lectromagne´tique par exemple). Les tech-
niques et les appareils de mesures ont e´galement beaucoup progresse´ au cours des dernie`res
de´cennies. Citons par exemple l’utilisation des re´frige´rateurs a` dilution qui permettent de
descendre a` des tempe´ratures bien infe´rieures a` celle de l’he´lium liquide. Graˆce aux progre`s
expe´rimentaux, la physique me´soscopique est devenue aujourd’hui une discipline tre`s active.
Paralle`lement a` tous ces de´veloppements fondamentaux, il ne faut pas oublier l’essor
conside´rable de la micro-e´lectronique. La miniaturisation des composants est devenue un
enjeu industriel et e´conomique majeur. Actuellement, la taille des transistors des micropro-
cesseurs est de l’ordre de 0.13µm. Meˆme si ces dimensions sont tre`s petites, le fonctionne-
ment des circuits inte´gre´s repose avant tout sur une approche semi-classique du transport :
les e´lectrons sont vus comme des particules classiques subissant e´ventuellement des colli-
sions pendant leur mouvement dans le conducteur. Cette de´marche reste tout a` fait correcte
tant que les dimensions des circuits demeurent beaucoup plus grandes que la longueur de
cohe´rence de phase des e´lectrons. Dans le cas contraire, la nature ondulatoire des e´lectrons ne
peut plus eˆtre ne´glige´e. Par exemple, des interfe´rences entre les fonctions d’onde e´lectroniques
peuvent apparaˆıtre. Il devient alors ne´cessaire d’utiliser une approche purement quantique
pour de´crire correctement le transport. Au rythme actuel de la miniaturisation des circuits,
les limites quantiques seront atteintes d’ici quelques anne´es, ce qui pourrait a` nouveau ren-
forcer l’inte´reˆt pour la physique me´soscopique.
Meˆme si les progre`s industriels sont tre`s importants, cette the`se aborde avant tout des su-
jets fondamentaux. On s’est tout particulie`rement inte´resse´ au transport e´lectronique dans les
syste`mes unidimensionnels. Un syste`me peut eˆtre conside´re´ comme unidimensionnel quand
le mouvement des particules mises en jeu dans le transport (e´lectrons, phonons, photons) est
limite´ a` une seule direction. En pratique, il faut que l’e´tendue spatiale de la fonction d’onde
transverse soit re´duite a` seulement un petit nombre de fois la longueur d’onde de Fermi.
Cette limitation peut venir directement de la ge´ome´trie des e´chantillons. Par exemple, la
longueur d’un nanotube (mono-paroi) de carbone est beaucoup plus grande que sa section,
et il peut sans proble`me eˆtre assimile´ a` un syste`me unidimensionnel. Mais on peut e´galement
confiner les particules graˆce a` un potentiel exte´rieur ou a` un champ magne´tique de fac¸on
a` leur imposer un mouvement dans une seule direction. Les e´tats de bord de l’effet Hall
quantique fractionnaire en sont un bon exemple.
La quantite´ physique la plus naturelle pour caracte´riser le transport dans un e´chantillon
me´soscopique est la conductance. Comme on l’a vu, elle a e´te´ calcule´e pour la premie`re fois
dans un fil quantique au cours des anne´es cinquante par Landauer, mais c’est seulement en
1988 que des expe´riences sont venues confirmer ces pre´dictions [3, 4]. Depuis, la conduc-
tance a e´te´ calcule´e et mesure´e dans des syste`mes tre`s varie´s. Cependant, la conductance est
associe´e au caracte`re moyen du transport : elle ne contient aucune information temporelle.
C’est pourquoi on s’inte´resse a` une autre quantite´ qu’on appelle le bruit, et qui mesure les
fluctuations temporelles du courant autour de sa valeur moyenne. Si le bruit est mainte-
nant largement e´tudie´, les premiers travaux sur le sujet sont bien ante´rieurs a` la physique
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me´soscopique et meˆme a` la me´canique quantique. En effet, le premier re´sultat a e´te´ e´tabli
en 1918 par Walter Schottky [5] qui a calcule´ le bruit ge´ne´re´ par une source de particules
classiques. Il a ainsi montre´ que le bruit S e´tait proportionnel au courant I et a` la charge e
des particules :
S = 2eI .
Les recherches sur le bruit ont longtemps accompagne´ le de´veloppement des te´le´communi-
cations ou` le bruit est conside´re´ comme un phe´nome`ne parasite. Son e´tude dans le cadre de
la physique me´soscopique n’est venue qu’a` la fin des anne´es quatre-vingts dans la continuite´
des travaux sur la conductance. Ainsi, il est possible d’obtenir une formule analogue a` celle
de Schottky, ou` le bruit est toujours proportionnel au courant et a` la charge des particules,
avec cependant un facteur de re´duction que de´pend de la probabilite´ de transmission des
e´lectrons au travers de l’e´chantillon. La mesure du courant et du bruit permet donc de
trouver la charge des porteurs. Par ailleurs, en allant au-dela` de la formule de Schottky, on
verra que le bruit contient aussi des informations sur la statistique des particules.
Les premie`res expe´riences de mesure de conductance e´taient effectue´es dans des e´chantil-
lons semi-conducteurs ou me´talliques. D’autres expe´riences ont e´tudie´ le transport dans un
supraconducteur. Mais ce sont les syste`mes hybrides, c’est-a`-dire avec une partie normale
et une partie supraconductrice qui ont suscite´ le plus d’inte´reˆt ces dernie`res anne´es. Si la
supraconductivite´ (conventionnelle) est bien comprise, l’influence d’un supraconducteur sur
le reste du syste`me l’est beaucoup moins. En particulier, lorsqu’on a une jonction entre un
me´tal normal et un supraconducteur, l’effet de proximite´ permet aux paires de Cooper de
pe´ne´trer du coˆte´ normal. D’autre part, un doublement de la conductance et du bruit a e´te´
observe´ dans ces jonctions, signature de la charge 2e des paires de Cooper.
Dans le passe´, la plupart des re´sultats de la physique me´soscopique ne´gligeaient les in-
teractions e´lectron-e´lectron dans l’e´chantillon. En effet, inclure les interactions dans le cal-
cul complique conside´rablement le proble`me, puisque des de´veloppements perturbatifs tre`s
lourds sont ge´ne´ralement ne´cessaires. C’est le cas par exemple dans la the´orie des liquides
de Fermi qui constitue pourtant une bonne approximation. En deux et trois dimensions,
celle-ci permet de ramener le proble`me a` un ensemble de quasi-particules sans interactions.
Mais en une dimension, la the´orie des liquides de Fermi n’est plus valable en raison des
divergences de la se´rie de perturbations. Heureusement, il existe d’autres mode`les qui ont en
plus le me´rite d’eˆtre exactement solubles. Ainsi, la the´orie des liquides de Luttinger permet
de de´crire un syste`me unidimensionnel d’e´lectrons en interaction. L’ide´e est d’introduire des
champs bosoniques afin de mettre le Hamiltonien sous forme quadratique en terme de ces
champs, tout en incluant les interactions.
Le premier chapitre de cette the`se introduit les principes de base de l’e´tude du transport
en physique me´soscopique. Le calcul du courant, de la conductance et du bruit y sont de´taille´s
et les re´sultats sont compare´s avec l’expe´rience.
Dans le deuxie`me chapitre, on s’est inte´resse´ au transport dans les jonctions entre un
me´tal normal et un supraconducteur. Le calcul du courant et du bruit permet de mettre en
e´vidence l’influence des paires de Cooper du supraconducteur sur le transport. On retrouve
notamment le doublement du bruit a` fre´quence nulle. A fre´quence finie, on peut e´galement
observer la signature de tous les processus de re´flexion et de transmission au niveau de la
jonction.
Le chapitre 3 traite des expe´riences du type Hanbury-Brown et Twiss. Il s’agit de mesurer
les corre´lations de bruit entre les deux branches d’un syste`me en forme de (( Y )). Le signe
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des corre´lations est directement relie´ a` la statistique des particules : positif pour les bosons,
ne´gatif pour les fermions. Or, le simple fait d’introduire un supraconducteur permet d’obtenir
des corre´lations positives dans un syste`me pourtant fermionique.
Pour qu’un courant circule dans un fil, il est ne´cessaire de maintenir une diffe´rence de po-
tentiel entre ses extre´mite´s. On cre´e donc ainsi une situation de de´se´quilibre. Pourtant, dans
les premiers chapitres, toutes les valeurs moyennes (courant, bruit) ont e´te´ calcule´es dans
un formalisme d’e´quilibre. Cela demeure une approximation valable tant que la diffe´rence de
potentiel reste suffisamment faible. Mais si l’on recherche une approche plus syste´matique ou
si l’on veut par exemple inclure des interactions ine´lastiques, il faut utiliser un formalisme
de thermodynamique hors de l’e´quilibre. Le chapitre 4 pre´sente le formalisme de Keldysh
qui permet de re´e´crire la the´orie des perturbations dans des syste`mes hors de l’e´quilibre. On
donnera un exemple de l’utilisation de ce formalisme avec le calcul du courant et du bruit
dans un fil comportant une barrie`re.
Enfin, dans le chapitre 5, on s’est inte´resse´ a` l’influence des interactions sur le transport.
Comme on l’a vu, en une dimension, la the´orie des liquides de Luttinger est bien adapte´e.
On en donnera donc une pre´sentation, puis on en verra une illustration avec le calcul de
la conductance d’un fil. La dernie`re partie de ce chapitre s’inscrit dans la continuite´ du
pre´ce´dent, puisqu’on utilisera le formalisme de Keldysh pour calculer le courant et le bruit
dans deux liquides de Luttinger chiraux couple´s par une impurete´.
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Chapitre 1
Courant et bruit
1.1 Approche de Landauer
En 1957, Rolf Landauer a de´veloppe´ une the´orie du transport du courant e´lectrique dans
les conducteurs quantiques [1]. Contrairement aux mode`les semi-classiques qui de´crivent les
conducteurs macroscopiques comme le mode`le de Drude ou de Sommerfeld, l’approche de
Landauer est directement lie´e a` la nature ondulatoire des e´lectrons. L’e´chantillon se com-
porte comme un guide d’onde, comportant e´ventuellement plusieurs modes que l’on appelle
des canaux. La conductance G de l’e´chantillon est alors proportionnelle a` la probabilite´ de
transmission d’un e´lectron a` travers le conducteur.
L’approche de Landauer s’applique directement si le conducteur est balistique. Pour que
cette condition soit ve´rifie´e, les dimensions de l’e´chantillon doivent rester infe´rieures au libre
parcours moyen, c’est-a`-dire plus petites que la distance moyenne parcourue par les e´lectrons
entre deux collisions avec une impurete´ ou un de´faut du re´seau cristallin. En pratique, le
libre parcours moyen varie beaucoup selon les mate´riaux et la tempe´rature. Il peut aller
de quelques nanome`tres dans les me´taux a` plusieurs dizaines de microme`tres dans les se-
miconducteurs a` haute mobilite´ a` basse tempe´rature. Toutefois, il est ge´ne´ralement difficile
de fabriquer des e´chantillons balistiques permettant d’effectuer des mesures de transport.
Cependant, l’approche de Landauer peut eˆtre ge´ne´ralise´e a` un e´chantillon diffusif. Il faut
ne´anmoins que ses dimensions soient infe´rieures a` la longueur de cohe´rence de phase des
e´lectrons. Pour cela, il est ne´cessaire que les collisions des e´lectrons avec les impurete´s restent
e´lastiques. Dans ces conditions, la phase de la fonction d’onde est pre´serve´e et la me´canique
quantique s’applique toujours. Par contre, si la taille de l’e´chantillon de´passe ces longueurs
caracte´ristiques, il convient de revenir a` des approches semi-classiques du type Boltzmann-
Langevin par exemple.
Comme les e´chantillons que l’on conside`re sont des fils, leur longueur est en ge´ne´ral
beaucoup plus grande que les deux autres dimensions. Par conse´quent, la fonction d’onde
e´lectronique peut en principe eˆtre de´compose´e en un produit de la fonction longitudinale par
la fonction d’onde transverse. En ge´ne´ral, on peut ne´gliger cette dernie`re ou bien l’e´liminer en
inte´grant sur les dimensions transverses et se ramener ainsi a` un formalisme a` une dimension.
La section du filW de´termine alors le nombre de modes transverses (canaux) qui est de l’ordre
de 2W/λ2F dans un fil de section rectangulaire.
Le fil est connecte´ de part et d’autre a` deux re´servoirs maintenus chacun a` un potentiel
chimique, par exemple µL et µR. Si l’on veut qu’un courant circule dans le conducteur, il
faut appliquer une diffe´rence de potentiel entre les re´servoirs µL − µR = eV . Si un courant
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Fig. 1.1: Fil quantique relie´ a` deux re´servoirs comportant une zone de diffusion. Un e´lectron
incident (ei) a une probabilite´ R d’eˆtre re´fle´chi (er) et une probabilite´ T d’eˆtre transmis (et).
circule, le fil se retrouve dans une situation hors de l’e´quilibre. En toute rigueur, il serait
ne´cessaire d’appliquer la thermodynamique des syste`mes hors-e´quilibre (comme on le fera
dans les chapitres 4 et 5), mais si la tension n’est pas trop e´leve´e, on peut quand meˆme
utiliser un formalisme d’e´quilibre, beaucoup plus simple.
Au milieu du fil peut se trouver une zone de diffusion (potentiel, constriction, jonction
entre deux me´taux, etc.). Une onde incidente est alors en partie re´fle´chie et en partie trans-
mise (voir figure 1.1). Chaque conducteur de part et d’autre de la zone de diffusion s’appelle
un terminal. Ce qui fait la force de l’approche de Landauer, c’est qu’il n’est pas re´ellement
ne´cessaire de connaˆıtre ce qui se passe dans la zone de diffusion. Celle-ci se comporte comme
une boˆıte noire, simplement de´crite par une matrice S de diffusion, qui relie les e´tats inci-
dents aux e´tats re´fle´chis et transmis. Dans le cas d’un simple fil (donc deux terminaux) a` un
seul canal, on recense deux e´tats incidents et deux e´tats re´fle´chis, donc la matrice S est une
matrice 2 × 2. Mais on peut e´galement imaginer un ensemble de N conducteurs relie´s cha-
cun a` re´servoir et connecte´s entre eux au niveau de la zone de diffusion. Le syste`me pourra
toujours eˆtre de´crit graˆce a` une matrice S dont les dimensions seront cette fois de N × N .
Avec ce formalisme, on peut calculer toutes les quantite´s caracte´ristiques du fil, comme le
courant, la conductance, ou encore le bruit.
1.2 Courant et conductance
1.2.1 Calcul du courant moyen
On cherche a` calculer le courant et le courant moyen dans un conducteur me´soscopique.
On va utiliser une me´thode de type seconde quantification propose´e il y a une dizaine d’anne´es
[6, 7]. D’autre me´thodes sont bien suˆr applicables, notamment l’approche du paquet d’onde
[8] qui est peut-eˆtre plus (( physique )) car elle invoque des arguments de comptage des par-
ticules. Cependant, la seconde quantification a l’avantage d’eˆtre plus syste´matique et plus
facilement ge´ne´ralisable.
On conside`re le cas a priori le plus ge´ne´ral, celui de particules avec spin 1/2 se propageant
dans un conducteur tridimensionnel comportant plusieurs canaux. L’ope´rateur de courant
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dans le terminal m et dans le canal α est de´fini de fac¸on habituelle :
Im,α(xm, t) = e
~
2mei
∑
σ
∫
dym dzm
(
ψ+m,α,σ(rm, t)
∂ψm,α,σ(rm, t)
∂xm
− ∂ψ
+
m,α,σ(rm, t)
∂xm
ψm,α,σ(rm, t)
)
. (1.1)
xm, ym et zm sont les coordonne´es spatiales dans le terminal m. ψ
+
m,α,σ est l’ope´rateur de
cre´ation d’une particule de spin σ dans le terminal m et dans le canal α. La fonction d’onde
correspondante est la somme de l’e´tat incident et de tous les e´tats diffuse´s provenant des
autres terminaux :
ψm,α,σ(rm, t) =
1√
2pi
∫
dkm,α χm,α(ym, zm)
(
eikm,αxmcm,α,σ(km,α, t)
+
∑
n
Nc(n)∑
β=1
√
km,α
kn,β
smαnβe
−ikm,αxmcn,β,σ(kn,β, t)
)
=
me
~2
√
2pi
∫
dE
km,α(E)
χm,α(ym, zm)
(
eikm,α(E)xmcm,α,σ(km,α(E), t)
+
∑
n
Nc(n)∑
β=1
√
km,α(E)
kn,β(E)
smαnβe
−ikm,α(E)xmcn,β,σ(kn,β(E), t)
)
.
Nc(n) est le nombre de canaux dans le terminal n. χm,α(ym, zm) est la fonction d’onde trans-
verse dans le terminal m et le canal α, normalise´e :
∫
dym dzm χm,α(ym, zm)χ
∗
m,β(ym, zm) =
δα,β. Enfin, smαnβ est l’e´le´ment de la matrice de diffusion correspondant au coefficient de
transmission d’un e´tat incident dans le terminal n et le canal β et diffuse´ vers le terminal
m et le canal α. L’e´chantillon est un fil conducteur, donc de forme allonge´e : sa dimension
longitudinale est beaucoup plus grande que les deux autres. Cette ge´ome´trie (et la position
des re´servoirs) impose la direction de circulation du courant, c’est pourquoi on a inte´gre´
sur les dimensions transverses ym et zm dans la formule (1.1). Avec ces de´finitions, on peut
calculer le courant :
Im,α(xm, t) = e
me
~34pi
∑
σ
∫
dE dE ′
(
1
km,α(E)
+
1
km,α(E ′)
)
×
[
e−i(km,α(E)−km,α(E
′))xm c+m,α,σ(km,α(E), t)cn,α,σ(km,α(E
′), t)
−
∑
n,n′
∑
β,β′
√
km,α(E)km,α(E ′)
kn,β(E)km,β′(E ′)
s∗mαnβ(E)smαn′β′(E
′)
ei(km,α(E)−km,α(E
′))xm c+n,β,σ(kn,β(E), t)cn′,β′,σ(kn′,β′(E
′), t)
]
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−
(
1
km,α(E)
− 1
km,α(E ′)
)
×
[∑
n′
∑
β′
√
km,α(E ′)
kn′,β′(E ′)
smαn′β′(E
′)
e−i(km,α(E)+km,α(E
′))xm c+m,α,σ(km,α(E), t)cn′,β′,σ(kn′,β′(E
′), t)
−
∑
n
∑
β
√
km,α(E)
kn,β(E)
s∗mαnβ(E)
ei(km,α(E)+km,α(E
′))xm c+n,β,σ(kn,β(E), t)cm,α,σ(km,α(E
′), t)
]
.
(1.2)
Les fonctions d’onde transverses ont disparu graˆce a` l’inte´gration sur ym et zm et a` la normali-
sation. Telle quelle, cette formule est plutoˆt complique´e, mais elle peut eˆtre conside´rablement
simplifie´e. En effet, on s’inte´resse ge´ne´ralement au courant moyen. Dans ce cas, les inte´grales
sur l’e´nergie ne contribuent de fac¸on significative que sur un intervalle assez restreint au
voisinage de l’e´nergie de Fermi. Sur ce domaine, les k ont une de´pendance en e´nergie qui
varie tre`s lentement et que l’on pourra donc ne´gliger. Tous les k de l’inte´grale pre´ce´dente
sont donc les meˆmes, ce qui permet de re´e´crire simplement :
Im,α(t) = e
me
~32pi
∑
σ
∫
dE dE ′
1
k(E)
(
c+m,α,σ(k(E), t)cm,α,σ(k(E
′), t)
−
∑
n,n′
∑
β,β′
s∗mαnβ(E)smαn′β′(E
′)c+n,β,σ(k(E), t)cn′,β′,σ(k(E
′), t)
)
.
Cette approximation est tre`s pratique car elle permet de simplifier efficacement l’expres-
sion (1.2). Cependant, elle est a` manier avec pre´cautions. En effet, dans certains cas, il est
ne´cessaire de conserver la de´pendance en k du courant, par exemple quand on veut calculer
sa divergence pour utiliser l’e´quation de continuite´.
On veut maintenant calculer le courant moyen. On utilise la relation :
〈c+n,β,σ(k(E), t)cn′,β′,σ(k(E ′), t)〉 = fn(k(E)) δ(k(E)− k(E ′))δnn′δββ′
=
~2k(E)
me
fn(E) δ(E − E ′)δnn′δββ′ .
fn(E) est la distribution de Fermi-Dirac ou de Bose-Einstein du terminal n avec le potentiel
chimique µn : fn(E) = 1/[exp(β(E − µn)) ± 1]. Pour avoir le courant moyen total dans le
terminal m, il faut sommer les courants de tous les canaux. On a par conse´quent :
〈Im〉 =
∑
α
〈Im,α〉
=
2e
h
∫
dE
∑
α
(
fm(E)−
∑
n
∑
β
s∗mαnβ(E)smαnβ(E)fn(E)
)
. (1.3)
1.2. COURANT ET CONDUCTANCE 19
Or, la somme sur les canaux du produit des e´le´ments de la matrice de diffusion peut s’e´crire
en termes de trace : ∑
α,β
s+mαnβ(E)smαnβ(E) = tr
[
s+mn(E)smn(E)
]
. (1.4)
D’autre part, on a la proprie´te´ suivante :
Nc(m)∑
α=1
1 = Nc(m) =
∑
n
tr
[
s+mn(E)smn(E)
]
.
Le courant moyen devient alors :
〈Im〉 = 2e
h
∑
n
∑
α,β
∫
dE |smαnβ(E)|2 (fm(E)− fn(E))
=
2e
h
∑
n
∫
dE Tmn(E) [fm(E)− fn(E)] . (1.5)
Tmn est la probabilite´ de transmission d’une particule du terminal n vers le terminal m.
1.2.2 Cas des e´lectrons : formule de Landauer
On conside`re maintenant le cas des e´lectrons. Si la tension n’est pas trop e´leve´e, les
e´chelles d’e´nergie mises en jeu sont relativement faibles. On peut alors faire l’hypothe`se que
la probabilite´ de transmission est inde´pendante de l’e´nergie : on choisit par exemple sa valeur
a` l’e´nergie de Fermi. Dans la limite de la tempe´rature nulle, les fonctions de Fermi-Dirac
deviennent des fonctions e´chelon de Heaviside et les inte´grales sur l’e´nergie deviennent faciles
a` calculer. Dans le cas d’un conducteur a` seulement deux terminaux et un seul canal avec
une probabilite´ de transmission T , on obtient :
〈I〉 = 2e
h
TeV . (1.6)
La conductance G s’obtient simplement en divisant par la tension :
G =
2e2
h
T . (1.7)
Cette formule est bien connue sous le nom de formule de Landauer [1, 2].
Si maintenant on suppose que l’e´chantillon comporte Nc canaux, avec Tα la probabilite´
de transmission du canal α, la formule devient :
G =
2e2
h
Nc∑
α=1
Tα . (1.8)
L’expe´rience a e´te´ re´alise´e [3, 4] sur un e´chantillon dont le nombre de canaux est controˆle´
par l’application d’une tension de grille. Chaque canal posse`de une probabilite´ de transmis-
sion voisine de 1. La conductance pre´sente alors des plateaux aux multiples de 2e2/h qui
correspondent a` l’ouverture de canaux supple´mentaires quand la tension de grille varie (voir
figure 1.2).
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Fig. 1.2: Conductance en fonction de la tension de grille. On voit clairement l’apparition
de plateaux de conductance aux multiples de 2e2/h correspondant a` l’ouverture de canaux
supple´mentaires lorsque la tension de grille augmente. D’apre`s Van Wees et al. [3].
Dans un e´chantillon macroscopique, la conductance est donne´e par la formule G = σW/L,
ou` σ est la conductivite´, W la section et L la longueur. Plus un fil est long et fin, plus il est
re´sistif. Si on essaie d’appliquer cette formule a` un e´chantillon microscopique, la longueur
devenant tre`s petite, la re´sistance devrait eˆtre proche de ze´ro. Et intuitivement, on aurait
tendance a` penser qu’un conducteur ayant une probabilite´ de transmission 1 aurait une
re´sistance nulle. Or, comme on l’a vu, ce n’est pas le cas, puisque la formule de Landauer
(1.7) donne une re´sistance e´gale a` h/2e2 soit environ 12.9 kΩ pour un conducteur a` un seul
canal. Cette re´sistance est e´videmment loin d’eˆtre ne´gligeable. On peut donc le´gitimement
se demander d’ou` provient cette re´sistance. Il faut se rappeler que l’e´chantillon est connecte´
a` des re´servoirs via des contacts. Ceux-ci ne doivent pas influer sur le transport, c’est-a`-
dire qu’un e´lectron arrivant au niveau d’un contact est absorbe´ de fac¸on certaine dans le
re´servoir : il ne peut pas eˆtre re´fle´chi dans l’e´chantillon. Par ailleurs, on peut de´composer la
re´sistance de la fac¸on suivante :
G−1 =
h
2e2
1
T
=
h
2e2
+
h
2e2
1− T
T
= G−1C +G
−1
S . (1.9)
La re´sistance totale est donc la somme de la re´sistance des contacts (G−1C ) et de la re´sistance
intrinse`que de l’e´chantillon (G−1S ). La re´sistance des contacts a une valeur de 12.9 kΩ alors que
la re´sistance de l’e´chantillon s’annule effectivement si la probabilite´ de transmission T tend
vers 1. Tre`s re´cemment, une expe´rience a permis de mesurer en meˆme temps (sur le meˆme
e´chantillon) les deux types de re´sistance dans un conducteur balistique unidimensionnel de
transmission presque parfaite [9], et a confirme´ les valeurs the´oriques pre´vues. Si on raisonne
de nouveau en terme de conductance, la formule (1.9) donne GS =
2e2
h
T
R
. Longtemps on
s’est demande´ quelle e´tait la (( bonne )) formule de Landauer. En fait, cela de´pend de la fac¸on
dont on effectue la mesure de conductance, suivant que l’on inclut les re´servoirs ou pas. Soit
on mesure le courant traversant la totalite´ de l’e´chantillon et on divise par la diffe´rence de
potentiel, soit on place des sondes sur l’e´chantillon de part et d’autre de la zone de diffusion
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et on mesure le courant. Ce point est particulie`rement de´licat et on pourra se reporter aux
re´fe´rences [10, 11, 12] pour une discussion plus de´taille´e.
1.3 Bruit et corre´lations de bruit
1.3.1 Origine et de´finition
La conductance G permet de bien caracte´riser un e´chantillon conducteur. Cependant,
elle est lie´e a` l’aspect moyen du transport : comme on l’a vu, la formule de Landauer (1.7)
s’e´tablit en calculant le courant moyen. De fait, on a comple`tement ignore´ les fluctuations
temporelles du courant par rapport a` sa valeur moyenne. Le bruit mesure justement ces fluc-
tuations autour de la valeur moyenne. De plus, il apporte des informations supple´mentaires
par rapport a` la conductance, notamment sur les corre´lations entre les particules, ainsi que
sur leur statistique. On verra e´galement que le bruit est proportionnel au courant moyen et
a` la charge effective des porteurs.
Le bruit a e´te´ particulie`rement e´tudie´ du fait des enjeux technologiques lie´s a` l’essor
des te´le´communications. En effet, il est ge´ne´ralement conside´re´ comme un e´le´ment para-
site, de telle sorte qu’on essaie de le re´duire graˆce a` des dispositifs de filtrage. On recense
ge´ne´ralement trois sources de bruit : le bruit en 1/f , le bruit thermique (bruit Johnson-
Nyquist) et le bruit de grenaille. Le bruit en 1/f a des origines varie´es, comme le de´sordre
ou les de´fauts du re´seau cristallin (notamment les de´fauts mobiles). Il est proportionnel a`
l’inverse de la fre´quence et au carre´ de la tension applique´e [13, 14]. Ce bruit e´tait observe´
a` basse fre´quence dans les premie`res expe´riences de physique me´soscopique et entraˆınait des
limitations dans la qualite´ des mesures. D’autre part, l’agitation thermique provoque des
fluctuations dans le nombre d’occupation d’un niveau e´nerge´tique d’un syste`me, d’ou` l’ap-
parition de bruit thermique. Enfin, le bruit de grenaille (shot noise) est une conse´quence
de la quantification de la charge e´lectrique. Contrairement au bruit thermique, il faut une
situation de de´se´quilibre dans le syste`me, c’est-a`-dire qu’une diffe´rence de potentiel doit eˆtre
applique´e pour observer ce type de bruit. Le bruit de grenaille est donc directement lie´ au
transport.
Dans un e´chantillon comportant une zone de diffusion, le faisceau de particules incidentes
est transmis avec une probabilite´ T et re´fle´chi avec une probabilite´ R. Si le faisceau incident
n’est pas bruyant, les faisceaux re´fle´chi et transmis le sont. C’est ce me´canisme de diffusion
probabiliste qui est a` l’origine du bruit. Si on appelle nI le nombre d’occupation du faisceau
incident, et que l’on suppose qu’il est occupe´ avec une probabilite´ 1, alors la valeur moyenne
〈nI〉 vaut 1 et les fluctuations ∆nI = nI − 〈nI〉 sont nulles. Une particule est transmise ou
bien re´fle´chie, donc soit nT = 1 et nR = 0 avec une probabilite´ T , soit nT = 0 et nR = 1 avec
une probabilite´ R = 1−T . Dans les deux cas, le produit nTnR est nul. La valeur moyenne du
nombre d’occupation du faisceau transmis est donc e´gale a` T . De la meˆme fac¸on, 〈nR〉 = R
pour le faisceau re´fle´chi. D’autre part, puisque nT = 0 ou nT = 1, on a toujours 〈n2T 〉 = T et
〈n2R〉 = R. On obtient alors le re´sultat pour les fluctuations :
〈(∆nT )2〉 = 〈(∆nR)2〉 = T (1− T )
〈∆nT∆nR〉 = −T (1− T ) .
Si cette discussion heuristique convient bien au cas de particules classiques, il est ne´ces-
saire de bien de´finir le bruit de`s lors que l’on veut e´tudier des conducteurs quantiques. De
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manie`re ge´ne´rale, le bruit et les corre´lations de bruit sont de´finis comme :
Smn(ω) = lim
T→+∞
2
T
∫ T/2
−T/2
dt
∫ +∞
−∞
dt′eiωt
′〈∆Im(t)∆In(t+ t′)〉
= lim
T→+∞
2
T
∫ T/2
−T/2
dt
∫ +∞
−∞
dt′eiωt
′
[
〈Im(t)In(t+ t′)〉 − 〈Im〉〈In〉
]
. (1.10)
∆Im(t) correspond aux fluctuations du courant par rapport a` sa valeur moyenne :
∆Im(t) = Im(t)− 〈Im〉 .
Quand m = n, Smm est le bruit dans le terminal m, et quand m et n sont diffe´rents,
Smn correspond aux fluctuations de bruit entre les terminaux m et n. Le bruit est donc la
transforme´e de Fourier de la fonction d’autocorre´lation des fluctuations du courant autour
de sa valeur moyenne.
1.3.2 Cas classique : bruit poissonien
En 1918, Walter Schottky a calcule´ le bruit produit par une source de particules clas-
siques [5]. Dans ce cas, la probabilite´ pour que l’intervalle de temps entre l’e´mission de deux
particules soit e´gal a` t est donne´e par :
p(t) =
e−t/τ
τ
.
τ est l’intervalle de temps moyen entre deux particules. La probabilite´ P (N, τN ) pour comp-
tabiliser N particules pendant le temps τN sur le de´tecteur suit une loi de Poisson :
P (N, τN ) =
τ NN
τN N !
e−τN/τ . (1.11)
La de´monstration s’effectue (par exemple) par re´currence. On commence par e´crire la pro-
babilite´ P (N) de de´tecter N particules pendant τN en fonction de la probabilite´ de de´tecter
N − 1 particules pendant τN − t1 :
P (N, τN ) =
∫ τN
0
dt1 p(t1)P (N − 1, τN − t1) . (1.12)
Si on suppose que la probabilite´ de de´tecter N − 1 particules pendant τN − t1 est donne´e
par :
P (N − 1, τN − t1) = (τN − t1)
N−1
τN−1 (N − 1)!e
−(τN−t1)/τ ,
on peut calculer l’inte´grale (1.12), et on obtient effectivement la loi de Poisson (1.11). Par
ailleurs, le nombre moyen de particules comptabilise´es pendant le temps τN est : 〈N〉 = τN/τ .
La loi (1.11) devient alors :
P (N, τN ) =
〈N〉N
N !
e−〈N〉 . (1.13)
Si les particules ont une charge e´lectrique e, le courant moyen est proportionnel a` cette
charge et au nombre moyen de particules comptabilise´es pendant τN :
〈I〉 = e 〈N〉
τN
=
e
τ
.
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Quand une variable ale´atoire suit une loi de Poisson, sa variance est e´gale a` sa valeur
moyenne : 〈(∆N)2〉 = 〈(N − 〈N〉)2〉 = 〈N〉. En termes de courant, on obtient :
〈∆I2〉 = e〈I〉 1
τN
.
On pose 1/τN = 2∆fN . Le bruit est alors :
SP (N) =
〈∆I2〉
∆fN
= 2e〈I〉 . (1.14)
Ce re´sultat bien connu s’appelle tout simplement la formule de Schottky. Le bruit est donc
proportionnel a` la charge e´lectrique e et au courant moyen 〈I〉. Cette relation de proportion-
nalite´ est importante car elle va servir de re´fe´rence et de point de comparaison pour tous les
re´sultats sur le bruit a` fre´quence nulle dans les conducteurs quantiques.
1.3.3 Calcul ge´ne´ral du bruit dans un conducteur quantique
On conside`re d’abord le produit des ope´rateurs de courant a` deux temps diffe´rents
Im(t)In(t+t
′). Ce terme fait intervenir des produits de quatre ope´rateurs de cre´ation et d’an-
nihilation dont il va falloir prendre la valeur moyenne. Pour cela, on apparie les ope´rateurs
en utilisant le the´ore`me de Wick. Ainsi, on a :
〈c+p1,β1,σ(k(E1), t)cp2,β2,σ(k(E2), t)c+p3,β3,σ′(k(E3), t+ t′)cp4,β4,σ′(k(E4), t+ t′)〉 =
~4k(E1)k(E3)
m2e
fp1(E1)fp3(E3)δp1,p2δp3,p4δβ1,β2δβ3,β4δ(E1 − E2)δ(E3 − E4)
+
~4k(E1)k(E2)
m2e
fp1(E1)(1∓ fp2(E3))
×δp1,p4δp2,p3δβ1,β4δβ2,β3δσ,σ′δ(E1 − E4)δ(E3 − E2)e−i(E1−E2)t′/~ .
Dans le produit f(1∓f) le ((− )) correspond aux fermions et le (( + )) aux bosons. En utilisant
l’expression ci-dessus, on obtient la valeur moyenne du produit des courants :
〈Im(t)In(t+ t′)〉 = e
2
h2
∫
dE dE ′
[
4
∑
α,α′
fm(E)fn(E
′) + 2
∑
α
fm(E)(1∓ fm(E ′))e−i(E−E′)t′/~δmn
− 4
∑
p
∑
α,β
s∗mαpβ(E)smαpβ(E)fp(E)fm(E
′)
− 2
∑
α,α′
s∗mαnα′(E)smαnα′(E
′)fn(E)(1∓ fn(E ′))e−i(E−E′)t′/~
− 4
∑
α′
∑
p
∑
β
s∗nα′pβ(E
′)snα′pβ(E ′)fm(E)fp(E ′)
− 2
∑
α,α′
s∗nα′mα(E
′)snα′mα(E)fm(E)(1∓ fm(E ′))e−i(E−E′)t′/~
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+ 4
∑
α,α′
∑
p1,p3
∑
β1,β3
s∗mαp1β1(E)smαp1β1(E)s
∗
nα′p3β3(E
′)snα′p3β3(E
′)
× fp1(E)fp3(E ′)
+ 2
∑
α,α′
∑
p1,p2
∑
β1,β2
s∗mαp1β1(E)smαp2β2(E
′)s∗nα′p2β2(E
′)snα′p1β1(E)
× fp1(E)(1∓ fp2(E ′))e−i(E−E
′)t′/~
]
. (1.15)
Les termes inde´pendants du temps dans l’e´quation (1.15) correspondent exactement au pro-
duit des courants moyens (1.3). Or, dans l’expression des corre´lations de bruit (1.10), le pro-
duit des courants moyens est justement retranche´. Par conse´quent, ces termes inde´pendants
du temps disparaissent, et les corre´lations de bruit s’e´crivent :
Smn(ω) =
4e2
h2
∫ +∞
−∞
dt′eiωt
′
∫
dE dE ′e−i(E−E
′)t′/~
[∑
α
fm(E)(1∓ fm(E ′))δmn
−
∑
α,α′
s∗mαnα′(E)smαnα′(E
′)fn(E)(1∓ fn(E ′))
−
∑
α,α′
s∗nα′mα(E
′)snα′mα(E)fm(E)(1∓ fm(E ′))
+
∑
α,α′
∑
p1,p2
∑
β1,β2
s∗mαp1β1(E)smαp2β2(E
′)s∗nα′p2β2(E
′)snα′p1β1(E)
×fp1(E)(1∓ fp2(E ′))
]
.
Or, l’inte´grale sur t′ donne une fonction δ de l’e´nergie qui permet d’effectuer l’inte´grale sur
E ′. On utilise ensuite la proprie´te´ (1.4) sur les traces et on obtient l’expression ge´ne´rale du
bruit et des corre´lations de bruit a` fre´quence finie [7] :
Smn(ω) =
4e2
h
∫
dE
[∑
α
fm(E)(1∓ fm(E − ~ω))δmn
−tr
[
s+mn(E)smn(E − ~ω)
]
fn(E)(1∓ fn(E − ~ω))
−tr
[
s+nm(E − ~ω)snm(E)
]
fm(E)(1∓ fm(E − ~ω))
+
∑
p1,p2
tr
[
s+mp1(E)smαp2(E − ~ω)s+np2(E − ~ω)snp1(E)
]
× fp1(E)(1∓ fp2(E − ~ω))
]
. (1.16)
Telle quelle, cette formule n’est pas directement exploitable. Il faut maintenant e´tudier
quelques cas spe´cifiques pour lesquels le bruit ou les corre´lations de bruit s’expriment plus
simplement.
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1.3.4 Bruit a` fre´quence nulle dans un conducteur a` deux termi-
naux
Formule ge´ne´rale
On conside`re le bruit a` fre´quence nulle dans un conducteur a` deux terminaux (L et R).
D’apre`s l’expression (1.16), le bruit dans l’un ou l’autre des deux terminaux est [15] :
SLL(0) = SRR(0) =
4e2
h
Nc∑
α=1
∫
dE
[
Tα(E)
2 [fL(1∓ fL) + fR(1∓ fR)]
+Tα(E)(1− Tα(E)) [fL(1∓ fR) + fR(1∓ fL)]
]
=
4e2
h
Nc∑
α=1
∫
dE
[
Tα(E) [fL(1∓ fL) + fR(1∓ fR)]
± Tα(E)(1− Tα(E))(fL − fR)2
]
. (1.17)
Le premier terme correspond a` la partie thermique du bruit. En effet, dans le cas des fermions,
ce terme s’annule quand la tempe´rature tend vers 0. Le second terme correspond a` la partie
hors-e´quilibre du bruit, car il est nul si la tension applique´e est nulle.
Bruit thermique ou bruit Johnson-Nyquist
A partir de maintenant, on ne conside`re plus que le cas des e´lectrons. Le bruit Johnson-
Nyquist est une conse´quence des fluctuations thermiques des nombres d’occupation dans les
re´servoirs. Cependant, il s’agit d’un bruit d’e´quilibre. En effet, on suppose que la tension est
nulle (µL = µR), mais que la tempe´rature est non-nulle. Cette hypothe`se demeure valable
tant que la tension reste tre`s faible devant la tempe´rature : eV  kBΘ. D’autre part, on
suppose que les probabilite´s de transmission sont inde´pendantes de l’e´nergie. En utilisant
l’identite´ f(1− f) = −kBΘ ∂f/∂E, on inte`gre l’e´quation (1.17) et on obtient :
SLL(0) = SRR(0) = 4kBΘ
2e2
h
Nc∑
α=1
Tα
= 4kBΘG .
On peut relier ce re´sultat au the´ore`me de fluctuation-dissipation. En effet, les fluctuations a`
l’e´quilibre sont proportionnelles a` la susceptibilite´ ge´ne´ralise´e correspondante, ici la conduc-
tance.
Bruit de grenaille
Contrairement au bruit Johnson-Nyquist, le bruit de grenaille est un bruit qui a pour
origine une situation de de´se´quilibre. Il est donc ne´cessaire d’appliquer une diffe´rence de
potentiel eV = µL − µR entre les deux re´servoirs. A tempe´rature nulle, le bruit est donc
[6, 8, 7] :
SLL(0) =
4e2
h
eV
Nc∑
α=1
Tα(1− Tα) . (1.18)
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Fig. 1.3: Bruit en fonction de la conductance. On voit nettement l’annulation du bruit quand
la conductance est un multiple de 2e2/h. En pointille´s, la courbe the´orique incluant les effets
de bruit thermique. D’apre`s van den Brom et van Ruitenbeek [19].
On a vu au paragraphe 1.2.2 que la conductance est quantifie´e : elle pre´sente des plateaux
quand tous les canaux ont une probabilite´ de transmission voisine de 1 (figure 1.2). Dans
ce cas, le terme
∑Nc
α=1 Tα(1 − Tα) dans l’expression du bruit (1.18) s’annule. Des mesures
sont venues confirmer cette annulation du bruit [16, 17, 18, 19] quand la conductance est un
multiple de 2e2/h (voir figure 1.3).
Dans le cas d’un seul canal, en utilisant l’expression du courant (1.6), l’e´quation (1.18)
devient :
SLL(0) = 2e〈I〉(1− T ) . (1.19)
Par rapport au re´sultat poissonien (1.14) vu au paragraphe 1.3.2, l’expression du bruit
pre´sente un facteur de re´duction 1 − T . Le bruit est dit alors sous-poissonien. Dans la
mesure ou` la probabilite´ de transmission est tre`s petite (T  1), on peut ne´gliger T et on
retrouve bien le bruit poissonien.
Cependant, meˆme avec le facteur de re´duction 1 − T , le bruit reste proportionnel au
courant moyen et a` la charge des porteurs. Ce point est particulie`rement inte´ressant, car
mesurer le courant et le bruit permet de remonter a` la charge effective des particules dans un
syste`me donne´. Ainsi, la charge effective des quasi-particules des e´tats de bord de l’effet Hall
quantique fractionnaire a e´te´ mesure´e de cette fac¸on [20, 21] (voir le chapitre 5, paragraphe
5.5).
Transition entre les deux re´gimes de bruit
Dans la mesure ou` l’on continue de supposer que les probabilite´s de transmission sont
inde´pendantes de l’e´nergie, on peut effectuer l’inte´grale (1.17) a` tempe´rature et a` tension
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Fig. 1.4: Bruit en fonction du courant : en haut Θ = 300 K et R ' 0.32 GΩ ; en bas
Θ = 77 K et R ' 2.7 GΩ. Les traits pleins correspondent aux valeurs the´oriques donne´es
par l’e´quation (1.21). D’apre`s Birk et al. [22].
quelconques. On obtient [8] :
SLL(0) =
4e2
h
[
2kBΘ
Nc∑
α=1
T 2α + eV coth
(
eV
2kBΘ
) Nc∑
α=1
Tα(1− Tα)
]
. (1.20)
Dans le cas des faibles probabilite´s de transmission (Tα  1), on peut ne´gliger les termes
proportionnels a` T 2α. La formule (1.20) devient alors :
SLL(0) =
4e2
h
eV coth
(
eV
2kBΘ
) Nc∑
α=1
Tα
= 2e〈I〉 coth
(
eR〈I〉
2kBΘ
)
, (1.21)
ou` l’on a utilise´ l’e´quation (1.6) et ou` l’on a introduit la re´sistance R = 1/G.
Des mesures ont e´te´ effectue´es pour ve´rifier l’e´quation (1.21) [18, 19, 22]. Dans la re´fe´rence
[22], le syste`me conside´re´ e´tait une barrie`re tunnel constitue´e d’une pointe de microscope a`
effet tunnel a` proximite´ d’une surface me´tallique. Les deux se´ries de mesures repre´sente´es sur
la figure 1.4 montrent la transition entre le bruit thermique (a) et le bruit de grenaille (b).
Dans le premier cas (eV  kBΘ), le bruit n’est proportionnel au courant que si ce dernier
est suffisamment grand. Dans le second cas (eV  kBΘ), le bruit est toujours proportionnel
au courant.
1.3.5 Bruit a` fre´quence finie
Si on se place a` tempe´rature nulle, mais a` fre´quence finie, et qu’on suppose que la pro-
babilite´ de transmission est inde´pendante de l’e´nergie, on peut effectuer l’inte´grale de la
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formule (1.16) et on obtient [23, 24] :
SLL(ω) =
4e2
h
T (1− T ) (eV − ~ω) si 0 ≤ ω ≤ eV/~
SLL(ω) = 0 si ω > eV/~ .
(1.22)
Le bruit de´croˆıt line´airement avec la fre´quence jusqu’a` eV/~. Au dela`, il est nul. Il pre´sente
donc une singularite´ a` la fre´quence eV/~. On notera que le re´sultat de la re´fe´rence [23] est
diffe´rent de l’e´quation (1.22). En effet la de´finition du bruit est choisie syme´trise´e, contrai-
rement a` la formule (1.10). Cependant, la singularite´ a` la fre´quence eV/~ est bien pre´sente
dans le re´sultat de la re´fe´rence [23]. Expe´rimentalement, il est plus facile de mesurer le bruit
en fonction de la tension pour plusieurs fre´quences bien pre´cises plutoˆt que de mesurer le
bruit en fonction de la fre´quence pour une tension de´termine´e. De la meˆme fac¸on, l’e´quation
(1.22) pre´dit une singularite´ quand la tension est e´gale a` la fre´quence de mesure du bruit :
eV = ~ω. Cette singularite´ a bien e´te´ observe´e expe´rimentalement [25] dans un e´chantillon
diffusif.
1.3.6 Bruit dans un conducteur diffusif
On conside`re maintenant le cas d’un conducteur dont les dimensions transverses sont
grandes devant la longueur d’onde de Fermi : W  λ2F . Le nombre de canaux Nc est donc
tre`s grand. D’autre part on suppose que ce conducteur contient du de´sordre et qu’il est donc
diffusif mais que les collisions restent e´lastiques. Pour eˆtre dans ce re´gime, la longueur du fil
L doit eˆtre beaucoup plus grande que le libre parcours moyen l des e´lectrons. A cause du
de´sordre, les e´tats e´lectroniques sont localise´s. On de´finit alors la longueur de localisation
Lξ = Ncl. Pour que l’approche de Landauer soit encore valide, il faut que la longueur du fil
soit beaucoup plus petite que la longueur de localisation : L Lξ.
La conductance de Drude est donne´e par :
〈G〉 = n e
2τ
m
W
L
, (1.23)
ou` n est la densite´ d’e´lectrons et τ le temps moyen entre deux collisions : τ = l/vF . En
fait, il s’agit d’une conductance moyenne´e par rapport au de´sordre. Si on la compare avec
la formule de Landauer (1.8), on trouve une valeur moyenne (par rapport au de´sordre) de
la probabilite´ de transmission d’un canal : 〈T 〉 = l/L. On pourrait croire que la plupart des
probabilite´s de transmission Tn sont de l’ordre de cette valeur moyenne, donc tre`s petites.
En conse´quence de quoi le bruit serait poissonien. En fait, ce n’est pas le cas. La the´orie des
matrices ale´atoires [26] permet de montrer que la distribution de probabilite´ des coefficients
de transmission est donne´e par :
P (T ) =
l
2L
1
T
√
1− T . (1.24)
Cette distribution est bimodale. On trouve de nombreux canaux tre`s ouverts (T ' 1) ou tre`s
ferme´s (T ' 0), mais tre`s peu de canaux a` ouverture interme´diaire (voir figure 1.5). Avec
cette distribution (1.24), on peut effectivement calculer la valeur moyenne de la probabilite´
de transmission :
〈T 〉 = l
L
,
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Fig. 1.5: Fonction de distribution des probabilite´s de transmission (1.24), avec l/L = 1/25.
ce qui confirme la valeur trouve´e en comparant la conductance de Drude (1.23) et de Lan-
dauer (1.8). De la meˆme fac¸on, on trouve [27] :
〈T (1− T )〉 = l
3L
.
Donc d’apre`s l’e´quation (1.18), on obtient :
S =
4e2
h
eV
l
3L
.
Or, le bruit poissonien (donc sans le facteur 1− T ) est :
SP =
4e2
h
eV
l
L
.
On a donc une re´duction du bruit d’un facteur 1/3. Ce facteur de re´duction 1/3 est tre`s
ge´ne´ral. Tant que la ge´ome´trie de l’e´chantillon est pratiquement unidimensionnelle, ce facteur
ne de´pend ni du mate´riau, ni du degre´ de de´sordre, ni du nombre de canaux. On notera
enfin que l’on peut obtenir des re´sultats similaires avec une approche semi-classique du type
Boltzmann-Langevin [28, 29].
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Chapitre 2
Bruit dans une jonction entre un
me´tal normal et un supraconducteur
2.1 Introduction
Dans un supraconducteur, le courant circule sans dissipation (super-courant). Ce proces-
sus est une proprie´te´ de l’e´tat fondamental. Ainsi, ce courant ne fluctue pas et il n’est donc
pas bruyant. En revanche, si l’on accole un me´tal normal avec un supraconducteur (jonc-
tion N-S), des phe´nome`nes de diffusion apparaissent au niveau de l’interface et vont ge´ne´rer
du bruit. Outre la re´flexion et la transmission normale, le transport dans les jonctions N-S
implique la prise en compte d’un nouveau phe´nome`ne qui n’existe pas dans les jonctions
entre deux me´taux normaux et qui est appele´ la re´flexion d’Andreev [30]. Le formalisme
pre´sente´ au chapitre 1 doit donc eˆtre e´tendu pour prendre en compte ces nouveaux proces-
sus et e´galement pour de´crire la supraconductivite´. Ainsi, l’approche la mieux adapte´e est
la supraconductivite´ inhomoge`ne avec les e´quations de Bogolubov-de Gennes.
On va d’abord voir le principe de la re´flexion d’Andreev, puis on pre´sentera la supracon-
ductivite´ inhomoge`ne qui permettra de calculer le courant et le bruit.
2.2 Re´flexion d’Andreev
Le principe de la re´flexion d’Andreev est le suivant : un e´lectron incident est re´fle´chi sous
forme de trou au niveau de l’interface entre le me´tal normal et le supraconducteur. La charge
n’est donc pas conserve´e, contrairement a` la re´flexion normale. La charge 2e qui manque est
absorbe´e dans le supraconducteur par la cre´ation d’une paire de Cooper. En revanche, le
moment est conserve´. Plus pre´cise´ment, au niveau de Fermi, la vitesse du trou est l’oppose´e
de celle de l’e´lectron incident. En fait, une jonction N-S est l’analogue (( e´lectronique )) du
miroir a` conjugaison de phase [31]. L’e´nergie est e´galement conserve´e puisque l’e´lectron a une
e´nergie  et le trou une e´nergie − (par rapport a` l’e´nergie de Fermi). La re´flexion d’Andreev
est donc un processus e´lastique. Enfin, il y a aussi conservation de spin, car le trou re´fle´chi
a un spin oppose´ par rapport a` celui de l’e´lectron incident. On peut noter que le processus
inverse existe, c’est-a`-dire qu’un trou incident peut eˆtre re´fle´chi sous forme d’e´lectron. Les
diffe´rences entre re´flexion normale et re´flexion d’Andreev sont re´sume´es sur la figure 2.1.
32 CHAPITRE 2. BRUIT DANS UNE JONCTION N-S
e
h
2e
S
NN N
e
e
Fig. 2.1: A gauche, la re´flexion normale : un e´lectron incident est re´fle´chi en e´lectron. La
charge est conserve´e, mais pas le moment. A droite, la re´flexion d’Andreev : un e´lectron
incident est re´fle´chi sous forme de trou. Le moment est conserve´, mais pas la charge. La
charge 2e qui manque est absorbe´e dans le supraconducteur par la cre´ation d’une paire de
Cooper.
2.3 Fonctions d’onde et calcul du courant
2.3.1 Hypothe`ses
Le supraconducteur est connecte´ a` un nombre quelconque de terminaux normaux et
l’e´chantillon est suppose´ suffisamment petit pour eˆtre balistique et cohe´rent. Cette fois, on se
restreint au cas d’un seul canal, meˆme si une ge´ne´ralisation au cas multi-canal est tout a` fait
possible. De plus, on se place dans le cas comple`tement unidimensionnel, c’est-a`-dire qu’on
suppose que l’on a de´ja` inte´gre´ sur les dimensions transverses comme on l’a fait au chapitre
1. Le transport est donc domine´ par les proprie´te´s de la jonction N-S [10, 32, 33, 34]. Le
supraconducteur est maintenu a` un potentiel chimique constant µS et chacun des terminaux
normaux est fixe´ au meˆme potentiel µN . Pour des raisons de simplicite´, les e´nergies sont
mesure´es a` partir de µS. La tension applique´e est donc eV = µN − µS et elle est choisie
positive.
2.3.2 Equations de Bogolubov-de Gennes
L’approche de Bogolubov-de Gennes [35, 36] de la supraconductivite´ inhomoge`ne consti-
tue le formalisme le mieux adapte´ pour traiter les e´lectrons et les trous simultane´ment. Le
syste`me est de´crit par un Hamiltonien effectif Heff sur lequel on effectue la transformation
de Bogolubov suivante :
ψi,↑(x) =
1√
2pi
∑
j
∑
β
∫
dk
[
ui j β(x)cj β ↑(k)− v∗i j β(x)c+j β ↓(k)
]
,
ψi,↓(x) =
1√
2pi
∑
j
∑
β
∫
dk
[
ui j β(x)cj β ↓(k) + v∗i j β(x)c
+
j β ↑(k)
]
.
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L’e´tat ui j β (vi j β) correspond a` la fonction d’onde d’un e´lectron (d’un trou) diffuse´ dans le
terminal i, et issu d’une quasi-particule de type β (e´lectron ou trou, β = e, h) incidente dans
le terminal j. vje(E) = ~kje(E) est la vitesse dans le terminal j. Les ope´rateurs c(k) et c+(k)
sont de type fermionique, et satisfont les relations d’anticommutation habituelles :{
ci α σ(k), c
+
j β σ′(k
′)
}
= δi,j δα,β δσ,σ′ δ(k − k′) ,{
ci α σ(k), cj β σ′(k
′)
}
= 0 .
En effectuant un changement de variable vers les e´nergies et en introduisant la variable de
spin σ = ±1, on obtient :
ψi,σ(x) =
1√
2pi
∑
j
∑
β
∫ +∞
0
dE
 ui j β(x)√
~vje(E)
cj β σ(E)− σ
v∗i j β(x)√
~vjh(E)
c+j β−σ(E)
 . (2.1)
La transformation de Bogolubov doit diagonaliser le Hamiltonien effectif :
Heff = Eg +
∑
j
∑
β
∑
σ
∫ +∞
0
dE E c+j β σ(E)cj β σ(E) ,
ou` Eg est l’e´nergie de l’e´tat fondamental. Cela implique que E(k) est ne´cessairement positive.
Finalement, les e´quations de Bogolubov-de Gennes s’e´crivent :
Eui j β(x) =
(
− ~
2
2m
∂2
∂x2
− µS + V (x)
)
ui j β(x) + ∆(x)vi j β(x) ,
Evijβ(x) = −
(
− ~
2
2m
∂2
∂x2
− µS + V (x)
)
vi j β(x) + ∆
∗(x)ui j β(x) .
(2.2)
Elles de´crivent l’e´volution des e´tats ui j β et vi j β. Le potentiel de paire ∆(x) doit en principe
eˆtre calcule´ de fac¸on self-consistante, mais pour des raisons de simplicite´, on le choisit e´gal
au gap dans le supraconducteur et nul dans le me´tal normal.
2.3.3 Etats dans un terminal normal
Les e´tats qui apparaissent dans la transformation de Bogolubov (2.1) sont de´termine´s
graˆce a` la matrice de diffusion (matrice S) de´crivant la jonction. On choisit ∆(x) = 0 et
V (x) = 0 et les e´quations de Bogolubov-de Gennes (2.2) se re´duisent a` une simple e´quation
de Schro¨dinger pour les e´lectrons (e´tats ui j β) et a` une e´quation de Schro¨dinger avec ren-
versement du temps pour les trous (e´tats vi j β). On choisit des solutions en ondes planes de
la forme eik
N
e x et eik
N
h x, avec kNe =
√
2m (µS + E)/~ et kNh =
√
2m (µS − E)/~ les vecteurs
d’onde des e´lectrons et des trous respectivement. Ainsi, les e´lectrons et les trous dans le
terminal i issus d’une quasi-particule de type β (β = e, h) dans le terminal j et diffuse´e vers
i sont de´crits par :
ui j β(x) = δi,jδe,βe
ikNe x + sijeβ
√
kjβ
kNe
e−ik
N
e x , (2.3)
vi j β(x) = δi,jδh,βe
−ikNh x + sijhβ
√
kjβ
kNh
eik
N
h x . (2.4)
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On notera le signe oppose´ des moments pour chaque type de particule. D’autre part, on a
supprime´ les indices sur les positions x pour simplifier la notation. sijαβ est l’e´le´ment de la
matrice de diffusion exprimant l’amplitude de la fonction d’onde d’une particule de type α
sortant dans le terminal i et issue d’une quasi-particule de type β dans j.
2.3.4 Courant moyen et conductance
L’ope´rateur de courant dans le terminal i est de´fini par :
Ii(x) = e
~
2mi
∑
σ
(
ψ+i,σ(x)
∂ψi,σ(x)
∂x
− ∂ψ
+
i,σ(x)
∂x
ψi,σ(x)
)
.
En remplac¸ant ψ par son expression apre`s la transformation de Bogolubov (2.1), l’ope´rateur
de courant devient :
Ii(x) =
e~
2mivF
1
2pi~
∫ +∞
0
dE1
∫ +∞
0
dE2
∑
m,n
∑
σ
[(
u∗im∂xuin − ∂xu∗imuin
)
c+mσcnσ
−
(
u∗im∂xv
∗
in − ∂xu∗imv∗in
)
σ c+mσc
+
n−σ −
(
vim∂xuin − ∂xvimuin
)
σ cm−σcnσ
+
(
vim∂xv
∗
in − ∂xvimv∗in
)
cm−σc+n−σ
]
, (2.5)
ou` les sommes sur j et β ont e´te´ remplace´es par une unique somme sur l’indice m. Les
expressions contenant l’indice m (n) ont une de´pendance en e´nergie E1 (E2). D’autre part, on
peut ne´gliger la de´pendance en e´nergie des vecteurs d’onde. En effet, d’apre`s leurs expressions
calcule´es au paragraphe 2.3.3 et dans l’appendice A avec l’e´quation (A.1), et puisque le
potentiel chimique du supraconducteur µS est tre`s grand devant toutes les autres e´chelles
d’e´nergie du syste`me, on peut faire l’approximation qu’ils sont e´gaux au vecteur d’onde de
Fermi : kNe = k
N
h = k
S
e = k
S
h = kF .
D’autre part, le calcul du courant moyen fait intervenir la moyenne de produits d’ope´ra-
teurs de cre´ation et d’annihilation tels que 〈c+mσ(E1)cnσ(E2)〉 = fm(E1)δmnδ(E1 − E2). fm
repre´sente la distribution de Fermi-Dirac. Elle de´pend du type de particule et du terminal
conside´re´ (normal ou supraconducteur). fm(E) = 1/[1 + e
β(E−eV )] pour les e´lectrons du coˆte´
normal. fm(E) = 1/[1 + e
β(E+eV )] pour les trous du coˆte´ normal. Le (( +eV )) peut paraˆıtre
e´tonnant mais se justifie simplement : la probabilite´ d’avoir un trou est la probabilite´ qu’il
manque un e´lectron d’e´nergie −E, ce que l’on peut e´crire comme fm(E) = 1 − 1/[1 +
eβ(−E−eV )] = 1/[1 + eβ(E+eV )]. Enfin, fm(E) = 1/[1 + eβE] dans le supraconducteur, puisque
l’e´nergie est mesure´e a` partir de µS. Le courant moyen est donc :
〈Ii(x)〉 = e
2pimivF
∫ +∞
0
dE
∑
m
[(
u∗im∂xuim − ∂xu∗imuim
)
fm
+
(
vim∂xv
∗
im − ∂xvimv∗im
)
(1− fm)
]
. (2.6)
On conside`re le cas d’une jonction simple (un terminal normal et un supraconducteur). On
remplace um et vm dans l’expression (2.6) ci-dessus par leur expression (2.3) et (2.4). On se
place a` tempe´rature nulle et on suppose que la tension applique´e est faible devant le gap
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du supraconducteur (eV  ∆). Cette dernie`re hypothe`se a deux conse´quences importantes.
D’une part, les e´le´ments de la matrice S de la jonction varient peu sur l’intervalle d’e´nergie
mis en jeu dans l’inte´grale (2.6), donc on fait l’approximation qu’ils sont constants. D’autre
part, la transmission de quasi-particules vers le supraconducteur est impossible. Tous les
e´le´ments de la matrice S correspondant a` la transmission sont donc nuls : s12αβ = 0. En
utilisant l’unitarite´ de la matrice S, on obtient finalement :
〈I〉 = 4e
h
RA eV ,
ou` RA = |s11he|2 est la probabilite´ de re´flexion d’Andreev. La conductance d’une jonction
N-S simple est donc [38, 39] :
G =
4e2
h
RA .
Par rapport a` la formule de Landauer (1.7) dans une jonction entre deux me´taux normaux,
on remarque un doublement de la conductance dans le cas d’un e´chantillon a` un seul canal.
Ce doublement est une premie`re signature de la re´flexion d’Andreev et du transfert de charge
2e au lieu de e.
2.4 Bruit et corre´lations de bruit
Le bruit dans un terminal donne´, ou les corre´lations de bruit entre deux terminaux
(normaux) sont de´finis de la meˆme fac¸on qu’au chapitre 1 comme la transforme´e de Fourier
de la fonction de corre´lation courant-courant :
Sij(ω) = lim
T→+∞
2
T
∫ T/2
−T/2
dt
∫ +∞
−∞
dt′eiωt
′
[
〈Ii(t)Ij(t+ t′)〉 − 〈Ii〉〈Ij〉
]
. (2.7)
Quand i = j, Sii(ω) correspond au bruit dans le terminal i, alors que si i et j sont diffe´rents,
Sij(0) repre´sente les corre´lations de bruit entre les terminaux i et j (a` fre´quence nulle).
Puisque l’ope´rateur de courant est compose´ de produits de deux cre´ateurs ou d’annihi-
lateurs, 〈Ii(x, t)Ij(x, t + t′)〉 est une somme de valeurs moyennes de quatre ope´rateurs de
cre´ation ou d’annihilation. Ces valeurs moyennes sont exprime´es a` l’aide de distributions de
Fermi-Dirac en utilisant le the´ore`me de Wick. Il est alors pratique de de´finir les e´le´ments de
matrice suivants :
Aimjn(E,E
′, t) = ujn(E ′, t)∂xu∗im(E, t)− u∗im(E, t)∂xujn(E ′, t) ,
Bimjn(E,E
′, t) = v∗jn(E
′, t)∂xvim(E, t)− vim(E, t)∂xv∗jn(E ′, t) ,
Cimjn(E,E
′, t) = ujn(E ′, t)∂xvim(E, t)− vim(E, t)∂xujn(E ′, t) .
On calcule toutes les moyennes et la diffe´rence 〈Ii(t)Ij(t + t′)〉 − 〈Ii〉〈Ij〉, et on obtient le
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bruit ou les corre´lations de bruit :
Sij(ω) =
e2~2
m2v2F
1
(2pi~)2
lim
T→+∞
1
T
∫ +T/2
−T/2
dt
∫ +∞
−∞
dt′eiωt
′
∫ +∞
0
dE
∫ +∞
0
dE ′
∑
m,n
{
fm(E)(1− fn(E ′))ei(E′−E)t′/~
×
[
Aimjn(E,E
′, t)A∗imjn(E,E
′, t+ t′) +B∗imjn(E,E
′, t)Bimjn(E,E ′, t+ t′)
+Aimjn(E,E
′, t)Bimjn(E,E ′, t+ t′) +B∗imjn(E,E
′, t)A∗imjn(E,E
′, t+ t′)
]
+fm(E)fn(E
′)e−i(E+E
′)t′/~
×C∗imjn(E,E ′)
[
Cjnim(E
′, E, t+ t′) + Cimjn(E,E ′, t+ t′)
]
+(1− fm(E))(1− fn(E ′))ei(E+E′)t′/~
×
[
Cjnim(E
′, E, t) + Cimjn(E,E ′, t)
]
C∗imjn(E,E
′, t+ t′)
}
. (2.8)
Tant que le processus reste stationnaire (par exemple si aucun champ externe de´pendant
du temps n’est applique´), les e´le´ments de matrice Aimjn, Bimjn et Cimjn sont inde´pendants
du temps. Par conse´quent, l’inte´gration sur t′ donne une fonction δ de l’e´nergie. Ainsi, les
termes proportionnels a` (1− fm)(1− fn) s’annulent car les quasi-particules ont une e´nergie
positive. On a donc :
Sij(ω) =
e2~2
m2v2F
1
2pi~
∫ +∞
0
dE
∑
m,n
{
Θ(E + ~ω)fm(E + ~ω)(1− fn(E))
∣∣Aimjn(E + ~ω,E) +B∗imjn(E + ~ω,E)∣∣2
+Θ(~ω − E)fm(~ω − E)fn(E)
×C∗imjn(~ω − E,E, t)
[
Cjnim(E, ~ω − E) + Cimjn(~ω − E,E)
]}
,
apre`s inte´gration sur E ′. Cette expression correspond au bruit si les indices i et j sont e´gaux :
Sii(ω) =
e2~2
m2v2F
1
2pi~
∫ +∞
0
dE
∑
m,n
{
Θ(E + ~ω)fm(E + ~ω)(1− fn(E))
∣∣Aimin(E + ~ω,E) +B∗imin(E + ~ω,E)∣∣2
+Θ(~ω − E)fm(~ω − E)fn(E)
×C∗imin(~ω − E,E, t)
[
Cinim(E, ~ω − E) + Cimin(~ω − E,E)
]}
. (2.9)
Dans cette expression, on peut noter que les termes proportionnels a` fnfm ou a` (1−fn)(1−fm)
n’apparaˆıssent qu’a` fre´quence non-nulle du fait des fonctions de Heaviside. Les corre´lations
de bruit entre les terminaux i et j s’obtiennent en prenant la limite des fre´quences nulles
[40, 41, 42, 43] :
Sij(0) =
e2~2
m2v2F
1
2pi~
∫ +∞
0
dE
∑
m,n
fm(E)(1− fn(E))
∣∣Aimjn(E,E) +B∗imjn(E,E)∣∣2 . (2.10)
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2.5 Bruit dans une jonction N-S simple
2.5.1 Expression ge´ne´rale
On calcule le bruit d’apre`s l’e´quation (2.9) en se plac¸ant a` tempe´rature nulle pour pouvoir
effectuer facilement l’inte´grale sur l’e´nergie. En re´e´crivant Amn, Bmn et Cmn en fonction de
ces e´le´ments de matrice, on trouve trois expressions diffe´rentes pour le bruit a` cause de la
de´pendance en fre´quence des fonctions de Heaviside de l’e´quation (2.9). Si ~ω < eV :
S(ω) =
2e2
h
{∫ eV−~ω
0
dE
×
[
|sNNee(E + ~ω)|2
(
1− |sNNee(E)|2
)
+ |sNNhe(E + ~ω)|2
(
1− |sNNhe(E)|2
)
+s∗NNee(E + ~ω) sNNee(E) sNNhe(E + ~ω) s∗NNhe(E)
+s∗NNee(E) sNNee(E + ~ω) sNNhe(E) s∗NNhe(E + ~ω)
]
+
∫ ~ω
0
dE
[
|sNNee(E)|2|sNNhe(~ω − E)|2
+sNNee(~ω − E) s∗NNee(E) sNNhe(E) s∗NNhe(~ω − E)
]}
. (2.11)
Si eV < ~ω < 2eV , on obtient :
S(ω) =
2e2
h
∫ eV
~ω−eV
dE
[
|sNNee(E)|2|sNNhe(~ω − E)|2
+sNNee(~ω − E)s∗NNee(E) sNNhe(E) s∗NNhe(~ω − E)
]
. (2.12)
Si ~ω > 2eV le bruit s’annule.
Telles quelles, ces formules ne sont pas directement utilisables. Il est ne´cessaire de faire
des hypothe`ses supple´mentaires sur le syste`me pour obtenir un re´sultat exploitable. On va
donc distinguer deux cas : les faibles tensions applique´es, puis les tensions plus importantes,
e´ventuellement supe´rieures au gap du supraconducteur.
2.5.2 Faibles tensions applique´es
On suppose que l’on applique une faible tension (eV  ∆). On peut donc faire la
meˆme approximation qu’au paragraphe 2.3.4 en prenant les e´le´ments de la matrice S de la
jonction constants. De plus on se place a` tempe´rature nulle pour pouvoir effectuer facilement
l’inte´grale sur l’e´nergie dans l’expression (2.11) et (2.12). On obtient ainsi l’expression du
bruit a` fre´quence finie [44, 45] :
S(ω) =
8e2
h
(2eV − ~ω)RA(1−RA) si ~ω < 2eV ,
S(ω) = 0 si ~ω > 2eV ,
(2.13)
ou` RA = |sNNhe|2 est la probabilite´ de re´flexion d’Andreev. Le bruit de´croˆıt donc line´aire–
ment avec la fre´quence et s’annule au dela` de la fre´quence Josephson 2eV/~ (figure 2.2 a`
38 CHAPITRE 2. BRUIT DANS UNE JONCTION N-S
gauche en traits pleins). A cette fre´quence, le bruit pre´sente donc une (( singularite´ )) au sens ou`
la courbe change brutalement de comportement. Ce re´sultat doit eˆtre compare´ d’une part au
bruit dans une jonction entre deux me´taux normaux [23, 24], et d’autre part avec le re´sultat
analogue pour une jonction Josephson [46, 47]. Dans le premier cas (figure 2.3 au centre), les
fonctions d’onde ont une de´pendance temporelle en ψ1,2 ∼ exp[−iµ1,2t/~], de sorte que bien
que le courant re´sultant soit constant, le bruit a` fre´quence finie met en jeu la superposition
ψ1ψ
∗
2 qui conduit a` une singularite´ a` la fre´quence |µ2 − µ1|/~ = eV/~. Dans le second
cas, une tension continue applique´e a` la jonction entre les deux supraconducteurs ge´ne`re un
courant oscillant. Le parame`tre d’ordre oscille de chaque coˆte´ comme ψ1,2 ∼ exp[−i2µS1,2t/~]
avec µS1 et µS2 le potentiel chimique de chaque supraconducteur (figure 2.3 a` droite). Le
courant re´sultant fait intervenir la superposition de ces deux e´tats ψ1ψ
∗
2, et ainsi il oscille
a` la fre´quence 2|µS2 − µS1 |/~. La caracte´ristique de bruit pre´sente un pic a` 2eV/~ dont la
largeur a e´te´ calcule´e dans la re´fe´rence [47].
Dans le cas d’une jonction N-S, on peut re´e´crire la formule (2.13) a` fre´quence nulle comme
S = 4e〈I〉(1 − RA). On retrouve bien le doublement du bruit [40, 48, 49, 50] par rapport
a` la formule (1.19) pour une jonction entre deux me´taux normaux (figure 2.2 a` gauche en
pointille´s). Dans le cas d’une jonction diffusive, l’expression du bruit comporte un facteur
supple´mentaire 1/3 a` cause de la moyenne sur les canaux (voir paragraphe 1.3.6 pour une
jonction normale), et dans la limite des faibles probabilite´s de re´flexion d’Andreev (RA ' 0),
elle devient : S = (1/3)4e〈I〉. On peut alors de´finir la tempe´rature effective de bruit :
TN =
S
4kBG
=
(2e)V
6kB
. (2.14)
Ce doublement a re´cemment e´te´ observe´ expe´rimentalement d’abord dans des jonctions S-N-
S [51, 52] (voir figure 2.4), puis les re´sultats ont e´te´ confirme´s dans des jonctions N-S simples
[52, 53, 54] (voir figure 2.5).
Puisque la tension applique´e est infe´rieur au gap, seule la re´flexion d’Andreev contribue au
courant par l’interme´diaire de l’e´mission ou de l’absorption de paires de Cooper (de charge
2e) du coˆte´ du supraconducteur. Un e´lectron incident du coˆte´ normal d’e´nergie µS + eV
se combine avec un autre e´lectron d’e´nergie µS − eV pour former un trou re´fle´chi d’e´nergie
µS−eV . Les deux e´lectrons ont une e´nergie totale 2µS correspondant a` une paire de Cooper et
ils peuvent alors traverser la jonction vers le supraconducteur. On peut reprendre l’argument
de l’oscillation temporelle des fonctions d’onde : l’e´lectron incident a une fonction d’onde
qui oscille comme ψe ∼ exp[−i(µS + eV )t/~], alors que celle du trou oscille comme ψh ∼
exp[−i(µS − eV )t/~] (figure 2.3 a` gauche). Le bruit combine ces deux de´pendances dans
le produit ψeψ
∗
h qui oscille a` la fre´quence Josephson 2eV/~ correspondant a` la singularite´
trouve´e. Dans une jonction contenant un seul supraconducteur, la singularite´ apparaˆıt alors
dans le bruit plutoˆt que dans le courant, mais la de´tection de cette fre´quence peut eˆtre
conside´re´e comme un analogue de l’effet Josephson.
2.5.3 Tensions plus e´leve´es
On cherche maintenant a` mode´liser la jonction N-S de fac¸on plus re´aliste. Le mode`le
de Blonder, Tinkham et Klapwijk (BTK) [37] est particulie`rement bien adapte´, d’autant
qu’il permet une bonne description de la jonction avec un minimum de parame`tres. De plus,
il permet d’expliciter la de´pendance en e´nergie des e´le´ments de la matrice S. On pourra
ainsi s’inte´resser au cas des tensions plus importantes, pouvant meˆme eˆtre supe´rieures au
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Fig. 2.2: Bruit en fonction de la fre´quence. A gauche, en traits pleins, le bruit dans une
jonction N-S avec une singularite´ a` la fre´quence ω = 2eV/~ (en unite´s de 2e〈I〉(1 − RA));
en pointille´s, le bruit dans une jonction entre deux me´taux normaux avec une singularite´
a` la fre´quence ~ω = eV (en unite´s de 2e〈I〉(1 − T )). A droite, le bruit dans une jonction
Josephson, avec un pic a` la fre´quence ~ω = 2eV .
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Fig. 2.3: Diagramme en e´nergie de trois diffe´rents types de jonctions : a` gauche, un me´tal
normal (µN) connecte´ a` un supraconducteur (µS) ; au centre, deux me´taux normaux aux
potentiels chimiques µ1 et µ2 ; a` droite, deux supraconducteurs en contact (effet Josephson),
avec leurs potentiels chimiques µS1 et µS2.
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Fig. 2.4: Bruit dans une jonction N-S en fonction du courant pour deux tempe´ratures. En
traits pleins les courbes the´oriques pour une charge 2e, et en pointille´s les courbes pour une
charge e. Les points expe´rimentaux sont nettement mieux pre´dits avec une charge 2e. D’apre`s
Jehl et al. [51].
dT
 /d
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V/
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Tension (  V)µ
Fig. 2.5: De´rive´e de la tempe´rature effective de bruit (2.14) par rapport a` la tension
dTN/dV . Cercles : jonction entre deux me´taux normaux (T = 100 mK) ; triangles : jonc-
tion N-S (T = 70 mK) ; traits pleins : courbes the´oriques dans les deux cas. A tempe´rature
nulle, dans le cas normal dTN/dV = e/(6kB)sgn(V ), et dans le cas d’une jonction N-S
dTN/dV = (2e)/(6kB)sgn(V ). On voit tre`s bien le doublement du bruit dans le cas N-S.
D’apre`s Kozhevnikov et al. [54].
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gap. Dans ce mode`le, une barrie`re tunnel est introduite au niveau de l’interface N-S. Elle
est de´crite par un potentiel en fonction delta VB(x) = VBδ(x), avec VB = Z~2kF/m. Le
parame`tre Z est la hauteur (ou la transparence) de la barrie`re. Connaissant les e´tats dans le
supraconducteur (voir l’appendice A), on peut e´crire les relations de continuite´ des fonctions
d’onde et de leur de´rive´e de part et d’autre de l’interface N-S. Les calculs des e´le´ments de la
matrice S de la jonction sont de´taille´s dans l’appendice B.
Connaissant la de´pendance en e´nergie des e´le´ments de la matrice S, on calcule nume´rique-
ment les inte´grales (2.11) et (2.12). Si on trace le bruit en fonction de la fre´quence, on
remarque des singularite´s supple´mentaires aux fre´quences ω = (eV − ∆)/~, ω = (2∆)/~,
ω = (eV + ∆)/~, et il reste la singularite´ a` la fre´quence Josephson ω = 2eV/~ (figure
2.6). Toutes ces fre´quences peuvent se retrouver sur un diagramme en e´nergie (figure 2.7).
Pour appre´hender ces nouvelles singularite´s, l’argument de l’oscillation temporelle des fonc-
tions d’onde peut eˆtre a` nouveau utilise´. Cette fois, a` cause de la tension e´leve´e, plusieurs
phe´nome`nes ont lieu :
– La re´flexion d’Andreev est toujours pre´sente et elle implique la meˆme singularite´ a` la
fre´quence Josephson 2eV/~.
– Les e´lectrons du coˆte´ normal sont transmis en quasi-particules de type e´lectron vers le
supraconducteur. Les fonctions d’onde oscillent comme ψN,e ∼ exp[−i(µS + eV )t/~] et
ψS,e ∼ exp[−i(µS + ∆)t/~] et leur recouvrement donne une singularite´ a` (eV −∆)/~.
Il faut noter que le meˆme processus de transfert se passe e´galement avec les trous et
les quasi-particules de type trou, ce qui me`ne a` la meˆme singularite´.
– Les e´lectrons du coˆte´ normal sont transmis en quasi-particules de type trou vers le
supraconducteur (transmission d’Andreev). Dans ce cas la de´pendance temporelle des
fonctions d’onde est ψN,e ∼ exp[−i(µS + eV )t/~] et ψS,h ∼ exp[−i(µS −∆)t/~], ce qui
donne une singularite´ a` (eV + ∆)/~. Et le meˆme processus de transfert existe avec les
trous transmis en quasi-particules de type e´lectron.
– La re´flexion d’Andreev a lieu aussi du coˆte´ supraconducteur quand les quasi-particules
de type e´lectron sont re´fle´chies en quasi-particules de type trou et vice versa. Les
fonctions d’onde oscillent comme ψS,e ∼ exp[−i(µS + ∆)t/~] et ψS,h ∼ exp[−i(µS −
∆)t/~] et cela cre´e une singularite´ a` la fre´quence 2∆/~.
Cette inte´gration nume´rique peut bien suˆr se faire pour de faibles tensions applique´es.
Les re´sultats obtenus sont en bon accord avec l’e´quation (2.13) calcule´e au paragraphe 2.5.2
(voir figure 2.8).
Une autre limite inte´ressante est celle des grandes tensions quand eV  ∆. Dans ce
cas, le transport est domine´ par la transmission de quasi-particules de charge e, alors que
la contribution de la re´flexion d’Andreev est faible. On peut donc s’attendre a` des re´sultats
similaires a` ceux d’une jonction entre deux me´taux normaux. C’est effectivement le cas (figure
2.9), meˆme si on peut encore distinguer les singularite´s supple´mentaires. On peut objecter que
si la diffe´rence de potentiel applique´e est trop e´leve´e, les processus hors-e´quilibre dominent et
les hypothe`ses de ce calcul ne sont plus valables a` cause des effets de chauffage. Cependant,
cette limite reste valide pour des supraconducteurs a` petit gap (∆/kB ∼ 0.1K) car dans ce
cas, la condition eV  ∆ peut eˆtre satisfaite dans une situation proche de l’e´quilibre.
Enfin, on peut e´galement faire varier la tempe´rature. Quand la tempe´rature augmente, les
singularite´s sont toujours pre´sentes, mais elles sont atte´nue´es par le bruit thermique (figure
2.10).
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Fig. 2.6: Bruit dans une jonction N-S en fonction de la fre´quence, avec une barrie`re de
transparence interme´diaire (Z = 1), pour plusieurs valeurs de la tension : de bas en haut
eV = 0.8∆, eV = 1.3∆, eV = 1.9∆.
2eV ∆eV+
eV- ∆
-eV
eV
−∆
∆
2∆
N S
Fig. 2.7: Diagramme en e´nergie de la jonction N-S quand on applique une tension est
supe´rieure au gap. Les intervalles d’e´nergie peuvent eˆtre identifie´s aux diffe´rents phe´nome`nes
de re´flexion ou de transmission et associe´s aux singularite´s observe´es.
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Fig. 2.8: Bruit dans une jonction N-S en fonction de la fre´quence avec une barrie`re de
transparence interme´diaire (Z = 1). La tension applique´e est infe´rieure au gap (de bas en
haut, eV = 0.5∆ et eV = 0.8∆). On retrouve une variation presque line´aire comme le pre´voit
l’e´quation (2.13).
eV0 2eV
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S(
  )ω
Fig. 2.9: Bruit dans une jonction N-S en fonction de la fre´quence avec une barrie`re de
transparence interme´diaire (Z = 1), pour une tension e´leve´e (eV = 20∆).
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Fig. 2.10: Bruit dans une jonction N-S en fonction de la fre´quence, avec une barrie`re de
transparence interme´diaire (Z = 1), pour diffe´rentes valeurs de la tempe´rature (traits pleins :
kBΘ = 0 ; pointille´s : kBΘ = 0.3∆ ; petits pointille´s : kBΘ = 0.5∆). Le bruit thermique
atte´nue les singularite´s.
2.6 Effet Aharonov-Bohm non-stationnaire
Les mesures de bruit a` fre´quence finie sont particulie`rement difficiles a` re´aliser. Il est donc
inte´ressant d’imaginer un syste`me dans lequel on pourrait mettre en e´vidence la fre´quence
Josephson mais a` travers des mesures de bruit a` fre´quence nulle. Ainsi, l’effet Aharonov-
Bohm non-stationnaire a e´te´ propose´ il y a plusieurs anne´es dans le cas d’un conducteur
normal connecte´ a` des re´servoirs [55]. Dans un tel syste`me, un potentiel vecteur de´pendant
du temps (pe´riodique) est applique´ dans une re´gion confine´e [x1, x2] du conducteur. Cela
ajoute une phase pe´riodique en temps aux e´lectrons et aux trous Φ(t) = Φa sin(Ωt) avec Φa ≡
2pi
∫ x2
x1
dxAx/φ0, et avec φ0 = hc/e le quantum de flux. La conse´quence la plus importante
est la pre´sence de plateaux dans la de´rive´e du bruit par rapport a` la tension ∂S/∂eV la
tension eV est un multiple de la fre´quence de la perturbation ~Ω. Cet effet a e´te´ observe´
expe´rimentalement dans des e´chantillons diffusifs [56].
On veut maintenant e´tendre ce re´sultat a` une jonction N-S. La perturbation reste confine´e
dans une re´gion [x1, x2] pre`s de l’interface (figure 2.11). La principale diffe´rence avec le cas
pre´ce´dent est la pre´sence de la re´flexion d’Andreev. La fonction d’onde d’un e´lectron incident
accumule une phase Φ(t) dans la re´gion ou` le potentiel est confine´, mais apre`s une re´flexion
normale, cette phase est annule´e. En revanche, si l’e´lectron subit une re´flexion d’Andreev,
le trou re´fle´chi accumule encore une phase Φ, totalisant ainsi une phase 2Φ pour tout le
processus de re´flexion. Donc dans le re´gime d’Andreev la matrice S de la jonction peut
s’e´crire comme :
S =
(
see seh e
−2iΦ(t)
she e
2iΦ(t) shh
)
, (2.15)
ou` see, seh, she et shh sont les e´le´ments de matrice standards de´crivant la jonction N-S seule
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Fig. 2.11: L’interface N-S. Un potentiel vecteur pe´riodique en temps est applique´ dans la
re´gion grise´e. La fonction d’onde de l’e´lectron ou du trou y accumule une phase. Cette phase
est double´e dans le cas de la re´flexion d’Andreev (en bas), mais s’annule dans le cas de la
re´flexion normale (en haut).
(sans la perturbation externe).
Contrairement a` l’effet Aharonov-Bohm usuel, il n’y a pas besoin d’une ge´ome´trie ferme´e.
Le flux n’est pas maintenu dans une boucle et le courant n’est pas pe´riodique dans la phase
2Φ(t). De plus, dans la limite ou` la probabilite´ de re´flexion d’Andreev RA ne de´pend que
faiblement de l’e´nergie, la perturbation module simplement le courant de fac¸on pe´riodique :
∆I = (4e2/h)RA[~Ω/e]Φa cos(Ωt). En revanche, la perturbation conduit a` un effet non-
monotone (vis a` vis de la phase) sur le bruit.
A cause de de cette perturbation pe´riodique, l’invariance par translation dans le temps
est brise´e dans le corre´lateur (2.7) et le processus devient non-stationnaire. Le bruit de´pend
donc en ge´ne´ral de deux fre´quences et peut eˆtre e´crit comme :
S˜(Ω1,Ω2) =
∫ ∫
dt1dt2e
i(Ω1t1+Ω2t2)
(
〈I(t1)I(t2)〉 − 〈I〉2
)
.
Cette double transforme´e de Fourier peut se re´e´crire comme :
S˜(Ω1,Ω2) =
+∞∑
m=−∞
2piδ(Ω1 + Ω2 −mΩ)S(m)(Ω2) .
L’harmonique ze´ro, proportionnelle a` δ(Ω1 + Ω2), est la quantite´ la plus naturelle a` e´tudier.
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D’apre`s l’e´quation (2.8), son expression a` fre´quence nulle est donne´e par :
S(0)(0) =
e2~2
2m2v2F
1
(2pi~)2
∫ +∞
−∞
dt
∫ +∞
−∞
dt′
∫ +∞
0
dE
∫ +∞
0
dE ′
∑
m,n
{
fm(E)(1− fn(E ′))ei(E′−E)(t′−t)/~
×
[
ANmNn(E,E
′, t)A∗NmNn(E,E
′, t′) +B∗NmNn(E,E
′, t)BNmNn(E,E ′, t′)
+ANmNn(E,E
′, t)BNmNn(E,E ′, t′) +B∗NmNn(E,E
′, t)A∗NmNn(E,E
′, t′)
]
+fm(E)fn(E
′)e−i(E+E
′)(t′−t)/~
×C∗NmNn(E,E ′)
[
CNnNm(E
′, E, t′) + CNmNn(E,E ′, t′)
]
+(1− fm(E))(1− fn(E ′))ei(E+E′)(t′−t)/~
×
[
CNnNm(E
′, E, t) + CNmNn(E,E ′, t)
]
C∗NmNn(E,E
′, t′)
}
.
On calcule cette inte´grale a` tempe´rature finie, et en utilisant les fonctions de Bessel Jn, on
obtient [44, 45] :
S(0)(0) =
4e2
h
RA(1−RA)
+∞∑
m=−∞
J2m(2Φa)FV (m~Ω) +
8e2
h
R2AkBΘ . (2.16)
ou` la de´pendance en tempe´rature apparaˆıt sous la forme :
FV (m~Ω) = (2eV −m~Ω) coth[(2eV −m~Ω)/2kBΘ] . (2.17)
On peut noter le facteur 2, signature de la charge des paires de Cooper dans l’argument de
la fonction de Bessel, qui provient de la phase 2φ accumule´e. La de´rive´e du bruit par rapport
a` la tension est :
∂S(0)(0)
∂V
' 8e
3
h
RA(1−RA)
+M∑
m=−M
J2m(2Φa) . (2.18)
Dans l’e´quation (2.18), la somme sur les harmoniques admet une coupure a` M = b2eV/~Ωc.
Expe´rimentalement [56], il est plus pratique de prendre la de´rive´e seconde du bruit par rap-
port a` la tension et de voir des pics, plutoˆt que d’essayer d’observer des plateaux en prenant
simplement la de´rive´e premie`re. Ceci est illustre´ sur la figure 2.12 pour deux tempe´ratures
diffe´rentes. A basse tempe´rature (kBΘ < ~Ω/2), les pics sont bien se´pare´s et ils sont bien
localise´s a` des fre´quences multiples de 2eV/~. A tempe´rature plus e´leve´e (kBΘ > ~Ω/2), on
ne peut plus distinguer les pics clairement.
L’expe´rience a e´te´ re´alise´e re´cemment dans un conducteur diffusif [54]. En pratique,
il est difficile d’appliquer un flux magne´tique localise´ sur une partie de l’e´chantillon. Par
conse´quent, on superpose une tension de´pendant du temps a` la diffe´rence de potentiel conti-
nue applique´e entre les bornes de l’e´chantillon. Pour la comparaison avec la the´orie, on prend
la moyenne sur les canaux de transmission et l’e´quation (2.16) devient :
S(0)(0) = 4kBΘGNS(1− η) + 2η GNS
+∞∑
m=−∞
J2m(2Φa)FV (m~Ω) ,
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Fig. 2.12: Effet Aharonov-Bohm non-stationnaire. De´rive´e seconde du bruit ∂2S/∂V 2 en
fonction de 2eV/~Ω (en unite´s (16e4/pi~2Ω)RA(1 − RA) avec le choix de Φa = 3) Pour
2kBΘ = 0.2 ~Ω (traits pleins), on observe des pics quand le rapport 2eV/~Ω est entier. En
pointille´s 2kBΘ = ~Ω.
ou` GNS est la conductance diffe´rentielle de l’e´chantillon, et η = 1/3 le facteur de suppression
normal pour un conducteur diffusif. La de´rive´e seconde du bruit par rapport a` la tension
montre clairement des pics a` la fre´quence Josephson (voir figure 2.13). Sur la figure 2.14
on peut voir que le premier pic est toujours situe´ a` une tension V = ~Ω/(2e), quelle que
soit la fre´quence Ω de la perturbation. Ce re´sultat constitue une ve´rification expe´rimentale
concluante de la pre´sence de la charge effective 2e dans le spectre du bruit d’une jonction
N-S.
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Fig. 2.13: Effet Aharonov-Bohm non-stationnaire. De´rive´e seconde de la tempe´rature effec-
tive de bruit ∂2TN/∂V
2 en fonction de la tension V , pour 2Φa = 1.1, 1.4, 1.7, 2.2, 2.8. On
observe un pic quand V = ±~Ω/(2e). D’apre`s Kozhevnikov et al. [54].
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Fig. 2.14: Position du premier pic de l’effet Aharonov-Bohm non-stationnaire en fonction
de la fre´quence de la perturbation. Dans le cas d’une jonction N-S (traits pleins) le pic est
toujours situe´ a` une tension V = ~Ω/(2e). Pour une jonction normale (pointille´s), le pic
apparaˆıt pour une tension V = ~Ω/e. D’apre`s Kozhevnikov et al. [54].
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Chapitre 3
Analogue fermionique de l’expe´rience
d’Hanbury-Brown et Twiss
3.1 L’expe´rience d’Hanbury-Brown et Twiss
Dans les deux premiers chapitres, on s’est inte´resse´ principalement au bruit. On a vu que
le bruit est en ge´ne´ral proportionnel au courant et a` la charge effective des porteurs. Si le
bruit contient e´galement des informations sur la statistique des particules, il est plus facile
de mettre celle-ci en e´vidence en mesurant les corre´lations de bruit entre deux terminaux
diffe´rents.
La premie`re expe´rience de mesure de corre´lations remonte aux anne´es 50. R. Hanbury-
Brown et R. Q. Twiss (HBT) [57] ont propose´ un nouveau type d’interfe´rome`tre pour
de´terminer la taille d’une e´toile radio en mesurant les corre´lations des signaux provenant
de deux antennes distinctes. Cette expe´rience a e´te´ suivie d’une autre utilisant une source
de lumie`re cohe´rente fournie par une lampe a` mercure dont le faisceau e´tait se´pare´ en deux
par un miroir semi-transparent (voir figure 3.1). Les corre´lations mesure´es entre les deux
faisceaux se sont re´ve´le´es positives. Ce re´sultat peut eˆtre explique´ par les proprie´te´s de
statistique quantique des photons, qui sont des bosons. Les particules de chaque faisceau
de bosons ont tendance a` se regrouper (bunching), donc la probabilite´ de de´tecter simul-
tane´ment deux photons (un dans chaque faisceau) est non-nulle, et ainsi les corre´lations sont
positives.
3.2 Analogue fermionique de l’expe´rience d’Hanbury-
Brown et Twiss
3.2.1 Introduction
On a vu que les corre´lations mesure´es entre deux faisceaux de photons issus du meˆme
faisceau de lumie`re cohe´rente sont positives. Puisque ce re´sultat est lie´ a` la statistique boso-
nique des particules mises en jeu, il est inte´ressant de refaire l’expe´rience d’Hanbury-Brown
et Twiss avec des fermions. En effet, contrairement aux bosons, les fermions s’excluent mu-
tuellement a` cause du principe de Pauli (antibunching). Ainsi, on s’attend a` ce que les
corre´lations soient ne´gatives (voir figure 3.2). De manie`re ge´ne´rale, on peut donc relier le
signe des corre´lations a` la statistique des particules.
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Source Corrélateur
Détecteur 2
Détecteur 1
Photons
Fig. 3.1: L’expe´rience d’Hanbury-Brown et Twiss. Un faisceau de lumie`re cohe´rente est
envoye´ sur deux de´tecteurs. Les corre´lations mesure´es sont positives.
Bosons Fermions Corrélationsnégativespositives
Corrélations
Fig. 3.2: Les particules d’un faisceau de photons ont tendance a` se regrouper (bunching). Les
corre´lations entre les deux faisceaux sont donc positives. En revanche, les fermions s’excluent
mutuellement du fait du principe d’exclusion de Pauli (antibunching). Les corre´lations sont
donc ne´gatives.
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En pratique, l’analogue fermionique de l’expe´rience d’Hanbury-Brown et Twiss est re´alise´
graˆce a` un syste`me en forme de (( Y )), c’est-a`-dire comportant trois terminaux. Par exemple,
on injecte des e´lectrons dans le premier terminal et un miroir semi-transparent les diffuse
dans l’un ou l’autre des deux terminaux restant. Les mesures de corre´lations de bruit sont
effectue´es entres ces deux terminaux.
3.2.2 Calcul des corre´lations de bruit dans une jonction en forme
de (( Y ))
Les corre´lations de bruit entre deux terminaux distincts a` fre´quence nulle et dans le cas
d’un seul canal s’expriment a` partir de l’expression (1.16) :
Smn(0) =
4e2
h
∫
dE
[
fm(E)(1− fm(E)) δmn − s∗mn(E)smn(E)fn(E)(1− fn(E))
−s∗nm(E)snm(E)fm(E)(1− fm(E))
+
∑
p1,p2
s∗mp1(E)smp2(E)s
∗
np2
(E)snp1(E)fp1(E)(1− fp2(E))
]
. (3.1)
Dans un syste`me a` N terminaux, a` tempe´rature nulle, et en faisant l’hypothe`se que les
e´le´ments de matrice sont inde´pendants de l’e´nergie, on peut calculer l’inte´grale (3.1) :
Smm =
2e2
h
∑
p,p′, p6=p′
|smp|2|smp′ |2|µp − µp′ |
=
4e2
h
N∑
p=1
N∑
p′=p+1
|smp|2|smp′ |2|µp − µp′ | . (3.2)
Puisqu’on s’inte´resse a` une jonction en forme de (( Y )), celle-ci comporte trois terminaux.
De plus, pour des raisons de simplicite´ on fait l’hypothe`se que les terminaux 1 et 2 sont au
meˆme potentiel chimique : µ1 = µ2. On peut alors de´finir la tension applique´e eV = µ3−µ1,2.
D’apre`s l’expression (3.2), on a :
S11 =
4e2
h
eV
[
|s11|2|s13|2 + |s12|2|s13|2
]
=
4e2
h
eV T13(1− T13) . (3.3)
De la meˆme fac¸on, on obtient le bruit dans le terminal 2 :
S22 =
4e2
h
eV T23(1− T23) . (3.4)
D’autre part, l’e´quation (3.1) permet aussi de montrer que les corre´lations de bruit entre les
terminaux 1 et 2 sont donne´es par :
S12 = S21 = −4e
2
h
eV |s13|2|s23|2
= −4e
2
h
eV T13T23 . (3.5)
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Il est naturel de normaliser les corre´lations entre les terminaux 1 et 2 par rapport au bruit
dans ces meˆmes terminaux. On trouve ainsi :
S12√
S11S22
= −
√
T13T23√
(1− T13)(1− T23)
. (3.6)
On a donc montre´ explicitement que ces corre´lations sont ne´gatives, signature de la nature
fermionique des e´lectrons. Ce re´sultat traduit le fait que de´tecter un e´lectron dans une
branche implique une faible probabilite´ d’en observer un autre dans l’autre branche (voir
figure 3.2 a` droite).
3.2.3 Re´sultats expe´rimentaux
Deux expe´riences ont re´cemment ve´rifie´ le signe ne´gatif des corre´lations dans un syste`me
fermionique. La premie`re a e´te´ re´alise´e dans les e´tats de bord de l’effet Hall quantique entier
[60, 61], et la seconde dans un gaz bidimensionnel d’e´lectrons [62] avec un miroir semi-
transparent utilise´ pour se´parer un faisceau incident d’e´lectrons en un faisceau re´fle´chi et
un faisceau transmis. Dans l’expe´rience de´crite dans la re´fe´rence [60], les probabilite´s de
transmission e´taient choisies telles que T33 = 0 et T13 = T23 = T = 1/2. Ainsi :
〈I3〉 = 2e
h
eV ,
〈I1〉 = 〈I2〉 = 2e
h
eV T .
Les e´quations (3.3), (3.4) et (3.5) deviennent alors :
S11 = S22 = −S12 = 4e
2
h
eV T (1− T ) = 2e〈I3〉 T (1− T ) . (3.7)
Les corre´lations de bruit entre les terminaux 1 et 2 sont donc exactement l’oppose´ du bruit
dans le terminal 1 ou 2. Et c’est effectivement ce qui a e´te´ observe´ expe´rimentalement (voir
figure 3.3).
3.3 Analogue fermionique de l’expe´rience d’Hanbury-
Brown et Twiss avec un supraconducteur
3.3.1 Introduction
On va maintenant modifier l’analogue fermionique de l’expe´rience d’Hanbury-Brown et
Twiss en ajoutant un supraconducteur dans une des branches de la jonction. La pre´sence
du supraconducteur entraˆıne l’apparition de nouveaux phe´nome`nes de diffusion au niveau
de l’interface N-S. En particulier, pour de faibles tensions, la re´flexion d’Andreev contribue
majoritairement au transport. Il est donc le´gitime de se demander quelles vont en eˆtre
les conse´quences sur les corre´lations de bruit. On va voir qu’il est possible d’observer des
corre´lations ne´gatives mais aussi positives suivant la probabilite´ de transmission du miroir
semi-transparent.
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Fig. 3.3: Bruit S11 et corre´lations de bruit S12 dans l’analogue fermionique de l’expe´rience
d’Hanbury-Brown et Twiss. en fonction du courant 〈I3〉. Les pentes mesure´es sont de 0.23×2e
et de −0.26 × 2e en tre`s bon accord avec l’e´quation (3.7) pour T = 1/2. D’apre`s Henny et
al. [60]
3.3.2 Mode`le
Le syste`me est constitue´ de deux terminaux normaux (1 et 2, voir figure 3.4) relie´s par
un miroir semi-transparent (BS) et connecte´s a` un supraconducteur par l’interme´diaire d’un
autre terminal normal (3). c+i e de´signe l’e´tat d’un e´lectron incident dans le terminal i, alors
que c−i e correspond a` un e´lectron sortant de ce meˆme terminal. De la meˆme fac¸on, un trou
incident dans i est de´signe´ par c−i h et un trou sortant par c
+
i h (voir figure 3.4). Avec cette
convention, la matrice S du syste`me complet (miroir semi-transparent et jonction N-S) relie
les e´tats incidents aux e´tats sortants :

c−1e
c+1h
c−2e
c+2h
c−4e
c+4h
 = S

c+1e
c−1h
c+2e
c−2h
c+4e
c−4h
 . (3.8)
On veut maintenant calculer les corre´lations de bruit entre les terminaux 1 et 2. En partant
de l’e´quation (2.10) et en prenant la limite de la tempe´rature nulle, on peut montrer que
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Fig. 3.4: Deux terminaux normaux (1 et 2) sont relie´s par un miroir semi-transparent (BS)
et connecte´s a` un supraconducteur (4) par l’interme´diaire d’une re´gion normale (3).
l’expression des corre´lations se re´duit a` :
S12(0) =
2e2
h
∫ eV
0
dE
[ ∑
i,j=1,2
(
s∗1iees1jeh − s∗1ihes1jhh
)(
s∗2jehs2iee − s∗2jhhs2ihe
)
+
∑
i=1,2 ; γ=e,h
(
s∗1iees14eγ − s∗1ihes14hγ
)(
s∗24eγs2iee − s∗24hγs2ihe
)]
. (3.9)
Le signe des corre´lations ne peut pas eˆtre de´termine´ directement d’apre`s l’e´quation (3.9)
ci-dessus. Il va de´pendre de la forme spe´cifique de la matrice S choisie. On va donc choisir
un mode`le simple dans lequel le miroir semi-transparent est dissocie´ de la jonction N-S
(voir figure 3.4). Pour construire la matrice S du syste`me complet, on combine la matrice
S du miroir semi-transparent avec celle de la jonction N-S en utilisant l’analogie avec un
interfe´rome`tre de type Fabry-Pe´rot.
3.3.3 Matrice S du miroir semi-transparent
La partie e´lectronique de la matrice S du miroir semi-transparent est donne´e par : c−1ec−2e
c−3e
 = SBSe
 c+1ec+2e
c+3e
 . (3.10)
L’expression de SBSe est choisie identique a` celle des re´fe´rences [58, 59] :
SBSe =
 a b √εb a √ε√
ε
√
ε −(a+ b)
 , (3.11)
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avec a =
(√
1− 2ε− 1) /2, b = (√1− 2ε+ 1) /2 et ε pouvant varier de 0 a` 1/2. Puisque
le miroir semi-transparent est choisi syme´trique, la matrice SBSe ne de´pend que d’un seul
parame`tre ε qui de´termine la transparence du miroir. Par exemple si ε = 0, la transmission
des terminaux 1 et 2 vers le terminal 3 n’est pas permise. On a une relation similaire pour
les trous :  c+1hc+2h
c+3h
 = SBSh
 c−1hc−2h
c−3h
 . (3.12)
On notera que le miroir semi-transparent ne couple pas les e´lectrons et les trous. L’expression
de la matrice des trous est donne´e par la relation SBSh(E) = S
∗
BSe
(−E), car aucun champ
magne´tique n’est applique´. Puisque SBSe est re´elle et qu’elle ne de´pend pas de l’e´nergie, on
a SBSh = SBSe .
3.3.4 Faibles tensions applique´es
Quand la tension applique´e est tre`s infe´rieure au gap du supraconducteur (eV  ∆), la
re´flexion d’Andreev entre les re´gions 3 et 4 est le processus dominant. On peut alors e´crire
[39] : (
c+3e
c−3h
)
=
(
0 γ
γ 0
)(
c−3e
c+3h
)
, (3.13)
avec γ = e−i arccos(E/∆). Dans ce cas, les e´le´ments de matrice tels que s14αβ ou s24αβ (avec
αβ = e, h) sont nuls. En posant x =
√
1− 2ε on montre que :
s11ee=s11hh=s22ee=s22hh =
(x− 1)(1 + γ2x)
2(1− γ2x2) , (3.14)
s21ee=s21hh=s12ee=s12hh =
(x+ 1)(1− γ2x)
2(1− γ2x2) , (3.15)
s11eh=s21eh = s12eh=s22eh=s11he=s21he=s12he=s22he
=
γ(1− x)(1 + x)
2(1− γ2x2) . (3.16)
Puisque E  ∆ on peut faire l’hypothe`se que γ ' −i. Les e´le´ments de la matrice S
ne de´pendent donc plus de l’e´nergie, et l’inte´grale (3.9) peut eˆtre calcule´e facilement. On
obtient finalement [45, 63] :
S12(0) =
2e2
h
eV
ε2
2(1− ε)4
(−ε2 − 2ε+ 1) . (3.17)
Les corre´lations de bruit s’annulent si ε = 0, c’est-a`-dire quand les conducteurs 1 et 2 sont
e´quivalents a` un syste`me a` deux terminaux de´couple´s du supraconducteur. D’autre part, S12
s’annule quand ε =
√
2− 1. Si on trace S12 (normalise´ au bruit dans 1 ou dans 2 a` ε = 1/2)
en fonction de la transparence du miroir semi-transparent ε (figure 3.5), on remarque que
les corre´lations sont positives si 0 < ε <
√
2 − 1 et ne´gatives pour √2 − 1 <  < 1/2.
Quand la transmission est maximale, les corre´lations sont ne´gatives et minimales (-1) : c’est
la signature d’un syste`me purement fermionique. Les e´lectrons et les trous n’interfe`rent pas
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Fig. 3.5: Corre´lations de bruit entre les deux terminaux normaux (normalise´es au bruit dans
1 ou dans 2 a` ε = 1/2) en fonction de la transparence du miroir semi-transparent ε. Les
corre´lations peuvent eˆtre ne´gatives ou positives suivant la valeur de ε.
et se propagent inde´pendamment dans les terminaux normaux. L’expression (3.17) pre´voit
un maximum des corre´lations a`  = 1/3.
Ces corre´lations positives peuvent s’expliquer par le processus de re´flexion d’Andreev. En
effet, la re´flexion d’Andreev d’un trou revient a` transfe´rer une paire de Cooper vers le me´tal
normal [64] sous la forme d’une paire d’e´lectrons corre´le´s. De meˆme, la re´flexion d’Andreev
d’un e´lectron cre´e une paire de trous corre´le´s du coˆte´ normal. Et la propagation se´pare´e de
ces paires corre´le´es dans chacune des branches de la jonction tend a` rendre les corre´lations
de bruit positives (voir figure 3.6).
3.3.5 Tensions plus e´leve´es
Si on applique une tension supe´rieure au gap, la transmission de quasi-particules vers le
supraconducteur devient possible. D’autre part, dans ce cas, les intervalles d’e´nergie mis en
jeu deviennent trop importants pour que l’on puisse ne´gliger la de´pendance en e´nergie des
e´le´ments de la matrice S de la jonction N-S. Comme au chapitre pre´ce´dent, on choisit le
mode`le BTK [37] (voir appendice B) pour de´crire la jonction. Un barrie`re d’opacite´ (ou de
hauteur) Z est introduite au niveau de la jonction et les e´le´ments de la matrice S de´pendent
explicitement de l’e´nergie. En revanche, pour des raisons de simplicite´, on garde le meˆme
mode`le de miroir semi-transparent inde´pendant de l’e´nergie. On peut alors combiner les deux
matrices de diffusion pour obtenir la matrice S du syste`me complet. Celle-ci est calcule´e dans
l’appendice C.
On calcule nume´riquement l’inte´grale sur l’e´nergie de l’e´quation (3.9). Si on conside`re
tout d’abord une barrie`re tre`s transparente (Z = 0.1) et une faible tension applique´e, on
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Fig. 3.6: La re´flexion d’Andreev ge´ne`re des paires d’e´lectrons corre´le´s qui tendent a` rendre
les corre´lations positives lorsque chaque e´lectron de la paire part dans une branche diffe´rente
de la jonction en forme de (( Y )).
trouve une courbe des corre´lations de bruit en fonction de ε en bon accord avec les re´sultats
analytiques du paragraphe pre´ce´dent (figure 3.7), sauf que les corre´lations n’atteignent plus
la valeur minimale -1 pour ε = 1/2. C’est une premie`re signature de la barrie`re au niveau
de l’interface N-S. Plus on augmente la tension, plus la re´gion sur laquelle les corre´lations
sont positives devient petite. Si la tension est augmente´e suffisamment (au dela` du gap),
les corre´lations restent ne´gatives sur tout l’intervalle de ε. Dans ce cas, la transmission de
particules des terminaux normaux vers le supraconducteur prend le pas sur la re´flexion
d’Andreev. La jonction se comporte alors comme un syste`me normal purement fermionique.
On conside`re maintenant le cas des barrie`res plus opaques (Z = 1, figure 3.8) et on
obtient un comportement diffe´rent des corre´lations de bruit. Pour des faibles tensions, les
corre´lations restent positives sur tout l’intervalle de ε. Il est meˆme possible de trouver une
valeur de la tension (par exemple eV = 0.95∆) pour laquelle les corre´lations pre´sentent des
oscillations entre des valeurs positives et ne´gatives. En augmentant davantage la tension, les
corre´lations redeviennent ne´gatives sur tout l’intervalle de ε. Les calculs pour des valeurs plus
grandes de Z confirment la tendance du syste`me a` donner des corre´lations positives a` faible
tension applique´e. Le phe´nome`ne des corre´lations positives dans un syste`me fermionique
avec un supraconducteur est donc renforce´ par l’opacite´ de la barrie`re. Cependant, avec des
barrie`res opaques, l’amplitude de S1 et S12 devient tre`s faible, ce qui limite la possibilite´ de
faire des mesures expe´rimentales dans ce re´gime.
3.3.6 Syste`me a` deux canaux
Motivation
Le mode`le propose´ pour observer des corre´lations positives dans un syste`me fermionique
est tre`s difficile a` re´aliser expe´rimentalement. Cependant, une possibilite´ pour le re´aliser
serait d’utiliser un nanotube de carbone mono-paroi de type me´tallique ou semi-conducteur.
On peut imaginer connecter les extre´mite´s a` deux contacts C1 et C2 et ensuite de´placer le
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Fig. 3.7: Corre´lations de bruit entre les terminaux 1 et 2 (normalise´es au bruit dans 1 ou
dans 2 a` ε = 1/2) en fonction de la transparence du miroir semi-transparent ε. La jonction
N-S est de´crite par le mode`le BTK avec une barrie`re tre`s transparente (Z = 0.1). De haut
en bas, eV/∆ = 0.5, 0.95, 1.2, 1.8.
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Fig. 3.8: Corre´lations de bruit entre les terminaux 1 et 2 (normalise´es au bruit dans 1 ou
dans 2 a` ε = 1/2) en fonction de ε pour une barrie`re d’opacite´ Z = 1 (meˆmes tensions que
sur la figure 3.7).
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Fig. 3.9: Proposition de syste`me fermionique pour observer des corre´lations positives : un
nanotube (NT) est connecte´ a` deux contacts C1 et C2 et rapproche´ d’un supraconducteur
(S).
corps du nanotube vers un supraconducteur a` l’aide de la pointe d’un microscope a` force
atomique (AFM) (voir figure 3.9). Cependant, un nanotube comporte deux modes qui ont
la meˆme e´nergie de Fermi. De plus, en pre´sence d’impurete´s, il peut y avoir de la diffusion
d’un mode a` l’autre provoque´ par du de´sordre. Or, le mode`le propose´ ci-dessus ne comporte
qu’un seul mode. Il convient donc de le ge´ne´raliser a` deux canaux, voire meˆme a` un nombre
de canaux quelconque avec une parame´trisation simple du de´sordre.
On conside`re donc une ge´ne´ralisation a` plusieurs canaux du syste`me pre´sente´ au para-
graphe 3.3.2. Le me´lange entre les canaux a lieu dans deux diffuseurs D1 et D2 situe´es aux
extre´mite´s des deux branches du (( Y )) (voir figure 3.10). Ces deux diffuseurs sont de´crits par
des matrices S. En combinant ces matrices de diffusion avec les autres matrices de´crivant
le miroir semi-transparent et la jonction N-S, on obtient la matrice de diffusion du syste`me
global et on peut ainsi calculer les corre´lations de bruit.
Matrices S des diffuseurs
On va maintenant pre´senter une me´thode qui permet d’imple´menter des matrices ale´atoi-
res a` de´sordre fixe de manie`re nume´rique. La matrice S des diffuseurs est une matrice unitaire
2N×2N ou` N est le nombre de canaux. Elle doit mode´liser le de´sordre en couplant les canaux
entre eux et doit de´pendre d’un parame`tre qui controˆle quantitativement ce de´sordre. Plus le
de´sordre est fort, plus le me´lange entre les canaux est important. Pour ge´ne´rer ces matrices,
on va utiliser la me´thode de´crite dans la re´fe´rence [65].
Si une matrice S est telle que :
S = exp(iH) ,
avec H une matrice hermitique, alors S est unitaire. Par exemple, si on choisit :
H0 =
pi
2
(
1N −1N
−1N 1N
)
, (3.18)
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Fig. 3.10: Jonction en forme de (( Y )) a` deux canaux connecte´e a` un supraconducteur. Les
diffuseurs D1 et D2 permettent le me´lange entre les deux canaux.
alors on a :
S = exp(iH0) =
(
0N 1N
1N 0N
)
= S0 ,
qui est la matrice de transmission parfaite (a` un facteur de phase pre`s) sans me´lange entre
les canaux. Le de´sordre est introduit graˆce a` une matrice ale´atoire R et un parame`tre δ (re´el
et positif) qui controˆle le taux de de´sordre. Pour une matrice R donne´e, plus δ est grand,
plus le de´sordre est important. Cependant, le de´sordre varie aussi beaucoup avec le choix de
R. On de´finit donc une norme de matrice :
||X|| =
√∑
α,β
X2αβ .
Avec cette de´finition, la norme de H0 est e´gale a` pi
√
N . En choisissant H = H0 + δ pi
√
N R
avec R norme´e a` 1, on a :
||H −H0||
||H0|| = δ .
Puisque le choix (3.18) n’est pas la seule fac¸on d’obtenir la matrice de transmission parfaite
S0 (donc sans de´sordre), il est possible de retrouver S0 avec une valeur de δ non nulle, ce qui
e´videmment n’est pas souhaitable (voir figure 3.11). En pratique, il ne faut pas que δ soit
trop grand. On peut d’ailleurs montrer qu’il existe une majoration de δ : δ < 1/
√
N .
En tirant ale´atoirement des matrices R de norme 1, on peut obtenir des matrices S de
diffuseurs avec un bon controˆle du de´sordre. On calcule alors nume´riquement les corre´lations
de bruit entre les deux branches 1 et 2 de la jonction en forme de (( Y )).
Calcul des corre´lations
On combine les matrices S des diffuseurs d’abord avec la matrice S du miroir semi-
transparent vue au paragraphe 3.3.3 et ensuite avec la matrice S de la jonction N-S. Pour des
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Fig. 3.11: Matrices de transmission parfaite S0. Les matrices de´sordonne´es se situent
(( entre )) les matrices S0. δ controˆle le taux de de´sordre. On voit que si δ est trop grand,
on peut retrouver la matrice S0.
raisons de simplicite´, on suppose que l’e´nergie est faible devant le gap du supraconducteur.
Comme au paragraphe 3.3.4, on peut faire l’hypothe`se que seule la re´flexion d’Andreev
contribue au transport. On choisit donc une matrice S de la jonction N-S du meˆme type
que la matrice (3.13), avec γ = −i. Ainsi, on obtient la matrice S de tout le syste`me qui va
permettre de calculer les corre´lations de bruit.
Puisque le courant total dans un terminal est la somme des courants de chaque canal
(e´quation (1.3)), les corre´lations totales sont la somme des corre´lations entre chaque canal
des deux terminaux conside´re´s :
S12 =
∑
αβ
S1α2β .
D’apre`s l’e´quation (3.9) et avec l’hypothe`se des faibles e´nergies, on peut e´crire la formule
donnant les corre´lations :
S12 =
2e2
h
eV
∑
αβ
[
(
s∗11ααees11ααeh − s∗11ααhes11ααhh
)(
s∗21βαehs21βαee − s∗21βαhhs21βαhe
)
+
(
s∗11ααees12αβeh − s∗11ααhes12αβhh
)(
s∗22ββehs21βαee − s∗22ββhhs21βαhe
)
+
(
s∗12αβees11ααeh − s∗12ααhes12αβhh
)(
s∗21βαehs22ββee − s∗21ββhhs21βαhe
)
+
(
s∗12αβees12αβeh − s∗12αβhes12αβhh
)(
s∗22ββehs22ββee − s∗22ββhhs22ββhe
)]
. (3.19)
On calcule nume´riquement ces corre´lations dans un syste`me a` deux canaux (comme dans
un nanotube) pour diffe´rentes valeurs du de´sordre en moyennant sur quelques centaines de
matrices R tire´es ale´atoirement. Si on trace les corre´lations de bruit entre les terminaux
1 et 2 en fonction de la transparence ε du miroir semi-transparent, on constate que l’on
obtient toujours des corre´lations positives tant que le de´sordre reste faible. Plus le de´sordre
augmente, plus le domaine dans lequel on retrouve des corre´lations positives se restreint. Si
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Fig. 3.12: Corre´lations de bruit entre les terminaux 1 et 2 (normalise´es au bruit dans 1
ou dans 2) en fonction de la transparence du miroir semi-transparent ε, pour diffe´rentes
valeurs du de´sordre : δ = 0, δ = 0.1, δ = 0.2 et δ = 0.3 (de haut en bas). Si le de´sordre est
suffisamment important, les corre´lations redeviennent ne´gatives sur toit l’intervalle de ε. Le
calcul nume´rique a e´te´ moyenne´ sur 200 matrices ale´atoires.
le de´sordre devient suffisamment important (δ & 0.2), les corre´lations redeviennent ne´gatives
quelle que soit la valeur de ε. Dans le cas d’un de´sordre nul (δ = 0), les deux canaux ne sont
pas couple´s et on retrouve le re´sultat (3.17) pre´sente´ sur la figure 3.5.
Dans la re´fe´rence [66], les auteurs ont e´tudie´ un syste`me a` plusieurs canaux constitue´
d’une jonction entre un me´tal normal et un supraconducteur, et la pointe d’un microscope
a` effet tunnel. Ils ont calcule´ les corre´lations entre le me´tal normal et la pointe du micro-
scope, montrant que celles-ci pouvaient effectivement eˆtre positives, mais que le phe´nome`ne
disparaˆıt avec l’augmentation du nombre de canaux. Dans notre cas, les calculs nume´riques
a` de´sordre fixe´ mais avec un nombre de canaux variable tendent a` confirmer ce re´sultat.
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Chapitre 4
Courant et bruit dans un formalisme
hors de l’e´quilibre
4.1 Introduction
Au de´but des anne´es 60, une me´thode de the´orie des champs a e´te´ propose´e pour cal-
culer les fonctions de Green d’un syste`me hors de l’e´quilibre [67, 68, 69]. Cette technique
ge´ne´ralement appele´e formalisme de Keldysh est une extension directe de la the´orie des per-
turbations [70, 71] au cas des situations hors-e´quilibre. Elle permet de ramener formellement
une situation hors de l’e´quilibre a` une the´orie diagrammatique de perturbations a` l’e´quilibre.
La me´thode de Keldysh a l’avantage d’eˆtre assez ge´ne´rale et syste´matique. Elle constitue une
approche perturbative de la me´canique statistique hors-e´quilibre qui permet d’aller au-dela`
de la the´orie de la re´ponse line´aire.
Cette me´thode est de´ja` assez ancienne et a donc e´te´ utilise´e dans des syste`mes assez
varie´s. Citons par exemple le calcul de l’e´quation du transport dans les me´taux [72] ou
encore le courant tunnel dans un syste`me a` deux barrie`res [73]. Elle a e´galement fait l’ob-
jet de plusieurs articles de revue [74, 75, 76]. Suite aux re´cents progre`s expe´rimentaux en
physique me´soscopique, notamment dans l’e´tude des phe´nome`nes de transport (mesure de
conductance, de courant ou de bruit), cette me´thode a connu un fort regain d’inte´reˆt, par
exemple dans les points quantiques supraconducteurs [77, 78]. En effet, le transport est ty-
piquement une situation ou` le syste`me est hors de l’e´quilibre. En ge´ne´ral, on conside`re que
le de´se´quilibre n’est pas trop important, et que l’on peut toujours appliquer la thermodyna-
mique de l’e´quilibre. C’est exactement ce que l’on a fait dans les pre´ce´dents chapitres. Mais
si le de´se´quilibre est important, la technique de Keldysh est particulie`rement bien adapte´e.
Dans ce chapitre, on va d’abord pre´senter un re´sume´ de la me´thode du formalisme de
Keldysh, puis on en verra une illustration avec le calcul du courant tunnel et du bruit dans
un fil contenant une barrie`re (mode`le unidimensionnel sur sites).
4.2 Fonctions de Green hors de l’e´quilibre
4.2.1 De´finitions, contour de Keldysh
En the´orie des perturbations (( habituelle )), le syste`me e´volue de fac¸on re´versible. Par
conse´quent, l’e´tat final (au temps t = +∞) est le meˆme – a` une phase pre`s – que l’e´tat
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initial (au temps t = −∞). Les valeurs moyennes intervenant par exemple dans les fonctions
de Green s’e´crivent comme [70] :
〈φ0|AH(t)BH(t′)...|φ0〉 = 〈φ0|UI(−∞,+∞)T [AI(t)BI(t′)...UI(+∞,−∞)] |φ0〉 (4.1)
=
〈φ0|T [AI(t)BI(t′)...UI(+∞,−∞)] |φ0〉
〈φ0|UI(+∞,−∞)|φ0〉 , (4.2)
ou` A et B sont des ope´rateurs quelconques. L’indice H de´signe la repre´sentation de Hei-
senberg et l’indice I la repre´sentation d’interaction. T est l’ope´rateur d’ordre chronologique
usuel :
T [A(t)B(t′)] =
{
A(t)B(t′) si t > t′
±B(t′)A(t) si t < t′ ,
ou` le signe supe´rieur de´signe les bosons et le signe infe´rieur de´signe les fermions. Mais si le
syste`me e´volue de fac¸on irre´versible (hors de l’e´quilibre), l’e´tat final est diffe´rent de l’e´tat
initial, et le passage de la ligne (4.1) a` la ligne (4.2) n’est plus vrai. Cependant, il est quand
meˆme possible de trouver une relation analogue a` (4.2). L’ide´e est de faire e´voluer le syste`me
de t = −∞ a` t = +∞ puis de revenir au temps t = −∞. Suivant cette logique, il est
pratique d’introduire le contour de Keldysh C pour le temps (voir figure 4.1). On de´finit
alors TC l’ope´rateur d’ordre chronologique sur le contour :
TC [A(t)B(t
′)] =
{
A(t)B(t′) si t >C t′
±B(t′)A(t) si t <C t′ .
On a introduit ici le signe ((>C )) (et bien e´videmment son contraire ((<C ))) qui signifie que si
t′ >C t alors t′ arrive apre`s t en suivant le contour de Keldysh, meˆme si t′ < t dans l’absolu,
comme c’est le cas sur la figure 4.1. Dans l’e´quation (4.1), si l’on conside`re que les temps
dans le premier ope´rateur UI(−∞,+∞) appartiennent a` la branche infe´rieure du contour de
Keldysh, et que les temps sous l’ope´rateur T appartiennent a` la branche supe´rieure, alors
tous les ope´rateurs de (4.1) sont dans l’ordre chronologique sur le contour C. Ainsi, on peut
e´crire :
〈φ0|UI(−∞,+∞)T [AI(t)BI(t′)...UI(+∞,−∞)] |φ0〉 =
〈φ0|TC [AI(t)BI(t′)...SC ] |φ0〉 . (4.3)
SC est le produit des ope´rateurs d’e´volution sur chacune des branches :
SC = UI(−∞,+∞)UI(+∞,−∞) = TC exp− i~
∫
C
dt Hint I(t) . (4.4)
Dans la mesure ou` l’ope´rateur TC ordonne les autres ope´rateurs sur le contour de Keldysh,
on peut choisir des temps sur l’une ou l’autre des branches. Ainsi, les fonctions de Green
font intervenir deux temps diffe´rents. Il existe donc quatre fac¸ons de les de´finir :
Gηη
′
(r, tη, r
′, t′η′) = −i〈TC
[
ΨH(r, tη)Ψ
+
H(r
′, t′η′)
]〉 ,
ou` η et η′ sont les indices de branche (η = ±). En tenant compte des positions des temps
sur les branches du contour, les fonctions de Green de Keldysh peuvent s’exprimer comme :
G++(r, t+, r
′, t′+) = −i〈T
(
ΨH(r, t)Ψ
+
H(r
′, t′)
)〉
G+−(r, t+, r′, t′−) = ∓i〈Ψ+H(r′, t′)ΨH(r, t)〉
G−+(r, t−, r′, t′+) = −i〈ΨH(r, t)Ψ+H(r′, t′)〉
G−−(r, t−, r′, t′−) = −i〈T˜
(
ΨH(r, t)Ψ
+
H(r
′, t′)
)〉
,
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t
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Fig. 4.1: Contour de Keldysh C. Ici, t > t′ mais t′− >C t+.
ou` T est l’ope´rateur d’ordre chronologique habituel et T˜ l’ope´rateur d’ordre anti-chronologi-
que. D’apre`s ces de´finitions, on peut montrer que :
G++ +G−− = G+− +G−+ .
Ces fonctions de Green se rangent naturellement dans une matrice :
G =
(
G++ G+−
G−+ G−−
)
.
Cette notation matricielle sera tre`s utile par la suite pour condenser les notations, notamment
pour e´crire les de´veloppements en e´quation de Dyson.
4.2.2 Expression des fonctions de Green en repre´sentation d’in-
teraction
En ge´ne´ral, la plupart des quantite´s physiques d’un syste`me peuvent s’exprimer a` l’aide
de fonctions de Green. Mais il est rarement possible de calculer explicitement celles-ci de`s
lors que le syste`me subit une perturbation. Par contre, la fonction de Green du syste`me
non-perturbe´ est en principe bien connue. L’ide´e est donc d’effectuer un de´veloppement
perturbatif des fonctions de Green du syste`me perturbe´ en les re´e´crivant a` partir de la
fonction de Green du syste`me non-perturbe´. La premie`re e´tape consiste a` les reformuler en
repre´sentation d’interaction. Ce passage se fait en utilisant l’e´quation (4.3). La fonction de
Green de Keldysh se met alors sous la forme suivante :
Gηη
′
(r, tη, r
′, t′η′) = −i〈TC
[
ΨI(r, tη)Ψ
+
I (r
′, t′η′)SC
]〉 . (4.5)
On a donc obtenu une expression de la fonction de Green de Keldysh similaire a` l’e´quation
(4.2). C’est cette expression qui va servir de base au de´veloppement perturbatif.
4.2.3 Equation de Dyson
Comme dans la the´orie des perturbations usuelle, il est possible d’e´tablir une e´quation
de Dyson pour la fonction de Green. On prend par exemple le cas ou` la perturbation est un
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potentiel instantane´ :
Hint I(t) =
∫
dr1 dr
′
1 U(r1, r
′
1)Ψ
+
I (r1, t+ )ΨI(r
′
1, t) .
 est une constante positive tre`s petite introduite pour e´valuer les fonctions de Green a` deux
temps diffe´rents. On la fera tendre vers 0 a` la fin du calcul. L’inte´gration sur le contour se
de´compose en deux parties : ∫
C
dt =
∫ +∞+
−∞+
dt+ −
∫ +∞−
−∞−
dt− .
Le de´veloppement perturbatif de la fonction de Green de Keldysh repose ge´ne´ralement sur
le de´veloppement de l’ope´rateur d’e´volution (4.4). Au premier ordre, la fonction de Green
devient :
−i〈TC
[
ΨI(r, tη)Ψ
+
I (r
′, t′η′)SC
]〉 = −i〈TC [ΨI(r, tη)Ψ+I (r′, t′η′)]〉
+(−i)
(−i
~
)∫
dr1 dr
′
1
∫ +∞+
−∞+
dt1+ U(r1, r
′
1)
〈TC
[
ΨI(r, tη)Ψ
+
I (r
′, t′η′)Ψ
+
I (r1, t1+ + )ΨI(r
′
1, t1+)
]〉
−(−i)
(−i
~
)∫
dr1 dr
′
1
∫ +∞−
−∞−
dt1− U(r1, r′1)
〈TC
[
ΨI(r, tη)Ψ
+
I (r
′, t′η′)Ψ
+
I (r1, t1− + )ΨI(r
′
1, t1−)
]〉 .
On applique alors le the´ore`me de Wick afin de regrouper les ope´rateurs de cre´ation et d’an-
nihilation sous forme de valeurs moyennes :
〈TC
[
ΨI(r, tη)Ψ
+
I (r
′, t′η′)Ψ
+
I (r1, t1+ + )ΨI(r
′
1, t1+)
]〉
= 〈TC
[
ΨI(r, tη)Ψ
+
I (r
′, t′η′)
]〉〈Ψ+I (r1, t1+ + )ΨI(r′1, t1+)〉
+〈TC
[
ΨI(r, tη)Ψ
+
I (r1, t1+ + )
]〉〈TC [Ψ+I (r′, t′η′)ΨI(r′1, t1+)]〉
= igηη
′
(r, tη, r
′, t′η′)(−i)g++(r′1, t1+, r1, t1+ + )
+ igη+(r, tη, r1, t1+ + )ig
+η′(r′1, t1+, r
′, t′η′) , (4.6)
ou` gηη
′
(r, tη, r
′, t′η′) = −i〈TC
[
ΨI(r, tη)Ψ
+
I (r
′, t′η′)
]〉 est la fonction de Green non-perturbe´e
(donc a` l’e´quilibre). De la meˆme fac¸on :
〈TC
[
ΨI(r, tη)Ψ
+
I (r
′, t′η′)Ψ
+
I (r1, t1− + )ΨI(r
′
1, t1−)
]〉
= gηη
′
(r, tη, r
′, t′η′)g
−−(r′1, t1−, r1, t1− + )
− gη−(r, tη, r1, t1− + )g−η′(r′1, t1−, r′, t′η′) . (4.7)
En regroupant les e´quations (4.6) et (4.7), on obtient finalement :
Gηη
′
(r, tη, r
′, t′η′) = g
ηη′(r, tη, r
′, t′η′)
+
1
~
∫
dr1 dr
′
1
∫ +∞+
−∞+
dt1+ U(r1, r
′
1)g
η+(r, tη, r1, t1+ + )g
+η′(r′1, t1+, r
′, t′η′)
−1
~
∫
dr1 dr
′
1
∫ +∞−
−∞−
dt1− U(r1, r′1)g
η−(r, tη, r1, t1− + )g−η
′
(r′1, t1−, r
′, t′η′) .
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On peut re´e´crire ce re´sultat sous forme matricielle :
G(r, t, r′, t′) = g(r, t, r′, t′)
+
∫
dr1 dr
′
1
∫ +∞
−∞
dt1 g(r, t, r1, t1 + )Σ(r1, r
′
1)g(r
′
1, t1, r
′, t′) ,
ou` l’on a pose´ :
Σ(r1, r
′
1) =
1
~
(
U(r1, r
′
1) 0
0 −U(r1, r′1)
)
,
qui correspond a` la matrice de self-e´nergie.
En poursuivant le de´veloppement aux ordres supe´rieurs, on obtient une e´quation inte´grale
de Dyson matricielle :
G(r, t, r′, t′) = g(r, t, r′, t′)
+
∫
dr1 dr
′
1
∫ +∞
−∞
dt1 g(r, t, r1, t1 + )Σ(r1, r
′
1)G(r
′
1, t1, r
′, t′) . (4.8)
Si aucun champ magne´tique n’est applique´, les fonctions de Green ne de´pendent que de la
diffe´rence des temps. Il est alors naturel de re´e´crire l’e´quation (4.8) ci-dessus en transforme´e
de Fourier :
G(r, r′, ω) = g(r, r′, ω)
+
∫
dr1 dr
′
1 g(r, r1, ω)Σ(r1, r
′
1)G(r
′
1, r
′, ω) . (4.9)
On peut ge´ne´raliser cette e´quation avec un potentiel quelconque. On obtient (en notation
formelle, c’est-a`-dire en omettant les sommes, les inte´grales et les variables d’espace et de
temps ou de fre´quence) :
G = g + gΣG . (4.10)
Σ est la matrice de self-e´nergie. Ses e´le´ments se notent de fac¸on analogue a` ceux de la matrice
G :
Σ =
(
Σ++ Σ+−
Σ−+ Σ−−
)
,
et on a la relation :
Σ++ + Σ−− = −(Σ+− + Σ−+) . (4.11)
Il est pratique d’effectuer une transformation unitaire :
G = LGL−1 ,
ou` :
L =
1− iσy√
2
=
1√
2
(
1 −1
1 1
)
,
avec la matrice de Pauli :
σy =
(
0 −i
i 0
)
.
Ainsi :
G = LGL−1 =
(
0 Ga
Gr Gk
)
.
68 CHAPITRE 4. COURANT ET BRUIT HORS DE L’E´QUILIBRE
Ga est la fonction de Green avance´e :
Ga(r, t, r′, t′) = G++(r, t, r′, t′)−G−+(r, t, r′, t′) (4.12)
= G+−(r, t, r′, t′)−G−−(r, t, r′, t′) (4.13)
= iθ(t′ − t)〈{ΨH(r, t),Ψ+H(r′, t′)}∓〉 ,
ou` {...}− de´signe le commutateur et {...}+ l’anticommutateur. Gr est la fonction de Green
retarde´e :
Gr(r, t, r′, t′) = G++(r, t, r′, t′)−G+−(r, t, r′, t′) (4.14)
= G−+(r, t, r′, t′)−G−−(r, t, r′, t′) (4.15)
= −iθ(t− t′)〈{ΨH(r, t),Ψ+H(r′, t′)}∓〉 .
Gk est la fonction de Green de Keldysh :
Gk(r, t, r′, t′) = G++(r, t, r′, t′) +G−−(r, t, r′, t′) (4.16)
= G+−(r, t, r′, t′) +G−+(r, t, r′, t′) (4.17)
= −i〈{ΨH(r, t),Ψ+H(r′, t′)}±〉 .
On remarque que :
G+−(r, t, r′, t′) =
1
2
[
Gk(r, t, r′, t′) +Ga(r, t, r′, t′)−Gr(r, t, r′, t′)] , (4.18)
G−+(r, t, r′, t′) =
1
2
[
Gk(r, t, r′, t′)−Ga(r, t, r′, t′) +Gr(r, t, r′, t′)] . (4.19)
De la meˆme fac¸on, la matrice de self-e´nergie est transforme´e :
Σ = LΣL−1 =
(
Σk Σr
Σa 0
)
,
avec cette fois : 
Σk = Σ++ + Σ−−
Σr = Σ++ + Σ+−
Σa = Σ++ + Σ−+
,
ou` l’on a utilise´ l’identite´ (4.11). Avec l’exemple pre´ce´dent du potentiel instantane´, on obtient
Σa(r1, r
′
1) = Σ
r(r1, r
′
1) = U(r1, r
′
1) et Σ
k = 0.
L’unitarite´ de la transformation pre´serve la validite´ de l’e´quation de Dyson (4.10) :
G = g + gΣG . (4.20)
On de´veloppe cette e´quation et on obtient pour chaque e´le´ment de matrice :
Ga = ga + gaΣaGa
Gr = gr + grΣrGr
Gk = gk + grΣrGk + gkΣaGa + grΣkGa .
On a donc trois e´quations de Dyson qui vont permettre de calculer les fonctions de Green
de Keldysh, soit explicitement si on connaˆıt la self-e´nergie et les fonctions de Green non-
perturbe´es soit en faisant un de´veloppement perturbatif.
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T
λ ’’α λα
Fig. 4.2: Mode`le de fil avec des sites discrets comportant une barrie`re. Deux chaˆınes semi-
infinies sont en contact par l’interme´diaire d’une perturbation Hint (4.21). Les e´lectrons ne
peuvent pas circuler entre les sites α et α′ tant que la perturbation n’est pas active´e.
4.3 Fil contenant une barrie`re
4.3.1 Mode`le
On va maintenant voir une application du formalisme de Keldysh sur un mode`le de fil
contenant une barrie`re, directement inspire´ de celui de la re´fe´rence [73]. Dans ce cas, les
auteurs ont e´tudie´ une jonction me´tal-isolant-me´tal (deux barrie`res) dans laquelle ils ont
calcule´ le courant tunnel. Pour ces deux mode`les, les fonctions de Green de Keldysh s’ex-
priment a` partir des fonctions de Green a` l’e´quilibre graˆce a` l’e´quation de Dyson (4.10) et
(4.20). En transforme´e de Fourier, il n’est pas ne´cessaire de faire un de´veloppement perturba-
tif des fonctions de Green. On pourra alors calculer exactement le courant tunnel traversant
la barrie`re ainsi que le bruit dans le cas des fermions et des bosons.
On conside`re un fil unidimensionnel compose´ de sites discrets (par exemple des sites
atomiques) et se´pare´ en deux chaˆınes semi-infinies (deux e´lectrodes) par une barrie`re (voir
figure 4.2). Les particules circulent le long du fil en passant de site en site. Il n’y a pas
d’interaction donc le Hamiltonien est purement cine´tique :
H0 = T0
∑
λ
(
c+λ cλ+1 + c
+
λ+1cλ
)
+ T0
∑
λ′
(
c+λ′cλ′+1 + c
+
λ′+1cλ′
)
.
Le premier terme correspond aux Hamiltoniens de l’e´lectrode de gauche et le second a` celle
de droite. On introduit ensuite adiabatiquement une perturbation qui autorise le passage du
courant d’une chaˆıne a` l’autre. Le Hamiltonien Hint de cette perturbation couple les deux
extre´mite´s des e´lectrodes (sites α et α′). A l’instar de H0, Hint est e´galement cine´tique, mais
avec une constante de couplage diffe´rente :
Hint = ~T
(
c+α cα′ + c
+
α′cα
)
. (4.21)
Le Hamiltonien total est la somme des deux Hamiltoniens :
H = H0 +Hint .
Tant que l’on n’e´tablit pas une diffe´rence de potentiel entre les deux e´lectrodes, le syste`me
– meˆme avec la perturbation – reste a` l’e´quilibre et aucun courant ne circule.
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4.3.2 Fonctions de Green a` l’e´quilibre
La plupart des quantite´s physiques peuvent s’exprimer a` partir des fonctions de Green.
On va donc calculer celles-ci d’abord a` l’e´quilibre, puis hors de l’e´quilibre a` partir du re´sultat
a` l’e´quilibre (appendice D). La fonction de Green non-perturbe´e est de´finie comme :
gλµ(t, t
′) = −i〈cλ(t)c+µ (t′)〉0 ,
ou` la valeur moyenne est prise par rapport au Hamiltonien sans perturbation. Les deux
chaˆınes e´tant totalement de´connecte´es, les fonctions de Green mettant en jeu un site de la
premie`re chaˆıne et un site de la deuxie`me chaˆıne sont nulles :
gλµ′(t, t
′) = 0 .
Lorsqu’on inclut la perturbation, on de´finit la fonction de Green totale comme :
Gλµ(t, t
′) = −i〈cλ(t)c+µ (t′)〉 ,
ou` cette fois, la valeur moyenne est prise par rapport au Hamiltonien total. Malgre´ la pertur-
bation, le syste`me est toujours a` l’e´quilibre, car aucune diffe´rence de potentiel n’est applique´e.
Ces fonctions de Green obe´issent a` une e´quation de Dyson que l’on pre´fe´rera e´crire en
transforme´e de Fourier pour e´viter de manipuler une e´quation inte´grale :
Gλµ(ω) = gλµ(ω) + gλα(ω)T Gα′µ(ω)
Gλ′µ′(ω) = gλ′µ′(ω) + gλ′α′(ω)T Gαµ′(ω)
Gλµ′(ω) = gλα(ω)T Gα′µ′(ω)
Gλ′µ(ω) = gλ′α′(ω)T Gαµ(ω)
. (4.22)
Ici, T correspond a` la self-e´nergie. On peut re´soudre le syste`me (4.22). On trouve (en omet-
tant ω pour alle´ger la notation) :
Gαα =
gαα
1− T 2gααgα′α′ ,
Gα′α′ =
gα′α′
1− T 2gααgα′α′ ,
Gλµ = gλµ +
gλαgαµgα′α′T
2
1− T 2gααgα′α′ ,
Gλ′µ′ = gλ′µ′ +
gλ′α′gα′µ′gααT
2
1− T 2gααgα′α′ ,
Gλµ′ =
gλαgα′µ′T
1− T 2gααgα′α′ ,
Gλ′µ =
gλ′α′gαµT
1− T 2gααgα′α′ .
L’interpre´tation physique de ces fonctions de Green peut eˆtre faite en termes de probabilite´
de pre´sence. En effet le carre´ du module de la fonction de Gλµ(t, t
′) correspond a` la probabilite´
de trouver une particule sur le site µ au temps t′ sachant qu’elle e´tait sur le site λ au temps
t. Ainsi, Gαα peut eˆtre vue comme la probabilite´ pour un e´lectron de revenir du site α en
restant sur la meˆme branche (terme gαα) multiplie´e par la probabilite´ de revenir du site α
en passant par l’autre branche (terme 1/[1 − T 2gααgα′α′ ]). Le de´nominateur correspond a`
la sommation d’une se´rie ge´ome´trique comme dans le cas des aller-retours multiples d’un
interfe´rome`tre de type Fabry-Pe´rot.
4.3. FIL CONTENANT UNE BARRIE`RE 71
4.3.3 Relation entre les fonctions de Green a` l’e´quilibre et la den-
site´ d’e´tats
Supposons qu’il existe une base de fonctions d’onde |φn〉 dans laquelle le Hamiltonien
soit diagonal :
H|φn〉 = En|φn〉 .
On appelle γn l’ope´rateur d’annihilation associe´ a` la fonction d’onde |φn〉. On peut alors
de´composer les ope´rateurs cλ et c
+
λ sur cette base :
cλ(t) =
∑
n
e−iEnt/~〈φn|λ〉γn
c+λ (t) =
∑
n
eiEnt/~〈λ|φn〉γ+n
.
On s’inte´resse aux fonctions de Green au meˆme site :
g+−λλ (t, t
′) = ∓i〈c+λ (t′)cλ(t)〉
= ∓i
∑
n,n′
e−iEnt/~eiEn′ t
′/~〈λ|φn′〉〈φn|λ〉〈γ+n′γn〉
= ∓i
∑
n
e−iEn(t−t
′)/~|〈λ|φn〉|2nF (En) ,
ou` l’on a utilise´ 〈γ+n γn′〉 = n(En)δn,n′ , avec n(En) le facteur d’occupation, qui est la distri-
bution de Fermi-Dirac ou de Bose-Einstein suivant la statistique. On pose alors τ = t− t′ et
on passe en transforme´e de Fourier :
g+−λλ (ω) =
∫ +∞
−∞
dτ eiωτg+−λλ (τ)
= ∓
∫ +∞
−∞
dτ i
∑
n
ei(ω−En/~)τ |〈λ|φn〉|2nF (En)
= ∓2pii
∑
n
|〈λ|φn〉|2n(En)δ(ω − En/~) . (4.23)
De meˆme :
g−+λλ (ω) = −2pii
∑
n
|〈λ|φn〉|2(1± n(En))δ(ω − En/~) . (4.24)
D’autre part :
gaλλ(t, t
′) = iθ(t′ − t)〈{cλ(t), c+λ (t′)}∓〉
= iθ(t′ − t)
∑
n,n′
e−iEnt/~eiEn′ t
′/~〈λ|φn′〉〈φn|λ〉〈γ+n′γn ∓ γnγ+n′〉
= iθ(t′ − t)
∑
n
e−iEn(t−t
′)/~|〈λ|φn〉|2 ,
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avec γ+n′γn ∓ γnγ+n′ = δn,n′ . On passe en transforme´e de Fourier :
gaλλ(ω) =
∫ +∞
−∞
dτ eiωτgaλλ(τ)
= i
∫ 0
−∞
dτ
∑
n
ei(ω−En/~−iη)τ |〈λ|φn〉|2
= i
∑
n
1
i(ω − En/~− iη) |〈λ|φn〉|
2
= −
∑
n
|〈λ|φn〉|2P
(
1
En/~− ω
)
+ ipi
∑
n
|〈λ|φn〉|2δ(En/~− ω) , (4.25)
ou` η est une constante introduite pour faire converger l’inte´grale. P de´signe la partie prin-
cipale de Cauchy. En comparant les e´quations (4.23) et (4.25), on peut e´crire :
g+−λλ (ω) = ∓2pii n(ω)
Im (gaλλ(ω))
pi
= ∓ 2pii n(ω)ρ(ω) , (4.26)
ou` l’on a pose´ :
ρ(ω) =
Im (gaλλ(ω))
pi
=
∑
n
|〈λ|φn〉|2δ(En/~− ω) .
Sous la forme d’une somme de fonctions δ de l’e´nergie, on reconnaˆıt que ρ(ω) correspond a`
la densite´ d’e´tats locale (au niveau du site λ).
De la meˆme fac¸on que ci-dessus, on montre que :
g−+λλ (ω) = −2pii(1± n(ω))ρ(ω) . (4.27)
4.3.4 Courant moyen
On applique une diffe´rence de potentiel V entre les deux extre´mite´s du fil. Un courant cir-
cule alors et le syste`me se retrouve hors de l’e´quilibre. De manie`re ge´ne´rale, le courant s’e´crit
comme la diffe´rence du nombre d’e´lectrons allant dans un sens avec le nombre d’e´lectrons
allant dans l’autre sens en un site donne´ :
Iµ(t) = eC
(
c+µ−1(t)cµ(t)− c+µ (t)cµ−1(t)
)
, (4.28)
ou` e est la charge de l’e´lectron et C une constante a` de´terminer. L’e´quation de continuite´
donne :
Iµ+1 − Iµ + e∂ρµ
∂t
= 0 . (4.29)
La diffe´rence des courants sur deux sites voisins correspond a` l’e´quivalent discret de la
divergence. D’autre part, l’e´volution temporelle de l’ope´rateur densite´ est donne´e par le
commutateur suivant :
∂ρµ
∂t
=
1
i~
[ρµ,H] = T
′
i~
(
c+µ cµ+1 − c+µ−1cµ + c+µ cµ−1 − c+µ+1cµ
)
. (4.30)
En comparant les trois e´quations (4.28), (4.29) et (4.30), on trouve que C = iT . Lorsque
l’on prend la valeur moyenne de l’e´quation (4.28), on constate que le courant moyen (en
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transforme´e de Fourier) peut se mettre sous la forme d’une diffe´rence des deux fonctions de
Green G+−α′α(ω) et G
+−
αα′(ω). Dans l’appendice D, on exprime ces deux fonctions de Green de
Keldysh graˆce aux fonctions de Green a` l’e´quilibre (e´quations (D.2) et (D.3)). Le courant
moyen devient donc :
〈I〉 = 1
2pi
∫ +∞
−∞
dω 〈I(ω)〉
=
1
2pi
∫ +∞
−∞
dω eT
(
G+−α′α(ω)−G+−αα′(ω)
)
=
1
2pi
∫ +∞
−∞
dω eT
T
(
g+−αα g
−+
α′α′ − g−+αα g+−α′α′
)
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
= ∓ 1
2pi
∫ +∞
−∞
dω eT
4pi2Tρα(ω − eV/~)ρα′(ω) [nα(ω − eV/~)− nα′(ω)]
[1− T 2gaαα(ω − eV/~)gaα′α′(ω)] [1− T 2grαα(ω − eV/~)grα′α′(ω)]
,
(4.31)
ou` l’on a utilise´ les relations (4.13), (4.15) et (4.17), ainsi que les re´sultats (4.26) et (4.27).
Or, d’apre`s l’e´quation (1.5) du chapitre 1 le courant moyen est proportionnel a` la diffe´rence
des facteurs d’occupation :
〈I(ω)〉 = ∓eT (ω, V ) (nα(ω − eV/~)− nα′(ω)) (4.32)
En identifiant les e´quations (4.31) et (4.32), on trouve le coefficient de transmission :
T (ω, V ) = 4pi
2T 2ρα(ω − eV/~)ρα′(ω)
[1− T 2gaαα(ω − eV/~)gaα′α′(ω)] [1− T 2grαα(ω − eV/~)grα′α′(ω)]
.
On peut remarquer que ce coefficient de´pend de la fre´quence, donc de l’e´nergie, mais tant que
la diffe´rence de potentiel eV reste faible devant l’e´nergie T de la barrie`re, T varie peu. De
fait, si on suppose que le coefficient de transmission est constant, on retrouve effectivement
le courant moyen (1.6) et la formule de Landauer (1.7) 1 vus au chapitre 1 dans la limite des
tempe´ratures nulles.
4.3.5 Bruit
On cherche maintenant a` calculer le bruit ge´ne´re´ par la pre´sence de la barrie`re. Le bruit
fait intervenir un corre´lateur courant-courant a` deux temps diffe´rents (voir la de´finition (1.10)
au chapitre 1). Ces deux temps doivent eˆtre choisis sur chacune des branches du contour de
Keldysh. Il est alors naturel d’utiliser un corre´lateur syme´trise´ :
S(t, t′) =
1
2
〈I(t−)I(t′+) + I(t′−)I(t+)〉 − 〈I〉2 . (4.33)
Graˆce a` la conservation du courant, on pourrait calculer ce corre´lateur en un site quelconque
du fil. Cependant, il est naturel (et techniquement plus facile) de le calculer avec le courant
pris au niveau de la barrie`re (site α ou α′) :
Iα(t) = ieT
(
c+α (t)cα′(t)− c+α′(t)cα(t)
)
.
1. a` un facteur 2 pre`s, duˆ au fait que l’on n’a pas tenu compte du spin ici.
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En utilisant cette expression du courant sur le site α, le corre´lateur (4.33) se met sous la
forme suivante :
S(t, t′) = −e
2T 2
2
〈[c+α (t−)cα′(t−)− c+α′(t−)cα(t−)] [c+α (t′+)cα′(t′+)− c+α′(t′+)cα(t′+)]
+
[
c+α (t
′
−)cα′(t
′
−)− c+α′(t′−)cα(t′−)
] [
c+α (t+)cα′(t+)− c+α′(t+)cα(t+)
]〉
−〈I〉2 .
On applique le the´ore`me de Wick pour regrouper les ope´rateurs de cre´ation et d’annihilation
sous forme de valeurs moyennes que l’on re´exprime a` l’aide des fonctions de Green. On
obtient ainsi :
S(t, t′) = ±e
2T 2
2
[
G−+α′α(t−, t
′
+)G
+−
α′α(t
′
+, t−)−G−+α′α′(t−, t′+)G+−αα (t′+, t−)
−G−+αα (t−, t′+)G+−α′α′(t′+, t−) +G−+αα′(t−, t′+)G+−αα′(t′+, t−)
+G−+α′α(t
′
−, t+)G
+−
α′α(t+, t
′
−)−G−+α′α′(t′−, t+)G+−αα (t+, t′−)
−G−+αα (t′−, t+)G+−α′α′(t+, t′−) +G−+αα′(t′−, t+)G+−αα′(t+, t′−)
]
,
On passe maintenant en transforme´e de Fourier en appliquant la de´finition (1.10) :
S(Ω) = ±e
2T 2
2pi
∫ +∞
−∞
dω
[
G−+α′α(ω)G
+−
α′α(ω − Ω)−G−+α′α′(ω)G+−αα (ω − Ω)
−G−+αα (ω)G+−α′α′(ω − Ω) +G−+αα′(ω)G+−αα′(ω − Ω)
+G−+α′α(ω)G
+−
α′α(ω + Ω)−G−+α′α′(ω)G+−αα (ω + Ω)
−G−+αα (ω)G+−α′α′(ω + Ω) +G−+αα′(ω)G+−αα′(ω + Ω)
]
.
Pour des raisons de simplicite´, on ne s’inte´resse qu’au bruit a` fre´quence nulle :
S(0) = ±e
2T 2
pi
∫ +∞
−∞
dω
[
G−+α′αG
+−
α′α −G−+α′α′G+−αα −G−+αα G+−α′α′ +G−+αα′G+−αα′
]
.
On calcule successivement les quatre termes qui composent cette somme. On pose :
A =
1
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
.
Finalement, le bruit s’e´crit :
S(0) =
e2
pi
∫ +∞
−∞
dω
[
T 2A4pi2ραρα′ (nα(1± nα′) + nα′(1± nα))
±T 4A216pi4ρ2αρ2α′ (nα − nα′)2
]
=
e2
pi
∫ +∞
−∞
dω
[
T (nα(1± nα′) + nα′(1± nα))± T 2 (nα − nα′)2] .
En re´ordonnant les facteurs d’occupation et en effectuant un changement de variable vers
les e´nergies, on trouve :
S(0) =
2e2
h
∫ +∞
−∞
dE
[
T (nα(1± nα) + nα′(1± nα′))∓ T (1− T ) (nα − nα′)2] .
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Ce re´sultat est tre`s inte´ressant. En effet, l’approche utilise´e ici est tout a` fait diffe´rente de
celle du chapitre 1 et les me´thodes de calcul utilise´es n’ont rien a` voir. Malgre´ tout, on
retrouve une expression identique a` l’e´quation (1.17), tant pour les fermions que pour les
bosons (a` un facteur 2 pre`s car on n’a pas tenu compte du spin). Meˆme si le syste`me e´tudie´
n’est que le cas particulier de deux chaˆınes semi-infinies couple´es au niveau d’une barrie`re,
ce re´sultat renforce, si besoin e´tait, la ge´ne´ralite´ de l’expression du bruit (1.17).
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Chapitre 5
Transport dans les liquides de
Luttinger
5.1 Introduction
Les me´taux usuels a` deux et trois dimensions sont en ge´ne´ral bien de´crits par la the´orie
des liquides de Fermi [79, 80, 81]. Bien qu’approximatif, ce mode`le reste tre`s re´aliste. Les
interactions (( habillent )) les e´lectrons, et le proble`me se rame`ne a` un gaz de quasi-particules
sans interactions qui posse`dent les meˆmes nombres quantiques que les particules libres. Si
la distribution en e´nergie est quelque peu modifie´e par les interactions, cette dernie`re reste
tre`s similaire a` celle de Fermi-Dirac au sens ou` elle posse`de un saut au niveau de Fermi
a` tempe´rature nulle. Ainsi, on peut conside´rer que les quasi-particules obe´issent toujours
a` une statistique fermionique. En revanche, certaines quantite´s comme la masse effective
ou la chaleur spe´cifique sont renormalise´es par les interactions. Mais en une dimension,
la the´orie des liquides de Fermi n’est plus valable, en particulier a` cause d’une instabilite´
analogue a` celle de Peierls [82] pour l’interaction e´lectron-phonon : la surface de Fermi d’un
gaz unidimensionnel d’e´lectrons libres se re´duit a` deux points et l’introduction d’interactions
e´lectron-e´lectron – meˆme arbitrairement faibles – provoque l’ouverture d’un gap au niveau
de Fermi. Dans ce cas, la the´orie perturbative diverge.
Au cours des anne´es cinquante et soixante, des mode`les alternatifs pour de´crire un gaz
d’e´lectrons en une dimension (fil quantique) avec des interactions ont e´te´ propose´ par To-
monaga [83] puis par Luttinger [84] et re´solus par Mattis et Lieb [85]. L’ide´e fondamentale
de ces mode`les est de line´ariser le spectre au voisinage de l’e´nergie de Fermi. On obtient
deux branches qui correspondent aux e´lectrons se propageant dans chacune des directions
sur le fil. Les excitations collectives e´lectron-trou ont alors un comportement de type boso-
nique. Le Hamiltonien peut eˆtre reformule´ en termes de champs bosoniques (d’ou` le terme de
(( bosonisation ))), et il prend ainsi une forme quadratique, beaucoup plus facile a` manipuler
de`s lors que l’on veut calculer des quantite´s physiques. Plus tard, Haldane [86] a montre´ que
ce mode`le en termes de bosons e´tait plus ge´ne´ral et pouvait de´crire des syste`mes unidimen-
sionnels de fermions en interaction ou meˆme des bosons a` cœur dur pour peu que le spectre
sans interaction posse`de certaines proprie´te´s (pas de gap notamment). C’est e´galement Hal-
dane qui a introduit le terme de (( liquide de Luttinger )). Depuis, le mode`le a e´te´ applique´
– avec plus ou moins de succe`s – a` des syste`mes tre`s varie´s. Citons par exemple les nano-
tubes de carbone, certains conducteurs organiques ou encore les e´tats de bord de l’effet Hall
quantique fractionnaire. Dans ce dernier cas, les e´lectrons ne circulent que dans un sens, et
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le spectre ne comporte qu’une seule branche. Le liquide de Luttinger est alors chiral [87].
Plusieurs articles de revue ont e´te´ e´crits sur la the´orie des liquides de Luttinger et sur
la bosonisation [88, 89, 90, 91, 92, 93]. On n’en donnera donc ici que les e´tapes essentielles.
On verra ensuite comment on peut de´crire les phe´nome`nes de transport en re´ponse line´aire
dans cette the´orie avec le calcul de la conductance d’un fil propre. Enfin, on appliquera le
formalisme de Keldysh pre´sente´ au chapitre 4 au calcul du courant et du bruit dans deux
liquides de Luttinger chiraux couple´s par une impurete´.
5.2 La the´orie des liquides de Luttinger
5.2.1 Hamiltonien sans interaction : line´arisation du spectre
On conside`re un syste`me unidimensionnel d’e´lectrons en interaction. Ce syste`me est de´crit
par un Hamiltonien qui peut se de´composer en un terme cine´tique plus un terme d’interac-
tions :
H = H0 +Hint .
Pour des raisons de simplicite´, on va ignorer la variable de spin, bien qu’il soit parfaitement
possible de l’inclure. Pour pouvoir appliquer la the´orie des liquides de Luttinger, le spectre
e´nerge´tique du syste`me doit posse´der plusieurs proprie´te´s fondamentales. Tout d’abord, il
ne doit pas comporter de gap. De plus, il doit eˆtre syme´trique : le niveau de Fermi se re´duit
ainsi a` deux points : E(kF ) = E(−kF ) = EF . Un exemple bien connu est mode`le d’e´lectrons
sur sites discrets au demi-remplissage (N sites et N/2 e´lectrons) avec des interactions entre
premiers voisins [90, 94]. Dans ce cas, l’e´nergie est E(k) = −~ vF
a
cos (ka), avec a le pas du
re´seau. Un tel spectre posse`de effectivement les proprie´te´s mentionne´es ci-dessus.
Les proprie´te´s du syste`me dans l’e´tat fondamental ou a` basse e´nergie de´pendent essen-
tiellement des e´tats dont l’e´nergie est proche du niveau de Fermi. De plus, dans la mesure ou`
la tempe´rature reste suffisamment basse, les fluctuations thermiques ont e´galement lieu pre`s
de l’e´nergie de Fermi. L’ide´e principale de la the´orie des liquides de Luttinger est donc de
line´ariser le spectre au voisinage de l’e´nergie de Fermi. Puisqu’il y a deux points de Fermi,
on obtient deux branches :{
E(k) ' ~vF (k − kF ) pour k > 0
E(k) ' −~vF (k − kF ) pour k < 0 . (5.1)
Physiquement, la branche droite (note´e 1) peut eˆtre vue comme celle correspondant aux
e´lectrons allant de droite a` gauche sur le fil (k > 0) avec la vitesse vF , et inversement (k < 0)
pour la branche gauche (note´e 2) (voir figure 5.1). Avec un spectre ainsi line´arise´, on a ce
qu’on appelle le mode`le de Tomonaga [83]. L’approche du mode`le du liquide de Luttinger
consiste a` e´tendre la line´arisation (les branches) a` tous les k, y compris les k ne´gatifs pour la
branche droite, et les k positifs pour la branche gauche (voir figure 5.1). On a donc ajoute´ une
infinite´ d’e´tats fictifs d’e´nergie ne´gative. Meˆme si ces e´tats ne sont pas physiques, le mode`le
du liquide de Luttinger pre´sente un avantage certain par rapport au mode`le de Tomonaga :
il peut eˆtre re´solu graˆce a` une technique appele´e la bosonisation, au prix tout de meˆme de
l’introduction de certains facteurs de convergence comme on le verra plus loin.
D’apre`s la forme du spectre line´arise´ (5.1), le Hamiltonien sans interaction H0 peut
s’e´crire comme :
H0 = ~vF
∑
k
(
ka+1,ka1,k − ka+2,ka2,k
)
, (5.2)
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Fig. 5.1: Mode`le du liquide de Luttinger : line´arisation du spectre au voisinage du niveau de
Fermi. On obtient deux branches correspondant aux particules se propageant vers la gauche
et vers la droite.
ou` a+1,k (ou a
+
2,k) est l’ope´rateur de cre´ation d’un e´lectron sur la branche 1 (ou 2). On de´finit
maintenant les ope´rateurs de cre´ation et d’annihilation d’un e´lectron dans l’espace re´el par
la transforme´e de Fourier inverse des ope´rateurs a+r,k et ar,k :
ψr(x) =
1√
L
∑
k
eikxar,k
ψ+r (x) =
1√
L
∑
k
e−ikxa+r,k
.
Les ope´rateurs ψr(x) et ψ
+
r (x) obe´issent aux relations d’anticommutation fermioniques usuel-
les : {
ψ+r (x), ψr′(x
′)
}
= δr,r′δ(x− x′) (5.3){
ψr(x), ψr′(x
′)
}
= 0 . (5.4)
Avec ces de´finitions, on peut re´e´crire le Hamiltonien sans interaction dans l’espace re´el :
H0 = −i~vF
∫ L
0
dx
(
ψ+1 (x)
∂
∂x
ψ1(x)− ψ+2 (x)
∂
∂x
ψ2(x)
)
. (5.5)
5.2.2 Bosonisation
La bosonisation consiste a` introduire de nouveaux ope´rateurs qui permettront de re´expri-
mer les quantite´s physiques (densite´, Hamiltonien). Ces ope´rateurs obe´issent a` des relations
80 CHAPITRE 5. TRANSPORT DANS LES LIQUIDES DE LUTTINGER
de commutation de type bosonique. On commence par e´crire la densite´ d’e´lectrons sur la
branche r :
ρr(x) = ψ
+
r (x)ψr(x) .
En transforme´e de Fourier, la densite´ devient :
ρr(p) =
1√
L
∫ L
0
dx eipxψ+r (x)ψr(x)
=
1√
L
∑
k
a+r,k+par,k . (5.6)
L’e´quation (5.6) montre bien que ρr(p) correspond a` une excitation collective e´lectron-trou :
tous les e´lectrons de la branche r sont de´cale´s d’un moment p. Le commutateur de ψr(x)
avec la densite´ se calcule simplement avec les relations d’anticommutation des ope´rateurs de
cre´ation et d’annihilation (5.3) et (5.4) :
[ψr(x), ρr(x
′)] = δ(x− x′)ψr(x) , (5.7)
et en transforme´e de Fourier :
[ψr(x), ρr(p)] =
1√
L
eipxψr(x) .
D’autre part, l’e´quation (5.6) permet de calculer les commutateurs de la densite´ avec elle-
meˆme en transforme´e de Fourier :
[ρ1(p), ρ1(p
′)] = − p
2pi
δp,−p′
[ρ2(p), ρ2(p
′)] =
p
2pi
δp,−p′
. (5.8)
Introduisons maintenant les ope´rateurs bosoniques suivants :
b+k = i
√
2pi
k
ρ1(k) pour k > 0
b+k = −i
√
2pi
−kρ2(k) pour k < 0
bk = −i
√
2pi
k
ρ1(−k) pour k > 0
bk = i
√
2pi
−kρ2(−k) pour k < 0 .
D’apre`s les relations (5.8), on a bien :[
bk, b
+
k′
]
= δk,k′[
bk, bk′
]
= 0 ,
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qui sont des relations de commutation bosoniques. On introduit alors les champs bosoniques
φ1(x) et φ2(x), combinaisons line´aires des ope´rateurs densite´ ou des ope´rateurs bosoniques
en transforme´e de Fourier :
φ1(x) =
√
pi√
L
∑
k>0
e−αk/2
k
i
[
e−ikxρ1(k)− eikxρ1(−k)
]
=
1√
2L
∑
k>0
e−αk/2√
k
[
b+k e
−ikx + bkeikx
]
φ2(x) =
√
pi√
L
∑
k<0
eαk/2
k
i
[
e−ikxρ2(k)− eikxρ2(−k)
]
=
1√
2L
∑
k<0
eαk/2√−k
[
b+k e
−ikx + bkeikx
]
, (5.9)
avec α une constante que l’on fera tendre vers 0 a` la fin du calcul. Ce facteur de convergence
doit eˆtre introduit a` cause des e´tats d’e´nergie ne´gative introduits au paragraphe 5.2.1. On
notera par ailleurs que ces champs sont hermitiques. Les commutateurs (5.8) permettent de
calculer les relations de commutation entre les champs φ et la densite´ :
[φ1(x), ρ1(p)] = − i√
4piL
eipx ,
[φ2(x), ρ2(p)] =
i√
4piL
eipx .
Dans l’espace re´el, on obtient :
[φ1(x), ρ1(x
′)] = − i√
4pi
δ(x− x′) , (5.10)
[φ2(x), ρ2(x
′)] =
i√
4pi
δ(x− x′) . (5.11)
φ et ρ sont donc deux champs conjugue´s canoniques (a` un facteur
√
4pi pre`s). Les relations
de commutation usuelles des ope´rateurs bosoniques permettent de calculer le commutateur
de φ1 (ou φ2) avec lui meˆme a` deux positions diffe´rentes :
[φ1(x), φ1(x
′)] =
1
2L
∑
k<0
e−αk
k
[
e−ik(x−x
′) + eik(x−x
′)
]
.
Cette somme peut eˆtre approxime´e par une inte´grale sur k :
[φ1(x), φ1(x
′)] =
1
4pi
∫ +∞
0
dk
e−αk
k
[
e−ik(x−x
′) + eik(x−x
′)
]
=
i
2pi
arctan
(
x− x′
α
)
.
En faisant tendre α vers ze´ro, on trouve :
[φ1(x), φ1(x
′)] =
i
4
sgn(x− x′) . (5.12)
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De la meˆme fac¸on, on obtient le commutateur de φ2 avec lui meˆme aux points x et x
′ :
[φ2(x), φ2(x
′)] = − i
4
sgn(x− x′) .
Lorsque deux ope´rateurs p et q sont conjugue´s, on a l’identite´ suivante :
[p(λ), q(λ′)] = −iδ(λ− λ′) ⇒
[
p(λ), eiq(λ
′)
]
= δ(λ− λ′)eiq(λ) . (5.13)
Et si on compare le commutateur (5.7) avec les commutateurs (5.10) et (5.11), la relation
(5.13) permet de poser par identification :
ψ1(x) =
1√
2piα
eikF x ei
√
4piφ1(x)
ψ2(x) =
1√
2piα
e−ikF x e−i
√
4piφ2(x)
. (5.14)
On a donc re´e´crit les ope´rateurs fermioniques en termes des champs bosoniques (5.9). Le
facteur 1/
√
2piα est ne´cessaire pour retrouver les relations d’anticommutation (5.3) et (5.4).
Quant au facteur exp(±ikFx), il se justifie par le calcul de la valeur moyenne 〈ψ+r (x)ψr(x′)〉0
dans le cas d’un syste`me sans interaction [71]. Les ope´rateurs ψ1 et ψ2 ont e´te´ de´finis par
une transforme´e de Fourier inverse des ope´rateurs d’annihilation sur une branche. Mais cette
transforme´e de Fourier inverse n’est que partielle puisqu’on n’a somme´ que sur une partie
du spectre. L’ope´rateur fermionique total est donc la somme de ψ1 et ψ2 :
ψ(x) = ψ1(x) + ψ2(x) . (5.15)
On de´finit maintenant les champs totaux :
φ(x) = φ1(x) + φ2(x)
Θ(x) = φ2(x)− φ1(x)
. (5.16)
Il est d’usage de de´finir e´galement le champ Π(x) comme :
Π(x) =
∂Θ
∂x
(x) .
Enfin, on calcule le commutateur Π avec φ :
[Π(x), φ(x′)] = −iδ(x− x′) . (5.17)
Les champs Π (ou ∂xΘ) et φ sont donc conjugue´s canoniques. Cette proprie´te´ est tre`s im-
portante pour la suite. Elle permet de passer d’un formalisme hamiltonien a` un formalisme
lagrangien ne´cessaire pour calculer des actions qui interviennent dans des inte´grales fonc-
tionnelles.
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5.2.3 Hamiltonien cine´tique en termes de champs bosoniques
Au paragraphe pre´ce´dent, on a re´exprime´ les ope´rateurs fermioniques ψ1 et ψ2 graˆce aux
champs bosoniques φ1 et φ2 (voir l’identite´ (5.14)). On va utiliser cette nouvelle repre´senta-
tion pour re´e´crire le Hamiltonien (5.5) avec les champs bosoniques (5.14). On calcule tout
d’abord les relations de commutation de H0 avec les ope´rateurs densite´ de chaque branche :
[H0, ρ1(p)] = ~vF p ρ1(p) , (5.18)
[H0, ρ2(p)] = −~vF p ρ2(p) . (5.19)
Ces relations signifient que les e´tats cre´e´s par ρ1(p) (ou ρ2(p)) sont des e´tats propres de H0
avec l’e´nergie ~vF p (ou −~vF p). Le Hamiltonien cine´tique peut donc s’e´crire [71, 89] :
H0 = 1
2
pi~ vF
∑
p>0
[ρ1(p)ρ1(−p) + ρ2(p)ρ2(−p)] (5.20)
=
1
4
pi~ vF
∫ L
0
dx
[
[ρ1(x)]
2 + [ρ2(x)]
2
]
. (5.21)
L’e´quivalence entre les Hamiltoniens (5.2) et (5.20) s’appelle l’identite´ de Kronig [95]. En
de´rivant la de´finition (5.9), la densite´ sur chaque branche peut s’exprimer en fonction des
champs bosoniques φ1 et φ2 :
ρ1(x) =
1√
pi
∂φ1
∂x
(x) , (5.22)
ρ2(x) =
1√
pi
∂φ2
∂x
(x) . (5.23)
En remplac¸ant la densite´ dans l’e´quation (5.21) par les expressions (5.22) et (5.23), on
obtient :
H0 = ~vF
∫ L
0
dx
[(
∂φ1
∂x
(x)
)2
+
(
∂φ2
∂x
(x)
)2]
.
Avec les de´finitions (5.16), le Hamiltonien cine´tique se met finalement sous la forme :
H0 = ~vF
2
∫ L
0
dx
[(
∂φ
∂x
(x)
)2
+
(
∂Θ
∂x
(x)
)2]
. (5.24)
Le Hamiltonien H0 est donc quadratique en termes des champs bosoniques φ et Θ.
5.2.4 Hamiltonien avec interactions
Le but de la the´orie des liquides de Luttinger est de pouvoir traiter les interactions
e´lectron-e´lectron. Il faut donc pouvoir les incorporer facilement au Hamiltonien (5.24). On
commence par re´exprimer le Hamiltonien des interactions graˆce aux champs bosoniques
introduits pre´ce´demment.
De manie`re ge´ne´rale, le Hamiltonien d’une interaction instantane´e a` deux corps (par
exemple coulombienne) s’e´crit sous la forme :
Hint =
∫ L
0
dx
∫ L
0
dx′ V (x− x′)ρ(x)ρ(x′) . (5.25)
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La densite´ totale d’e´lectrons s’exprime graˆce a` l’ope´rateur fermionique total :
ρ(x) = ψ+(x)ψ(x) .
En remplac¸ant ψ(x) par sa de´finition (5.15), on trouve que ρ(x) est le produit des ope´rateurs
de cre´ation et d’annihilation sur chaque branche, plus des termes croise´s. Mais en ge´ne´ral,
on ne´glige ces termes croise´s. La densite´ totale d’e´lectrons est donc la somme des densite´s
sur chaque branche :
ρ(x) = ρ1(x) + ρ2(x) . (5.26)
En utilisant la de´finition (5.9), on peut re´e´crire cette densite´ totale graˆce aux champs boso-
niques φ1 et φ2 :
ρ(x) =
1√
pi
(
∂φ1
∂x
(x) +
∂φ2
∂x
(x)
)
=
1√
pi
∂φ
∂x
(x) .
Mais le potentiel bosonise´ de´pend spe´cifiquement de la forme de V . Par exemple, si on sup-
pose que V est a` courte porte´e (ce serait le cas pour un mode`le sur sites avec des interactions
limite´es aux premiers voisins), on peut faire l’approximation que V (x − x′) = V0δ(x − x′).
Le Hamiltonien des interactions (5.25) devient alors :
Hint = V0
pi
∫ L
0
dx
(
∂φ
∂x
(x)
)2
. (5.27)
En additionnant le Hamiltonien libre (5.24) et le Hamiltonien des interactions (5.27), on
obtient le Hamiltonien des liquides de Luttinger :
H = ~
∫ L
0
dx
[
v
2g
(
∂φ
∂x
(x)
)2
+
vg
2
(
∂Θ
∂x
(x)
)2]
, (5.28)
avec :
g =
1√
1 +
2V0
pi~vF
, (5.29)
et :
v = vF
√
1 +
2V0
pi~vF
.
g est un parame`tre qui de´pend explicitement des interactions. Mais quelle que soit leur
nature, g conserve toujours une forme analogue a` l’e´quation (5.29), et sa valeur caracte´rise
comple`tement l’interaction :
– si V0=0 alors on est dans le cas des e´lectrons libres et g=1.
– si V0 > 0, les interactions sont re´pulsives (par exemple de type coulombien) et g < 1.
– si V0 < 0, les interactions sont attractives et g > 1.
v est la vitesse des excitations de charge. Elle correspond a` une vitesse de Fermi renormalise´e
par les interactions. Si on avait tenu compte du spin, on aurait trouve´ une autre vitesse
d’excitation de spin, diffe´rente de la vitesse des excitations de charge.
A l’instar du Hamiltonien cine´tique (5.24), le Hamiltonien total (5.28) avec les interac-
tions est quadratique. Il est donc facilement diagonalisable et ses e´tats propres sont ceux de
l’oscillateur harmonique.
5.3. CONDUCTANCE D’UN LIQUIDE DE LUTTINGER 85
5.3 Conductance d’un liquide de Luttinger
5.3.1 Fonction de partition
Un liquide de Luttinger de´crit un syste`me d’e´lectrons en interaction dans un fil. Il est
donc naturel de calculer la principale proprie´te´ du fil – a` savoir la conductance – et de la
comparer a` celle d’un conducteur de´crit par l’approche de Landauer.
Les grandeurs physiques sont en ge´ne´ral des valeurs moyennes qui se calculent par rapport
a` la fonction de partition. Celle-ci s’e´crit [96, 97] :
Z =
∫
DφDΠ exp (iS(φ,Π)/~) .
ou` S(φ,Π) est l’action, de´finie comme l’inte´grale sur le temps du Lagrangien L du syste`me :
S(φ,Π) =
∫
dtL .
Dans le cas des liquides de Luttinger, la relation de conjugaison canonique (5.17) implique
que le Lagrangien s’e´crive :
L = −
∫ L
0
dx ~
[
v
2g
(
∂φ
∂x
(x)
)2
+
vg
2
(
Π(x)
)2]
+ ~
∫ L
0
dxΠ(x)
∂φ
∂t
(x) .
On passe en temps imaginaire avec τ = it. La fonction de partition s’e´crit par conse´quent :
Z =
∫
DφDΠ exp
{
−
∫ β~
0
dτ
∫ L
0
dx
[
v
2g
(
∂φ
∂x
(x, τ)
)2
+
vg
2
(
Π(x, τ)
)2]
+i
∫ β~
0
dτ
∫ L
0
dxΠ(x, τ)
∂φ
∂τ
(x, τ)
}
. (5.30)
5.3.2 Conductance
Pour calculer la conductance, on applique un potentiel sur le fil. Le syste`me subit donc
une perturbation dont le Hamiltonien s’e´crit :
H′(t) = e
∫ L
0
dxρ(x, t)V (x, t) .
Dans la mesure ou` le syste`me n’est pas soumis a` une perturbation magne´tique, le courant
(e´lectrique) total satisfait a` l’e´quation de continuite´ :
e
∂ρ
∂t
(x, t) +
∂J
∂x
(x, t) = 0 .
Or, l’e´volution temporelle de ρ est gouverne´e par l’e´quation de Schro¨dinger :
i~
∂ρ
∂t
(x, t) = [ρe(x, t),H(t)]
=
~√
pi
vg
2
∂
∂x
∫ L
0
dx′
[
φ(x),Π2(x′)
]
,
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ou` l’on a inse´re´ l’expression de la densite´ (5.26) en termes du champ bosonique φ. En utilisant
la relation (5.17), on peut calculer le commutateur de l’e´quation ci-dessus :[
φ(x),Π2(x′)
]
= [φ(x),Π(x′)] Π(x′) + Π(x′) [φ(x),Π(x′)]
= 2iδ(x− x′)Π(x′) .
On obtient ainsi ∂ρ/∂t et en inse´rant le re´sultat dans l’e´quation de continuite´, on trouve
finalement le courant :
J(x) = −e vg√
pi
Π(x) . (5.31)
La valeur moyenne du courant est donne´e par :
〈J(x, t)〉 = 〈ψ′(t)|J(x, t)|ψ′(t)〉
= 〈ψ0|S+(t,−∞)J(x, t)S(t,−∞)|ψ0〉 ,
ou` ψ′ est la fonction d’onde perturbe´e, ψ0 la fonction d’onde non-perturbe´e, et S l’ope´rateur
de diffusion qui a pour expression :
S(t,−∞) = T exp− i
~
∫ t
−∞
dt′H′(t′)
' 1− i
~
∫ t
−∞
dt′H′(t′) (au premier ordre),
avec T l’ope´rateur d’ordre chronologique. On va calculer le courant moyen 〈J(x, t)〉 en
re´ponse line´aire, c’est-a`-dire au premier ordre en V :
〈J(x, t)〉 ' 〈ψ0|J(x, t)|ψ0〉+ i~〈ψ0|
∫ t
−∞
dt′
(
H′(t′)J(x, t)− J(x, t)H′(t′)
)
|ψ0〉 .
Le premier terme est nul car il n’y a pas de courant dans le fil sans perturbation. On peut
re´e´crire le second terme a` l’aide d’un commutateur, ce qui donne :
〈JP (x, t)〉 = ie~
∫ t
−∞
dt′
∫ L
0
dx′V (x′, t′)〈[ρ(x′, t′), J(x, t)]〉0 .
La valeur moyenne est invariante sous l’effet des translations spatiales et temporelles. De plus,
il est pratique d’introduire une fonction e´chelon θ(t) pour e´tendre l’inte´gration temporelle
jusqu’a` +∞ :
〈J(x, t)〉 = − ie
~
∫ +∞
−∞
dt′
∫ L
0
dx′V (x′, t′)θ(t− t′)〈[J(x− x′, t− t′), ρ(0, 0)]〉0 .
On reconnaˆıt un double produit de convolution entre V et la valeur moyenne. Par conse´quent,
on peut re´e´crire l’e´quation en transforme´e de Fourier comme un simple produit de ces deux
quantite´s :
〈J(q, ω)〉 = − ie
~
V (q, ω)
∫ +∞
−∞
dt
∫ L
0
dx e−i(qx+ωt)θ(t)〈[J(x, t), ρ(0, 0)]〉0
=
ie2vg
pi~
V (q, ω)
∫ +∞
−∞
dt
∫ L
0
dx e−i(qx+ωt)θ(t)〈[Π(x, t), ∂xφ(0, 0)]〉0 .
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On passe en temps imaginaire en effectuant une rotation de Wick [96] :
〈J(q, ω)〉 = e
2vg
pi~
V (q, ω)
∫ β~
0
dτ
∫ L
0
dx e−i(qx+(ω−i)τ)Tτ〈Π(x, τ)∂xφ(0, 0)〉0 . (5.32)
avec it→ τ et ω → −iω− i, ou` τ est le temps imaginaire,  une constante positive tendant
vers ze´ro pour assurer la convergence de l’inte´grale, et Tτ l’ope´rateur d’ordre chronologique
en temps imaginaire. Pour obtenir la conductance (en transforme´e de Fourier), il suffit de
diviser le courant par le potentiel V (q, ω).
Il faut maintenant calculer la valeur moyenne Tτ 〈Π(x, τ)∂xφ(0, 0)〉0. Pour cela, on rajoute
deux termes de source η1(x, τ) et η2(x, τ) a` la fonction de partition (5.30) :
Z =
∫
DφDΠ exp
{
−
∫ β~
0
dτ
∫ L
0
dx
[
v
2g
(
∂φ
∂x
(x, τ)
)2
+
vg
2
(
Π(x, τ)
)2
−iΠ(x, τ)∂φ
∂τ
(x, τ)− Π(x, τ)η1(x, τ)− ∂φ
∂x
(x, τ)η2(x, τ)
]}
.(5.33)
Ainsi, le corre´lateur 〈∂τΠ(x, τ)∂xφ(0, 0)〉0 peut s’e´crire sous la forme d’une de´rive´e fonction-
nelle de la fonction de partition par rapport aux champs auxiliaires η1(x, τ) et η2(x, τ) :
〈Π(x, τ)∂xφ(0, 0)〉0 = 1Z
δ2Z
δη1(x, τ)δη2(0, 0)
∣∣∣∣
η1=0,η2=0
=
1
Z
∑
q, q′
∑
ω, ω′
eiqxeiωτ
∂2Z
∂η1(−q,−ω)∂η2(−q′,−ω′)
∣∣∣∣
η1=0,η2=0
. (5.34)
On re´e´crit la fonction de partition en utilisant le terme source (5.33) avec la transforme´e de
Fourier spatiale et temporelle des champs Π, φ, η1 et η2. Puisque le Hamiltonien (et donc
le Lagrangien) des liquides de Luttinger est quadratique, on peut calculer ces inte´grales
fonctionnelles. On obtient :
Z = CΠCφ exp
{
− 1
β~L
1
2vg
∑
q
∑
ω
(
ω2
ω2 + v2q2
− 1
)
η1(q, ω)η1(−q,−ω)
− v
2g2q2
ω2 + v2q2
η2(q, ω)η2(−q,−ω)
+
ivgqω
ω2 + v2q2
(
η1(q, ω)η2(−q,−ω) + η1(−q,−ω)η2(q, ω)
)}
,
ou` CΠ et Cφ sont les constantes obtenues apre`s inte´gration sur Π et φ. On de´rive alors ce
re´sultat par rapport a` η1(−q1,−ω1) :
∂Z
∂η1(−q1,−ω1) = Z
1
β~L
1
vg
{(
1− ω
2
1
ω21 + v
2q21
)
η1(q1, ω1)− ivgq1ω1
ω21 + v
2q21
η2(q1, ω1)
}
.
A ce niveau, on peut remarquer que d’apre`s l’e´quation (5.31), le courant moyen sans per-
turbation est proportionnel a` la valeur moyenne du champ Π. Or cette valeur moyenne peut
s’exprimer a` l’aide de la de´rive´e premie`re de la fonction de partition Z par rapport au champ
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auxiliaire η1. Et d’apre`s le re´sultat ci-dessus, la de´rive´e de la fonction de partition est nulle
quand on annule η1 (et η2 qui ne sert pas dans ce cas). Cela confirme effectivement qu’aucun
courant ne circule dans le fil en l’absence de potentiel.
On prend ensuite la de´rive´e par rapport a` η2(−q2,−ω2) :
∂2Z
∂η1(−q1,−ω1)∂η2(−q2,−ω2) = Z
1
β~L
1
vg
{
v2g2q22
ω22 + v
2q22
η2(q2, ω2)− ivgq2ω2
ω22 + v
2q22
η1(q2, ω2)
}
−Z 1
β~L
iq1ω1
ω21 + v
2q21
δq1,−q2ω1,−ω2 .
En annulant les champs auxiliaires η1 et η2, on trouve le corre´lateur intervenant dans la
conductance :
〈Π(x, τ)∂xφ(0, 0)〉 = − 1
β~L
∑
q
∑
ω
ei(qx+ωτ)
iqω
ω2 + v2q2
.
On approxime la somme sur q par une inte´grale :
1
L
∑
q
eiqx
iqω
ω2 + v2q2
' − 1
2pi
ω
∫ +∞
−∞
dq sin(qx)
q
ω2 + v2q2
= −sgn(x) ω
2v2
e−|x|ω/v ,
ou` l’inte´grale se calcule par la me´thode des re´sidus. On remplace ensuite le corre´lateur dans
le courant par le re´sultat ci-dessus. La somme sur ω s’e´limine alors avec l’inte´grale sur τ . On
obtient finalement la conductance :
G(q, ω) =
e2g
h
ω
v
∫ L
0
dx e−iqxe−xω/v .
Puisqu’on s’inte´resse a` la conductance du fil, il faut prendre la limite des grandes longueurs
d’onde, c’est-a`-dire q → 0. On trouve donc apre`s inte´gration sur x :
G(0, ω) = g
e2
h
(
1− e−ωL/v) .
Si l’on fait tendre la longueur du fil vers l’infini, le deuxie`me terme de l’e´quation ci-dessus
tend vers 0 et on trouve finalement :
G = g
e2
h
.
Dans le cas ou` g = 1 (e´lectrons libres) on retrouve bien la formule de Landauer (1.7) pour
une transmission parfaite 1. Mais dans le cas d’interactions e´lectron-e´lectron re´pulsives, g est
infe´rieur a` 1. Par conse´quent, les interactions e´lectroniques provoquent une diminution de la
conductance.
Ce re´sultat avait de´ja` e´te´ trouve´ par Kane et Fisher [98] a` partir de la formule de Fisher-
Lee [99]. Mais pour y parvenir, il est ne´cessaire de prendre d’abord la limite des fre´quences
nulles puis celle du fil infiniment long. Dans notre cas, on a fait l’inverse, ce qui est quelque
peu proble´matique. Par ailleurs, pour obtenir ce re´sultat, on doit faire l’hypothe`se que le
fil est infini et qu’un champ e´lectrique est applique´ sur une partie du fil. En revanche, si
l’on suppose que le fil est connecte´ a` des re´servoirs, il a e´te´ montre´ que la conductance est
simplement G = e2/h [100, 101, 102]. Pourtant, expe´rimentalement, les mesures dans les
e´tats de bord de l’effet Hall quantique fractionnaire tendent a` confirmer la re´duction de la
conductance par le facteur g [20]. D’autres re´sultats dans des fils quantiques a` haute mobilite´
[103] montrent e´galement une re´duction de la conductance.
1. Contrairement au chapitre 1, on n’a pas de facteur 2 car on n’a pas tenu compte du spin
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5.4 Etats de bord de l’effet Hall quantique : liquide de
Luttinger chiral
5.4.1 Introduction
L’effet Hall quantique a e´te´ de´couvert en 1980 par Klaus von Klitzing [104] dans un gaz
bidimensionnel d’e´lectrons soumis a` un champ magne´tique perpendiculaire. Les e´tats propres
d’un tel syste`me d’e´lectrons (sans interaction) forment des bandes appele´es niveaux de Lan-
dau se´pare´es par l’e´nergie ~ωc, ou` ωc = eB/m∗ est la fre´quence cyclotron. Ces niveaux sont
hautement de´ge´ne´re´s puisque le nombre d’e´tats N dans chaque niveau de Landau correspond
au nombre de quanta de flux φ0 dans le syste`me : N = BA/φ0 = Anφ, ou` A est la taille du
syste`me et nφ = B/φ0 = Be/h la densite´ de quanta de flux. On de´finit alors le facteur de
remplissage ν comme le rapport de la densite´ d’e´lectrons sur la densite´ de quanta de flux :
ν = ns/nφ. Ce facteur de remplissage peut eˆtre controˆle´ expe´rimentalement en jouant sur le
champ magne´tique ou sur la densite´ d’e´lectrons. Si le champ magne´tique est suffisamment
intense, ν prend des valeurs entie`res et la re´sistance transverse de l’e´chantillon (c’est-a`-dire
le rapport de la tension transversale sur le courant circulant dans l’e´chantillon) appele´e aussi
re´sistance de Hall pre´sente des plateaux :
RH =
1
ν
h
e2
.
Dans le meˆme temps, la re´sistance longitudinale s’annule. Il est tout a` fait remarquable que
cette quantification de la valeur de la re´sistance ne de´pende ni des parame`tres exte´rieurs
comme la tempe´rature ou la fre´quence, ni meˆme des parame`tres intrinse`ques de l’e´chantillon
comme le de´sordre ou encore la ge´ome´trie. D’autre part, les plateaux sont particulie`rement
robustes, et la re´sistance de Hall peut eˆtre mesure´e avec un tre`s grande pre´cision, a` tel point
que l’effet Hall quantique s’est naturellement impose´ comme nouvelle de´finition du standard
de re´sistance.
Deux ans apre`s la premie`re expe´rience d’effet Hall quantique, Tsui, Stormer et Gossard
ont de´couvert [105] dans des e´chantillons de´sordonne´s que ν pouvait prendre des valeurs
fractionnaires du type p/q avec q un entier impair. Cependant, les plateaux fractionnaires
sont beaucoup moins robustes que les plateaux entiers.
L’e´tude de´taille´e de l’effet Hall quantique a re´ve´le´ de nombreux phe´nome`nes et sa phy-
sique est tre`s riche. Dans ce paragraphe, on va s’inte´resser plus particulie`rement aux e´tats
de bord. En effet, l’e´chantillon est de taille finie, et les bords confinent les e´lectrons avec
un champ e´lectrique. Dans un gaz bidimensionnel sous champ magne´tique, les e´lectrons
de´crivent des orbites cyclotron dont le centre est immobile, sauf pre`s des bords en raison du
confinement. En effet, le champ e´lectrique provoque la de´rive du centre des orbites cyclotron.
Le mouvement des e´lectrons du bord se de´compose en un mouvement circulaire de pulsation
ωc et un mouvement line´aire de de´rive le long des bords.
En pratique, les e´tats de bord de l’effet Hall quantique constituent d’excellents syste`mes
unidimensionnels dans lesquels on peut tre`s bien e´tudier les phe´nome`nes de transport. On
va pre´senter ici le mode`le de Wen des e´tats de bord [87, 106]. Contrairement a` ce qu’on
pourrait attendre, il s’agit d’un mode`le phe´nome´nologique qui n’est nullement base´ sur une
the´orie microscopique. On part d’un mode`le hydrodynamique en conside´rant les excitations
e´le´mentaires d’une goutte de fluide de Hall, puis on quantifie en identifiant les variables
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Fig. 5.2: Mode`le hydrodynamique des e´tats de bord de l’effet Hall quantique fractionnaire.
Une goutte de liquide de Hall subit des de´formations qui se propagent sur le bord dans une
seule direction.
conjugue´es du syste`me. On obtient alors un Hamiltonien sur lequel on peut appliquer la
bosonisation pour aboutir au Hamiltonien d’un liquide de Luttinger chiral.
5.4.2 Mode`le hydrodynamique
On conside`re une goutte de liquide de Hall. C’est un fluide incompressible a` deux dimen-
sions de densite´ fixe´e ns = νnφ (voir figure 5.2). Les seules excitations possibles sont des
ondes se propageant sur le bord de la goutte et dans une seule direction. Si on appelle h(x)
la hauteur de de´formation de la goutte (voir figure 5.2), la densite´ de particules sur le bord
est :
ρ(x) = nsh(x) .
La densite´ satisfait a` l’e´quation de continuite´ :
∂ρ
∂t
− v ∂ρ
∂x
= 0 , (5.35)
avec v la vitesse des particules sur le bord de la goutte.
L’e´nergie n’est autre que le potentiel e´lectrique multiplie´ par la charge totale :
H =
1
2
∫ L
0
dx V (x)eρ(x) .
Dans un syste`me sous effet Hall, le champ e´lectrique est relie´ au champ magne´tique par la
relation :
E =
1
nse
B J ,
ou` J est la densite´ de courant. Or sur le bord, on a J = ensv, si bien que la relation ci-dessus
devient simplement E = vB. Par conse´quent le potentiel e´lectrique s’e´crit V (x) = Eh(x) =
vBh(x), et l’e´nergie se met sous la forme :
H =
1
2
evB
∫
dxh(x)ρ(x) =
1
2
evB
ns
∫ L
0
dx [ρ(x)]2 .
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Or, la densite´ e´lectronique est proportionnelle au champ magne´tique :
ns =
νeB
h
.
Donc le Hamiltonien devient :
H =
1
2
hv
ν
∫ L
0
dx [ρ(x)]2 . (5.36)
On passe en transforme´e de Fourier et la densite´ s’e´crit comme :
ρ(k) =
1√
L
∫ L
0
dx eikxρ(x) .
Le Hamiltonien s’e´crit finalement :
H =
1
2
hv
ν
∑
k
ρ(k)ρ(−k) .
D’autre part, on peut re´e´crire l’e´quation de continuite´ (5.35) en transforme´e de Fourier
comme :
ρ˙(k) = −ivkρ(k) . (5.37)
On conside`re maintenant un formalisme lagrangien gouverne´ par les e´quations de Hamilton :
q˙ =
∂H
∂p
, (5.38)
p˙ = −∂H
∂q
. (5.39)
Si on identifie ρ(k) a` la coordonne´e ge´ne´ralise´e q, alors les e´quations (5.39) et (5.37) per-
mettent de trouver le moment conjugue´ canonique p :
p(k) = i
h
νk
ρ(−k) .
5.4.3 Quantification
Puisqu’on connaˆıt les coordonne´es ge´ne´ralise´es et le moment conjugue´, on peut quantifier
la the´orie classique. ρ(k) et p(k) deviennent des ope´rateurs conjugue´s canoniques qui satisfont
a` la relation de commutation suivante :
[p(k), ρ(k′)] = i~δk,k′ .
Par conse´quent on a :
[ρ(k), ρ(k′)] = − ν
2pi
kδk,−k′ .
Le commutateur du Hamiltonien avec la densite´ vaut alors :
[H, ρ(k)] = ~vkρ(k) .
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Cette relation est similaire aux commutateurs (5.18) et (5.19). Il est donc le´gitime d’appliquer
la bosonisation comme au paragraphe 5.2.2. On commence par introduire le champ bosonique
φ(x) :
φ(x) =
√
pi√
L
∑
k>0
e−αk/2
k
i
[
e−ikxρ(k)− eikxρ(−k)] . (5.40)
Avec cette de´finition, le Hamiltonien (5.36) peut s’e´crire :
H =
~v
ν
∫ L
0
dx
(
∂φ(x)
∂x
)2
.
On retrouve donc un Hamiltonien quadratique de la meˆme forme que celui d’un liquide
de Luttinger sans interaction (voir paragraphe 5.2.3). Mais contrairement a` un liquide de
Luttinger usuel, on n’a introduit qu’un seul champ et le spectre ne comporte qu’une seule
branche. Le liquide de Luttinger est alors dit chiral. Physiquement, cela traduit l’hypothe`se
que les particules ne circulent que dans une seule direction.
D’apre`s la de´finition (5.40) le commutateur du champ φ avec la densite´ ρ vaut :
[φ(x), ρ(x′)] = − i√
4pi
ν δ(x− x′) .
L’identification de ce commutateur et du commutateur (5.7) avec la relation (5.13) permet
de poser :
ψ(x) =
1√
2piα
eikF xei
√
4pi
ν
φ(x) . (5.41)
ψ(x) est un ope´rateur fermionique qui de´truit un e´lectron au point x. Le commutateur
du champ φ avec lui-meˆme a` deux points distincts se calcule de la meˆme manie`re qu’au
paragraphe 5.2.2 et donne un re´sultat similaire a` la relation (5.12) :
[φ(x), φ(x′)] = − i
4
ν sgn(x− x′) .
Il est inte´ressant de calculer les produit des ope´rateurs d’annihilation afin de ve´rifier qu’ils
satisfont aux relations d’anticommutation fermioniques. Ainsi on a :
ψ(x)ψ(x′) =
1
2piα
eikF (x+x
′) exp
(
i
√
4pi
ν
[φ(x) + φ(x′)]
)
exp
(
−i pi
2ν
sgn(x− x′)
)
,
et :
ψ(x′)ψ(x) =
1
2piα
eikF (x+x
′) exp
(
i
√
4pi
ν
[φ(x) + φ(x′)]
)
exp
(
i
pi
2ν
sgn(x− x′)
)
,
ou` on a utilise´ l’identite´ de Baker-Campbell-Hausdorff : eAeB = eA+Be
1
2
[A,B], valable quand
[A, [A,B]] = 0 et [B, [A,B]] = 0. Par conse´quent :
ψ(x)ψ(x′) = ψ(x′)ψ(x)e±i
pi
ν .
Pour retrouver les relations d’anticommutation usuelles entre les ope´rateurs fermioniques,
il faut que ν = 1/m, avec m un entier impair, ce qui est effectivement compatible avec le
facteur de remplissage de l’effet Hall quantique fractionnaire.
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On de´finit maintenant les ope´rateurs d’annihilation de quasi-particules au point x a`
l’instar de la de´finition (5.14) dans le cas d’un liquide de Luttinger usuel :
ψ˜(x) =
1√
2piα
eikF xei
√
4piφ(x) . (5.42)
Si on calcule le commutateur de la densite´ avec l’ope´rateur de cre´ation de quasi-particules,
on trouve : [
ρ(x), ψ˜+(x′)
]
= νδ(x− x′)ψ˜+(x) .
Le facteur ν supple´mentaire par rapport au re´sultat (5.7) signifie que ψ˜+(x) cre´e une quasi-
particule de charge fractionnaire en x. Par ailleurs, il est inte´ressant d’e´tudier la statistique
de ces quasi-particules. Pour cela, on proce`de comme ci-dessus en e´changeant deux particules
entre les points x et x′. Avec la de´finition (5.42), on trouve :
ψ˜(x)ψ˜(x′) = ψ˜(x′)ψ˜(x)e±ipiν .
Puisque ν est l’inverse d’un entier impair, l’e´change de deux quasi-particules fait intervenir
un facteur de phase e±ipiν . Les quasi-particules ont donc une statistique fractionnaire [107].
5.5 Impurete´ dans deux liquides de Luttinger chiraux
couple´s
5.5.1 Introduction
Comme on l’a vu au paragraphe pre´ce´dent, un liquide de Luttinger chiral constitue un
bon mode`le des e´tats de bord de l’effet Hall quantique fractionnaire. Puisqu’un e´chantillon
de Hall comporte deux bords, il faut deux liquides de Luttinger chiraux de sens oppose´s
pour le mode´liser. Si l’on introduit une constriction dans l’e´chantillon, les deux liquides se
couplent et des quasi-particules peuvent eˆtre re´trodiffuse´es d’un bord a` l’autre (voir figure
5.3). En pratique, on peut meˆme controˆler la probabilite´ de re´trodiffusion en appliquant une
tension de grille ajustable. Comme dans l’approche de Landauer, les processus de diffusion
au niveau de la constriction provoquent une diminution de la conductance et ge´ne`rent du
bruit de grenaille.
Formellement, le couplage entre les deux bords rajoute un terme au Hamiltonien qui, une
fois bosonise´, prend une forme en cosφ. Le Hamiltonien total n’est donc plus quadratique,
mais il se rame`ne au Hamiltonien de Sine-Gordon. Dans le passe´, plusieurs approches ont
e´te´ utilise´es pour e´tudier le proble`me : une approche base´e sur les inte´grales fonctionnelles
[108] ou encore la solution exacte du Hamiltonien de Sine-Gordon pour obtenir la conduc-
tance [109, 110] et le bruit [111]. Ici, le formalisme de Keldysh va permettre d’effectuer un
de´veloppement perturbatif de l’ope´rateur d’e´volution afin de calculer le courant et le bruit.
5.5.2 Courant de re´trodiffusion d’une impurete´ e´tendue
Conside´rons deux liquides de Luttinger chiraux mode´lisant par exemple les e´tats de deux
bords d’un gaz bidimensionnel d’e´lectrons en re´gime d’effet Hall quantique fractionnaire.
A un endroit de l’e´chantillon se trouve une impurete´ ou une constriction (voir figure 5.3).
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Fig. 5.3: Etats de bord de l’effet Hall quantique fractionnaire mode´lise´s par deux liquides de
Luttinger chiraux couple´s par l’interme´diaire d’une constriction.
L’impurete´ a pour effet de coupler les deux liquides de Luttinger entre eux, ce qui ge´ne`re un
courant de re´trodiffusion. De manie`re ge´ne´rale, le Hamiltonien de re´trodiffusion s’e´crit :
HB =
∫
dxdy Γ(x, y)
[
ψ+1 (x)ψ2(y) + ψ
+
2 (y)ψ1(x)
]
. (5.43)
Γ(x, y) est l’intensite´ du couplage et de´pend du type de re´trodiffusion. ψr(x) est l’ope´rateur
d’annihilation d’une quasi-particule au point x sur le bord r. Pour une impurete´ localise´e en
0, Γ(x, y) = Γδ(x)δ(y), donc :
HB = Γ
[
ψ+1 (0)ψ2(0) + ψ
+
2 (0)ψ1(0)
]
. (5.44)
On cherche a` calculer le courant de re´trodiffusion. Pour cela, on commence par effectuer
une transformation de jauge :
~A = ~∇χ (5.45)
V = −1
c
∂χ
∂t
. (5.46)
En inte´grant l’e´quation (5.46), on trouve la de´pendance temporelle de χ :
χ(t) = −cV t .
Ainsi, les termes du Hamiltonien de re´trodiffusion deviennent :
ψ+1 (x)ψ2(y)→ e−ie
∗ χ
~cψ+1 (x)ψ2(y) ,
avec e∗ = νe, ou` e∗ est la charge effective des quasi-particules et ν le facteur de remplissage.
On pose alors :
ω0 =
e∗V
~c
.
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On va re´exprimer le Hamiltonien de re´trodiffusion (5.43) a` l’aide du champ bosonique φ
introduit au paragraphe 5.4.3. Pour des raisons de simplicite´ de notation, on effectue un
changement d’e´chelle sur φ :
φ(x)→
√
ν√
4pi
φ(x) .
Dans ces conditions, l’ope´rateur d’annihilation (5.42) d’une quasi-particule sur le bord r
devient :
ψr(x) =
1√
2piα
eikF xei
√
νφr(x) ,
ou` l’on a supprime´ le ((∼ )) pour alle´ger la notation. Ainsi, le Hamiltonien de re´trodiffusion
(5.43) peut se re´e´crire comme :
HB(t) = 1
2piα
∫
dxdy
∑

eiω0tΓ(x, y)e−ikF (x−y)e−i
√
νφ1(x,t)ei
√
νφ2(y,t) .
Le courant de re´trodiffusion est de´fini par [112] :
IB(t) = −cδHB
δχ
=
ie∗
2piα~
∫
dxdy
∑
=±1
 eiω0tΓ(x, y)e−ikF (x−y)e−i
√
νφ1(x,t)ei
√
νφ2(y,t) .
Un courant circule dans l’e´chantillon. C’est donc typiquement une situation ou` le syste`me
est hors de l’e´quilibre et pour laquelle on peut appliquer le formalisme de Keldysh vu au
chapitre 4. Pour calculer le courant moyen, il est naturel de prendre la demi-somme du
courant sur la branche + et du courant sur la branche −. Le courant moyen est donc :
〈IB(t)〉 = 1
2
(〈IB(t+)〉+ 〈IB(t−)〉)
=
ie∗
4piα~
∫
dxdy
∑
,η
Γ(x, y) eiω0t
η
×〈TC
[
e−
i
~
R
C dt
′HB(t′)e−ikF (x−y)e−i
√
νφ1(x,tη)ei
√
νφ2(y,tη)
]
〉 .
On va de´velopper l’ope´rateur d’e´volution e−
i
~
R
C dt
′HB(t′). Pour calculer les valeurs moyennes,
on introduit les fonctions de Green de Keldysh sur le champ φ :
Gη η
′
(x, tη, x′, t′η
′
) = 〈TC
[
φα(x, t
η)φα(x
′, tη
′
)
]〉 .
α n’apparaˆıt pas dans la notation des fonctions de Green car celles-ci sont identiques quel
que soit le bord. Par ailleurs, les produits des exponentielles des champs φ peuvent eˆtre
regroupe´s en utilisant la proprie´te´ suivante [113, 114, 115] :
〈TC
[
ei
√
νφα(x,tη)ei
′√νφα′ (x′,tη
′
)
]〉 = e−′νGη η′ (x,tη ,x′,t′η′) δα,α′δ,−′ . (5.47)
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En vertu de cette proprie´te´, l’ordre 0 du courant est nul. A l’ordre 1, on obtient :
〈IB(t)〉1 = e
∗
8pi2α2~2
∑
,η
∑
′,η′
η′
∫ +∞
−∞
dt′η
′
eiω0(t
η+′t′η
′
)
∫
dxdy
∫
dx′dy′ Γ(x, y)Γ(x′, y′)
×e−i′kF (x′−y′)e−ikF (x−y)
×〈TC
[
e−i
′√νφ1(x′,t′η
′
)ei
′√νφ2(y′,t′η
′
)e−i
√
νφ1(x,tη)ei
√
νφ2(y,tη)
]
〉
=
e∗
8pi2α2~2
∑
,η
∑
′,η′
η′
∫ +∞
−∞
dt′η
′
eiω0(t
η+′t′η
′
)
∫
dxdy
∫
dx′dy′ Γ(x, y)Γ(x′, y′)
×e−ikF (x−y)e−i′kF (x′−y′)e−′νGη η′(x,tη ,x′,t′η
′
)e−
′νGη η
′
(y,tη ,y′,t′η
′
) .
D’apre`s la proprie´te´ (5.47), ces exponentielles de fonctions de Green ne sont non-nulles que
si  6= ′. On obtient donc :
〈IB(t)〉1 = ie
∗
4pi2α2~2
∑
η
∑
η′
η′
∫ +∞
−∞
dt′η
′
∫
dxdy
∫
dx′dy′ Γ(x, y)Γ(x′, y′)
× sin
(
ω0(t
η − t′η′)− kF (x− y − x′ + y′)
)
eνG
η η′ (x,tη ,x′,t′η
′
)eνG
η η′(y,tη ,y′,t′η
′
) .
(5.48)
Ce re´sultat pour le courant a` l’ordre le plus bas (non-nul) est assez ge´ne´ral. Pour avoir un
re´sultat plus pre´cis, il faut choisir un cas particulier d’impurete´.
5.5.3 Courant de re´trodiffusion d’une impurete´ localise´e
On choisit le cas d’une re´trodiffusion par une impurete´ localise´e de´crite par le Hamiltonien
(5.44). Puisque Γ(x, y) = Γδ(x)δ(y), les inte´grales sur les coordonne´es spatiales disparaissent
dans l’e´quation (5.48). En passant en transforme´e de Fourier (a` fre´quence nulle) dans l’ex-
pression (5.48), on a :
〈IB(0)〉1 = ie
∗Γ2
4pi2α2~2
∑
η
∑
η′
η′
∫ +∞
−∞
dt′η
′
lim
T→+∞
1
T
∫ T/2
−T/2
dtη
× sin
(
ω0(t
η − t′η′)
)
e2νG
η η′ (0,tη ,0,t′η
′
) .
Par ailleurs, les fonctions de Green de Keldysh d’un liquide de Luttinger chiral sont donne´es
par [113, 115] :
G++(0, t) = − ln
(
1 +
i|t|
τ0
)
,
G+−(0, t) = − ln
(
1− it
τ0
)
,
G−+(0, t) = − ln
(
1 +
it
τ0
)
,
G−−(0, t) = − ln
(
1− i|t|
τ0
)
.
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τ0 est un temps tre`s court qui sert de facteur de coupure. Les fonctions de Green ne de´pendent
que de la diffe´rence de temps. On effectue alors le changement de variables τ = tη − t′η′ et
τ ′ = tη, qui permet de simplifier l’inte´grale sur tη. De plus, Gηη
′
est paire si η = η′, donc
Gηη
′
(0, τ) sin(ω0τ) est impaire et par conse´quent, l’inte´grale s’annule pour η = η
′. On obtient
alors :
〈IB(0)〉1 = ie
∗Γ2
4pi2α2~2
∑
η′
η′
∫ +∞
−∞
dτ
sin(ω0τ)
(1 + iη′τ/τ0)
2ν .
Cette inte´grale est tabule´e [116] et on trouve :
〈IB(0)〉1 = e
∗Γ2
8pi2α2~2
2
2pi(ω0τ0)
2νe−ω0τ0
ω0Γ(2ν)
. (5.49)
Dans ce re´sultat, la tension applique´e apparaˆıt dans ω0. On constate donc que le courant
de´pend de la tension de fac¸on totalement non-triviale puisque I ∼ V 2ν−1. Bien e´videmment, il
serait inte´ressant de retrouver expe´rimentalement cette de´pendance. Cependant, l’expression
(5.49) a peu de chances d’eˆtre pre´dictive quantitativement. En effet, elle de´pend explicitement
des facteurs de convergence ou de coupure α et τ0 qui en principe doivent tendre vers ze´ro.
Ce proble`me peut eˆtre vu comme le prix a` payer pour avoir rajoute´ une infinite´ d’e´tats fictifs
d’e´nergie ne´gative dans le spectre (voir paragraphe 5.2.1).
5.5.4 Bruit
La pre´sence de l’impurete´ ge´ne`re du bruit dans le syste`me. Comme au chapitre 4, il est
naturel d’utiliser un corre´lateur syme´trise´ du meˆme type que l’e´quation (4.33) :
SB(t, t
′) =
1
2
∑
η
〈IB(tη)IB(t′−η)〉 − 〈IB〉2
= − e
∗2
8pi2α2~2
∫
dx1dy1
∫
dx2dy2 Γ(x1, y1)Γ(x2, y2)
×
∑
1
∑
2
∑
η
12e
iω0(1tη+2t′−η)ei1kF (x1−y1)ei2kF (x2−y2)
×〈TCe− i~
R
C dt
′HB(t′)ei1
√
νφ1(x1,tη)e−i1
√
νφ2(y1,tη)ei2
√
νφ1(x2,t′−η)e−i2
√
νφ2(y2,t′−η)〉
−〈IB〉2 .
On effectue un de´veloppement de l’ope´rateur d’e´volution de la meˆme fac¸on qu’au paragraphe
5.5.2. Cette fois, l’ordre 0 n’est pas nul :
SB0(t, t
′) = − e
∗2
8pi2α2~2
∫
dx1dy1
∫
dx2dy2 Γ(x1, y1)Γ(x2, y2)
×
∑
1
∑
2
∑
η
12e
iω0(1tη+2t′−η)ei1kF (x1−y1)ei2kF (x2−y2)
×e−12νGη−η(x1,tη ,x2,t′−η)e−12νGη−η(y1,tη ,y2,t′−η)
=
e∗2
4pi2α2~2
∫
dx1dy1
∫
dx2dy2 Γ(x1, y1)Γ(x2, y2)
×
∑
η
cos
(
ω0(t
η − t′−η) + kF (x1 − y1 − x2 + y2)
)
×eνGη−η(x1,tη ,x2,t′−η)eνGη−η(y1,tη ,y2,t′−η) , (5.50)
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ou` on a utilise´ le fait que 〈IB〉2 = 0 a` l’ordre 0. Si on poursuit le de´veloppement de l’ope´rateur
d’e´volution aux ordres supe´rieurs, on se rend compte que l’ordre 1 est nul car on aura trois φ1
et trois φ2 et on ne pourra donc pas les regrouper par deux en prenant les valeurs moyennes.
Il faudrait donc poursuivre le de´veloppement de l’ope´rateur d’e´volution a` l’ordre 2.
Conside´rons maintenant le cas de l’impurete´ localise´e. D’apre`s la de´finition (1.10) donne´e
au chapitre 1 et d’apre`s l’expression (5.50), le bruit en fre´quence est :
SB0(0) =
e∗2Γ2
2pi2α2~2
∑
η
∫ +∞
−∞
dtη lim
T→+∞
1
T
∫ T/2
−T/2
dt′−η
× cos
(
ω0(t
η − t′−η)
)
e2νG
η−η(0,tη ,0,t′−η) .
Un changement de variables similaire a` celui utilise´ pour le courant permet d’obtenir :
SB0(0) =
e∗2Γ2
4pi2α2~2
∑
η
∫ +∞
−∞
dτ
eiω0τ + e−iω0τ
(1− iητ/τ0)2ν
=
e∗2Γ2
4pi2α2~2
2
2pi(ω0τ0)
2νe−ω0τ0
ω0Γ(2ν)
. (5.51)
Comme pour le courant, le bruit de´pend explicitement des facteurs de coupure et de conver-
gence τ0 et α. Cependant, en comparant les e´quations (5.49) et (5.51), on trouve que le bruit
est proportionnel au courant : SB0(0) = 2e
∗〈IB(0)〉1. Ce re´sultat est similaire a` celui des
re´fe´rences [108, 111] (dans le cas des faibles re´trodiffusions) puisque l’on retrouve cette pro-
portionnalite´ entre le courant, le bruit et la charge effective e∗ = ν e. Cette relation a permis
de mesurer la charge des quasi-particules de Laughlin dans l’effet Hall quantique fraction-
naire [20, 21]. En revanche, dans le cas d’un liquide de Luttinger non-chiral (de´crivant par
exemple un nanotube), il a e´te´ montre´ que le bruit est e´galement proportionnel au courant,
mais que le parame`tre g n’intervient pas dans la relation [121].
Par ailleurs, le re´sultat ci-dessus n’est autre que le bruit poissonien (1.14). Or, ici, dans
la mesure ou` il s’agit d’un syste`me quantique, on s’attendrait a` avoir un facteur de re´duction
1−T par rapport au bruit poissonien. Mais pour obtenir un tel facteur, il faudrait de´velopper
l’ope´rateur d’e´volution a` l’ordre 2.
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Dans le premier chapitre, on a pre´sente´ l’approche de Landauer a` travers le formalisme
de diffusion en seconde quantification. Ce formalisme permet de calculer le courant moyen et
la conductance d’un fil quantique, et on peut ainsi retrouver la formule de Landauer. Cette
approche permet e´galement de calculer le bruit. On obtient une formule similaire a` celle
de Schottky, c’est-a`-dire que le bruit est proportionnel au courant et a` la charge effective,
mais avec un facteur de re´duction. Ce re´sultat est inte´ressant car il peut eˆtre exploite´ pour
retrouver la charge des porteurs. Ainsi, la charge effective des quasi-particules de Laughlin
dans les e´tats de bord de l’effet Hall quantique fractionnaire a pu eˆtre mesure´e graˆce a` cette
me´thode [20, 21].
Dans le chapitre 2, les expressions du bruit a` fre´quence finie et des corre´lations de bruit
dans un conducteur contenant un nombre quelconque de terminaux et connecte´ a` un supra-
conducteur ont e´te´ calcule´es. On a d’abord e´tudie´ le cas le plus simple d’une jonction entre
un me´tal normal et un supraconducteur. Si la tension applique´e reste faible devant le gap du
supraconducteur (re´gime d’Andreev), on retrouve le doublement du bruit a` fre´quence nulle
par rapport a` une jonction entre deux me´taux normaux [48, 51]. De plus, le spectre du bruit
pre´sente une singularite´ a` la fre´quence Josephson et s’annule au-dela` de cette fre´quence. Ces
re´sultats peuvent eˆtre interpre´te´s comme la signature du transfert d’une charge effective 2e
a` travers la jonction correspondant a` celle des paires de Cooper. Cependant, cet argument
n’est plus valable si la tension est augmente´e au-dela` du gap du supraconducteur. Dans ce
cas, les transferts de charges e et 2e sont tous les deux possibles et parler de charge effective
n’a plus re´ellement de sens. En revanche, dans ces conditions, la courbe du bruit exhibe
des singularite´s a` plusieurs fre´quences auxquelles on peut chaque fois faire correspondre un
processus de re´flexion ou de transmission au niveau de la jonction.
L’effet Aharonov-Bohm non-stationnaire consiste a` appliquer une perturbation sinuso¨ı-
dale sur un e´chantillon. Il constitue un bon moyen d’explorer les phe´nome`nes dont la trace
ne s’observe qu’a` fre´quence finie en effectuant uniquement des mesures a` fre´quence nulle.
Ainsi, dans une jonction N-S, on peut observer des pics dans la de´rive´e seconde du bruit
(a` fre´quence nulle) par rapport a` la tension quand la fre´quence de la perturbation est un
multiple de la fre´quence Josephson. Ces pics ont d’ailleurs e´te´ observe´s expe´rimentalement
[54]. Une jonction N-S simple est finalement un syste`me dans lequel on peut observer la
fre´quence Josephson avec un seul supraconducteur au lieu de deux comme c’est le cas dans
l’effet Josephson usuel.
Les re´sultats du chapitre 2 pre´sentent cependant quelques limitations. Tous les calculs ont
e´te´ effectue´s dans le cas d’un seul canal, meˆme si une ge´ne´ralisation a` un nombre quelconque
de canaux est tout a` fait faisable. On pourrait e´galement e´tendre ces re´sultats au cas diffusif,
pour lequel il faudrait calculer des moyennes sur le de´sordre en utilisant la the´orie des
matrices ale´atoires. Cependant, il ne faut pas s’attendre a` des changements majeurs du
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fait de ces extensions. En revanche, il serait inte´ressant d’e´tudier le transport dans des
jonctions entre un me´tal normal et un supraconducteur non-conventionnel (par exemple un
supraconducteur a` haute tempe´rature critique). Re´cemment, le cas d’un supraconducteur de
type onde d a e´te´ e´tudie´ [117, 118]. Le gap d’un tel supraconducteur varie dans l’espace des
moments et donc change avec l’orientation de la jonction. Le calcul du courant et du bruit
ne´cessite alors un mode`le tridimensionnel, ce qui n’a pas e´te´ fait ici.
Dans le chapitre 3, on a pre´sente´ l’analogue fermionique de l’expe´rience d’Hanbury-Brown
et Twiss. Un miroir semi-transparent se´pare un faisceau incident d’e´lectrons en un faisceau
re´fle´chi et un faisceau transmis. Les corre´lations de bruit entre le faisceau re´fle´chi et le
faisceau transmis sont alors ne´gatives, conse´quence de la nature fermionique des e´lectrons
qui tendent a` s’exclure mutuellement du fait du principe de Pauli. Mais on a vu qu’en
rajoutant un supraconducteur dans un tel syste`me, les corre´lations de bruit peuvent eˆtre soit
positives soit ne´gatives, selon la valeur du coefficient de re´flexion du miroir semi-transparent.
Ainsi, un syste`me fermionique peut exhiber un comportement bosonique. Une interpre´tation
possible de ce re´sultat est que les paires de Cooper peuvent se comporter comme des bosons
dans la mesure ou` un nombre quelconque d’entre elles peuvent avoir le meˆme moment. Les
expe´riences [60, 61, 62] sur l’analogue fermionique (( normal )) de l’expe´rience d’Hanbury-
Brown et Twiss laissent espe´rer une possibilite´ d’extension au cas supraconducteur pour
observer pour la premie`re fois des corre´lations positives dans un syste`me fermionique. Comme
on l’a vu, une autre possibilite´ pour re´aliser cette expe´rience serait de mettre en contact
un nanotube de carbone avec un supraconducteur. Dans ce cas, on obtient toujours des
corre´lations positives, meˆme si l’effet est un peu atte´nue´ en raison de la diffusion entre les
deux modes du nanotube.
Les expe´riences du type Hanbury-Brown et Twiss ont prouve´ eˆtre un outil efficace pour
e´tudier la statistique des particules. Si pour l’instant les re´sultats sont limite´s aux cas des
bosons et des fermions, il serait inte´ressant d’e´tendre l’e´tude aux particules de statistique
interme´diaire. Les particules satisfaisant une statistique d’exclusion [119] pre´sentent par
exemple une transition entre le re´gime de bruit de grenaille et de bruit thermique diffe´rente
de celle des fermions [120]. D’autre part, comme on l’a vu au chapitre 5 (dans le paragraphe
5.4.3), les quasi-particules de Laughlin pre´sentes dans l’effet Hall quantique fractionnaire sont
suppose´es obe´ir a` une statistique fractionnaire qu’une expe´rience du type Hanbury-Brown
et Twiss pourrait re´ve´ler [114, 115].
Par ailleurs, les corre´lations de bruit ont e´te´ calcule´es chaque fois a` fre´quence nulle uni-
quement. La question est maintenant de savoir si on peut gagner une quelconque information
supple´mentaire en e´tudiant les corre´lations de bruit a` fre´quence finie. Cette quantite´ com-
binerait les caracte´ristiques dynamiques des fluctuations temporelles du courant avec les
aspects statistiques des corre´lations entre des terminaux diffe´rents.
Dans le chapitre 4, on a pre´sente´ le formalisme de Keldysh. Il s’agit d’une me´thode
permettant de traiter des proble`mes relevant de la thermodynamique hors de l’e´quilibre en
se ramenant a` un formalisme d’e´quilibre. On peut ainsi e´crire une the´orie des perturbations
de la meˆme fac¸on qu’a` l’e´quilibre. On a donne´ un exemple d’utilisation de cette technique avec
le proble`me de deux e´lectrodes mode´lise´es par deux chaˆınes semi-infinies de sites discrets.
L’introduction d’un couplage entre les chaˆınes et le maintien d’une diffe´rence de potentiel
entre les deux ame`nent le syste`me dans une situation de de´se´quilibre. Graˆce au formalisme
de Keldysh, on a pu calculer le bruit pour les fermions et les bosons et parvenir a` une
formule similaire a` celle obtenue dans le cadre de l’approche de Landauer. Cet exemple peut
paraˆıtre un peu acade´mique, mais il permet de bien comprendre l’application de la me´thode
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de Keldysh.
Enfin, le chapitre 5 pre´sente un rappel de la the´orie des liquides de Luttinger. Celle-ci
permet de traiter le proble`me des e´lectrons en interaction dans un syste`me unidimensionnel.
La technique de la bosonisation permet de re´e´crire le Hamiltonien sous forme quadratique
en termes de champs bosoniques qui repre´sentent des excitations collectives e´lectron-trou.
On a montre´ ensuite que la conductance d’un liquide de Luttinger (de longueur infinie) est
ge´ne´ralement infe´rieure a` celle d’un conducteur quantique sans interaction. D’autre part, un
liquide de Luttinger chiral constitue un bon mode`le des e´tats de bord de l’effet Hall quantique
fractionnaire. On a e´tudie´ l’influence d’une impurete´ localise´e couplant deux liquides de Lut-
tinger chiraux sur le courant et le bruit. Le formalisme de Keldysh permet alors d’appliquer
une the´orie des perturbations. Au premier ordre, on obtient une formule de type Schottky
pour le bruit. Cependant, pour retrouver un facteur de re´duction comme dans l’approche de
Landauer, il faudrait pousser le de´veloppement a` un ordre supe´rieur, ce que l’on n’a pas pu
faire ici.
Dans cette the`se, on a aborde´ des sujets plutoˆt the´oriques, et actuellement, la physique
me´soscopique a peu d’applications industrielles directes. Mais la miniaturisation des circuits
inte´gre´s progresse rapidement et les limites quantiques seront atteintes prochainement. Une
bonne compre´hension des phe´nome`nes fondamentaux sera alors ne´cessaire si l’on veut plei-
nement exploiter les nouvelles proprie´te´s quantiques des conducteurs. Par exemple, le bruit
de grenaille est ge´ne´ralement ne´glige´ dans les approches semi-classiques du transport uti-
lise´es actuellement en micro-e´lectronique. Cette approximation ne sera plus valable de`s lors
que les dimensions des circuits approcheront les e´chelles ou` la me´canique quantique prend
totalement le pas sur la physique classique.
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Annexe A
Etats dans le supraconducteur
Dans un supraconducteur, les fonctions d’onde des quasi-particules n’existent que si
l’e´nergie est supe´rieure au gap. Leur e´volution est gouverne´e par les e´quations de Bogolu-
bov-de Gennes (2.2) que l’on re´e´crit sous forme vectorielle :
− ~
2
2m
∂2
∂x2
− µs ∆
∆ −
(
− ~
2
2m
∂2
∂x2
− µs
)

 un
vn
 (x) = E
 un
vn
 (x) .
On a simplifie´ la notation en remplac¸ant la se´rie d’indices i j β par n. Avec des solutions de
la forme
(
u0
v0
)
eik
Sx, et en annulant le de´terminant du syste`me obtenu, on a :
E2 =
((
~kS
)2
2m
− µs
)2
+ ∆2 ,
ce qui donne deux valeurs de kS :
kSe =
√
2m
~
(
µs +
(
E2 −∆2)1/2)1/2 pour les e´lectrons
kSh =
√
2m
~
(
µs −
(
E2 −∆2)1/2)1/2 pour les trous .
(A.1)
On remarque que si |E| < ∆, les vecteurs d’onde ont une partie imaginaire. On peut
e´galement obtenir les parame`tres BCS u0 et v0 :
u20 =
1
2
(
1 +
(E2 −∆2)1/2
E
)
= 1− v20 ,
ou :
v20 =
1
2
(
1 +
(E2 −∆2)1/2
E
)
= 1− u20 .
Du fait de la syme´trie de ces solutions, on peut sans proble`me choisir la premie`re, et
donc les solutions des e´quations de Bogolubov-de Gennes ont pour forme
(
u0
v0
)
eik
S
e x et(
v0
u0
)
eik
S
hx.
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Il reste maintenant a` de´terminer les constantes devant ces e´tats. Pour cela, on va utiliser
la conservation du courant de probabilite´. De plus, pour des raisons de simplicite´ (alle`gement
de notation), on va conside´rer une jonction N-S simple, meˆme si le raisonnement est le meˆme
pour une jonction a` plusieurs terminaux. Supposons que l’on envoie un e´lectron coˆte´ normal.
Une partie de l’onde est re´fle´chie au niveau de l’interface sous forme d’e´lectron et sous
forme de trou. De meˆme, une autre partie est transmise dans le supraconducteur sous forme
d’e´lectron et sous forme de trou. Les e´tats correspondant s’e´crivent :(
uN
vN
)
(x) = eik
N
e x
(
1
0
)
+ sNNeee
−ikNe x
(
1
0
)
+ sNNhe
√
kNe
kNh
eik
N
h x
(
0
1
)
,
du coˆte´ normal, et :(
uS
vS
)
(x) = A sSNee
(
u0
v0
)
e−ik
S
e x +B sSNhe
(
v0
u0
)
eik
S
hx ,
du coˆte´ supraconducteur. Les constantes A et B restent a` de´terminer. On peut montrer que
le courant de probabilite´ est donne´ par [37] :
J =
~
2mi
[(
u+∇u− u∇u+)− (v+∇v − v∇v+)] .
On trouve par conse´quent :
JN =
~
m
kNe
(
1− |sNNee|2 − |sNNhe|2
)
,
et :
JS =
~
m
(
kSe |A|2|sSNee|2(u20 − v20) + kSh |B|2|sSNhe|2(u20 − v20)
)
.
On e´gale ces deux expressions, puis on utilise l’unitarite´ de la matrice S, et on trouve A et
B. Un exemple de solution de est :
A =
√
kNe
kSe
1√
u20 − v20
et B =
√
kNe
kSh
1√
u20 − v20
.
On peut recommencer le meˆme raisonnement pour les autres e´tats possibles.
Finalement, les e´tats s’e´crivent :
– e´lectrons incidents du coˆte´ supraconducteur :(
uSSe
vSSe
)
(x) =
1√
u20 − v20
(
u0
v0
)
eik
S
e x + sSSee
1√
u20 − v20
(
u0
v0
)
e−ik
S
e x
+sSShe
√
kSe
kSh
1√
u20 − v20
(
v0
u0
)
eik
S
hx , (A.2)
– trous incidents du coˆte´ supraconducteur :(
uSSh
vSSh
)
(x) =
1√
u20 − v20
(
v0
u0
)
e−ik
S
hx + sSShh
1√
u20 − v20
(
v0
u0
)
eik
S
hx
+sSSeh
√
kSh
kSe
1√
u20 − v20
(
u0
v0
)
e−ik
S
e x , (A.3)
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– e´lectrons incidents coˆte´ normal et transmis du coˆte´ supraconducteur :(
uSNe
vSNe
)
(x) = sSNee
√
kNe
kSe
1√
u20 − v20
(
u0
v0
)
e−ik
S
e x
+sSNhe
√
kNe
kSh
1√
u20 − v20
(
v0
u0
)
eik
S
hx , (A.4)
– trous incidents coˆte´ normal et transmis du coˆte´ supraconducteur :(
uSNh
vSNh
)
(x) = sSNeh
√
kNh
kSe
1√
u20 − v20
(
u0
v0
)
e−ik
S
e x
+sSNhh
√
kNh
kSh
1√
u20 − v20
(
v0
u0
)
eik
S
hx . (A.5)
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Annexe B
Le mode`le BTK de la jonction N-S
Le mode`le de Blonder, Tinkham et Klapwijk (BTK) [37] permet de mode´liser une jonction
N-S de fac¸on re´aliste. En effet, une barrie`re de hauteur (ou de transparence) Z est introduite
au niveau de l’interface N-S. Elle est de´crite par un potentiel VB(x) = Z(~2kF/m) δ(x).
Les fonctions d’onde (2.3) et (2.4) coˆte´ normal et (A.2) a` (A.5) coˆte´ supraconducteur sont
continues. On peut donc e´crire pour l’exemple d’un e´lectron incident du coˆte´ normal :(
uNNe
vNNe
)
(0) =
(
uSNe
vSNe
)
(0) . (B.1)
On peut e´galement obtenir des conditions sur les de´rive´es des fonctions d’ondes en inte´grant
les e´quations de Bogolubov-de Gennes (2.2) de part et d’autre de la jonction N-S. Pour
l’exemple pre´ce´dent, on obtient :
~2
2m
[
∂
∂x
(
uSNe
vSNe
)
(0)− ∂
∂x
(
uNNe
vNNe
)
(0)
]
= V
(
uNNe
vNNe
)
(0) . (B.2)
En e´crivant ces conditions pour chaque type de particule et pour chaque coˆte´ de la jonction,
on obtient quatre syste`mes d’e´quations dont les solutions sont les e´le´ments de la matrice S :
sNNee = sSSee = −(u
2
0 − v20)(Z2 + iZ)
γ
= − 2(E
2 −∆2)1/2(Z2 + iZ)
E + (1 + 2Z2)(E2 −∆2)1/2 , (B.3)
sNNhh = sSShh = −(u
2
0 − v20)(Z2 − iZ)
γ
= − 2(E
2 −∆2)1/2(Z2 − iZ)
E + (1 + 2Z2)(E2 −∆2)1/2 , (B.4)
sNNhe = sNNeh = −sSShe = −sSSeh = u0v0
γ
=
∆
E + (1 + 2Z2)(E2 −∆2)1/2 , (B.5)
sSNee = sNSee =
u0
√
u20 − v20(1− iZ)
γ
=
√
2
[
E(E2 −∆2)1/2 + E2 −∆2]1/2 (1− iZ)
E + (1 + 2Z2)(E2 −∆2)1/2 ,(B.6)
sSNhh = sNShh =
u0
√
u20 − v20(1 + iZ)
γ
=
√
2
[
E(E2 −∆2)1/2 + E2 −∆2]1/2 (1 + iZ)
E + (1 + 2Z2)(E2 −∆2)1/2 ,(B.7)
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sSNhe = −sSNeh = −sNShe = sNSeh = iv0
√
u20 − v20Z
γ
=
i
√
2
[
E(E2 −∆2)1/2 − E2 + ∆2]1/2 Z
E + (1 + 2Z2)(E2 −∆2)1/2 , (B.8)
avec :
γ ≡ u20 + (u20 − v20)Z2 =
1
2
+
(
1
2
+ Z2
)
(E2 −∆2)1/2
E
,
et :
u20 =
1
2
(
1 +
(E2 −∆2)1/2
E
)
= 1− v20 .
On notera que l’unitarite´ de la matrice S est satisfaite.
On de´finit alors : RA = |sNNhe|2, R = |sNNee|2, T = |sSNee|2 et TA = |sSNhe|2. RA est
la probabilite´ de re´flexion d’Andreev, R est la probabilite´ de re´flexion normale, T est la
probabilite´ de transmission normale, et TA est la probabilite´ de transmission d’Andreev. La
conservation des probabilite´s implique : RA + R + TA + T = 1. Pour appre´cier l’influence
de la hauteur Z de la barrie`re, on trace ces probabilite´s en fonction de l’e´nergie (ou plus
exactement du rapport E/∆) pour diffe´rentes valeurs de Z (voir figure B.1). Quand E < ∆, il
n’y a pas de transmission vers le supraconducteur : T = 0 et TA = 0 quelle que soit la hauteur
de la barrie`re. En l’absence de barrie`re (Z = 0), seule la re´flexion d’Andreev est pre´sente
(RA = 1, R = 0), mais de`s qu’une barrie`re est introduite, l’influence du supraconducteur
diminue, et la probabilite´ de re´flexion d’Andreev RA de´croˆıt en meˆme temps la probabilite´ de
re´flexion normale R augmente. Pour des barrie`res assez hautes (Z = 3), le supraconducteur
est presque totalement isole´ et il n’y a pratiquement plus de re´flexion d’Andreev (RA ' 0).
Quand E > ∆, la transmission vers le supraconducteur devient possible. Pour des e´nergies
suffisamment grandes, la re´flexion et la transmission d’Andreev deviennent ne´gligeables et
le supraconducteur a tendance a` se comporter comme un me´tal normal. D’autre part, plus
la barrie`re est haute, plus la transmission normale vers le supraconducteur est faible.
109
0 1 2 3
Ε/∆
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
é
Z = 0
RA
T
0 1 2 3
Ε/∆
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
é
Z = 0.3
RA T
R
TA
R
0 1 2 3
Ε/∆
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
é
Z = 1
RA
T
R
R
TA
RA
0 1 2 3
Ε/∆
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ilit
é
Z = 3
RA
T
R
R
TA
Fig. B.1: Probabilite´s de re´flexion et de transmission dans le mode`le BTK pour diffe´rentes
hauteurs de barrie`re : Z = 0, Z = 0.3, Z = 1, Z = 3.
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Annexe C
Matrice S d’une jonction N-S a` trois
terminaux avec une barrie`re
La matrice S de la jonction en forme de (( Y )) se de´termine en combinant la matrice S
du miroir semi-tansparent SBS avec celle de la jonction N-S SNS calcule´e dans l’appendice
B. On a:
SBS =
(
SBSe 0
0 SBSh
)
.
L’expression de SBSe est choisie identique a` celle des re´fe´rences [58, 59] :
SBSe =
 a b √εb a √ε√
ε
√
ε −(a+ b)
 , (C.1)
ou` a =
(√
1− 2ε− 1) /2, b = (√1− 2ε+ 1) /2 et ε pouvant varier de 0 a` 1/2. ε de´termine
la transparence du miroir semi-tansparent.
Pour calculer la matrice S totale, on cherche quels e´tats sortants sont obtenus quand une
particule est incidente dans un terminal donne´. Par exemple, en injectant un e´lectron dans 4
(c’est-a`-dire l’e´tat c+4e), on obtient les ondes re´fle´chies (c
−
4e et c
+
4h) et les ondes transmises (c
−
1e,
c+1h, c
−
2e et c
+
2h) (voir figure 3.4). On peut en de´duire les e´le´ments de matrice correspondants :
s44ee, s44he, s14ee, s14he, s24ee et s24he. On recommence cette ope´ration pour l’ensemble des
terminaux et pour chaque type de particule. On obtient finalement :(
s44ee s44eh
s44he s44hh
)
= SSS − (a+ b)SSN [1 + (a+ b)SNN ]−1 SNS , (C.2)
(
s14ee s14eh
s14he s14hh
)
=
(
s24ee s24eh
s24he s24hh
)
=
√
ε
(
SNS − (a+ b)SNN [1 + (a+ b)SNN ]−1 SNS
)
, (C.3)
(
s41ee s41eh
s41he s41hh
)
=
(
s42ee s42eh
s42he s42hh
)
=
√
ε SSN [1 + (a+ b)SNN ]
−1 , (C.4)
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(
s11ee
s11he
)
=
(
s22ee
s22he
)
=
[(
a 0
0 0
)
+
(
ε+ a(a+ b) 0
0 ε
)
SNN
]
[1 + (a+ b)SNN ]
−1
(
1
0
)
,(C.5)
(
s11ee
s11he
)
=
(
s22ee
s22he
)
=
[(
0 0
0 a
)
+
(
ε 0
0 ε+ a(a+ b)
)
SNN
]
[1 + (a+ b)SNN ]
−1
(
0
1
)
,(C.6)
(
s12ee s12eh
s12he s12hh
)
=
(
s21ee s21eh
s21he s21hh
)
=
(
s11ee + 1 s11eh
s11he s11hh + 1
)
. (C.7)
Ici, SNS, SSN , SNN et SSS sont des matrices 2 × 2 dont les e´le´ments ont e´te´ calcule´s dans
l’appendice B. Il est inte´ressant de noter que si on pose
SNN =
(
0 γ
γ 0
)
,
avec γ = e−i arccos(E/∆) ' −i, et SNS = SSN = SSS = 0, on retrouve les e´quations (3.14),
(3.15) et (3.16) dans le cas des faibles tensions applique´es.
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Annexe D
Fonctions de Green de Keldysh d’un
fil avec barrie`re
Le fil est constitue´ de deux chaˆınes semi-infinies avec des sites discrets (voir figure 4.2).
Les deux chaˆınes sont se´pare´es par une barrie`re. Le Hamiltonien de ce syste`me est purement
cine´tique :
H0 = T0
∑
λ
(
c+λ cλ+1 + c
+
λ+1cλ
)
+ T0
∑
λ′
(
c+λ′cλ′+1 + c
+
λ′+1cλ′
)
,
ou` la somme sur λ (λ′) est effectue´e sur les sites de la premie`re (deuxie`me) chaˆıne. On rajoute
une perturbation pour permettre le passage du courant a` travers la barrie`re. Le Hamiltonien
de cette perturbation s’e´crit :
Hint = T
(
c+α cα′ + c
+
α′cα
)
,
et le Hamiltonien total est la somme des deux Hamiltoniens :
H = H0 +Hint .
On maintient chaque fil a` un potentiel chimique donne´. Puis on autorise le passage du
courant d’un fil a` l’autre. Puisque les deux potentiels chimiques sont diffe´rents, on se retrouve
dans une situation hors de l’e´quilibre, et on applique le formalisme de Keldysh.
D’apre`s l’e´quation de Dyson en notation matricielle (4.20) e´crite en en transforme´e de
Fourier, on a : {
Gα′α = gα′α′ΣGαα
Gαα = gαα + gααΣGα′α
, (D.1)
avec Σ =
(
0 T
T 0
)
et G =
(
0 Ga
Gr Gk
)
. Les fonctions Ga, Gr et Gk sont de´finies comme
dans le chapitre 4 :
Gaα′α(t, t
′) = iθ(t′ − t)〈{cα′(t), c+α (t′)}∓〉 ,
Grα′α(t, t
′) = −iθ(t− t′)〈{cα′(t), c+α (t′)}∓〉 ,
Gkα′α(t, t
′) = −i〈{cα′(t), c+α (t′)}±〉 ,
ou` le signe supe´rieur est valable pour les bosons et le signe infe´rieur pour les fermions. La
valeur moyenne est prise par rapport au Hamiltonien total H. En de´veloppant l’e´quation
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(D.1), on obtient : 
Gaα′α = g
a
α′α′TG
a
αα
Grα′α = g
r
α′α′TG
r
αα
Gkα′α = g
r
α′α′TG
k
αα + g
k
α′α′TG
a
αα
,
et : 
Gaαα = g
a
αα + g
a
ααTG
a
α′α
Grαα = g
r
αα + g
r
ααTG
r
α′α
Gkαα = g
k
αα + g
r
ααTG
k
α′α + g
k
ααTG
a
α′α
.
On re´sout ce syste`me et on trouve finalement :
Gaαα =
gaαα
1− T 2gaααgaα′α′
,
Gaα′α =
Tgaααg
a
α′α′
1− T 2gaααgaα′α′
,
Grαα =
grαα
1− T 2grααgrα′α′
,
Grα′α =
Tgrααg
r
α′α′
1− T 2grααgrα′α′
,
Gkαα =
gkαα + T
2gkα′α′g
a
ααg
r
αα
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
,
Gkα′α =
T (grα′α′g
k
αα + g
k
α′α′g
a
αα)
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
,
Gkαα′ =
T (grααg
k
α′α′ + g
k
ααg
a
α′α′)
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
.
En utilisant l’expression de G+− et G−+ en fonction de Ga, Gr et Gk (e´quations (4.18) et
(4.19)), on obtient :
G+−αα =
gkαα + g
a
αα − grαα + T 2gaααgrαα(gkα′α′ + gaα′α′ − grα′α′)
2(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
=
g+−αα + T
2gaααg
r
ααg
+−
α′α′
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
,
G−+αα =
gkαα − gaαα + grαα + T 2gaααgrαα(gkα′α′ − gaα′α′ + grα′α′)
2(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
=
g−+αα + T
2gaααg
r
ααg
−+
α′α′
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
,
G+−α′α =
T
(
gaααg
a
α′α′ − grααgrα′α′ + grα′α′gkαα + gkα′α′gaαα
)
2(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
=
T
(
g+−αα g
−+
α′α′ + g
+−
αα g
+−
α′α′ − g−−αα g+−α′α′ − g+−αα g−−α′α′
)
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
, (D.2)
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G+−αα′ =
T
(
gaααg
a
α′α′ − grααgrα′α′ + grααgkα′α′ + gkααgaα′α′
)
2(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
=
T
(
g−+αα g
+−
α′α′ + g
+−
αα g
+−
α′α′ − g−−αα g+−α′α′ − g+−αα g−−α′α′
)
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
, (D.3)
G−+α′α =
T
(
grα′α′g
k
αα + g
k
α′α′g
a
αα − gaααgaα′α′ + grααgrα′α′
)
2(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
=
T
(
g+−αα g
−+
α′α′ + g
−+
αα g
−+
α′α′ − g−+αα g−−α′α′ − g−−αα g−+α′α′
)
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
,
G−+αα′ =
T
(
grααg
k
α′α′ + g
k
ααg
a
α′α′ − gaααgaα′α′ + grααgrα′α′
)
2(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
=
T
(
g−+αα g
+−
α′α′ + g
−+
αα g
−+
α′α′ − g−+αα g−−α′α′ − g−−αα g−+α′α′
)
(1− T 2gaααgaα′α′)(1− T 2grααgrα′α′)
.
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Re´sume´ : Un conducteur quantique est bien caracte´rise´ par sa conductance donne´e par la
formule de Landauer. Mais le bruit contient davantage d’informations que la conductance :
il mesure les fluctuations temporelles du courant autour de sa valeur moyenne. De plus, le
signe des corre´lations de bruit est lie´ a` la statistique des porteurs de charge.
Dans une jonction entre un me´tal normal et un supraconducteur, le bruit pre´sente une sin-
gularite´ a` la fre´quence Josephson, signature de la charge 2e des paires de Cooper implique´es
dans le transport. Lorsque la tension applique´e est supe´rieure au gap du supraconducteur, la
courbe du bruit exhibe des singularite´s a` plusieurs fre´quences auxquelles on peut associer un
processus de re´flexion ou de transmission. L’analogue fermionique de l’expe´rience d’Hanbury-
Brown et Twiss avec un supraconducteur permet d’observer a` la fois des corre´lations positives
et ne´gatives dans un meˆme syste`me.
Maintenir une diffe´rence de potentiel entre les deux extre´mite´s d’un fil cre´e une situation
relevant de la thermodynamique hors de l’e´quilibre. Formellement, on peut se ramener a` un
calcul a` l’e´quilibre et e´crire une the´orie des perturbations graˆce a` la me´thode de Keldysh.
La the´orie des liquides de Luttinger de´crit les syste`mes unidimensionnels d’e´lectrons en
interaction. Le Hamiltonien peut se mettre sous forme quadratique graˆce a` la bosonisation.
D’autre part, un liquide de Luttinger chiral constitue un bon mode`le des e´tats de bord de
l’effet Hall quantique fractionnaire. Graˆce au formalisme de Keldysh, on peut retrouver une
formule de type Schottky et identifier la charge des quasiparticules de Laughlin.
Transport and quantum noise in mesoscopic wires
Abstract: The conductance is the most natural quantity to characterize a quantum conduc-
tor. It is given by the Landauer formula. Yet, noise contains more information than conduc-
tance: it measures the current fluctuations around its average value. Moreover, the sign of
the noise correlations is related to the statistics of the carriers.
In a junction between a normal metal and a superconductor the noise exhibits a singu-
larity at the Josephson frequency, a signature of the charge 2e of the Cooper pairs involved
in the transport. When the voltage is larger than the gap of the superconductor, the noise
characteristics shows other singularities at several frequencies which can be associated to
a reflection or transmission process at the junction. The fermionic analog of the Hanbury-
Brown and Twiss experiment with a superconductor allows to observe both positive and
negative correlations in the same system.
Applying a voltage between the terminals of a wire leads to a non-equilibrium situation.
But formally, it is possible to use equilibrium quantities in a perturbative scheme called the
Keldysh technique.
Luttinger liquids theory describes the one-dimensional interacting electrons systems. The
Hamiltonian can be rewritten in a quadratic form using bosonization. The edge states of
the fractional quantum Hall effect can be described by a chiral Luttinger liquid. Using the
Keldysh technique, one may recover a Schottky formula in order to identify the charge of
Laughlin quasiparticles.
Spe´cialite´ : physique the´orique
Mots cle´s : transport quantique, approche de Landauer, courant, conductance, bruit quan-
tique, bruit de grenaille, corre´lations de bruit, jonction N-S, expe´rience d’Hanbury-Brown et
Twiss, formalisme de Keldysh, liquides de Luttinger.
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