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ABSTRACT
The master’s dissertation consists of: 49 pages, 2 pictures, 54 sources.
The object of research is a trigonometric regression model with discrete time
and random noise, which is either has singular spectrum or long-range dependent.
The subject of research is asymptotic properties of periodogram estimator of
the trigonometric model.
The aim of the work is to study an asymptotic properties of the periodogram
estimator of parameters in the problem of detecting hidden periodicities.
Sufficient conditions of the consistency of the amplitude and angular frequency
periodogram estimator of the trigonometric regression model with discrete time
and strongly dependent random noise are obtained in the master’s thesis.
The results of the master’s thesis were presented at the VIII All-Ukrainian
Scientific Conference of Young Scientists.
Key words: periodogram estimator, angular frequency, trigonometric regression
model, problem of detection hidden predicities, long-range dependence, random
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ВСТУП
В статистицi визначне мiсце займають регресiйнi моделi з випадковим шумом.
Зазвичай, перед проведенням фiзичних експериментiв та моделюванням про-
ходження сигналу через вузли системи, враховується майбутня зашумленiсть
сигналу, яка притаманна як природним процесам, так i процесам в технiцi.
Даний факт поскладнює дослiдження характеристик процесiв, в тому числi
характеристики перiодичностi.
Особливе мiсце серед рiзноманiтних моделей регресiї займає тригономе-
трична модель, яка є лiнiйною комбiнацiєю простих гармонiчних коливань.
Зацiкавлення до таких моделей зумовлений великою сферою її застосувань
в природничих науках, таких, як геофiзика, статистична радiофiзика, метео-
рологiя, астрономiя, електротехнiка, сейсмологiя та iнших сферах дiяльностi,
де виникає проблема виявлення прихованих перiодичностей.
Вперше питанням iдентифiкацiї параметрiв суми гармонiк за результатами
спостереження цiєї суми почав дослiджувати Ж. Л. Лагранж [48] в вiсiмнад-
цятому сторiччi. В розглянутiй задачi не враховувався фактор зашумлення
сигналу. Ґрунтовнi дослiдження з такою постановкою задачi були здiйсненi
М.Г. Серебреннiковим, А.А. Первозванським [2].
В роботах таких видатних математикiв як Р.Фiшер [3], А. Шустер [4] та
Є.Є. Слуцький [5] задача виявлення прихованих перiодичностей ставилась
статистично iз застосуванням перiодограмної технiки.
Окрiм перiодограмного пiдходу в оцiнюваннi амплiтуди та кутової часто-
ти тригонометричної моделi слiд зазначити використання оцiнки найменших
квадратiв, який почав свiй розвиток на початку 70-х рокiв двадцятого сто-
рiччя. Необхiдно вiдзначити роботи П. Уiтла [49], А. М. Уолкер [43], О. В.
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Iвановим [36], Б. М. Жураковського [1] та iнших.
Асимптотичнi властивостi перiодограмних оцiнок параметрiв тригономе-
тричної моделi вивчались А. Я. Дороговцевим [32], Б. Г. Квiнтом та Є. Дж.
Хеннаном [50], П. С. Кноповим [51], Б. М. Жураковським та О. В. Iвано-
вим [32].
В данiй магiстерськiй дисертацiї розглядається задача виявлення прихо-
ваних перiодичностей в моделях регресiї з дискретним часом та сильно за-
лежним випадковим шумом, що має сингулярний спектр. поставлена задача
є першим необхiдним кроком для подальшого вивчення асимптотичних вла-
стивостей перiодограмної оцiнки параметрiв обраної моделi. Результати ди-
сертацiї продовжують дослiдження роботи Iванова О. В. та Жураковського
Б. М. [37] розширюючи її на випадок дискретної моделi.
Роздiл 1
Допомiжнi твердження
1.1 Часовi ряди. Характеристики та методи дослiджен-
ня часових рядiв
Часовi ряди це впорядкована послiдовнiсть значень змiнної взята через одна-
ково iнтервали часу.
Часовi ряди застосовуються для розумiння природи даних, якi спостерiга-
ються та для прогнозування, монiторингу чи навiть контролю подачi даних.
Аналiз часових рядiв використовується для багатьох сфер дiяльностi, та-
ких як: економiчне прогнозування, прогнозування продажiв, аналiз фондово-
го ринку, прогнозування врожайностi, контроль процесу та якостi, iнвентарнi
дослiдження, прогнози навантаження, кориснi дослiдження, аналiз перепису
та багато iнших. Найбiльш широко застосовуються методи ковзного середньо-
го та оцiнки найменших квадратiв.
Формалiзуємо поняття числового ряду. Пiд часовим рядом розумiється
послiдовнiсть спостережень значення випадкової величини 𝑋, яка вiдповiдає
деякому числовому показнику в послiдовнi моменти часу. Окремi спостере-
ження називаються рiвнями часового ряду i позначаються 𝑋𝑡(𝑡 = 1, 2, ..., 𝑁),
де 𝑁 - число рiвнiв [12].
В загальному випадку часовий ряд задається у виглядi:
𝑋𝑡 = 𝛼0 + 𝛼1𝑋𝑡−1 + 𝛼2𝑋𝑡−2 + ...+ 𝛼𝑁𝑋𝑡−𝑁 + 𝜀𝑡,
де 𝜀𝑡 - джерело випадковостi, тобто бiлий шум.
Важливу роль в аналiзi часових рядiв грають стацiонарнi часовi ряди,
оскiльки багато часових послiдовностi можуть бути зведенi до стацiонарного
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ряду. Часовий ряд будемо називати стацiонарним, якщо його числовi хара-
ктеристики - математичне сподiвання, дисперсiя i коварiацiї випадкової ве-
личини 𝑋𝑡 не залежать вiд часу 𝑡. Тодi математичне сподiвання 𝐸 (𝑋𝑡) = 𝑎 i
дисперсiя такого ряду 𝜎2 можуть бути оцiненi вiдповiдно по спостереженням


















Класичний метод розкладу часових рядiв зародився у 1920-х роках i широко
застосовувався до 1950-х рокiв. Вiн все ще є основою багатьох методiв розкла-
дання часових рядiв. Даний метод є альтернативним способом узагальнення
вiдомих даних, який полягає в обчисленнi середнього значення послiдовних
менших наборiв даних та оцiнки циклу трендiв.
Ковзне середнє - це арифметична величина, обчислена шляхом додавання
набору числових даних, а потiм дiленням на кiлькiсть перiодiв часу. Напри-
клад, можна додати вартiсть цiнного папера за певний промiжок часу, а потiм
подiлити на загальну кiлькiсть перiодiв. Короткостроковi середнi показники
швидко реагують на змiни, тодi як довгостроковi середнi - повiльнiше ре-
агують. Iснують i iншi типи ковзних середнiх, включаючи експоненцiальну
ковзну середню та зважену ковзну середню.
Ковзне середнє порядку 𝑁 має вигляд:
𝑀𝑡 =
𝑋𝑡 +𝑋𝑡−1 + ...+𝑋𝑡−𝑁+1
𝑁
,
де 𝑋𝑡 - числова характеристика процесу (цiна акцiї), а 𝑁 - кiлькiсть перiодiв.
Зi значних недолiкiв ковзного середнього - оцiнка дає однакову значимiсть
як новим, так i старим даним, хоча новi данi є бiльш важливими, тому що
вiдображають найбiльш близьку ситуацiю до поточного моменту [9].
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Оцiнка найменших квадратiв
Оцiнка найменших квадратiв - це метод, який використовується лiнiйною
регресiєю для отримання оцiнок параметрiв. Даним методом передбачає по-
будову випадкового вектору такого, щоб сума квадратiв вiдстаней вiд кожної
точки до лiнiї регресiї була мiнiмальною.
Формалiзуємо означення оцiнка найменших квадратiв (ОНК).
ОНК невiдових значень параметрiв, 𝛽0, 𝛽1, ... в функцiї регресiї 𝑓(?⃗?, 𝛽), оцi-
нюються шляхом знаходження числових значень параметрiв, що мiнiмiзують












Параметри 𝛽0, 𝛽1, ... трактуються як змiннi якi необхiдно оптимiзувати,
а значення 𝑥1, 𝑥2, ... - коефiцiєнти. Необхiдно пiдкреслити, що оцiнки зна-
чень параметрiв не збiгаються з iстинними значеннями параметрiв, оцiнки
позначаються 𝛽0, 𝛽1, .... Для лiнiйних моделей мiнiмiзацiя функцiї 𝑄, зазви-
чай, проводиться аналiтично. З iншого боку, для нелiнiйних моделей мiнi-
мiзацiя майже завжди здiйснюватися за допомогою iтеративних чисельних
алгоритмiв.
Необхiдно придiлити особливу увагу методу ОНК, тому що вiн є фунда-
ментальним в дослiдженнях даної дисертацiї.
Розглянемо лiнiйну регресiйну модель:
𝑦 = 𝛽0 + 𝛽1𝑥+ 𝜀. (1.1)











Мiнiмалiзацiя 𝑄 проходить в три етапи:
1. Необхiдно взяти частковi похiднi вiд 𝑄 по змiним 𝛽0 та 𝛽1.
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2. Прирiвнюємо отриманi похiднi до нуля.
3. Розв’язуємо систему двох рiвнянь з двома невiдомими.
Пiсля цих крокiв отримуємо значення оцiнок:
𝛽1 =
∑︀𝑛
𝑖=1(𝑥𝑖 − ?̄?)(𝑦𝑖 − 𝑦)∑︀𝑛
𝑖=1(𝑥𝑖 − ?̄?)2
,
𝛽0 = 𝑦 − 𝛽1?̄?.
Вище наведенi оцiнки параметрiв 𝛽0 та 𝛽1 показують, що оцiнки параметрiв
залежать один вiд одного, крiм випадку ?̄? = 0. Це означає, що якщо оцiнка
параметру нахилу вектора сильно вiдхиляється вiд справжнього значення,
то i оцiнка перехоплення також буде сильно вiдхилятися вiд справжнього
значення.
Викладки, якi наведенi вище стосуються лише лiнiйних моделей регресiї,
але спiввiдношення мiж оцiнками параметрiв є аналогiчним для бiльш скла-




















4 − 6𝑥2 + 3,
𝐻5(𝑥) = 𝑥
5 − 10𝑥3 + 15𝑥,
𝐻6(𝑥) = 𝑥
6 − 15𝑥4 + 45𝑥2 − 15,
𝐻7(𝑥) = 𝑥
7 − 21𝑥5 + 105𝑥3 − 105𝑥,
𝐻8(𝑥) = 𝑥
8 − 28𝑥6 + 210𝑥4 − 420𝑥2 + 105,
𝐻9(𝑥) = 𝑥
9 − 36𝑥7 + 378𝑥5 − 1260𝑥3 + 945𝑥,
𝐻10(𝑥) = 𝑥
10 − 45𝑥8 + 630𝑥6 − 3150𝑥4 + 4725𝑥2 − 945.







= (2𝑥)𝑛 − 𝑛(𝑛− 1)
1
(2𝑥)𝑛−2 +
𝑛(𝑛− 1)(𝑛− 2)(𝑛− 3)
2
(2𝑥)𝑛−4 − . . .
Сформулюємо основнi властивостi полiномiв Ермiта-Чебишова.
1. Полiном 𝐻𝑛(𝑥) мiстить доданки тiльки тiєї ж парностi, що i саме число
𝑛 [14].
2. Полiном 𝐻𝑛(𝑥) парний лише при парному 𝑛 та непарний при непарному 𝑛:
𝐻2𝑛(−𝑥) = 𝐻2𝑛(𝑥), 𝐻2𝑛+1(−𝑥) = −𝐻2𝑛+1(𝑥), 𝑛 = 0, 1, 2, . . .






, 𝐻2𝑛+1 = 0, 𝑛 = 0, 1, 2, . . .
15
4. Рiвняння 𝐻𝑛(𝑥) = 0 має 𝑛 дiйсних коренiв та цi коренi попарно симетричнi
вiдносно початку координат та модуль кожного iз них не перевищує величину√︀
𝑛(𝑛− 1)/2.






𝑥 𝑛− 1 0 0 · · · 0
1 𝑥 𝑛− 2 0 · · · 0
0 1 𝑥 𝑛− 3 · · · 0
· · · · · · · · · · · · · · · · · ·















𝑎1𝑥1 + 𝑎2𝑥2 + · · · 𝑎𝑛𝑥𝑛√︀
𝑎21 + 𝑎
2












𝐻𝑚1(𝑥1) · · ·𝐻𝑚𝑛(𝑥𝑛) .





𝑘𝑛(𝑛− 1) · · · (𝑛− 𝑘 + 1)𝐻𝑛−𝑘(𝑥).
8. Рекурентне спiввiдношення [15]:
𝐻𝑛(𝑥)− 𝑥𝐻𝑛−1(𝑥) + (𝑛− 1)𝐻𝑛−2(𝑥) = 0, 𝑛 > 2.
9. Полiноми Ермiта-Чебишова утворюють повну ортогональну систему в гiль-
бертовому просторi 𝐿2 (R, 𝜙(𝑥)𝑑𝑥), де 𝜙(𝑥) - стандартна гаусiвська щiльнiсть.∫︁ ∞
−∞
𝐻𝑛(𝑥)𝐻𝑚(𝑥) 𝑒
−𝑥2/2 𝑑𝑥 = 𝑛!
√
2𝜋 𝛿nm .
Наслiдок з властивостi 9.




𝑚(𝑗 − 𝑘), 𝑚, 𝑙 ∈ N ∪ {0}, 𝑗, 𝑘 ∈ Z.
16
Ðèñ. 1.1. Ïîëiíîìè ×åáèøîâà-Åðìiòà ïîðÿäêó n=0,1,2,3,4
17
Ðèñ. 1.2. Ïîëiíîìè ×åáèøîâà-Åðìiòà ïîðÿäêó n=5,6,7,8,9
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1.2.1 Дiаграмна формула
Означення 1.1. Дiаграмою порядку (𝑙1, ..., 𝑙𝑝) будемо називати граф Γ з
𝑙1 + ...+ 𝑙𝑝 вершинами, якщо:
а) множина вершин Γ зображається у виглядi 𝑉 =
𝑝⋃︀
𝑗=1
𝑊𝑗, де 𝑊𝑗 ={︀
(𝑗, 𝑙) : 𝑙 = 1, 𝑙𝑗
}︀
-j-й рiвень Γ, 𝑗 = 1, 𝑙𝑗;
б) кожна з вершин має ступiнь 1;
в) якщо ребро ((𝑗1, 𝑙1), (𝑗2, 𝑙2)) ∈ Γ, тодi 𝑗1 ̸= 𝑗2, тобто ребра Γ проходять
мiж рiзними рiвнями.
Нехай 𝐿* ⊆ 𝐿(𝑙1, ..., 𝑙𝑝) - множина регулярних дiаграм. Дiаграма Γ на-
зивається регулярною, якщо всi рiвнi можна розбити на пари так, щоб не
було такого ребра, яке проходить мiж рiвнями, якi належать рiзним парам.
Якщо ж iснує таке ребро, яке перетинає рiвнi, що належать рiзним парам,
тодi дiаграма Γ називається не регулярною дiаграмою. Тобто якщо дiаграма
Γ ∈ 𝐿 ∖ 𝐿*, тодi вона є нерегулярною [38].
Дiаграмна формула
Нехай (𝜉1, ..., 𝜉𝑝) - гаусiвський вектор з нульовим середнiм, 𝐸𝜉𝑖𝜉𝑗 =
𝐵(𝑖, 𝑗), 𝑖, 𝑗 = 1, 𝑝. Нехай 𝐻𝑙1(𝑥), ..., 𝐻𝑙𝑝(𝑥) - полiноми Чебишова-Ермiта по-
















Випадковi процеси класифiкуються на основi багатьох рiзних критерiїв. Одна
з найважливiших характеристик випадкового процесу - стацiонарнiсть. Ви-
падковий процес {𝑋(𝑡), 𝑡 ∈ 𝐽} є стацiонарним, якщо його статистичнi вла-
стивостi не змiнюються з часом. Наприклад, для стацiонарнi процеси 𝑋(𝑡) i
𝑋(𝑡+Δ) мають однаковi розподiли ймовiрностей. Тобто
𝐹𝑋(𝑡)(𝑥) = 𝐹𝑋(𝑡+Δ)(𝑥),
де 𝑡, 𝑡+Δ ∈ 𝐽.
В загальному випадку, для стацiонарного процесу сумiсний розподiл 𝑋(𝑡1)
i 𝑋(𝑡2) такий самий, як сумiсний розподiл 𝑋(𝑡1+Δ) i 𝑋(𝑡2+Δ). Наприклад,
якщо 𝑋(𝑡) - стацiонарний процес, то
𝑃{(𝑋(𝑡1), 𝑋(𝑡2)) ∈ 𝐴} = 𝑃{(𝑋(𝑡1 +Δ), 𝑋(𝑡2 +Δ)) ∈ 𝐴}
для будь-якого 𝐴 ∈ R2. Пiдсумовуючи, випадковий процес є стацiонарним,
якщо зсув часу не змiнює його статистичних властивостей. Формалiзуємо
означення стацiонарного випадкового процесу для неперервного випадку [11].
Означення 1.2. Випадковий процес {𝑋(𝑡), 𝑡 ∈ R} є стацiонарним або
нерухомим, якщо для всiх 𝑡1, 𝑡2, ..., 𝑡𝑝 ∈ R i всiх Δ ∈ R сумiсний розподiл
𝑋(𝑡1), 𝑋(𝑡2), ..., 𝑋(𝑡𝑝) такий самий, як i сумiсний розподiл 𝑋(𝑡1 +Δ), 𝑋(𝑡2 +
Δ), ..., 𝑋(𝑡𝑝 +Δ). Тобто для всiх дiйсних чисел 𝑥1, 𝑥2, ..., 𝑥𝑝 виконується
𝐹𝑋(𝑡1)𝑋(𝑡2)...𝑋(𝑡𝑝)(𝑥1, 𝑥2, ..., 𝑥𝑝) = 𝐹𝑋(𝑡1+Δ)𝑋(𝑡2+Δ)...𝑋(𝑡𝑝+Δ)(𝑥1, 𝑥2, ..., 𝑥𝑝).
В роботi розглядаються стацiонарнi випадковi процеси в дискретному ви-
падку. Тому наведемо дискретний випадок означення стацiонарностi випад-
кового процесу.
Означення 1.3. Випадковий процес {𝑋(𝑛), 𝑛 ∈ Z} є стацiонарним,
якщо для всiх 𝑛1, 𝑛2, ..., 𝑛𝑁 ∈ Z та будь-якого 𝐷 ∈ Z сумiсний розпо-
дiл 𝑋(𝑛1), 𝑋(𝑛2), ..., 𝑋(𝑛𝑁) такий самий, як i сумiсний розподiл 𝑋(𝑛1 +
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𝐷), 𝑋(𝑛2 +𝐷), ..., 𝑋(𝑛𝑁 +𝐷). Тобто для всiх дiйсних чисел 𝑥1, 𝑥2, ..., 𝑥𝑁 ви-
конується
𝐹𝑋(𝑛1)𝑋(𝑛2)...𝑋(𝑛𝑁 )(𝑥1, 𝑥2, ..., 𝑥𝑛) = 𝐹𝑋(𝑛1+𝐷)𝑋(𝑛2+𝐷)...𝑋(𝑛𝑁+𝐷)(𝑥1, 𝑥2, ..., 𝑥𝑛).
Але на практицi процеси рiдко бувають стацiонарними, тому поняття ста-
цiонарностi можна послабити, за допомогою поняття стацiонарностi в ши-
рокому сенсi (слабка стацiонарнiсть). Випадковий процес є стацiонарним в
широкому сенсi, якщо його математичне сподiвання та кореляцiйна функцiя
не змiнюються з плином часу [16].
Означення 1.4. Випадковий процес {𝑋(𝑡), 𝑡 ∈ R} є стацiонарним в ши-
рокому сенсi, якщо для будь-яких дiйсних 𝑡1 та 𝑡2 виконуються:
1. 𝐸(𝑋(𝑡1)) = 𝐸(𝑋(𝑡2)),
2. 𝑅𝑋(𝑡1, 𝑡2) = 𝑅𝑋(𝑡1 − 𝑡2).
1.3.2 Спектральна щiльнiсть
Функцiя спектральної щiльностi також називається спектром потужностi.
Спектральна щiльнiсть так само, як i математичне сподiвання, дисперсiя та
кореляцiйна функцiя вiдноситься до основних характеристик, за допомогою
яких аналiзуються властивостi стацiонарних випадкових процесiв та засто-
совують у аналiзi систем, зазнавших вплив випадкових сигналiв. Доволi ча-
сто, спектральну щiльнiсть використовують для оцiнки спiввiдношення мiж
перiодичними i шумовими складовими випадкового процесу та визначають
фiзичну природу об’єкта або сигнала.
Розглянемо класичний пiдхiд до задання спектральної щiльностi, в якому
вона задається через перетворення Фур’є вiд коварiацiйної функцiї.
Означення 1.5. 𝑓(𝜆), де 𝜆 - дiйсне число, називається спектральною






𝑒−𝑖𝜆𝑡𝐵(𝑡)𝑑𝑡, 𝐵 ∈ 𝐿1(R)∞.
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Властивостi:































3. Змiна масштабу по вiсi часу. Якщо кореляцiйнi функцiї двох процесiв вiд-
рiзняються одна вiд одної тiльки масштабом по вiсi 𝑡 : 𝐵(𝑡) = 𝑓(𝛼𝑡), тодi











Нехай 𝑇 = {0, 1, ...}. Тодi знайдеться монотонно неспадна неперервна справа





Нехай 𝑇 = R+. Тодi якщо 𝐵(𝑡) неперервна в нулi, тодi знайдеться монотонно





1.4 Випадковi процеси, що мають сингулярний спектр
1.4.1 Означення та основнi властивостi процесiв iз сингулярним
спектром
(A1) 𝜀𝑗, 𝑗 ∈ Z, є локальним перетворенням вiд гаусiвського стацiонарного
часового ряду 𝜉𝑗, тобто 𝜀𝑗 = 𝐺(𝜉𝑗), 𝐺(𝑥), 𝑥 ∈ R - борелева функцiя, причому
𝐸𝜀0 = 0, 𝐸𝜀
4
0 < ∞.
(A2) Часовий ряд 𝜉𝑗, 𝑗 ∈ Z, визначено на ймовiрнiсному просторi
(Ω,F, 𝑃 ), 𝐸𝜉0 = 0.
(A3) Коварiацiйна функцiя часового ряду 𝜉𝑗 має вигляд
𝐵(𝑗) = 𝐸𝜉0𝜉𝑗 =
𝑟∑︀
𝑖=0
𝐷𝑖𝐵𝛼𝑖,κ𝑖(𝑗) , 𝑗 ∈ Z, 𝑟 > 0,
𝑟∑︀
𝑖=0





, 0 6 κ0 < κ1 < ... < κ𝑟, 𝛼𝑗 > 0, 𝑖 = 1, 𝑟.
Коварiацiйну функцiю такого вигляду вперше було введено у роботi [53] з
метою отримання прикладу спектральної щiльностi, що має явний вигляд, а
також, сингулярностi, якi розташованi не в нулi, як у випадку сильно зале-
жних процесiв.




𝑒𝑖𝜆𝑛𝑓(𝜆)𝑑𝜆, 𝑛 ∈ Z,
зi спектральною щiльнiстю 𝑓(𝜆) =
𝑟∑︀
𝑘=0
𝐴𝑘𝑓𝛼𝑘,κ𝑘(𝜆), 𝜆 ∈ [−𝜋; 𝜋).




, 𝑡 ∈ R,
вiдповiдає с.щ. вигляду
̃︀𝑓𝛼𝑘,κ𝑘(𝜆) = 𝐶1(𝛼𝑘)2 [︁𝐾𝛼𝑘−12 (|𝜆+ κ𝑘|) |𝜆+ κ𝑘|𝛼𝑘−12 +
+𝐾𝛼𝑘−1
2




, 𝑘 = 0, 𝑟,
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𝑑𝑠, 𝑧 ≥ 0, 𝜈 ∈ R,
є модифiкованими функцiями Бесселя 3-го роду порядку 𝜈.
Необхiдно зауважимо, що 𝐾−𝜈(𝑧) = 𝐾𝜈(𝑧), i для 𝑧 ↓ 0
𝐾𝜈(𝑧) ∼ Γ(𝜈)2𝜈−1𝑧−𝜈, 𝜈 > 0.
Можна довести, що при 𝜆 → ±κ𝑘, 𝑘 = 0, 𝑟,







































, 𝜆 → 0, 𝑘 = 0, 𝑟.
Зауважимо, що спектральна щiльнiсть 𝑓 та спектральна щiльнiсть ̃︀𝑓(𝜆) =
𝑟∑︀
𝑘=0






Тому спектральна щiльнiсть 𝑓 має 2𝑟 + 2 рiзнi точки сингулярностi
{−𝜒𝑟,−𝜒𝑟−1, . . . ,−𝜒1,−𝜒0, 𝜒0 , 𝜒1, . . . , 𝜒𝑟} за умови (A3*), коли 𝜒0 ̸= 0 та
0 < 𝛼𝑗 < 1, 𝑗 = 0, 𝑟. Якщо 𝜒0 = 0, тодi 𝑓 має 2𝑟+1 точку сингулярностi [54].
1.4.2 Асимптотичнi властивостi процесу iз сингулярним спектром
Мною була сформульована та доведена лема наступна лема.
Лема 1.1. Якщо для моделi (2.1) виконуються умови (А1)-(А3), тодi

































































































2 , 𝑥 ∈ R









































З (1.3) випливає, що для будь-якого 𝜖 > 0 можна вказати 𝑛 = 𝑛(𝜖) таке,
що














































= 𝑁−1 + 𝑆11,𝑁 + 𝑆12,𝑁 + 𝑆21,𝑁 + 𝑆22,𝑁 .


















































































































































































































×𝐻𝑠2 (𝜉𝑙+𝑗)𝐻𝑠3 (𝜉𝑘)𝐻𝑠4 (𝜉𝑙)
)︃ 1
2












































Оскiльки 𝑛 - фiксоване, то кiлькiсть наборiв 𝑠𝑖 ∈ {1, 2, ..., 𝑛}, 𝑖 = 1, 2, 3, 4
обмежена та для кожного набору (𝑠1, 𝑠2, 𝑠3, 𝑠4) кiлькiсть дiаграм скiнчена,


















⃒ 6 (︀1 + 𝑗2)︀−𝛼2 = ?̃?(𝑗), (1.8)
де 𝛼 = min(𝛼0, ..., 𝛼𝑟).







неспадною повiльно змiнною на нескiнченностi функцiєю.
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Розглянемо можливi випадки для дiаграми Γ.
I. Нехай Γ ∈ 𝐿*(𝑠1, 𝑠2, 𝑠3, 𝑠4). Оскiльки, Γ має чотири рiвнi (1, 2, 3, 4) то
для регулярної дiаграми можливi три випадки розбиття на пари
(𝑖)(1, 2), (3, 4);
(𝑖𝑖)(1, 3), (2, 4);
(𝑖𝑖𝑖)(1, 4), (2, 3).
Розглянемо окремо кожен з випадкiв, враховуючи, що
(𝜉1, 𝜉2, 𝜉3, 𝜉4) = (𝜉𝑘+𝑗, 𝜉𝑙+𝑗, 𝜉𝑘, 𝜉𝑙) .
Зауважимо, що для будь-якого 𝑗 функцiю 𝐵(𝑗) можна оцiнити наступним
чином
|𝐵(𝑗)| 6 𝐵(0) = 1.
Розглянемо випадок (𝑖). В даному випадку 𝑠1 = 𝑠2 = 𝑟1,






























З (1.8) випливає, що
𝑁−𝑗∑︁
𝑘,𝑙=1
𝐵2(𝑘 − 𝑙) =
𝑁−𝑗−1∑︁
𝑡=−(𝑁−𝑗−1)









(𝑁 − 𝑗 − |𝑡|)?̃?(𝑡) 6












6 (𝑁 − 𝑗)





















(𝑁 − 𝑗)2−𝛼 < 3
1− 𝛼
(𝑁 − 𝑗)2−𝛼;
























Функцiя 𝑔(𝑡) = (1−𝑡)1−𝛼2 - монотонно спадна функцiя. В свою чергу, права

































Розглянемо випадок (𝑖𝑖). В даному випадку 𝑠1 = 𝑠3 = 𝑟1,

































(𝑁 − 𝑗) |𝐵(𝑗)| (1.12)




(𝑁 − 𝑗) |𝐵(𝑗)| 6 𝑁−2
𝑁−1∑︁
𝑗=1























Маємо в правiй частинi нерiвностi (1.13) iнтегральну суму функцiї
𝑔(𝑡) = (1− 𝑡)𝑡−𝛼 на вiдрiзку (0, 1).
Оскiльки 𝑔 ´(𝑡) = −𝛼𝑡−𝛼−1 − (1 − 𝛼)𝑡−𝛼 = −[𝛼 + (1 − 𝛼)𝑡]𝑡−𝛼−1 < 0, 𝑡 > 0.




































Розглянемо випадок (𝑖𝑖𝑖). В даному випадку 𝑠1 = 𝑠4 = 𝑟1, 𝑠2 = 𝑠3 = 𝑟2 та


















?̃?(𝑘 − 𝑙 + 𝑗)
⃒⃒⃒ ⃒⃒⃒










(𝑁 − 𝑗 − |𝑡|)
?̃?(𝑡+ 𝑗)?̃?(𝑡− 𝑗)
6
6 (𝑁 − 𝑗)
𝑁−𝑗−1∑︁
𝑡=−(𝑁−𝑗−1)
?̃?(𝑡+ 𝑗)?̃?(𝑡− 𝑗) 6

































В силу парностi функцiї ?̃?(𝑘) можемо зробити наступну оцiнку
𝑆4,𝑁 6 2(𝑁 − 𝑗)
𝑁−1∑︁
𝑘=𝑗



















2(𝑁 − 𝑗)𝑁 1−𝛼
1− 𝛼























































В результатi маємо, що в випадку регулярних дiаграм 𝑆11,𝑁 прямує до нуля
при 𝑁 → ∞.
II. Нехай Γ є нерегулярною дiаграмою.
Розглянемо можливi випадки в сумi (1.7).
Тодi в добутку суми (1.7) завжди буде присутнiй множник 𝐵(𝑘− 𝑝), який
з’являється в результатi з’єднання ребер 1 i 2 чи 3 i 4, або множник 𝐵(𝑗), який
з’являється в результатi з’єднання ребер 1 i 3 чи 2 i 4. Якщо дiаграма Γ не
буде мати вказаних множникiв, тодi дiаграма є регулярною, що протирiчить
сформульованому припущенню.
Оскiльки, 𝐵(0) = 1, тодi добуток в сумi (1.7) можна мажорувати 𝐵(𝑘− 𝑝)
чи 𝐵(𝑗).






























У випадку 𝐵(𝑗) оцiнка аналогiчна до оцiнки 𝐵(𝑘 − 𝑙).
Розглянемо випадок 𝛼 > 1.
Для цього достатньо показати, що 𝑆11,𝑁 → 0 при 𝑁 → ∞.
Розглянемо вiдповiднi доданки в (1.8) при можливих випадках регулярної



























































































Випадок нерегулярних дiаграмних форм є абсолютно аналогiчним до розгля-
нутого випадку 𝛼 ∈ (0, 1).
Розглянемо випадок 𝛼 = 1.
В даному випадку оцiнки та висновки для 𝑊1,𝑁 ,𝑊2,𝑁 ,𝑊3,𝑁 отримуються





𝑗−1 = ln𝑁 + 𝛾 + 𝜀𝑁 ,
де 𝛾 = 0, 577... - постiйна Ейлера-Маскерони, 𝜀𝑁 → 0, 𝑁 → ∞.
Тодi для 𝑁 > 𝑁0
𝑁∑︁
𝑗=1



















































З даних оцiнок випливає, що сума (1.7) прямує до нуля при 𝑁 → ∞, тобто
𝐸𝜂2(𝑁) → 0.
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1.5 Випадковi процеси, що задовольняють умовi силь-
ної залежностi
Означення 1.6. Функцiя 𝐿 називається повiльно змiнною, якщо
1. 𝐿 - вимiрна;




𝐿(𝑡) = 1, для будь-якого 𝑐 > 0.
(A3*) Коварiацiйна функцiя часового ряду 𝜉𝑗 має вигляд
𝐵(𝑗) = 𝐿(|𝑗|)|𝑗|−𝛼, 𝐵(0) = 1, 𝛼 ∈ (0, 1),
𝐿(𝑡), 𝑡 > 0 - монотонна неспадна повiльно змiнна на скiнченностi функцiя.
Часовий ряд 𝜉𝑗, що задовольняє умовам (А2), (А3*) називається процесом
iз сильною залежнiстю.
Сформулюємо основнi властивостi повiльно змiнних функцiй.







рiвномiрно вiдносно 𝜆 ∈ [𝑎, 𝑏].
2. Якщо 𝐿 - повiльно змiнна функцiя, тодi iснує 𝐵 > 0 таке, що всiх 𝑇 > 𝐵










де 𝜈(𝑥) - вимiрна функцiя на [𝐵,∞),.
3. Для будь-якого 𝛿 > 0 при 𝑡 → ∞, 𝑡𝛿𝐿(𝑡) → ∞, 𝑡−𝛿𝐿(𝑡) → 0.
4. Нехай функцiї 𝐿1(𝑡) та 𝐿2(𝑡) - повiльно змiннi. То функцiї 𝐿1(𝑡) + 𝐿2(𝑡)
та 𝐿1(𝑡)𝐿2(𝑡) є повiльно змiнними функцiями.
5. Нехай повiльно змiнна функцiя 𝐿 при досить великих 𝐵 має представ-








для будь-якого фiксованого 𝛿 > 0 та
𝑇 > 𝐵 функцiя 𝐿 визначається спiввiдношенням






тодi ?̃?(𝑇 ) ∼ 𝐿(𝑇 ) при 𝑇 → ∞ [47].
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Лема 1.2. Якщо для моделi (2.1) виконуються умови (А1)-(А3*), тодi












Доведення. Доведення для випадку випадкового шуму що задовольняє
умовам (А1)-(А3*) повнiстю повторює доведення леми 1.1 для випадку
𝛼 ∈ (0, 1).
Присутнi вiдмiнностi в доведеннi 𝑆11,𝑁 → 0, 𝑁 → ∞. Тому продемонстру-





































































Доведення для 𝑊2,𝑁 , 𝑊3,𝑁 та нерегулярних дiаграм є аналогiчними.




Нехай спостерiгається випадковий процес:
𝑋𝑗 = 𝐴0 cos𝜙0𝑗 + 𝜀𝑗, 𝑗 = 1, 𝑁, (2.1)




, 0 < 𝜙 < 𝜙 < 𝜋, а процес 𝜀 задовольняє (А1), (А2) та
(А3) або (А3*) умовам.
Означення 2.1. Перiодограмною оцiнкою частоти 𝜙0 назвемо таку ви-





𝑄𝑁 (𝜙𝑁) = max
𝜙𝑁∈(𝜙,𝜙)


















Теорема 2.1. Якщо для моделi (2.1) виконуються умови (А1)-(А3), або
(А1)-(А3*), тодi
𝜙𝑁 → 𝜙0, 𝑁 → ∞.

















































































































































Розглянемо два випадки, коли 𝜙 ̸= 𝜙0 та 𝜙 = 𝜙0.











































































min{|𝑒2𝑖𝜙 − 1|2, |𝑒2𝑖𝜙 − 1|2}
< 𝑅,
(2.6)





> 𝑅} < 𝜀,
тому
𝑄𝑁(𝜙0)
𝑃−→ 𝐴20, 𝑁 → ∞.
Розглянемо множину




: |𝜙− 𝜙0| > 𝛿}, 𝛿 > 0.


































З (2.3), (2.4) та






















при 𝑁 > 𝑁0, випливає, що
𝑄𝑁(𝜙)
𝑃−→ 0, 𝑁 → ∞
рiвномiрно на Φ𝛿.
За означенням оцiнки 𝜙𝑁







→ 0, 𝑁 → ∞.
Лема 2.1. Якщо для моделi (2.1) виконуються умови (A1) – (А3) або
(A1) – (А3*), тодi
𝐴2𝑁 = 𝑄𝑁(𝜙𝑁)
𝑃−→ 𝐴20, 𝑁 → ∞,
Доведення.
Розглянемо



















































































































































З цих спiввiдношень випливає, що
𝑄𝑁 (𝜙𝑁)−𝑄𝑁 (𝜙0)
𝑃−→ 0, 𝑁 → ∞.
Тобто 𝑄𝑁 (𝜙0)
𝑃−→ 𝐴20, 𝑁 → ∞, тодi 𝑄𝑁(𝜙𝑁)
𝑃−→ 𝐴20, 𝑁 → ∞.
Теорема 2.2. Якщо для моделi (2.1) виконуються умови (А1)-(А3), або
(А1)-(А3*), тодi
𝑁(𝜙𝑁 − 𝜙𝑜)
𝑃−→ 0, 𝑁 → ∞.





















𝑃−→ 0, 𝑁 → ∞. (2.8)















Зi спiввiдношень (2.3) та (2.4) теореми 2.1 маємо, що
𝑁(𝜙𝑁 − 𝜙𝑜)
𝑃−→ 0, 𝑁 → ∞.
ВИСНОВКИ
В дисертацiї отримано достатнi умови консистентностi перiодограмної оцiнки
в задачi виявлення прихованих перiодичностей модель регресiї з дискретним
часом та випадковим шумом, що має сингулярний спектр або є сильно зале-
жним.
На основi дослiджень було сформульовано та доведено 3 леми та 2 теореми.
Дисертацiя має теоретичний характер, але отриманi результати потенцiально
полегшують майбутнi дослiдження зашумлених моделей в усiх сферах дiяль-
ностi, де присутнi сигнали та моделi с прихованою перiодичнiстю, а саме:
геофiзика, статистична радiофiзика, метеорологiя, астрономiя, електротехнi-
ка, сейсмологiя та багатьох iнших сферах дiяльностi.
Результати роботи дають можливiсть розширити застосування тригоно-
метричних моделей регресiї дискретним часом, на випадок сильно залежного
випадкового шуму та процесiв iз сингулярним спектром.
Природнiм продовження дослiдження є знаходження умов асимптотичної
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