Abstracf-A method for approximate solutions to load dependent closed queueing networks containing general service time distributions and FCFS scheduling disciplines is presented. The technique demonstrated is an extension of the well-known method of Marie. A new formula for the conditional throughputs is derived. After each iteration a check is performed to guarantee that the results obtained are within a tolerance level E . These iterations are repeated whenever invalid results are detected. On the average, the solutions obtained vary by less than 5 percent from their respective exact and simulation results.
I. INTRODUCTION
UEUEING networks have been used extensively in the modeling and analysis of computer systems and communication networks since the last two decades. The low computational cost and adequate accuracy of queueing network models in predicting the performance of computer systems has been generally established [ 121, [ 141, [32] . This is primarily due to their ability to model multiple independent resources and the sequential use of these resources by different jobs. The basic results of network queueing theory were presented by Jackson, Gordon and Newell, and Buzen [5] , [15] , [17] . They demonstrated that solutions to both open and closed queueing networks with exponentially distributed arrival and service times implementing a first-come-first-served queueing discipline have a product form.
A product form implies that all stations have equilibrium state probabilities consisting of factors representing the individual stations within the network. The resulting implication is that the individual stations behave as if they were separate queueing systems. Baskett Despite their popularity, several drawbacks do exist with product form networks. Probably the most significant of these is the assumptions that must be made when designing the system model. It is these assumptions that allow us to fit a given model to the format required for obtaining performance measures using product form network algorithms. Nevertheless, not all queueing networks will conform to one of the classes covered by product form algorithms. A queueing model containing even a single station not meeting one of the above mentioned seven basic types does not have a product form solution. This introduces problems when one considers the fact that service time distributions tend to demonstrate a high variance at CPU's (hyperexponential) and low variances at the I/O devices (Erlang). Furthermore, incorrectly assuming an exponential service time distribution can introduce significant errors into the results of performance evaluation for actual systems.
If a queueing network model is not amenable to a product form solution, it is often necessary to build and solve a Markov chain [36] It should be noted that the above list does not contain all approximation methods. It is merely provided as a framework outlining the basic methods that currently exist for approximate methods to queueing networks.
Our experience indicates that existing or suggested approximate solution methods contain inherent disadvantages or restrictions. In some cases they provide results which differ widely from the exact values. In addition, these methods are restricted to networks with load-independent stations. The service times, visit ratios and routing probabilities do not vary with job population changes. These assumptions are too rigid for many real systems. For example, if the moving-arm disk employs a scheduler that minimizes arm movement, a measurement of the mean seek time during a lightly loaded baseline period will differ significantly from the average seek time observed in a heavily loaded projection period. Similarly, the visit ratios for a swapping device will differ in baseline and projection periods having different average levels of multiprogramming. Another example is in the modeling of multiprocessors, where account must be taken of the degradation in performance due to the memory interference and software lockout (mutually exclusive access to share data structures). All of these examples illustrate the importance of considering load-dependent behavior.
Analytical methods can deal with only two kinds of load-dependent behavior: 1) A station's service function may depend on the length of that station's queue [33] .
2) The visit ratios and transition probabilities may depend on the total number of jobs in the system [38].
We will consider load-dependency in which the service time of a station may be dependent on the number of jobs at that station.
Load-dependent stations also allow us to analyze:
server has a service rate p , . The total service rate of this station as a function of the number of jobs is:
2) Infinite Server Stations (m, = 03): An infinite server station is a special multiserver station with:
The method proposed is an extension of the well-known method of Marie [22] 
APPROXIMATE ANALYSIS OF LOAD DEPENDENT NETWORKS
We consider closed queueing networks with the follow-1) There are N stations and K single class jobs.
2) The service time of each station is distributed with load-dependent mean value 1 / p i ( k ) (for k = 1, * , K ) and general distribution function Fi ( t ) having a rational Laplace transform.
3) Each station has FCFS scheduling discipline and infinite capacity.
4) A job serviced by station i proceeds to stationj with probability pij for i , j = 1, 2, . . * , N .
A. Load Dependent Arrival Rates
To determine the load-dependent arrival rates hi ( k ) ( for k = 0, 1, 2, * * . , K ) of a station i ( f o r i = 1, . . * , N ) , the ith station is shorted, i.e., its service time is set to zero as shown in Fig. 1 . It is assumed that the subnetwork satisfies local balance and has product form solution. The throughput values h i ( k ) of the subnetwork can be obtained by any product form network algorithm such as mean value analysis [3 11 or convolution algorithms [ 5 ] , [6] , [33] for load-dependent networks.
The load-dependent arrival rates Xi ( k ) to the ith station are then:
ing characteristics:
( 1 ) It is clear that if k jobs are present at the ith station, then ( K -k ) jobs remain in the subnetwork. Thus the throughput of the subnetwork with ( K -k) jobs is equal to the arrival rate of the ith station with k jobs. Note that
since no job is in the subnetwork and consequently the throughput will be zero, X:.(O) = 0.
In this way each station is shorted and the throughput A : . of the corresponding subnetwork is computed and assigned to the according arrival rates Xi. Fig. I Note that in the first iteration the service rates of each station are the originally given values p i . In future iterations the conditional throughputs U ; ( k), computed in Section 11-B, are used as the adjusted service rates for the stations.
B. Load Dependent Service Rates
We have assumed that the service times follow an arbitrary distribution with a rational Laplace transform. Cox [IO] demonstrated that any distribution with rational Laplace transform can be represented by a sequence of fictitious phases as shown in Fig. 2 .
Each time a job completes a phase it may either depart from the station or it may proceed to the next phase. The total time a job spends in a phase is exponentially distributed. In general, each phase has a different mean service rate. Let pIJ(k) denote the load-dependent service rate at the j t h phase ( j = 1, 2, . , n ) of the ith station ( i = 1, . * , N ) . Also, let a, be the probability that a job upon completion of its service at thejth phase will proceed to the ( j + 1)th phase. bJ denotes the probability that a job upon completion of its service at phase j will depart from the station. This type of service distribution is known as the Coxian distribution and it is denoted by C,? where n is the number of phases. Jobs are assumed to arrive at the station in a Poisson fashion at the load-dependent rate X ( k ) (computed in Section 11-A). This type of station has the shorthand notation X ( k ) / C , , / l d -FCFS. Cox's representation of arbitrary distributions with rational Laplace transforms is useful when dealing with nonexponential distributions. In the modeling of nonexponential service time distributions we have an estimation of the first and second moments of the service law, i.e., the expected value and the variance. Marie 1221 has shown that for any mean 1 (first moment) and any squared coefficient of variation ( c 2 = variance/y*) (second moment) such that (0.5 5: c 2 < m ) , it is possible to represent a station's server by a Cox-model with two phases.
The parameters p, ,( k ) , p, *( k ) , a, and b, are determined as follows 1241:
Note that for values of c, less or equal to 0.5, Marie [24] suggested an Erlang type of distribution. Various studies of single server and multiple server stations with Coxian distributions have been reported in the literature. These studies concentrated on the derivation of the probability distribution of the number of jobs in the system using various recursive procedures. In particular, Herzog, Woo, and Chandy [16] and Bux and Herzog [3] obtained numerical results for a single server station with state dependent arrival and service rates, and assuming that the interarrival times as well as the service times follow a Coxian distribution.
Marie (241 studied the queue length probability distribution of a single server station with a Coxian service time distribution and exponentially distributed load-dependent interarrival times. His approach is based on the notion of the conditional throughput U , ( k ) (adjusted service rate) which is obtained using a recursive formula. Marie's model is extended to multiple servers by Stewart and Marie 1371 and Marie, Snyder, and Stewart [25] using numerical techniques. Perros [28] gives exact closed-form expression of the probability distribution of the number of jobs in an M / C , / 1 station.
In this section we derive the formulas for conditional throughputs u i ( k ) (for k = 1, . * , K ) (adjusted service rates) for load-dependent networks in detail, since the classical method of Marie 1221-1241 differs from the technique presented only in the computation of U , ( k ) .
A state of a station is denoted by a pair:
where k is the number of jobs, k = 0, 1, 2, . .
j is the number of phases, j = 1, 2.
, K A transition from one state to another takes place either when a new job arrives or when a job leaves the station through either phase. We will represent arrival rates by X i ( k ) , where the arrivals rates are dependent on the number of jobs in the station as computed in Section 11-A. A job leaving the station after phase one is denoted by b i p l i l ( k ) . pi*( k ) is the departure rate of a job leaving the station after phase two. A job enters into phase two at a rate a i p i I ( k ) and may do so only after receiving service in phase one. The state ( 0 ) denotes that no job is in the ith station.
To compute the probability of being in a state as shown in the state transition diagram, Fig. 3 , we use the Chapman-Kolmogorov equations. Consider the probability p i ( k , j ) as the probability of being in the ith station of the network given k jobs and the current job in phase j. There are six cases to consider. Fig. 3 Let the probability of k jobs in a station, independent p j ( k ) = p i ( k , 1 ) + p i ( k , 2 ) fork = I , * , K. of which phase a job is executing in, be denoted as
We can express the conditional throughputs ui ( k ) (adjusted service rates) in terms of the equilibrium state probabilities and the service rates of the Cox phases. Note that the service rates of the Cox phases (3) do not vary in the entire execution of the algorithm:
The derivation of ( 1 1 ) is obvious in Fig. 4 . The following theorem has been proven by Marie [22] :
Simply stated, the probability that a job leaves a station in which there are k jobs, is equal to the probability that a job arrives at the same station when there are ( k -1 ) jobs.
To determine U ; ( k ) we modify (7) and obtain:
( 9 ) Substituting (16) into (14):
The solution of (22) after v , ( k ) provides the desired formula for the recursive computation of the conditional throughputs v , ( k ) (adjusted service rates) from the parameters of the Cox-2-distribution and the arrival rates
To solve the (17) in terms of U, ( k ) , without determining the state probabilities p , ( k , j ) the term
The computation for U, ( k ) is an iteration process based on previous U, ( k ) values. Analogous to (6) we obtain:
. must be replaced in (17).
Equation (16) is also valid for k = 1. Substituting (16) in (24) we obtain: Observe that
Note that in case of load-independent stations, it is valid that = p ; ( k -1, 1) b;p;I(k -1)
, N, k = 1, * * -, K ; (27) Substituting (27) in (23) the following formula for conditional throughputs U , ( k ) for load-independent networks is obtained, which is also given by Marie [24] . (28) blMk)PlI + P l l P l 2
C. Equilibrium State Probabilities
From (12) and considering that Substituting (12), (16), and (21) in (18) the term for equilibrium state probabilities in (17) can be expressed as
the equilibrium state probabilities p , ( k ) for k = 0, 1, * * , K are obtained as follows [23] :
After each iteration we check to see if the sum of the mean number of jobs is equal to the total number of jobs in the given network within a tolerance level E :
(31) K Additional check is made to see if the throughput rates of each station are consistent with the topology of the network:
where e, is the mean number of visits that a job makes to station i and is compared by:
and E is a tolerance level. Usual value is E = vice rates are adjusted If one or both of these conditions are violated, the ser-
i.e., the conditional throughputs [ (25) and (28)] are assumed to be the new service rates, and the next iteration is carried out. Iterations continue until acceptable tolerances are obtained. The performance measures can then be computed by the following formulas.
Throughput of each station:
Mean number of jobs in each station:
!,=I
Mean residence time:
111. ALGORITHM SUMMARY The following is the complete algorithm for calculating performance measures for the load-dependent general networks: 1) Determine the parameters for the Cox distribution using (3).
2 . . .
. , N using (29) and (30).
IV. EVALUATION
The algorithm has been implemented on a VAX 11/780 system. The computation of load-dependent arrival rates, in Section 11-A has been realized by both the convolution algorithm [ 5 ] , [6] , [33] and also mean value analysis for load dependent networks [31] . Our tests have shown that mean value analysis for load-dependent networks has the advantage of handling a greater number of jobs. Several different networks containing two to ten stations were analyzed, with the number of jobs ranging from ten to eighty in each network. The termination value e ranged from IOp4 to
The vast majority of the variations beneath 5 percent. It is clearly evident that this approximation method is capable of accurate modeling of load dependency. It should be noted that in all instances where the algorithm showed a relatively high deviation from the actual results (over 8 percent), the numbers involved were quite small. In such cases the relative error might appear large even though the difference in the two numbers is insignificant. Under these circumstances, the relative error cannot be considered a reliable indicator of the accuracy of the method.
The number of iterations in the method is not predictable. It depends on the number of stations, the number of jobs, the complementary subnetworks and the epsilon value used. In most of the cases the method converges in 6-10 iterations. Although no mathematical proof for convergence is given here or also in [22] -[24] we were unable to find any model with load dependent stations in which the method did not converge.
When analyzing the complexity of the algorithm we find that the space complexity of the algorithm is O(3NK). The majority of this space was required for the computation of the equilibrium state probabilities (29) , (30) . Analyzing the time complexity of the method shows that it increases drastically as the number of jobs K in the network increases.
In the following we give nine examples with different input parameters. In Examples 1-5 networks with single, multiple, and infinite servers are analyzed. In Examples 6 and 7 we treat networks with load-dependent service rates. Approximate, exact, or simulation results for performance measures such as throughput and the mean number of jobs are given in tables. 
