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Resumen 
Las intrusiones a las redes de datos, son un problema constante que enfrentan los 
administradores de estas. Es por esto que se hace necesario identificar, estudiar y 
proponer técnicas que permitan detectar el momento en el cual se está intentando 
vulnerar la red con el fin de tomar medidas que permitan mitigar estas amenazas. 
 
En este trabajo se realizó un estudio e identificación de la taxonomía de las amenazas 
que puedan llevar a un ataque en una red de datos. A partir de esta se identificaron las 
características más relevantes de las tramas involucradas en estos procesos con el 
objeto de seleccionarlas, procesarlas y clasificarlas por medio de técnicas de inteligencia 
artificial, específicamente la  normalización (Z-Score), reducción de dimensionalidad 
(PCA) y clasificación basada en redes neuronales (ANN1) con el fin de proponer un 
sistema de detección de intrusiones (IDS).  
 
Aquí se toman en cuenta conjuntos completos de datos donde se encuentran tramas que 
pertenecen tanto a amenazas como a tráfico normal (para este trabajo se denomina 
ruido), teniendo como única referencia que dentro de este conjunto se presenta o no una 
amenaza por lo tanto se categoriza todo el conjunto y no tramas individuales, al contrario 
de un gran porcentaje de trabajos revisados como los que usan el set de datos KDD 99, 
en los cuales en el conjunto de datos las tramas están diferenciadas y marcadas como 
amenaza o tráfico normal. 
 
Palabras clave: Amenaza, ataque, normalización, Reducción de dimensionalidad, 
clasificación, IDS, redes neuronales. 
 
Abstract 
The intrusion data networks are a constant problem faced by managers of these. 
Therefore  is necessary to identify, study and propose techniques to detect the moment in 
which the network is trying to undermine in order to take measures to mitigate these 
threats. 
 
                                               
 
1
 Las ANN (Artificial Neural Network) son un paradigma de aprendizaje y procesamiento 
automático inspirado en la forma en que funciona el sistema nervioso de los animales. Se trata de 
un sistema de interconexión de neuronas en una red que colabora para producir un estímulo de 
salida (Citado de http://es.wikipedia.org/wiki/Red_neuronal_artificial). 
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In this paper was conducted a study and identification of the taxonomy of threats that 
could lead to an attack on a data network. From this we identified the most relevant 
characteristics of the networks with which they are carried out in order to select, process 
and classify using artificial intelligence techniques, specifically the normalization (Z-
Score), dimensionality reduction (PCA) and classification based on neural networks 
(ANN) to propose an intrusion detection system (IDS). 
 
here are taken into account complete data sets of frames that belong to both threats like 
normal traffic (for this work is called noise), with the only reference in this set presents a 
threat or not is therefore categorizes the whole and not individual frames, as opposed to a 
large percentage of papers reviewed as those using the KDD data set 99, which in the 
data set frames are differentiated and marked as a threat or normal traffic. 
 
Keywords: Threat, attack, normalization, dimensionality reduction, classification, IDS. 
neural networks. 
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Introducción 
Desde la invención del computador y a partir de los inicios de Internet, el cual se remonta 
a los años 60 cuando los computadores empezaron a comunicarse entre sí, esta 
tecnología se ha hecho casi imprescindible en el hogar, industrias y empresas debido a 
su gran versatilidad y que permite fácil acceso a la información. 
 
Casi desde el comienzo oficial del internet como se conoce hoy en día (www2), se realizó 
uno de los primeros (sino el primer) ataques informáticos, cuando el 2 de noviembre de 
1988 el Gusano3 MORRIS4, fue el primer ejemplar de malware5 auto replicable que afectó 
a Internet. Durante unas horas, casi el 10% de todos los computadores que en esa época 
estaban conectadas a Internet (de un total aproximado a 60.000) se vieron afectados por 
este 'gusano'. 
 
El primer ataque masivo y verdaderamente malintencionado fue realizado el viernes 13 
de enero de 1989, cuando una revista especializada en informática, estaba realizando 
una promoción y regalaba disquetes los cuales aparecieron infectados por un virus que 
afecto a gran cantidad de empresas y personas particulares[1]. 
 
Además de los beneficios que ha traído internet, este también ha generado y 
proporcionado numerosas formas y maneras que permiten comprometer la estabilidad y 
seguridad de los sistemas conectados a él [2]. 
                                               
 
2
 La Web fue creada alrededor de 1989 por el inglés Tim Berners-Lee con la ayuda del belga 
Robert Cailliau mientras trabajaban en el CERN en Ginebra, Suiza, y publicado en 1992. 
 
3
 En términos informáticos, los gusanos son en realidad un sub-conjunto de malware. Su principal 
diferencia con los virus radica en que no necesitan de un archivo anfitrión para seguir vivos. Los 
gusanos pueden reproducirse utilizando diferentes medios de comunicación como las redes 
locales o el correo electrónico. El archivo malicioso puede, por ejemplo, copiarse de una carpeta a 
otra o enviarse a toda la lista de contactos del correo electrónico. 
 
4
 Denominado así, porque su autor fue Robert Tappan Morris, estudiante de 23 años, quien 
declaro haber cometido un error al propagar el gusano (tomado de 
http://www.eset.com.mx/centro-amenazas/tipos-amenazas). 
 
5
 Malware es el acrónimo, en inglés, de las palabras "malicious" y "software", es decir software 
malicioso. Dentro de este grupo se encuentran los virus clásicos (los que ya se conocen desde 
hace años) y otras nuevas amenazas, que surgieron y evolucionaron, desde el nacimiento de las 
amenazas informáticas. Como malware, se encuentran diferentes tipos de amenazas, cada una 
con características particulares. Incluso existe malware que combina diferentes características de 
cada amenaza. Se puede considerar como malware todo programa con algún fin dañino (tomado 
de http://www.eset.com.mx/centro-amenazas/tipos-amenazas). 
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Un ataque informático aprovecha alguna debilidad o falla en el software, en el hardware, 
e incluso, en las personas que forman parte de un ambiente informático con el fin de 
obtener un beneficio, o un daño, causando un efecto negativo en la seguridad del 
sistema, que luego repercute directamente en los activos de la organización. 
 
Es en este punto (detección de los ataques)  donde se enfoca este trabajo. La detección 
de ataques (intrusos o intrusiones) es un tema de alta sensibilidad debido a que Internet 
crece a un ritmo exponencial, y con él, lo hacen los ataques cibernéticos por parte de 
cookies y procedimientos que explotan fallas (conocidos como exploits) en los protocolos 
de Internet, los sistemas operativos y el software de aplicación. Algunas medidas de 
protección como los cortafuegos se han diseñado para auditar las actividades de 
intrusos, pero no pueden garantizar la protección completa del sistema. Por lo tanto, es 
necesario desarrollar mecanismos más dinámicos como los sistemas de detección de 
intrusos (IDS), los cuales actúan como una segunda línea de defensa. 
   
Uno de los primeros intentos de detectar amenazas con el fin de tomar acciones 
tendientes a neutralizarlas y evitar que estas se conviertan en ataques fue el concurso 
KDD 99, en donde se usó un conjunto de datos de ataques simulados a una red, 
proporcionada por DARPA Intrusion Detection Program Evaluation en 1998, el cual tenía 
como objetivo el estudio e investigación de métodos y metodologías que permitieran la 
detección de intrusos.  
 
Desde esta época los investigadores han aplicado diferentes y diversas técnicas 
asociadas a la inteligencia artificial  tanto para extracción de características que permitan 
la reducción de dimensionalidad así como también para su clasificación y posterior uso 
en el entrenamiento de sistemas expertos que permitan diferenciar entre un ataque y 
tráfico normal. 
 
Técnicas como PCA,  la cual permite reducción de características y las Redes 
Neuronales (ANN) como clasificadores, presentan resultados bastante aceptables (en la 
mayoría de los casos superiores al 97% de efectividad en la detección de amenazas). 
También se puede observar que estos no profundizan en el contenido del paquete 
TCP/IP lo que hace que se reduzca el dominio de detección. Por tanto, no se ha logrado 
un modelo que combine el uso de algoritmos de reducción de rasgos con clasificadores 
sin pérdida del espectro de detección y que mantengan las características de 
escalabilidad, dinamismo y administración mínima deseadas en este tipo de sistemas [3]. 
 
En esta tesis se aborda la seguridad en redes de datos, en lo referente a la detección de 
intrusiones. Se propone un modelo que permita la detección de éstas por medio de la 
selección de características, reducción de dimensionalidad y clasificación haciendo uso 
de técnicas de inteligencia artificial como las ANN (clasificación) y PCA (reducción de 
dimensionalidad), sobre sets completos de datos (compuestos por tramas de red) debido 
a que los ataques no son autocontenidos, es decir no se presentan sobre una sola trama 
ya que para realizarlas es necesario ejecutar una serie de pasos que obligatoriamente 
deben usar una cantidad mínima de ellas, tanto para la recopilación de la información, 
como para la ejecución de la intrusión.  
 
Se lograron tasas de efectividad en la detección de amenazas de hasta un 90% y una 
precisión del 91% sobre un set de datos de aproximadamente 2 Gbytes, dividido en 300 
sesiones (una sesión equivale a un mínimo de 10000 tramas), donde 200 pertenecen al 
conjunto de entrenamiento y validación (con un 40% de trafico clasificado como ataques 
 3 
 
 
y 60% de trafico clasificado como normal), y 100 sesiones (con un 20% de ataques y 
80% de trafico normal) al conjunto de pruebas. 
  
 
1. Estado Del Arte 
En este capítulo se presentan algunos trabajos de alta relevancia que sirven como 
referente al objeto de estudio de esta tesis. 
 
En la investigación presentada en “Aplicación de Redes Neurales para la Detección de 
Intrusos en Redes y Sistemas de Información” [4] se analizó el tráfico de paquetes TCP, 
descartando protocolos como UDP e ICMP. La información contenida en el campo de 
datos de los paquetes también fue tenida en cuenta. Por esta razón, aparte de usar la 
información más significativa del encabezado TCP, se seleccionaron los primeros 393 
caracteres del contenido del paquete. Este límite se debe a que de los paquetes 
peligrosos que encontraron a lo largo de la investigación el de mayor longitud era de 393 
caracteres en el campo de datos. En total fueron seleccionados 402 datos de entrada: 9 
campos de la cabecera TCP y los primeros 393 caracteres del contenido del paquete. La 
red obtenida mostró un poder de detección por encima del 95 % y un alto poder de 
generalización. 
 
Cruz Dorantes et al [5], seleccionaron los datos relacionados con la dirección IP del 
origen asignándole un identificador (número único) sin importar si esta se encontraba en 
más de un paquete dentro del archivo analizado. También el monitoreo se realizó 
únicamente en los puertos 80 (HTTP) y 110 (POP3), con la afirmación de que estos son 
ampliamente utilizados y por lo tanto necesitan de un alto grado de seguridad, 
adicionalmente se tuvieron en cuenta los tiempos del proceso de Handshaking, dando 
como resultado una matriz a la cual se le realizó el procedimiento de componentes 
principales con el fin de generar un conjunto de información básica a partir de la cual se 
efectuó todo el análisis.  
 
En “Network Intrusion Detection Based On Machine Learning Algorithms” [6] se tuvieron 
en cuenta 13 variables proporcionadas por el paquete de las cuales 9 fueron relacionada 
con las tramas TCP, dos con UDP, uno con ICMP y se agregó uno adicional indicando el 
tipo de paquete o ataque que representaba (normal, DoS, etc.), a estos datos de igual 
forma se les realizo un proceso de componentes principales con el fin de obtener las 
características más relevantes del set de datos (feature selection), en el proceso de 
clasificación se propone el uso de SVM y realiza diferentes pruebas de análisis de 
desempeño por medio del uso de las diferentes características contra cuatro diferentes 
tipos de kernel (lineal, polinomial, Radial Based Function y Sigmoidal), obteniendo los 
mejores resultados (98,7%) con RST (Rough Set Theory) contra 84,32 de PCA. 
 
Pinacho, P. et al [7] plantean un IDS basado en audit trail, tomando paquetes del nivel de 
transporte y red de la pila de protocolos TCP/IP, estudiando los paquetes de los 
protocolos IP, TCP, UDP e ICMP. Se tomaron 25 características de cada uno de estos 
paquetes, tales como TTL, tipo de protocolo, TOS, etc., así como también 29 puertos, 
para un total de 54 características de las cabeceras de los protocolos, con estos datos se 
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alimentó una red con capacidades de aprendizaje de patrones temporales Jordan/Elman, 
la cual es una extensión del perceptrón multicapa con unidades de contexto y cuyas 
neuronas recuerdan las actividades pasadas. Se obtuvieron resultados del 98.178% de 
clasificación correcta. 
 
En “A hierarchical intrusión detection model based on the PCA neural networks” [8] se 
usa el set de datos KDD 996, donde igualmente se realiza con estos un proceso de 
análisis de componentes principales para alimentar una ANN (Artificial Neural Network) 
como clasificador, obteniéndose resultados positivos de un 97.05%. 
 
La investigación presentada en “An Intrusion Detection and Prevention Model Based on 
Intelligent Multi-Agent Systems, Signatures and Reaction Rules Ontologies” [9], presenta un 
modelo de detección y prevención de intrusiones, que integra un sistema multi-agente 
inteligente. El modelo de conocimiento se diseñado y represento con una representación 
de firma ontológica, y ontologías basadas en reglas para la detección y prevención de 
intrusiones, y correlación de eventos. 
 
En el artículo, “Sistema Neuronal de Detección de Intrusos In: Tendencias en Ingeniería de 
Software e Inteligencia Artificial” [10], se presentan los avances en una investigación que 
integra una ontología de detección y de prevención de intrusiones a partir de 
interacciones basadas en sistemas multi-agente y razonamiento aplicando técnicas 
híbridas de inteligencia computacional, para nuestro caso, un modelo de clasificación de 
ataques y de reconocimiento de patrones. 
                                               
 
6
 KDD 1999, es un conjunto de datos simulados de intrusiones militares en un entorno de red, 
proporcionadas por DARPA Intrusion Detection Program Evaluation en 1998, que tenían como 
objetivo evaluar el estudio y la investigación en la detección de intrusiones. 
  
 
2. Marco Teórico. 
En este capítulo se tratan las bases teóricas que se usaron en el desarrollo de este 
trabajo, tanto para la selección de los datos (estructura de las tramas TCP/IP), como la 
base matemática que sustenta los procesos de reducción de dimensionalidad (PCA) y la 
clasificación de los datos (ANN). 
 
Un ataque informático en el momento de ser ejecutado pasa por 5 etapas bien 
reconocidas [11]: 
 
 Reconocimiento. Esta etapa comprende la obtención de información (Information 
Gathering) con respecto a una potencial víctima que puede ser una persona u 
organización. Algunas de las técnicas utilizadas en este primer paso son la 
Ingeniería Social, el Dumpster Diving, el sniffing. 
 
 Exploración. Para esta se utiliza la información obtenida en la fase de 
reconocimiento para sondear el objetivo y tratar de obtener información sobre el 
sistema de la víctima como direcciones IP, nombres de host, datos de 
autenticación, entre otros. Entre las herramientas que un atacante puede emplear 
durante la exploración se encuentra el network mappers, port mappers, network 
scanners, port scanners, y vulnerability scanners. 
 
 Obtener acceso. En esta instancia comienza a materializarse el ataque a través 
de la explotación de las vulnerabilidades y defectos del sistema (Flaw exploitation) 
encontrados durante las fases de reconocimiento y exploración. Algunas de las 
técnicas usada para este fin son ataques de tipo Buffer Overflow, de Denial of 
Service (DoS), Distributed Denial of Service (DDos), Password filtering y Session 
hijacking. 
 
 Mantener el acceso. Una vez que el atacante ha conseguido acceder al sistema, 
busca implantar herramientas que le permitan volver a acceder a este en el futuro 
desde cualquier lugar donde tenga acceso a Internet. Para ello, suelen usar 
utilidades como backdoors, rootkits7 y troyanos. 
 
                                               
 
7
 Rootkit es una o más herramientas diseñadas para mantener en forma encubierta el control de 
una computadora. Estas pueden ser programas, archivos, procesos, puertos y cualquier 
componente lógico que permita al atacante mantener el acceso y el control del sistema. 
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 Borrar huellas. Una vez que el atacante logró obtener y mantener el acceso al 
sistema, intentará borrar todas las huellas que ha dejado durante la intrusión para 
evitar ser detectado la seguridad o los administradores de la red. Para esto 
intentara eliminar los archivos de registro (log) o alarmas del Sistema de 
Detección de Intrusos (IDS). 
 
Se define sistema seguro como el conjunto de componentes de hardware y software 
que mantienen un “nivel aceptable” de protección del usuario y de la información del 
mismo. Este nivel se alcanza después de realizar ciertas acciones sobre este sistema, 
que aseguren lo que se conoce como los principios básicos de la seguridad [12]: 
  
 Confidencialidad de la información es la necesidad de que esta sólo sea 
conocida por personas autorizadas. Por ejemplo, al realizar una transacción 
con una tarjeta de crédito por Internet, se busca cifrar la información para que 
esta no pueda ser leída por otras personas.  
 
 Integridad de la información es la característica que hace que su contenido 
permanezca inalterado, a menos que sea modificado por personal autorizado. 
Por ejemplo, se viola la integridad de la información cuando una persona, que 
no debería tener acceso a cierta información, modifica los datos. 
 
 Disponibilidad de la información es su capacidad de estar siempre disponible 
para ser procesada por las personas autorizadas. Por ejemplo, un ataque de 
Denegación de Servicio que comprometiera un servidor web causaría el no 
funcionamiento de la página web, y por lo tanto una falta de disponibilidad de 
información para con los clientes o visitantes.  
 
La detección de intrusiones en un sistema de cómputo es el proceso de monitorear 
eventos que ocurren en un sistema informático o red, así como también los análisis 
necesarios para detectar posibles intrusiones [13]. 
 
Los IDS (Intrusion Detection System) son la parte más importante de la infraestructura de 
seguridad de las redes conectadas a Internet, debido a que existen múltiples y 
numerosas formas de poner en peligro la estabilidad y seguridad de la red. La utilidad de 
los IDS consiste en detectar, identificar y rastrear intrusos en la red. En particular, los IDS 
(network based NIDS’s) analizan el tráfico que entra en la red que va a ser protegida con 
el fin de detectar y clasificar los ataques [14]. 
 
Desde que el concepto de Detección de Intrusos fue propuesto por Anderson en 1980 
[15], muchas técnicas han sido reportadas y estudiadas. Las técnicas para los sistemas 
de Detección de Intrusos (o intrusiones) IDS, se clasifican generalmente en dos 
categorías, da detección de mal uso y la detección de anomalías (misuse detection and 
anomaly detection) [3]. 
 
Los sistemas de detección de intrusos se pueden clasificar según diferentes parámetros, 
para esta investigación se tomó la clasificación propuesta por Iren Lorenzo Fonseca et al 
en [16]. 
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Figura 2-1: Clasificación de los algoritmos de reducción de características [11]. 
 
 
 
 
 
 
 
 
La fuente de información divide a los IDS en HIDS (Host Intrusion Detection Systems) o 
NIDS (Network Intrusion Detection Systems), dependiendo de los datos que utilicen para 
la detección. Los HIDS protegen solamente a la computadora en la que fueron instalados 
y para esto usan archivos instalados en él. Los NIDS utilizan el tráfico de red para 
detectar intrusiones, lo que les permite operar en un tramo de red y de esta forma 
proteger a un conjunto de máquinas [17]. 
 
La estrategia de análisis indica el tipo de detección que se desea realizar una vez 
recopilada la información. El uso indebido se refiere a un IDS que contiene una base de 
datos de patrones de ataques conocidos (firmas) con los cuáles compara los datos 
recogidos en busca de coincidencias y en caso de encontrar alguna, los clasifica como 
ataques (como es el caso de los antivirus). Este tipo de detección es eficiente 
únicamente para detectar intrusiones de las cuales se tenga un conocimiento anterior, lo 
que lo hace ineficiente en la actualidad donde aparecen nuevos ataques día a día [4].  
 
En la estrategia de análisis por anomalías, se basa en la descripción del tráfico de 
comportamiento normal y clasifica como intrusión a todos los patrones que se alejen de 
él. Presentan grandes ventajas pero es necesario mejorar la fiabilidad y ratas de 
detección, ya que son inferiores que los de uso indebido por la dificultad que de describir 
de manera confiable el comportamiento normal de un sistema [4]. Los trabajos de 
detección de intrusos, han utilizado las ANN para clasificación, tanto para uso indebido, 
como para anomalías tomando como fuente de información el tráfico de red, a través del 
análisis de los diferentes campos de los paquetes TCP/IP, tanto en tramas individuales 
como en sesiones completas de conexión. 
2.1 Análisis De Componentes Principales. 
El análisis de componentes principales (PCA) es una técnica estadística propuesta a 
principios del siglo XX por Hotelling (1933) quien se basó en los trabajos de Karl Pearson 
(1901) y en las investigaciones sobre ajustes ortogonales por mínimos cuadrados. 
Interpretando la definición de diversos autores, se puede decir que el PCA es una técnica 
estadística de análisis multivariado que permite seccionar la información contenida en un 
conjunto de p variables de interés en m nuevas variables independientes. Cada una 
explica una parte específica de la información y mediante combinación lineal de las 
variables originales otorgan la posibilidad de resumir la información total en pocos 
componentes que reducen la dimensión del problema [18]. 
 
La mayor aplicación del PCA está centrada en la reducción de la dimensión del espacio 
de los datos, en hacer descripciones sintéticas y en simplificar el problema que se 
estudia. 
Uso Indebido Anomalías NIDS HIDS 
Fuente De Información Estrategia De Análisis 
IDS 
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PCA tiene una utilidad doble; por un lado, permite hacer representaciones de los datos 
originales en un espacio de dimensión pequeña y, por el otro, transformar las variables 
originales correlacionadas en nuevas variables no correlacionadas que puedan ser 
interpretadas [18]. 
2.1.1 Componentes Principales 
Para estudiar las relaciones que se presentan entre p variables correlacionadas (las 
cuales miden información común) se puede transformar el conjunto original de variables 
en otro conjunto de nuevas variables no correlacionadas entre sí (que no tenga repetición 
o redundancia en la información) llamado conjunto de componentes principales [19]. 
 
Las nuevas variables son combinaciones lineales de las anteriores y se van 
construyendo según el orden de importancia en cuanto a la variabilidad total que recogen 
de la muestra. De forma ideal, se buscan m < p variables que sean combinaciones 
lineales de las p originales y que no estén correlacionadas, recogiendo de esta forma la 
mayor parte de la información o variabilidad de los datos. 
El análisis de componentes principales es una técnica matemática que no requiere que 
los datos se encuentren normalizados, aunque si esto se cumple se puede dar una 
interpretación más profunda de estos componentes [19]. 
2.1.2 Cálculo De Componentes Principales 
Consideremos una serie de variables (X 1, X 2, …… , X p) observadas sobre un grupo de 
objetos o individuos para calcular, a partir de ellas, un nuevo conjunto de variables Y 1, Y 
2, …… Yp, no correlacionadas entre sí, cuyas varianzas vayan disminuyendo 
progresivamente [20]. 
 
Cada Yj (donde j =1,...,p) es una combinación lineal de las X1, X2, …… Xp variables 
originales, es decir: 
 
yj = aj1X1 + aj2X2 + …. + ajpXp  = 
= a´j X 
 
Siendo a´j = a1j + a2j + …. + apj   un vector de constantes, y 
 
   
[
 
 
 
 
  
 
 
 
  ]
 
 
 
 
 
 
Claramente, si lo que se quiere es maximizar la varianza, una forma simple podría ser 
aumentar los coeficientes a1j. Por esto, para mantener la ortogonalidad de la 
transformación es necesario que el módulo del vector a´j  = a1j + a2j + …. + apj sea 
 
  
      ∑    
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El primer componente se calcula eligiendo a1 de modo que y1 tenga la mayor varianza 
posible, sujeta a la restricción de que a´1a1 = 1  El segundo componente principal se 
calcula obteniendo a2 de modo que la variable obtenida, y2 no esté correlacionada con y1. 
 
De la misma forma se eligen y1, y2, …… yp no correlacionadas entre sí, de manera que 
las variables aleatorias obtenidas vayan teniendo cada vez menor varianza. 
2.1.3 Proceso De Extracción De factores 
Se elige a1 de tal forma que se maximice la varianza de y1 con la restricción de que  
  
      
 
 (  )   (  
  )    
 ∑   
 
El método más usado para maximizar una función de varias variables que tiene 
restricciones, es  el método de los multiplicadores de Lagrange. 
Lo que se busca es maximizar la función   
 ∑   sujeta a la restricción   
      . Se 
puede observar que la incógnita es precisamente a1 (el vector desconocido que da la 
combinación lineal óptima). 
 
Así, se construye la función L: 
 
 (  )    
  ∑     (  
     ) 
 
Ahora buscamos el máximo, derivando e igualando a 0: 
 
  
   
  ∑           
 
Entonces  
 
(∑    )      
 
Esto es, un sistema lineal de ecuaciones. Por el teorema de Roché-Frobenius, para que 
el sistema tenga una solución distinta de 0 la matriz (∑    ) tiene que ser singular. Esto 
implica que el determinante debe ser igual a cero: 
 
 (∑    )    
 
De esta forma, λ es un auto valor de ∑. La matriz de covarianzas ∑ es de orden p y si 
además es definida positiva, tendrá p autovalores distintos, λ1, λ2,……….. λp tales que, 
por ejemplo, λ1>λ2>……….>λp. 
 
Desarrollando la expresión anterior, Se tiene que: 
 
(∑    )      
∑           
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∑        
 
Entonces, 
 
 (  )    (  
  )    
 ∑     
         
           
 
Luego, para maximizar la varianza de y1 se tiene que tomar el mayor autovalor, 
supongamos que sea λ1, y el correspondiente autovector a1. 
 
En realidad, a1 es un vector que nos da la combinación de las variables originales que 
tiene mayor varianza, esto es, si   
  (             ), entonces 
 
                        
 
El segundo componente principal, digamos      
    se obtiene por medio de un 
argumento similar. Además, se quiere que y2 no esté correlacionado con el anterior 
componente y1, es decir,    (     )    Por lo tanto: 
 
    (     )      (  
     
  )    
      (    )(    )         
 ∑   
  
Es decir, se requiere que   
 ∑     
 
Como anteriormente teníamos que ∑       , entonces: 
 
  
 ∑      
        
     
 
Esto equivale a que   
      es decir, que los vectores son ortogonales. 
 
De este modo, tendremos que maximizar la varianza de y2 , es decir,   ∑  , esta sujeta a 
las siguientes restricciones: 
  
      
  
      
 
Se toma la función: 
 
 (  )     
  ∑      (  
      )     
    
 
Y se deriva: 
 
  (  ) 
   
  ∑             
     
 
Si se multiplica por   
 , entonces 
 
   
 ∑         
Debido a que, 
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Por lo tanto 
 
    
  ∑       
  ∑     
 
Ya que     (     )   . 
 
De este modo, 
  (  ) 
   
 queda finalmente como: 
 
  (  ) 
   
   ∑                 ∑          (∑    )        
 
Usando los mismos razonamientos usados anteriormente, elegimos λ como el segundo 
mayor autovalor de la matriz ∑ con su autovector asociado a a2. 
 
Los razonamientos anteriores se pueden extender, de modo que al j–ésimo componente 
le correspondería el j-ésimo autovalor. 
 
Entonces todos los componentes y (en total p) se pueden expresar como el producto de 
una matriz formada por los autovectores, multiplicada por el vector x que contiene las 
variables originales X1,...,Xp 
 
y = A X 
 
Donde 
 
y = [
  
  
 
  
]    A=[
       
   
       
]   x = [
  
  
 
  
] 
 
Como 
 
 (  )     
 (  )     
. 
. 
. 
 (  )     
 
La matriz de covarianzas de y será 
 
Λ =[
    
   
    
 ] 
 
Y ya que y1,...,yp se han construido como variables no correlacionadas. 
 
Tenemos que. 
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    ( )      ( )    ∑  
 
De otra forma: 
 
∑       
 
Ya  que A es una matriz ortogonal (porque   
      para todas sus columnas) por lo que 
       
2.1.4 Porcentajes De Variabilidad 
Como se vio anteriormente, cada autovalor corresponde a la varianza del componente yi 
que se define por medio del autovector ai, es decir, Var(yi) = λi. 
 
Si se suman todos los autovalores, se obtiene la varianza total de los componentes, es 
decir: 
 
∑    (  )   ∑ λ        ( )
 
   
 
   
 
 
Ya que la matriz Λ es diagonal. 
 
Pero, por las propiedades del operador traza, 
 
     ( )        (  ∑ )        (∑   )        (∑)  
 
Porque         al ser A ortogonal, con lo cual, 
 
     ( )       (∑)  ∑    (  )
 
   
 
 
Es decir, la suma de las varianzas de las variables originales y la suma de las varianzas 
de las componentes son iguales. Esto permite hablar del porcentaje de varianza total que 
recoge un componente principal: 
 
λ 
∑ λ 
 
   
  
λ 
∑  (  )
 
   
 
 
Al multiplicar por 100 se obtiene el %. 
De esta forma se podrá expresar el porcentaje de variabilidad recogido por los primeros 
m componentes: 
 
∑ λ 
 
   
∑   (  )
 
   
 
 
Donde m<p. 
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En la práctica, al tener originalmente p variables, nos quedaremos con un número mucho 
menor de componentes que recoja un porcentaje amplio de la variabilidad total 
∑   (  )
 
      
2.1.5 Calculo De Los Componentes Principales A Partir De La 
Matriz De Correlaciones 
Generalmente, se calculan los componentes a partir de variables originales 
normalizadas, es decir, variables con media 0 y varianza 1. Esto equivale a tomar los 
componentes principales, no de la matriz de covarianzas sino de la matriz de 
correlaciones (en las variables estandarizadas coinciden las covarianzas y las 
correlaciones). Así, los componentes son autovectores de la matriz de correlaciones y 
son distintos de los de la matriz de covarianzas. De esta forma, se da igual importancia a 
todas las variables originales. 
 
En la matriz de correlaciones todos los elementos de la diagonal son iguales a 1. Si las 
variables originales están tipificadas, esto implica que su matriz de covarianzas es igual a 
la de correlaciones, con lo que la variabilidad total (la traza) es igual al número total de 
variables que hay en la muestra. La suma total de todos los autovalores es p y la 
proporción de varianza recogida por el autovector j-ésimo  es [20]: 
 
λ 
 
 
2.2 Métodos De Reconocimiento De Patrones 
El objetivo del procesamiento e interpretación de datos es lograr una descripción concisa 
y representativa del universo observado. La información está contenida en elementos se 
perciben como patrones y los procesos que llevan a su comprensión son llamados 
procesos perceptuales. El etiquetado (clasificación) de esos elementos es lo que se 
conoce como reconocimiento de patrones. Por lo tanto, el reconocimiento de patrones es 
una herramienta indispensable para la interpretación automática de datos [22]. 
 
El procesamiento de la información en el proceso de reconocimiento de patrones se 
puede realizar por usando dos tipos de metodologías [22]: 
 
 Reconocimiento de patrones basado en atributos. 
 Reconocimiento de patrones basado en la estructura. 
 
El proceso de reconocimiento de patrones, puede ser modelado como un sistema de tres 
estados: 
 
 Adquisición de datos por medio de un sensor. 
 Extracción de características. 
 Toma de decisiones. 
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Figura 2-2: Etapas en un sistema de reconocimiento de patrones [22]. 
 
 
Universo 
Sensor 
Patrón 
Representación 
Extractor De 
Características 
Características 
Clasificador 
Decisión 
 
 
Por lo tanto también es conveniente dividir el problema del reconocimiento automático de 
la misma forma [22]: 
 
 Sensor.- Su propósito es proporcionar una representación confiable de los 
elementos del universo a ser clasificados. Este sub-sistema es de vital 
importancia ya que determina los límites en el rendimiento de todo el sistema. 
 
 Extracción de Características: Esta etapa se encarga, a partir del patrón de 
representación, de extraer la información discriminatoria eliminando la información 
redundante e irrelevante. Su principal propósito es reducir la dimensionalidad del 
problema de reconocimiento de patrones. 
 
 Clasificador: En la etapa de toma de decisiones por parte del sistema. Su 
función es asignar a la categoría apropiada los patrones de clase desconocida a 
priori. 
2.2.1 Análisis Y Exploración De Datos  
Las técnicas de análisis y exploración de datos se utilizan para poner al descubierto y 
resaltar la información contenida en una matriz de datos multidimensional. 
 
Técnicas de exploración de datos como la rotación propia, el análisis de los componentes 
principales, permiten definir estructuras que ocupan espacios de más de 3 dimensiones, 
identificar tendencias ocultas presentes en los datos y estudiar las causas o fuentes de 
varianza a que obedecen, para lograr obtener las variables latentes y fundamentales del 
sistema y sobre todo lograr la reducción de dimensiones, de modo que la información 
relevante contenida en la matriz multidimensional pueda quedar reflejada, del mejor 
modo posible, sobre dos o tres dimensiones oblicuas obtenidas como combinaciones 
lineales de las variables originales [22]. 
 
El análisis de componentes principales, es herramienta estadística y de proyección, que 
busca maximizar la información de la varianza presente en un conjunto de datos y 
representarla en el menor número de dimensiones posible, utiliza como base la rotación 
propia de los ejes de los datos para establecer nuevos ejes que contienen la mayor 
información de la varianza posible, esto nos permite buscar de forma secuencial las 
direcciones del espacio que ofrece la mejor visión posible de la misma, o sea lograr una 
nueva visualización del conjunto de datos en el hiperespacio [22]. 
2.2.2 Métodos De Clasificación 
El proceso de clasificación, construye modelos capaces de pronosticar la pertenencia de 
un objeto a una categoría sobre la base de las características del objeto [22]. 
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2.2.2.1 Clasificación Supervisada. 
La clasificación es supervisada si de antemano existe un conjunto de observaciones ya 
clasificadas en un conjunto de clases dado, y se conoce la clase a la que cada 
observación pertenece. 
 
En la clasificación supervisada tiene dos etapas bien diferenciadas. La  primera, consiste 
en el desarrollo o creación de una o varias reglas de decisión (diseño del clasificador), y 
la segunda, el proceso en sí de clasificación de nuevas observaciones. 
 
En la primera fase, el conjunto cuyas clases ya están bien definidas se divide en un 
conjunto de entrenamiento y otro de validación. Se diseña el clasificador con el conjunto 
de entrenamiento y se observa su capacidad para clasificar con el conjunto de validación.  
 
En la segunda fase se procede a clasificar nuevas observaciones de las que se 
desconoce la clase a la que pertenecen. 
 
La clasificación es no supervisada cuando se dispone de un conjunto de objetos 
(observaciones), donde se desconoce tanto el número de clases en que es razonable 
particionarlo así como a qué clase pertenece cada observación. 
 
Este proceso de clasificación no supervisada, es más complejo que el de la supervisada 
ya que se desconocen las clases naturales, y dependerá de la habilidad para seleccionar 
[23]: 
 
 Las características que representan al objeto (elección de las variables que 
constituyen una observación). 
 
 La metodología de clasificación. 
 
Existe varias técnicas de clasificación supervisada entre las más conocidas tenemos [24]:  
 
 El análisis discriminante: El propósito principal del análisis discriminante es 
predecir la pertenencia a dos o más grupos que se excluyen mutuamente de un 
conjunto de predictores, cuando no hay un orden natural en los grupos. 
 
 K vecinos más próximos o "método k-NN" (k nearest neighbours): Este es un 
método de clasificación no paramétrico, que estima el valor de la función de 
densidad de probabilidad o directamente la probabilidad a posteriori de que un 
elemento x pertenezca a la clase Cj a partir de la información proporcionada por el 
conjunto de prototipos. En el proceso de aprendizaje no se hace ninguna 
suposición acerca de la distribución de las variables predictoras. 
 
 Regresión Logística: Es un modelo de regresión para variables dependientes o 
de respuesta binomialmente distribuidas. Es útil para modelar la probabilidad de 
un evento ocurriendo como función de otros factores. 
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2.2.2.2 Clasificación No Supervisada. 
En esta clasificación no se cuenta con información previa sobre la existencia de clases 
entre los objetos. El objetivo es encontrar las posibles clases existentes en la matriz de 
datos a partir del agrupamiento de objetos con características similares. 
Entre los métodos empleados de clasificación no supervisada se encuentran [22]: 
 Análisis De Clúster: Es uno de los métodos más utilizados en la clasificación No 
supervisada y se sustenta o depende de una definición cuantitativa de la 
similaridad entre pares de objetos o grupos en formación y de lo que representa 
esa medida para la conformación de los grupos. [25]. 
 
Todo análisis de clúster está compuesto por varios pasos, el primero, consiste en 
determinar la similitud entre objetos, la cual se expresa a través de un indicador 
numérico. Cuatro de las principales vías que son empleadas para la 
determinación de esta similaridad son: El cálculo de coeficientes de  correlación 
entre muestras, obtención de la distancia Euclidiana, de la distancia de Manhatan 
o de la distancia de Mahalanobis. 
 
 Dendograma: Los objetos son organizados en filas acorde a su similitud. El eje 
vertical representa la medida similitud a la cual sucesivamente las muestras son 
unidas al grupo principal. 
 
 Redes Neuronales Artificiales: Las redes neuronales artificiales son métodos 
diseñados para el procesamiento de datos y la organización del conocimiento 
basado en la imitación del funcionamiento de los sistemas nerviosos biológicos, y 
es capaz de predecir diferentes clases. Una Red neuronal no se basa en un 
modelo algebraico explícito, sino en un conjunto de "unidades" de activación, 
denominados también "nodos" o "neuronas artificiales" interconectados entre sí 
en forma de red. 
2.3 Redes Neuronales Artificiales (ANN) 
Las redes de neuronas artificiales (en inglés Artificial Neural Networks, "ANN") son un 
paradigma de aprendizaje y procesamiento automático inspirado en la forma en que 
funciona el sistema nervioso de los animales. Se trata de un sistema de interconexión de 
neuronas en una red que colabora para producir un estímulo de salida [26].  
 
El  proceso de detección de intrusos por anomalías tiene como característica principal la 
necesidad de identificar ataques desconocidos a través del modelamiento del 
comportamiento normal, para esto se han usado en la mayoría de las investigaciones 
técnicas de aprendizaje de máquina destacándose las redes neuronales artificiales (ANN 
–Artificial Neural Networks) y las máquinas de soporte vectorial (SVM). Ambas técnicas 
aportan beneficios en lo que se refiere a su poder de generalización y capacidad de 
detección, pero tienen la desventaja que su eficiencia en la detección es inversamente 
proporcional al número de características de entrada. Por tanto, se puede afirmar que el 
uso de estas técnicas exigen escoger adecuadamente las características para la 
clasificación y de esta forma no afectar la eficiencia de los IDS y por lo tanto su viabilidad 
[16]. 
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El uso de las ANN es una de las técnicas que ha presentado mayores ventajas en la 
aplicación en los sistemas para la detección de intrusos. Éstas han demostrado ser 
potentes clasificadores con grandes capacidades de generalización y aprendizaje que 
presentan características que hacen muy factible su aplicación en los IDS [16].  
 
Las ANN no supervisadas permiten que en su entrenamiento no entre la mediación de 
parte de los administradores de red. Por otro lado se encuentran las redes auto-
organizativas que se entrenan de manera no supervisada y van agrupando las neuronas 
de acuerdo a los patrones de entrada. Éstas tienen la capacidad de describir relaciones 
topológicas entre las señales de entrada, de manera que las relaciones de semejanza 
más importantes entre las señales de entrada son convertidas en relaciones espaciales 
entre las neuronas [16]. 
 
Los trabajos consultados que han usado ANN como clasificador para la detección de 
intrusos, lo han hecho tanto para la detección de anomalías (anomaly detection), como 
para detección de uso indebido (misuse detection), una gran cantidad de estos apoyan 
su procesamiento en el uso de MLP’s (Multilyaer Perceptron), teniendo como fuente de 
información los paquetes TCP/IP por medio del análisis de sus diferentes campos. 
2.3.1 Modelo De Neurona 
El bloque de construcción fundamental para las redes neuronales es una neurona con 
una entrada. 
Figura 2-3: Modelo de neurona simple (tomada de MATLAB, Neural Network Toolbox 
– User Guide). 
 
 
Hay tres operaciones funcionales distintas que tienen lugar en este ejemplo 
de neurona. En primer lugar, la entrada p escalar se multiplica por el valor escalar de 
peso w para formar el producto wp, el cual es también un escalar. En segundo lugar, la 
entrada ponderada wp se suma con el escalas bias (b) para formar la entrada n a la red. 
(bias es muy similar a un peso, excepto que tiene una entrada constante de 1.) Por 
último, la entrada n se pasa a través la función f transferencia, lo que produce la salida 
de un escalar [27]. 
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Los nombres dados a estos tres procesos son:  
 
 La función de peso.  
 
 La  función de entrada de la red. 
 
 La función de transferencia. 
2.3.2 Topologías 
Existen varias formas de hacer las conexiones en una NNA, así como existen varias 
formas de conectar neuronas biológicas en el cerebro. Cada tipo sirve para diferentes 
procesos, el elegir la correcta topología y sus características, es de vital importancia para 
lograr la solución del problema. 
 
Algunas de las topologías más usadas de ANN son [28]: 
 
 Perceptron. 
 
 Backpropagation. 
 
 Hopfield.  
2.3.2.1 Perceptrón 
El concepto más básico que permite comenzar a entender un perceptrón es asociarlo a 
un sensor. Es, en esencia, un dispositivo que, dada la presencia de uno o varios valores 
de entrada, permite representarlo(s) mediante una señal de salida fácilmente reconocible. 
Ahora bien, si dotamos a este simple dispositivo de varios canales de entrada (dos o 
más), le habremos agregado una notable mejoría ya que podrá discriminar o diferenciar 
entre distintos fenómenos de entrada variables y entregarnos una salida que 
representará el criterio diferenciador o resultado de la interacción entre las entradas. 
 
Cada perceptrón realiza una suma ponderada de sus entradas y luego se aplica una 
función no lineal llamada función de activación (σ - sigma) para producir la salida de la 
neurona. La figura 2-3 muestra un perceptrón. En este ejemplo, b es el desplazamiento o 
bias de la neurona  [29]. 
 
Una neurona sola y aislada no tiene de razón de ser. Su labor se vuelve valiosa en la 
medida en que se asocia a otras neuronas, formando una red. Normalmente, el axón de 
una neurona entrega su información como "señal de entrada" a una dendrita de otra 
neurona y así sucesivamente.  
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Figura 2-4: Perceptrón  (tomada de http://ape.iict.ch/teaching/AIGS/AIGS_Labo/Labo4-
Supervised/SupervisedLearning_files/perceptron.gif). 
 
 
El perceptrón usa una matriz para representar las redes neuronales y es un discriminador 
terciario que mapea su entrada   (un vector binario) a un único valor de salida  ( ) (un 
solo valor binario) a través de esta matriz. 
 
 ( )  {
         
              
 
Donde   es un vector de pesos reales y     es el producto punto,   es el 
'umbral', el cual representa el grado de inhibición de la neurona, es un término 
constante que no depende del valor que tome la entrada. 
El valor de  ( ) (0 o 1) se usa para clasificar   como un caso positivo o un caso 
negativo, en el caso de un problema de clasificación binario. El umbral puede 
usarse para compensar la función de activación. La suma ponderada de las 
entradas debe producir un valor mayor que   para cambiar la neurona de estado 
0 a 1. 
El algoritmo de aprendizaje es el mismo para todas las neuronas. Primero  se definen 
algunas variables: 
  ( ) es el elemento en la posición   en el vector de entrada. 
  ( )  es elemento en la posición   en el vector de pesos. 
    es la salida de la neurona. 
   es la salida esperada. 
  α es una constante tal que       . 
Los dos tipos de aprendizaje difieren en este paso. Para el primer tipo de aprendizaje, 
utilizando tasa de aprendizaje, utilizaremos la siguiente regla de actualización de los 
pesos [30]: 
 ( )   ( )     (   ) ( )  
De lo anterior, se aprecia que el aprendizaje es modelado como la actualización del 
vector de peso después de cada iteración, lo cual sólo tendrá lugar si la salida   es 
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diferente de la salida deseada  . Para considerar una neurona al interactuar en múltiples 
iteraciones se deben definir algunas variables más: 
 
    es el vector de entrada para la iteración i. 
 
     es el vector de peso para la iteración i. 
 
    es la salida para la iteración i. 
 
     (     )   (     )  indica un periodo de aprendizaje de  iteraciones. 
En cada iteración el vector de peso es actualizado de la siguiente forma: 
 Para cada pareja ordenada (   ) en     (     )   (     ) . 
 
 Pasar  (        ) a la regla de actualización  ( )
   ( )     (   ) ( ). 
El periodo de aprendizaje    se dice que es linealmente separable si existe un valor 
positivo   y un vector de peso   tal que:      ( ⟨    ⟩   )      para todos los  . 
Novikoff8 (1962) probó que el algoritmo de aprendizaje converge después de un número 
finito de iteraciones si los datos son linealmente separables y el número de errores está 
limitado a: 
(
  
 
)   
Sin embargo si los datos no son separables linealmente, no se garantiza que converja el 
algoritmo. 
 
Para el segundo tipo de aprendizaje, sin utilizar tasa de aprendizaje, la regla de 
actualización de los pesos será la siguiente [30]: 
 
 ( )   ( )   ( ) ( )  
2.3.2.2  Backpropagation 
Backpropagation es un algoritmo de aprendizaje supervisado que se usa para entrenar 
redes neuronales artificiales. El algoritmo consiste en minimizar un error (por lo general 
un error cuadrático) por medio de descenso de gradiente, por lo que la parte esencial del 
algoritmo es cálculo de las derivadas parciales de dicho error con respecto a los 
parámetros de la red neuronal [30]. 
 
                                               
 
8
 Serguéi Petróvich Nóvikov (Сергей Петрович Новиков) nacido en Gorki Rusia el 20 de 
marzo de 1938 es un matemático conocido por sus trabajos sobre la topología algebraica y la 
teoría del solitón. 
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La especificación de los valores entrada / salida se realiza con un conjunto en pares de 
vectores con entradas reales de la forma (   ), conocido como el conjunto de 
entrenamiento o conjunto de ejemplos. Los algoritmos de aprendizaje generalmente 
calculan los parámetros  de una función  (   ) que permiten aproximar los valores de 
salida en el conjunto de entrenamiento. 
 
Si ( ( )  ( ))         , son los elementos del conjunto de entrenamiento, la calidad 
de la aproximación en el ejemplo   se puede medir a través del error cuadrático: 
 ( ( )  )   
 
 
‖ ( ( )  )   ( )‖
 
 
Donde          es la norma euclidiana. 
El error total es la suma de los errores de los ejemplos: 
 ( )   ∑ ( ( )  )
 
   
 
Un método general para minimizar el error es el actualizar los parámetros de manera 
iterativa. El valor nuevo de los parámetros se calcula al sumar un incremento    al valor 
actual: 
          
El algoritmo se detiene cuando   converge o bien cuando el error alcanza un mínimo 
valor deseado. 
Si la función  (   ) usada para aproximar los valores de salida es diferenciable 
respecto a los parámetros , podemos usar como algoritmo de aprendijaze el método de 
gradiente descendiente. En este caso, el incremento de los parámetros se expresa como 
      
  ( )
  
 
Donde       es un parámetro conocido como factor de aprendizaje. 
 
Definimos    ̅  (       )
  como el vector extendido del vector   (       )
 . El par 
(   ) representa a un elemento del conjunto de entrenamiento y una relación de entrada-
salida, a menos que se indique otra cosa. 
 
La función se usa para aproximar los valores de salida de una red neuronal artificial con 
una capa oculta. La red está compuesta por una capa de entrada (input layer), una capa 
oculta (hidden layer) y una capa de salida (output layer) (ver figura 2-4). 
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Figura 2-5: Red Neuronal con una capa oculta (tomada de 
http://commons.wikimedia.org/wiki/File:RedNeuronal.png?uselang=es). 
 
Los elementos que constituyen la red neuronal son los siguientes: 
   es una función de valores reales, conocida como la función de transferencia. 
   ̅( ) es la capa de entrada, considerado como el vector extendido:  
 ( )    (       )
  
  ̅( ) es la capa oculta, el vector extendido de   ( )  (  
( )     
( )) . 
 
  ( )  (       )
  es la capa de salida, considerado como el vector que 
aproxima al valor deseado   (       )
 . 
 
    es una matriz de tamaño (   )    cuyos valores   
( )
 son los pesos de la 
conexión entre las unidades   ̅ 
( )
 y   
( )
. 
 
    es una matriz de tamaño (   )    cuyos valores    
( )
 son los pesos de la 
conexión entre las unidades   ̅ 
( )
 y   
( )
. 
 
 De estos elementos, únicamente las matrices    son consideradas como los 
parámetros de la red, ya que los valores  ̅  son el resultado de cálculos que 
dependen de las matrices de pesos, del valor de entrada   ̅ y de la función de 
transferencia  . 
La función de transferencia   que se considera en este algoritmo es conocida como 
función sigmoidal, y está definida como: 
 ( )   
 
     
 
Esta  función además de ser diferenciable, tiene la particularidad de que su derivada se 
puede expresar en términos de sí misma: 
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  ( )
  
  ( )(   ( )) 
Esto sirve para simplificar los cálculos en el algoritmo de aprendizaje [30]. 
2.3.2.3 Hopfield 
Las redes de Hopfield son redes de adaptación probabilística, recurrentes, 
funcionalmente entran en la categoría de las memorias auto asociativas, es decir, que 
aprenden a reconstruir los patrones de entrada que memorizaron durante el 
entrenamiento. Son arquitecturas de una capa con interconexión total, funciones de 
activación booleana de umbral (cada unidad puede tomar dos estados, 0 o 1, 
dependiendo de si la estimulación total recibida supera determinado umbral), adaptación 
probabilística de la activación de las unidades, conexiones recurrentes y simétricas, y 
regla de aprendizaje no supervisado. Mientras que las redes en cascada (no recurrentes) 
dan soluciones estables, los modelos recurrentes dan soluciones inestables (dinámicas), 
lo que no siempre es aconsejable [28]. 
 
Figura 2-6: Red Hopfield con cuatro nodos (tomada de 
http://es.wikipedia.org/wiki/Archivo:Hopfield-net.png). 
 
 
 
Las unidades de las redes Hopfield son binarias, es decir, sólo tienen dos valores 
posibles para sus estados y el valor se determina si las unidades superan o no un 
determinado umbral. Los valores posibles pueden ser 1 ó -1, o bien 1 ó 0. Así, las dos 
definiciones posibles para la unidad i de activación,    son las siguientes: 
(1)     {
     ∑           
                    
  
(2)      {
     ∑           
                      
 
26 Definición De Un Modelo De Seguridad En redes De Computo, Mediante El uso De técnicas De Inteligencia Artificial 
 
 
Dónde: 
     es la fuerza del peso de la conexión de la unidad j a la unidad i (peso de 
conexión). 
 
    es el estado de la unidad j. 
 
    es el umbral de la unidad i. 
Las conexiones en una red de Hopfield por lo general tienen las siguientes restricciones: 
          (ninguna unidad tiene relación con ella misma). 
 
            (conexiones simétricas). 
Normalmente es necesario que los pesos sean simétricos para que la función de energía 
disminuya de forma monótona mientras sigue las reglas de activación, ya que si se 
utilizan pesos no simétricos la red podría mostrar un comportamiento periódico o caótico. 
Sin embargo, Hopfield consideró que este comportamiento caótico se limita a zonas 
relativamente pequeñas del espacio de fases, no influyendo en la capacidad de la red 
para actuar como contenido direccionable en el sistema de memoria asociativa. 
Las redes Hopfield poseen un valor escalar asociado a cada estado de la red, conocido 
como energía (E) de la red, donde: 
     
 
 
 ∑       
   
  ∑    
 
 
Este valor se denomina energía, porque la definición asegura que si las unidades son 
elegidas al azar para actualizar sus valores de activación la red convergerá a estados 
que son mínimos locales de la función de energía (que se considera una función de 
Lyapunov9). Así, si un estado es un mínimo local en la función de energía será un estado 
estable de la red. Hay que tener en cuenta que esta función de energía pertenece a una 
clase general de modelos en física, denominados Modelos de Ising, los cuales a su vez 
son un caso partículas de las redes de Markov10, donde la medida de probabilidad 
asociada, llamada medida de Gibbs, tiene la propiedad de Markov [31]. 
                                               
 
9
 Aleksandr Mijáilovich Liapunov (Александр Михайлович Ляпунов) (6 de junio de 1857 – 3 de 
noviembre de 1918  matemático y físico nacido en Yaroslavl en la época de la Rusia Imperial. Su 
trabajo fue principalmente en el campo de las ecuaciones diferenciales, la teoría del potencial, la 
estabilidad de sistemas y la teoría de probabilidades. 
 
10
 Andréi Andréyevich Markov (Андре й Андре евич Ма рков 14 de junio de 1856 - 20 de julio de 
1922) fue un matemático ruso conocido por sus trabajos en la teoría de los números y la teoría de 
probabilidades. 
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2.4 Tráfico De Datos En La Red 
El tráfico de red proporciona información sobre los datos dentro de ésta y entre redes o 
equipos individuales. Los tipos más comunes de datos son los registros Kerberos11, 
TCP/IP, datos de uso de la CPU, registros de eventos, datos de comandos de usuario, 
datos de navegación en Internet, datos de auditoría del funcionamiento del Sistema 
Operativo, registros del Sistema de Detección De Intrusos y Sistema de Prevención de 
Intrusos (IDS / IPS), datos de Netflow12, y los reportes SNMP (Simple Network 
Management Protocol). Toda esta información es única y de alto valor para la seguridad 
de la red, específicamente para la detección y prevención de intrusos [32]. 
 
Estos datos nos brindan importante información de referencia sobre el comportamiento 
de  los usuarios y del sistema, los patrones de tráfico, e información de alerta sobre el 
tráfico anómalo en la red. Estos datos se pueden obtener con productos comerciales o 
GNU, así como también con los datos específicos que proporcionan los programas o logs 
del sistema operativo. Los datos se pueden extraer a partir de tres fuentes: red, host y 
auditorías de seguridad. Los datos de cada una de estas fuentes proporcionan 
información diferente del comportamiento de toda la red. 
 
Los archivos de registro de red que incluyen archivos con formato TCPdump13 y Netflows 
los cuales nos permite capturar y mostrar en tiempo real los paquetes transmitidos y 
recibidos en la red a la cual está conectado el computador. Los archivos de registro de 
host nos dan información sobre las actividades del anfitrión, los comandos de inicio de 
sesión de usuario y los datos de registro de seguridad, que incluye el firewall y otra 
información relacionada. 
 
Los datos TCP/IP pueden ser tomados y analizados por un sniffer14 que permite capturar 
todos o parte de los paquetes TCP/IP que pasan por un punto de red sin modificarlos. 
2.4.1 Composición del tráfico de red 
El tráfico de red se compone de paquetes, flujo de Red y sesiones. Un paquete es cada 
uno de los bloques en que se divide, en el nivel de Red la información a enviar, es una 
unidad de datos que se transmite entre un origen y un destino en Internet o en cualquier 
                                               
 
11
 Kerberos es un protocolo de autenticación de red. Como protocolo de seguridad, usa 
criptografía de claves simétricas, esto significa que la clave utilizada para cifrar es la misma clave 
utilizada para descifrar o autenticar usuarios. Esto permite a dos computadores en una red 
insegura, demostrar su identidad mutuamente de manera segura. 
 
12
 Netflow es un protocolo desarrollado por CISCO Systems para coleccionar información del 
tráfico de redes. 
 
13
 tcpdump es una herramienta en línea de comandos que nos permite analizar el tráfico que 
circula por la red. 
 
14
 Un sniffer es un programa para monitorear y analizar el tráfico en una red de computadoras, 
detectando los cuellos de botellas y problemas que existan en ella. 
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red TCP/IP. Cuando navegamos por Internet o enviamos un correo electrónico, se 
generan una serie de paquetes. Un flujo de Red es una secuencia unidireccional de 
paquetes entre un origen y un destino variables. Los datos de sesión representan la 
comunicación entre computadores, entre los host, o entre un computador y un host. La 
Información de la sesión incluye el código fuente del paquete y la información del puerto 
de destino, direcciones IP de origen y destino y tipos de servicios. Normalmente, una 
sesión se define por seis elementos [32]: 
 
1. Dirección IP de destino. 
2. Dirección IP de origen.  
3. Tipo de servicio.  
4. Puerto de destino.  
5. Puerto de origen. 
6. El tipo de protocolo.  
 
Un sistema típico de captura flujo de datos está compuesto por dos partes: un sensor que 
monitorea la red y captura los datos de sesión, y un colector conectado a un hub, puerto 
de switch u otro dispositivo que observa el tráfico de red y lo almacena en alguna parte 
para su análisis posterior. 
 
Figura 2-7: Camino de un paquete dentro de una red local. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2-8: Ejemplo de tráfico de datos en una red. 
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Figura 2-9: Encapsulación y de flujo de datos en una red IP. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.4.2 Datos TCP/IP  
Ya que este estudio se apoya en su totalidad en los datos que se obtengan por medio de 
las capas TCP/IP, se describirán brevemente algunos de sus protocolos. TCP/IP 
especifica un conjunto de guías generales de diseño e implementación de protocolos de 
red específicos para permitir que un equipo pueda comunicarse en una red. TCP/IP 
proporciona conectividad de extremo a extremo especificando como los datos deben ser 
formateados, direccionados, transmitidos, enrutados y recibidos por el destinatario. 
 
Existen protocolos para los diferentes tipos de servicios de comunicación entre equipos, y 
está compuesto por diferentes protocolos que se combinan para proporcionar una 
comunicación entre dos computadores. Los tipos de comunicación que cada uno de 
estos protocolos ofrece dependen del propósito de la comunicación [33]. 
 
En el momento de describir la estructura y función de los protocolos de comunicaciones 
se toma como base el modelo de arquitectura desarrollado por la ISO (International 
Standards Organization). Este modelo se denomina Modelo de Referencia OSI (Open 
Systems Interconnect). 
 
El modelo OSI está compuesto por 7 capas que definen las funciones de los protocolos 
de comunicaciones. Cada capa del modelo representa una función realizada cuando los 
datos son transferidos entre aplicaciones del mismo nivel (capa) a través de una red 
intermedia. 
 
Esta representación, en la que cada capa se sobrepone a la anterior es comúnmente 
llamada pila de protocolos o simplemente pila. 
Proceso De 
Recibo 
Protocolo de 
Transporte TCP o 
UDP 
Proceso De 
Envió 
Aplicación De 
Red 
Capa De Red IP 
Aplicación De 
Red 
Protocolo de 
Transporte TCP o 
UDP 
Capa De Red IP 
Hardware de 
Red 
Hardware de 
Red Header Trama Ethernet 
Header Paquete IP 
Header Paquete TCP o 
UDP 
Datos De Aplicación 
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Una capa no se define por un único protocolo sino por una o varias funciones a realizar 
en el proceso de comunicación de datos, que pueden ser realizadas por uno o varios 
protocolos. Por ejemplo, un protocolo de transferencia de archivos y otro de correo 
electrónico, los cuales prestan servicio al usuario pertenecen a la capa de aplicación. 
 
Cada protocolo se comunica con su igual en la capa equivalente de un sistema remoto. 
Cada protocolo solo debe ocuparse de la comunicación con su respectivo par, sin 
preocuparse de la capa superior o inferior. Sin embargo, también debe existir un acuerdo 
en cómo se deben pasar los datos entre capas de un mismo sistema, pues cada una de 
las capas están involucradas en el proceso de envío y recepción de datos.  
 
Las capas superiores delegan en las inferiores el proceso de transmisión de los datos a 
través de la red subyacente. Los datos bajan por la pila, de capa en capa, hasta que son 
transmitidos a través de la red por los protocolos de la capa física. En el sistema remoto, 
irán subiendo por la pila hasta la capa correspondiente. 
 
La ventaja de esta arquitectura es que, al aislar las funciones de comunicación de la red 
en capas, se minimiza el impacto de cambios tecnológicos en el juego de protocolos, es 
decir, podemos añadir nuevas aplicaciones sin cambios en la red física y también 
podemos añadir nuevo hardware a la red sin tener que reescribir el software de 
aplicación [33]. 
 
Figura 2-10: Modelo OSI (http://www.textoscientificos.com/redes/tcp-ip/comparacion-
modelo-osi). 
 
 
 
 
La arquitectura de protocolos TCP/IP es más simple que el modelo OSI, debido a que en 
este modelo se agrupan capas en una sola, por ejemplo, la capa de presentación 
desaparece pues las funciones definidas en ella se incluyen en las propias aplicaciones. 
Lo mismo sucede con la capa de sesión, cuyas funciones son incorporadas a la capa de 
transporte en los protocolos TCP/IP, y finalmente la capa de enlace de datos usualmente 
no se usa en este paquete de protocolos [33]. 
Así el modelo de protocolos TCP/IP es modelo en cuatro capas, tal y como se ve en la 
figura 2-11: 
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Figura 2-11: Comparación Arquitectura TCP/IP y OSI. 
 
Capa De Aplicación 
 Capa De Aplicación 
Capa De Presentación 
Capa De Sesión 
Capa De Transporte Capa De Transporte 
Capa De Internet Capa De Red 
Capa De Acceso a La Red 
Capa De Enlace De Datos 
Capa Física 
 
Al igual que en el modelo OSI, los datos bajan por la pila de protocolos en el emisor y la 
escalan en el extremo receptor. Cada capa de la pila añade a los datos que va a enviar a 
la capa inferior, información de control para que el envío sea correcto. Esta información 
de control se denomina cabecera, pues se coloca al comienzo de los datos. Al proceso 
de agregar esta información en cada capa se le denomina encapsulación. Cuando los 
datos se reciben tiene lugar el proceso inverso, es decir, según los datos escalan por la 
pila, se van eliminando las cabeceras correspondientes [33]. 
 
Como se puede observar, la pila de protocolos TCP/IP está compuesta por cuatro capas: 
 
 Capa De Aplicación: Esta capa reúne las capas 5 (sesión), 6 (presentación) y 7 
(aplicación) del modelo OSI. La capa de aplicación debe incluir los detalles de las 
capas de sesión y presentación OSI. Para esto la capa de aplicación en el modelo 
TCP/IP debe manejar aspectos de la codificación y representación de la la 
información, y mantener y controlar el enlace establecido entre dos computadores 
que están transmitiendo datos entre sí. 
 
 Capa De Transporte: Transporte, similar a la capa 4 (transporte) del modelo OSI. 
 
 Capa De Internet: Cumple las mismas funciones de la capa 3 (red) del modelo 
OSI. 
 
 Capa De Acceso A La Red: En esta se  unen la capa 2 (enlace de datos) y a la 
capa 1 (física) del modelo OSI. 
 
Para este estudio son de vital importancia la capa de transporte y la capa de internet, 
pues en conjunto son las encargadas que el proceso de intercambio de datos entre dos 
entidades se lleve a cabo de manera efectiva, ya sea porque se encargue del 
establecimiento de la comunicación e integridad de los datos, o por que determine la ruta 
entre el origen y el destino o su ubicación. Es por esto que solo nos vamos a detener en 
el estudio detallado de estas dos, ya que al tener las funciones anteriormente 
mencionadas, son la que están directamente involucradas en los procesos que aquí se 
estudian (detección de intrusiones). 
 
La capa de transporte se ubica en el tercer nivel del modelo TCP/IP o el cuarto nivel del 
modelo OSI, esta se encarga de la transferencia de datos libres de errores entre el 
emisor y el receptor, aunque no estén directamente conectados, así como de mantener el 
flujo de datos en la red. La tarea de esta capa es proporcionar un transporte de datos 
confiable y al menor costo entre la máquina de origen y la máquina destino, 
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independientemente de la red de redes física. Sin la capa transporte, el concepto total de 
los protocolos en capas tendría poco sentido [33]. 
 
El servicio de transporte se implementa por medio de un protocolo de transporte entre 
dos entidades de transporte. En algunos aspectos, los protocolos de transporte se 
parecen a los protocolos de red. Ambos se encargan del control de errores, la secuencia 
de las tramas y el control del flujo. 
 
También existen diferencias importantes entre ambas, como los entornos en que operan, 
la capa transporte necesita el direccionamiento explícito de los destinos, mientras que la 
capa de red no, otra diferencia es el tamaño de los datos, que es mucho mayor en la 
capa de transporte. 
 
La capa de transporte tiene los siguientes elementos [34]: 
 
 Direccionamiento.-  Cuando un proceso desea establecer una conexión con un 
proceso de aplicación remoto, debe especificar a cuál se conectará. El método 
que normalmente se emplea es definir direcciones de transporte en las que los 
procesos pueden estar a la escucha de solicitudes de conexión.  
 
En Internet, estos puntos terminales se denominan puertos, denominados TSAP 
(Punto de Acceso al Servicio de Transporte). Los puntos terminales análogos de 
la capa de red se llaman NSAP (Punto de Acceso al Servicio de Red). Un ejemplo 
de un  NSAP, son las direcciones IP. 
 
 Establecimiento de una conexión.- El establecimiento de una conexión parece 
fácil, pero en realidad es bastante complicada. En principio, parecería que es 
suficiente con mandar una TPDU15 (Unidad de Datos del Protocolo de Transporte) 
con la solicitud de conexión y esperar a que el destino acepte la conexión. El 
problema se presenta cuando la red puede perder, almacenar, o duplicar 
paquetes. El principal problema es la existencia de duplicados retrasados. Esto 
puede solucionarse de diferentes formas, una es utilizar direcciones de transporte 
desechables. En este enfoque cada vez que necesitemos una dirección la 
creamos. Al liberarse la conexión descartamos la dirección y no se vuelve a 
utilizar. O también asignar una secuencia dentro de los datos transmitidos, pero 
estos plantean los problemas de que si se pierde la conexión perdemos el orden 
del identificador y ya no funciona. Pero la solución sería más fácil si los paquetes 
viejos se eliminaran de la subred cada cierto tiempo de vida. Para esto podemos 
utilizar las siguientes técnicas: Un diseño de subred Restringido, es decir colocar 
                                               
 
15
 TPDU es la PDU de la capa de transporte. Las unidades de datos de protocolo, denominadas 
PDU, se utilizan para el intercambio entre unidades disparejas, dentro de una capa del modelo 
OSI. Existen dos clases: 
 PDU de datos, que contiene los datos del usuario principal (en el caso de la capa de 
aplicación) o la PDU del nivel inmediatamente inferior. 
 PDU de control, que sirven para gobernar el comportamiento completo del protocolo en sus 
funciones de establecimiento de la conexión, control de flujo, control de errores, etc. No 
contienen información del nivel inmediatamente superior. 
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un contador de saltos en cada paquete marcar el tiempo de cada paquete y 
garantizar que todas las confirmaciones de los paquetes también se eliminan. 
 
 Liberación de una conexión.- La liberación de una conexión es más fácil que su 
establecimiento. Existen dos formas de finalizar una conexión: liberación 
asimétrica y liberación simétrica. La liberación asimétrica es la forma en que 
funciona el mecanismo telefónico, cuando una parte cuelga, se interrumpe la 
conexión. La liberación simétrica trata la conexión como dos conexiones 
unidireccionales distintas, y requiere que cada una se libere por separado. La 
liberación asimétrica es abrupta y puede resultar en la perdida de datos. Por lo 
que es necesario un protocolo de liberación más refinado para evitar la pérdida de 
datos. Una posibilidad es usar la liberación simétrica, en la que cada dirección se 
libera independientemente de la otra. Aquí, un host puede continuar recibiendo 
datos aun tras haber enviado una TPDU de desconexión. 
 
Esta forma no es tan confiable, debido al problema de que siempre es necesario 
esperar la confirmación de los mensajes recibidos y si esta confirmación no llega 
no libera la conexión y después puede que necesite la confirmación de que llego 
la confirmación y entraríamos en un bucle del que no podemos salir. 
 
Podemos hacer que al host 1 si no le llega la confirmación después de N intentos 
(es que quiere la desconexión), se libere. Esto produce una conexión semiabierta 
en la que el host 1 está desconectado pero el host 2 no como no le llega la 
confirmación no se desconecta nunca. Para solucionar esto creamos una regla 
por la cual si al host 2 no le llega ninguna TPDU durante cierta cantidad de 
segundos, se libera automáticamente. 
 
 Control de Flujo y almacenamiento en buffer.-  Uno de los aspectos 
importantes en el proceso de conexión y desconexión, es la forma en que se 
manejan las conexiones mientras están en uso. Uno de los aspectos clave es el 
control de flujo, es necesario establecer un esquema para evitar que un emisor 
rápido desborde a un receptor lento.  
 
En esta capa si el servicio de red no es confiable lo que se hace es que el emisor 
almacena en un buffer (memoria) todas las TPDU’s enviadas, igual que en la capa 
de enlace de datos. Sin embargo, con un servicio de red confiable son posibles 
otros arreglos. En particular, si el emisor sabe que el receptor siempre tiene 
espacio de buffer, no necesita tener copias de todas las TPDU’s que envía. Sin 
embargo, si el receptor no garantiza que se aceptará cada TPDU que le llegue, el 
emisor tendrá que usar buffers. En este último caso, el emisor no puede confiar 
en la confirmación de recepción de la capa red porque esto sólo significa que ha 
llegado la TPDU, no que ha sido aceptada. 
 
 Multiplexación16.- La multiplexación de varias conversaciones en conexiones, 
circuitos virtuales o enlaces físicos desempeña un papel importante en diferentes 
capas de la arquitectura de red. En la capa de transporte puede surgir la 
                                               
 
16
 La multiplexación es la combinación de dos o más canales en un solo medio de transmisión. 
34 Definición De Un Modelo De Seguridad En redes De Computo, Mediante El uso De técnicas De Inteligencia Artificial 
 
 
necesidad de multiplexación por varias razones. Por ejemplo, si en un host sólo 
se dispone de una dirección de red, todas las conexiones de transporte de esa 
máquina deben utilizarla. Cuando llega una TPDU, se necesita algún mecanismo 
para saber a cuál proceso asignarla. Esta situación se conoce como 
multiplexación hacia arriba. 
 
La multiplexación también puede ser útil en la capa transporte para la utilización 
de circuitos virtuales, que dan más ancho de banda cuando se reasigna a cada 
circuito una tasa máxima de trasmisión de datos. La solución es abrir múltiples 
conexiones de red y distribuir el tráfico entre ellas. Esto se denomina 
multiplexación hacia abajo. 
 
 Recuperación de caídas.- Los hosts y los enrutadores pueden sufrir caídas, por 
esto es fundamenta usar mecanismos de recuperación. Si la entidad de 
transporte está por entero dentro de los hosts, la recuperación de caídas en la red 
y de enrutadores es sencilla. Si la capa de red proporciona servicio de 
datagramas, las entidades de transporte esperan que algunas TPDU’s se pierdan 
durante la transmisión, y saben cómo manejar esta situación. Si la capa de red 
proporciona servicio orientado a la conexión, entonces la pérdida de un circuito 
virtual se maneja estableciendo otro nuevo y sondeando la entidad de transporte 
remota para saber cuáles TPDU’s ha recibido y cuáles no. 
 
Un problema más complicado es la manera de recuperarse de caídas del host. Al 
reactivarse, sus tablas están en el estado inicial y no sabe con precisión donde 
estaba. 
 
En un intento por recuperar su estado previo, el servidor podría enviar una TPDU 
de difusión a todos los demás host, anunciando que se acaba de caer y 
solicitando a todos sus clientes que le informen el estado de todas las conexiones 
abiertas. 
 
La capa de transporte contiene dos protocolos principales que permiten que dos 
aplicaciones puedan intercambiar datos independientemente del tipo de red (es decir, 
independientemente de las capas inferiores). Un protocolo orientado a la no conexión 
que es el UDP y el orientado a la conexión que es el TCP.  
 
Figura 2-12: Protocolos Del Nivel De Transporte. 
 
 
 
 
 
 
 
 
 
 
 
 
SNMP 
UDP 
BGP FTP HTTP 
MIME 
SMTP TELNET 
TCP 
ICMP ICMP ICMP ICMP 
IP 
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La capa de internet, la cual cumple las funciones de identificar el enrutamiento existente 
entre una o más redes y que son las mismas funciones de la capa tres (3) del modelo 
OSI, tiene en el protocolo IP el más importante de esta capa y piedra angular de toda la 
Internet. Este protocolo proporciona los servicios básicos de transmisión de paquetes 
sobre los cuales se construyen todas las redes TCP/IP. Las funciones de este protocolo 
incluyen [34]: 
 
 Definir el datagrama, que es la unidad básica de transmisión en Internet.  
 
 Definir el esquema de direccionamiento de Internet.  
 
 Mover los datos entre la capa de acceso a red y la capa de transporte. 
  
 Direccionar los datagramas hacia sistemas remotos. (Routing). 
  
 Realizar la fragmentación y re-ensamblaje de los datagramas.  
 
El protocolo IP es un "protocolo sin conexión", es decir, no intercambia información de 
control para establecer una conexión antes de enviar los datos. En caso de que la 
conexión sea necesaria, el protocolo IP delega esta función en protocolos de otras capas. 
Este protocolo tampoco realiza detección de errores o recuperación de datos cuando 
estos se presentan.  
2.4.2.1 Cabecera IP 
El estándar de la cabecera IP se define en el RFC17 79. Se compone de un mínimo de 20 
bytes y un máximo de 60 bytes. 
 
Figura 2-13: Formato de la Cabecera IP (Versión 4). 
 
          1          2          3  
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
 
Versión IHL TOS Longitud Total 
Identificación Banderas Desplazamiento del fragmento 
TTL Protocolo cabecera de comprobación 
Dirección IP De Origen 
Dirección IP De Destino 
Opciones Relleno 
 
Versión (4 bits):  
En este campo se describe la versión de la cabecera utilizada. En este caso se 
describe la versión 4 (0100). 
 
 
                                               
 
17
 RFC o Request for Comments ("Petición De Comentarios") son una serie  de documentos que 
empezaron a publicarse en 1969 donde se especifica  todo lo relacionado con las tecnologías que 
soportan la Internet, tales como protocolos, recomendaciones, comunicaciones, interfaces, etc.  
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Tamaño Cabecera (IHL) (4 bits):  
Longitud de la cabecera, en palabras de 32 bits. Su valor para una cabecera 
correcta es de  mínimo es de 5, y el máximo de 15. 
 
Tipo de Servicio (8 bits):  
Nos especifica los parámetros sobre la calidad de servicio que debe 
proporcionársele a la trama  al ser transmitida por la red. Algunas redes pueden 
darle prioridad a servicios, ya que según la información contenida en este campo 
clasifica algunos paquetes como más importantes que otros (algunas redes 
admiten sólo los paquetes con una prioridad cuando esta se encuentra en 
sobrecarga). 
Estos 8 bits se agrupan de la siguiente manera: 
Bits 0-2: Prioridad: Valores altos para prioridades superiores.  
Bit 3: 0 = Retraso Normal, 1 = Bajo Retraso.  
Bit 4: 0 = Tránsito Normal, 1 = Tránsito Rápido.  
Bit 5: 0 = Fiabilidad Normal, 1 = Alta Fiabilidad.  
Bits 6-7: Reservados para futuros usos. 
 
Longitud Total (16 bits):  
Este campo indica el tamaño total en bytes del datagrama, incluyendo el tamaño 
de la cabecera y el de los datos. El tamaño máximo de los datagramas es 
normalmente de 576 bytes (64 de cabeceras y 512 de datos). Una máquina en 
general no envía datagramas de mayor tamaño a no ser que tenga la seguridad 
de que estos van a ser aceptados por la máquina destino. 
En caso de que exista fragmentación este campo nos indica el tamaño del 
fragmento, no el del datagrama original. 
 
Identificación (16 bits): 
 
Identificador del datagrama. Es número de identificación único generado por el 
transmisor y se utiliza en caso de que el datagrama tenga que ser fragmentado, 
cada fragmento de un datagrama tiene el mismo número de identificación y de 
esta forma se puedan distinguir los fragmentos de un datagrama de los de otro. 
 
Banderas (3 bits): 
Actualmente utilizado sólo para especificar valores relativos a la fragmentación de 
paquetes: 
 
Bit 0:  Reservado; debe ser 0  
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Bit 1:  0 = Divisible, 1 = No Divisible  
Bit 2:  0 = Último Fragmento, 1 = Fragmento Intermedio (le siguen  
        mas segmentos). 
 
La indicación de que un paquete no se puede dividir no puede ser desatendida 
bajo ninguna circunstancia. Si por algún motivo el paquete se debiera 
fragmentado, no se enviará. 
 
Desplazamiento del fragmento (13 bits): 
En paquetes fragmentados indica la posición que ocupa el paquete actual dentro 
del datagrama original, en múltiplos de 64 bits. Para el primer paquete de una 
serie de fragmentos el valor de este campo es 0. 
 
Tiempo de Vida (TTL) (8 bits): 
Especifica el tiempo máximo en segundos que un paquete puede estar circulando 
por la red. Cada vez que algún nodo recibe y procesa este paquete disminuye su 
valor como mínimo en 1 segundo. Cuando llega a 0, el paquete no será 
reenviado. 
 
Protocolo (8 bits): 
 
Indica el protocolo de nivel superior (hasta 255) al que se le tiene que pasar el 
datagrama, de manera que pueda ser tratado correctamente cuando llegue a su 
destino. 
 
Por ejemplo: 
 
Decimal Protocolo 
1 ICMP 
2 IGMP 
3 GGP 
4 IP 
5 Stream 
6 TCP 
8 EGP 
9 IGP 
17 UDP 
89 OSPF - IGP 
 
Cabecera de comprobación (Checksum) (16 bits): 
 
Se recalcula cada vez que algún nodo cambia alguno de sus campos (por 
ejemplo, el Tiempo de Vida). El método de cálculo (intencionadamente simple) 
consiste en sumar el complemento a 1 de cada palabra de 16 bits de la cabecera 
y hacer el complemento a 1 del valor resultante. 
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Dirección IP de Origen (32 bits): 
 
Este campo representa la dirección IP del equipo remitente y permite que el 
destinatario responda. 
 
Dirección IP de Destino (32 bits):  
 
Dirección IP del destino del mensaje. 
 
Opciones (Variable): 
Este campo es opcional y de longitud variable. Es por esto que es necesario 
añadir un campo de relleno con el fin de ajustar el tamaño de este campo a 
múltiplos de 32 bits. Actualmente este campo está en desuso, sin embargo 
cualquier nodo debe ser capaz de interpretarlo. 
 
Relleno (Variable): 
Utilizado para asegurar que el tamaño en bits, del campo de opciones sea de 
múltiplo de 32.  
2.4.2.2 Cabecera TCP 
Como se explicó en la cabecera IP, en esta existe un campo que identifica el protocolo al 
que pertenece la información almacenada en el campo de datos del datagrama. Entre los 
posibles protocolos, TCP (protocolo de control de transmisión) se diseñó específicamente 
para proporcionar un flujo de bytes confiable de extremo a extremo a través de una 
interred18 no confiable. TCP tiene un diseño que se adapta de manera dinámica a las 
propiedades de la interred y anticipa como afrontar diferentes de situaciones que puedan 
ocurrir en el proceso de comunicación. 
 
Cuando se trata de establecer una conexión TCP, esta se realiza en tres etapas, llamado 
negociación en tres pasos (3-way handshake) [34]: 
 
 Establecimiento de conexión. 
 Transferencia de datos. 
 Fin de la conexión.  
 
Para iniciar el establecimiento de una conexión, el cliente envía un SYN con un numero 
de secuencia (seq=x), donde x es el número de secuencia de inicio. El servidor responde 
con un SYN con un numero de secuencia (seq=y) y un ACK (ack=x+1), esto indica que el 
receptor a continuación espera recibir un segmente con número de secuencia x+1 
(seq=x+1), confirmando así el SYN que tenía como número de secuencia x. 
 
                                               
 
18 Una interred se diferencia de una sola red en que diferentes segmentos del recorrido podrían 
tener diferentes topologías, anchos de banda, retardos, tamaños de paquete, etc. 
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Figura 2-14: Negociación en tres pasos o Three-way handshake (Tomado de: 
http://en.wikipedia.org/wiki/Transmission_Control_Protocol). 
 
 
 
Para iniciar el establecimiento de una conexión, el cliente envía un SYN con un numero 
de secuencia (seq=x), donde x es el número de secuencia de inicio. El servidor responde 
con un SYN con un numero de secuencia (seq=y) y un ACK (ack=x+1), esto indica que el 
receptor a continuación espera recibir un segmente con número de secuencia x+1 
(seq=x+1), confirmando así el SYN que tenía como número de secuencia x. 
 
A continuación el cliente responde con un ack y+1 (ack=y+1) y un número de secuencia 
x+1 (seq=x+1), seguido de los datos. 
 
Para la desconexión se usa el procedimiento denominado negociación en cuatro pasos 
(4-way handshake). 
 
Figura 2-15: Cierre de la conexión 4-way handshake). (Tomado de: 
http://en.wikipedia.org/wiki/Transmission_Control_Protocol). 
 
 
En el proceso de finalización de la conexión usa un procedimiento de negociación en 
cuatro pasos (four-way handshake), el cual termina la conexión desde cada lado 
independientemente. Cuando uno de los dos extremos de la conexión desea 
desconectarse, transmite un paquete FIN, al cual el otro extremo debe responder con un 
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ACK. Por tanto, para una desconexión completa se requiere un par de segmentos FIN y 
ACK desde cada lado de la conexión. 
 
La norma de cabecera TCP se define en el RFC 791. Se compone de un mínimo de 20 
bytes y un máximo de 60 bytes.  
El Protocolo de Control de Transmisión (Transmission Control Protocol) o TCP garantiza 
que los datos sean entregados en su destino sin errores y en el mismo orden en que se 
transmitieron. También proporciona el mecanismo para distinguir distintas aplicaciones 
dentro de una misma máquina, a través del concepto de puerto. 
 
Este protocolo da soporte a la mayoría de las aplicaciones de Internet (intercambio de 
archivos, navegadores, clientes ftp, etc.) y a protocolos de aplicación tales como BGP, 
FTP, HTTP, SMTP y TELNET. 
 
Figura 2-16: Formato de la Cabecera TCP. 
 
          1          2          3  
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
 
Puerto De origen Puerto De destino 
Número De Secuencia 
Número De Acuse De Recibo (Si La bandera ACK Esta Activa) 
Data Offset Reservado 
N 
S 
C 
W 
R 
E 
C 
E 
U 
R 
G 
A 
C 
K 
P 
S 
H 
R 
S 
T 
S 
Y 
N 
F 
I 
N 
Tamaño De La Ventana 
Suma De Verificación (Checksum) Puntero De Urgente (Si URG está Activo) 
Opciones Relleno 
 
Datos 
 
 
Puerto de Origen (16 bits):  
Aquí se especifica el puerto que está usando la aplicación que solicita la 
transferencia en la maquina origen. 
El número de puerto de la aplicación, tiene solamente significado local ya que el 
sistema asigna un número cada vez que una aplicación en el origen solicita el 
envío de datos. Normalmente van en el rango entre 1024 y 5000. 
Puerto de Destino (16 bits):  
Aquí se especifica el puerto que está usando la aplicación que recibe la 
transferencia de la maquina origen. 
En el destino estos puertos son fijos, y se denomina número de puerto bien 
conocido (well-known port numbers). Normalmente van en el rango entre 1 y 
1023. 
Numero De Secuencia (32 bits):  
 
Nos indica el número de secuencia del primer octeto de datos de este segmento. 
Cuando la bandera SYN está en 0, el número de secuencia es el del primer byte 
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del segmento actual, si la bandera de control SYN está en 1, el número de 
secuencia es el inicial(n) y el primer byte de datos será el n+1. 
 
Numero De Secuencia (32 bits):  
 
El número de secuencia del primer octeto de datos de este segmento (excepto 
cuando el indicador SYN esté puesto a uno).  Si SYN está puesto a uno, es el 
número de secuencia original (ISN: Initial Sequence Number) y, entonces, el 
primer octeto de datos es ISN+1. 
 
Numero De Acuse De Recibo (32 bits):  
 
Si  la bandera ACK está activa (con un valor de 1), el valor de este campo indica 
el siguiente número de secuencia que el receptor está esperando. Con esto se 
reconoce la recepción de todos los bytes anteriores (si los hay).  
 
Data offset (4 bits):  
 
Indica el tamaño de la cabecera TCP en palabras de 32 bits. El tamaño mínimo 
del encabezado es de 5 palabras (20 Bytes) y la máxima es de 15 palabras (60 
Bytes), lo que permite hasta 40 bytes de opciones en la cabecera. Este campo 
recibe su nombre ya que también nos informa cual es el desplazamiento desde el 
comienzo del segmento TCP hasta el comienzo de los datos. 
 
Reservado (3 bits):  
 
 Se han dejado para uso futuro, y su valor debe ser 0 (000). 
 
NS (1 bits):  
 
Indicador de congestión (ECN) es una extensión del protocolo de Internet y se 
define en el RFC 3168 (2001). ECN permite la notificación extremo a extremo de 
congestión en la red sin dejar caer los paquetes. ECN es una característica 
opcional que sólo es usada cuando ambos extremos de la comunicación lo usan.  
 
CWR (1 bits): 
 
La bandera Congestion Window Reduced, es activa (con valor 1), es enviada por 
un host, para indicar que ha recibido un segmento TCP con la bandera ECE 
activa y en respuesta al mecanismo de control de congestión. 
 
ECE (1 bits): 
 
 Indicador de eco de ECN: 
 Si la bandera SYN está activa (1) y que ECN está disponible en la 
conexión TCP. 
 Si la bandera SYN está inactiva (0), el paquete con la bandera ECE activa 
(1) en la cabecera IP, ha sido recibida duranre la transmisión normal. 
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URG (1 bits): 
 
 Indica que el campo del puntero URG debe ser tomado en cuenta. 
 
ACK (1 bits): 
 
 Indica que el campo del puntero ACK debe ser tomado en cuenta. 
 
PSH (1 bits): 
 
Cuando PSH está activo (1) indica que los datos de ese segmento y los datos que 
hayan sido almacenados anteriormente en el buffer del receptor deben ser 
transferidos a la aplicación receptora de forma inmediata. Muchas veces llegan 
varios segmentos con datos y no tienen activado el bit PSH; el receptor almacena 
los datos pero no los entregará a la aplicación de destino hasta que reciba un 
segmento con el PSH activado. 
 
RST (1 bits): 
 
Restablecimiento de la conexión. 
 
Cuando un cliente solicita conectarse a un puerto en un servidor, este comprueba 
si el puerto está abierto, es decir, si existe algún proceso escuchando en ese 
puerto. En caso de no estarlo, se envía al cliente un paquete de respuesta con el 
bit RST activado, lo que significa el rechazo del intento de conexión. 
 
SYN (1 bits): 
 
Sincronizar los números de secuencia. Sólo el primer paquete enviado por cada 
uno de los extremo deben tener activa esta bandera. 
 
Algunas  bandera cambian de significado sobre dependiendo del estado de esta, 
y algunas sólo son válidas para cuando esta esta activa, en especial cuando esta 
desactivada (0). 
 
FIN (1 bits):   
 
 Indica el final de la transmisión cuando está activo (1). 
 
Tamaño De La Ventana (16 bits): 
 
El tamaño de la ventana de recepción es la cantidad de datos recibidos (en bytes) 
que pueden ser almacenados en el buffer de recepción durante la conexión. El 
emisor puede enviar una cantidad determinada de datos pero antes debe esperar 
la autorización por parte del receptor con la actualización del tamaño de la trama 
que este puede recibir. 
 
Suma De Verificación (16 bits): 
El campo suma de verificación de 16 bits se utiliza para comprobar si existen  
errores den la cabecera y los datos.  
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Puntero De Urgente (16 bits): 
 
Si la bandera URG está activa (1). Indica el desplazamiento desde el número de 
secuencia indica el último byte de datos urgentes, TCP no dice lo que hay que hacer con 
los datos urgentes. Dicho de otro modo, sólo se indica el lugar donde empiezan los datos 
urgentes, no lo que hay que hacer con ellos. 
 
Opciones (Variable de 0 a 320 bits, divisible por 32): 
 
Aunque no es obligatorio el uso de este campo, cualquier host debe poder 
interpretarlo. Este puede tener un número indefinido de opciones, y se presentan 
en dos formatos posibles. 
 
Formato de opciones simple: 
Usa un solo byte (8 bits), está compuesto por tres campos e indica el tipo de 
opción. 
 Indicador de copia (1 bit): En caso de fragmentación, la opción se 
copiará o no a cada nuevo fragmento según el valor de este campo. 
1 = no se copia. 
1 = se copia. 
 Clase de opción (2 bits): Las posibles clases son: 
0    = control. 
1    = reservada. 
2 = depuración y mediciones 
3 = ya está. 
 
 Número de opción (5 bits): Identificador de la opción. 
 
Formato de opciones compuesto: 
 
Un byte para el tipo de opción, otro para el tamaño de opción, y uno o más 
octetos para los datos de opción. El tamaño de opción incluye el byte de tipo de 
opción, el de tamaño de opción y la suma de los bytes de datos.  
 
Tabla 2-1: Opciones del campo de opción de la cabecera TCP. 
 
Clase Numero Tamaño Descripción 
0 0 - Final de lista de opciones. Formato simple. 
0 1 - Ninguna operación (NOP). Formato simple. 
0 2 11 Seguridad. 
0 3 Variable Enrutamiento desde el origen, abierto (Loose Source Routing). 
0 9 Variable Enrutamiento desde el origen, estricto (Strict Source Routing). 
0 7 Variable Registro de Ruta (Record Route). 
0 8 4 Identificador de flujo (Stream ID). 
2 4 Variable Marca de tiempo (Internet Timestamping). 
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Relleno (Variable): 
 
Se usa para asegurar que la cabecera completa tenga un tamaño en múltiplos de 
32 bits. Está compuesto por ceros (0). 
2.4.2.3 Cabecera UDP 
 UDP (User Datagram Protocol) es un protocolo del nivel de transporte basado en el 
intercambio de datagramas19 (capa 4 Modelo OSI). Permite el envío de datagramas a 
través de la red sin que se haya establecido una conexión con anterioridad, ya que el 
propio datagrama incorpora suficiente información de direccionamiento en su cabecera. 
Tampoco tiene confirmación ni control de flujo, por lo que los paquetes pueden 
adelantarse unos a otros, y tampoco se sabe si ha llegado correctamente, ya que no hay 
confirmación de entrega o recepción. Su uso principal es para protocolos como DHCP, 
BOOTP, DNS y demás protocolos en los que el costo para el intercambio de paquetes 
usados para la conexión y desconexión son mayores, o con respecto a la información 
transmitida, así como para la transmisión de audio y vídeo en tiempo real, donde no es 
posible realizar retransmisiones por los estrictos requisitos de retardo que se tiene en 
estos casos [34]. 
 
La cabecera UDP está compuesta por 4 campos de los cuales dos son opcionales. 
 
Figura 2-17: Formato de la Cabecera UDP. 
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Puertos De Origen Y Destino (16 bits c/u):  
 
UDP utiliza puertos para permitir la comunicación entre aplicaciones. El campo de 
puerto tiene una longitud de 16 bits, por lo que el rango de valores válidos va de 0 
a 65.535. El puerto de origen es opcional, el valor 0 está reservado, pero es un 
valor permitido como puerto origen si el proceso emisor no espera recibir 
mensajes como respuesta. 
 
Los puertos 1 a 1023 se llaman puertos "bien conocidos" y en sistemas operativos 
tipo Unix enlazar con uno de estos puertos requiere acceso como superusuario. 
Los puertos 1024 a 49.151 son puertos registrados. 
 
                                               
 
19 El datagrama es una entidad de datos autocontenida e independiente que transporta 
información suficiente para ser encaminada desde su origen a su destino sin tener que depender 
de que se haya producido anteriormente tráfico alguno entre ambos y la red de transporte. 
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Los puertos 49.152 a 65.535 son puertos temporales y son utilizados como 
puertos temporales, sobre todo por los clientes al comunicarse con los servidores. 
 
Cada puerto de servidor UDP se identifica por medio de un número de puerto 
conocido o reservado. En la siguiente tabla se muestra una lista parcial de los 
números de puerto de servidor UDP conocidos que utilizan programas basados 
en el estándar UDP. 
 
Tabla 2-2: Algunos puertos UDP bien conocidos. 
 
No. De Puerto Descripción 
0 Reservado 
53 DNS ("Domain Name System") 
69 TFTP ("Trivial File Transfer Protocol") 
137 netbios-ns NETBIOS Name Service 
138 netbios-dgm  NetBIOS Datagram Service 
161 SNMP ("Simple Network Management Protocol") 
162 SNMP trap 
 
Longitud Del Mensaje (16 bits):  
 
Este campo tiene una longitud de 16 bits y contiene el número total de octetos 
que forman el datagrama, incluida la cabecera. 
 
Suma De Verificación (16 bits):  
  
El uso de la suma de verificación (checksum) es opcional, y este campo debe 
ponerse a cero si no es utilizado. Mientras que el checksum del datagrama IP solo 
tiene en cuenta la cabecera del mensaje, el UDP tiene su propio checksum para 
garantizar la integridad de los datos. La longitud de este campo es de 16 bits, y 
está formado por la suma de los campos del UDP, y algunos campos del IP.  
 
Para incluir los campos del IP, se construye una pseudo cabecera UDP. Esta 
pseudo cabecera de 12 octetos se utiliza únicamente para realizar el cálculo de la 
suma.
  
 
3. AMENAZAS TÍPICAS Y TIPOS DE ATAQUES 
BASICOS  
Es casi imposible hacer una clasificación completa de todos los ataques reales y posibles 
debilidades de las redes cuando estas se conectan a Internet. Diariamente salen noticias 
sobre ataques nuevos, y estos son reportados periódicamente en las publicaciones de 
los centros de seguridad de la información (CERT, CIAC) de los Estados Unidos de Norte 
América. 
 
De otro lado, los tipos de ataques en las redes globales no cambian en lo que se refiere a 
las características de los sistemas particulares, ya que todos los sistemas de 
computación están diseñados bajo los mismos principios, usan los mismos protocolos los 
cuales se basan en estándares internacionales bien conocidos como el modelo OSI. 
 
Se puede diferenciar en entre ataques activos, los cuales producen cambios en la 
información almacenada y en el desempeño de los recursos del sistema, y los ataques 
pasivos, que se limitan a tomar nota sobre el uso de los recursos y/o a acceder a la 
información guardada o transmitida por el sistema [35]. 
 
Se van a considerar las amenazas (definimos "amenaza" como la posibilidad que se 
pueda presentar para llevar a cabo un ataque) y sus modelos en relación a los protocolos 
y su ubicación dentro de los niveles lógicos del modelo estándar de red20. 
 
A continuación se hace referencia a algunos de los principales tipos de ataques contra 
redes y sistemas informáticos [34, 35]: 
3.1 Actividades de reconocimiento de sistemas 
Estas actividades directamente relacionadas con los ataques, no se consideran ataques 
formales, ya que no causan ningún daño, lo que buscan es obtener información previa 
sobre la infraestructura informática de una organización, por ejemplo realizando un 
escaneo de puertos para determinar qué servicios se encuentran activos o también un 
reconocimiento las  versiones de sistemas operativos y aplicaciones, con el fin de saber 
los exploits que los afectan [37]. 
                                               
 
20 Standard international ISO 7498-1 (Open System Interconnection. Basic Reference Model). 
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3.2 Análisis y desvío  de tráfico 
Estos ataques persiguen capturar los datos y el tipo de tráfico transmitido a través de las 
redes haciendo uso de herramientas como los “sniffer", también llamados "LAN 
analyzer", "WAN analyzer", etc., los cuales pueden analizar todo el tráfico y seleccionar 
paquetes según criterios preestablecidos, en un segmento de red con la arquitectura 
esparcida (broadcasting).  
 
Se llama "sniffing" al análisis del flujo de tráfico o desviación de tráfico con el fin de 
observar y capturar su contenido. 
 
Todos los comandos de control y datos que se intercambian entre las redes son enviadas 
por medio de paquetes. Esto, unido a una estructura distribuida, crea una amenaza a la 
seguridad de la información. Esto es posible debido a que esta, presenta varios puntos 
de falla los cuales permiten su interceptación y posterior modificación, por medio de 
diferentes técnicas. 
 
Esta amenaza (como un potencial ataque) es, en el mejor de los casos de tipo pasivo y 
se conoce como “eavesdropping21”, puede ser realizada dentro de un segmento en el 
nivel físico y no puede modificar su contenido. Esto permite interceptar y analizar la 
lógica del funcionamiento de la red local para preparar ataques de otros tipos. 
 
En el caso de que se intercepte el tráfico entre segmentos, permite controlar y analizar el 
flujo de información entre otros usuarios, dicho de otra forma, permite el acceso no 
autorizado a la información confidencial de otros usuarios. Por ejemplo en este caso es 
posible recibir la contraseña y el nombre para acceder a un host en otros segmentos de 
la red. 
 
Podría decirse que en la actualidad una organización estaría protegida frente a los 
“sniffers” debido a que en su inmensa mayoría se usan “switches” en lugar de “hubs” y la 
implementación de redes locales virtuales (VLAN) para la segmentación interna de la red, 
es de amplio uso.   
 
Sin embargo, en redes locales que utilizan “switches”, un atacante puede realizar un 
ataque conocido como “MAC flooding” para provocar un desbordamiento de las tablas de 
memoria de un switch (denominadas CAM, “Content Addresable Memory”) para 
conseguir que pase a funcionar como un simple “hub” y retransmita todo el tráfico que 
recibe a través de sus puertos al no poder “recordar” qué equipos se encuentran 
conectados a sus distintos puertos ya que esto borra sus tablas de memoria. 
 
                                               
 
21
 Eavesdropping, término que traducido al español significa escuchar secretamente, es un 
proceso por medio del cual un agente capta información que no le iba dirigida, y se refiere a 
ataques, tanto sobre medios con información cifrada, como no cifrada. 
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También en las redes tipo VLAN un atacante podría usar el protocolo DTP (Dynamic 
Trunk Protocol), utilizado para poder crear una VLAN que atraviese varios switches, y así 
intentar saltar de una VLAN a otra, rompiendo de esta forma el aislamiento físico 
impuesto para separar sus distintas redes locales [36]. 
3.3 Escaneo de puertos 
Estos ataques son de tipo remoto y su propósito es escanear puertos abiertos en hosts 
remotos. Las aplicaciones del servicio remoto, tales como Web, FTP y TELNET entre 
otros, ejecutados en el sistema, esperan las llamadas remotas de los clientes para 
permitir la conexión en sus puertos TCP correspondientes (en ocasiones UDP), y los 
cuales son específicos para cada aplicación. 
 
Es por esto, que la lista de los puertos abiertos (activos) en el servidor significa que 
existe una aplicación activa (asociada a este puerto) en el servidor, el cual puede 
conceder el acceso remoto. 
 
Para crear una conexión con una aplicación determinada, el cliente debe primero debe 
crear una conexión TCP al puerto TCP correspondiente en el servidor. Para este 
propósito el cliente envía al servidor un paquete TCP con el bit SYN activo. 
 
Figura 3-1: Cabecera TCP con SYN Activo. 
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Si el cliente recibe una respuesta del tipo TCP SYN ACK, significa que el puerto está 
abierto y el canal virtual puede ser establecido. Si no hubo respuesta, esto puede 
significar que el puerto está cerrado, o que el servidor está fuera de servicio. 
 
Después de que el canal virtual  se ha establecido, el cliente y el servidor intercambian 
información por medio de los comandos específicos para la aplicación que la ha 
solicitado y se establece la conexión en la capa del modelo OSI correspondiente la 
aplicación. 
 
Este primer paso (la conexión TCP) es independiente del tipo de aplicación y esta acción 
se usa en todos los métodos para el escaneado de puertos. Estos métodos pueden ser 
divididos en dos grupos [35]: 
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 Escaneo de puertos de forma abierta, cuando el host que hace la petición se 
puede identificar por medio de su dirección IP original. 
 
 Escaneo de puertos en una en modo "invisible", cuando solamente se puede 
detectar la dirección de la fuente intermedia; de esta forma se garantiza el 
anonimato del host que hace la petición. 
 
En el primer caso, el método consiste en la transmisión de llamadas TCP SYN de forma 
consecutiva a los diferentes puertos del host que va a ser escaneado. Y si como se 
mencionó anteriormente, la respuesta es TCP SYN ACK, entonces el puerto está abierto, 
si respuesta es TCP RST (recuperar conexión), entonces el puerto está cerrado. 
 
También es posible en lugar de usar una llamada TCP SYN, usar TCP FIN, pero el uso 
de esta última posibilidad es restringido porque algunos sistemas operativos como 
Windows no hacen caso a esta llamada. 
 
El primer método de escaneado  en modo “invisible” o de forma anónima se llama "FTP 
Bounce Attack" (ataque encubierto por FTP) y está basado en detalles sutiles del 
protocolo FTP (RFC-959).  
 
En términos generales el cliente de FTP después de la conexión, envía o recibe archivos. 
Pero este protocolo incluye opciones para realizar conexiones que se llaman "proxy". 
Esto significa que los usuarios (incluyendo el usuario anónimo) que esté conectado al 
servidor, puede crear un proceso que se llama servidor DTP (Data Transmission 
Process) para la transmisión de los archivos a cualquier otro servidor FTP en Internet. 
Esta característica del protocolo FTP permite realizar el escaneo de los puertos en una 
manera encubierta por medio del uso de un servidor "proxy FTP".  
 
Después de establecer la conexión con un servidor FTP determinado, se envía el 
comando PORT con los atributos de dirección IP y el número de puerto del host 
escaneado. Enseguida envía el comando LIST para leer el catálogo correspondiente de 
este puerto. Todas estas operaciones se realizan consecutivamente para cada puerto 
[35]. 
 
Otro método es El Dumb Host Scan (escaneado por medio de un host mudo) es un 
método alternativo de exploración que utiliza un tercer host (zombi22) para actuar como 
un Dumb (mudo) en el proceso de escaneo de su objetivo. Generalmente, este no 
almacena los datos importantes. Al igual que un SYN Scan normal, con un Dumb Scan, 
un SYN es enviado al destino por el host Zombi. Si un puerto está activo o en estado de 
escucha, este responde con el SYN ACK. Si el puerto está cerrado, el objetivo responde 
con un mensaje de RST. En esta etapa, no es posible distinguir al SYN scan normal y al 
Dumb Scan. Lo qué hace que un Dumb Scan sea diferente es que la exploración no es 
enviada desde su propio host, sino desde un host zombi (el host que durante el proceso 
de escaneo está encendido pero trabaja en modo pasivo (no mantiene ninguna 
comunicación). Mientras la exploración es lanzada desde el zombi, se lleva a cabo un 
ping desde el equipo del atacante hacia el zombi. Observando el ID en el campo de 
                                               
 
22 Un zombi es un host del que ha tomado el control un atacante a menudo por medio de un 
código que hay dentro de un Malware.  
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respuesta de eco del zombi, se puede determinar qué puertos están abiertos y cuales 
están cerradas en el sistema destino [35].  
 
El host atacante por medio del programa hping23 revisa el ID de los paquetes IP enviados 
por el host Zombi, si el consecutivo del ID del paquete IP aumenta en uno, entonces el 
puerto escaneado en él está cerrado. Si el consecutivo del ID de uno o varios paquetes 
IP aumenta en dos o tres, entonces el zombi envió como respuesta RST y el puerto 
escaneado en el host está abierto. 
 
Otros tipos de escaneos pueden ser [35]: 
 
 Reverse Ident (TCP).- Para esto se realiza un escaneo TCP normal, pero 
observamos si el puerto 113 está abierto con el objeto de saber quién es el dueño 
de los servicios que corren en otros puertos de la máquina. 
 
 Bounce Attack (via FTP).- Su objetivo es aprovechar la conexión a un proxy FTP 
para realizar el escaneo por medio de un servidor FTP. Esto es posible debido a 
que podemos utilizar el comando PORT indicando una dirección IP y un puerto 
(en este caso son los correspondientes al host que se va a escanear escanear), y 
solicitamos una transmisión de datos, si el puerto al que se quiere acceder está 
cerrado se genera un error 42524 ("Can't open data connection."). 
 
 UDP Scan.- Por medio de este escaneo se muestran los puertos abiertos que 
está utilizando el protocolo UDP. 
 
 Xmas Scan.- Se realiza enviando paquetes TCP con todas sus banderas SYN, 
ACK, PSH, RST, URG y FIN activos (en uno). 
 
Hasta aquí se hace un recuento muy somero de este tipo de ataques, pues no son los 
únicos y existen muchos más, diferentes autores identifican diferentes tipos de ataques 
de escaneo de puertos, por otro lado los hackers están cada día probando nuevos 
métodos lo que hace casi imposible encontrar un clasificación completa y actualizada de 
estos. 
3.4 Ataques De Denegación De Servicio (DoS) 
Los ataques de denegación de servicio (DoS) son uno de los ataques informáticos que se 
han realizado desde hace muchos años, y que aún siguen vigentes. Consisten en un 
ataque hacia algún servicio informático (generalmente alojado en uno o varios 
servidores), con el ánimo de que este deje de funcionar. El ataque consiste en enviar 
                                               
 
23 hping es un analizador/ensamblador de paquetes TCP/IP de uso en modo consola. Se basa en 
el comando ping de Unix, aunque a diferencia de éste, hping no solo es capaz de enviar paquetes 
ICMP sino que además también puede enviar paquetes TCP, UDP, y RAW-IP. 
 
24
 El error FTP 425 puede devolverse a un cliente FTP si el servidor no puede abrir un socket para 
la transferencia de datos. 
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determinados paquetes al objetivo, con el fin de saturar los recursos que él puede 
procesar, y que así el servidor se vea en la necesidad de suspender el servicio a causa 
de la falta de recursos (por ejemplo memoria RAM). Un variante de éste, son los ataques 
de denegación de servicio distribuido (DDoS), el cual es lanzado, no desde un solo 
equipo, sino desde múltiples nodos que realizan el ataque de forma simultánea [38]. 
 
Un ataque de "Denegación de servicio" impide el uso legítimo de los usuarios al usar un 
servicio de red. El ataque puede ejecutarse de muchas formas. Pero todas tienen algo en 
común: utilizan la familia de protocolos TCP/IP para conseguir su propósito [39]. 
 
Un ataque DoS puede ser perpetrado de varias formas. Aunque básicamente consisten 
en [39]: 
 
 Consumo de recursos computacionales, tales como ancho de banda, espacio de 
disco, o tiempo de procesador. 
 
 Alteración de información de configuración, tales como información de rutas de 
encaminamiento. 
 
 Alteración de información de estado, tales como interrupción de sesiones TCP 
(TCP reset). 
 
 Interrupción de componentes físicos de red. 
 
 Obstrucción de medios de comunicación entre usuarios de un servicio y la 
víctima, de manera que ya no puedan comunicarse adecuadamente. 
 
Existen  varias posibilidades de realizar un ataque DoS [36]: 
 
 Ejecutar algunas actividades que produzcan un alto consumo de los recursos de 
las máquinas afectadas: procesador, memoria y/o disco duro, provocando una 
caída en su rendimiento. Entre ellas podríamos citar el establecimiento de 
múltiples conexiones simultáneas, el envío masivo de archivos muy grandes o los 
ataques lanzados contra los puertos de configuración de los routers.  
 
 Provocar el colapso de redes de computadores por medio de la generación de 
grandes cantidades de tráfico, generalmente desde múltiples equipos. 
 
 Transmisión de paquetes de datos malformados o que incumplan las reglas de un 
protocolo, para provocar la caída de un equipo que no se encuentre protegido 
contra este tipo de tráfico malintencionado. 
 
 Sabotajes mediante routers “maliciosos”, que se encarguen de proporcionar 
información falsa sobre tablas de enrutamiento que impidan el acceso a ciertas 
máquinas de la red. 
 
 Activación de programas “virus”, cuyo objetivo es replicarse dentro de un sistema 
informático, consumiendo la memoria y la capacidad del procesador hasta 
detener por completo al equipo infectado.  
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 Envío masivo de miles mensajes de correo electrónico (“mail bombing”), 
provocando la sobrecarga del servidor de correo y/o de las redes afectadas. 
 
 “Ataque reflector” (“reflector attack”), que persigue generar un intercambio 
ininterrumpido de tráfico entre dos o más equipos para disminuir su rendimiento o 
incluso conseguir su bloqueo total dentro de una red. 
 
 Incumplimiento de las reglas de un protocolo. Para ello, se suelen utilizar 
protocolos no orientados a conexión, como UDP o ICMP, o bien el protocolo TCP 
sin llegar a establecer una conexión completa con el equipo atacado. 
 
A continuación se da una lista de algunos de los ataques de denegación de servicio más 
conocidos, y que en algún momento han sido (o son) usados. Aunque es necesario 
anotar que no están todos los que puedan existir, sin embargo todos entran dentro de 
alguna de las clasificaciones mencionadas anteriormente [35] [36] [37] [39] [40]. 
 
 El ping de la muerte: por medio del comando “ping –l 65510 
direccion_equipo_victima”, que envía un paquete IP de un tamaño superior a los 
65.536 bytes. La diferencia a la solicitud de eco normal, es el gran tamaño del 
paquete IP que lo contiene. El RFC 791 especifica que el tamaño máximo de un 
paquete IP es de 65.535 bytes. Una solicitud de eco ICMP con más de 65.507 
(65,535-20-8) bytes de datos puede causar que un sistema remoto se bloquee al 
volver a ensamblar los fragmentos de estos paquetes. 
 
Figura 3-2: Ping De La Muerte (Tomada de 
http://www.trainsignal.com/blog/ping-of-death-and-dos-attacks). 
 
 


 Land Attack: Debido a un error en la implementación del protocolo TCP/IP en 
algunos sistemas Windows, el ataque se  inicia enviando un paquete SYN con la 
dirección IP de la víctima como fuente y destino, si el host de destino no esta 
protegido contra este tipo de ataque, puede terminar tratando de establecer una 
conexión con el mismo, y caer en un bucle que continúa hasta que el valor de 
tiempo de espera que se alcance. 
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Figura 3-3: Land Attack (Tomada de http://www.trainsignal.com/blog/ping-of-
death-and-dos-attacks). 
 
 
 
 
 Teardrop: Este tipo de ataque consistente en el envío de paquetes TCP/IP 
fragmentados de forma incorrecta. Este ataque envía paquetes con opciones de 
fragmentación y reensamble. El encabezado IP contiene los campos necesarios 
para manejar los problemas de fragmentación. Básicamente hay tres campos 
dentro de un datagrama IP relacionados con la fragmentación y el reensamble, 
estos son:  
 
o Bit no fragmentar  
o Más fragmentos de bits  
o Desplazamiento del Fragmento. 
  
El campo de desplazamiento del fragmento, es el campo más importante en este 
tipo de ataque, se utiliza para indicar la posición inicial de cada fragmento en 
relación con el paquete original sin fragmentar. El atacante inicia la transmisión de 
paquetes IP fragmentados que contienen fragmentos con un desplazamiento que 
hace que estos se solapen lo que hace que la víctima no pueda volver a 
reensamblarlos y al tratar de realizar este proceso agota sus recursos y provoque 
un colapso del sistema.  
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Figura 3-4: Teardrop Attack (Tomada de http://www.trainsignal.com/blog/ping-
of-death-and-dos-attacks). 
 
 
 
 SYN Flood: Este ataque se basa en un incumplimiento de las reglas básicas del 
protocolo TCP por parte del cliente. Al establecer la conexión por medio del 
procedimiento “three-way handshake”, se envía una petición de conexión al 
equipo víctima, pero este no responde a la aceptación de la conexión por parte 
del equipo atacado (Este tipo de ataque por lo general es originado por una 
dirección IP suplantada por lo que es más difícil de localizar al atacante). El 
equipo víctima deja la conexión en estado de “semi-abierta”, consumiendo de este 
modo recursos de la máquina. 
 
Las conexiones “semi-abiertas” caducan al cabo de un cierto tiempo, liberando 
sus recursos. No obstante, si se envían muchas peticiones de conexión siguiendo 
el ataque de SYN Flood, se colapsarán los recursos del equipo víctima, haciendo 
que no pueda atender nuevas conexiones legítimas. 
 
Figura 3-5: SYN Flood Attack (Tomada de 
http://www.trainsignal.com/blog/ping-of-death-and-dos-attacks). 
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 ICMP Flood Attack: Al igual que en el ataque SYN Flood, una inundación ICMP 
se produce cuando un atacante sobrecarga a su víctima con un gran número de 
peticiones de eco ICMP con direcciones IP de origen falsificadas.  
 
Figura 3-6: ICMP Flood Attack (Tomada de 
http://www.trainsignal.com/blog/ping-of-death-and-dos-attacks). 
 
 
 
 
 UDP Flood Attack: Inundaciones UDP no se diferencian de las inundaciones 
ICMP. La idea detrás de estos ataques es la misma de los anteriores. La única 
diferencia en este caso es el hecho de que los paquetes IP que el atacante utiliza 
contra la víctima contienen datagramas UDP de diferentes tamaños. 
 
Figura 3-7: UDP Flood Attack (Tomada de 
http://www.trainsignal.com/blog/ping-of-death-and-dos-attacks). 
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3.5 Ataques De Suplantación De Identidad 
3.5.1 IP Spoofing 
Existen diferentes posibilidades para los ataques de suplantación de la identidad. Una de 
las más conocidas se  denomina “IP Spoofing” (enmascaramiento de la dirección IP), por 
este medio un atacante modifica la cabecera de los paquetes enviados a un determinado 
sistema servidor para simular que son enviados desde un equipo distinto al que 
verdaderamente los ha originado. De esta forma, el atacante trata de seleccionar una 
dirección IP correspondiente a la de un equipo legítimamente autorizado para acceder al 
sistema que se desea engañar (en el RFC 2267 se ofrece información detallada sobre el 
problema del “IP Spoofing”). 
 
Una variación de este tipo de ataque es el secuestro de sesiones ya establecidas 
(“hijacking”), donde el atacante trata de suplantar la dirección IP de la víctima y el número 
de secuencia del próximo paquete de datos que va a transmitir. Con el secuestro de 
sesiones se podrían llevar a cabo determinadas operaciones en nombre de un usuario 
que mantiene una sesión activa en un servidor como, por ejemplo, realizar transferencias 
bancarias si en ese momento se encuentra conectado al servidor de una entidad 
financiera [34]. 
3.5.2 DNS Spoofing 
Los ataques de este tipo (falsificación de DNS) buscan que los equipos afectados sus 
peticiones tengan un redireccionamiento falso, por medio de una traducción errónea de 
los nombres de dominio a direcciones IP, haciendo que las peticiones de los usuarios 
afectados sean direccionadas hacia páginas Web falsas. 
 
Antes de revisar  el funcionamiento de un ataque a un servicio DNS hay que tener en 
cuenta algunas consideraciones del protocolo DNS [36]. 
 
 El protocolo DNS usa el protocolo UDP el cual no incluye procedimientos para la 
autenticación de la comunicación. 
 
 El protocolo DNS trabaja en la capa de aplicación. Si el segmento a enviar es 
menor que 512 Bytes utiliza el protocolo UDP, de otra forma usa el protocolo 
TCP. El número de puerto que utiliza el protocolo DNS para comunicarse con la 
capa de aplicación es el número 53. 
 
 Todos los mensajes generados por el protocolo DNS utilizan un único formato de 
cabecera el cual se muestra en la figura 3-8. 
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Figura 3-8: Cabecera DNS 
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o ID. Es un identificador de 16 bits asignado por el programa. Este 
identificador se copia en la respuesta correspondiente del servidor de 
nombres y se puede usar para diferenciar respuestas cuando 
concurren múltiples consultas. 
o QR. Es una bandera que indica consulta (0) o respuesta (1). 
o Op Code. Es un campo de 4-bit que especifica el tipo de consulta: 
 0 consulta estándar (QUERY). 
 1 consulta inversa (IQUERY). 
 2 solicitud del estado del servidor (STATUS). 
 Se reservan los otros valores para su uso en el futuro. 
o AA. Bandera de respuesta de la autoridad. Si está activo es una 
respuesta específica que indica que el servidor de nombres que 
responde tiene autoridad para el nombre de dominio enviado en la 
consulta. 
o TC. Bandera de truncado, esta activo si el mensaje es más largo de lo 
que permite el enlace. 
o RD. Bandera de recursividad. Este bit se copia en la respuesta e indica 
al servidor de nombres una resolución recursiva. 
o RA. Bandera de recursividad disponible. Indica si el servidor de 
nombres soporta resolución recursiva. 
o Z. Consta de 3 bits que han sido reservados para uso futuro, y debe 
estar en  cero. 
o R code. Código de respuesta de 4 bits. Los posibles valores son: 
 0. Ningún error. 
 1. Error de formato. El servidor no pudo interpretar el mensaje. 
 2. Fallo en el servidor. El mensaje no fue procesado debido a 
un problema con el servidor. 
 3. Error en nombre. El nombre de dominio de la consulta no 
existe. Sólo válido si el bit AA está activo en la respuesta. 
 4. No implementado. El tipo solicitado de consulta no está 
implementado en el servidor de nombres. 
 5. Rechazado. El servidor rechaza responder por razones de 
políticas. Los demás valores se reservan para su usuario en el 
futuro. 
o QD Count. Un entero sin signo de 16 bits que indica el número de 
entradas en la sección "question". 
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o AN Count. Un entero sin signo de 16 bits que especifica el número de 
RR’s25 en la sección "answer". 
o NS Count. Un entero sin signo de 16 bits que especifica el número de 
RRs en la sección "authority". 
o AR Count. Un entero sin signo de 16 bits que especifica el número de 
RR’s en la sección "additional records". 
También, cualquier sistema operativo de red exige que [36]: 
1. En la respuesta del servidor DNS la dirección IP del remitente debe coincidir con 
la dirección IP del servidor DNS. 
 
2. El número del puerto UDP debe coincidir con el número en la llamada DNS. 
 
3. El valor de ID en la respuesta debe coincidir con el valor ID del remitente. 
 
Por lo tanto, para realizar este ataque es necesario usar toda la información del paquete 
interceptado para formar una respuesta DNS falsa con su propia dirección IP en lugar de 
la dirección IP del objeto solicitado. 
 
Como se dijo anteriormente el objetivo de este ataque es que un servidor DNS legítimo 
acepte y utilice información incorrecta obtenida de un computador que no tiene autoridad 
para ofrecerla. De esta forma, se busca “inyectar” información falsa en el base de datos 
del servidor de nombres, lo cual es conocido como “envenenamiento de la caché del 
servidor DNS”, ocasionando con ello serios problemas de seguridad, como los que se 
describen a continuación [36]:  
 
 Redirección de los usuarios del servidor DNS atacado a sitios Web falsos en 
Internet, que simulan ser los portales Web originales. De esta forma, los 
atacantes pueden inducir a los usuarios descarguen de Internet software 
modificado en lugar del legítimo (descarga de código dañino, como virus o 
troyanos, desde sitios Web maliciosos).  
 
 La manipulación de los servidores DNS también es usado para el “phishing26”, 
mediante la redirección de los usuarios hacia páginas Web falsas creadas con la 
intención de obtener datos confidenciales, como claves de acceso a servicios de 
banca electrónica. 
 
 Otra posible consecuencia de la manipulación de los servidores DNS son los 
ataques de Denegación de Servicio (DoS), al provocar la redirección permanente 
                                               
 
25
 Los registros de recursos (RR) más comunes son:  Host (A), Alias (CNAME), Agente de 
intercambio de correo (MX), Puntero (PTR), Ubicación de servicios (SRV),  
26
 El phishing consiste en el robo de información personal y/o financiera del usuario, a través de la 
falsificación de un ente de confianza. De esta forma, el usuario cree ingresar los datos en un sitio 
de confianza cuando, en realidad, estos son enviados directamente al atacante. 
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hacia otros servidores en lugar de hacia el verdadero, y de este modo no puede 
ser localizado y, debido a esto, visitado por sus legítimos usuarios. 
 
 Los mensajes de correo pueden ser redirigidos hacia servidores de correo no 
autorizados, donde pueden ser leídos, modificados o eliminados. Para esto solo 
es necesario modificar el registro MX (“Mail Exchanger”) de la tabla de datos del 
servidor DNS atacado. 
3.6 Introducción en el sistema de “malware” (código 
malicioso) 
Se conoce como código malicioso o dañino (“malware”) a cualquier programa, 
documento o mensaje susceptible de causar daños en las redes y sistemas informáticos. 
Así, dentro de esta definición estarían incluidos los virus, troyanos, gusanos, bombas 
lógicas, etcétera [41]. 
 
Es notable la rapidez de propagación de este tipo de programas por medio del correo 
electrónico, las conexiones en redes de computadores y los servicios de intercambio de 
archivos (P2P) o de mensajería instantánea.  
 
El software diseñado para causar daños o pérdida de datos por lo general está 
relacionado con actos de vandalismo. Muchos virus son diseñados para destruir archivos 
en discos duros o para dañar el sistema de archivos escribiendo datos no válidos. 
Algunos gusanos son diseñados para modificar páginas web dejando escrito el alias del 
autor o del grupo por todos los sitios por donde pasan. Estos gusanos pueden parecer el 
equivalente informático del grafiti. 
 
Sin embargo, debido al gran aumento de usuarios de Internet, el software malicioso ha 
evolucionado y es diseñado para sacar beneficio de él, ya sea de manera legal o ilegal. 
Desde 2003, la mayor parte de los virus y gusanos han sido diseñados para tomar control 
de computadoras para su explotación en el mercado negro. Estas computadoras 
infectadas ("computadoras zombi") son usadas para el envío masivo de spam por e-mail, 
para almacenar datos ilegales como pornografía infantil, o para unirse en ataques DoS 
[36].  
 
Hay muchos más tipos de malware producido con ánimo de lucro, por ejemplo el 
spyware, el adware intrusivo y los hijacker tratan de mostrar publicidad no deseada o 
redireccionar visitas hacia publicidad para beneficio del creador. Estos tipos de malware 
no se propagan como los virus, generalmente son instalados aprovechándose de 
vulnerabilidades o junto con software legítimo como aplicaciones P2P. 
 
Se puede considerar como malware todo programa con algún fin dañino, a continuación 
se enumeran algunos tipos (no todos ya que como se dijo anteriormente es casi 
imposible de tener una lista completa de estas amenazas) de malware y sus definiciones 
[41]. 
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3.6.1 Adware 
Adware (contracción de ADvertisement - anuncio - y softWARE) es un programa 
malicioso, que se instala en la computadora sin que el usuario lo note, cuya función es 
descargar y/o mostrar anuncios publicitarios en la pantalla de la víctima [37]. 
 
Cuando un adware infecta un sistema, el usuario comienza a ver anuncios publicitarios 
de forma inesperada en pantalla. Por lo general, estos se ven como ventanas 
emergentes del navegador del sistema operativo (pop-ups27). Los anuncios pueden 
aparecer incluso, si el usuario no está navegando por Internet. 
 
El adware no produce una modificación explícita que dañe el sistema operativo, sino que 
sus consecuencias afectan al usuario. En primer lugar, porque es una molestia para la 
víctima que el sistema abra automáticamente ventanas sin ninguna orden explícita. Por 
otro lado, el adware disminuye el rendimiento del equipo e Internet, ya que utiliza, y por 
ende consume, procesador, memoria y ancho de banda. 
 
En algunas ocasiones, la misma publicidad ejecutada por el malware, ofrecen al usuario 
la posibilidad de pagar una suma de dinero a cambio de no visualizar más los anuncios 
en su pantalla. Muchas empresas utilizan el adware como forma de comercializar sus 
productos, incluyendo la publicidad no deseada en sus versiones gratuitas y ofreciendo 
las versiones pagas sin el adware. En este caso, existen usuarios que aceptan el adware 
a cambio de utilizar la aplicación sin costo alguno. 
 
Por lo general, el adware utiliza información recopilada por algún spyware para decidir 
qué publicidad mostrar al usuario. Estas dos amenazas frecuentemente se las observa 
trabajando en forma conjunta. 
3.6.2 Botnets 
Un malware del tipo bot es aquel que está diseñado para armar botnets. Constituyen 
una de las principales amenazas en la actualidad. Este tipo, apareció de forma masiva a 
partir del año 2004, aumentando año a año sus tasas de aparición [37]. 
 
Una botnet es una red de equipos infectados por códigos maliciosos, que son 
controlados por un atacante, disponiendo de sus recursos para que trabajen de forma 
conjunta y distribuida. Cuando una computadora ha sido afectado por un malware de 
este tipo, se dice que es un equipo es un robot o zombi. 
 
Cuando un sistema se infecta con un malware de este tipo, en primer término se realiza 
una comunicación al Centro de Comando y Control (C&C) de la red botnet, el lugar 
dónde el administrador de la red puede controlar los equipos zombi. Con este paso 
consumado, el atacante ya posee administración del sistema infectado desde su C&C 
(uno o más servidores dedicados para este fin). Desde allí, el atacante podrá enviar 
órdenes a los equipos zombi haciendo uso de los recursos de estos. 
                                               
 
27
 Pop-up es un tipo de ventana que se abre sin que el usuario seleccione "Nueva ventana" en el 
menú Archivo de un programa. 
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Al controlar los sistemas remotamente (total o parcialmente), los dueños de las redes 
botnets puede disponer de estas para llevar a cabo diferente tareas maliciosas, 
aprovechando los recursos de todos los equipos que forman parte de la red para cometer 
cualquier tipo de acción dañina. 
 
Algunas de las tareas que se realizan con frecuencia desde redes botnets son: 
 
 Envío de spam. 
 
 Realización de ataques de denegación de servicio distribuido (DDoS). 
 
 Alojamiento de archivos para sitios web: material pornográfico, pedófilo, warez, 
cracks, sitios de phishing, etc. 
 
 Distribución e instalación de nuevo malware. 
 
 Abuso de publicidad online. 
 
La comunicación entre los equipos zombi y el C&C se realiza a través de comandos. 
Estos pueden ser enviados por diferentes metodologías y protocolos: canales de chat 
IRC (metodología clásica), comunicaciones HTTP, redes peer-to-peer (P2P) o comandos 
en redes sociales (metodologías modernas), entre otras. 
 
Las acciones que realiza un equipo zombi, tanto en su comunicación con el administrador 
de la red, como en sus actividades maliciosas; son realizadas en su totalidad de forma 
transparente al usuario. Por este motivo, uno de los síntomas más importantes de un 
sistema infectado por un malware de este tipo, es el consumo excesivo de recursos, el 
cual ralentiza el funcionamiento del sistema y de las conexiones, incluso, impedirá su 
uso. 
 
En la actualidad, las redes botnet son uno de los recursos más utilizados por los 
atacantes para perpetrar acciones maliciosas, otorgando a estos la posibilidad de realizar 
ataques a gran escala desde todos los sistemas infectados. Además, las redes botnet 
ofrecen a los atacantes anonimato, siendo los equipos zombi los que en última instancia 
están realizando el ataque o acción dañina. 
3.6.3 Gusanos 
En términos informáticos, los gusanos son en realidad un sub-conjunto de malware. Su 
principal diferencia con los virus radica en que no necesitan de un archivo anfitrión para 
seguir vivos. Los gusanos pueden reproducirse utilizando diferentes medios de 
comunicación como las redes locales o el correo electrónico. El archivo malicioso puede, 
por ejemplo, copiarse de una carpeta a otra o enviarse a toda la lista de contactos del 
correo electrónico citando solo algunos ejemplos [41]. 
 
La segunda diferencia con los virus tradicionales es que los gusanos no deben 
necesariamente provocar un daño al sistema. El principal objetivo de un gusano es 
copiarse a la mayor cantidad de equipos como sea posible. En algunos casos los 
gusanos transportan otros tipos de malware, como troyanos o rootkits; en otros, 
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simplemente intentan copar los recursos del sistema como memoria o ancho de banda 
mientras intenta distribuirse e infectar más computadores. 
 
Los gusanos aprovechan las vulnerabilidades del sistema para propagarse; tanto de un 
sistema operativo como vulnerabilidades de las aplicaciones. 
 
Para infectar por primera vez el equipo, estos programas generalmente aprovechan la 
ingeniería social mostrando temas o mensajes atractivos, principalmente si se trata de un 
mensaje de correo electrónico con el gusano adjunto. Una vez que se realizó esta acción, 
el gusano ya se propaga por los diferentes archivos del sistema o por la red a la que está 
conectado el mismo, siguiendo su propagación por sí solo. 
 
En general, los gusanos son mucho más fáciles de eliminar de un sistema que los virus, 
dado que no infectan archivos. Los gusanos muy a menudo se añaden al inicio del 
sistema o modifican las claves de registro, para asegurarse que serán cargados cada vez 
que el mismo se inicie. 
 
Tipos de gusanos [41]: 
 
 De correo electrónico: Los gusanos que se envían por correo electrónico son 
los más antiguos y también los más populares. Las técnicas utilizadas son 
similares a las explicadas en los gusanos, por medio de mensajes atractivos 
utilizando ingeniería social, envío automático a la libreta de contactos si el usuario 
está infectado y archivos adjuntos por lo general ejecutables. Una de las 
características relevantes es la de suplantar la identidad de un usuario con fines 
maliciosos, conocida como spoofing. De esta forma, el correo llega a través de un 
remitente conocido por el usuario, solo que este no ha enviado el correo de forma 
voluntaria. Este detalle puede hacer que el usuario confíe en el correo solo por los 
datos de quién lo envía. 
 
 De P2P: Los gusanos también utilizan las redes P2P como medio de transmisión 
para infectar computadores. En este tipo de redes (como el Emule o el Kazaa) 
utilizan nombres atractivos, teniendo en cuenta cuáles son las palabras más 
buscadas en estos servicios. Entre los disfraces más comunes, aparentan ser 
generalmente cracks de programas, fotos o videos de mujeres famosas o 
películas taquilleras. 
 
 Web: También es posible descargar un gusano a través de páginas web. Las 
técnicas utilizadas son similares al resto de los tipos de gusanos, utilizando 
nombres atractivos y creando páginas web falsas. Estos gusanos se combinan 
muchas veces con técnicas de phishing para lograr que la víctima ingrese a la 
página web y descargue el archivo malicioso.  
 
Otra metodología de propagación web, utilizada por los gusanos, es a través de 
vulnerabilidades en las aplicaciones utilizadas. A través de la ejecución de scripts 
(porciones de código), es posible generar una descarga y ejecución del código 
malicioso, sin necesidad de intervención del usuario. Esta técnica se denomina 
Drive-By-Download, siendo el único paso que realiza el usuario para infectarse, el 
ingreso a una URL con el código malicioso. Estos scripts, se encuentran por lo 
general ofuscados, de forma tal de evitar su detección. 
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 De mensajería instantánea: Estos gusanos aprovechan el envío de archivos 
en el cliente de mensajería instantánea. Por lo general, solo afectan a los más 
populares: el MSN y el Windows Messenger. De esta forma, el usuario recibe la 
opción para transferir un archivo que en realidad es malware. Por lo general, 
estos archivos utilizan nombres atractivos para asegurarse que más usuarios lo 
descargarán, combinando el malware con técnicas de ingeniería social. Por lo 
general, un computador que está infectada con este tipo de malware, al iniciar 
sesión en Messenger, automáticamente el código malicioso envía el archivo (la 
invitación para descargar el archivo específicamente) a todos los contactos que 
tenga el usuario conectados. Otra característica es que comúnmente estos 
archivos son ejecutables (extensión .exe o .bat) a pesar de que en el texto de 
envío figuran como fotos o videos. 
3.6.4 Spyware 
Los spyware o (programas espías) son aplicaciones que recopilan información del 
usuario, sin el consentimiento de este. El uso más común de estos aplicativos es la 
obtención de información respecto a los accesos del usuario a Internet y el posterior 
envío de la información tomada a entes externos [41]. 
 
Al igual que el adware, no es una amenaza que dañe al computador, sino que afecta el 
rendimiento de este y, en este caso, atenta contra la privacidad de los usuarios. Sin 
embargo, en algunos casos se producen pequeñas alteraciones en la configuración del 
sistema, especialmente en las configuraciones de Internet o en la página de inicio. 
 
Puede instalarse combinado con otras amenazas (gusanos, troyanos) o 
automáticamente. Esto ocurre mientras el usuario navega por ciertas páginas web que 
aprovechan vulnerabilidades del navegador o del sistema operativo, que permiten al 
spyware instalarse en el sistema sin el consentimiento del usuario. 
 
No es el objetivo de este tipo de malware, robar archivos del computador, sino obtener 
información sobre los hábitos de navegación o comportamiento en la web del usuario 
atacado. Entre la información tomada se puede incluir qué páginas web se visitan, cada 
cuánto se visitan, cuánto tiempo permanece el usuario en el sitio, qué aplicaciones se 
ejecutan, qué compras se realizan o qué archivos se descargan. 
 
Ciertos spyware poseen características adicionales para conseguir información e intentan 
interactuar con el usuario simulando ser buscadores o barras de herramientas. Con estas 
técnicas, los datos obtenidos son más legítimos y confiables que con otros métodos 
espías utilizados. 
 
Otro modo de difusión es a través de los programas que, legítimamente incluyen adware 
en sus versiones gratuitas y ofrecen e informan al usuario de la existencia de esta. Es 
habitual, aunque no se informe al usuario, que también se incluya algún tipo de spyware 
en estas aplicaciones para complementar con los anuncios publicitarios aceptados 
legítimamente por el usuario. 
 
Tanto el spyware como el adware forman parte de una etapa posterior en la historia del 
malware, respecto a otros tipos de amenazas como virus, gusanos o troyanos. Los 
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primeros ejemplares de esta amenaza se remontan a mediados de los años 90, con la 
popularización de Internet. Tanto el spyware como el adware, no tienen las capacidades 
de auto-propagación que poseen los virus. 
3.6.5 Troyanos 
El nombre de esta amenaza proviene de la leyenda del caballo de Troya, ya que el 
objetivo es el de engañar al usuario. Son archivos que simulan ser normales e 
indefensos, como pueden ser juegos o programas, de forma tal de "tentar" al usuario a 
ejecutar el archivo. De esta forma, logran instalarse en los sistemas. Una vez ejecutados, 
parecen realizar tareas inofensivas pero paralelamente realizan otras tareas ocultas en el 
computador [41]. 
 
Al igual que los gusanos, no siempre son malignos o dañinos. Sin embargo, a diferencia 
de los gusanos y los virus, estos no pueden replicarse por sí mismos. 
 
Los troyanos pueden ser utilizados para muchos propósitos, entre los que se encuentran, 
por ejemplo: 
 
 Acceso remoto (o Puertas Traseras): permiten que el atacante pueda conectarse 
remotamente al equipo infectado. 
 
 Registro de del teclado y robo de contraseñas. 
 
 Robo de información del sistema. 
 
Los "disfraces" que utiliza un troyano son diversos. En todos los casos intentan 
aprovechar la ingenuidad del usuario explotando diferentes técnicas de Ingeniería Social. 
Uno de los casos más comunes es el envío de archivos por correo electrónico simulando 
ser una imagen, un archivo de música o algún archivo similar, legítimo e inofensivo. 
Además del correo electrónico, otras fuentes de ataque pueden ser las mensajerías 
instantáneas o las descargas directas desde un sitio web. 
 
Al igual que los gusanos, se pueden encontrar los primeros troyanos a finales de los años 
80, principios de los años 90, de la mano del surgimiento de la Internet. 
 
Tipos de troyanos [41]: 
 
 Backdoors: Otros nombres para estos tipos son troyanos de acceso remoto o 
puertas traseras. Un troyano de estas características, le permite al atacante 
conectarse remotamente al equipo infectado. Las conexiones remotas son 
comúnmente utilizadas en informática y la única diferencia entre estas y un 
backdoor es que en el segundo caso, la herramienta es instalada sin el 
consentimiento del usuario. La tecnología aplicada para acceder remotamente al 
equipo no posee ninguna innovación en particular ni diferente a los usos 
inofensivos con que son utilizadas estas mismas aplicaciones. Una vez que el 
atacante accede al computador del usuario, los usos que puede hacer del mismo 
son múltiples, según las herramientas que utilice, por ejemplo enviar correos 
masivos, eliminar o modificar archivos, ejecutar archivos, reiniciar el equipo o 
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usos más complejos como instalar aplicaciones para uso malicioso (por ejemplo: 
alojamiento de sitios web de violencia o pedofilia). 
 
 Keyloggers: Los keyloggers (del inglés Key = Tecla y Log = Registro) son uno de 
los tipos más utilizados para obtener información de los usuarios. Los troyanos de 
este tipo, instalan una herramienta para detectar y registrar las pulsaciones del 
teclado en un sistema. Pueden capturar información como contraseñas de 
correos, cuentas bancarias o sitios web, entre otras, y por lo tanto atentar contra 
información confidencial del usuario. La información capturada es generalmente 
enviada al atacante, en archivos de texto con la información. Estos troyanos, no 
son una amenaza para el sistema sino para el usuario y su privacidad. Los datos 
recolectados, pueden ser utilizados para realizar todo tipo de ataques, con fines 
económicos o simplemente malignos como modificar las contraseñas de las 
cuentas de acceso a algún servicio. 
 
 Banker: Los troyanos bancarios tienen como principal objetivo robar datos 
privados de las cuentas bancarias de los usuarios. Utilizan diferentes técnicas 
para obtener los datos de acceso a todo tipo de entidades financieras, algunas de 
ellas son reemplazar parcial o totalmente el sitio web de la entidad, enviar 
capturas de pantalla de la página bancaria (útiles cuando el usuarios utiliza 
teclados virtuales) o incluso la grabación en formato de video de las acciones del 
usuario mientras accede al sitio web. Los datos por lo general son enviados al 
atacante, por correo electrónico o alojándolos en sitios FTP. 
 
 Downloader: Este tipo de troyanos tiene como principal función la de descargar 
otros archivos maliciosos. Esta clase de amenazas no hace algún daño en sí, sino 
que descarga otros archivos maliciosos para el computador. El troyano se 
encarga, no solo de descargar los archivos, sino también de ejecutarlos o 
preparar la máquina para su ejecución automática al inicio. 
 
 Proxy: Este tipo de troyanos instalan herramientas en el computador que le 
permiten al atacante utilizar este como un servidor proxy. Un proxy es un servidor 
que da acceso a otros computadores a Internet a través de él. En este caso, el 
atacante utiliza el computador infectado para acceder a la web a través de él, 
enmascarando su identidad. En resumen, el atacante utiliza el troyano para 
cometer delitos por Internet (envío de spam, robo de información o de dinero) y, si 
se rastreara el origen del ataque, se encontraría el computador infectado con el 
troyano. 
 
 Password Stealer: Estos se encargan de robar información introducida en los 
formularios en las páginas web. Pueden robar información de todo tipo, como 
direcciones de correo electrónico, logins, passwords, PIN’s, números de cuentas 
bancarias y de tarjetas de crédito. Estos datos pueden ser enviados por correo 
electrónico o almacenados en un servidor al que el delincuente accede para 
recoger la información robada. En la mayoría de sus versiones, utilizan técnicas 
keyloggers para su ejecución y son similares a estos. 
 Dialer: Los troyanos "Dialer" crean conexiones telefónicas en el computador del 
usuario, utilizando las funcionalidades del módem. Estas conexiones son creadas 
y ejecutadas de forma transparente a la víctima. Generalmente, se trata de 
llamados de alto costo a sitios relacionados con contenido adulto en Internet. Este 
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tipo de troyanos crean un daño económico al usuario, el computador no se ve 
afectado por hacer una llamada telefónica. 
3.6.6 Virus 
Un virus es un programa informático creado para producir algún daño en el computador y 
que posee, además, dos características particulares: pretende actuar de forma 
transparente al usuario y tiene la capacidad de reproducirse a sí mismo [41]. 
 
Todas las cualidades mencionadas pueden compararse con los virus biológicos, que 
producen enfermedades (y un daño) en las personas, actúan por sí solos y se 
reproducen (contagian). 
 
Como cualquier virus, los virus informáticos necesitan de un anfitrión o huésped donde 
alojarse, y este puede ser desde un archivo ejecutable, el sector de arranque o incluso la 
memoria del computador. 
 
El daño que un virus puede causar también es extremadamente variable, desde un 
simple mensaje en pantalla para molestar al usuario o la eliminación de archivos del 
sistema, hasta inhabilitar completamente el acceso al sistema operativo son algunas de 
las alternativas conocidas. Los virus pueden infectar de dos maneras diferentes. La 
tradicional consiste en “inyectar” una porción de código en un archivo normal, es decir, el 
virus reside dentro del archivo ya existente, de esta forma cuando el usuario ejecute el 
archivo, además de las acciones normales del archivo en cuestión, se ejecutan las 
instrucciones del virus. La segunda forma de infectar consiste en “ocupar el lugar” del 
archivo original y renombrar este por un nombre conocido solo por el virus. En este caso, 
al ejecutar el archivo primero se ejecuta el malicioso y, al finalizar las instrucciones, este 
llama al archivo original, ahora renombrado. 
 
Cuando un virus es ejecutado se producen dos acciones en paralelo, el daño en cuestión 
y la propagación para seguir infectando. Esta es la característica primordial de los virus, 
su capacidad de reproducirse por sí mismos, el mismo virus es el que causa el daño y 
continúa infectando nuevos computadores o archivos. 
 
A pesar de que hoy en día la principal vía de contagio es a través de Internet, los canales 
de entrada de un virus informático pueden ser variables y se incluyen también los medios 
de almacenamiento (un disco rígido, un diskette, memoria USB, etc.) o una red local (por 
ejemplo, a través de las carpetas compartidas). 
 
El surgimiento de los virus informáticos se puede localizar de forma aproximada a 
comienzos de los años 80. Sin embargo, los virus de hoy en día no son los mismos que 
de esa época. Estos han evolucionado en muchos aspectos y uno de los principales es la 
capacidad de infectar archivos no ejecutables (los programas como .exe, .bat o .com) 
como por ejemplo los .mp3 o .pdf, entre otros.  
 
Los archivos no ejecutables como los mencionados anteriormente, también se ejecutan 
pero utilizando una aplicación ajena al archivo en sí mismo. Otra de las características 
principales que ha evolucionado es la velocidad de reproducción. Los nuevos virus 
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aprovechan las conexiones de alta velocidad de Internet para contagiar la mayor cantidad 
de computadoras en el menor tiempo posible. 
 
Hasta aquí se hace un resumen  de los diferentes tipos de malware, el cual ha sido 
tomado de ESET Latinoamérica.  
3.7 Ataques de “Cross-Site Scripting” (XSS) 
Los ataques de “Cross-Site Scripting” (secuencias de comandos entre páginas Web) 
consisten básicamente en la ejecución de código “Script” (como Visual Basic Script o 
Java Script) arbitrario en un navegador, en el contexto de seguridad de la conexión a un 
determinado servidor Web [36]. 
 
Estos son ataques dirigidos a las páginas Web que muestran de forma dinámica el 
contenido de los usuarios sin verificar ni codificar la información ingresada por ellos. Este 
tipo de ataque obliga a la página Web a mostrar el código HTML o los comandos 
ingresados por los usuarios. Por lo tanto, el código incluido (por lo general se usa el 
término "inyectado") en una página Web vulnerable se considera "malintencionado".  
 
Son ataques dirigidos, por lo tanto, contra los usuarios y no contra el servidor Web. Por 
medio de “Cross-Site Scripting”, un atacante pueda realizar operaciones o acceder a 
información en un servidor Web en nombre del usuario afectado, suplantando su 
identidad. 
 
La mayoría de los navegadores tienen la capacidad de interpretar las secuencias de 
comandos de las páginas Web, incluso en otros lenguajes, como JavaScript, VBScript, 
Java, ActiveX o Flash. Las siguientes etiquetas HTML permiten incorporar secuencias de 
comandos ejecutables en una página Web: <SCRIPT>, <OBJECT>, <APPLET> y 
<EMBED> [36].   
3.8 Ataques de Inyección de Código SQL 
SQL es un lenguaje estándar para acceder y manipular bases de datos. Se produce una 
inyección SQL cuando, de alguna forma, se inserta o "inyecta" código SQL invasor dentro 
del código SQL programado, con el fin de alterar el funcionamiento normal del programa 
y lograr así que se ejecute la porción de código "invasor" embebido, en la base de datos 
[36]. 
 
Este tipo de ataque normalmente es de carácter malicioso, dañino o espía, por tanto es 
un problema de seguridad informática, y debe ser tomado en cuenta por el programador 
de la aplicación para poder prevenirlo. Un programa elaborado con descuido o con 
ignorancia del problema, puede ser vulnerable, y la seguridad del sistema (base de 
datos) puede quedar comprometida. 
 
La intrusión ocurre durante la ejecución del programa vulnerable, ya sea, en 
computadores de escritorio o bien en sitios Web, en éste último caso ejecutándose en el 
servidor que los aloja. 
Al ejecutarse la consulta en la base de datos, el código SQL inyectado también se 
ejecutará y podría hacer  diferentes de cosas, como insertar registros, modificar o 
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eliminar datos, autorizar accesos e, incluso, ejecutar otro tipo de código malicioso en el 
computador [36]. 
 
 
  
 
4. DEFINICION Y VALIDACION DEL MODELO  
4.1 Definición Del Modelo 
 
Ya que el objeto principal de este trabajo es la “Definición De Un Modelo De Seguridad 
En redes De Cómputo, Mediante El uso De técnicas De Inteligencia Artificial”, primero es 
necesario hacer algunas precisiones que deben ser tenidas en cuenta para la 
comprensión del modelo. 
 
La base que fundamenta su definición y su posterior validación, son esencialmente tres 
premisas: 
 
 Las amenazas,  son el preámbulo a los ataques. No son autocontenidas, es decir 
se ejecutan por medio de un conjunto de tramas que en su totalidad brindan 
información al atacante sobre una vulnerabilidad específica. 
 
 Las amenazas no son el único tráfico presente en la red en el momento de su 
ejecución, dicho de otra forma los paquetes que se generan en un ataque van 
acompañadas de paquetes de tráfico normal. Este tráfico normal en el proceso de 
adquisición y preprocesamiento de datos para su clasificación (en este trabajo) se 
denomina “ruido”.  
 
 En el proceso de reconocimiento del sistema por parte del atacante, no se realiza 
un solo tipo de amenaza, sino que en términos generales son un conjunto de 
estas, cada una de las cuales le brinda diferente información. 
 
En resumen, las amenazas a una red de datos están conformadas por un conjunto de 
tramas con características específicas que buscan detectar vulnerabilidades en un 
sistema, las cuales representan riesgos que son usados para lanzar ataques. 
 
De acuerdo a lo anterior, se propone el siguiente modelo (ver Figura 4-1), el cual fue 
probado y validado en los apartados siguientes de este trabajo. Donde: 
 
 Adquisición y Preprocesamiento De Datos:  
 
Recopilación De datos: Es el proceso de captura de tráfico de red por medio de un 
sniffer (Wireshark) en momentos específicos y donde se sabe que está ocurriendo un 
ataque, cada uno de los set de datos está compuesto por un mínimo de 10000 tramas, 
donde el ruido puede ser del 80% como en el caso de un ataque simple (un solo ciclo) de 
escaneo intensivo de puertos hecho con el programa NMAP, el cual se ejecuta con 
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aproximadamente 2220 tramas, hasta el 10% como en el caso de un ataque tipo 
Flooding.  
 
Figura 4-1: Modelo Propuesto. 
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o Selección De datos: En este paso se seleccionan las tramas TCP las 
cuales son el objeto de este estudio. 
o Extracción De Características: En este proceso se extrae de cada trama 
los campos de interés para este estudio. 
o Normalización Y reducción De Dimensionalidad: En este paso se 
realiza el preprocesamiento del set de datos y del cual sale un set 
estandarizado para alimentar la Base de Conocimiento y probar la 
hipótesis según sea el caso.  
 
 Clasificación: En este paso se clasifican los sets obtenidos durante el proceso 
anterior en ataque o trafico normal. 
 
 Base De Conocimiento (B de C): Es el conjunto total del set de datos ya 
clasificados y debidamente identificados los cuales se reparten en 2/3 para el 
conjunto de entrenamiento y validación y 1/3 parte como set de prueba y con los 
cuales se alimentará el algoritmo de aprendizaje. 
 
 Algoritmo De Aprendizaje: Algoritmo usado para el entrenamiento del sistema y 
con el cual alimenta el clasificador. 
 
 Trafico No Clasificado: Conjunto de datos sin clasificar que alimentan el 
clasificador con el fin de determinar si es un a taque o trafico normal. 
 
 Clasificador: Elemento del sistema que clasifica las tramas de acuerdo con las 
reglas suministrada por el algoritmo de aprendizaje. 
4.2 Adquisición Y Preprocesamiento De Los datos 
4.2.1 Recopilación De Datos 
Para este trabajo era necesario obtener un conjunto de datos sobre la cual se pudiera 
trabajar, y que permitiera entrenar el algoritmo de aprendizaje. Para esta tarea se 
utilizaron los programas de distribución gratuita Wireshark28 para la captura de tramas, 
Virtual Box para la virtualización, NMAP para escanear puertos, IDSWakeup y hping 
(bajo plataforma Linux) como generador de ataques de denegación de servicio DoS. 
Con estas dos últimas herramientas se simularon ataques en una red compuesta por 
máquinas virtuales Linux (Ubuntu Server 10.11), Windows XP SP2 y Windows 7.   
                                               
 
28
 Wireshark, es un analizador de protocolos utilizado para realizar análisis y solucionar 
problemas en redes de comunicaciones, para desarrollo de software y protocolos, y como una 
herramienta didáctica para educación. Cuenta con todas las características estándar de un 
analizador de protocolos. 
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Según el modelo propuesto en el apartado anterior, es necesario el uso de un conjunto 
de datos los cuales se obtiene a partir de los datos obtenidos  de campos específicos de 
tramas TCP. 
 
Figura 4-2: Escaneo intensivo de puertos con NMAP. 
 
 
 
Se generaron 3 (tres) sets de datos cada uno con 100 (cien) muestras  distribuidos de la 
siguiente forma: 
 100 sets de datos con ataques (generados con IDSWakeup) de denegación de 
servicio que contiene los siguientes tipos de ataques: 
o teardrop. 
o land get_phf. 
o bind_version. 
o get_phf_syn_ack_get. 
o ping_of_death 
o Syndrop. 
o Newtear. 
o X11 
o SMBnegprot. 
o smtp_expn_root,finger_redirect. 
o ftp_cwd_root. 
o ftp_port, trin00_pong. 
o back_orifice 
o msadcs. 
o www_frag. 
o www_bestof. 
o ddos_bestof 
o telnet_bestof. 
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o rlogin_bestof. 
o tcpflag_bestof. 
o icmp_bestof. 
o smtp_bestof. 
o misc_bestof. 
o dos_chargen 
o dos_snortk. 
o dos_syslog. 
 
A continuación se muestra un ejemplo de captura con Wireshark del tráfico 
generado con este programa: 
 
Figura 4-3: Ejemplo de ataque con IDSWakeup. 
 
 
 
 100 sets de datos de amenazas generados con NMAP y ping, que contienen los 
siguientes tipos de amenazas: 
 
o SYN Scan. 
o FIN Scan. 
o Xmas Scan. 
o Win Scan. 
o Idle Scan. 
o HTTP_INVALID. 
 
 200 sets de datos normales (tomados de un equipo de escritorio con acceso a 
internet). 
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Figura 4-4: Ejemplo de tráfico normal. 
 
 
 
Todas las tramas (tanto los de ataques como los de tráfico normal, fueron almacenados 
en formato de arreglo de paquetes de byte con extensión .c, (el cual proporciona 
Wireshrak). 
4.2.2 Selección De Datos Y Extracción De Características 
Como se observó en el recuento realizado en el capítulo  reservado a los ataques más 
frecuentes, es claro que toda amenaza de intrusión, inicia con la exploración del sistema 
objetivo, para de esta forma hacer un recuento de sus posibles vulnerabilidades y así 
realizar un ataque. La única forma de que el atacante pueda tener conocimiento de éstas, 
es enviando diferentes tipos de tramas usadas para tal fin, y analizar la respuesta que se 
recibe de parte del equipo atacado. 
 
De acuerdo a lo anterior es necesario usar tramas que permitan establecer una conexión 
con el equipo objetivo y así recibir estas respuestas, dicho de otra forma, usar tramas 
orientadas a la conexión. Esta condición se tiene en la tramas TCP (protocolo orientado a 
la conexión), es por esto que para este estudio se tuvieron en cuenta solamente este tipo 
de paquetes, ya que los ataques que se quieren detectar son los que solo se pueden 
llevar a cabo estableciendo una conexión con el host atacado. 
 
También para la selección de las características o campos deseados en cada trama se 
optó  por una selección ya probada y encontrada en los antecedentes de este estudio [2] 
[4] [5] [9] [16] [17], los cuales son: 
 
Tabla 4-1: Campos seleccionados de la trama TCP. 
 
campo Longitud en bits 
Len 16 
Ttl 8 
Sport 16 
Dport 16 
Seq 32 
Ack 32 
TCPFlags 8 
Window 16 
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Se tomaron estas características, ya que son los campos de la trama que entran en juego 
cuando se trata establecer un ataque o amenaza de tipo DoS o escaneo de puertos. 
No se tuvo en cuenta el campo de la dirección de origen, pues estas se pueden falsear, 
por lo tanto no es un indicador claro de amenaza. 
 
La captura de las tramas en el equipo que se usó para ser atacado, se realizó con el 
sniffer Wireshark. 
 
Se desarrolló  un programa en lenguaje c que extrajera los campos anteriormente 
mencionado de las tramas que tuvieran el identificador (06) en el byte 23 (17 en 
hexadecimal) de las tramas, ya que en este byte de las tramas TCP/IP se indica el tipo 
de protocolo que va en esta, siendo 06 valor correspondiente a el tipo TCP (ver figura 4-
5). 
Figura 4-5: Criterio de selección de la trama TCP en el archivo .c (generado por 
Wireshark). 
 
 
 
 
 
 
 
 
 
 
 
 
El archivo anterior, se procesó con el programa escrito en lenguaje c y el cual extrae e 
valor de los campos mencionados en la tabla 4-1. Estos se separaron por el carácter (|), 
el cual servirá como para su separación en el proceso de manipulación más adelante (ver 
figura 4.6). 
 
Los campos se convierten de una vez a su valor en base 10, con el fin de poder realizar 
etapas posteriores el proceso de normalización. 
 
 
 
 
 
 
 
 
 
Posición del identificador 
TCP en el formato .c 
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Figura 4-6: Formato de salida de los datos al ser extraídas las tramas seleccionadas. 
 
 
 
4.2.3 Normalización Y Reducción De Dimensionalidad 
El proceso de normalización, nos permite escalar los valores para que caigan en un 
rango específico y así facilitar la manipulación posterior de los datos. La normalización en 
este trabajo se llevó  a cabo usando el proceso Z-Score, el cual usa la media y 
desviación estándar, donde el nuevo valor se halla de la siguiente forma: 
 
   
   ̅
 
 
 Donde 
    = Nuevo valor. 
   = Valor actual. 
 
  ̅ = Promedio. 
 
  = Desviación estándar. 
 
Una vez seleccionados los campos pertinentes en las tramas TCP por medio del 
programa realizado para tal fin, se guardan en un archivo plano con extensión .txt. a 
continuación se les realiza el proceso de normalización haciendo uso del programa 
MATLAB R2009a.  
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Figura 4-7: Datos sin normalizar. 
 
 
Figura 4-8: Datos normalizados por Z-Score. 
 
 
 
Una vez normalizados cada uno de los set de datos  se realizó el proceso de obtención 
de componentes principales, con el fin de depurar las características y así reducir las 
variables en cada set de datos (de nuevo este proceso se realizó con el programa 
MATLAB R2009a). 
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Al ser cada set de datos de n x 8 (n, ya que cada set difiere en la cantidad de tramas), el 
resultado de aplicar el proceso de componentes principales redujo cada uno de estos a 
una matriz de 8 x 8, donde cada columna representa un componente principal. Estos 
están ordenadas en forma decreciente de importancia, de manera que el primer 
componente proporciona (o recoge) la mayor variabilidad posible de los datos. 
Figura 4-9:  Ejemplo de reducción de un set de datos de escaneo de puertos (con 
NMAP) por el proceso de componentes principales. 
 
Una vez hecho esto, a cada matriz de componentes principales se le identificó  su 
correspondiente autovector, con el cual se puede determinar el peso de cada 
componente principal y su aporte de información al set total. De la gráfica anterior, se 
tiene el siguiente auto vector (latent): 
latent = 
     3.4072 
      1.5621 
      0.9446 
      0.7192 
      0.6218 
     0.4097 
     0.2564 
      0.0791 
 
Por medio de un simple cálculo se puede determinar el porcentaje de cada uno de los 
componentes de autovector, el cual a su vez es el peso de cada componente principal. 
   
                
∑                     
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Esto da como resultado los siguientes valores: 
 
  3.4072 = 42.59 % 
      1.5621 = 19.53 % 
      0.9446 = 11.81 % 
      0.7192 =   8.99 % 
      0.6218 =   7.77% 
     0.4097 =   5.12 % 
     0.2564 =   3.20 % 
      0.0791 =   0.99 % 
 
Dependiendo del grado de fiabilidad (es decir que tan representado esté el dato) que se 
desee se pueden escoger uno, dos, tres, o más componentes principales. De acuerdo a 
lo anterior, con cinco componentes principales tenemos un 90.69 %, y si tomamos seis, 
llegamos a un 95.81 %. 
Como puede observarse en la figura 4-9, en la cual se muestra la representación de un 
set de datos de tráfico normal en su equivalente en componentes principales, también  
con los primeros seis componentes principales se obtiene una representación del 92.91 
% del total de los datos. 
 2.8451 = 35.56% 
1.2721 = 15.90% 
0.9896 = 12.37% 
0.9098 = 11.37% 
0.7427 = 9.28% 
0.6746 = 8.43% 
0.5621 = 7.03% 
0.004 = 0.05% 
 
Figura 4-10: Ejemplo de reducción de un set de datos de tráfico  normal por el proceso 
de componentes principales. 
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En términos generales y de acuerdo a lo observado, para cada uno de los set de datos, 
sin importar si es un set de datos de ataque o de tráfico normal, se conserva esta 
distribución, por lo tanto otra posibilidad de reducir los datos de entrenamiento del 
algoritmo de aprendizaje, seria prescindir de los dos últimos componentes principales, ya 
que esto nos ahorraría 16 variables por cada set de datos lo cual redundaría en la 
velocidad de procesamiento del modelo. 
4.3 Validación Del Modelo 
Para la validación del modelo propuesto se construyó una red neuronal (en este punto 
tan solo se propone el uso de una red neuronal de la cual su configuración final se 
obtiene después de hacer varias pruebas variando sus configuraciones, capas ocultas y 
algoritmos y de la cual se dará cuenta en las conclusiones de este trabajo) haciendo uso 
de Neural Network Toolbox de MATLAB R2012a, el cual se alimentó con los siguientes 
conjuntos de datos: 
 
 Conjunto de datos para entrenamiento y validación con 200 elementos repartidos 
en 80 elementos que representan un ataque (40%) y 120 de tráfico normal (60%). 
 
 100 datos de prueba con 20 elementos clasificados como ataque y 80 como 
tráfico normal.  
 
Cada conjunto de datos se pre procesó según  el mecanismo mencionado en el apartado 
4.2, dando como resultado para cada uno de los datos una matriz de 8x8 que son los 
componentes principales de las tramas que representan los ataques o trafico normal.  
 
Una vez obtenida la matriz de componentes principales de cada uno de los conjuntos de 
tramas, esto se manipulan para convertirlos en filas, de esta forma se obtiene una matriz 
de 200 filas por 64 columnas donde cada fila es el PCA de un conjunto de tramas en 
particular, y cada elemento de las columnas un componente de la matriz PCA.  
 
Por ejemplo: 
 
      
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
 
 
Se convierte en: 
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Figura 4-11: Conversión de la matriz PCA de 8x8 en 1x64. 
 
 
 
Una vez seleccionado el conjunto de datos de entrenamiento y validación, se genera la 
matriz objetivo (target) de dimensión 2x200, en la cual cada columna le indica al sistema 
si su correspondiente fila en la matriz de entrenamiento y validación, corresponde a un 
ataque o a trafico normal. Siendo 
 
 
 la etiqueta de ataque y 
 
 
 la etiqueta de trafico normal. 
 
De esta forma, podemos decir que las matrices se relacionan de la siguiente forma: 
 
[
             
   
                 
] [
   
   
] 
 
Una vez formateadas las matrices de entrenamiento y objetivo (target), se construyó la 
red de la siguiente forma: 
 
net=NNF(MatTr,MatObj,[Nn1,Nn2,…,Nnn],{'FTN1','FTN2',…, 'FTNn'},'Alg_Ent'); 
 
Donde:  
 
 NFR = Nueva Función de la Red. 
 
Tabla 4-2: Funciones para la creación de una NN. 
 
Funciones para la creación de una NN 
newff  Crea una red feed-forward backpropagation. 
newfftd  Crea una red feed-forward input-delay backpropagation. 
newgrnn  Crea una red de regresión generalizada. 
newhop  Crea una red Hopfield recurrente. 
newlin  Crea una capa lineal. 
newlind  Diseña una capa lineal. 
newlvq  Crea una red learning vector quantization. 
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newp  Crea un perceptron. 
newpnn  Diseña una red neuronal probabilística. 
newrb  Diseña una red de base radial. 
newrbe  Diseña una red de base radial exacta. 
newsom. Crea un mapa auto organizativo (SOM) 
 
 MatTr = Matriz de entrenamiento y validación. 
 
 MatTar = Matriz Objetivo (target). 
 
 Nn = Número de neurona en cada capa oculta. 
 
 FTN = Función De Transferencia De Las Capas Ocultas. 
 
Tabla 4-3: Tipos De Función De Transferencia. 
 
Tipos De Función De Transferencia 
compet  Función de transferencia competitiva. 
hardlim  Función de transferencia Hard-limit. 
hardlims  Función de transferencia Symmetric hard-limit. 
logsig  Función de transferencia Log-sigmoid. 
poslin  Función de transferencia Positive linear.| 
purelin  Función de transferencia Hard-limit. 
radbas  Función de transferencia Radial basis. 
satlin  Función de transferencia Saturating linear. 
satlins  Función de transferencia Symmetric saturating linear. 
softmax  Función de transferencia Soft max. 
tansig  Función de transferencia Hyperbolic tangent sigmoid. 
tribas  Función de transferencia de base triangular 
 
  
 Alg_Ent = Funcion del Algoritmo De Entrenamiento. Estos pueden ser: 
 
Tabla 4-4: Tabla de funciones para los Algoritmos De Entrenamiento.  
 
Función Algoritmo De Entrenamiento 
trainlm  Levenberg-Marquardt 
trainbr  Bayesian Regularization 
trainbfg  BFGS Quasi-Newton 
trainrp  Resilient Backpropagation 
trainscg  Scaled Conjugate Gradient 
traincgb  Conjugate Gradient with Powell/Beale Restarts 
traincgf  Fletcher-Powell Conjugate Gradient 
traincgp  Polak-Ribiére Conjugate Gradient 
trainoss  One Step Secant 
traingdx  Variable Learning Rate Gradient Descent 
traingdm  Gradient Descent with Momentum 
traingd  Gradient Descent 
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Una vez construida la red con los parámetros deseados, procedemos a la etapa de 
entrenamiento. Esta etapa tiene la siguiente sintaxis: 
 
[net,tr] = train(net, MatTr, MatTar) 
 
Una vez entrenada la red, se procede a realizar pruebas con el conjunto de pruebas, 
pero esta vez no se le suministra una matriz objetivo (esta matriz se usa para determinar 
los parámetros de eficiencia y precisión de la red), esta prueba tiene la siguiente sintaxis: 
 
salida = sim (net,MatPru) 
 
Donde MatPru es la matriz de prueba con un tamaño de 100x64. 
 
La variable salida es una matriz de 2x100 con valores que varían entre un rango que 
depende de la función de transferencia usada. De esta matriz se sacan las posiciones de 
los valores máximos para cada columna dando como resultado lo que se puede 
interpretar como el vector de clasificación a los datos de prueba suministrados.  
 
Esto es así, ya que los datos de una columna específica, dan indicio de la probabilidad 
que ese dato en particular pertenezca a una clase u otra (ataque - tráfico normal). Siendo 
el valor más alto el criterio de decisión de pertenencia a la clase. 
 
El procedimiento es similar al que se muestra a continuación. 
 
Figura 4-12: Valores de la matriz salida. 
 
 
 
A continuación de esta matriz, se genera un vector con las posiciones de los valores más 
altos en cada columna. 
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Figura 4-13: Vector de posiciones de los valores más altos de la matriz salida. 
 
 
 
 
Como puede observarse hay una relación directa entre el mayor de la columna y el valor 
de su respectivo par en el vector. Es decir que por ejemplo el valor más alto de la 
columna 1 se encuentra en la fila 2. 
 
Por otro lado, se ejecuta el mismo procedimiento con la matriz objetivo, la cual nos indica 
si la fila en la matriz de prueba es ataque o tráfico normal. 
 
Figura 4-14: Valores de la matriz objetivo (Target). 
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Figura 4-15: Vector de posiciones de los valores más altos de la matriz objetivo. 
 
 
 
A continuación se hace una operación entre vectores que permitirá interpretar la 
clasificación propuesta en la simulación y almacenada en la matriz salida. La operación 
que se realiza es la siguiente: 
 
VC = VS – 2VO 
 
 Sea VS el vector de posiciones de los valores más altos de la matriz salida. 
 Sea VO el vector de posiciones de los valores más altos de la matriz objetivo. 
 Sea VC el vector resultante de la operación. 
 
La interpretación de los valores presentes en el vector VC se da de acuerdo al siguiente 
ejemplo: 
 
Supongamos: 
 
VS = [1 1 2 2] (Esto nos indica que la simulación dio como resultado que 
las posiciones 1 y 2 son ataques, y que las posiciones 3 y 4 
son trafico normal) 
 
VO = [1 2 2 1] (Aquí se establece que las posiciones 1 y 4 son ataques y 
las posiciones 2 y 3 son tráfico normal. 
 
Se puede deducir por simple inspección y confrontación visual entre VS y VO que la 
simulación dio los siguientes resultados: 
 
 VS indica la posición 1 es un ataque y VO dice que es un ataque, por lo tanto es 
un ataque clasificado como ataque (a_a), un verdadero positivo. 
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 VS indica la posición 2 es un ataque y VO dice que es tráfico normal, por lo tanto 
es tráfico normal clasificado como ataque (n_a), un falso positivo. 
 
 VS indica la posición 3 es tráfico normal y VO dice que es trafico normal, por lo 
tanto es tráfico normal clasificado como tráfico normal (n_n), un verdadero 
negativo. 
 
 VS indica la posición 4 es tráfico normal y VO dice que es un ataque, por lo tanto 
es un ataque clasificado como tráfico normal (a_n), un falso negativo. 
 
Al realizar la operación indicada anteriormente el resultado de VC es: 
 
VC = [-1 -3 -2 0] 
 
Entonces con estos valores, puedo armar una matriz de clasificación haciendo un 
recorrido por el vector VC y contando cuantos hay de cada uno de esos valores, 
sabiendo que: 
 
 a_n =  0 
a_a = -1 
n_n = -2 
 n_a = -3 
 
Quedando la matriz de clasificación (también llamada matriz de confusión) así: 
 
    |
      
      | 
 
De estos valores se pueden extraer datos como: 
 
 Porcentaje de aciertos. El cual se calcula de la siguiente forma: 
 
   
        
 
     
 
Donde N es la cantidad de elementos, o el tamaño del vector VC. 
 
 Porcentaje de Falsos Positivos: 
 
     
   
        
     
 
 Precisión: Nos indica cuantos de los elementos clasificados como ataques, 
verdaderamente eran ataques, es decir nos da el porcentaje de los verdaderos 
positivos. Esto se calcula de la siguiente forma: 
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 Recall: Es el número de resultados correctos dividido por el número de resultados 
que deberían haber sido devueltos. Nos indica que porcentaje de elementos 
clasificados como ataques sobre el total de ataques. Su cálculo se realiza con la 
fórmula mostrada a continuación: 
 
   
   
        
     
 
 F1Score: Es una medida de precisión de una prueba. Se considera tanto la 
precisión p y el recall r de la prueba para calcular la puntuación: 
 
         
     
   
 
4.4 Análisis De Resultados 
Se realizaron pruebas con diferentes  configuraciones de red neuronal (ver anexo A) 
obteniendo los mejores resultados con una red con las siguientes características: 
 
 Función: feed-forward backpropagation. 
 # De entradas: 64 
 # De neuronas en la capa Oculta: 27 
 # De neuronas de salida: 1 
 Función de entrenamiento: Levenberg-Marquardt 
backpropagation. 
 Función de transferencia de la capa oculta: Hyperbolic tangent sigmoid transfer 
function. 
 Función de transferencia de la capa de 
salida: 
Hard limit. 
 
Los resultados obtenidos con esta configuración fueron: 
 
Tabla 4-5: Resultados obtenidos. 
 
Porcentaje de paquetes normales detectados:  91.250000% 
Porcentaje de ataques detectados :  80.000000% 
Porcentaje de clasificación correcta:  89.000000% 
Porcentaje de clasificación incorrecta:  11.000000% 
Precisión:  0.800000 
Recall:  0.695652 
F1Score:  0.744186 
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Figura 4-16: Mejor resultado de la validación del modelo. 
 
 
 
Figura 4-17: Ventana de resumen de resultados de la simulación con los datos de 
prueba. 
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Figura 4-18: Ventana de resumen del rendimiento de la simulación con los datos de 
prueba. 
 
 
 
 
Figura 4-19: Ventana de resumen de las regresiones de la simulación con los datos de 
prueba. 
 
 
  
 
5. Conclusiones 
En este trabajo se realizó una revisión de algunos de los trabajos más relevantes en el 
tema de la detección de intrusiones en las redes de cómputo, y los cuales usan técnicas 
de inteligencia artificial para llevar a cabo esta tarea. A continuación se investigó sobre 
las amenazas más representativas que pueden presentarse en las redes de cómputo, y 
de éstas se prestó mayor atención a las que representan un mayor peligro ya que van 
dirigidas a los servidores de red y por ende afectan la continuidad del servicio así como 
también la integridad y confidencialidad de los datos del sistema. 
 
Como resultado de lo anterior se determinó que un muy alto porcentaje de las técnicas 
usadas por los atacantes para vulnerar una red se basan en protocolos TCP, de ahí que 
el trabajo se desarrolló exclusivamente sobre este tipo de tramas y específicamente 
sobre 8 (ocho) campos de esta. 
 
Se armaron conjuntos de datos con los campos seleccionados  a los cuales se les realizó 
un proceso de normalización y reducción de dimensionalidad por medio del 
procedimiento de análisis de componentes principales, dando como resultado conjuntos 
estandarizados en matrices de 8 x 8 (8 filas por 8 columnas) para un total de 64 
elementos por conjunto de datos que fueron usados como entradas al clasificador 
compuesto por una red neuronal con una capa oculta de 27 neuronas y una salida de 
una neurona. 
 
Se logró una alta tasa de confiabilidad (89%) en la categorización de los conjuntos de 
datos de entrada con un porcentaje de detección del 91.25% de tráfico normal, un 80% 
de ataques y tan solo un 5.19% de falsos positivos. Teniendo en cuenta que dentro de 
los conjuntos de datos, tanto de entrenamiento, validación y pruebas, el promedio del 
ruido (como se indicó en el apartado 4.1) es de aproximadamente el 50%, es un muy alta 
la calificación que se le da al desempeño del sistema. 
 
Debido al proceso de reducción de dimensionalidad, se logró obtener un modelo que 
permite la clasificación casi en tiempo real (en promedio 4 segundos), el cual hace que 
se contemple la posibilidad de su implementación para un IDS en tiempo real que brinde 
alertas en el momento de la ejecución del ataque o amenaza. 
 
También se pudo demostrar que las redes neuronales permiten detectar ataques 
basándose en el conocimiento previo de los patrones de ataques anteriores, lo que 
permite su reentrenamiento y actualización. El éxito de este proceso depende de la 
selección adecuada de las características que permitan perfilar un patrón de ataque o 
trafico normal en una red determinada. 
 
  
 
6. Recomendaciones 
Se propone como trabajo posterior a este estudio el desarrollo de un sistema en tiempo 
real que permita la detección de amenazas antes de que se realice un ataque y su 
clasificación por categorías, lo que requiere una mayor complejidad y cantidad de 
neuronas en la capa de salida y en la selección de características. 
 
Por otro lado un trabajo complementario estaría dado en verificar y medir el desempeño 
de un IDS teniendo en cuenta tramas tipo UDP, y aumentando el número de 
características seleccionadas en las tramas pero disminuyendo la cantidad de 
componentes principales (del total) a ser usados como entradas al clasificador. 
 
  
 
A. Anexo: Resultado De Las 
Simulaciones 
1 capa Oculta 
trainlm - divideblock 
Neuronas % p r F1 
10 69.0000 0.9000 0.3830 0.5373 
11 83.0000 0.4500 0.6000 0.5143 
12 82.0000 0.8000 0.5333 0.6400 
13 82.0000 0.5000 0.5556 0.5263 
14 80.0000 0.7000 0.5000 0.5833 
15 83.0000 0.7500 0.5556 0.6383 
16 85.0000 0.8500 0.5862 0.6939 
17 84.0000 0.9000 0.5625 0.6923 
18 84.0000 0.7000 0.5833 0.6364 
19 76.0000 0.7500 0.4412 0.5556 
20 84.0000 0.8000 0.5714 0.6667 
21 83.0000 0.7500 0.5556 0.6383 
22 85.0000 0.7500 0.6000 0.6667 
23 85.0000 0.8000 0.5926 0.6809 
24 84.0000 0.8500 0.5667 0.6800 
25 86.0000 0.8500 0.6071 0.7083 
26 88.0000 0.7000 0.7000 0.7000 
27 89.0000 0.8000 0.6957 0.7442 
28 86.0000 0.9000 0.6000 0.7200 
29 83.0000 0.8500 0.5484 0.6667 
30 86.0000 0.8000 0.6154 0.6957 
31 85.0000 0.8000 0.5926 0.6809 
32 82.0000 0.9500 0.5278 0.6786 
33 86.0000 0.8000 0.6154 0.6957 
34 83.0000 0.8000 0.5517 0.6531 
35 79.0000 0.7500 0.4839 0.5882 
36 88.0000 0.8000 0.6667 0.7273 
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37 85.0000 0.9000 0.5806 0.7059 
38 87.0000 0.7500 0.6522 0.6977 
39 87.0000 0.7500 0.6522 0.6977 
40 82.0000 0.8500 0.5313 0.6538 
41 86.0000 0.8500 0.6071 0.7083 
42 84.0000 0.7500 0.5769 0.6522 
43 82.0000 0.8500 0.5313 0.6538 
44 86.0000 0.8500 0.6071 0.7083 
45 88.0000 0.8000 0.6667 0.7273 
 
 
 
trainlm - dividerand 
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     Neuronas % p r F1 
10 76.0000 0.6000 0.4286 0.5000 
11 82.0000 0.6000 0.5455 0.5714 
12 79.0000 0.6500 0.4815 0.5532 
13 81.0000 0.6500 0.5200 0.5778 
14 80.0000 0.6500 0.5000 0.5652 
15 50.0000 0.7000 0.2414 0.3590 
16 84.0000 0.3500 0.7000 0.4667 
17 82.0000 0.6000 0.5455 0.5714 
18 85.0000 0.6500 0.6190 0.6341 
19 75.0000 0.6000 0.4138 0.4898 
20 72.0000 0.4500 0.3462 0.3913 
21 78.0000 0.5500 0.4583 0.5000 
22 83.0000 0.7000 0.5600 0.6222 
23 72.0000 0.4500 0.3462 0.3913 
24 76.0000 0.5500 0.4231 0.4783 
25 81.0000 0.8500 0.5152 0.6415 
26 81.0000 0.5000 0.5263 0.5128 
27 79.0000 0.6000 0.4800 0.5333 
28 79.0000 0.5500 0.4783 0.5116 
29 80.0000 0.6000 0.5000 0.5455 
30 78.0000 0.5500 0.4583 0.5000 
31 76.0000 0.7000 0.4375 0.5385 
32 84.0000 0.9000 0.5625 0.6923 
33 88.0000 0.6500 0.7222 0.6842 
34 72.0000 0.5500 0.3667 0.4400 
35 81.0000 0.6500 0.5200 0.5778 
36 78.0000 0.8000 0.4706 0.5926 
37 82.0000 0.8500 0.5313 0.6538 
38 82.0000 0.6500 0.5417 0.5909 
39 82.0000 0.6500 0.5417 0.5909 
40 81.0000 0.6500 0.5200 0.5778 
41 81.0000 0.8000 0.5161 0.6275 
42 83.0000 0.6500 0.5652 0.6047 
43 79.0000 0.7000 0.4828 0.5714 
44 85.0000 0.6500 0.6190 0.6341 
45 79.0000 0.7500 0.4839 0.5882 
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B. Anexo: Código en C para la 
selección de campos en las tramas 
#include <iostream> 
#include <float.h> 
#include <conio.h> 
 
using namespace std; 
 
struct MatBig{ 
 
  char type[20]; 
  double mat[10][8], i; 
  MatBig *liga; 
 
}; 
 
class RTxt { 
 
  private: 
          bool f; 
          MatBig *cab, *p; 
       
  public: 
         RTxt(char []); 
         void ligarArray(MatBig *); 
         void toCrear(); 
}; 
 
RTxt::RTxt(char dir[]){ 
            
   FILE *fp; 
   char c, eom = ';'; 
   int n; 
   int i = 0, j = 0; 
   MatBig *nw; 
   fp = fopen(dir, "r"); 
   if(fp == NULL){ 
    
      printf("El archivo no existe, la ruta esta mal. Ocurrio algun problema"); 
      getch();       
98 Definición De Un Modelo De Seguridad En redes De Computo, Mediante El uso De técnicas De Inteligencia Artificial 
 
 
          
   }     
   else{ 
      cout << "Loading... Please wait...."; 
      while(!feof(fp)){ 
          
         fgets(dir, 9999, fp); 
         c = '\0'; 
         nw = new MatBig(); 
         strcpy(nw->type,dir); 
         while(c != eom){ 
           
            fscanf(fp, "%x", &n); 
            fscanf(fp, "%c", &c); 
            if(i < 10){ 
               nw->mat[i][j] = n; 
            } 
            j++; 
            if(j == 8){ 
             
               j = 0; 
               i++; 
                  
            } 
            if(c != ','){ 
                  
               fscanf(fp, "%c", &c); 
               fscanf(fp, "%c", &c); 
             
            }     
         } 
         nw->i = i+1; 
         ligarArray(nw); 
         i = 0; 
         j = 0; 
         fscanf(fp,"%s", dir); 
      } 
      fclose(fp); 
   } 
            
}; 
 
void RTxt::ligarArray(MatBig *r){ 
      
     if(cab == NULL) 
     { 
      
        cab = r;  
        p = cab; 
     } 
     else 
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     { 
           
          p->liga = r; 
          p = r; 
          p->liga = NULL; 
     } 
      
}; 
 
void RTxt::toCrear(){ 
    
   FILE *file; 
   char dir[999]; 
   fflush(stdin); 
   printf("Ingrese una direccion para guardar el archivo:\n"); 
   cin.getline(dir, 999); 
   file = fopen(dir, "wt"); 
   p = cab; 
   int i = 0, j = 1; 
   while(p != NULL){ 
       
      if(p->mat[2][7] == 6){ 
          i++; 
          fprintf(file, "%1.1f", (p->mat[2][0]*256)+p->mat[2][1]);        
          fprintf(file, "|%1.1f", p->mat[2][6]);       
          fprintf(file, "|%1.1f", (p->mat[4][2]*256)+p->mat[4][3]); 
          fprintf(file, "|%1.1f", (p->mat[4][4]*256)+p->mat[4][5]); 
          fprintf(file, "|%1.1f", (p->mat[4][6]*16777216)+ 
          (p->mat[4][7]*65536)+(p->mat[5][0]*256)+p->mat[5][1]); 
          fprintf(file, "|%1.1f", (p->mat[5][2]*16777216)+ 
          (p->mat[5][3]*65536)+(p->mat[5][4]*256)+p->mat[5][5]); 
          fprintf(file, "|%1.1f", p->mat[5][7]); 
          fprintf(file, "|%1.1f", (p->mat[6][0]*256)+p->mat[6][1]); 
          fprintf(file, "\n"); 
       } 
       j++; 
       p = p->liga; 
   } 
   fclose(file); 
 
}; 
 
int main(){ 
 
   char dir[9999]; 
   int menu; 
   cout << "Ruta del archivo: " << endl; 
   cin.getline(dir, 9999); 
   RTxt t1(dir); 
   do{ 
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      system("cls"); 
      cout << "Menu\n"; 
      cout << "0.Salir\n1.Crear\n"; 
      cin >> menu; 
      switch(menu) { 
      case 0: 
           break; 
      case 1: 
           t1.toCrear(); 
           break; 
      default: 
              cout << "Nothing happens" << endl; 
              getch(); 
              break; 
      } 
   }while (menu != 0); 
   getch(); 
   return EXIT_SUCCESS; 
} 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
C. Anexo: Código usado en MATLAB 
fn = ['C:\SDD\T\TATA.txt']; 
    fid=fopen(fn); 
    TATA = textscan(fid,'%f'); 
    TATA=cell2mat(TATA); 
    eval('TATA = TATA'); 
 fclose(fid); 
  
 fn = ['C:\SDD\T\TNATA.txt']; 
    fid=fopen(fn); 
    TNATA = textscan(fid,'%f'); 
    TNATA=cell2mat(TNATA); 
    eval('TNATA = TNATA'); 
 fclose(fid); 
  
 fn = ['C:\SDD\P\PATA.txt']; 
    fid=fopen(fn); 
    PATA = textscan(fid,'%f'); 
    PATA=cell2mat(PATA); 
    eval(['PATA = PATA']); 
 fclose(fid); 
  
 fn = ['C:\SDD\P\PNATA.txt']; 
    fid=fopen(fn); 
    PNATA = textscan(fid,'%f'); 
    PNATA=cell2mat(PNATA); 
    eval(['PNATA = PNATA']); 
 fclose(fid); 
  
fn = ['C:\SDD\V\VATA.txt']; 
    fid=fopen(fn); 
    VATA = textscan(fid,'%f'); 
    VATA=cell2mat(VATA); 
    eval('VATA = VATA'); 
 fclose(fid); 
  
 fn = ['C:\SDD\V\VNATA.txt']; 
    fid=fopen(fn); 
    VNATA = textscan(fid,'%f'); 
    VNATA=cell2mat(VNATA); 
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    eval('VNATA = VNATA'); 
 fclose(fid); 
  
 TTAR = double([TATA TNATA]); 
 PTAR = double([PATA PNATA]); 
 VTAR = double([VATA VNATA]); 
  
for i=1 : 100     
    fn = ['C:\SDD\T\T' num2str(i) '.txt']; 
    fid=fopen(fn); 
    T = textscan(fid,'%f%f%f%f%f%f%f%f','Delimiter','|'); 
    T=cell2mat(T); 
         
    eval(['T' num2str(i) ' = T']); 
    [COEFF,SCORE,latent] = princomp(zscore(T)); 
    eval(['PCAT' num2str(i) ' = COEFF']); 
    X=reshape(COEFF,1,[]);  
    eval(['RPCAT' num2str(i) ' = X']); 
    eval(['PCATScore' num2str(i) ' = SCORE']); 
    eval(['PCATLatent' num2str(i) ' = latent']);  
    fclose(fid); 
end 
  
for i=1 : 100     
    fn = ['C:\SDD\P\P' num2str(i) '.txt']; 
    fid=fopen(fn); 
    P = textscan(fid,'%f%f%f%f%f%f%f%f','Delimiter','|'); 
    P=cell2mat(P); 
         
    eval(['P' num2str(i) ' = P']); 
    [COEFF,SCORE,latent] = princomp(zscore(P)); 
    eval(['PCAP' num2str(i) ' = COEFF']); 
    Y=reshape(COEFF,1,[]);  
    eval(['RPCAP' num2str(i) ' = Y']); 
    eval(['PCAPScore' num2str(i) ' = SCORE']); 
    eval(['PCAPLatent' num2str(i) ' = latent']);  
    fclose(fid); 
end 
  
  
for i=1 : 100     
    fn = ['C:\SDD\V\V' num2str(i) '.txt']; 
    fid=fopen(fn); 
    V = textscan(fid,'%f%f%f%f%f%f%f%f','Delimiter','|'); 
    V=cell2mat(V); 
         
    eval(['V' num2str(i) ' = V']); 
    [COEFF,SCORE,latent] = princomp(zscore(V)); 
    eval(['PCAV' num2str(i) ' = COEFF']); 
    Z=reshape(COEFF,1,[]);  
    eval(['RPCAV' num2str(i) ' = Z']); 
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    eval(['PCAVScore' num2str(i) ' = SCORE']); 
    eval(['PCAVLatent' num2str(i) ' = latent']);  
    fclose(fid); 
end 
  
T=[RPCAT1;RPCAT2;RPCAT3;RPCAT4;RPCAT5;RPCAT6;RPCAT7;RPCAT8;RPCAT9;
RPCAT10;RPCAT11;RPCAT12;RPCAT13;RPCAT14;RPCAT15;RPCAT16;RPCAT17;RP
CAT18;RPCAT19;RPCAT20;RPCAT21;RPCAT22;RPCAT23;RPCAT24;RPCAT25;RPCA
T26;RPCAT27;RPCAT28;RPCAT29;RPCAT30;RPCAT31;RPCAT32;RPCAT33;RPCAT3
4;RPCAT35;RPCAT36;RPCAT37;RPCAT38;RPCAT39;RPCAT40;RPCAT41;RPCAT42;R
PCAT43;RPCAT44;RPCAT45;RPCAT46;RPCAT47;RPCAT48;RPCAT49;RPCAT50;RPC
AT51;RPCAT52;RPCAT53;RPCAT54;RPCAT55;RPCAT56;RPCAT57;RPCAT58;RPCAT
59;RPCAT60;RPCAT61;RPCAT62;RPCAT63;RPCAT64;RPCAT65;RPCAT66;RPCAT67;
RPCAT68;RPCAT69;RPCAT70;RPCAT71;RPCAT72;RPCAT73;RPCAT74;RPCAT75;RP
CAT76;RPCAT77;RPCAT78;RPCAT79;RPCAT80;RPCAT81;RPCAT82;RPCAT83;RPCA
T84;RPCAT85;RPCAT86;RPCAT87;RPCAT88;RPCAT89;RPCAT90;RPCAT91;RPCAT9
2;RPCAT93;RPCAT94;RPCAT95;RPCAT96;RPCAT97;RPCAT98;RPCAT99;RPCAT100]
; 
P=[RPCAP1;RPCAP2;RPCAP3;RPCAP4;RPCAP5;RPCAP6;RPCAP7;RPCAP8;RPCAP9
;RPCAP10;RPCAP11;RPCAP12;RPCAP13;RPCAP14;RPCAP15;RPCAP16;RPCAP17;R
PCAP18;RPCAP19;RPCAP20;RPCAP21;RPCAP22;RPCAP23;RPCAP24;RPCAP25;RP
CAP26;RPCAP27;RPCAP28;RPCAP29;RPCAP30;RPCAP31;RPCAP32;RPCAP33;RPC
AP34;RPCAP35;RPCAP36;RPCAP37;RPCAP38;RPCAP39;RPCAP40;RPCAP41;RPCA
P42;RPCAP43;RPCAP44;RPCAP45;RPCAP46;RPCAP47;RPCAP48;RPCAP49;RPCAP
50;RPCAP51;RPCAP52;RPCAP53;RPCAP54;RPCAP55;RPCAP56;RPCAP57;RPCAP58
;RPCAP59;RPCAP60;RPCAP61;RPCAP62;RPCAP63;RPCAP64;RPCAP65;RPCAP66;R
PCAP67;RPCAP68;RPCAP69;RPCAP70;RPCAP71;RPCAP72;RPCAP73;RPCAP74;RP
CAP75;RPCAP76;RPCAP77;RPCAP78;RPCAP79;RPCAP80;RPCAP81;RPCAP82;RPC
AP83;RPCAP84;RPCAP85;RPCAP86;RPCAP87;RPCAP88;RPCAP89;RPCAP90;RPCA
P91;RPCAP92;RPCAP93;RPCAP94;RPCAP95;RPCAP96;RPCAP97;RPCAP98;RPCAP
99;RPCAP100]; 
 
V=[RPCAV1;RPCAV2;RPCAV3;RPCAV4;RPCAV5;RPCAV6;RPCAV7;RPCAV8;RPCAV9
;RPCAV10;RPCAV11;RPCAV12;RPCAV13;RPCAV14;RPCAV15;RPCAV16;RPCAV17;R
PCAV18;RPCAV19;RPCAV20;RPCAV21;RPCAV22;RPCAV23;RPCAV24;RPCAV25;RP
CAV26;RPCAV27;RPCAV28;RPCAV29;RPCAV30;RPCAV31;RPCAV32;RPCAV33;RPC
AV34;RPCAV35;RPCAV36;RPCAV37;RPCAV38;RPCAV39;RPCAV40;RPCAV41;RPCA
V42;RPCAV43;RPCAV44;RPCAV45;RPCAV46;RPCAV47;RPCAV48;RPCAV49;RPCAV
50;RPCAV51;RPCAV52;RPCAV53;RPCAV54;RPCAV55;RPCAV56;RPCAV57;RPCAV58
;RPCAV59;RPCAV60;RPCAV61;RPCAV62;RPCAV63;RPCAV64;RPCAV65;RPCAV66;R
PCAV67;RPCAV68;RPCAV69;RPCAV70;RPCAV71;RPCAV72;RPCAV73;RPCAV74;RP
CAV75;RPCAV76;RPCAV77;RPCAV78;RPCAV79;RPCAV80;RPCAV81;RPCAV82;RPC
AV83;RPCAV84;RPCAV85;RPCAV86;RPCAV87;RPCAV88;RPCAV89;RPCAV90;RPCA
V91;RPCAV92;RPCAV93;RPCAV94;RPCAV95;RPCAV96;RPCAV97;RPCAV98;RPCAV
99;RPCAV100]; 
  
TOT=[RPCAT1;RPCAT2;RPCAT3;RPCAT4;RPCAT5;RPCAT6;RPCAT7;RPCAT8;RPCA
T9;RPCAT10;RPCAT11;RPCAT12;RPCAT13;RPCAT14;RPCAT15;RPCAT16;RPCAT17;
RPCAT18;RPCAT19;RPCAT20;RPCAT21;RPCAT22;RPCAT23;RPCAT24;RPCAT25;RP
CAT26;RPCAT27;RPCAT28;RPCAT29;RPCAT30;RPCAT31;RPCAT32;RPCAT33;RPCA
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T34;RPCAT35;RPCAT36;RPCAT37;RPCAT38;RPCAT39;RPCAT40;RPCAT41;RPCAT4
2;RPCAT43;RPCAT44;RPCAT45;RPCAT46;RPCAT47;RPCAT48;RPCAT49;RPCAT50;R
PCAT51;RPCAT52;RPCAT53;RPCAT54;RPCAT55;RPCAT56;RPCAT57;RPCAT58;RPC
AT59;RPCAT60;RPCAT61;RPCAT62;RPCAT63;RPCAT64;RPCAT65;RPCAT66;RPCAT
67;RPCAT68;RPCAT69;RPCAT70;RPCAT71;RPCAT72;RPCAT73;RPCAT74;RPCAT75;
RPCAT76;RPCAT77;RPCAT78;RPCAT79;RPCAT80;RPCAT81;RPCAT82;RPCAT83;RP
CAT84;RPCAT85;RPCAT86;RPCAT87;RPCAT88;RPCAT89;RPCAT90;RPCAT91;RPCA
T92;RPCAT93;RPCAT94;RPCAT95;RPCAT96;RPCAT97;RPCAT98;RPCAT99;RPCAT1
00;RPCAP1;RPCAP2;RPCAP3;RPCAP4;RPCAP5;RPCAP6;RPCAP7;RPCAP8;RPCAP9
;RPCAP10;RPCAP11;RPCAP12;RPCAP13;RPCAP14;RPCAP15;RPCAP16;RPCAP17;R
PCAP18;RPCAP19;RPCAP20;RPCAP21;RPCAP22;RPCAP23;RPCAP24;RPCAP25;RP
CAP26;RPCAP27;RPCAP28;RPCAP29;RPCAP30;RPCAP31;RPCAP32;RPCAP33;RPC
AP34;RPCAP35;RPCAP36;RPCAP37;RPCAP38;RPCAP39;RPCAP40;RPCAP41;RPCA
P42;RPCAP43;RPCAP44;RPCAP45;RPCAP46;RPCAP47;RPCAP48;RPCAP49;RPCAP
50;RPCAP51;RPCAP52;RPCAP53;RPCAP54;RPCAP55;RPCAP56;RPCAP57;RPCAP58
;RPCAP59;RPCAP60;RPCAP61;RPCAP62;RPCAP63;RPCAP64;RPCAP65;RPCAP66;R
PCAP67;RPCAP68;RPCAP69;RPCAP70;RPCAP71;RPCAP72;RPCAP73;RPCAP74;RP
CAP75;RPCAP76;RPCAP77;RPCAP78;RPCAP79;RPCAP80;RPCAP81;RPCAP82;RPC
AP83;RPCAP84;RPCAP85;RPCAP86;RPCAP87;RPCAP88;RPCAP89;RPCAP90;RPCA
P91;RPCAP92;RPCAP93;RPCAP94;RPCAP95;RPCAP96;RPCAP97;RPCAP98;RPCAP
99;RPCAP100;RPCAV1;RPCAV2;RPCAV3;RPCAV4;RPCAV5;RPCAV6;RPCAV7;RPCA
V8;RPCAV9;RPCAV10;RPCAV11;RPCAV12;RPCAV13;RPCAV14;RPCAV15;RPCAV16;
RPCAV17;RPCAV18;RPCAV19;RPCAV20;RPCAV21;RPCAV22;RPCAV23;RPCAV24;R
PCAV25;RPCAV26;RPCAV27;RPCAV28;RPCAV29;RPCAV30;RPCAV31;RPCAV32;RP
CAV33;RPCAV34;RPCAV35;RPCAV36;RPCAV37;RPCAV38;RPCAV39;RPCAV40;RPC
AV41;RPCAV42;RPCAV43;RPCAV44;RPCAV45;RPCAV46;RPCAV47;RPCAV48;RPCA
V49;RPCAV50;RPCAV51;RPCAV52;RPCAV53;RPCAV54;RPCAV55;RPCAV56;RPCAV
57;RPCAV58;RPCAV59;RPCAV60;RPCAV61;RPCAV62;RPCAV63;RPCAV64;RPCAV65
;RPCAV66;RPCAV67;RPCAV68;RPCAV69;RPCAV70;RPCAV71;RPCAV72;RPCAV73;R
PCAV74;RPCAV75;RPCAV76;RPCAV77;RPCAV78;RPCAV79;RPCAV80;RPCAV81;RP
CAV82;RPCAV83;RPCAV84;RPCAV85;RPCAV86;RPCAV87;RPCAV88;RPCAV89;RPC
AV90;RPCAV91;RPCAV92;RPCAV93;RPCAV94;RPCAV95;RPCAV96;RPCAV97;RPCA
V98;RPCAV99;RPCAV100]; 
  
ENT2=[RPCAT1;RPCAT2;RPCAT3;RPCAT4;RPCAT5;RPCAT6;RPCAT7;RPCAT8;RPC
AT9;RPCAT10;RPCAT11;RPCAT12;RPCAT13;RPCAT14;RPCAT15;RPCAT16;RPCAT1
7;RPCAT18;RPCAT19;RPCAT20;RPCAT21;RPCAT22;RPCAT23;RPCAT24;RPCAT25;R
PCAT26;RPCAT27;RPCAT28;RPCAT29;RPCAT30;RPCAT31;RPCAT32;RPCAT33;RPC
AT34;RPCAT35;RPCAT36;RPCAT37;RPCAT38;RPCAT39;RPCAT40;RPCAT41;RPCAT
42;RPCAT43;RPCAT44;RPCAT45;RPCAT46;RPCAT47;RPCAT48;RPCAT49;RPCAT50;
RPCAT51;RPCAT52;RPCAT53;RPCAT54;RPCAT55;RPCAT56;RPCAT57;RPCAT58;RP
CAT59;RPCAT60;RPCAT61;RPCAT62;RPCAT63;RPCAT64;RPCAT65;RPCAT66;RPCA
T67;RPCAT68;RPCAT69;RPCAT70;RPCAT71;RPCAT72;RPCAT73;RPCAT74;RPCAT7
5;RPCAT76;RPCAT77;RPCAT78;RPCAT79;RPCAT80;RPCAT81;RPCAT82;RPCAT83;R
PCAT84;RPCAT85;RPCAT86;RPCAT87;RPCAT88;RPCAT89;RPCAT90;RPCAT91;RPC
AT92;RPCAT93;RPCAT94;RPCAT95;RPCAT96;RPCAT97;RPCAT98;RPCAT99;RPCAT
100;RPCAV1;RPCAV2;RPCAV3;RPCAV4;RPCAV5;RPCAV6;RPCAV7;RPCAV8;RPCAV
9;RPCAV10;RPCAV11;RPCAV12;RPCAV13;RPCAV14;RPCAV15;RPCAV16;RPCAV17;
RPCAV18;RPCAV19;RPCAV20;RPCAV21;RPCAV22;RPCAV23;RPCAV24;RPCAV25;R
PCAV26;RPCAV27;RPCAV28;RPCAV29;RPCAV30;RPCAV31;RPCAV32;RPCAV33;RP
CAV34;RPCAV35;RPCAV36;RPCAV37;RPCAV38;RPCAV39;RPCAV40;RPCAV41;RPC
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AV42;RPCAV43;RPCAV44;RPCAV45;RPCAV46;RPCAV47;RPCAV48;RPCAV49;RPCA
V50;RPCAV51;RPCAV52;RPCAV53;RPCAV54;RPCAV55;RPCAV56;RPCAV57;RPCAV
58;RPCAV59;RPCAV60;RPCAV61;RPCAV62;RPCAV63;RPCAV64;RPCAV65;RPCAV66
;RPCAV67;RPCAV68;RPCAV69;RPCAV70;RPCAV71;RPCAV72;RPCAV73;RPCAV74;R
PCAV75;RPCAV76;RPCAV77;RPCAV78;RPCAV79;RPCAV80;RPCAV81;RPCAV82;RP
CAV83;RPCAV84;RPCAV85;RPCAV86;RPCAV87;RPCAV88;RPCAV89;RPCAV90;RPC
AV91;RPCAV92;RPCAV93;RPCAV94;RPCAV95;RPCAV96;RPCAV97;RPCAV98;RPCA
V99;RPCAV100]; 
 
VAL2=[RPCAP1;RPCAP2;RPCAP3;RPCAP4;RPCAP5;RPCAP6;RPCAP7;RPCAP8;RPC
AP9;RPCAP10;RPCAP11;RPCAP12;RPCAP13;RPCAP14;RPCAP15;RPCAP16;RPCAP
17;RPCAP18;RPCAP19;RPCAP20;RPCAP21;RPCAP22;RPCAP23;RPCAP24;RPCAP25
;RPCAP26;RPCAP27;RPCAP28;RPCAP29;RPCAP30;RPCAP31;RPCAP32;RPCAP33;R
PCAP34;RPCAP35;RPCAP36;RPCAP37;RPCAP38;RPCAP39;RPCAP40;RPCAP41;RP
CAP42;RPCAP43;RPCAP44;RPCAP45;RPCAP46;RPCAP47;RPCAP48;RPCAP49;RPC
AP50;RPCAP51;RPCAP52;RPCAP53;RPCAP54;RPCAP55;RPCAP56;RPCAP57;RPCA
P58;RPCAP59;RPCAP60;RPCAP61;RPCAP62;RPCAP63;RPCAP64;RPCAP65;RPCAP
66;RPCAP67;RPCAP68;RPCAP69;RPCAP70;RPCAP71;RPCAP72;RPCAP73;RPCAP74
;RPCAP75;RPCAP76;RPCAP77;RPCAP78;RPCAP79;RPCAP80;RPCAP81;RPCAP82;R
PCAP83;RPCAP84;RPCAP85;RPCAP86;RPCAP87;RPCAP88;RPCAP89;RPCAP90;RP
CAP91;RPCAP92;RPCAP93;RPCAP94;RPCAP95;RPCAP96;RPCAP97;RPCAP98;RPC
AP99;RPCAP100]; 
  
TARENT2=[TTAR;VTAR]; 
TARVAL2=PTAR; 
save DatosSecurity 
  
%%------------------------------------- 
  
ENTt=ENT2'; 
TARENTt=TARENT2'; 
rand('seed', 491218382) 
net = newff(ENTt,TARENTt,27,{'tansig','purelin'},'trainlm'); 
net.divideFcn = 'divideblock'; 
net.performFcn = 'mse'; 
net.trainParam.lr = 0.1; 
[net,tr] = train(net,ENTt,TARENTt); 
VALt=VAL2'; 
salida = sim (net,VALt); 
TARVALt=TARVAL2'; 
[y_out,I_out] = max(salida); 
[y_t,I_t] = max(TARVALt); 
  
diff = [I_t - 2*I_out]; 
  
a_a= length(find(diff==-1));     % Ataque clasificado como ataque 
a_n = length(find(diff==0));      % Ataque clasificado como normal 
n_n = length(find(diff==-2));     % Normal clasificado como normal 
n_a = length(find(diff==-3));      % Normal clasificado como ataque 
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N = size(VALt,2);               % Numero de ejemplos de test 
fprintf('Total de ejemplos: %d\n', N); 
  
cm = [a_a n_a; a_n n_n]           % Matriz de clasificacion 
  
pnd = (n_n*100)/(a_n+n_n); 
ad = (a_a*100)/(a_a + n_a); 
pfp = (n_a/(n_a + n_n))*100; 
  
fprintf('Porcentaje de paquetes normales detectados   : %f%%\n', pnd); 
fprintf('Porcentaje de ataques detectados : %f%%\n', ad); 
fprintf('Porcentaje de Falsos positivos : %f%%\n', pfp); 
fprintf('Porcentaje de clasificacion correcta   : %f%%\n', 100*(cm(1,1)+cm(2,2))/N); 
fprintf('Porcentaje de clasificacion incorrecta : %f%%\n', 100*(cm(1,2)+cm(2,1))/N); 
  
P=(a_a)/(a_a+n_a); %Precision 
R=(a_a)/(a_a+a_n); %Recall 
  
F1Score=2*P*R/(P+R); 
  
fprintf('Precision   : %f\n', P); 
fprintf('Recall      : %f\n', R); 
fprintf('F1Score     : %f\n', F1Score); 
net = init(net);
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