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Quasi-Classical Calculation of the Mixed-State Thermal Conductivity
in s-Wave and d-Wave Superconductors
Hiroto ADACHI ∗ †, Predrag Miranovic´1, Masanori ICHIOKA, and Kazushige MACHIDA
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1 Department of Physics, University of Montenegro, Podgorica 81000, Montenegro
To see how superconducting gap structures affect the longitudinal component of mixed-state
thermal conductivity κxx(B), the magnetic-field dependences of κxx(B) in s-wave and d-wave
superconductors are investigated. Calculations are performed on the basis of the quasi-classical
theory of superconductivity by fully taking account of the spatial variation of the normal
Green’s function, neglected in previous works, by the Brandt-Pesch-Tewordt approximation.
On the basis of our result, we discuss the possibility of κxx(B) measurement as a method of
probing the gap structure.
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1. Introduction
In the last two decades, several new superconduc-
tors showing unconventional pairing properties have been
found among heavy-fermion, oxide, and organic materi-
als.1 These discoveries have motivated studies on identi-
fying the gap symmetry, as well as clarifying the mech-
anism of the superconductivity. At present, it has been
well established that bulk measurements of mixed-state
thermodynamic quantities can provide important in-
formation on the gap structure. 2–7 The principle be-
hind this technique is that the low-energy quasiparti-
cles around vortex cores, relevant to the low-temperature
thermodynamics, sensitively reflect the structure of the
superconducting gap. On the basis of the numerical so-
lution of quasi-classical Eilenberger equations, we have
demonstrated that the gap structure can be inferred from
the low-temperature field dependence8, 9 and field-angle
dependence10–13 of the specific heat and magnetization.
Thermal-transport measurement in a superconduct-
ing mixed state is another option for such a spectro-
scopic method based on the bulk property of a sam-
ple. At very low temperatures, where the transport
property is mainly determined by the elastic impurity
scattering, the thermal conductivity can also provide
important information on the pairing state. Roughly
speaking, the longitudinal component of mixed-state
thermal conductivity κxx(B) at zero temperature is
given by κxx(B) ∼ 〈v2xNp(0)τ trp (0)〉, where Np(0) is
the momentum-resolved density of states at the Fermi
surface, vx is the x-component of the Fermi velocity,
τ tr
p
(0) is the momentum-dependent transport lifetime,
and 〈· · · 〉 denotes the average over the Fermi surface
(see eq. (30) below). As Volovik3 pointed out, Np(0)
and τ tr
p
(0) in a nodal superconductor are modified by
the field-induced Doppler shift on the delocalized quasi-
particles, while in an s-wave superconductor, such an ef-
fect is negligibly small. Hence, we expect that the be-
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havior of κxx(B) in a nodal superconductor is different
from that in an s-wave superconductor. Recently, a series
of mixed-state thermal-transport experiments have been
extensively performed by Matsuda’s group to determine
the gap structures in several newly found superconduc-
tors.14
The low-temperature mixed-state thermal transport is
mainly determined by the following three mechanisms:
impurity scattering, giving the Drude thermal conduc-
tivity in the normal state; Andreev scattering by vor-
tex cores;15 and the Doppler shift due to the supercur-
rents.16 So far, there have been several approaches to the
calculation of the mixed-state thermal conductivity in
a moderately clean superconductor. 17–28 Among them,
two approximations have been frequently used. One is
the Doppler shift approximation.22, 23 This method ne-
glects the Andreev scattering by vortex cores, and thus is
valid only near the lower critical field Hc1. The other ap-
proximation19, 25 is based on the Brandt-Pesch-Tewordt
(BPT) approximation.29, 30 The latter is superior to the
former in that it takes account of both the Doppler shift
and the vortex-core scattering. In the BPT approxima-
tion, however, the spatial variation of the normal Green’s
function is neglected, which is strongly related to the lo-
cal density of states detected by the scanning tunneling
microscopy experiment.31 Hence, this approximation is
valid only near the upper critical field Hc2. At present,
there is no theoretical work valid in the wide field range
from Hc1 to Hc2. In view of analyzing the experimen-
tal data for several newly found superconductors, it is of
importance to calculate the mixed-state thermal conduc-
tivity beyond these two approximations.
It is well known that the quasi-classical theory of su-
perconductivity32, 33 can accurately describe the mixed-
state properties in a wide field range from Hc1 to Hc2.
The advantage of this framework is that, if applied to
the calculation of mixed-state thermal conductivity, it
can take account of the spatial variation of the normal
Green’s function neglected in the BPT approximation,
as well as the Andreev vortex scattering neglected in the
1
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Doppler shift approximation. Of course, we need to solve
a set of transport-like equations to accomplish the com-
putation.
In this work, we adopt the quasi-classical theory of su-
perconductivity, and develop a method of calculating the
mixed-state thermal conductivity κxx(B). Then, we ap-
ply our analysis to two-dimensional s-wave and d-wave
superconductors, and calculate the magnetic-field depen-
dences of κxx(B) to clarify the effect of the gap structure
on the mixed-state thermal transport. We also study the
effect of the in-plane Fermi surface anisotropy. On the
basis of our result, we discuss the possibility of using
κxx(B) as a method of probing the gap structure.
The paper is organized as follows. In §2, we develop
a method of calculating the mixed-state thermal con-
ductivity based on the quasi-classical theory of super-
conductivity. In §3, we present our numerical results for
the mixed-state thermal conductivity obtained by solv-
ing the quasi-classical equations. We discuss our result in
§4, and conclude in §5. We use the unit ~ = c = kB = 1
throughout this paper.
2. Formulation
2.1 Linear-response-equation
Our approach to mixed-state thermal transport is
based on the Kubo formula for a homogeneous tempera-
ture gradient.34 Then, the mixed-state thermal conduc-
tivity κxx(B) is given by
κxx(B) = − 1
T
Im
QRxx(ω)
ω
∣∣∣∣
ω→0
, (1)
where QRxx is obtained from the (Matsubara) heat-
current correlation function
Qxx(iωm) =
1
V
∫
d2r1d
2r2
∫ T−1
0
dτeiωmτ
×
(
− 〈Tτ [Jx(r1, τ)Jx(r2, 0)]〉eq),(2)
after the analytical continuation QRxx(ω) = Qxx(iωm →
ω + i0+). Here, ωm = 2πTm are bosonic Matsubara fre-
quencies, 〈· · · 〉eq denotes the statistical average, and V
is the volume of the sample. The heat-current operator
J in the real-time representation is given by
J(1 ) = − 1
2m
∑
spin
[
∂t1
(
∇r2 + i|e|A(2 )
)
+
(
∇r1 − i|e|A(1 )
)
∂t2
]
ψ†(1 )ψ(2 )
∣∣∣
2→1
,(3)
where ψ is the electron-field operator and 1 =
(r1, t1), 2 = (r2, t2). To evaluate Qxx, we follow the pro-
cedure suggested by Klimesch and Pesch.35 They showed
that the heat-current correlation function can be con-
structed in a manner similar to obtaining the density
correlation function D under charge disturbance. On the
imaginary (Matsubara) axis, D is given by
D(iωm) =
1
V
∫
d2r1d
2r2
∫ T−1
0
dτeiωmτ
×
(
− 〈Tτ [n(r1, τ)n(r2, 0)]〉eq), (4)
where n =
∑
spin ψ
†ψ is the electron density. The pro-
cedure by Klimesch and Pesch is justified as long as we
consider a moderately clean superconductor ξ0/l ≪ 1
(coherence length ξ0 and mean free path l), where the
impurity vertex corrections for the heat current can be
safely neglected. When we consider a dirtier supercon-
ductor, we have to include the vertex corrections to sat-
isfy the conservation of the energy density.36–38 A full
quasi-classical treatment for the charge current that in-
cludes the impurity vertex corrections can be found in
ref. 39. Note that the present result can be also derived
from the Keldysh technique.40
Let us briefly review the procedure used by Klimesch
and Pesch35 to find the connection between the heat-
current correlation function Qxx and the density corre-
lation function D. Consider an external scalar potential
Φ = −|e|φ that couples to the electron density n. Next,
we define the quasi-classical Green’s function as
ĝ =
∫
dζp
iπ
(
G
−F †
F
−G
)
, (5)
where G, F , and F † are the normal and anomalous
Green’s functions in the Gor’kov formalism, and ζp is
the single-particle energy measured from the Fermi en-
ergy. We divide this Green’s function into two parts,
ĝ = ĝ0 + δĝ, where
ĝ0 =
(
g0
if †0
−if0
−g0
)
(6)
is the static part, and
δĝ =
(
g1
−f2
f1
g2
)
(7)
is the linear-response part. Then, using the Kubo formula
for the charge disturbance, we obtain an expression for
D within the quasi-classical accuracy,
D(iωm) = i2πNFT
∑
εn
〈
g˜1
〉
, (8)
where g˜1 = g1/Φ, and NF is the density of states in
the normal state. Here we neglected the contribution far
from the Fermi surface.41 On the other hand, by a di-
rect evaluation of the density correlation function in the
Gor’kov formalism, we obtain, within the quasi-classical
accuracy,42
D(iωm) = i2πNFT
∑
εn
〈∫ dζp
iπ
(G0G0 − F0F †0 )
〉
, (9)
in which we introduce a shorthand notation G0G0 −
F0F
†
0 = G0(iεn + iωm)G0(iεn) − F0(iεn + iωm)F †0 (iεn).
G0, F0, and F
†
0 are the static components of the Green’s
function in the Gor’kov formalism. Note that, as men-
tioned before, we neglect the impurity vertex corrections
in this work. We also neglect the vortex motion, and con-
sider only the quasiparticle contribution. Then, by com-
paring the above two equations, we obtain the following
relation,
g˜1 =
∫
dζp
iπ
(G0G0 − F0F †0 ). (10)
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Next, we apply the same calculation scheme to the
thermal conductivity κxx(B). By a direct evaluation of
the heat-current correlation function in the Gor’kov for-
malism, we obtain within the quasi-classical accuracy,
Qxx(iωm) = −i2πNFT
∑
εn
〈
v2x(εn +
1
2
ωm)
2
×
∫
dζp
iπ
(G0G0 − F0F †0 )
〉
.(11)
From the last two equations, we can expressQxx in terms
of δĝ as
Qxx(iωm) = −i2πNFT
∑
εn
〈
v2x(εn +
1
2
ωm)
2 g˜1
〉
. (12)
The quantity δĝ is determined by the linear-response
equation:43, 44
v ·∇δĝ + εn+τ̂3δĝ − εnδĝτ̂3 + i
[
|e|v ·Aτ̂3 − ∆̂, δĝ
]
−
+
1
2τ
〈ĝ0(iεn+)〉δĝ − δĝ 1
2τ
〈ĝ0(iεn+)〉
= ĝ0(iεn+)iΦ− iΦĝ0(iεn), (13)
where εn+ = εn + ωm, [A,B]− = AB − BA, and
τ̂3 = (
1
0
0
−1 ). In the above equation, we assumed Born
scattering for convenience, and unitarity scattering will
be discussed later. Eq. (13) is supplemented by the nor-
malization condition,
ĝ0(iεn+)δĝ + δĝ ĝ0(iεn) = 0. (14)
The static part of the quasi-classical Green’s function
ĝ0 satisfies the following static (or Eilenberger) equation,
v · ∇ĝ0+
[
εnτ̂z+〈ĝ0〉/2τ+i|e|v ·A−i∆̂, ĝ0
]
−
= 0, (15)
with the normalization condition ĝ20 = 1̂. Here, ∆̂(p, r) =
( 0
−∆∗
p
(r)
∆p(r)
0 ), and 〈· · · 〉 denotes the Fermi surface av-
erage.
Once δĝ is obtained, κxx(B) can be calculated from
eqs. (1) and (12). The Matsubara-sum in eq. (12) can be
transformed into a real frequency integral using the well-
known formula T
∑
εn
f(iεn) =
∮
dε
4piith(
ε
2T )f(ε). Then,
we obtain
κxx(B) = 4NFT
∫ ∞
0
dε
2T
(
ε
2T
)2
cosh2
(
ε
2T
)〈v2x[−ig˜1R]sp〉,
(16)
where g˜1
R(ε) = g˜1(iεn → ε + i0+), and [· · · ]sp denotes
the spatial average. If we perform the low-temperature
expansion of the above expression, we have
κxx
T
∣∣∣
T→0
=
π
3
NF
〈
v2x[−ig˜1R]sp
〉
. (17)
Finally note that, as we will show later, the compact
result25 due to the BPT method corresponds to an ap-
proximate expression of eq. (16).
2.2 Numerical procedure
To obtain an input quantity ĝ0 for the linear-response
equation, eq. (13), we have to solve the static equa-
tion (15). To do so, we adopt the Riccati parameteri-
zation,45, 46
f0 =
2a
1 + ab
, f †0 =
2b
1 + ab
, g0 =
1− ab
1 + ab
, (18)
by introducing two functions a and b. Then, the static
equation is transformed into the following Riccati-type
equations:
v ·∇a = −2(ε˜n + i|e|v ·A)a+ ∆˜p − ∆˜∗pa2, (19)
v ·∇b = 2(ε˜n + i|e|v ·A)b − ∆˜∗p + ∆˜pb2, (20)
where ε˜n = εn + 〈g〉/2τ , ∆˜p = ∆p + 〈f0〉/2τ , and τ is
the quasiparticle mean free time. The pair potential is
expressed as ∆p(r) = wp∆(r) with the order parameter
∆(r) and the pairing function wp. For a d-wave (s-wave)
superconductor, we use wp =
√
2(p2x − p2y)/p2F (wp = 1),
with pF being the Fermi momentum.
The numerical procedure used to solve eqs. (19) and
(20) is described in ref. 47. Calculations are performed
for a two-dimensional superconductor with a hexagonal
vortex lattice state. As mentioned before, we consider
a moderately clean superconductor ξ0/l = 0.1, where
ξ0 = vF/2πTc0 and l = vFτ , with vF being the Fermi
velocity. We initially assume a two-dimensional isotropic
Fermi surface, and later we discuss the effect of the Fermi
surface anisotropy. We also assume that the supercon-
ductor has a large Ginzburg-Landau parameter κGL ≫ 1
(most of the newly found superconductors satisfy this
condition), so that the magnetic field B is assumed to be
constant.
First, we determine the order parameter ∆(r) self-
consistently by the following gap equation,
ln
(
T
Tc0
)
∆(r) = 2πT
∑
εn>0
(
〈wpf0〉 − ∆(r)
εn
)
, (21)
where Tc0 is the transition temperature at zero field with-
out any impurity. This procedure requires the anoma-
lous Green’s function f0, and it is obtained by solving
eqs. (19) and (20) on the Matsubara axis. Note that for a
d-wave superconductor, we set the anomalous self-energy
〈f0〉 equal to zero. This treatment is consistent with the
neglect of the impurity vertex corrections for the heat
current, since both quantities vanish in the limit of zero
magnetic field. Of course, for an s-wave superconductor,
we cannot neglect 〈f0〉, which satisfies the Anderson the-
orem for pair breaking.48
In Fig. 1, we show real-space images of the obtained or-
der parameter ∆(r) for an s-wave superconductor. Near
Hc2 (Fig. 1(a)), vortices overlap with each other. How-
ever, upon lowering the field H ≪ Hc2 (Fig. 1(b)), the
vortex core radius becomes smaller and smaller than
the intervortex spacing. These behaviors can be ob-
tained only after we calculate the order parameter self-
consistently. After we determine the order parameter
∆(r), we solve eqs. (19) and (20) for the real frequency
iεn → ε± i0+ to obtain the retarded (advanced) Green’s
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B c2H~
(B/Hc2=0.765)(a)
|∆(r)|
x
y 0
 2
-2 0
 2
-2
 0
 0.2
 0.4
 0.6
B c2H<<
(B/Hc2=0.085)
(b)
|∆(r)|
 2
y
 0
-2
x
 2
 0
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 0.2
 0.4
 0.6
 0.8
 1
Fig. 1. Real-space images of the order parameter in an s-wave
superconductor, obtained from our self-consistent calculation.
r = (x, y) and ∆(r) are normalized by rB = (2|e|B)
−1/2 and
∆0 = 1.764Tc0, respectively. |∆(r)| in a high field [(a)] and a
low field [(b)] are shown.
function. The impurity self-energy is determined self-
consistently in this static equation.47
Next we solve the linear-response equation. To calcu-
late κxx(B) using eq. (16), we need to carry out the
analytical continuation of eq. (13) to real frequencies.
The off-diagonal components of δĝ can be eliminated by
the normalization condition, eq. (14). Then, the diago-
nal components of the linear-response equation, eq. (13),
yield
(L̂+ M̂)
(
g1
g2
)
= iΦ(gR − gA)
(
1
1
)
. (22)
Here, L̂ and M̂ are defined by
L̂ =
(
v ·∇ 0
0 −v ·∇
)
, (23)
M̂ =
(
σ + α β
α σ + β
)
, (24)
where α(r) =
e∆pf
†R
0
+e∆∗
p
fA0
gR
0
−gA
0
, β(r) =
e∆pf
†A
0
+e∆∗
p
fR0
gR
0
−gA
0
, σ(r) =
1
2τ 〈gR0 − gA0 〉, and ∆˜p = ∆p + 12τ 〈fR0 〉.
To solve eq. (22), we first divide M̂ into two parts,
M̂ = [M̂ ]sp + δM̂ , and rewrite eq. (22) as
(L̂+[M̂ ]sp)
(
g1
g2
)
= iΦ(gR−gA)
(
1
1
)
−δM̂
(
g1
g2
)
.
(25)
Since g1 and g2 are gauge-invariant and periodic, eq. (25)
can be solved iteratively by a Fourier transform.49
2.3 Relation to the BPT approximation
For an analytical treatment, it is convenient to in-
troduce the BPT approximation,29, 30 which has been
applied to the approximate calculation of the thermal
conductivity.19, 25 Recently, this BPT approximation has
been used frequently to interpret experimental data.50, 51
To derive the compact result using the BPT approxi-
mation, we first neglect the spatial variations of g1 and
g2 in eq. (22) and remove L̂. Next, we perform a spa-
tial average on each matrix element of M̂ as α(r) →
[e∆pf
†R
0
+e∆∗
p
fA0 ]sp
[gR
0
−gA
0
]sp
, β(r) → [e∆pf
†A
0
+e∆∗
p
fR0 ]sp
[gR
0
−gA
0
]sp
, and σ(r) →
1
2τ [〈gR0 − gA0 〉]sp. Note that the spatial average is per-
formed separately in the denominator and the numera-
tor. Then, g1 and g2 can be obtained by a matrix inver-
sion, and this yields
κxx(B) = 8NFT
∫ ∞
0
dε
2T
(
ε
2T
)2
cosh2
(
ε
2T
)
×〈v2xRe[gR0 ]spτ trp (ε)〉, (26)
1
τ tr
p
(ε)
=
1
τ
Re[gR]sp +
Re[∆˜pf
†R
0 + ∆˜
∗
p
fR0 ]sp
Re[gR0 ]sp
.(27)
If we substitute the result of the BPT approximation for
the static components of the quasi-classical Green’s func-
tion, then the above expression reproduces the compact
result derived in ref. 25.
3. Numerical Results
First, we show our numerical results for the density of
states. The density of states in a superconductor is given
by
N(ε)
NF
= Re[〈gR0 (ε)〉]sp. (28)
Of particular interest is the zero-energy density of states
N(ε = 0), i.e., the density of states at the Fermi en-
ergy. This is because N(ε = 0) is related to the low-
temperature specific heat C through N(ε = 0)/NF =
C/CN |T→0, where CN is the normal-state specific heat.
In Fig. 2, we plot the zero-energy density of states
in s-wave and d-wave superconductors (ξ0/l = 0.1) ver-
sus magnetic field B. As in the impurity-free case,9 we
can see the well-known difference in their field depen-
dences even in the moderately clean superconductor. For
an s-wave superconductor, we find a linear dependence
of N(ε = 0)/NF on B, which originates from the local-
ized quasiparticles within the vortex cores, while for a
d-wave superconductor, we find an approximate
√
B de-
pendence due to the field-induced Doppler shift on the
delocalized quasiparticles. A feature specific to the im-
pure case is that there is a residual value of N(ε = 0) in
the zero-field (B → 0) limit.
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0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
N
(ε=
0)/
NF
B/Hc2
2D, T/Tc0=0.1, ξ0/l=0.1
d-wave
s-wave
Fig. 2. Magnetic-field dependence of zero-energy density of states
N(ε = 0) in s-wave (filled squares) and d-wave (filled circles)
superconductors in the moderately clean case (ξ0/l = 0.1). Here,
NF is the density of states in the normal state.
2D, T/Tc0=0.1, ξ0/l=0.1
d-wave
s-wave
d-wave
  (T -> 0)
B/Hc2
κ
x
x
/κ
N
,x
x
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
(a)
Fig. 3. Magnetic-field dependences of the longitudinal thermal
conductivity κxx(B) in s-wave (filled circles) and d-wave (open
squares) superconductors. κN,xx =
1
3
pi2v2
F
Tτ is the thermal con-
ductivity in the normal state. Filled squares represent the zero-
temperature value of κxx(B) [see eq. (17)] in a d-wave supercon-
ductor.
Next, we show our numerical result for the thermal
conductivity κxx(B). Figure 3 shows the magnetic-field
dependences of the calculated thermal conductivities in
s-wave and d-wave superconductors. In the figure, we
can observe a considerable difference in their field de-
pendences: in an s-wave superconductor, κxx(B) at low
fields is exponentially small, while in a d-wave supercon-
ductor, there is a finite amount of thermal transport even
at low fields. This means that the field dependence of
κxx(B) can be used as a method of probing gap nodes.
B/Hc2
κ
x
x
 (T
->
0)/
κ
N
,x
x
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
unitarity limit
Born limit
2D, ξ0/l=0.1
Fig. 4. Magnetic-field dependence of zero-temperature thermal
conductivity in a d-wave superconductor in the unitarity limit.
However, we would like to emphasize here that unless
we discuss the zero-temperature limit, κxx(B) in both
superconductors have similar field dependences. This is
evident when we look at the data in Fig. 3 at finite tem-
peratures. Actually, it is difficult to distinguish κxx(B)
in a d-wave superconductor from that in an s-wave su-
perconductor except for their residual values, although
the data are plotted in a moderately low temperature
region (T/Tc0 = 0.1). Therefore, if we aim to use κxx(B)
to detect gap nodes, we have to extract its value at zero
temperature.
In some unconventional superconductors, thermal con-
ductivity measurements in zero magnetic field sug-
gest the necessity of including the resonant impurity
scattering in the unitarity limit.52–54 This effect can
be taken into account by performing the replacement
1
2τ 〈g0〉 → 12τ 〈g0〉−1 in eqs. (13) and (15). Figure 4 shows
the magnetic-field dependence of zero-temperature ther-
mal conductivity in a d-wave superconductor with the
unitarity-limit scattering. The result suggests that the
magnetic-field dependence of κxx(B) in the unitarity
limit is slightly different from that in the Born limit,
particularly at low fields, while the main conclusion of
the previous paragraph remains unchanged.
Here, we comment on the difference between the
present result and that of the BPT approximation. In
the BPT approximation, the spatial average is performed
incoherently as noted above using eq. (26). This proce-
dure is expected to overestimate the vortex-core scatter-
ing and reduce the thermal conductivity. Actually, if we
compare Fig. 1 of ref. 25 with the present result, we can
see that κxx(B) obtained by the BPT approximation is
slightly suppressed to a lower value. It has weak field de-
pendences in the intermediate fields, and shows a steep
increase near Hc2. In the present study, in contrast, we
do not use such an artificial spatial averaging procedure,
and we take account of the spatial dependence of Green’s
function in both static and linear-response equations.
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2D, ξ0/l=0.1
B/Hc2
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x
x
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0)/
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1
b=0
b=0.2
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(ε=
0)/
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B/Hc2
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0
0.2
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0.8
1
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b=0.2
Fig. 5. Magnetic-field dependences of κxx in an s-wave super-
conductor with an anisotropic Fermi surface. The inset shows
the corresponding data for N(ε = 0)/NF. The definition of the
anisotropy parameter b is given in eq. (29).
A careful reader may think that the inclusion of Fermi
surface anisotropy may strongly affect the result. In-
deed, we have realized that an in-plane Fermi surface
anisotropy does affect the field-angle-dependent specific
heat and magnetization oscillations.11, 12 To consider this
possibility, we investigate the effect of in-plane Fermi
surface anisotropy on the magnetic-field dependence of
κxx(B). Let us consider a model dispersion,
ǫp =
1
2m
(p2x + p
2
y)
(
1 + b cos(4ϕ)
)
, (29)
where ϕ denotes the azimuthal angle of Fermi momentum
p, and the parameter b represents the degree of in-plane
Fermi surface anisotropy with a fourfold symmetry. Here,
we consider a case where the superconducting gap is an
isotropic s-wave-type but the Fermi surface has in-plane
anisotropy.
Figure 5 shows the magnetic-field dependences of
κxx(B) for b = 0.2. Note that the degree of anisotropy
(b = 0.2) is sufficiently strong to reverse the in-plane
magnetization oscillation pattern12 in a d-wave super-
conductor. Concerning the field dependence of κxx(B),
there is a difference between results for b = 0 and b = 0.2.
However, the difference is quantitative, whereas the dif-
ference between s-wave and d-wave results (Fig. 3) is
qualitative. This means that the superconducting gap
structure influences the field dependence of κxx(B) more
strongly than the Fermi surface anisotropy.
4. Discussion
We discuss the origin of the difference in κxx(B) be-
tween a d-wave superconductor and an s-wave supercon-
ductor; a d-wave superconductor can transport a certain
amount of heat even at low fields, whereas in an s-wave
superconductor, the thermal transport is completely sup-
pressed. For this purpose, it is convenient to employ the
2D, ξ0/l=0.1
d-wave
s-wave
B/Hc2
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1
τt
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Fig. 6. Magnetic-field dependence of 〈τ tr
p
(ε = 0)〉 in s-wave and
d-wave superconductors.
zero-temperature expression of eq. (27),
κxx
T
∣∣∣
T→0
=
2
3
NF
〈
v2xRe[g
R
0 ]spτ
tr
p
(ε = 0)
〉
. (30)
In Fig. 6, we show the magnetic-field dependence of
〈τ tr
p
(ε = 0)〉 in both superconductors. By comparing
this figure with Fig. 3, we can conclude that the main
difference in κxx(B) between s-wave and d-wave super-
conductors results from that in the transport lifetime
〈τ tr
p
(ε = 0)〉.
We can explain this difference in the following way.
In an s-wave superconductor, the Andreev scattering
rate given by the second term on the right-hand side of
eq. (27) increases rapidly upon decreasing the field due
to the fact that it contains the small factor Re[gR0 ]sp ∼
B/Hc2 in the denominator. In a d-wave superconductor,
quasiparticles moving along the antinodal direction are
dominated by the same principle. However, nodal quasi-
particles do not undergo the Andreev scattering mecha-
nism since Re[∆˜pf
†R
0 +∆˜
∗
p
fR0 ]sp is almost zero, and they
can transport a certain amount of heat. It is this effect
that yields the difference in κxx(B) between a nodal su-
perconductor and a fully gapped superconductor.
This interpretation is consistent with the following
physical picture provided by Boaknin et al.55 In an s-
wave superconductor, localized quasiparticles within vor-
tices, which are relevant to the low-temperature proper-
ties, can give a linear-field density of states, but cannot
contribute to the heat transport due to their localized
nature. In a d-wave superconductor, on the other hand,
Doppler shifted nodal quasiparticles can contribute to
the heat transport, as well as to the well-known
√
B-
dependent density of states. Thus, κxx(B) can pick up
only the contribution of extended quasiparticles. To some
extent, this picture can be inferred from “extended zero-
energy density of states Next(B)” defined in ref. 9 (see
Fig. 1 therein). Our study confirmed this physical picture
by a concrete numerical calculation.
J. Phys. Soc. Jpn. Letter Author Name 7
In this work, we only consider a single-band supercon-
ductor with a two-dimensional Fermi surface. Hence, we
do not present a detailed comparison with experiments.
Instead, we discuss the implications of the present results
on experiments. For s-wave superconductors, the present
result is able to explain the following experimental ob-
servations. The magnetic-field dependence of κxx(B) in
Fig. 3 has a good correspondence to the experimental
data for Nb (Fig. 3 of ref. 56) and V3Si (Fig. 3(c) of
ref. 57), although our result cannot be applied directly to
the low-κGL superconductor Nb. Recently, Kasahara et
al. also observed a similar magnetic-field dependence of
κxx(B) in a pyrochlore superconductor KOs2O6.
58 Con-
cerning the d-wave calculation, our result is consistent
with the thermal conductivity of Bi2Sr2CaCu2O8 at low
fields.59 If we limit ourselves to the low-field region, our
result is also consistent with the experimental data in
other (perhaps nodal) superconductors,55, 60, 61 in that
these data at low fields have stronger field dependences
than the s-wave superconductors discussed above. On
approaching the upper critical field, however, a marked
difference appears. Our result shows (Hc2 − B)1/2 be-
havior near Hc2, which is consistent with the previous
work,17 while the experimental data show (Hc2 − B)η
dependences with η ≥ 1. We leave this discrepancy to a
future work.
5. Conclusion
In this paper, we have studied the magnetic-field
dependence of the mixed-state thermal conductivity
κxx(B) in s-wave and d-wave superconductors based
on the quasi-classical theory of superconductivity. The
present work is valid in a wide field range from Hc1 to
Hc2, and beyond the previous theoretical studies; the
Doppler shift approximation is valid only near Hc1, and
the Brandt-Pesch-Tewordt approximation is valid only
near Hc2.
On the basis of our result, we clarified that there is
indeed a clear difference in the low-temperature mixed-
state thermal transport between s-wave and d-wave su-
perconductors; in a d-wave superconductor, there is a fi-
nite amount of thermal transport even at low fields, while
in an s-wave superconductor, the thermal transport is
completely suppressed. This suggests that the magnetic-
field dependence of κxx(B) can be used to distinguish
a nodal superconductor from a fully gapped supercon-
ductor, on the condition that we extract a suitable zero
temperature-limit. Also, we microscopically confirmed
the physical picture provided by Boaknin et al.55 on the
mixed-state thermal transport, and demonstrated that
the above-mentioned difference in κxx(B) mainly results
from the corresponding difference in the transport life-
time.
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