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Obwohl viele Fragestellungen in der thermischen Verfahrenstechnik von molekularer
Natur sind und daher eigentlich einer mikroskopischen Beschreibung bedu¨rfen, werden
zur Modellierung der Vorga¨nge zum u¨berwiegenden Teil noch makroskopische Me-
thoden eingesetzt. Beispielsweise verwendet man zur Berechnung von Zustandsgro¨ßen
und Phasengleichgewichten die pha¨nomenologische Thermodynamik oder zieht die dif-
ferentiellen Bilanzgleichungen der Kontinuumsmechanik heran, um Wa¨rme-, Impuls-
oder Stofftransportprozesse orts- und mitunter auch zeitaufgelo¨st zu beschreiben. Das
eigentliche Materialverhalten fließt dabei zur Vervollsta¨ndigung des makroskopischen
Modells eher beila¨ufig in Form konstitutiver Gleichungen, so genannten Materialglei-
chungen, ein. In der Regel beruhen diese Materialgleichungen, die beispielsweise das
rheologische Verhalten von Flu¨ssigkeiten oder die Abweichungen eines Fluids von der
Idealita¨t beschreiben, jedoch auf keinen tieferen physikalischen Grundlagen. Sie besit-
zen oft lediglich einen einfachen, empirischen Charakter. Die Tatsache, dass die Materie
aus miteinander wechselwirkenden Moleku¨len besteht, aus denen sich prinzipiell alle
Stoffeigenschaften ableiten lassen, wird bei der Bestimmung der materialspezifischen
Gleichungen fast ausnahmslos ignoriert.
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1. Einleitung
Innerhalb der makroskopischen Vorstellungswelt, die dem Verfahrenstechniker auf-
grund seiner ingenieurwissenschaftlichen Wurzeln ohnehin na¨her liegt als die atomisti-
sche Sichtweise des Chemikers, konnten auf diesem Weg bislang viele verfahrenstech-
nische Problemstellungen erstaunlich genau abgebildet werden. Es ließen sich Phasen-
gleichgewichte fu¨r die Dimensionierung von Trennapparaten berechnen, Konzentrations-
und Geschwindigkeitsfelder in Ru¨hrkesseln bestimmen oder etwa Partikelgro¨ßenver-
teilungen in Kristallisatoren ermitteln. Ein Nachteil dieser klassischen Methoden ist
jedoch, dass sie sich dem Problem deduktiv mit als allgemeingu¨ltig angenommenen
Gleichungen na¨hern und daher stets an ihre Grenzen stoßen, wenn origina¨res Stoffver-
halten beschrieben werden soll. Die Pha¨nomenologie hilft dort nicht mehr weiter, wo
die Ursache eines physikalischen Effekts viel tiefer, auf der molekularen Gro¨ßenskala,
beschrieben werden kann. Auch wenn es darum geht, grundlegend neue oder tiefer ge-
hende Erkenntnisse im Bereich des Stoffverhaltens zu gewinnen, scheint das Potential
der klassischen Methoden weitgehend ausgescho¨pft zu sein. Ein breiteres Versta¨ndnis
la¨sst sich bei vielen Problemstellungen der Verfahrenstechnik nur noch erlangen, indem
die molekularen Zusammenha¨nge verstanden werden.
Einige typische Gebiete, die etablierten Methoden nicht zuga¨nglich sind, umfassen
beispielsweise diffusive Vorga¨nge in poro¨sen Medien, die Berechnung von Sorptionsiso-
thermen in Zeolithen, Lo¨sungsmitteln oder an Adsorbentien, die Stoffdatenvorhersage
auf Grundlage molekularer Wechselwirkungen oder die molekularen Transportprozesse
in homogenen und heterogenen Systemen. Insbesondere die Vorga¨nge unmittelbar an
Grenzfla¨chen, die in der Verfahrenstechnik in nahezu jedem Trennprozess eine Rolle
spielen, ko¨nnen nur durch molekulare bzw. mikroskopische Methoden detailliert erfasst
werden. Genau an dieser Stelle will die vorliegende Arbeit ansetzen und einen Beitrag
zum mikroskopischen Versta¨ndnis von flu¨ssigen Phasengrenzen liefern.
Die Etablierung neuer, molekularer Methoden in der verfahrenstechnischen Praxis
wird jedoch auch deshalb erforderlich, weil die traditionellen Arbeitsgebiete des Ver-
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fahrensingenieurs wie etwa die klassische chemische Industrie, der Anlagenbau oder die
Erdo¨lraffinerien in ihrer wirtschaftlichen Bedeutung abnehmen werden. In Zukunft ist
damit zu rechnen, dass der Verfahrensingenieur zur Beherrschung neuer Technologien,
beispielsweise bei der Entwicklung und Herstellung neuer Produkteigenschaften, ein
tieferes molekulares Versta¨ndnis beno¨tigt als bisher. Die Anforderungen werden damit
gro¨ßer, da er den Bogen von der makroskopischen Anlagenauslegung zur moleku¨lori-
entierten Berechnung des Stoffverhaltens spannen muss.
1.1 Zielsetzung der Arbeit
Gegenstand dieser Arbeit ist der Phasengrenzbereich zwischen zwei nicht mischbaren
Flu¨ssigkeiten. Mit Hilfe kontinuumsmechanischer Methoden la¨sst sich kaum etwas u¨ber
die Beschaffenheit der Grenzfla¨che sagen. Diese Unzula¨nglichkeit findet sich beispiels-
weise auch in den ga¨ngigen Stoffu¨bergangstheorien [124] wieder, in der die Phasengren-
ze idealisiert als zweidimensionale, so genannte singula¨re, Trennfla¨che im Young’schen
Sinne dargestellt wird [148]. Die Grenzfla¨che besitzt in diesen Modellen keine ra¨umliche
Ausdehnung und ist durch die makroskopischen Eigenschaften wie Gro¨ße, Form und
Grenzfla¨chenspannung nur ungenu¨gend charakterisiert.
Betrachtet man den Stoffu¨bergang in Extraktionsprozessen zwischen zwei flu¨ssi-
gen Phasen, so wird dieser makroskopisch im Wesentlichen von der Fluiddynamik im
System bestimmt. Der Antransport der U¨bergangskomponente an die Phasengrenze
sowie der Abtransport in die Aufnehmerphase erfolgen in der Regel konvektiv. Der
eigentliche Stoffdurchtritt durch den Phasengrenzbereich verla¨uft jedoch diffusiv und
muss daher mikroskopisch betrachtet werden. Um Durchtrittswidersta¨nde und mole-
kulare U¨bergangsmechanismen zu verstehen, muss zuna¨chst ein mikroskopisches Bild
der Phasengrenze vorliegen, das insbesondere u¨ber die Struktur und die Dynamik im
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Grenzbereich Aufschluss gibt. Dieses Bild ist detallierter als das in den pha¨nomeno-
logischen Ansa¨tzen, da es der Phasengrenze eine gro¨ßere Anzahl von Eigenschaften
zuschreibt.
Ziel der vorliegenden Arbeit ist es, mittels molekularer Simulationen charakteristi-
sche Eigenschaften eines modellhaften flu¨ssigen Phasengrenzbereichs zu untersuchen.
Das mikroskopische Versta¨ndnis von flu¨ssigen Phasengrenzen soll verbessert werden,
um darauf aufbauend grenzfla¨chennahe Pha¨nomene hinreichend verstehen zu ko¨nnen.
Dazu geho¨ren beispielsweise Phasengrenzkonvektionen [45, 50] oder die oben erwa¨hn-
ten Stoffu¨bergangsprozesse, fu¨r deren Beschreibung immer noch leistungsfa¨hige und
physikalisch fundierte Modelle fehlen. Der modellhafte Charakter des hier untersuch-
ten Phasengrenzsystems weist schon darauf hin, dass der Schwerpunkt dieser Arbeit
weniger auf einer quantitativen, sondern vielmehr auf einer qualitativen Beurteilung
der Phasengrenze liegt. Durch die Einfachheit des zugrunde liegenden Modells lassen
sich die ermittelten Effekte eindeutig bestimmten geometrischen und energetischen Ur-
sachen zuordnen.
1.2 Aufbau der Arbeit
Flu¨ssigkeiten entziehen sich einer geschlossenen, allgemeingu¨ltigen Theorie, da sie ei-
nerseits zu dicht sind, um als Gas ausgehend von der kinetischen Theorie idealer Gase
behandelt werden zu ko¨nnen, und andererseits zu ungeordnet, als dass sie wie ein kri-
stalliner Festko¨rper beschrieben werden ko¨nnten. Im Gegensatz zu Festko¨rpern, die
einer Fernordnung unterliegen, werden die Flu¨ssigkeiten im Wesentlichen von einer
Nahordnung dominiert [7, 53].
Mit der Entwicklung schneller Rechner in den 1970er Jahren steht zur Untersuchung
der strukturellen und dynamischen Beschaffenheit von Flu¨ssigkeiten mit der moleku-
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lardynamischen Simulation eine leistungsfa¨hige und vielseitig einsetzbare Methode zur
Verfu¨gung. Wie im Verlauf dieser Arbeit gezeigt wird, ist diese Methode im besonderen
Maße zur mikrosopischen Beschreibung flu¨ssiger Grenzfla¨chen geeignet.
Die Molekulardynamik basiert in ihren Prinzipien auf der statistischen Mechanik,
deren Grundzu¨ge in Kapitel 2 vorgestellt werden. Dieses Kapitel soll anschaulich ma-
chen, auf welche Art undWeise und unter welchen theoretischen Randbedingungen man
aus den mikroskopischen Informationen der Moleku¨le makroskopische Stoffeigenschaf-
ten gewinnen kann. Nachdem die elementaren Konzepte der statistischen Mechanik
vorgestellt worden sind, folgen in Kapitel 3 die Grundlagen der molekulardynamischen
Simulationstechnik. Es werden die Beschra¨nkungen, denen diese Methode unterliegt,
aufgezeigt und die wichtigsten, hier verwendeten Algorithmen erla¨utert. Transportko-
effizienten spielen in der vorliegenden Arbeit in Form des Selbstdiffusionskoeffizienten
eine wichtige Rolle. Ihre Bestimmungsmethoden werden in Kapitel 4 ausfu¨hrlich be-
schrieben und am Beispiel von flu¨ssigem Methan vorgefu¨hrt.
Die Ergebnisse zur Struktur und Dynamik einfacher, flu¨ssiger Phasengrenzen sind
in Kapitel 5 und 6 zu finden. Kapitel 5 behandelt zuna¨chst wesentliche strukturelle
und dynamische Eigenschaften eines Flu¨ssig-flu¨ssig-Phasengrenzsystems fu¨r einen fe-
sten Satz an Modellparametern. Die verwendeten Methoden zur Berechnung der inter-
essierenden Gro¨ßen werden dabei eingehend erla¨utert. Kapitel 6 stellt danach die Frage,
wie und warum sich die strukturellen und dynamischen Eigenschaften vera¨ndern, wenn
wichtige Modellparameter, wie z.B. die Wechselwirkungen zwischen den Teilchen oder
die Teilchenmasse, variiert werden. Hier erschließt sich der Vorteil einer modellhaften
Behandlung der Phasengrenze, da die ermittelten Eigenschaftsa¨nderungen eindeutig
auf die Variationen der Modellparameter zuru¨ckgefu¨hrt werden ko¨nnen. Die wesentli-







2.1 Einfu¨hrung in die statistische Mechanik
Die statistische Mechanik bildet den theoretischen Hintergrund fu¨r die numerische Si-
mulation molekularer Vielteilchensysteme. Ihre Aufgabe besteht darin, makroskopische
Gro¨ßen aus mikroskopischen Informationen abzuleiten. Unter makroskopischen Gro¨ßen
versteht man Zustandsfunktionen, die sich im Rahmen der pha¨nomenologischen Ther-
modynamik formell aus der Fundamentalgleichung herleiten lassen. Die Fundamental-
gleichung entha¨lt dabei die maximale Information u¨ber das System. Aus ihr lassen
sich die intensiven Zustandsgro¨ßen durch Ableitung nach den verschiedenen extensi-
ven Zustandsgro¨ßen bestimmen. Die pha¨nomenologische Thermodynamik stellt somit
fu¨r solche Berechnungen ein allgemeingu¨ltiges Gleichungsgeru¨st zur Verfu¨gung, das die
thermodynamischen Gro¨ßen u¨ber mathematische Beziehungen miteinander verknu¨pft.
Diese Beziehungen enthalten zuna¨chst noch keine Informationen u¨ber das betrachtete
Stoffsystem. Eine Annahme u¨ber die physikalischen Wechselwirkungen zwischen den
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Komponenten wird erst in Form einer Zustandsgleichung oder eines Ge-Modells [103]
getroffen. Diese Modelle werden jedoch stets vom makroskopischen Standpunkt aus
entwickelt und beruhen nur selten auf einer realistischen atomaren Vorstellung der
Materie.
Im Gegensatz zur pha¨nomenologischen Thermodynamik postuliert die statistische
Mechanik, dass sich die Materie aus sehr vielen Atomen bzw. Moleku¨len zusammen-
setzt, deren Verhalten u¨ber klassisch-mechanische oder quantenmechanische Gesetze
beschrieben werden kann. Durch die sta¨ndige Teilchenbewegung nimmt das System
nacheinander verschiedene Mikrozusta¨nde an. Ein Mikrozustand kennzeichnet die me-
chanische Situation des Systems zu einem festen Zeitpunkt durch Lage und Impul-
se aller Teilchen. Das System kann jedoch nur solche Mikrozusta¨nde annehmen, die
mit dem von außen beobachtbaren, thermodynamisch definierbaren Makrozustand ver-
tra¨glich sind. Der Makrozustand entspricht der physikalischen Situation des Systems
und ist durch wenige thermodynamische Zustandsgro¨ßen eindeutig festgelegt, beispiels-
weise durch die Fixierung des Systemvolumens V , der Teilchenzahl N und der Gesamt-
energie E in einem adiabaten System. Aus der Kenntnis hinreichend vieler repra¨sen-
tativer Mikrozusta¨nde kann man daher auf den Makrozustand und somit auf jede ma-
kroskopische Eigenschaft schließen. Diese Grundidee der statistischen Mechanik kann
fu¨r die Durchfu¨hrung molekularer Simulationen in eine einfache Vorschrift u¨bersetzt
werden: Generiere im ersten Schritt genu¨gend viele Mikrozusta¨nde, die mit dem von
außen auferlegten Makrozustand vereinbar sind; u¨bersetze im zweiten Schritt die mole-
kularen, mechanischen Informationen u¨ber Mittelwertbildung und, wenn mo¨glich, u¨ber
Korrelationsfunktionen in makroskopische Observable!
Das urspru¨ngliche Konzept war weitaus strenger formuliert und sah die Mittelung
u¨ber die virtuelle Gesamtheit [91] aller mo¨glichen Mikrozusta¨nde vor. Da die Gesamt-
heit aller mo¨glichen Zusta¨nde in der Praxis jedoch nicht erfasst werden kann, muss
man sich zwangsla¨ufig auf eine ausreichende Anzahl von Mikrozusta¨nden beschra¨nken,
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die mo¨glichst repra¨sentativ fu¨r den gegebenen thermodynamischen Zustand sind. Die-
se Vorgehensweise ist mit einer experimentellen Messung vergleichbar, da sie sich aus
der Fu¨lle verschiedener Mikrozusta¨nde nicht einen einzelnen herausgreift, sondern den
Messwert vielmehr aus sehr vielen aufeinanderfolgenden mikroskopischen Zusta¨nden
wa¨hrend einer endlichen Messzeit ermittelt.
Ziel molekularer Computersimulationen ist es, mittels geeigneter Algorithmen re-
pra¨sentative Konfigurationen zu erzeugen, die mit den vorgegebenen thermodynami-
schen Bedingungen vertra¨glich sind. Zwei mo¨gliche Verfahren sind mit der Monte-
Carlo-(MC)-Simulation und der Molekulardynamik-(MD)-Simulation gegeben. In der
Monte-Carlo-Simulation werden zur Erzeugung repra¨sentativer Mikrozusta¨nde stocha-
stische Elemente eingesetzt. Die makroskopische Observable ergibt sich dabei aus einem
Ensemble- bzw. Ortsmittel. Bei der Molekulardynamiksimulation werden zum Auffin-
den geeigneter Konfigurationen hingegen dynamische Bewegungsgleichungen verwen-
det. Die Konfigurationen werden in diesem Fall u¨ber ein Zeitmittel und/oder Ortsmittel
ausgewertet. Bevor beide Verfahren in Abschnitt 2.3 und 2.4 in ihren Grundzu¨gen be-
leuchtet werden, stellt der Abschnitt 2.2 die wichtigsten Konzepte der statistischen
Mechanik vor.
2.2 Konzepte der statistischen Mechanik
2.2.1 Die klassische Na¨herung
Die Dynamik molekularer Vielteilchensysteme wird in dieser Arbeit u¨ber klassische
Bewegungsgleichungen beschrieben. Dieses Vorgehen stellt aus physikalischer Sicht,
in der atomare und subatomare Teilchen in der Regel quantenmechanisch u¨ber die
Schro¨dinger-Gleichung behandelt werden [60], eine Na¨herung dar. Mit Hilfe der de-
Broglie-Wellenla¨nge Λ, die ein Maß fu¨r den Wellencharakter eines Teilchens ist, kann
9
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entschieden werden, ob es ausreicht, das System in klassischer Na¨herung zu behandeln






Die de-Broglie-Wellenla¨nge Λ la¨sst sich aus der Planck’schen Konstanten h, der Teil-
chenmasse m, der Boltzmann-Konstanten kB und der absoluten Temperatur T berech-
nen. Eine klassische Behandlung ist dann gerechtfertigt, wenn Λ viel kleiner ist als
der mittlere Abstand a benachbarter na¨chster Teilchen (Λ  a). Flu¨ssiges Argon am
Tripelpunkt ist beispielsweise mit einem Verha¨ltnis von Λ/a ≈ 0,04 klassisch behandel-
bar. Gleichung 2.1 zeigt, dass fu¨r sehr leichte Elemente (z.B. Wasserstoff, Neon) oder
fu¨r extrem niedrige Temperaturen die Systeme nicht mehr mit klassischen Bewegungs-
gleichungen beschrieben werden ko¨nnen. Die klassische Mechanik versagt insbesondere
auch dann, wenn Elektronenbewegungen, wie sie etwa beim Ablauf chemischer Reak-
tionen von Bedeutung sind, beschrieben werden mu¨ssen.
2.2.2 Die Trajektorie im Phasenraum
In dem von Ludwig Boltzmann (1844–1906) begru¨ndeten Konzept der statistischen
Mechanik wird ein System bestehend aus N Teilchen betrachtet, in dem der Bewe-
gungszustand jedes Teilchens i durch seine Position ~ri in einem ortsfesten Koordina-
tensystem und seinen Impuls ~pi beschrieben ist. Betrachten wir das Teilchen als Mas-
senpunkt mit einem Freiheitsgrad von drei, so kann der mechanische Mikrozustand des
Gesamtsystems in einem 6N -dimensionalen Phasenraum (nach Ehrenfest auch kurz
Γ-Raum [48]) als Punkt Γ(~rN , ~pN) dargestellt werden. Die sta¨ndige Teilchenbewegung
fu¨hrt zu einer zeitabha¨ngigen Trajektorie Γ(t) = Γ(~rN(t), ~pN(t)) im Phasenraum, die
verschiedene Mikrozusta¨nde miteinander verbindet. Jeder Mikrozustand entspricht ei-
ner bestimmten mechanischen Konfiguration der Teilchen.
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Die Phasenraumtrajektorie wird durch die Hamilton’schen Bewegungsgleichungen









= −~˙pi . (2.3)
Die Hamilton-Funktion H(~rN , ~pN) entspricht der Gesamtenergie des Systems, die sich
aus der kinetischen Energie K(~pN ) und der potentiellen Energie U(~rN) der Teilchen
zusammensetzt. Die Gesamtenergie muss in einem adiabaten System konstant sein:






~p 2i + U(~rN) = const. (2.5)
Fu¨r den Fall N kugelsymmetrischer Teilchen ohne Bindungen la¨sst sich aus den Ha-
milton’schen Bewegungsgleichungen in einfacher Weise das zweite Newton’sche Gesetz













· ~˙ri = 0 . (2.6)














· ~˙ri = 0 , (2.7)







Der Gradient der potentiellen Energie ∂U/∂~ri entspricht bekanntermaßen der negativen
Kraft ~Fi auf das Teilchen i, was in Verbindung mit Gleichung 2.3 zur klassischen
Newton’schen Bewegungsgleichung fu¨hrt,
~Fi = ~˙pi . (2.9)
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2.2.3 Ensembletheorie und Phasenraumdichte
Ein Gleichgewichtssystem la¨sst sich makroskopisch u¨ber eine geringe Anzahl von Zu-
standsvariablen beschreiben. Betrachtet man ein System mit K Komponenten, so
ist dieses durch die Angabe von K + 2 unabha¨ngigen Zustandsgro¨ßen thermodyna-
misch vollsta¨ndig beschrieben. Ein adiabates Ein-Komponenten-System beispielsweise
ist durch die Festlegung der Anzahl im System enthaltener Teilchen N , des Systemvolu-
mens V und der Gesamtenergie E thermodynamisch charakterisiert. Mit diesen makro-
skopischen Bedingungen sind jedoch unza¨hlige mechanische Mikrozusta¨nde Γ(~rN , ~pN)
im Phasenraum vereinbar, deren Gesamtheit in Abschnitt 2.1 als
”
virtuelle Gesamt-
heit“ bezeichnet wurde. Tatsa¨chlich sind es sogar unendliche viele Mikrozusta¨nde, da
die Phasenraumpunkte im thermodynamischen Grenzfall (N →∞, N/V = const.)
beliebig dicht liegen.
Jedem mechanischen Mikrozustand, d.h. jedem Phasenraumpunkt Γ(~rN , ~pN), kann





d~rNd~pN ist demnach die Wahrscheinlichkeit,
das System in dem Gebiet [~rN . . . ~rN + d~rN ] und [ ~pN . . . ~pN + d~pN ] des Phasenraums
anzutreffen. Die Integration von ρ(~rN , ~pN) u¨ber den gesamten Orts- und Impulsraum





d~rNd~pN = 1 . (2.10)
Die Phasenraumdichte ρ(~rN , ~pN) entha¨lt die vollsta¨ndige Information u¨ber das Sy-
stem, da alle mo¨glichen Korrelationen zwischen den N Teilchen beru¨cksichtigt werden.
ρ(~rN , ~pN) bezeichnet die Wahrscheinlichkeitsdichte, dass das erste Teilchen gerade den
mechanischen Zustand (~r1, ~p1), das zweite Teilchen gerade den Zustand (~r2, ~p2), das
dritte Teilchen gerade den Zustand (~r3, ~p3), usw. besitzt
1. Im Falle des abgeschlosse-
nen Systems, das in der statistischen Mechanik als mikrokanonisch bezeichnet wird,
1ρ(~rN , ~pN) wird daher ha¨ufig als N -Teilchenverteilungsfunktion bezeichnet. Dementsprechend las-
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entspricht die Phasenraumdichte einer Dirac’schen δ-Funktion,
ρNVE ∝ δ
(H(~rN , ~pN)− E) , (2.11)
in der H(~rN , ~pN) fu¨r die tatsa¨chliche mikroskopische Systemenergie und E fu¨r die vor-
gegebene Energie stehen. Sa¨mtliche Phasenraumpunkte, die mit einem abgeschlossenen
System vertra¨glich sind, liegen folglich geordnet auf der im Phasenraum aufgespannten
Energiehyperfla¨che E. In der statistischen Mechanik wird die Annahme getroffen, dass
alle Mikrozusta¨nde auf dieser Energiefla¨che mit gleicher Wahrscheinlichkeit angenom-
men werden ko¨nnen. Dieses wichtige Postulat, das eine Grundannahme der statisti-
schen Mechanik darstellt, wird als Prinzip der gleichen a-priori-Wahrscheinlichkeiten
bezeichnet.
Aufbauend auf dieser Voraussetzung lassen sich auch fu¨r andere Systembedingun-
gen entsprechende Phasenraumdichten entwickeln. Beispielsweise kennen wir isother-
me Systeme, in denen ein Energieaustausch mit der Umgebung zugelassen wird, oder
isotherm-isobare Systeme, in denen zur Aufrechterhaltung des Drucks zusa¨tzlich die
Begrenzungen beweglich sind. In diesen Systemen kommt es durchaus vor, dass be-
stimmte Mikrozusta¨nde wahrscheinlicher sind als Zusta¨nde mit einer anderen Energie.
Die Phasenraumpunkte dieser Systeme liegen in solchen Fa¨llen nicht mehr wie in der
mikrokanonischen Gesamtheit geordnet auf einer Energiefla¨che, sondern sind vielmehr
wolkenartig im Phasenraum verteilt.
In Tabelle 2.1 sind die verschiedenen Phasenraumdichten ρ fu¨r die in dieser Arbeit
verwendeten Systeme aufgefu¨hrt. Man erkennt, dass die Phasenraumdichte ρNVT des ka-
nonischen Ensembles, das makroskopisch mit einem isothermen System korrespondiert,
einer Boltzmann-Verteilung entspricht. Mikrozusta¨nde ko¨nnen bei konstanter Tempe-
ratur unterschiedliche Gesamtenergien H annehmen. Sie werden jedoch mit steigenden
sen sich auch k-Teilchenverteilungsfunktionen (k < N) formulieren. Die Zwei-Teilchenverteilungs-
funktion ρ(~rN , ~pN)(2) dru¨ckt beispielsweise die Wahrscheinlichkeitsdichte aus, das erste aus N Teilchen
am Ort ~r1 mit Impuls ~p1 und das zweite Teilchen am Ort ~r2 mit Impuls ~p2 zu finden.
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makroskopische thermodynamisches
Bezeichnung Ku¨rzel ρ ∝
Bedingungen Potential
abgeschlossen,



















Tabelle 2.1: Phasenraumdichten, makroskopische Bedingungen und charakteristische
thermodynamische Potentiale der in dieser Arbeit verwendeten Ensembles.
Energiewerten H immer unwahrscheinlicher. Im Fall isotherm-isobarer Bedingungen
wird die Summe aus potentieller und kinetischer Energie H durch die Volumena¨nde-
rungsarbeit PV erga¨nzt, die das System zur Aufrechterhaltung des Drucks leisten muss.
Mikrozusta¨nde mit unterschiedlichen Phasenraumdichten du¨rfen bei der Bestim-
mung einer makroskopischen Eigenschaft nicht mehr gleich gewichtet werden, wie dies
im mikrokanonischen System der Fall ist. Die zeitunabha¨ngige mikroskopische Gro¨ße
A(~rN , ~pN) tra¨gt nun lediglich entsprechend ihrem Gewicht ρ zur makroskopischen Ob-
servablen A bei:
A = 〈A(~rN , ~pN)〉 =
∫
A(~rN , ~pN) ρ(~rN , ~pN) d~rNd~pN . (2.12)
Jede makroskopische Gro¨ße A, die sich entsprechend Gleichung 2.12 aus einem In-
tegral u¨ber eine gewichtete mikroskopische Variable A(~rN , ~pN) berechnen la¨sst, wird
definitionsgema¨ß als thermodynamische Zustandsfunktion bezeichnet. Im Gegensatz
zu dynamischen (Transport-)Gro¨ßen kennzeichnet sie eine strukturelle Eigenschaft der
Materie.
Eine strenge Auslegung der Gleichung 2.12 bedeutet, dass fu¨r die Auswertung u¨ber
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sa¨mtliche Phasenraumpunkte integriert werden muss. Die Durchmusterung aller Pha-
senraumpunkte, die mathematisch der Lo¨sung eines hochdimensionalen Integrals ent-
spricht, ist fu¨r Vielteilchensysteme unmo¨glich. Zudem wa¨re dieses Vorgehen nicht effek-
tiv, da sehr viele unwahrscheinliche Zusta¨nde mit verschwindend kleiner Phasenraum-
dichte ρ(~rN , ~pN) beru¨cksichtigt werden mu¨ssten, obwohl diese praktisch keinen Beitrag
zum Integralwert leisten. Die hohe Anzahl unwahrscheinlicher Zusta¨nde resultiert aus
vielen denkbaren Moleku¨lu¨berlappungen, die unphysikalisch hohe potentielle Energien
hervorrufen, fu¨r den makroskopischen Zustand des Systems jedoch nicht repra¨sentativ
sind. Fu¨r die praktische Bestimmung einer makroskopischen Eigenschaft ist es des-
halb ausreichend, ein Kollektiv aus repra¨sentativen, d.h. sehr wahrscheinlichen Mikro-
zusta¨nden auszuwerten, die alle mit dem vorgegebenen Makrozustand vertra¨glich sind.
Dieses Kollektiv wird allgemein als Ensemble und der durch die gewinkelten Klammern
gekennzeichnete Ausdruck 〈A(~rN , ~pN)〉 in Gleichung 2.12 als Ensemblemittel bezeich-
net.
2.2.4 Die Zustandssumme
Nach der klassischen Betrachtungsweise liegen die Mikrozusta¨nde unendlich dicht zu-
sammen, da die Bewegungsgleichungen formal jeden dynamischen Zustand ermo¨gli-
chen. Aus quantenmechanischer Sicht nimmt aber jeder Mikrozustand aufgrund der
Unscha¨rferelation mindestens ein Phasenraumvolumen von ∆3Nr∆3Np > h3N ein [44].
Der gesamte Phasenraum la¨sst sich folglich in definierte Volumenzellen der Gro¨ße h3N
einteilen, die zusammen eine extrem große, jedoch prinzipiell abza¨hlbare Menge dar-
stellen. Die Summe aller dem System zur Verfu¨gung stehenden Phasenraumzellen resp.
aller mo¨glichen Mikrozusta¨nde wird nach Planck als Zustandssumme Q bezeichnet [82].
Obwohl sie fu¨r Vielteilchensysteme analytisch nicht bestimmbar ist, kommt ihr in der
statistischen Mechanik fundamentale Bedeutung zu. Abha¨ngig von den makroskopi-
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schen Systembedingungen lassen sich aus ihr alle thermodynamischen Potentiale ab-
leiten (vgl. Tabelle 2.1). Als Beispiel sei hier die Zustandssumme QNVE fu¨r das mikro-









(H(~rN , ~pN)− E) d~rNd~pN . (2.13)
Die Integration u¨ber den gesamten Phasenraum entspricht der Abza¨hlung der Volu-
menzellen der Gro¨ße h3N , der Faktor 1/N ! resultiert aus der Ununterscheidbarkeit der
Teilchen. Aus der mikrokanonischen Zustandssumme wird die Entropie S(N, V,E) u¨ber
die Beziehung
S(N, V,E) = kB lnQNVE (2.14)
definiert. Ist die Entropie S = 0, so bedeutet dies, dass das System nur einen einzi-
gen Mikrozustand annehmen kann, die Zustandssumme also QNVE = 1 ist. Das ist
beispielsweise fu¨r ideale Kristalle bei der Temperatur T = 0K der Fall.
2.2.5 Die Ergodenhypothese
Laut Gleichung 2.12 ist es mo¨glich, thermodynamische Eigenschaften durch Mitte-
lung mit Wahrscheinlichkeitsdichten gewichteter mikroskopischer Gro¨ßen zu bestim-
men. Aus der experimentellen Erfahrung ist gleichzeitig intuitiv klar, dass eine makro-










A (~rN(t), ~pN(t)) dt . (2.15)
Beispielsweise ist die Druckmessung nichts anderes als eine zeitliche Mittelung u¨ber
viele mikroskopische Impulssto¨ße an der Messfla¨che des Drucksensors. Makroskopische
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Gro¨ßen ko¨nnen also sowohl u¨ber die Bildung eines Ensemblemittels als auch u¨ber die
Auswertung eines Zeitmittels berechnet werden. Die Gleichheit von Ensemblemittel
und Zeitmittel wird in der statistischen Mechanik axiomatisch in der Ergodenhypothe-
se [91] vorausgesetzt,
〈A(~rN , ~pN)〉 = A(Γ(t)) . (2.16)
Ein System, dessen zeitgemittelte Phasenraumtrajektorie (Gleichung 2.15) gleiche ma-
kroskopischen Eigenschaften liefert wie eine gewichtete Mittelung u¨ber ein Ensemble
von Phasenraumpunkten (Gleichung 2.12), wird als ergodisch bezeichnet2.
Nicht jedes System verha¨lt sich indes ergodisch. Gla¨ser, makromolekulare Systeme
oder metastabile Phasen, in denen die Trajektorie aufgrund von hohen Energiebarrieren
lange Zeit in einem bestimmten Phasenraumgebiet verweilt, gelten als nicht-ergodisch.
In diesen Fa¨llen findet nur eine eingeschra¨nkte Durchmusterung des Phasenraums
statt, deren Gu¨te von der anfa¨nglich gewa¨hlten Konfiguration abha¨ngt. Monomole-
kulare Flu¨ssigkeitssysteme, wie sie in dieser Arbeit behandelt werden, unterliegen bei
moderaten Temperaturen nicht der Gefahr, nicht-ergodisch zu sein.
Die dargestellten Methoden der Mittelwertbildung ko¨nnen u¨ber zwei unterschiedli-
che Simulationstechniken realisiert werden, die in den Abschnitten 2.3 und 2.4 erla¨utert
werden. Es wird vorgestellt, wie effiziente Methoden zur repra¨sentativen Durchmuste-
rung des Phasenraums aussehen mu¨ssen. Zuna¨chst wird das Monte-Carlo-Verfahren
2Die urspru¨ngliche Boltzmann’sche Bedeutung von ergodisch geht weiter und bezieht sich auf eine
gedachte Phasenraumtrajektorie, die ausgehend von einer bestimmten Anfangskonfiguration nachein-
ander alle mo¨glichen Phasenraumpunkte aufsucht und den gesamten Phasenraum durchmustert. In
diesem Zusammenhang wird ha¨ufig die Poincare´’sche Wiederholzeit zitiert, die einem die unermessli-
che Vielzahl mo¨glicher Konfigurationen vor Augen fu¨hrt. Sie bezeichnet die Zeit, die die ergodische
Trajektorie braucht, um wieder zur urspru¨nglichen Anfangskonfiguration zuru¨ckzukehren. Die Poin-
care´’sche Wiederholzeit ist fu¨r Vielteilchensysteme exorbitant und betra¨gt bereits fu¨r ein System mit
N = 256 Teilchen etwa das 101616-fache des Alters des Universums [113]. Je nach Kosmologie wird
dieses Alter auf 12 bis 15 Milliarden Jahre gescha¨tzt [21, 31].
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beschrieben, das den Phasenraum mit Hilfe stochastischer Elemente nach geeigneten
Konfigurationen absucht. Im Anschluss daran wird die molekulardynamische Simulati-
onsmethode erla¨utert, die zur Phasenraumdurchmusterung klassische Bewegungsglei-
chungen einsetzt.
2.3 Die Monte-Carlo-Simulation
Thermodynamische Zustandsgro¨ßen ergeben sich gema¨ß Gleichung 2.12 als Ensemble-
mittel einer mikroskopischen Beobachtungsgro¨ße A(~rN , ~pN). Repra¨sentative Beitra¨ge
der Beobachtungsgro¨ße A(~rN , ~pN) lassen sich fu¨r das kanonische NVT -Ensemble mit-
tels der Monte-Carlo-Simulation erzeugen [13, 14]. Das Integral in Gleichung 2.12 wird
dazu in einen impuls- und einen ortsabha¨ngigen Anteil aufgespalten:
A = 〈A(~rN , ~pN)〉 =
∫
A(~rN , ~pN) ρNVT(~pN) d~pN +
∫
A(~rN , ~pN) ρNVT(~rN) d~rN
= Aid + Ae . (2.17)
Das Integral u¨ber den Impulsraum entspricht dem kinetischen (Idealgas-)Anteil der
Gro¨ße A. Es kann analytisch ausgewertet werden, da die kanonische Phasenraumdich-
te ρNVT entsprechend Tabelle 2.1 eine Hamilton-Funktion H(~rN , ~pN) entha¨lt, die vom
Impuls quadratisch abha¨ngt. Dies fu¨hrt fu¨r ein N -Teilchen-System bei der Integration
zu einem expliziten Faktor von (2pimkBT )
3N/2. Der zweite Term wird als Konfigu-
rationsintegral bezeichnet und kann mittels des Monte-Carlo-Verfahrens ausgewertet
werden. Dabei wird ausgehend von einer definierten, wahrscheinlichen Konfiguration
ein zufa¨llig ausgewa¨hltes Moleku¨l um eine zufa¨llige Strecke verschoben. Ist die potenti-
elle Energie der neuen Konfiguration kleiner als die der alten, so wird die Konfiguration
akzeptiert und in das Ensemblemittel aufgenommen. Falls die potentielle Energie je-
doch gro¨ßer ist als vor der Verschiebung, dann wird die neue Konfiguration nur mit
einer gewissen Wahrscheinlichkeit akzeptiert, die proportional zum Boltzmann-Faktor
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exp(−∆U/kBT ) ist. Die Variable ∆U steht fu¨r die Differenz der potentiellen Energie
zwischen alter und neuer Konfiguration. Falls die neue Konfiguration abgelehnt wird,
so muss die alte Konfiguration ein zweites Mal akzeptiert werden. Diese spezielle Art
der Phasenraumdurchmusterung wird als Metropolis-Algorithmus [86] oder passender
als importance sampling bezeichnet. Erst u¨ber den Metropolis-Algorithmus wird das
Monte-Carlo-Verfahren fu¨r eine effiziente Auswertung des hochdimensionalen Konfi-
gurationsintegrals in Gleichung 2.17 anwendbar. Konventionelle numerische Integra-
tionsverfahren, die auf a¨quidistanten Stu¨tzstellen basieren, oder naive Monte-Carlo-
Verfahren, die den Phasenraum mittels gleichverteilter Zufallszahlen durchmustern,
versagen bei der Intergralauswertung, da sie gro¨ßtenteils unwahrscheinliche Phasen-
raumgebiete mit verschwindend geringer Phasenraumdichte ρ(~rN , ~pN) durchwandern.
Beipielsweise findet man in einem Hartkugelsystem mit N = 100 Teilchen am Gefrier-
punkt unter 10260 Konfigurationen gerade eine einzige, deren Boltzmann-Faktor von
null verschieden ist3.
Eine hinreichende Bedingung fu¨r die gleichma¨ßige Durchmusterung des Phasen-
raums durch den Metropolis-Algorithmus ist u¨ber das Prinzip der mikroskopischen
Reversibilita¨t (detailed balance) gegeben [3]. Da in der Simulation ein Gleichgewichts-
zustand angestrebt wird, die Gleichgewichtsphasenraumdichte ρeq aber zu Beginn der
3Zur Veranschaulichung der verschiedenen Integrationsverfahren: Die Tiefe des Nils kann prinzipi-
ell auf unterschiedliche Arten gemessen werden. In einem ersten Verfahren ko¨nnen auf dem gesamten
afrikanischen Kontinent (Phasenraum) Messstellen in regelma¨ßigen Absta¨nden verteilt werden. Davon
werden die wenigsten – wenn u¨berhaupt – einen Beitrag zum Ergebnis liefern. Fu¨r die allermeisten
Messpunkte verschwindet der Integrand aus Gleichung 2.17. Ein naives Monte-Carlo-Verfahren, bei
dem die Messstellen zufa¨llig im Phasenraum
”
Afrika“ positioniert werden, bringt ebenfalls keinen Vor-
teil. Viele repra¨sentative Messstellen ergeben sich hingegen erst, wenn man den Phasenraum ausgehend
von einer gu¨ltigen Messposition ausschließlich in der Umgebung des Nils durchmustert. Befindet sich
der Messpunkt im Fluss, wird dieser akzeptiert; liegt er dagegen außerhalb, lehnt man die Position
ab [42].
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Simulation nicht bekannt ist, muss ein Algorithmus gefunden werden, der sicherstellt,
dass mit laufender Durchmusterung die Gleichgewichtsphasenraumdichte erreicht wird,
ρ→ ρeq, d.h. die folgende detailed-balance-Bedingung immer erfu¨llt wird:
ρ(Γa)w(Γa → Γn) = ρ(Γn)w(Γn→ Γa) . (2.18)
In Gleichung 2.18 bezeichnet ρ(Γa) die Phasenraumdichte des alten Zustands vor der
Verschiebung, ρ(Γn) die des neuen Zustands nach der Verschiebung. w(Γa → Γn) be-
schreibt die Wahrscheinlichkeit, dass das System vom alten Mikrozustand Γa in den
neuen Zustand Γn u¨bergeht. Durch Bedingung 2.18 wird sichergestellt, dass der Algo-
rithmus das System nicht mehr aus dem Gleichgewicht bringt, wenn es einmal erreicht
worden ist. Metropolis et al. [86] zeigen anhand physikalischer Argumente, dass ihr
Algorithmus ein kanonisches Gleichgewichtsensemble mit der richtigen Gleichgewichts-
phasenraumdichte ρeq = ρNVT liefert.
Betrachten wir zwei Konfigurationen Γa und Γn mit den potentiellen Energien
Ua − Un = ∆U < 0. Die U¨bergangswahrscheinlichkeit w(Γn → Γa), vom neuen Zu-
stand in den alten Zustand zuru¨ck zu gelangen, ist entsprechend der zu Beginn ge-
troffenen Vorschrift gleich eins. Der umgekehrte Schritt hat die Wahrscheinlichkeit











Die neue Konfiguration wird demnach nur mit der Wahrscheinlichkeit exp (−∆U/kBT )
akzeptiert. Im Simulationsalgorithmus wird die Annahme oder Ablehnung der Konfi-
guration durch Erzeugung einer Zufallszahl R aus einer gleichfo¨rmigen Verteilung im
Intervall [0, 1] realisiert. Wenn R < exp (−∆U/kBT ) ist, wird die neue Konfigurati-
on angenommen, anderenfalls abgelehnt. Da die akzeptierten Mikrozusta¨nde mit den
entsprechenden Wahrscheinlichkeiten aufgesucht werden, sind sie automatisch mit der
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Phasenraumdichte ρ gewichtet. Die mikroskopische Beobachtungsgro¨ße A (Γ(τ)) der
τ -ten akzeptierten Konfiguration fließt direkt in die Berechnung des Ensemblemittels
ein,




A (Γ(τ)) . (2.20)
τmax bezeichnet die Anzahl akzeptierter Konfigurationen.
2.4 Die Molekulardynamiksimulation
Die Durchmusterung des Phasenraums mittels molekulardynamischer Simulationen ba-
siert auf dynamischen Bewegungsgleichungen, die fu¨r alle N Teilchen im System aufge-
stellt und simultan gelo¨st werden. Die Bewegungsgleichungen beschreiben die zeitliche
Entwicklung der Phasenraumtrajektorie Γ(t) vom Zeitpunkt t zum Zeitpunkt t + ∆t
und generieren auf diese Weise sukzessive neue Konfigurationen. Wir beschra¨nken uns
zuna¨chst auf die Anwendung der klassischen Newton’schen Bewegungsgleichungen 2.9,
die fu¨r die Erzeugung einer Trajektorie im mikrokanonischen NVE -Ensemble gelo¨st
werden mu¨ssen. Durch Verwendung dieser Bewegungsgleichungen ist sichergestellt, dass
das dynamische Verhalten der Teilchen bzw. die Phasenraumtrajektorie physikalisch
korrekt wiedergegeben wird. Das Zeitmittel A der mikroskopischen Untersuchungs-
gro¨ße A(Γ(t)) ergibt sich dann aus der Mittelung la¨ngs der in der Simulation erzeugten
Phasenraumtrajektorie:




A(Γ(t)) dt . (2.21)
Molekulardynamische Rechnungen erzeugen die mikroskopischen Variablen A(Γ(τ)) zu
diskreten Zeitpunkten tτ = τ · ∆t. Die Gro¨ße ∆t bezeichnet die Zeitschrittweite des
Integrationsalgorithmus und τ = 1, . . . , τmax den Index des jeweiligen Zeitschritts. Das
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Integral in Gleichung 2.21 la¨sst sich folglich als Summe schreiben:





Zeitmittelwerte werden – gema¨ß der in der Literatur u¨blichen Nomenklatur – in der
vorliegenden Arbeit wie Ensemblemittel durch gewinkelte Klammern 〈. . .〉 gekennzeich-
net.
Anders als beim Monte-Carlo-Verfahren liegen die mittels der Newton’schen Bewe-
gungsgleichungen erzeugten Konfigurationen nicht verstreut im Phasenraum, sondern
sind u¨ber die Zeit entlang einer Trajektorie miteinander verknu¨pft. Dieser entscheiden-
de Unterschied ermo¨glicht es, zusa¨tzlich zu strukturellen Gro¨ßen die Zeitinformation
in der Simulation auszuwerten und daraus dynamische Eigenschaften, insbesondere
Transportkoeffizienten, zu berechnen. Die Zeit kann bei Verwendung der Newton’schen
Bewegungsgleichungen physikalisch interpretiert werden, da die Dynamik der Teilchen
physikalischen Gesetzma¨ßigkeiten unterliegt. Um repra¨sentative Konfigurationen fu¨r
nicht-adiabate Systembedingungen zu ermitteln, mu¨ssen jedoch nicht notwendigerweise
physikalisch begru¨ndete Bewegungsgleichungen eingesetzt werden. Je nachdem, welche
thermodynamischen Bedingungen dem System aufgepra¨gt werden (vgl. Tabelle 2.1),
ko¨nnen beliebig formulierte Bewegungsgleichungen verwendet werden, die mit diesen
Bedingungen vertra¨gliche Konfigurationen generieren. Dabei spielt es keine Rolle mehr,
ob die Bewegungsgleichungen physikalisch interpretierbar sind oder ob sie determini-
stische oder stochastische Elemente enthalten. Die Bewegungsgleichungen werden in
diesem Fall als Vorschrift verstanden, sukzessive repra¨sentative Konfigurationen fu¨r
die Mittelung zu erzeugen. Die Variable t ist im strengen physikalischen Sinn nicht
mehr als Zeit interpretierbar, sondern agiert nun lediglich als Propagator, der den Al-
gorithmus zu neuen Konfigurationen treibt.
22
2.5. Resu¨mee
2.4.1 Molekulardynamiksimulation als Computerexperiment?
Die Vorgehensweise bei molekulardynamischen Simulationen entspricht einem experi-
mentellen Ansatz: Man u¨berla¨sst das System unter kontrollierten Bedingungen sich
selbst und wertet anschließend die aufgenommenen Daten aus. Diese A¨hnlichkeit hat
dazu gefu¨hrt, Molekulardynamiksimulationen als Computerexperimente zu bezeichnen,
obschon dieser Begriff mit Vorsicht zu verwenden ist [134]. Befu¨rworter dieser Interpre-
tation fu¨hren an, dass molekulardynamische Simulationen, analog zu Experimenten,
in der Vergangenheit immer wieder Theorien besta¨tigen oder verwerfen konnten. Geg-
ner erwidern, dass trotz allem jede Simulation auf einem mathematisch-physikalischen
Modell basiert, das mit all seinen Annahmen per se eine vereinfachte Abbildung der
Realita¨t darstellt. Bei der Beurteilung der Genauigkeit und Verla¨sslichkeit von Com-
putersimulationen – nicht nur von molekularen Simulationen! – werden diese Aspekte
ha¨ufig aus den Augen verloren [49].
2.5 Resu¨mee
Anders als in der pha¨nomenologischen Thermodynamik, die axiomatisch auf den beiden
Hauptsa¨tzen basiert, beruht die statistische Mechanik auf einer atomistisch-mecha-
nischen Vorstellung der Materie. Makroskopische Eigenschaften ko¨nnen hierbei zum
einen als Zeitmittel entlang einer Phasenraumtrajektorie oder zum anderen als Mittel-
werte von mit Wahrscheinlichkeitsdichten gewichteten mikroskopischen Gro¨ßen gewon-
nen werden. Die erste Methode wird unter Verwendung von Bewegungsgleichungen in
molekulardynamischen Simulationen umgesetzt. Monte-Carlo-Verfahren bedienen sich
der zweiten Methode und generieren unter Verwendung von Zufallselementen repra¨sen-
tative Konfigurationen fu¨r ein vorgegebenes Ensemble.
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3.1 Einfu¨hrung in die molekulardynamische
Simulationstechnik
Molekulardynamik-(MD)-Simulationen bieten die Mo¨glichkeit zur Untersuchung struk-
tureller und dynamischer Eigenschaften der Materie auf molekularem Niveau. Sie haben
sich in den letzten zwei Jahrzehnten aufgrund der sich rasant entwickelnden Rechen-
technik in vielen Teilgebieten der Naturwissenschaften etabliert [130] und finden nun
auch zunehmend Eingang in die Ingenieurwissenschaften [22, 47]. Die Vorteile moleku-
lardynamischer Simulationen liegen in der breiten Anwendbarkeit, da sie unabha¨ngig
vom Aggregatzustand und den thermodynamischen Bedingungen die Behandlung ho-
mogener sowie heterogener Systeme erlauben. Molekulardynamiksimulationen tragen
in vielen Fa¨llen zum molekularen Versta¨ndnis der ablaufender Vorga¨nge bei und sind
dort von Nutzen, wo ein analytisches Modell oder eine experimentelle Vorgehensweise
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versagen. Insbesondere fu¨r die theoretisch schwer zu beschreibenden Flu¨ssigkeiten, die
in verfahrenstechnischen Prozessen von besonderer Bedeutung sind, stellt die Mole-
kulardynamik ein wertvolles Hilfsmittel zur Untersuchung ihrer mikroskopischen Be-
schaffenheit dar. Der Einsatz molekularer Simulationen hat in den meisten Fa¨llen die
Beantwortung qualitativer Fragen zum Ziel und dient weniger der Bestimmung nume-
risch korrekter Zahlenwerte.
Um die vielfa¨ltigen Einsatzmo¨glichkeiten molekulardynamischer Simulationen bei
physikalischen, chemischen und biologischen Fragestellungen zu verdeutlichen, werden
im Folgenden exemplarisch einige wenige Anwendungsfelder vorgestellt. Die Untersu-
chung struktureller und dynamischer Eigenschaften monoatomarer und molekularer
Flu¨ssigkeiten bzw. Flu¨ssigkeitsgemischen ist seit Anbeginn der molekulardynamischen
Technik von großer Bedeutung [1, 55, 99, 101]. Ein besonderes Interesse gilt der Auf-
kla¨rung des Verhaltens und der Struktur gelo¨ster Moleku¨le in wa¨ssrigen und nicht-
wa¨ssrigen Lo¨sungsmitteln [119]. Die Untersuchung von Phasengleichgewichten ist mit
Mitteln der Molekulardynamik zwar prinzipiell mo¨glich, jedoch aus Gru¨nden der Ef-
fizienz eher Gegenstand von Monte-Carlo-Simulationen [71]. Insbesondere dann, wenn
extreme Versuchsbedingungen eine experimentelle Herangehensweise schwer oder sogar
unmo¨glich machen, ist die Molekulardynamik in vielen Fa¨llen das Mittel der Wahl: bei-
spielsweise bei der Untersuchung von Salzschmelzen [146], u¨berkritischen Fluiden [93]
oder Flu¨ssigkeiten unter hohem Druck und hoher Temperatur, die ha¨ufig im Rah-
men geologischer Untersuchungen von Interesse sind [16]. Des Weiteren verspricht
man sich mit Hilfe der Molekulardynamik ein besseres Versta¨ndnis von Keimbildungs-
vorga¨ngen in Kristallisations- oder Kondensationsprozessen zu gewinnen [73]. Ein wei-
teres großes Anwendungsfeld bilden die komplexen Flu¨ssigkeiten, wie Polymerschmel-
zen oder Flu¨ssigkristalle, deren kompliziertes Phasenverhalten in molekulardynami-
schen Simulationen untersucht werden kann [80]. Seit Anfang der achtziger Jahre wer-
den in zunehmendem Maße auch biologische Systeme untersucht, die eine aufwa¨ndige
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Modellierung der Wechselwirkungen und eine extrem hohe Rechenzeit erfordern. Heu-
te bildet dieser Zweig der Molekulardynamik eine eigene große Disziplin. Gegenstand
der Untersuchung sind in diesem Zusammenhang ha¨ufig Penetrationsvorga¨nge von Mo-
leku¨len in biologischen Membranen oder das Verhalten von Proteinen in Lo¨sungsmit-
teln [119].
Molekulardynamische Simulationen unterliegen trotz ihres breiten Einsatzbereiches
und ihres universellen Charakters einer Reihe von Einschra¨nkungen. Es leuchtet ein,
dass die Simulation makroskopisch großer Systeme mit einer typischen Teilchenanzahl
in der Gro¨ßenordnung der Avogadro-Zahl (NA = 6,022 · 1023mol−1) selbst in ferner
Zukunft nicht durchfu¨hrbar sein wird. Die heute zuga¨nglichen Ressourcen machen ei-
ne Reduzierung der Systemgro¨ße auf eine vertra¨gliche Anzahl von einigen hundert bis
einigen tausend Teilchen unumga¨nglich. Die ra¨umliche Einschra¨nkung hat zur Folge,
dass mesoskopische Pha¨nomene im µm-Bereich (z.B. der diffuse Phasengrenzbereich in
der Na¨he des kritischen Punkts) oder gar makroskopische Effekte (z.B. die Rissausbrei-
tung in Metallen [19, 107]) noch nicht standardma¨ßig untersucht werden ko¨nnen. Hinzu
kommt aufgrund limitierter Rechenzeit eine zeitliche Einschra¨nkung, welche die maxi-
male Simulationszeit auf einige Nanosekunden begrenzt [130] und damit die Untersu-
chung langsamer molekularer Vorga¨nge erschwert1. Abbildung 3.1 fasst die ra¨umlichen
und zeitlichen Begrenzungen, innerhalb derer eine molekulardynamische Simulation
stattfinden kann, graphisch zusammen [16].
1Ein Beispiel fu¨r eine sehr rechenzeitintensive Simulation ist die Untersuchung langsamer Protein-
faltungsvorga¨nge. Proteine, deren spezifische biochemische Funktion sich erst durch den dynamischen
Faltungsprozess ausbildet, weisen eine Langzeitdynamik mit typischen Zeiten deutlich la¨nger als 10 ns
auf.
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Abbildung 3.1: Schematische Darstellung des Raum-Zeit-Fensters fu¨r molekulardy-
namische Simulationen. Entlang der Raum-Achse werden den verschiedenen Gro¨ßen-
ordnungen charakteristische Systemgro¨ßen zugeordnet. Typische Flu¨ssigkeitssysteme
mit etwa hundert bis einigen tausend Teilchen lassen sich in einem Volumen von 10003
bis 100003 pm3 realisieren; makromolekulare Systeme beinhalten etwa 103 bis 2 · 104
Atome. Die typische Simulationszeit einfacher Flu¨sigkeitssysteme liegt zwischen 100
und 1000 ps.
3.2 Intermolekulare Wechselwirkungen
Alle makroskopischen Stoffeigenschaften – seien es Dampfdru¨cke, Oberfla¨chenspannun-
gen oder Viskosita¨ten – werden letztendlich durch die Wechselwirkungen zwischen
den Teilchen des Systems bestimmt. Die Wechselwirkungsenergien ko¨nnen im Rah-
men der Born-Oppenheimer-Na¨herung, die die schnellen Elektronenbewegungen von
den wesentlich langsameren Kernbewegungen trennt, quantenmechanisch mit Hilfe
der Schro¨dinger-Gleichung berechnet werden [39]. Bei festgehaltenen Kernkoordinaten,
28
3.2. Intermolekulare Wechselwirkungen
z.B. zweier Atome im Vakuum, ko¨nnen zuna¨chst die Wellenfunktionen der Elektronen
und die zugeho¨rigen Wechselwirkungsenergien zwischen den Atomen berechnet werden.
Durch Variation der Kernkoordinaten und erneute Lo¨sung der Schro¨dinger-Gleichung
kann anschließend bestimmt werden, wie die Wechselwirkungsenergien vom Abstand
der Atome abha¨ngen. Auf diese Weise la¨sst sich eine Potentialfunktion formulieren, die
die Wechselwirkungsenergie als Funktion des Teilchenabstandes wiedergibt. Moleku-
lare Simulationen verzichten in der Regel auf die extrem rechenintensive Berechnung
der Schro¨dinger-Gleichung und verwenden vorgefertigteWechselwirkungspotentiale. Die
Potentialfunktionen ko¨nnen dabei sowohl theoretisch aus quantenmechanischen Rech-
nungen als auch empirisch u¨ber Angleichung der spezifischen Potentialparameter an
experimentell gemessene Daten bestimmt werden [16].
Die Wechselwirkungsenergien ko¨nnen – unabha¨ngig von der Art, wie sie beschrieben
werden, – in intramolekulare und intermolekulare Beitra¨ge unterteilt werden: Erstere
treten zwischen kovalent gebundenen Atomen innerhalb eines Moleku¨ls auf und wer-
den durch verschiedenartige Deformationen der Gleichgewichtsgeometrie des Moleku¨ls
hervorgerufen, beispielsweise durch Dehnungen und Torsionen einer Moleku¨lbindung
oder Verformung der Bindungswinkel. Die intermolekularen Wechselwirkungen treten
dagegen zwischen einzelnen Moleku¨len auf und reichen von starken, langreichweitigen
Coulomb’schen Wechselwirkungen bis zu relativ schwachen Dispersionswechselwirkun-
gen. Da in dieser Arbeit ausschließlich monoatomare Flu¨ssigkeiten behandelt werden,
spielen intramolekulare Wechselwirkungen im Folgenden keine Rolle. Wir beschra¨nken
uns daher auf die intermolekularen Wechselwirkungen, die fu¨r ein System aus N Ato-













U (3)(~ri, ~rj, ~rk) + · · · . (3.1)
Der erste Term U (1) entspricht dem Einfluss eines externen Potentialfeldes und bein-
haltet damit auch die Darstellung von begrenzenden Systemwa¨nden. Die u¨brigen Ter-
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me in Gleichung 3.1 dru¨cken Wechselwirkungen zwischen Teilchenpaaren (i, j), Teil-
chentripletts (i, j, k), usw. aus. Vier-Ko¨rper-Wechselwirkungen werden aufgrund ihres
vernachla¨ssigbaren Beitrags nicht mehr beru¨cksichtigt. Der Anteil des Drei-Ko¨rper-
Potentials U (3) ist hingegen nicht vernachla¨ssigbar und tra¨gt im Fall von flu¨ssigem
Argon mit etwa 10% zum Gesamtpotential bei [6, 32].
Die Berechnung der Wechselwirkungen ist der bei weitem rechenintensivste Schritt
in einer Molekulardynamiksimulation. Fu¨r N Teilchen mu¨ssen allein schon N · (N −
1)/2 ≈ N2 Paarwechselwirkungen bestimmt werden; Drei-Ko¨rper-Wechselwirkungen
skalieren sogar mit N · (N − 1) · (N − 2)/6 ≈ N3. Aus diesem Grund werden in
den meisten Fa¨llen die Drei-Ko¨rper-Wechselwirkungen nicht explizit beru¨cksichtigt,
sondern mit den Paarwechselwirkungen U (2) zu einem effektiven Paarpotential U
(2)
eff
zusammengefasst. Das effektive Paarpotential beschreibt die Wechselwirkungen eines
Teilchenpaars (i, j) unter Beru¨cksichtigung des Einflusses aller u¨brigen N−2 Nachbarn.







eff (rij) . (3.2)
Abbildung 3.2 veranschaulicht diesen Sachverhalt am Beispiel eines Teilchenpaars, des-
sen Wechselwirkungen unter dem Einfluss eines dritten Teilchens stehen. Abha¨ngig
von seiner Position vera¨ndert es die Elektronendichteverteilungen der Atome i und j
und infolgedessen das zwischen ihnen auftretende Wechselwirkungspotential. Das ef-
fektive Paarpotential U
(2)
eff beru¨cksichtigt diesen Einfluss und mittelt u¨ber alle Positio-
nen benachbarter Teilchen. Durch Verwendung effektiver Paarpotentiale U
(2)
eff und Ver-
nachla¨ssigung des Drei-Ko¨rper-Potentials wird die Rechenzeit deutlich verku¨rzt. Trotz-
dem nimmt die Berechnung der Kra¨fte immer noch etwa 95% der gesamten Rechenzeit
in Anspruch. Dieser Missstand hat eine Vielzahl von Verfahren hervorgebracht, die die
Auswertung der Wechselwirkungen beschleunigen. Die in dieser Arbeit verwendeten





Abbildung 3.2: Das Zwei-Ko¨rper-Potential U (2) zwischen den Teilchen i und j wird
durch die Gegenwart eines dritten Teilchens beeinflusst.
Algorithmus – werden in Abschnitt 3.3.2 diskutiert.
3.2.1 Das Lennard-Jones-Potential
Fu¨r eine quantitativ korrekte Vorhersage thermodynamischer Stoffeigenschaften aus
molekulardynamischen Simulationen muss ein mo¨glichst genaues, meist aufwa¨ndig zu
erstellendes Potentialmodell verwendet werden, das die tatsa¨chlichen Wechselwirkun-
gen realita¨tsgetreu nachbildet. Um grundsa¨tzliche Aussagen u¨ber strukturelle und dy-
namische Eigenschaften der Materie zu treffen, genu¨gen in vielen Fa¨llen dagegen sehr
viel einfachere, idealisierte Potentialmodelle, die die Flu¨ssigkeitsmoleku¨le als kugelsym-
metrische Teilchen mit der Masse mi abbilden. Ein solches fu¨r Flu¨ssigkeitssimulationen
ha¨ufig verwendetes Wechselwirkungsmodell ist das Lennard-Jones-(LJ)-Potential. Es
besteht aus einem repulsiven und einem attraktiven Term und lautet in seiner ur-




















Fritz London legt in seiner Arbeit u¨ber die Dispersionswechselwirkungen [4] nahe, zur
Modellierung der anziehenden Wechselwirkungen q = 6 zu wa¨hlen. Ohne physikalischen
Hintergrund, vielmehr aus pragmatischen Gru¨nden, wurde fu¨r den repulsiven Term
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p = 2·q = 12 gewa¨hlt. Dieser Ansatz fu¨hrt zum bekannten, in zahlreichen Simulationen
verwendeten Lennard-Jones-(12-6)-Potential mit seinen charakteristischen Parametern
 und σ,











Abbildung 3.3 zeigt exemplarisch den auf den Boltzmann-Faktor kB bezogenen Ver-
lauf der Lennard-Jones-Potentialfunktion fu¨r das anna¨hernd kugelfo¨rmige Methan. Der
energetische Parameter  kennzeichnet die Tiefe der Potentialmulde. Die Gro¨ße σ ent-
spricht dem Nulldurchgang des Graphen und wird als Maß fu¨r den Teilchendurchmesser





















































































































Abbildung 3.3: Das Lennard-Jones-Potential fu¨r Methan mit σ = 3,728 A˚ und
/kB = 148,55K. Zum Vergleich ist im linken Diagramm das attraktive Wechselwir-
kungspotential zweier ungleicher Ladungen mit q = 0,06 |e| dargestellt. Das rechte
Diagramm veranschaulicht die Aufteilung in einen repulsiven und einen attraktiven
Anteil sowie den Betrag der Kraft Fij = − |∇Uij | zwischen den Teilchen i und j.
ren Absta¨nden rij . Der steile Anstieg des repulsiven Astes kann quantenmechanisch un-
ter anderem auf das Pauli-Prinzip [5] zuru¨ckgefu¨hrt werden, das besagt, dass es in einer
Atomhu¨lle keine Elektronen geben darf, die in allen Quantenzahlen u¨bereinstimmen.
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Eine U¨berlappung von Elektronenhu¨llen ist daher unzula¨ssig. Die negativen attrakti-
ven Wechselwirkungen u¨berwiegen hingegen fu¨r große intermolekulare Absta¨nde. Sie
werden in der Regel als Dispersions- oder van-der-Waals-Wechselwirkungen bezeichnet
und resultieren aus kurzlebigen, schwachen Dipolmomenten, die durch Fluktuationen
der Elektronendichteverteilungen entstehen. Dass es sich um verha¨ltnisma¨ßig schwache
Wechselwirkungen handelt, ist auch in Abbildung 3.3 illustriert. Im linken Diagramm
ist zum Vergleich das attraktive Coulomb-Potential zweier ungleicher Punktladungen
eingezeichnet, die mit der relativ schwachen Ladung von q = 0,06 |e| versehen sind.
Verglichen mit den viel sta¨rkeren, langreichweitigen Coulomb-Wechselwirkungen, die
lediglich proportional zu r−1ij abfallen, werden Lennard-Jones-Wechselwirkungen daher
ha¨ufig als kurzreichweitig bezeichnet.
Die Kraft, die zwei Teilchen aufeinander ausu¨ben, ergibt sich im Falle konservativer
Potentialfelder, wie sie hier vorliegen, aus dem negativen Gradienten des Potentials,
~Fij = −∇U(rij) . (3.5)
Der Verlauf der Kraft ~Fij ist betragsma¨ßig im rechten Bild der Abbildung 3.3 darge-
stellt.
Es wird oft verkannt, dass der repulsive Term des Lennard-Jones-Potentials fu¨r die
Beschreibung von Flu¨ssigkeiten wichtiger ist als der attraktive Term. Bereits rein repul-
sive Wechselwirkungen sind in der Lage, einen Großteil der Flu¨ssigkeitseigenschaften
abzubilden [79]. Dies belegen zahlreiche Arbeiten am Hartkugelfluid in der Fru¨hzeit mo-
lekulardynamischer Simulationen, in denen Flu¨ssigkeitsstrukturen und Phasenu¨berga¨nge
untersucht wurden [49]. Insbesondere kann u¨ber ein rein repulsives Hartkugelpotential
der Phasenu¨bergang zwischen Flu¨ssigkeit und Festko¨rper in einer molekularen Simula-
tion abgebildet werden2. Durch Hinzunahme attraktiver Wechselwirkungen lassen sich
2Alder und Wainwright [1] und Wood und Jacobson [145] zeigten Mitte der 1950er Jahre in mole-
kularen Simulationen, dass ein System harter Kugeln einen Fest-flu¨ssig-Phasenu¨bergang 1. Ordnung
33
3. Grundlagen molekulardynamischer Simulationen
u¨berdies Dampf-flu¨ssig-U¨berga¨nge simulieren und somit vollsta¨ndige Phasendiagram-
me erstellen [117].
3.2.2 Die Lorentz-Berthelot-Kombinationsregeln
In Gemischen mu¨ssen neben den Wechselwirkungen zwischen gleichartigen Kompo-
nenten auch solche zwischen ungleichartigen modelliert werden. Zur Bestimmung der
Wechselwirkungsparameter σ und  zwischen ungleichartigen Komponenten werden









kk · ll , (3.7)
in denen die Indizes k und l verschiedene Spezies bezeichnen. Die Lorentz-Berthelot-
Regeln erlauben eine empirisch begru¨ndete Modellierung einfacher Mehrkomponenten-
systeme. Treten ma¨ßige Nichtidealita¨ten auf, so ko¨nnen diese oft u¨ber zwei zusa¨tzliche
Parameter ζ und ξ beschrieben werden:
σkl = ζ · 1
2
· (σkk + σll) (3.8)
und
kl = ξ · √kk · ll . (3.9)
aufweist und beendeten damals eine kontroverse Debatte in der statistischen Mechanik [42].
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3.2.2.1 Die Bestimmung der Lennard-Jones-Parameter
Die Lennard-Jones-Parameter σ und  der Reinstoffe ko¨nnen theoretisch u¨ber quanten-
mechanische Rechnungen oder empirisch u¨ber Anpassung an experimentell bestimmte
Daten ermittelt werden. Im Folgenden wird eine ha¨ufig verwendete Methode skizziert,
bei der die Lennard-Jones-Parameter aus einer Anpassung an den zweiten Virialkoef-
fizienten gewonnen werden.










+ · · · . (3.10)
V bezeichnet in diesem Fall das molare Volumen. Der zweite Virialkoeffizient B(T ),
der fu¨r ideale Gase verschwindet, stellt ein Maß fu¨r die Wechselwirkungen zwischen
den Teilchen dar. Er ist eng mit dem Wechselwirkungspotential U(r) verknu¨pft und
la¨sst sich u¨ber die Beziehung








aus diesem ableiten. Durch Einfu¨hren der reduzierten Gro¨ßen T ∗ = kBT/, r
∗ = r/σ
und B∗ = B/(2/3piNAσ
3) kann Gleichung 3.11 umformuliert werden in




















Das Integral kann analytisch unter Verwendung der Gammafunktion Γ(x) gelo¨st werden



























































Abbildung 3.4: Der reduzierte zweite Virialkoeffizient B∗ als Funktion der reduzierten
Temperatur T ∗. Die reduzierte Boyle-Temperatur liegt bei T ∗B = 3,42.
Unter Verwendung der ersten 10 Koeffizienten b(0), b(1), · · · , b(9) (siehe Tabelle 3.1)
erha¨lt man den in Abbildung 3.4 semi-logarithmisch aufgetragenen Verlauf. Der gefun-
dene Zusammenhang zwischen dem reduzierten Virialkoeffizienten B∗ und der redu-
zierten Temperatur T ∗ ist aufgrund der dimensionslosen Darstellung auf alle klasssich
behandelbaren Fluide u¨bertragbar, deren Wechselwirkungen u¨ber das Lennard-Jones-
Potential beschrieben werden ko¨nnen.
Der Verlauf des reduzierten zweiten Virialkoeffizienten soll im Folgenden kurz erla¨utert
werden. Man erkennt in Abbildung 3.4, dass B∗ unterhalb der reduzierten Boyle-
Temperatur von T ∗B = 3,42 negativ ist und der Druck entsprechend Gleichung 3.10
gegenu¨ber dem Idealgasdruck reduziert wird. Die attraktiven Wechselwirkungsanteile
u¨berwiegen folglich in diesem Temperaturbereich. Bei hohen Temperaturen, oberhalb
der Boyle-Temperatur T ∗B, und entsprechend großen kinetischen Teilchenenergien findet
man einen positiven zweiten Virialkoeffizienten vor. In diesem Bereich dominieren re-
pulsive Energieanteile, die infolge zahlreicher Kollisionsvorga¨nge eine Druckerho¨hung
nach sich ziehen. Bei der Boyle-Temperatur selbst verha¨lt sich das Fluid ideal. Fu¨r
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j b(j) j b(j)
0 1,733001 5 -0,10682056
1 -2,5636934 6 -0,050545862
2 -0,8665005 7 -0,02289012
3 -0,42728224 8 -0,009928651
4 -0,21662512 9 -0,004132938
Tabelle 3.1: Die ersten 10 Koeffizienten b(j) entsprechend Gleichung 3.14.
extrem hohe Temperaturen, T ∗ > 30, ist in Abbildung 3.4 ein leichter Kurvenabfall
zu beobachten. Der Abfall kann auf die außergewo¨hnlich hohen kinetischen Energien
zuru¨ckgefu¨hrt werden, die die Teilchen wa¨hrend der Kollisionen auf einen sehr engen
Raum zusammenzwingen. Das Eigenvolumen der Teilchen wird auf diese Weise einge-
schra¨nkt, der Druck leicht reduziert.
Der zweite Virialkoeffizient ist entsprechend den obigen Erla¨uterungen ein Maß fu¨r
die zwischen den Teilchen auftretenden Wechselwirkungen. Aus experimentell ermittel-
ten Virialkoeffizienten B(T ) lassen sich somit umgekehrt die Lennard-Jones-Parameter
σ und  bestimmen [61]. Liegen zwei experimentell ermittelte Virialkoeffizienten fu¨r








Durch Ausprobieren verschiedener Werte fu¨r /kB und Nutzung der universellen Be-
ziehung B∗(T ∗) in Abbildung 3.4 mu¨ssen nun zwei reduzierte Temperaturen T ∗1 und













Als Startwert kann die reduzierte kritische Temperatur T ∗c verwendet werden, die fu¨r
die meisten Gase bei T ∗c = Tc/(/kB) = 1,3 liegt. Nachdem man auf diese Weise den
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schließlich der σ-Parameter berechnen. Im Rahmen der erreichbaren Genauigkeit ko¨nnen
diese fu¨r Gase ermittelten Modellparameter auch fu¨r die Simulation von Flu¨ssigkeiten
genutzt werden.
3.3 Methoden und Algorithmen molekulardynami-
scher Simulationen
3.3.1 Integration der Newton’schen Bewegungsgleichungen
In Molekulardynamiksimulationen werden zur Erzeugung eines statistisch auswertba-
ren Ensembles die klassischen Newton’schen Bewegungsgleichungen eines Vielteilchen-
systems gelo¨st. Zur Darstellung der grundsa¨tzlichen Prinzipien molekulardynamischer
Simulationen betrachte man im Folgenden ein abgeschlossenes System aus N monoa-
tomaren Lennard-Jones-Partikeln der Massen mi. Isolierten Systemen entspricht in der
statistischen Mechanik ein mikrokanonisches Ensemble mit konstanter Teilchenanzahl
N , konstantem Systemvolumen V und konstanter Gesamtenergie E,
E = U tot + Ekin = const. (3.18)
Zusa¨tzlich zu den von außen auferlegten NVE -Bedingungen garantiert der Algorith-
mus automatisch einen konstanten Gesamtimpuls ~p tot. Aus Gru¨nden der Einfachheit,
insbesondere zur leichteren Korrelation der Geschwindigkeiten, werden konvektive Be-




mi · ~vi = 0 . (3.19)
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Man spricht in diesem Zusammenhang deshalb auch vom molekulardynamischen
NVE~p tot-Ensemble.
Die Newton’schen Bewegungsgleichungen ko¨nnen nun fu¨r alle N ungebundenen
Teilchen des Systems aufgestellt werden,
m1 · ~¨r1 = ~F1(~r1, ~r2, ~r3, · · · , ~rN)
m2 · ~¨r2 = ~F2(~r1, ~r2, ~r3, · · · , ~rN) (3.20)
...
...
mN · ~¨rN = ~FN(~r1, ~r2, ~r3, · · · , ~rN) .
~Fi ist die resultierende Kraft auf das Teilchen i, die von der Lage aller anderen Teilchen
abha¨ngig ist. Sie setzt sich additiv aus den Wechselwirkungen zwischen Teilchen i und








Zur numerischen Integration der Newton’schen Bewegungsgleichungen wurden zahlrei-
che Algorithmen entworfen [3]. Ein sehr stabiles und zugleich symplektisches Verfahren
ist das Bocksprungverfahren von Verlet (Verlet leapfrog scheme) [62, 133], dessen Ab-
lauf in Abbildung 3.5 illustriert ist. Ausgangspunkt ist die Position ~ri(t) und die Kraft
~Fi(t) zum Zeitpunkt t sowie die Geschwindigkeit ~vi(t− 1/2∆t) mit der Zeitschrittwei-











Die anschließende Integration der Geschwindigkeit liefert die neue Position des Teil-
chens i zum Zeitpunkt t+∆t:
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Die Geschwindigkeit ~vi wird zur Ermittlung der kinetischen Energie jedoch auch zum





































































































































Abbildung 3.5: Das Bocksprungverfahren (Verlet leapfrog scheme) zur Integration
der Newton’schen Bewegungsgleichungen.






Eine Simulation u¨ber M Zeitschritte liefert angefangen vom Startzeitpunkt t0 das
Ensemble
{Γ(t0),Γ(t0 +∆t),Γ(t0 + 2∆t), · · · · · · · · · ,Γ(t0 +M ∆t)} , (3.25)
aus dem regelma¨ßig Konfigurationen in spa¨ter auszuwertende Dateien abgespeichert
werden. Diese Dateien beinhalten die gesamte mikroskopische Information des Systems
und dienen im Post-Processing als Ausgangspunkt fu¨r die Berechnung struktureller und
dynamischer Gro¨ßen. Die abzuspeichernde Datenmenge kann dabei einen großen Spei-
cherplatz belegen. Fu¨r die in dieser Arbeit verwendeten Systeme mit N = 6144 Teilchen
fu¨hrt das unformatierte, doppelt genaue Abspeichern der Positions- und Geschwindig-
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keitsdaten fu¨r 5000 Konfigurationen zu Dateigro¨ßen von etwa 1475 Mbyte,
6144 (Atome)× 5000 (Konfigurationen)
× 6 (x, y, z, vx, vy, vz)× 8 (bytes) = 1474,56Mbyte .
Die Speicherbeschra¨nkungen der Hardware sowie die schlechte Handhabbarkeit großer
Dateien stellen in der Praxis bei der Auswertung statistisch stark fluktuierender Gro¨ßen
ein Problem dar. In der Regel kann man diese Schwierigkeiten dadurch umgehen, dass
man die interessierenden Gro¨ßen bereits wa¨hrend des Simulationslaufs, d.h. on the fly,
berechnet.
Der Wert fu¨r die Zeitschrittweite ∆t richtet sich nach den schnellsten Bewegungen,
die in der Simulation abgebildet werden sollen. ∆t ist im Fall molekularer Flu¨ssigkeiten,
in denen die hochfrequenten Moleku¨lvibrationen zeitlich aufgelo¨st werden mu¨ssen, rund
eine Gro¨ßenordnung kleiner (O(10−15 s)) als in einfachen Lennard-Jones-Systemen, in
denen die Relaxationszeit der Geschwindigkeits-Autokorrelationsfunktion maßgebend
ist. Ha¨ufig wird ein Wert in der Na¨he von ∆t = 0,005 (mσ2/)1/2 vorgeschlagen [49].
Fu¨r das Methan-System aus Abbildung 3.3 ergibt sich beispielsweise mit Hilfe dieser
Gleichung eine Zeitschrittweite von ∆t ≈ 0,007 ps.
3.3.2 Vereinfachende Verfahren in molekulardynamischen
Simulationen
In der molekulardynamischen Simulationstechnik hat sich eine Vielzahl spezieller Algo-
rithmen und vereinfachender Annahmen etabliert, die effiziente Simulationsrechnungen
u¨berhaupt erst ermo¨glichen. Die Schwierigkeit bei einer Molekulardynamiksimulation
liegt daher ha¨ufig nicht in der Lo¨sung des zugrundeliegenden, dynamischen Vielteil-
chenproblems, sondern vielmehr in der intelligenten Anwendung vereinfachender, aber
effizienzsteigernder Algorithmen. Da die gewonnenen Simulationsergebnisse stets im
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Hinblick auf diese Vereinfachungen zu interpretieren sind, ist es notwendig, die in die-
ser Arbeit eingesetzten Techniken zu erla¨utern.
3.3.2.1 Periodische Randbedingungen
In Abschnitt 3.1 wurde bereits erwa¨hnt, dass molekulare Simulationen makroskopisch
großer Systeme aufgrund des enormen Rechenaufwands in der Praxis nicht zu realisie-
ren sind. Wie gelingt es aber, mit einer relativ kleinen Teilchenanzahl die strukturellen
und dynamischen Eigenschaften eines Bulksystems repra¨sentativ abzubilden? Betrach-
ten wir dazu ein System aus N = 83 = 512 Teilchen, die in einer kubischen Simula-
tionsbox als kubisches Gitter angeordnet sind. 296 von 512 Teilchen, also rund 58%,
liegen dann an der Oberfla¨che der Simulationsbox. Ein solches System ist vollsta¨ndig
von Oberfla¨cheneffekten bestimmt und kann unmo¨glich die Eigenschaften eines Bulk-
systems repra¨sentieren. Um solche Grenzeffekte zu umgehen, werden dem Simulations-
system periodische Randbedingungen auferlegt [17]. Die urspru¨ngliche Simulationsbox
wird im Dreidimensionalen von 26 identischen Abbildern umgeben, die wiederum iden-
tische Nachbarsysteme besitzen. Man erha¨lt so ein unendlich ausgedehntes System
und vermeidet dadurch den Einfluss von Oberfla¨cheneffekten. Abbildung 3.6 stellt die
Verha¨ltnisse exemplarisch in zwei Dimensionen fu¨r ein System mit den Teilchen i, j
und k dar. Verla¨sst beispielsweise das Teilchen k die zentrale Simulationsbox, tritt sein
Abbild k′ auf der gegenu¨berliegenden Seite mit identischer Geschwindigkeit ein. Auf
diese Weise wird zusa¨tzlich der Forderung nach einer konstanten Dichte im System
nachgekommen.
Die Erzeugung einer ku¨nstlichen Periodizita¨t schra¨nkt das zu untersuchende System
jedoch ra¨umlich und zeitlich ein. Speziell bei der Auswertung dynamischer Transport-
gro¨ßen u¨ber zeitliche Korrelationsfunktionen ko¨nnen ungewollte Artefakte auftreten,
die von periodischen Randbedingungen hervorgerufen werden [8]. Solche Effekte tre-
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Abbildung 3.6: Zweidimensionale Darstellung einer Simulationsbox mit periodischen
Randbedingungen. Der gestrichelte Kasten um das zentrale Teilchen i illustriert die
Minimum-Image-Konvention fu¨r die Berechnung der Wechselwirkungen zwischen i
und seinen Nachbarn. Der gepunktete Kreis stellt den Cut-off-Radius rcut dar, der
die Zahl der Wechselwirkungen zwischen i und den benachbarten Partikeln zusa¨tzlich
einschra¨nkt.
ten auf, wenn die Korrelationszeit der zu untersuchenden Eigenschaft die periodische
Korrelationszeit τprb u¨berschreitet. Die Gro¨ße τprb bezeichnet hierbei die Zeit fu¨r den
Durchlauf einer longitudinalen Welle durch die Simulationsbox. Wenn L die Boxla¨nge,
vs die Schallgeschwindigkeit im Medium und ρ die Teilchendichte angeben, so ergibt













In Systemen mit einigen tausend Teilchen liegt die periodische Korrelationszeit in der
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Gro¨ßenordnung von 5 bis 10 ps, so dass unrealistische Korrelationen im Falle schnell
abklingender Korrelationsfunktionen nicht in Erscheinung treten. Fu¨r langsam abklin-
gende Korrelationen ko¨nnen periodische Effekte allerdings kritisch sein und mu¨ssen
beru¨cksichtigt werden.
3.3.2.2 Minimum-Image-Konvention und Cut-off-Radius
In periodischen Systemen erscheint es nicht zweckma¨ßig, Wechselwirkungen zwischen
dem Originalteilchen und seinen Abbildern in den umliegenden Ka¨sten zu berechnen.
Man fu¨hrt aus diesem Grund die Minimum-Image-Konvention ein [86], die vorschreibt,
fu¨r die Wechselwirkungen nur diejenigen Partikel zu betrachten, die in einer gedach-
ten Box der gleichen Gro¨ße wie die der Simulationsbox mit dem jeweiligen Teilchen im
Zentrum liegen. Soll beispielsweise die resultierende Kraft auf das in Abbildung 3.6 dar-
gestellte Teilchen i berechnet werden, beru¨cksichtigt man nur die na¨chsten Nachbarn,
die sich innerhalb des gestrichelten Kastens befinden. Man betrachtet also die Paare
(i, j) und (i, k′), nicht aber (i, k). Die Verwendung der Minimum-Image-Konvention re-
duziert die Zahl der Wechselwirkungen auf N · (N −1)/2, was in Systemen mit einigen
tausend Teilchen nach wie vor noch sehr hoch ist.
Gerade in Systemen mit kurzreichweitigen Wechselwirkungen erscheint es daher
sinnvoll, die Berechnung der Wechselwirkungen weiter einzuschra¨nken und auf den Be-
reich der engsten Nachbarn zu reduzieren. Entsprechend des Potentialverlaufs in Ab-
bildung 3.3 sind aus diesem Bereich die gro¨ßten Wechselwirkungsbeitra¨ge zu erwarten,
da bereits fu¨r r = 2,5 σ die potentielle Energie nur noch 1,6% der Muldentiefe  be-
tra¨gt. Eine weitere Reduzierung der Wechselwirkungsanzahl wird u¨ber die Einfu¨hrung
eines Cut-off-Radius rcut realisiert, der den Einfluss von Teilchen außerhalb der Cut-
off-Kugel unberu¨cksichtigt la¨sst. Das Lennard-Jones-Potential wird an der Stelle rcut
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damit faktisch auf null gesetzt und lautet fu¨r die Simulation:
UMD =
 ULJ fu¨r r ≤ rcut0 fu¨r r > rcut (3.27)
Typische Werte fu¨r Cut-off-Radien in einfachen homogenen Systemen liegen im Be-
reich rcut = 2,5σ bis 3,0σ und du¨rfen in U¨bereinstimmung mit der Minimum-Image-
Konvention die halbe La¨nge der Simulationsbox nicht u¨berschreiten, rcut ≤ L/2. Der
Einsatz von Cut-off-Radien reduziert die Anzahl der zu beru¨cksichtigenden Teilchen
entsprechend um den Faktor 4/3 pir3cut/L
3, was bei einem maximal mo¨glichen Radi-
us von rcut = L/2 einen zeitlichen Gewinn von etwa 50% verspricht. Daru¨ber hin-
aus erscheint die Verwendung einer spha¨rischen Wechselwirkungsumgebung vielfach
zweckma¨ßiger als die einer kubischen, wie sie durch die Minimum-Image-Konvention
alleine vorgegeben wird.
3.3.2.3 Korrekturterme aufgrund des Cut-off-Radius
Die Einfu¨hrung eines spha¨rischen Cut-off-Bereichs fu¨hrt zu fehlerbehafteten Eigen-
schaftswerten, da die Wechselwirkungsbeitra¨ge weit entfernt liegender Teilchen ent-
sprechend Gleichung 3.27 nicht beru¨cksichtigt werden. Die einzelnen Energiebeitra¨ge
zwischen einem Zentralteilchen i und den außerhalb der Cut-off-Kugel liegenden Teil-
chen j sind zwar gering, sie ko¨nnen sich aber zu einem nicht zu vernachla¨ssigenden
Beitrag aufsummieren, da fu¨r große Absta¨nde r > rcut eine hohe Anzahl von Wechsel-
wirkungen beru¨cksichtigt werden muss. Um Korrekturterme, so genannte long-range
corrections (LRC), fu¨r die Gesamtenergie E und den Druck P zu entwickeln, werden
Beziehungen formuliert, die den strukturabha¨ngigen Term als Funktion der radialen
Verteilungsfunktion g(r) wiedergeben. Unter der Voraussetzung eines paarweise addi-
tiven Wechselwirkungspotentials U(r), das mit steigendem Radius r hinreichend schnell
gegen null konvergiert, und mit der Teilchendichte ρ = N/V lauten die Ausdru¨cke fu¨r
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r2 · U(r) · g(r) dr (3.28)







· g(r) dr . (3.29)
Die jeweils ersten Terme beschreiben kinetische Idealgasanteile, die u¨ber die Tempera-
tur T ausschließlich von den Teilchengeschwindigkeiten abha¨ngen. Die zweiten Terme
sind strukturabha¨ngige Exzessbeitra¨ge, die u¨ber das Potential U(r) bzw. das Viri-
al r dU(r)/dr bestimmt werden mu¨ssen. Die Wechselwirkungen fu¨r Teilchenabsta¨nde
innerhalb der Cut-off-Kugel (r < rcut) sind u¨ber das Potential aus der Simulation be-
kannt. Die im Exzessterm fehlenden Energiebeitra¨ge lassen sich aus der Integration
u¨ber den Bereich [rcut,∞] ermitteln und ko¨nnen den simulierten Eigenschaftswerten
nachtra¨glich als Korrekturterme aufgeschlagen werden. Die Ausdru¨cke 3.28 und 3.29
ko¨nnen auf diese Weise in einen von der Molekulardynamiksimulation berechneten An-
teil und einen Korrekturterm aufgespalten werden:
Etot ≈ EMD + ELRC
= EMD + 2piNρ
∫ ∞
rcut
r2 · U(r) dr (3.30)
und
P ≈ PMD + P LRC








Bei diesem Ansatz kann die radiale Verteilungsfunktion g(r) fu¨r große Absta¨nde r >
rcut vereinfachend auf eins gesetzt werden. Abbildung 3.7 besta¨tigt diese Annahme am
Beispiel von flu¨ssigem Methan, dessen Flu¨ssigkeitsstruktur mit dem in Abbildung 3.3
dargestellten Lennard-Jones-Potential molekulardynamisch simuliert wurde.
Bei Verwendung eines Lennard-Jones-Potentials entsprechend Gleichung 3.4 ko¨nnen
die Integrale in den Gleichungen 3.28 und 3.29 einfach ausgewertet werden. Man erha¨lt
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Abbildung 3.7: Die radiale Verteilungsfunktion g(r) von flu¨ssigem Methan bei einer
Temperatur von 〈T 〉 = 130K und einer Dichte von ρ = 0,3952 g/cm3. Die Werte liegen
fu¨r große Absta¨nde (r > 2,5 σ) nahe bei eins.
unter Verwendung der Approximation σ6/r6cut ≈ 0 die Beziehungen


























Am Beispiel der Molekulardynamiksimulation von flu¨ssigem Methan soll demonstriert
werden, in welcher Gro¨ßenordnung die Korrekturwerte fu¨r Energie und Druck liegen.
Das Methan-System mit dem in Abbildung 3.3 dargestellten Lennard-Jones-Potential
besteht aus N = 864 Teilchen, die ein Volumen von V = 58228 A˚3 ausfu¨llen. Die
mittlere Temperatur betra¨gt 〈T 〉 = 130K, der Cut-off-Radius rcut = 16 A˚. An den in
Tabelle 3.2 aufgefu¨hrten Werten erkennt man, dass die Gesamtenergie E infolge der
nicht beru¨cksichtigten Wechselwirkungen außerhalb der Cut-off-Kugel um lediglich 2%
korrigiert werden muss. Die Druckkorrektur P LRC spielt hingegen eine entscheidende
Rolle bei der Bestimmung des Systemdrucks P . Werden ausschließlich die Wechselwir-
kungen innerhalb des Cut-off-Radius beru¨cksichtigt, so ergibt sich ein zu hoher Druck
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Anteil LRC am
Gesamtwert MD LRC Gesamtwert [%]
E [kJ/mol] −4417,8 −4330,9 −86,9 2
P [bar] 12,7 62,3 −49,6 −390
Tabelle 3.2: Beitra¨ge aus Molekulardynamiksimulationen innerhalb des Cut-off-
Radius rcut und Korrekturbeitra¨ge fu¨r die Energie E und den Druck P .
PMD, da die repulsiven Anteile u¨berwiegen, die zahlreichen attraktiven Beitra¨ge, die
abgezogen werden mu¨ssen, aber unzureichend beru¨cksichtigt werden.
3.3.2.4 Nachbarschaftsliste und Multiple-Timestep-Algorithmus
Die Anzahl der Operationen zur Berechnung der Wechselwirkungen verha¨lt sich – auch
bei Verwendung von Cut-off-Radien – quadratisch zur Teilchenanzahl N . In jedem Zeit-
schritt mu¨ssen nach wie vor die Nachbarn des Teilchens i aus N − 1 Teilchen unter
Beru¨cksichtigung der Minimum-Image-Konvention und des Cut-off-Radius zuna¨chst
gefunden werden. Bei diesem Vorgehen werden u¨berflu¨ssigerweise auch die Abstands-
quadrate r2ij derjenigen Teilchen berechnet
3, die außerhalb des Radius rcut liegen. Eine
erhebliche Beschleunigung kann erreicht werden, wenn man die Nachbarn aller Teilchen
in Nachbarschaftslisten [133] schreibt und diese Listen in regelma¨ßigen Zeitabsta¨nden
aktualisiert. Man nutzt dabei aus, dass sich die ra¨umliche Anordnung der Nachbarn
um das zentrale Teilchen nur langsam a¨ndert – was umso mehr zutrifft, je dichter das
System ist. Um Nachbarschaftslisten zu erzeugen, definiert man um den Cut-off-Radius
rcut eine Schale der Dicke ∆r ≈ 0,1 rcut und nimmt sa¨mtliche Teilchen innerhalb von
rcut +∆r in die Nachbarschaftsliste fu¨r das Teilchen i auf (vgl. Abbildung 3.8). Diese
3Um zu u¨berpru¨fen, ob ein Teilchen innerhalb oder außerhalb der Cut-off-Kugel liegt, genu¨gt es,
das Abstandsquadrat r2ij mit dem Quadrat des Cut-off-Radius r
2
cut zu vergleichen. Damit wird das
rechenaufwa¨ndige Wurzelziehen vermieden.
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Liste wird fu¨r die na¨chsten Zeitschritte, in denen sich die Nachbarschaftsverha¨ltnisse
kaum a¨ndern werden, erneut fu¨r die Auswertung der Wechselwirkungen benutzt. Bei
dem in dieser Arbeit verwendeten Verfahren [118] werden die Nachbarschaftslisten au-
tomatisch aktualisiert, indem die Versetzungen fu¨r jedes Teilchen der Liste aufsummiert
werden. Die Aktualisierung der Nachbarschaftsliste fu¨r das Teilchen i erfolgt dann, so-
bald die zwei gro¨ßten Versetzungen den Wert ∆r u¨berschreiten. Gewo¨hnlich passiert
dies nach ungefa¨hr 20 Zeitschritten. Die Variable ∆r hat somit eine doppelte Funktion:
Sie bestimmt zum einen wie schnell die Nachbarschaftsliste erneuert wird und definiert
zum anderen ein Reservoir fu¨r Teilchen, die zwischen den Aktualisierungsschritten in
die Cut-off-Kugel hineinwandern.
Der Aufwand fu¨r die Erstellung der Nachbarschaftsliste skaliert mit 1/2N (N − 1)
und stellt zuna¨chst noch keine Verbesserung dar. Die anschließende Berechnung der
potentiellen Energie nimmt jedoch nur noch linear mit der Teilchenzahl zu. Unter der
Annahme, dass die Nachbarschaftstabelle alle 20 Zeitschritte aktualisiert wird, ergibt
sich eine Verbesserung von 20 · N(N − 1)/2 Rechenoperationen auf etwa 1/2N (N −
1) + 19 · N · NNb, wenn NNb die mittlere Anzahl der Nachbarn eines Teilchens ist.
In einem flu¨ssigen Lennard-Jones-System mit einer typischen Dichte von ρ = 0,8/σ3
besitzt jedes Teilchen innerhalb einer spha¨rischen Umgebung von r = 2,8σ ungefa¨hr
NNb = 75 Nachbarn. Fu¨r Systeme mit N = 6144 Teilchen wird durch die Verwendung
von Nachbarschaftslisten folglich eine Beschleunigung von u¨ber 90% erzielt.
Eine weitere Effizienzsteigerung ergibt sich durch den Multiple-Timestep-Algorith-
mus [122, 123], der auf der Verwendung von Nachbarschaftslisten aufbaut. Man nutzt
dabei aus, dass sich die Kra¨fte auf ein Teilchen i aus sich langsam und sich schnell
a¨ndernden Anteilen zusammensetzen. Die langsam variierenden Kraftanteile resultieren
aus Wechselwirkungen zu weiter entfernt liegenden Teilchen, so genannter sekunda¨rer
Nachbarn. Die sich sta¨ndig a¨ndernde Konstellation der nahe gelegenen prima¨ren Nach-
barschaftsteilchen ruft hingegen schnell variierende Kra¨fte hervor. Beide Kraftanteile
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Abbildung 3.8: Einteilung der Umgebung um das Teilchen i in prima¨re und sekunda¨re
Nachbarn zur Anwendung des Multiple-Timestep-Algorithmus. Um die Cut-off-Kugel
mit Radius rcut wird eine Schale gelegt, deren Dicke ∆r einerseits die Aktualisierungs-
rate der Nachbarschaftsliste bestimmt und andererseits ein Reservoir fu¨r in die Cut-
off-Kugel eintretende Teilchen darstellt.
ko¨nnen demnach auf unterschiedlichen Zeitskalen behandelt werden. Es lohnt sich, die
Wechselwirkungen zwischen dem Teilchen i und seinen prima¨ren Nachbarn zu jedem
Zeitschritt und solche zu sekunda¨ren Nachbarn seltener zu berechnen. Die Aufteilung
der Teilchen in eine prima¨re und eine sekunda¨re Umgebung erfolgt u¨ber die Definition
eines prima¨ren Cut-off-Radius rprim < rcut, der ebenfalls in Abbildung 3.8 illustriert
ist. Gleichzeitig wird auch die Nachbarschaftsliste des Teilchens i in einen prima¨ren
und einen sekunda¨ren Teil zerlegt, die getrennt behandelt werden ko¨nnen. Da sich die
Konstellation der nahen Nachbarn schnell a¨ndert, wird die Einteilung in prima¨re und
sekunda¨re Teilchen ha¨ufiger vorgenommen als die Erneuerung der Nachbarschaftsli-
ste. Eine vom Programmnutzer vorzugebende Variable τmult bestimmt, nach wievielen
Zeitschritten die Einteilung in prima¨re und sekunda¨re Teilchen aktualisiert wird. Ty-
pischerweise liegt τmult bei 10 Zeitschritten.
Der Multiple-Timestep-Algorithmus des in dieser Arbeit verwendeten Simulations-
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programms [118] folgt zusammenfassend den unten stehenden Vorschriften:
1. Aktualisierung der Nachbarschaftsliste des Teilchens i, wenn die beiden gro¨ßten
Teilchenversetzungen den Wert ∆r u¨berschreiten.
2. Einteilung der Nachbarschaftsliste in prima¨re und sekunda¨re Teilchen entspre-
chend den Cut-off-Radien rprim und rcut.
3. Vollsta¨ndige Berechnung der Wechselwirkungen sowohl zu prima¨ren als auch zu
sekunda¨ren Nachbarteilchen in den ersten zwei Zeitschritten nach der Einteilung.
4. Berechnung der Wechselwirkungen zu prima¨ren Teilchen in jedem Zeitschritt der
na¨chsten τmult − 2 Zeitschritte und Bestimmung der Wechselwirkungen zu se-
kunda¨ren Teilchen aus einer linearen Extrapolation der aus Schritt 3 berechneten
Werte.
5. Neue Einteilung in prima¨re und sekunda¨re Nachbarn nach τmult Zeitschritten.
Das Teilchen i ist folglich von drei Spha¨ren umgeben. Die Spha¨re mit dem Radius rprim
umgibt die prima¨ren Nachbarschaftsteilchen, zu denen die Wechselwirkungen in jedem
Zeitschritt berechnet werden. Zwischen den Spha¨ren mit den Radien rcut und rprim lie-
gen die sekunda¨ren Nachbarn, deren Einfluss auf das Teilchen i lediglich alle τmult Zeit-
schritte explizit berechnet wird; dazwischen wird der Einfluss u¨ber eine Extrapolation
bestimmt. Die Variable ∆r bestimmt, wann die Aktualisierung der Nachbarschaftsli-
ste erfolgt und definiert gleichzeitig ein Reservoir fu¨r Teilchen, die innerhalb der τmult
Zeitschritte in den Cut-off-Bereich hinein- oder hinauswandern.
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3.3.3 Algorithmen fu¨r kanonische und isotherm-isobare
Systeme
Die Newton’schen Bewegungsgleichungen erzeugen in Abwesenheit a¨ußerer Kra¨fte und
unter Verwendung periodischer Randbedingungen Konfigurationen im mikrokanoni-
schen Ensemble, in dem die Teilchenzahl N , das Volumen V und die Gesamtenergie E
unvera¨ndert bleiben. Diese Bedingungen entsprechen jedoch nicht denen, die in expe-
rimentellen Untersuchungen vorgegeben oder u¨blicherweise zur Charakterisierung des
Systemzustandes herangezogen werden. Um in molekulardynamischen Simulationen
allgemeinere physikalischere Situationen zu erzeugen, wurde aus diesem Grund eine
Vielzahl von Algorithmen vorgeschlagen [3, 108], die erlauben, anstatt mikrokanoni-
scher Gesamtheiten kanonische und isotherm-isobare Systeme zu untersuchen. Fu¨r die
Berechnung struktureller Gro¨ßen ko¨nnen diese Ensembles uneingeschra¨nkt angewendet
werden. Im Falle von dynamischen Eigenschaften ist jedoch Vorsicht geboten: Die hier
zugrundeliegenden dynamischen Bewegungsgleichungen fußen nicht auf physikalischen
Grundprinzipien wie dem Newton’schen Gesetz und entsprechen daher strenggenom-
men nicht der realen Teilchendynamik!
Die in dieser Arbeit verwendeten Verfahren, der Nose´-Hoover’sche Thermostat [64,
92] zur Erzeugung kanonischer NVT -Ensembles und der Algorithmus von Berend-
sen [11] zur Simulation isotherm-isobarer NPT -Gesamtheiten, werden in den kom-
menden zwei Abschnitten erla¨utert.
3.3.3.1 Der Nose´-Hoover-Thermostat fu¨r das kanonische Ensemble
Der Nose´-Hoover-Thermostat [64, 92] koppelt das zu untersuchende System an ein ex-
ternes Wa¨rmebad der Temperatur Text und gewa¨hrleistet auf diese Weise eine konstante
Systemtemperatur T . Mathematisch wird diese Kopplung durch eine Erweiterung der
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− χ(t)~vi(t) . (3.34)











in der T die instantane Temperatur zum Zeitpunkt t und τT eine vom Programmnutzer
vorzugebende Relaxationszeit bezeichnen. Die Bestimmung der aktuellen Temperatur





mi |~vi(t)|2 . (3.36)
Der Algorithmus startet zuna¨chst mit dem standardma¨ßigen Verlet-Schema entspre-
chend der Gleichungen 3.22 bis 3.24 zur Bestimung von ~vi(t) und T . Davon ausgehend


















































Da zur Bestimmung der aktuellen Temperatur T die Geschwindigkeiten ~vi(t) beno¨tigt
werden, sind einige Iterationsschritte bis zur Konvergenz erforderlich. Das hier einge-
setzte Verfahren [118] sieht standardma¨ßig einen dreimaligen Iterationsdurchlauf vor,
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falls keine starren Moleku¨le verwendet werden. Die neuen Positionen ~ri(t+∆t) ergeben
sich dann u¨ber
~ri(t+∆t) ← ~ri(t) + ∆t · ~vi(t+ 1
2
∆t) . (3.41)
Der Nose´-Hoover-Thermostat erzeugt ein wahres kanonisches Ensemble. Andere Ver-
fahren wie beispielsweise der Berendsen-Thermostat [11], der im na¨chsten Abschnitt
behandelt wird, liefern im Gegensatz dazu Eigenschaftswerte, die in der Gro¨ßenordnung
O(1/N) von den wahren kanonischen Mittelwerten abweichen ko¨nnen.
3.3.3.2 Der Berendsen-Algorithmus fu¨r das isotherm-isobare Ensemble
Isotherm-isobare NPT-Ensembles werden in dieser Arbeit mittels des Berendsen-Algo-
rithmus [11] realisiert, in dem zur Aufrechterhaltung eines konstanten Drucks und einer
konstanten Temperatur ein Barostat und ein Thermostat eingesetzt werden. Dabei
erfolgt – anders als im Nose´-Hoover-Verfahren – die Aufrechterhaltung der Isothermie
u¨ber eine zu jedem Zeitschritt stattfindende Skalierung der Geschwindigkeiten. Dies
geschieht ebenfalls iterativ u¨ber die Definition einer Gro¨ße χs, die nicht mit dem oben
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und
~ri(t+∆t) ← ~ri(t) + ∆t · ~vi(t+ 1
2
∆t) . (3.45)
Die Verwendung eines Barostaten zur Fixierung des Systems bei einem vorgegebenen
Druck Pext erfordert ein vera¨nderliches Boxvolumen V (t). Das Volumen V (t) wird folg-
lich als dynamische Variable gehandhabt und zu jedem Zeitschritt entsprechend dem
Druck Pext iterativ angepasst. Zu diesem Zweck wird eine zusa¨tzliche Differenzialglei-







P bezeichnet darin den instantanen Druck zum Zeitpunkt t, der aus dem Virialsatz ab-
geleitet werden kann. Er setzt sich aus einem kinetischen und einem strukturabha¨ngigen
Term zusammen, wobei letzterer zum einen von den Teilchenpositionen ~ri, zum anderen







~ri · ~Fi . (3.47)
Der Druck P kann entsprechend Gleichung 3.47 u¨ber eine Skalierung der intermoleku-
laren Absta¨nde rij, letztlich aber u¨ber die Skalierung der Teilchenpositionen ~ri, variiert
werden. Dazu muss ein noch zu bestimmender Skalierungsfaktor µ eingefu¨hrt werden,
der u¨ber eine Korrektur der Teilchenpositionen fu¨r die Einhaltung eines konstanten
Drucks Pext sorgt. Neben der Positionskorrektur der Teilchen,
~ri(t+∆t) ← µ1/3 · ~ri(t) , (3.48)
erfolgt zwangsla¨ufig auch eine Skalierung des gesamten Boxvolumens V = LxLyLz:
Lα(t+∆t) ← µ1/3 · Lα(t) mit α = x, y, z (3.49)
bzw.
V (t+∆t) ← µ · V (t) . (3.50)
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Zur Bestimmung des Skalierungsfaktors µ wird die isotherme Kompressibilita¨t βT ein-
gefu¨hrt, die den Einfluss eines allseitig wirkenden Drucks auf das Volumen beschreibt:






















Die zeitliche Volumenableitung in Gleichung 3.52 kann diskretisiert werden, was im





















Durch Gleichsetzen der Gleichungen 3.46 und 3.54 wird die urspru¨ngliche Differenzial-











Fu¨r den Skalierungsfaktor folgt schließlich
µ = 1− βT∆t
τP
(Pext − P) . (3.56)
Die isotherme Kompressibilita¨t βT muss dabei nicht explizit bekannt sein, da sie mit der
ohnehin vom Programmnutzer festzulegenden Druckrelaxationszeit τP zusammengelegt
werden kann.
Die vorgestellten Algorithmen lassen sich wie folgt zusammenfassen: Zur Erzeugung
kanonischer und isotherm-isobarer Ensembles werden die Relaxationszeiten τT bzw. τP
eingefu¨hrt, die angeben, wie schnell Abweichungen vom Sollwert zuru¨ckgestellt wer-
den. Im Falle des Nose´-Hoover-Thermostaten wird u¨ber die Temperaturrelaxationszeit
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τT ein Reibungskoeffizient χ bestimmt, der zur Aufrechterhaltung einer konstanten
Temperatur auf die Kraft ~Fi einwirkt. Im Berendsen-Algorithmus hingegen werden aus
den Relaxationszeiten τT und τP die Skalierungsfaktoren χs und µ ermittelt, die direkt
auf die Geschwindigkeiten bzw. das Volumen Einfluss nehmen. Die neu eingefu¨hrten
Zwangsbedingungen fu¨hren zu einer nicht-Newton’schen Dynamik, deren Einfluss auf
die Berechnung struktureller, insbesondere aber dynamischer Gro¨ßen, u¨berpru¨ft wer-
den muss. Um eine ungleichma¨ßige Temperierung des Systems und damit etwaige Ar-
tefakte auszuschließen, muss beipielsweise nachgewiesen werden, dass die berechneten
Eigenschaften unabha¨ngig von der Variation der Relaxationszeiten sind.
3.4 A¨quilibrierung und Produktion
Eine molekulardynamische Simulation beginnt mit der A¨quilibrierung des Systems,
in der ausgehend von einer beliebig konstruierten Teilchenverteilung eine a¨quilibrierte
Flu¨ssigkeitsstruktur angestrebt wird. Man ordnet die Teilchen dafu¨r zuna¨chst in eine
Gitterstruktur ein und la¨sst die Simulation so lange unter den vorgegebenen System-
bedingungen laufen, bis sich das thermodynamische Gleichgewicht eingestellt hat. Die
Gitteranordnung ist fu¨r einen Zustandspunkt in der Flu¨ssigphase thermodynamisch
nicht stabil und schmilzt auf. Es gibt mehrere Indikatoren, anhand derer man u¨ber-
pru¨fen kann, ob der Gleichgewichtspunkt erreicht ist. In Abbildung 3.9 wird hierfu¨r
die radiale Verteilungsfunktion g(r) gewa¨hlt, die nach verschieden langen A¨quilibrie-
rungsphasen aufgetragen ist. Nach dem ersten Zeitschritt erkennt man noch deutlich
die Struktur des Anfangsgitters, die sich mit zunehmender Simulationszeit allma¨hlich
auflo¨st. Zwischen 1000 und 5000 Zeitschritten ist kaum noch eine Vera¨nderung der ra-
dialen Verteilungsfunktion zu erkennen. Das System hat seine Gleichgewichtsstruktur
eingenommen. Die letzte Konfiguration der A¨quilibrierungsphase dient als Startkonfi-
guration der Produktionsphase, in der die Daten (Positionen ~ri(t), Geschwindigkeiten
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Abbildung 3.9: Radiale Verteilungsfunktionen g(r) fu¨r flu¨ssiges Methan aus Moleku-
lardynamiksimulationen mit dem Lennard-Jones-Potential nach Abbildung 3.3 und ei-
ner Dichte von ρ = 0,393 g/cm3. Oben: Ausgehend von einer Gitterstruktur nach einem
und 50 Simulationsschritten. Unten: Nach 100, 1000 und 5000 Simulationsschritten.




Abbildung 3.10 zeigt in diesem Zusammenhang die Energieverla¨ufe sowie den Druck-
und Temperaturverlauf in den ersten 200 Zeitschritten der A¨quilibrierung unter NVE-
Bedingungen. Die Gesamtenergie E = K + U bleibt wa¨hrend der A¨quilibrierung wie





















































































































Abbildung 3.10: Links: Gesamtenergie E, kinetische Energie K und potentielle Ener-
gie U wa¨hrend der ersten 200 Simulationsschritte der A¨quilibrierungsphase. Rechts:
Druck P und Temperatur T wa¨hrend der ersten 200 Simulationsschritte der A¨quili-
brierungsphase.
diesem Fall zu gering, was sich am negativen Anfangsdruck bemerkbar macht. Durch
Reduktion der kinetischen EnergieK wird die potentielle Energie U erho¨ht. Die anfa¨ng-
lich dem System zugewiesene Temperatur von etwa T = 240K verringert sich dadurch
auf einen Gleichgewichtswert nahe T ≈ 140K.
3.5 Resu¨mee
Die Wechselwirkungen zwischen den Teilchen eines Systems ko¨nnen auf der Basis von
Potentialfunktionen beschrieben werden. Das in dieser Arbeit eingesetzte Lennard-
Jones-Potential repra¨sentiert einen modellhaften Ansatz, der u¨ber repulsive und attrak-
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tive Terme in der Lage ist, sowohl die Struktur als auch die Dynamik einfacher, kugel-
symmetrischer Moleku¨le abzubilden. Auf Grundlage dieses Paarwechselwirkungspoten-
tials lo¨sen molekulardynamische Simulationen simultan die dynamischen Bewegungs-
gleichungen fu¨r alle Teilchen des Systems und erzeugen auf diese Weise eine zeitliche
Trajektorie im Phasenraum. Dabei wird mit Hilfe einiger Modellvereinfachungen und
u¨ber den Einsatz effizienzsteigernder Maßnahmen die rechenintensive Auswertung der
Kra¨fte wesentlich beschleunigt. Zur Erzeugung eines mikrokanonischen Ensembles wer-
den die physikalisch fundierten Newton’schen Bewegungsgleichungen eingesetzt. Um
kanonische oder isotherm-isobare Systeme zu simulieren, ko¨nnen nicht-Newton’sche
Bewegungsgleichungen konstruiert werden, die mittels eines Thermostaten und eines
Barostaten die Temperatur bzw. den Druck kontrollieren.
Um dynamische Eigenschaften in Phasengrenzsystemen zu untersuchen, mu¨ssen
Verfahren zur Bestimmung von Transportkoeffizienten bekannt sein. Das na¨chste Ka-
pitel bescha¨ftigt sich daher mit der Frage, auf welche Weise Transportgro¨ßen aus mo-






4.1 Transportkoeffizienten und Gleichgewichtsfluk-
tuationen
Bislang wurden Methoden zur Bestimmung zeitunabha¨ngiger thermodynamischer Zu-
standsgro¨ßen behandelt, die strukturelle Eigenschaften der Materie kennzeichnen. Mo-
lekulardynamische Simulationen bieten zusa¨tzlich die Mo¨glichkeit zur Berechnung von
dynamischen Eigenschaften, insbesondere zur Bestimmung pha¨nomenologischer Trans-
portkoeffizienten. Entsprechend der makroskopischen Definition verknu¨pft ein Trans-
portkoeffizient Φ die treibende Kraft X mit dem sich einstellenden Fluss J ,
J = Φ ·X , (4.1)
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und stellt somit ein Maß fu¨r die Leitfa¨higkeit bezu¨glich der transportierten Gro¨ße dar.
Die treibende Kraft wird in vielen Fa¨llen u¨ber einen mit dem Fluss korrespondieren-
den Gradienten beschrieben, beispielsweise u¨ber einen Partialdichtegradienten einer
Komponente, wenn ein diffusiver Massenfluss betrachtet wird. Fu¨r die Verwendung
des linearen Ansatzes in 4.1, der fu¨r viele ingenieurwissenschaftliche Fragestellungen
ausreichend genau ist, darf die treibende Kraft resp. der Gradient nicht zu groß sein;
das System muss sich in der Na¨he des Gleichgewichts befinden.
Der Gleichgewichtszustand in molekulardynamischen Systemen ist mikroskopisch
betrachtet ein dynamischer Zustand, da die Eigenschaftswerte – bis auf jene, die durch
das Ensemble festgelegt werden – aufgrund der fortwa¨hrenden Teilchenbewegungen
sta¨ndig um ihren Gleichgewichtswert fluktuieren. Diese Fluktuationen ko¨nnen zur Be-
rechnung dynamischer Transporteigenschaften ausgewertet werden, ohne dass dem Sy-
stem in irgendeiner Weise ein Gradient aufgepra¨gt werden muss. Die Fluktuationen
um den Gleichgewichtswert besitzen die gleiche physikalische Information u¨ber einen
Transportvorgang, wie sie das System aus einem makroskopischen Relaxationsvorgang
infolge einer vorher aufgepra¨gten kleinen Sto¨rung liefert.
Betrachten wir einen typischen Relaxationsvorgang etwas genauer: Zuna¨chst wird
das System u¨ber die Einstellung eines Gradienten oder einer a¨ußeren Sto¨rung ins Nicht-
gleichgewicht ausgelenkt. Da die Auslenkung nicht aufrecht erhalten wird, setzt ein Re-
laxationsvorgang ein, der das System bis hin zum Gleichgewicht fu¨hrt. Dieser Vorgang,
der sich fu¨r kleine Auslenkungen im linearen Regime um den Gleichgewichtspunkt
abspielt, kann demnach u¨ber den linearen Transportansatz aus Gleichung 4.1 beschrie-
ben werden. Die Abweichung vom Gleichgewichtspunkt nimmt stetig ab und erreicht
schließlich die Gro¨ßenordnung der Fluktuationen. Das lineare Transportgesetz 4.1 gilt
weiterhin, obwohl man nun nicht mehr unterscheiden kann, ob die beobachteten Ab-
weichungen vom Gleichgewicht noch Folgen der Sto¨rung sind oder ob es sich dabei
um die permanenten Gleichgewichtsfluktuationen handelt [34]. Die lineare Antwort
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eines Systems auf eine a¨ußere Sto¨rung wird folglich bereits durch die Fluktuationen
des ungesto¨rten Gleichgewichtssystems bestimmt [48]. Fu¨r den Relaxationsvorgang ist
es gleichgu¨ltig, ob sich das System selbst durch seine Fluktuationen aus dem Gleich-
gewicht bringt oder ob dafu¨r von außen eine Sto¨rung aufgebracht wird. Das System
reagiert auf beide Auslenkungen physikalisch mit dem gleichen Ausgleichsvorgang, der
u¨ber den Transportkoeffizienten Φ beschrieben wird. Die Gleichgewichtsfluktuationen
stellen somit ein Abbild der Systemdynamik dar und ko¨nnen fu¨r die Berechnung von
Transportgro¨ßen herangezogen werden.
4.2 Zeitliche Korrelationsfunktionen
Green und Kubo [72, 150] haben in den 1950er Jahren eine Mo¨glichkeit aufgezeigt, u¨ber
die Auswertung von Gleichgewichtsfluktuationen auf pha¨nomenologische Transport-
gro¨ßen zu schließen. Sie konnten theoretisch den Zusammenhang zwischen Transportko-
effizienten und dazugeho¨rigen zeitlichen Korrelationsfunktionen ableiten und verknu¨pf-
ten auf die Weise die dynamische Information auf mikroskopischer Ebene mit makrosko-
pischen Transportgro¨ßen. Die Bedeutung von Korrelationsfunktionen fu¨r die Berech-
nung von Nichtgleichgewichtspha¨nomenen ist den Zustandssummen in der Gleichge-
wichtsthermodynamik a¨hnlich. So wie alle thermodynamischen Zustandsgro¨ßen durch
Ableiten von Zustandssummen nach Zustandsvariablen bestimmt werden ko¨nnen, so
la¨sst sich fu¨r jedes Transportpha¨nomen eine Korrelationsfunktion definieren, aus der
der entsprechende, lineare Transportkoeffizient ermittelt werden kann. Korrelations-
funktionen geben ein eindeutiges Bild von der Systemdynamik und sind allgemeingu¨ltig
auf jede Dichte und jedes Wechselwirkungspotential anwendbar.
Die allgemeine Definition einer zeitlichen Korrelationsfunktion fu¨r zwei beliebige
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dynamische Variablen A(Γ(t)) = A(t) und B(Γ(t)) = B(t) lautet
CAB(t) = 〈A(t0)⊗ B(t0 + t)〉t0 . (4.2)
In Gleichung 4.2 werden die Variablen A und B u¨ber den allgemeinen Operator ⊗ mit-
einander verknu¨pft. Der Operator ⊗ kann beispielsweise ein Skalarprodukt, aber auch
eine logische UND/ODER-Verknu¨pfung darstellen1. Die gewinkelten Klammern 〈. . .〉t0
bezeichnen die Ensemblemittelung u¨ber alle Ursprungszeitpunkte t0
2. Die Variable A
zum Ursprungszeitpunkt t0 wird fu¨r alle zur Verfu¨gung stehenden Ursprungszeitpunk-
te t0 mit der Variablen B zum Zeitpunkt t0 + t korreliert. Fu¨r τ Ursprungszeitpunkte







A(t0)B(t0 + t) dt0 . (4.3)
Die Berechnung wird zuna¨chst fu¨r alle verfu¨gbaren Ursprungszeiten von t0 = 0 bis
t0 = τ ausgefu¨hrt. Anschließend erfolgt die Mittelung u¨ber alle beru¨cksichtigten Ur-
sprungszeitpunkte. Die Korrelationsfunktion CAB(t) gibt die Beschaffenheit der Fluk-
tuationsgro¨ßen A und B wieder und besagt, in welchem Maße sie physikalisch mitein-
ander in Beziehung stehen.
Man findet in der Literatur verschiedene Algorithmen zur Bestimmung von Korrela-
tionsfunktionen aus molekulardynamisch ermittelten Daten [49]. Sie unterscheiden sich
vor allem in der Art, wie sie den statistischen Fehler auf die Korrelationsla¨nge verteilen.
Das in dieser Arbeit verwendete Verfahren ist ausfu¨hrlich im Anhang B erla¨utert.
1U¨ber eine UND-Verknu¨pfung la¨sst sich beispielsweise die Verweilzeit eines Teilchens in einem
vorher definierten Gebiet der Simulationsbox berechnen: Befindet sich das Teilchen zum Zeitpunkt t0
UND zum Zeitpunkt t0+t in diesem Gebiet, so wird der Korrelationswert auf eins gesetzt, anderenfalls
auf null. Die Mittelung u¨ber alle Korrelationswerte (bzw. u¨ber alle Ursprungszeitpunkte t0) liefert eine
von eins abfallende Korrelationsfunktion. Die Verweilzeit ist dann u¨blicherweise an derjenigen Stelle
t abzulesen, an der die Korrelationsfunktion auf e−1 abgefallen ist.
2Der Index t0 wird im Folgenden der Einfachheit halber weggelassen. Fu¨r den allgemeinen Operator
⊗ wird die Skalarmultiplikation eingesetzt.
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4.2.1 Allgemeine Merkmale zeitlicher Korrelationsfunktionen
Klassische stationa¨re Korrelationsfunktionen sind gerade Funktionen und somit inva-
riant gegenu¨ber einer Translation der Ursprungszeit t0. Da es gleichgu¨ltig ist, ob die
Variablen in positiver oder negativer Zeitrichtung korreliert werden, gilt:
CAB(t) = 〈A(t0)B(t0 + t)〉 = 〈A(t0 − t)B(t0)〉 . (4.4)
In der Literatur findet man in vielen Fa¨llen eine ku¨rzere Schreibweise fu¨r die Kor-
relationsfunktion CAB(t). Da lediglich Zeitdifferenzen betrachtet werden mu¨ssen, kann
die Variable t0 durch null ersetzt werden:
CAB(t) = 〈A(0)B(t)〉 . (4.5)
Die Gleichungen 4.4 und 4.5 sind mathematisch identisch. Die Zahl 0 in Gleichung 4.5
repra¨sentiert alle verfu¨gbaren Ursprungszeitpunkte.
Wenn A(t) und B(t) unterschiedliche Gro¨ßen sind, wird CAB(t) als Kreuzkorrelati-
onsfunktion bezeichnet. Die folgende Diskussion u¨ber die prinzipiellen Eigenschaften ei-
ner Korrelationsfunktion sei jedoch auf Autokorrelationsfunktionen CAA(t) beschra¨nkt,
d.h. A = B. Ferner soll angenommen werden, dass die Variable A(t) eine unperiodische,
fluktuierende Gro¨ße ist, wie sie Gleichgewichtsfluktuationen in molekulardynamischen
Rechnungen darstellen. Unter diesen Annahmen beschreibt die Autokorrelationsfunk-
tion CAA(t) schematisch den Verlauf in Abbildung 4.1. Die Art des Funktionsverlaufs
gibt dabei ein Abbild von der mikroskopischen Dynamik im System.
Fu¨r t = 0 werden identische Werte miteinander korreliert. Die Korrelationsfunktion
CAA ist folglich an dieser Stelle maximal und immer positiv,
CAA(0) = 〈A(0)A(0)〉 = 〈A2(0)〉 . (4.6)
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Abbildung 4.1: Schematischer Verlauf einer Autokorrelationsfunktion CAA(t) fu¨r eine
unperiodische Fluktuationsgro¨ße A(t).
Das Verhalten der Korrelationsfunktion CAA(t) fu¨r kleine Zeiten t la¨sst sich mittels
einer Taylor-Reihenentwicklung von A(t0)A(t0 + t) um den Punkt t = 0 untersuchen,













+ · · · . (4.7)
Die Mittelung der Gleichung 4.7 u¨ber alle Ursprungszeiten t0 liefert
〈A(t0)A(t0 + t)〉 = 〈A2(t0)〉+ t〈A(t0)A˙(t0)〉+ 1
2!
t2〈A(t0)A¨(t0)〉+ · · · . (4.8)
Der zweite Term der rechten Seite verschwindet, da aufgrund der Stationarita¨t keine





〈A2(t0)〉 = 0 . (4.9)
Gleichung 4.9 ist im Einklang mit der Feststellung, dass klassische Korrelationsfunk-
tionen zeitumkehrinvariant, also gerade Funktionen bezu¨glich der Variablen t sind (vgl.
Gleichung 4.4). Die Taylor-Entwicklung der Korrelationsfunktion CAA(t) la¨sst sich so-
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mit wie folgt schreiben:
CAA(t) = 〈A(t0)A(t0 + t)〉
= 〈A2(t0)〉+ 1
2
t2〈A(t0)A¨(t0)〉+ · · · . (4.10)
CAA(t) verla¨uft entsprechend Gleichung 4.10 fu¨r kleine Korrelationszeiten t quadratisch
und besitzt an der Stelle t = 0 eine horizontale Tangente. Im weiteren zeitlichen Verlauf
fa¨llt die Korrelationsfunktion ab und A(t0+ t) korreliert immer weniger mit A(t0), d.h.
der Einfluss der Vergangenheit nimmt stetig ab. Nach genu¨gend großer Zeit t sind die
Variablen A(t0+ t) und A(t0) unkorreliert. Die Korrelationsfunktion konvergiert gegen
das Produkt der Mittelwerte:
lim
t→∞
CAA(t) = 〈A〉〈A〉 = 〈A〉2 . (4.11)
Zur Berechnung von Transportgro¨ßen werden Gleichgewichtsfluktuationen miteinan-
der korreliert, die um den Wert null schwanken. Die Korrelationsfunktion konvergiert
infolgedessen im Langzeitverhalten gegen 〈A〉2 = 0.
Korrelationsfunktionen werden ha¨ufig mittels des statischen Korrelationswerts CAA(0) =







Die normierte Korrelationsfunktion ĈAA(t) beginnt bei eins und konvergiert gegen den
Wert 〈A〉2/〈A2〉.
4.3 Der Green-Kubo-Formalismus
Unter Verwendung des Green-Kubo-Formalismus ergibt sich der Transportkoeffizient
Φ aus dem Integral u¨ber eine zeitliche Korrelationsfunktion [48]. Die als Green-Kubo-




〈A(0)A(t)〉 dt . (4.13)
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Um Korrelationsfunktionen mit experimentellen Daten vergleichen zu ko¨nnen, werden
sie einer zeitlichen Fourier-Transformation unterzogen. Die dynamische Information





CAA(t) exp(−iωt) dt . (4.14)





CAA(t) cos(ωt) dt = 2
∫ ∞
0
CAA(t) cos(ωt) dt . (4.15)
Der Transportkoeffizient Φ, der sich im Zeitbereich entsprechend Gleichung 4.13 als
Grenzwert fu¨r t→∞ ergibt, wird im Frequenzbereich an der Stelle ω = 0 abgelesen:
Φ ∝ C˜AA(ω = 0) . (4.16)
4.4 Der Einstein-Formalismus
Neben der Auswertung zeitlicher Korrelationsfunktionen gibt es eine weitere Metho-
de zur Bestimmung von Transportkoeffizienten, die auf Einstein zuru¨ckgeht [26] und
als Einstein-Formalismus bezeichnet wird. Einstein- und Green-Kubo-Relationen sind
ineinander u¨berfu¨hrbar. Der mathematische Zusammenhang wird in Anhang A darge-
stellt. Das Einstein-Verfahren formuliert den Transportkoeffizienten Φ aus der Bezie-








〈[B(t0 + t)− B(t)]2〉
2 t
. (4.17)
3Gema¨ß der englischsprachigen Nomenklatur Mean Square Displacement.
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In diesen als Einstein-Relationen bezeichneten Ausdru¨cken symbolisieren die gewin-
kelten Klammern wiederum die Mittelung u¨ber alle verfu¨gbaren Ursprungszeitpunkte
t0.
Das Anfangsverhalten der MSD-Funktion kann mit Hilfe einer Taylor-Entwicklung
untersucht werden. Dazu wird auf die im Anhang A hergeleitete Gleichung A.6 zuru¨ck-
gegriffen, die die MSD-Funktion mit der Korrelationsfunktion 〈B˙(τ)B˙(0)〉 verknu¨pft:









Die Funktion 〈B˙(τ)B˙(0)〉 kann analog zur Gleichung 4.10 entwickelt werden:









= t2〈B˙2(0) + · · · 〉 . (4.19)
Fu¨r kleine Zeiten t findet man ein quadratisches Anfangsverhalten mit der Steigung

























Abbildung 4.2: Schematischer Verlauf der mittleren quadratischen Versetzung
MSD(t) fu¨r eine unperiodische Fluktuationsgro¨ße B(t).
proportional zum Transportkoeffizienten Φ ist. Abbildung 4.2 zeigt den schematischen
Verlauf der MSD-Funktion u¨ber der Zeit t.
69
4. Transportkoeffizienten aus molekulardynamischen Simulationen
4.5 Transportkoeffizienten aus Einstein- und Green-
Kubo-Relationen
In molekularen Vielteilchensystemen lassen sich Transportkoeffizienten in zwei Kate-
gorien einteilen: einerseits in die Gruppe der Ein-Teilchen-Eigenschaften, die sich allein
aus der mikroskopischen Information eines einzelnen Teilchens berechnen lassen, und
andererseits in jene Transportkoeffizienten, die aus einem kollektiven Zusammenspiel
mehrerer Partikel resultieren. Selbstdiffusionskoeffizienten Ds geho¨ren der ersten Grup-
pe an, denn sie entsprechen einem Maß fu¨r die Beweglichkeit eines einzelnen Teilchens4.
Fu¨r die Berechnung dieser Beweglichkeit sind keine Kenntnisse u¨ber die Nachbarteil-
chen erforderlich, obschon die Beweglichkeit stark von den Wechselwirkungen zu den
benachbarten Teilchen abha¨ngt. Zur Berechnung des Selbstdiffusionskoeffizienten wer-
den – je nachdem, ob die Green-Kubo- oder die Einstein-Relation verwendet wird –
entweder die Teilchengeschwindigkeiten ~vi oder die Positionen ~ri ausgewertet; beides
sind teilchenspezifische Eigenschaften.
Eine typische Transportgro¨ße, die aus einem kollektiven Teilchenverhalten resul-
tiert, ist der Viskosita¨tskoeffizient η. Aus der Anschauung ist intuitiv klar, dass es
unmo¨glich ist, einem einzelnen Teilchen eine Viskosita¨t zuzuordnen. Zur Berechnung
des Viskosita¨tskoeffizienten wird daher eine kollektive Eigenschaft beno¨tigt, die sich aus
einer Ansammlung von Teilchen ergibt. Fu¨r die Auswertung mittels der Green-Kubo-
Relation wird dafu¨r ein Nichtdiagonalelement des Drucktensors Pαβ (α 6= β) verwendet,
beispielsweise Pxy. Fu¨r die Berechnung der mittleren quadratischen Versetzung wird
die Gro¨ße 1/V
∑
i riαpiβ (α 6= β) herangezogen, die gema¨ß Gleichung A.7 dem Integral
4Die Beweglichkeit oder Mobilita¨t eines Teilchens ergibt sich aus dem Selbstdiffusionskoeffizienten
u¨ber die Beziehung µs = Ds/kBT [5]. Da die in dieser Arbeit untersuchten Systeme bei konstanter
Temperatur betrachtet werden, wird begriﬄich nicht zwischen den Gro¨ßen Beweglichkeit und Selbst-
diffusionskoeffizient unterschieden.
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des Druckelements Pαβ entspricht. Der Green-Kubo-Formalismus zur Berechnung der
Viskosita¨tskoeffizienten wird der Einstein-Methode bis auf wenige Ausnahmen [24, 25]
vorgezogen, da im Gegensatz zur Einstein-Methode u¨ber die Schubspannungselemente
Pαβ (α 6= β) vertraute und intuitiv mit der Viskosita¨t verbundene physikalische Gro¨ßen
ausgewertet werden. Auch die vorliegende Arbeit beschra¨nkt sich auf die Darstellung
der Ergebnisse aus der Green-Kubo-Methode.
Im Folgenden werden am Beispiel eines einfachen Lennard-Jones-Systems die Al-
gorithmen zur Auswertung der Green-Kubo- und Einstein-Relationen auf Basis mole-
kulardynamisch ermittelter Daten eingehend erla¨utert. Zuna¨chst geschieht dies fu¨r die
Ein-Teilchen-Eigenschaft des Selbstdiffusionskoeffizienten Ds. Anhand der ermittelten
Verla¨ufe fu¨r die Korrelationsfunktionen und die mittleren quadratischen Versetzungen
wird das dynamische Verhalten einfacher Vielteilchensysteme diskutiert. Die Berech-
nung der Viskosita¨tskoeffizienten zeigt exemplarisch die statistischen Schwierigkeiten
bei der Bestimmung kollektiver Transporteigenschaften.
4.5.1 Der Selbstdiffusionskoeffizient
Unter Verwendung des Green-Kubo-Formalismus ergibt sich der Selbstdiffusionskoef-







〈~vi(t) · ~vi(0)〉 dt . (4.20)
In homogenen Systemen werden Teilchen der gleichen Spezies im Mittel auch die gleiche
Selbstdiffusion aufweisen, so dass u¨ber alle Teilchen der gleichen Spezies gemittelt








〈~vi(t) · ~vi(0)〉 dt , (4.21)
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〈~vi(t) · ~vi(0)〉 (4.22)
die Geschwindigkeits-Autokorrelationsfunktion Cvv(t) bezeichnet. Die Mittelung u¨ber
N Teilchen verbessert die statistische Genauigkeit entscheidend und kann nur dann
vorgenommen werden, wenn Ein-Teilchen-Eigenschaften wie beispielsweise die Teil-
chengeschwindigkeit ~vi(t) ausgewertet werden. Die Mittelung entfa¨llt in der Regel fu¨r
kollektive Eigenschaften, wie in Abschnitt 4.5.3 gezeigt wird.
Die Fourier-transformierte Geschwindigkeits-Autokorrelationsfunktion C˜vv(ω) lie-





C˜vv(ω = 0) . (4.23)
Mit Hilfe von Gleichung A.7 la¨sst sich in einfacher Weise die Einstein-Relation fu¨r



















in der ~ri die Position des i-ten Teilchens bezeichnet.
4.5.2 Ergebnisse zum Selbstdiffusionskoeffizienten
Am Beispiel von flu¨ssigem Methan sollen im Folgenden die Selbstdiffusionskoeffizienten
bei drei verschiedenen Systemzusta¨nden mittels Green-Kubo- und Einstein-Relationen
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berechnet werden. Das System besteht aus N = 864 Teilchen, deren Wechselwirkungen
u¨ber das in Abbildung 3.3 dargestellte Lennard-Jones-Potential beschrieben werden.
Es werden insgesamt L = 5000 Konfigurationen mit einer Korrelationsla¨nge von LK =
240 ausgewertet. Die Anzahl der Ursprungszeiten, die fu¨r die Mittelwertbildung zur
Verfu¨gung stehen, bela¨uft sich damit auf MU = L − LK + 1 = 4761. Der fu¨r die


































































































Abbildung 4.3: Normierte Geschwindigkeits-Autokorrelationsfunktionen
Cvv(t)/Cvv(0) und korrespondierende Verla¨ufe der Selbstdiffusionskoeffizienten
Ds fu¨r drei verschiedene Systemzusta¨nde. Die Werte fu¨r die Selbstdiffusionskoeffizi-
enten lassen sich ablesen, sobald das Integral der Korrelationsfunktion ein konstantes
Plateau erreicht hat.
In Abbildung 4.3 sind die normierten Geschwindigkeits-Autokorrelationsfunktionen
Ĉvv(t) = Cvv(t)/Cvv(0) fu¨r drei verschiedene Systemzusta¨nde im Zeitbereich bis t =
1,2 ps dargestellt. Im gleichen Diagramm findet man die Verla¨ufe fu¨r die Selbstdiffusi-
onskoeffizienten Ds, die entsprechend Gleichung 4.21 aus der nicht-normierten Korre-
lationsfunktion resultieren.
Abbildung 4.4 zeigt die Fourier-transformierten Geschwindigkeits-Autokorrelations-
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Abbildung 4.4: Fourier-transformierte Geschwindigkeits-Autokorrelationsfunktion
C˜vv(k) als Funktion der Wellenzahl k fu¨r drei verschiedene Systemzusta¨nde. Der Selbst-
diffusionskoeffizient ergibt sich aus Ds = 1/3 · C˜vv(k = 0).
funktionen fu¨r die drei gleichen Systemzusta¨nde. Die Auftragung erfolgte u¨ber dem
Wellenvektor k, der sich aus der Beziehung k = ω/(2pic) mit der Lichtgeschwindig-
keit c berechnen la¨sst. Der Selbstdiffusionskoeffizient ist entsprechend Gleichung 4.16
proportional zum Ordinatenschnittpunkt und folgt aus Ds = 1/3 · C˜vv(k = 0).
Die verschiedenen Systemzusta¨nde ergeben sich, indem ausgehend vom Zustand
T = 130 K und ρ = 0,395 g/cm3 sowohl die Dichte als auch die Temperatur einmal
erho¨ht werden. Abbildung 4.3 zeigt, dass die Teilchenbeweglichkeit empfindlich auf eine
Dichtea¨nderung reagiert. Obwohl die Dichte von ρ = 0,395 g/cm3 auf ρ = 0,419 g/cm3
lediglich um 6% erho¨ht wird, verringert sich die Selbstdiffusion von Ds = 6,5·10−9m2/s
auf Ds = 5,2 · 10−9m2/s um etwa 20%. Die reduzierte Teilchenbeweglichkeit la¨sst sich
auf das eingeschra¨nkte Raumangebot bei der gro¨ßeren Dichte zuru¨ckfu¨hren. Eine Tem-
peraturerho¨hung bewirkt aufgrund der ho¨heren mittleren Teilchengeschwindigkeiten
hingegen eine Vergro¨ßerung der Beweglichkeit. Der Diffusionswert nimmt bei einem
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ρ = 0,395 g/cm3
6,5 8,5 23,5
T = 130K
ρ = 0,419 g/cm3
5,2 6,6 21,2
T = 150K
ρ = 0,395 g/cm3
7,9 10,2 22,5
Tabelle 4.1: Molekulardynamisch berechnete Selbstdiffusionskoeffizienten Ds im Ver-
gleich mit experimentell bestimmten Werten von Harris und Trappeniers [56, 98].
Temperaturanstieg um 20K von Ds = 6,5 · 10−9m2/s auf Ds = 7,9 · 10−9m2/s zu. Ein
Vergleich mit experimentell ermittelten Selbstdiffusionskoeffizienten [56, 98] in Tabel-
le 4.1 zeigt, dass die relative Abweichung bei etwa 20% liegt.
Die Korrelationsfunktionen in Abbildung 4.3 geben ein genaues und aussagekra¨fti-
ges Bild u¨ber die Teilchenbewegung in einer Flu¨ssigkeit. Jeder Verlauf la¨sst sich grundsa¨tz-
lich in vier Abschnitte unterteilen. Das erste, sehr kurze Segment von t = 0ps bis
t ≈ 0,01 ps beschreibt die ungesto¨rte, gerade Flugbahn des Teilchens, das noch keine
Kollision erfahren hat. Da weder der Betrag noch die Richtung der Geschwindigkeit
vera¨ndert werden, sind die Geschwindigkeiten wa¨hrend dieser Zeit in hohem Maße mit-
einander korreliert; die normierte Korrelationsfunktion bleibt fu¨r sehr kurze Zeiten in
erster Na¨herung nahe bei eins. Der zweite Abschnitt umfasst den Bereich t ≈ 0,01 ps
bis t ≈ 0,2 ps, in dem die urspru¨ngliche Geschwindigkeit des Teilchens aufgrund zahl-
reicher Zusammensto¨ße mit Nachbarpartikeln in Betrag und Richtung vera¨ndert wird.
Der Wert der Korrelationsfunktion verringert sich dadurch, da die aktuelle Geschwin-
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digkeit immer mehr von der Ursprungsgeschwindigkeit abweicht. Die Relaxationsrate
der Korrelationsfunktion ist ein Maß dafu¨r, wie schnell die Erinnerung an die Ur-
sprungsgeschwindigkeit erlischt. Wenn die Korrelationsfunktion den Wert null erreicht
hat, ist der Einfluss der Ursprungsgeschwindigkeit ga¨nzlich verschwunden. Der dritte
Abschnitt von t ≈ 0,2 ps bis t ≈ 0,4 ps weist ein Minimum mit negativen Funktions-
werten auf. In diesem Zeitbereich bewegt sich das Teilchen vorwiegend entgegengesetzt
zur Anfangsrichtung. Die Umkehrbewegung wird durch Kollisionen mit Nachbarparti-
keln herbeigefu¨hrt, die als Begrenzung auf das vorwa¨rts gerichtete Teilchen wirken. Es
kommt in der Folge zu Ru¨ckstreueffekten, da die Teilchen im Mittel von den begren-
zenden Nachbarpartikeln in die entgegengesetzte Richtung zuru¨ckgestoßen werden. Im
vierten Abschnitt ab t ≈ 0,4 ps konvergiert die Korrelationsfunktion gegen null. Das
Konvergenzverhalten ha¨ngt dabei von der Dichte des Systems ab. Es zeigt sich na¨mlich,
dass Geschwindigkeits-Autokorrelationsfunktionen bei geringen und ho¨heren Dichten
ein ausgesprochen langsames Konvergenzverhalten aufweisen. Diese Feststellung hat
in den 1970er Jahren zu einer erstaunlichen Erkenntnis gefu¨hrt. Eine ausfu¨hrlichere
Darstellung dieses Sachverhalts ist in Anhang C gegeben.
Abbildung 4.5 zeigt die mittleren quadratischen Versetzungen der Teilchenposi-
tionen MSD(t), die sich unter Verwendung der Einstein-Relation 4.25 ergeben, sowie
die daraus resultierenden Werte fu¨r die Selbstdiffusion fu¨r die drei verschiedenen Sy-
stemzusta¨nde. Entsprechend den U¨berlegungen in Abschnitt 4.4 beobachtet man bis
t ≈ 0,01 ps ein quadratisches Anfangsverhalten mit der Steigung null. Es finden in
diesem Zeitbereich lineare Teilchenversetzungen statt, die aus einer weitgehend un-
gesto¨rten Bewegung resultieren. Das quadratische Verhalten weicht schnell einem li-
nearen Funktionsverlauf mit konstanter Steigung, aus der gema¨ß Gleichung 4.24 der
Selbstdiffusionskoeffizient berechnet wird.
Die Verla¨ufe der MSD-Funktion besitzen bezu¨glich der Teilchendynamik eine gerin-
gere Aussagekraft als die der Geschwindigkeits-Autokorrelationsfunktion. Beispielswei-
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Abbildung 4.5:Mittlere quadratische Versetzungen MSD(t) und daraus resultierende
Selbstdiffusionskoeffizienten Ds fu¨r drei verschiedene Systemzusta¨nde.
se ko¨nnen Ru¨ckstreueffekte anhand der MSD-Funktionen nicht wiedergegeben werden,
da jede Versetzung aufgrund der Quadratur positiv geza¨hlt wird. MSD-Funktionen bie-
ten jedoch den Vorteil, auch bei sehr langsamen oder gehemmten Prozessen Werte fu¨r
die Selbstdiffusion zu liefern, zum Beispiel bei Diffusionsvorga¨ngen in Zeolithen [111].
4.5.3 Der Viskosita¨tskoeffizient







〈Pαβ(t)Pαβ(0)〉 dt , (4.26)
in der
Cη(t) = 〈Pαβ(t)Pαβ(0)〉 (4.27)
die Schubspannungs-Autokorrelationsfunktion bezeichnet. Die Gro¨ße Pαβ entspricht
mit α, β = x, y, z und α 6= β den Nichtdiagonalelementen des symmetrischen Druck-
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Die Spur des Tensors liefert den mechanischen Systemdruck P ,









der im a¨quilibrierten System, in dem der Nichtgleichgewichtsdruck verschwindet, mit
dem thermodynamischen Druck zusammenfa¨llt [50, 95]. Die Schubspannungselemente
Pαβ , die den Fluss von β-gerichtetem Impuls in Richtung α kennzeichnen, fluktuieren
im Gleichgewichtsfall um null, so dass fu¨r alle α 6= β gilt
〈Pαβ〉 = 0 . (4.30)

















4.5.4 Ergebnisse zum Viskosita¨tskoeffizienten
Im Gegensatz zum Selbstdiffusionskoeffizienten Ds handelt es sich beim Viskosita¨ts-
koeffizienten η um eine kollektive Transportgro¨ße, bei der die Mittelung u¨ber die
Teilchen entfa¨llt. Kollektive Korrelationsfunktionen sind aus diesem Grund in der
Regel statistisch ungenauer. Fu¨r die in Abbildung 4.6 gezeigten Ergebnisse wurden
L = 250000 Konfigurationen ausgewertet, deren zeitlicher Abstand ∆tK = 0,01 ps
betra¨gt. Die Korrelationsla¨nge wurde mit LK = 200 angesetzt, was einer Mittelung


























































































































Abbildung 4.6: Normierte Schubspannungs-Autokorrelationsfunktionen Cη(t)/Cη(0)
und korrespondierende Verla¨ufe der Scherviskosita¨t η fu¨r drei verschiedene System-
zusta¨nde.
ungenauere Statistik an den im Vergleich zu den Geschwindigkeits-Autokorrelations-
funktionen unebeneren Verla¨ufen der Schubspannungs-Autokorrelationsfunktion. Wie
Tabelle 4.2 zeigt, stimmen die berechneten Scherviskosita¨ten bei einer maximalen Ab-
weichung von 13% mit experimentell ermittelten Werten [149] u¨berein. Die hier auf-
tretenden Abweichungen zwischen Simulation und Experiment sind mit denen anderer
Arbeiten vergleichbar [28, 59, 63, 88].
4.6 Resu¨mee
Transportkoeffizienten lassen sich aus Gleichgewichtsfluktuationen einer Eigenschaft
u¨ber zwei verschiedene Methoden bestimmen. Beim Green-Kubo-Verfahren werden
zeitliche Korrelationsfunktionen formuliert, die das Abklingen der Gleichgewichtsfluk-
tuationen messen. Die Transportgro¨ße ergibt sich aus dem Integral der Korrelations-
funktion fu¨r große Zeiten. Beim Einstein-Verfahren, das im Wesentlichen der integrier-
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berechnete experimentell bestimmte relative
Scherviskosita¨t η Scherviskosita¨t η Abweichung
[Pa · s] [Pa · s] [%]
T = 130K
ρ = 0,395 g/cm3
0,90 · 10−4 0,81 · 10−4 10
T = 130K
ρ = 0,419 g/cm3
1,21 · 10−4 1,05 · 10−4 13
T = 150K
ρ = 0,395 g/cm3
0,89 · 10−4 0,80 · 10−4 10
Tabelle 4.2: Molekulardynamisch berechnete Scherviskosita¨ten η im Vergleich mit
experimentell bestimmten Werten von Younglove und Ely [149].
ten Form des Green-Kubo-Verfahrens entspricht, werden akkumulierte Versetzungen
einer Eigenschaft berechnet. Der Transportkoeffizient la¨sst sich in diesem Fall an der
Steigung des linearen Verlaufs der mittleren quadratischen Versetzungen fu¨r große Zei-
ten ablesen. Am Beispiel des Selbstdiffusionskoeffizienten und des Viskosita¨tskoeffizi-
enten werden exemplarisch Ergebnisse fu¨r ein Lennard-Jones-System pra¨sentiert.
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Kapitel 5
Struktur und Dynamik einfacher
Flu¨ssig-flu¨ssig-Phasengrenzen
5.1 Flu¨ssige Phasengrenzen in der Simulation
Obwohl flu¨ssige Phasengrenzen in chemischen, biologischen und verfahrenstechnischen
Prozessen von fundamentaler Bedeutung sind, fehlt es bislang an einem grundlegenden
Versta¨ndnis vom Phasengrenzbereich. Phasengrenzen werden noch ha¨ufig, insbesondere
bei den ga¨ngigen Stoffu¨bergangstheorien [52], als einfache zweidimensionale Diskonti-
nuita¨t (Grenz-
”
Fla¨che“) ohne eigene Eigenschaften modelliert. Welchen Einfluss die
strukturellen und dynamischen Eigenschaften der Phasengrenze auf die Stofftransport-
prozesse haben, ist ebenfalls noch nicht gekla¨rt. Beispielsweise ist noch nicht genau
bekannt, unter welchen Bedingungen konvektive Instabilita¨ten an fluiden Phasengren-
zen auftreten [51] und wie diese den Stofftransport beeinflussen. Um solche Prozes-
se verstehen zu ko¨nnen, wird ein detailliertes Bild des flu¨ssigen Phasengrenzbereichs
beno¨tigt, das auf physikalisch fundierten Vorstellungen beruht und die Phasengrenze
mikroskopisch als Konstrukt molekularer Bestandteile wiedergibt.
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Das fehlende Versta¨ndnis vom Phasengrenzbereich ist vor allem auf die schwierige
experimentelle Versuchssituation bei Flu¨ssig-flu¨ssig-Systemen zuru¨ckzufu¨hren. Ro¨ntgen-
und Neutronenstreuexperimente ko¨nnen bisher nur fu¨r Flu¨ssig-Dampf-Systeme durch-
gefu¨hrt werden [37, 110, 115] und liefern selbst dort nur mit Hilfe von Interpretations-
modellen ein mikroskopisches Bild der Phasengrenze. Erst mit dem Aufkommen lei-
stungsfa¨higer und leicht zuga¨nglicher Rechner Mitte der 1970er Jahre konnte sich eine
neue Methode, die numerische Computersimulation, etablieren, die u¨ber die algorithmi-
sche Auswertung von Grundgleichungen – wie etwa den Newton’schen Bewegungsglei-
chungen – Einblicke in die mikroskopische Struktur der Materie erlaubte. Molekulare
Simulationen, insbesondere molekulardynamische Simulationen, nehmen heute bei der
Untersuchung struktureller und dynamischer Eigenschaften von Stoffen eine wichti-
ge Stellung ein und tragen besonders bei der Untersuchung der schwer zuga¨nglichen
Flu¨ssig-flu¨ssig-Phasengrenzen viel zum physikalischen Versta¨ndnis bei [10].
Ziel jeder numerischen Simulation ist die Konstruktion und Erprobung eines al-
gorithmischen Analogons. Durch die mikroskopische Betrachtungsweise in molekularen
Simulationen sind die Objekte des Modells festgelegt: Es sind die Atome und Moleku¨le,
die in Form eines Wechselwirkungsmodells abgebildet werden, und deren strukturelles
oder dynamisches Verhalten in Form eines mit physikalischen Gesetzen vereinbaren
Algorithmus dargestellt werden muss. Die Konstruktion des Modells, aber auch die
Durchfu¨hrung des Algorithmus ist naturgema¨ß mit Annahmen und Vereinfachungen
verbunden.
Das folgende Kapitel beginnt mit der Vorstellung des Simulationsmodells und der
Simulationsbedingungen. Danach werden zuna¨chst die berechneten strukturellen Eigen-
schaften der Phasengrenze besprochen. Dazu za¨hlen neben der Phasengrenzstruktur in
Form der Partialdichteprofile auch die daraus resultierenden Phasengrenzdicken, die
ein Maß fu¨r die Ausdehnung des Grenzbereichs darstellen. Des Weiteren werden zwei
Methoden zur Berechnung der Grenzfla¨chenspannungen sowie die daraus gewonnenen
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Ergebnisse pra¨sentiert. Nach den strukturellen Eigenschaften werden die Ergebnisse der
Untersuchungen zu den dynamischen Eigenschaften der Phasengrenze vorgestellt. Kern
dieser Untersuchungen ist das Verhalten des Selbstdiffusionskoeffizienten der Kompo-
nenten in den Bulkphasen und in der Na¨he der Phasengrenze. Ziel dieses Kapitels ist




Die Wechselwirkungen zwischen zwei Teilchen von mikroskopischen Dimensionen sind
prinzipiell u¨ber die Quantenmechanik bestimmbar. Diese Vorgehensweise ist jedoch fu¨r
praktische Fa¨lle auch heute noch ein ho¨chst nicht-triviales und sehr rechenzeitaufwa¨ndi-
ges Unterfangen. Sie ist Hauptgegenstand eines eigenen Teilgebiets der theoretischen
Chemie, der Quantenchemie, die Methoden zur Behandlung der Schro¨dinger-Gleichung
aufzeigen soll [39, 77]. Da es in der vorliegenden Arbeit nicht um spezielle Eigenschaf-
ten eines bestimmten Stoffsystems, sondern um das prinzipielle Verhalten der Teilchen
an einer flu¨ssigen Phasengrenze gehen soll, kann hier eine erste entscheidende Verein-
fachung bzgl. der Beschaffenheit der Flu¨ssigkeitsteilchen und ihrer Wechselwirkungen
getroffen werden: Zur Untersuchung prinzipieller struktureller und dynamischer Ei-
genschaften ist es ausreichend, die Moleku¨le als einfache kugelsymmetrische Teilchen
abzubilden, deren Wechselwirkungen u¨ber ein Lennard-Jones-Potential bestehend aus
einem repulsiven und einem attraktiven Teil beschrieben werden ko¨nnen.
Das Simulationssystem besteht daher aus den Modellkomponenten Ar1 und Ar2,
die u¨ber ein klassisches Lennard-Jones-(12-6)-Potential miteinander wechselwirken. Die
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klassische Berthelot-Mischungsregel aus Gleichung 3.7, die zur Beschreibung der un-
gleichartigen Wechselwirkungen zwischen Ar1 und Ar2 herangezogen wird, fu¨hrt jedoch
nicht zu einem stabilen heterogenen Flu¨ssig-flu¨ssig-(F/F)-Phasengrenzsystem [74]. Es
kommt bei Anwendung der unmodifizierten Berthelot-Regel zu einer Homogenisierung
der am Anfang ra¨umlich getrennten Phasen, da die Wechselwirkungen zwischen den
ungleichartigen Komponenten stets zwischen denen der gleichartigen liegen. Aus Un-
tersuchungen des Phasenverhaltens von Lennard-Jones-Mischungen ist bekannt, dass
sich ein stabiles Flu¨ssig-flu¨ssig-Gleichgewicht erst dann einstellt, wenn die ungleichar-
tigen Wechselwirkungen deutlich kleiner sind als die gleichartigen [105]. Es ist daher
notwendig, die um den Parameter ξ erweiterte Berthelot-Regel aus Gleichung 3.9 fu¨r
die Ermittlung der Wechselwirkungen zwischen den Komponenten Ar1 und Ar2 zu ver-
wenden. Abha¨ngig von den Parameterverha¨ltnissen σAr1/σAr2 und Ar1/Ar2 sind dann
fu¨r ξ ≤ 0,8 stabile Phasengrenzsysteme zu erwarten [97, 131]. Die in diesem Kapitel ver-




Tabelle 5.1: Lennard-Jones-Parameter zur Beschreibung der Wechselwirkungen zwi-
schen gleichartigen (Ar1-Ar1, Ar2-Ar2) und ungleichartigen (Ar1-Ar2) Komponenten.
Zur Bestimmung des energetischen Parameters Ar1-Ar2 wurde die erweiterte Berthelot-
Regel aus Gleichung 3.9 mit ξ = 0,8 verwendet. Die schwa¨chsten Wechselwirkungen
treten somit zwischen den Komponenten Ar1 und Ar2 auf. Die Massen beider Spezies
betragen mAr1 = mAr2 = 39,95 a.m.u.
wendeten Lennard-Jones-Parameter sind zusammenfassend in Tabelle 5.1 dargestellt,
wobei der Parameter Ar1-Ar2 zur Beschreibung der ungleichartigen Wechselwirkungen
mittels ξ = 0,8 vermindert wurde. Alle Teilchen sind gleich groß, d.h. σAr1 = σAr2,
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und besitzen die Masse von Argon, mAr1 = mAr2 = 39,95 a.m.u. Abbildung 5.1 zeigt







































Abbildung 5.1: Verla¨ufe der gleichartigen und ungleichartigen Wechselwirkungen fu¨r
das Simulationssystem mit den Modellkomponenten Ar1 und Ar2.
5.2.2 Systemaufbau und Simulationsbedingungen
Zur molekulardynamischen Simulation des Phasengrenzsystems wird ein Systemaufbau
entsprechend Abbildung 5.2 gewa¨hlt. Um die periodischen Randbedingungen erfu¨llen
zu ko¨nnen, muss das System zwei Phasengrenzen beinhalten, die von zwei a¨ußeren
Ar2-reichen Phasen und einer Ar1-reichen Phase in der Mitte gebildet werden. Dieser
Systemaufbau erfordert relativ große Simulationsboxen mit einer hohen Teilchenanzahl.
Zum einen muss na¨mlich sichergestellt werden, dass sich in beiden flu¨ssigen Phasen
deutliche Bulkeigenschaften ausbilden ko¨nnen, zum anderen mu¨ssen beide Grenzfla¨chen
ausreichend weit voneinander entfernt liegen, um sich nicht gegenseitig zu beeinflussen.
Untersuchungen in Flu¨ssig-flu¨ssig- und Flu¨ssig-Dampf-Systemen haben gezeigt, dass
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die La¨nge der Simulationsbox Lz mindestens 3Lx betragen sollte [85, 116]. Fu¨r Lx




























































Abbildung 5.2: Schematischer Aufbau des Phasengrenzsystems in der Simulations-
box. Außen befinden sich die beiden Ar2-reichen Phasen, die Ar1-reiche Phase liegt in
der Mitte.
In der vorliegenden Arbeit wurden Systeme mit einer Boxla¨nge von Lz ≈ 139 A˚ bis
Lz ≈ 145 A˚ und einer konstanten Gesamtanzahl von N = 6144 Teilchen untersucht.
Das Phasengrenzsystem wird bei sechs verschiedenen Temperaturen von T = 100K
bis T = 138K und demzufolge bei sechs unterschiedlichen Dichten und Phasenzusam-
mensetzungen untersucht. Der Druck entspricht in allen Fa¨llen dem Umgebungsdruck.
Die Systemzusta¨nde werden im isotherm-isobaren NPT -Ensemble unter Verwendung
des Berendsen-Thermo- und Barostats realisiert [11], wobei die Relaxationszeiten bei
τT = 0,5 ps und τP = 2,0 ps liegen (vgl. Abschnitt 3.3.3.2). Die schrittweise Steige-
rung der Temperatur zieht eine Volumenvergro¨ßerung nach sich, wodurch die La¨nge
der Simulationsbox in z-Richtung von Lz ≈ 139 A˚ bei T = 100K auf Lz ≈ 145 A˚
bei T = 138K steigt. Die La¨ngen in x- und y-Richtung variieren infolge der isotropen
Volumena¨nderung dementsprechend mit Lx = Ly = 3Lz.
Zur Verku¨rzung der Rechenzeit wird der Multiple-Timestep-Algorithmus mit einem
Cut-off-Radius von rcut = 18,0 A˚ und einem prima¨ren Radius von rprim = 14,4 A˚ ein-
86
5.2. Das Simulationsmodell
gesetzt (vgl. Abschnitt 3.3.2.4). Die Wechselwirkungen zwischen einem zentralen Teil-
chen und allen sekunda¨ren Nachbarn werden jeden 10-ten Zeitschritt neu berechnet.
Der Cut-off-Radius wurde mit rcut = 18,0 A˚ verha¨ltnisma¨ßig hoch angesetzt, um einen
etwaigen Einfluss der Heterogenita¨t im System auf die Teilchen in Grenzfla¨chenna¨he
mo¨glichst genau einzufangen. Die Integrationsschrittweite lag in allen Fa¨llen bei ∆t =
0,005ps.
Um Artefakte aufgrund eines zu geringen Cut-offs auszuschließen, wurde eine Test-
simulation mit dem gro¨ßtmo¨glichen Cut-off-Radius durchgefu¨hrt. Zu diesem Zweck
wurde das System mit dem weitesten Phasengrenzbereich bei T = 138K gewa¨hlt, bei
dem sich der Einfluss eines zu geringen Cut-offs am ehesten bemerkbar machen wu¨rde.
Der Cut-off-Radius betrug in diesem Fall rcut = 1/2 〈Lx〉 = 24,3 A˚. Es konnten je-
doch keine Unterschiede in den strukturellen Eigenschaften der Grenzfla¨che gefunden
werden.
Die Simulationsrechnungen wurden mit dem Programmpaket DL POLY [40, 118]
parallel auf einem Linux-PC-Cluster unter Einsatz von bis zu sechs Knoten durch-
gefu¨hrt. Die Rechenzeit pro Integrationsschritt lag in der Gro¨ßenordnung von 0,5 bis
0,6 Sekunden.
5.2.3 A¨quilibrierung und Produktion
Fu¨r eine effiziente A¨quilibrierung der Flu¨ssig-flu¨ssig-Systeme ist es sinnvoll, mit ei-
ner Phasenzusammensetzung zu beginnen, die dem Gleichgewichtswert entspricht oder
ihm zumindest sehr nahe kommt. Obwohl es prinzipiell mo¨glich ist, die Simulations-
prozedur mit zwei aneinander grenzenden, reinen Phasen zu starten und so lange zu
rechnen, bis das Gleichgewicht erreicht ist, erspart man sich durch die Vorgabe an-
gena¨herter Gleichgewichtszusammensetzungen viel Rechenzeit fu¨r einen langwierigen
A¨quilibrierungsprozess.
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Die Gleichgewichtsdaten, die in dieser Arbeit zur Erzeugung der Startkonfigura-
tionen verwendet wurden, entstammen Dichte-Funktional-Rechnungen [141, 142]. Die
Daten sind in Tabelle 5.2 in Form von Molanteilen xAr1 und xAr2 zusammen mit den
Partialdichten ρAr1 und ρAr2 in beiden Phasen dargestellt. Es sei bemerkt, dass das
prima¨re Ziel von Dichte-Funktional-Rechnungen nicht die Bestimmung von Phasen-
gleichgewichten ist. Diese Methode wurde aus rein pragmatischen Gru¨nden eingesetzt,
da mit dem Dichte-Funktional-Programm bereits ein geeignetes Werkzeug zur Bestim-
mung der Gleichgewichtsdaten vorlag und kein zweites mehr erstellt werden musste.
U¨blicherweise werden zur Berechnung der Phasengleichgewichte auf Lennard-Jones-
Mischungen zugeschnittene Zustandsgleichung verwendet [137, 138].
xAr1 xAr2 ρAr1 ρAr2 ρAr1 ρAr2
T Ar2-reiche Ar1-reiche Ar2-reiche Ar2-reiche Ar1-reiche Ar1-reiche
Phase Phase Phase Phase Phase Phase
[K] [ - ] [ - ] [A˚−3] [A˚−3] [A˚−3] [A˚−3]
100 0,0128 0,0163 0,000248 0,0192 0,0181 0,000300
108 0,0208 0,0267 0,000391 0,0184 0,0173 0,000475
116 0,0322 0,0418 0,000589 0,0177 0,0164 0,000715
126 0,0532 0,0707 0,000936 0,0167 0,0151 0,001152
132 0,0709 0,0961 0,001212 0,0159 0,0142 0,001509
138 0,0944 0,1313 0,001567 0,0150 0,0132 0,001996
Tabelle 5.2: Phasengleichgewichtsdaten aus Dichte-Funktional-Rechnungen [142], die
zur Erzeugung der Startkonfiguration fu¨r die Molekulardynamiksimulationen verwen-
det wurden. Molanteile der gelo¨sten Komponenten xAr1, xAr2 und Partialdichten ρAr1,
ρAr2 fu¨r die Ar1- und die Ar2-reiche Phase.
Da die Phasenzusammensetzung mit der Temperatur variiert, war es notwendig, fu¨r
jeden Systemzustand eine separate A¨quilibrierung durchzufu¨hren. Als Startkonfigura-
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tion wurde jeweils eine Gitterstruktur gewa¨hlt, die entsprechend der Gleichgewichts-
verteilung in Tabelle 5.2 zusammengesetzt war. Abbildung 5.3 zeigt in der oberen
Ha¨lfte beispielhaft die Startkonfiguration bei der Temperatur T = 108K. Nach einer
A¨quilibrierungphase von 1,5 ns (300000 Zeitschritte) erreicht das System thermisches,
mechanisches und chemisches Gleichgewicht. Mit der Gleichgewichtskonfiguration, die
in der unteren Ha¨lfte der Abbildung 5.3 illustriert ist, kann im Anschluss an die A¨qui-
librierung die Produktionsphase eingeleitet werden. Die La¨nge der Produktionsphase
betra¨gt ebenfalls 1,5 ns (300000 Zeitschritte).
Abbildung 5.3: Oben: Startkonfiguration fu¨r das System bei T = 108K entsprechend
der Gleichgewichtszusammensetzung in Tabelle 5.2. Unten: A¨quilibriertes System nach
1,5 ns (300000 Zeitschritte).
Wa¨hrend der A¨quilibrierung und der Produktion kann es zu großen Teilchenverset-
zungen und zu einem eigenen, simulationsspezifischen Phasengleichgewicht kommen.
Dieses Phasengleichgewicht ist in gewisser Weise dynamisch, da fortwa¨hrend Teilchen
zwischen den Phasen ausgetauscht werden ko¨nnen. Abbildung 5.4 zeigt exemplarisch
die Trajektorien dreier verschiedener Teilchen wa¨hrend einer Zeitspanne von 1,5 ns im
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System mit der niedrigsten Temperatur (T = 100K). Man erkennt lang gezogene Bahn-
linien, von denen einige den Phasengrenzbereich sogar passieren. Die Untersuchung von



























Abbildung 5.4: Trajektorien dreier verschiedener Teilchen im Phasengrenzsystem bei
T = 100K wa¨hrend einer Zeitspanne von 1,5 ns. Anfangs- und Endpunkte sind mit
einem Kreis markiert. Die Positionen der Phasengrenzen sind in Form gepunkteter
Linien gekennzeichnet.
Mit Hilfe zusa¨tzlicher Testla¨ufe wurde u¨berpru¨ft, ob das System wa¨hrend der A¨qui-
librierung tatsa¨chlich das Phasengleichgewicht erreicht hat. In einer ersten Testsimu-
lation wurde dazu die Produktionsphase des Systems mit der niedrigsten Temperatur
(T = 100K), in dem sich die A¨quilibrierung am langsamsten vollzieht, sukzessive auf
eine La¨nge von 7,5 ns (1,5 · 106 Zeitschritte) ausgedehnt. In einem Vergleich der aufge-
nommenen Partialdichteprofile ρAr1(z) und ρAr2(z) konnte jedoch weder eine Vera¨nde-
rung der Phasenzusammensetzungen noch eine Verschiebung der Konzentrationsprofile
nachgewiesen werden.
In einem weiteren Testlauf wurde das Phasengrenzsystem bei T = 100K instantan
auf T = 138K aufgeheizt. Die Partialdichteprofile wurden zu Beginn und anschließend
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nach unregelma¨ßigen Zeitabsta¨nden aus dem Simulationslauf herausgeschrieben. Auf
diese Weise erha¨lt man die in Abbildung 5.5 dargestellten Verla¨ufe, wobei die durch-
gezogenen Linien die Startprofile bei T = 100K bzw. die Zielprofile bei T = 138K
kennzeichnen. Die ersten Partialdichteprofile nach 1,25 ns weichen aufgrund der relativ
schnellen Volumenexpansion im NPT -Ensemble sehr stark von den Startprofilen ab.
Danach ist lediglich eine graduelle Anna¨herung an die Zielprofile zu verzeichnen, da nur
noch langsame Stofftransportprozesse die Profile vera¨ndern ko¨nnen. Die gezielte Ein-
stellung eines Nichtgleichgewichts und die Simulation in Richtung Gleichgewicht gibt
Aufschluss daru¨ber, wie schnell das System a¨quilibriert. In Abbildung 5.5 ist deutlich zu
erkennen, dass sich nach jeweils 1 ns Simulationszeit unterscheidbare Partialdichtepro-
file einstellen. Da in der ersten Testsimulation selbst nach 7,5 ns keine nennenswerten
Vera¨nderungen der Partialdichteprofile entdeckt werden konnten, darf man schlussfol-
gern, dass eine A¨quilibrierungzeit von 1,5 ns ausreichend ist.
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Abbildung 5.5: Partialdichteprofile des Phasengrenzsystems, das von T = 100K
instantan auf T = 138K aufgeheizt wird. Die durchgezogenen Linien kennzeichnen die
Startprofile bei T = 100K und die Zielprofile bei T = 138K. Die gestrichelten Verla¨ufe,
die die Partialdichteprofile nach 1,25 ns, 2,25 ns, 3,75 ns, 5 ns, 6,25 ns, 7,5 ns, 8,75 ns und
10 ns darstellen, na¨hern sich graduell dem Zielprofil bei T = 138K.
92
5.3. Ergebnisse zu strukturellen Eigenschaften
5.3 Ergebnisse zu strukturellen Eigenschaften
5.3.1 Phasengleichgewichte
Nach der A¨quilibrierungs- und der Produktionsphase stellen sich im Vergleich zur Start-
zusammensetzung leicht vera¨nderte, simulationsspezifische Phasengleichgewichte ein.
Tabelle 5.3 zeigt die aus Molekulardynamiksimulationen gewonnenen Molanteile der
gelo¨sten Komponente sowie die Partialdichten ρAr1 und ρAr2 in beiden Phasen. Die




(ρ1 + ρ2)− 1
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an die berechneten Partialdichteprofile ermittelt. z bezeichnet die Koordinate senkrecht
zur Grenzfla¨che, ρ1 und ρ2 sind die Partialdichten der Bulkphasen, zGF entspricht
der Lage der Grenzfla¨che bzw. der Gibbs’schen Trennebene. w kann als Maß fu¨r die
Dicke des Phasengrenzbereichs interpretiert werden (vgl. Abschnitt 5.3.4). Durch die
Auswertung der leicht voneinander abweichenden Phasengleichgewichte in der linken
und rechten Ha¨lfte der Simulationsbox ko¨nnen die Unsicherheiten der Partialdichten
auf etwa 4% und die der Molanteile auf ∆x ≈ 0,0043 abgescha¨tzt werden.
In Abbildung 5.6 werden die aus Molekulardynamiksimulationen und Dichte-Funktional-
Rechnungen ermittelten Phasengleichgewichte gegenu¨bergestellt. Man erkennt, dass die
molekulardynamisch berechneten Molanteile xAr1 in der Ar2-Phase (linke Binodalkur-
ven) u¨ber den Dichte-Funktional-Resultaten liegen. Hingegen stimmen die Molanteile
xAr1 in der Ar1-Phase (rechte Binodalkurven) außer bei der ho¨chsten Temperatur inner-
halb der angegebenen Unsicherheiten u¨berein. Beide Berechnungsmethoden geben das
asymmetrische Lo¨sungsverhalten der Komponenten wieder. Im Vergleich zur Dichte-
Funktional-Methode liefern Molekulardynamiksimulationen jedoch ho¨here Lo¨slichkei-
ten und etwa 10% gro¨ßere Gesamtdichten ρges = ρAr1 + ρAr2.
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xAr1 xAr2 ρAr1 ρAr2 ρAr1 ρAr2
T Ar2-reiche Ar1-reiche Ar2-reiche Ar2-reiche Ar1-reiche Ar1-reiche
Phase Phase Phase Phase Phase Phase
[K] [ - ] [ - ] [A˚−3] [A˚−3] [A˚−3] [A˚−3]
100 0,015 0,013 0,000313 0,0206 0,0198 0,000256
108 0,022 0,027 0,000441 0,0200 0,0190 0,000525
116 0,035 0,041 0,000695 0,0193 0,0183 0,000786
126 0,062 0,070 0,001199 0,0182 0,0170 0,00129
132 0,086 0,099 0,001626 0,0173 0,0160 0,00177
138 0,108 0,142 0,001995 0,0165 0,0148 0,00244
Tabelle 5.3: Phasengleichgewichtsdaten aus Molekulardynamiksimulationen. Molan-
teile der gelo¨sten Komponenten xAr1, xAr2 und Partialdichten ρAr1, ρAr2 fu¨r die Ar1- und
die Ar2-reiche Phase. Die Unsicherheiten betragen im Falle der Molanteile ∆x ≈ 0,0043
und liegen fu¨r die Partialdichten bei etwa 4%.
Abbildung 5.6 zeigt des Weiteren den kritischen Punkt (KP) bei Tc ≈ 158K und
xAr1 ≈ 0,32, der aus Dichte-Funktional-Rechnungen abgescha¨tzt wurde. Molekulardy-
namische Simulationen von Flu¨ssig-flu¨ssig- oder Flu¨ssig-Dampf-Systemen knapp un-
terhalb des kritischen Punktes sind aufgrund des weit ausgedehnten Phasengrenz-
bereichs kaum durchfu¨hrbar. Reflexionsmessungen haben ergeben, dass das Flu¨ssig-
Dampf-U¨bergangsgebiet eines Cyclohexan-Methanol-Gemisches 1K unterhalb der kri-
tischen Temperatur bereits 320 A˚ breit ist. Bei 0,4K unterhalb der kritischen Tem-
peratur wa¨chst es sogar auf etwa 600 A˚ an [12, 65, 147]. Zusa¨tzlich mu¨ssen noch die
an den U¨bergangsbereich angrenzenden Bulkphasen in der Simulation beru¨cksichtigt
werden. Die Abbildung eines solchen Phasengrenzsystems in molekularen Simulationen
erfordert daher extrem große Teilchenzahlen und einen nicht mehr zu bewa¨ltigenden
Rechenaufwand.
94






























































Abbildung 5.6: T -xAr1-Diagramm mit Gleichgewichtsdaten aus Molekulardynamiksi-
mulationen und Dichte-Funktional-Rechnungen [142]. Der kritische Punkt (KP) wurde
mittels Dichte-Funktional-Rechnungen [142] auf Tc ≈ 158K und xAr1 ≈ 0,32 gescha¨tzt.
U¨berkritische Fluide hingegen, die besonders in der Verfahrenstechnik als Lo¨sungs-
und Reaktionsmedien von großem Interesse sind, ko¨nnen molekulardynamisch unter-
sucht werden [67, 93, 94]. Allerdings ko¨nnen auch hier keine Zusta¨nde in unmittelbarer
Na¨he des kritischen Punkts simuliert werden, da die weit reichenden Dichtefluktuatio-
nen in der kleinen Simulationsbox nicht mehr abbildbar sind. Es ist daher notwendig,
die Untersuchungen in ausreichender Entfernung vom kritischen Punkt durchzufu¨hren.
Bereits durch leichte Abweichungen vom kritischen Punkt lassen sich aber u¨berkriti-
sche Systeme erzeugen, deren Dichtefluktuationen in der Simulation behandelt werden
ko¨nnen. Ein weiteres Problem bei der molekulardynamischen Behandlung u¨berkriti-
scher Fluide betrifft die Frage nach der Beschreibung der Wechselwirkungen. Effektive
Paarpotentiale, die fu¨r die Beschreibung dichter Flu¨ssigkeiten bei Umgebungstempe-
ratur eingesetzt werden, gelten nicht mehr fu¨r die viel weniger dichten u¨berkritischen
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Fluide.
5.3.2 Partialdichteprofile und Phasengrenzstrukturen
Die Partialdichteprofile ρAr1(z) und ρAr2(z) werden wa¨hrend der Produktionsphase er-
mittelt. Dazu wird die Simulationsbox entlang der z-Koordiante in 360 Scheiben der
Breite ∆z ≈ 0,4 A˚ unterteilt, in denen bei jedem Zeitschritt die Teilchen der beiden
Spezies ausgeza¨hlt werden. Abbildung 5.7 zeigt in gleicher Weise wie Abbildung 5.5 die
aus den Produktionsla¨ufen ermittelten Partialdichteprofilen – aus Symmetriegru¨nden
nur zur Ha¨lfte dargestellt. Man findet die Profile fu¨r die Temperaturen T = 100K,
T = 116K und T = 132K auf der linken, diejenigen fu¨r T = 108K, T = 126K und
T = 138K auf der rechten Seite des Diagramms. In den a¨ußeren, Ar2-reichen Phasen
verla¨uft ρAr2(z) anna¨hernd konstant und sinkt im Phasengrenzbereich kontinuierlich
auf das Niveau in der Ar1-reichen Phase ab. Die ρAr1(z)-Profile verlaufen umgekehrt
und zeigen ein hohes Plateau in der Ar1-reichen Phase. Die Partialdichteprofile wei-
sen aufgrund der Volumenausdehnung im NPT -Ensemble unterschiedliche La¨ngen auf.
Die La¨nge der Box bzw. die La¨nge der Profile steigt von Lz = 138,7 A˚ bei T = 100K
bis auf Lz = 145,0 A˚ bei T = 138K. Mit Hilfe systematischer Testsimulationen im
NVT -Ensemble wurde der Nachweis erbracht, dass die Volumenfluktuationen wa¨hrend
der NPT -Simulationen keinen Einfluss auf die Profilformen ausu¨ben, sie insbesondere
nicht verbreitern. In Abbildung 5.7 ist weiterhin zu erkennen, dass sich der Phasen-
grenzbereich mit zunehmender Temperatur ausweitet (siehe dazu Abschnitt 5.3.4).
Besonders an den Partialdichteprofilen der niedrigsten Temperatur (T = 100K)
fallen oszillatorische Strukturen mit einer Periodizita¨t von σ auf, die auf Schichtungs-
vorga¨nge in der Flu¨ssigkeit zuru¨ckzufu¨hren sind. Die Teilchen ordnen sich dabei teil-
weise untereinander an und bilden eine Schicht. Da das System bei einer Temperatur
von T = 100K nahe am Tripelpunkt liegt, musste zum einen untersucht werden, ob
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Abbildung 5.7: Halbe Partialdichteprofile ρAr1(z) und ρAr2(z) fu¨r alle sechs Tempe-
raturen. Linke Ha¨lfte: T = 100K, T = 116K und T = 132K, zusa¨tzlich: T = 100K fu¨r
einen erweiterten Produktionslauf u¨ber 7,5 ns. Rechte Ha¨lfte: T = 108K, T = 126K
und T = 138K.
sich innerhalb der A¨quilibrierungsphase tatsa¨chlich das Gleichgewicht eingestellt hatte,
und zum anderen, ob sich das System in einem metastabilen Zustand befand.
In einer erweiterten Testsimulation bis 7,5 ns (1,5·106 Zeitschritte) wurde u¨berpru¨ft,
ob das System tatsa¨chlich im Gleichgewicht vorliegt. Das daraus ermittelte Profil (ge-
punkteter Verlauf in Abbildung 5.7) stimmt innerhalb der statistischen Fluktuationen
mit dem urspru¨nglichen Profil u¨berein, was auf ein a¨quilibriertes System hinweist. Es
konnte weiterhin festgestellt werden, dass die Oszillationen zwar leicht gegla¨ttet, aber
nicht vollsta¨ndig entfernt werden konnten. Dies trifft insbesondere fu¨r das ρAr2(z)-Profil
der Ar2-reichen Phase zu, in der sta¨rkere attraktive Wechselwirkungen vorliegen als in
der Ar1-reichen Phase.
Aus Untersuchungen von Keimbildungsvorga¨ngen [81] und amorphen Lennard-Jones-
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Systemen [100] ist bekannt, dass sich Kristallisationsprozesse nur unzureichend in mole-
kulardynamischen Simulationen abbilden lassen. Phasenu¨berga¨nge erster Ordnung wei-
sen in Molekulardynamiksimulationen starke Hystereseerscheinungen auf, die den Um-
wandlungspunkt nennenswert vom Gleichgewichtspunkt weg schieben. Dieses Pha¨no-
men kann thermodynamisch mit einer Barriere der Freien Energie begru¨ndet werden,
die unterschiedliche Phasen voneinander trennt und sich im einfachsten Fall u¨ber die
Grenzfla¨chenspannung beschreiben la¨sst. In vielen Fa¨llen liefert die Simulation aus die-
sem Grund anstatt fester Kristallstrukturen unterku¨hlte Flu¨ssigkeiten oder amorphe
Phasen. Die Bildung einer amorphen Glasstruktur konnte mit Hilfe der ermittelten
Selbstdiffusionskoeffizienten ausgeschlossen werden. Fu¨r die Spezies Ar2 in der Ar2-
Phase wurde ein Diffusionskoeffizient von Ds = 0,85 · 10−9m2/s gefunden, fu¨r Ar1 in
der Ar1-Phase ist Ds = 1,57 · 10−9m2/s. Beide Werte liegen in der fu¨r Flu¨ssigkeiten
typischen Gro¨ßenordnung.
5.3.3 Grenzfla¨chenspannungen
Zur molekulardynamischen Berechnung der Grenzfla¨chenspannung stehen – abgese-
hen von wenigen Sonderverfahren [90, 109] – im Wesentlichen zwei Methoden zur
Verfu¨gung. Die Virialroute geht von der thermodynamischen Definition der Grenz-
fla¨chenspannung aus und leitet eine Beziehung zu den intermolekularen Kra¨ften zwi-
schen den Teilchen her [46, 106]. Die mechanische Route deutet die Grenzfla¨chenspan-
nung mechanisch u¨ber die Arbeit, die eine isochore Deformation der Grenzfla¨che erfor-
dert [104, 135]. Beide Verfahren werden in Anhang D ausfu¨hrlich erla¨utert.
Die Ergebnisse beider Methoden sind gemeinsam in Abbildung 5.8 dargestellt. Die
mittels der Virialmethode berechneten Werte resultieren aus einer gewichteten Mitte-
lung zweier unabha¨ngiger NVT -Simulationen. 50000 Konfigurationen aus einem 500 ps
langen Lauf wurden mit 15000 Konfigurationen aus einer Simulation u¨ber 1500 ps ge-
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mittelt. Die Fehlerbalken wurden mit Hilfe der Blockmittelwertmethode bestimmt [18,















































Abbildung 5.8: Grenzfla¨chenspannungen u¨ber die Virialroute entsprechend Glei-
chung D.14 in Anhang D (Fehlerbalken —) und die mechanische Route gema¨ß Glei-
chung D.20 in Anhang D (Fehlerbalken - - -). Die durchgezogene Linie entspricht der an
die Daten der Virialmethode angepasste Funktion in Gleichung 5.2 mit der Amplitude
γ0 = 36,56mN/m und dem kritischen Exponenten µ = 1,32.
ausgewertet. Die statistische Unsicherheit wurde bei dieser Methode aus den unter-
schiedlichen Werten der Grenzfla¨chenspannungen zwischen linker und rechter Phasen-
grenze abgescha¨tzt. Die Werte beider Methoden stimmen bis auf einen Fall innerhalb
der Fehlergrenzen u¨berein.
Nach der van-der-Waals-Theorie [106] kann die Temperaturabha¨ngigkeit der Grenz-
fla¨chenspannung u¨ber die Gleichung
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beschrieben werden. Durch Anpassung der Gleichung 5.2 an die Daten der Virialme-
thode erha¨lt man unter Verwendung von Tc = 158K die Amplitude γ0 = 36,56mN/m
und den kritischen Exponenten µ = 1,32. Verglichen mit dem experimentell ermittel-
ten Wert von µ ≈ 1,26 [106] liegt die Abweichung bei lediglich 5%. In Anbetracht der
Systemgro¨ße und des untersuchten Temperaturintervalls ist das Ergebnis zufriedenstel-
lend.
5.3.4 Phasengrenzdicken
Zur analytischen Beschreibung der mikroskopischen Struktur flu¨ssiger Grenzfla¨chen
sowie zur Bestimmung der Phasengrenzdicke w werden in der Literatur verschiede-
ne Ansa¨tze vorgeschlagen [10, 12, 58, 114, 147]. Dabei herrscht noch große Uneinig-
keit daru¨ber, wie die Ausdehung des Phasengrenzbereichs zu bemessen sei und u¨ber
welche theoretischen Modelle die Phasengrenzdicke w u¨berhaupt beschrieben werden
ko¨nnte [20, 65, 84, 128]. Ein sinnvolles Maß fu¨r die Phasengrenzdicke w ist durch die
folgende Gleichung gegeben [106]:







Man erha¨lt exakt die in Gleichung 5.3 definierte Phasengrenzdicke w, wenn die in
Gleichung 5.1 eingefu¨hrte Funktion ρ(z) u¨ber ihre Parameter ρ1, ρ2, zGF und w an
die simulierten Partialdichteprofile angepasst wird. Die aus den Anpassungen ermit-
telten Phasengrenzdicken w sind in Abbildung 5.9 graphisch dargestellt. Die Werte
steigen von w = 6,9 A˚ (≈ 2 σ) bei T = 100K auf w = 19 A˚ (≈ 5,4 σ) bei T = 138K
und entsprechen dem Bild eines ausgedehnten, mehrere Moleku¨lschichten umfassenden
Phasengrenzbereichs. Die angegebenen Fehlerbalken wurden aus den unterschiedlichen
Phasengrenzdicken zwischen linker und rechter Phasengrenze ermittelt.
Die Ausdehnung des Phasengrenzbereichs w kann auf zwei unterschiedliche Fluk-
tuationspha¨nomene im System zuru¨ckgefu¨hrt werden. Man geht davon aus, dass Dich-
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Abbildung 5.9: Phasengrenzdicken w (= wKW+wint) aus Anpassungen des Tangens-
hyperbolicus-Profils in Gleichung 5.1 an die simulierten Partialdichteprofile, Anteile
wKW infolge von Kapillarwellen und intrinsische Phasengrenzdicken wint als Funktion
der Temperatur.
tefluktuationen in den Bulkphasen ein intrinsisches Phasengrenzprofil der Dicke wint
hervorrufen, das zusa¨tzlich von thermischen Fluktuationen an der Grenzfla¨che u¨berla-
gert und um den Betrag wKW aufgeweitet wird [35]:
w = wint + wKW . (5.4)
Abbildung 5.10 stellt diese U¨berlagerung schematisch dar. Bevor die in Abbildung 5.9
dargestellte Aufteilung der Phasengrenzdicke in einen intrinsischen und einen Kapil-
larwellenanteil diskutiert wird, sollen beide Fluktuationspha¨nomene zuna¨chst na¨her
beschrieben werden.
Bulkfluktuationen Der erste Beitrag zur Ausdehnung, wint, resultiert aus den Dich-
tefluktuationen in den Bulkphasen, die unter anderem fu¨r die Temperaturabha¨ngigkeit
der Dichte verantwortlich zeichnen. Sie sto¨ren die urspru¨nglich zweidimensional ge-
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y
x z
Abbildung 5.10: Ausweitung des Phasengrenzbereichs durch die U¨berlagerung von
Dichtefluktuationen und Kapillarwellen: Die Dichtefluktuationen in den Bulkphasen
verursachen einen diffusen bzw. intrinsischen Phasengrenzbereich der Dicke wint (links),
der von Kapillarwellen an der Grenzfla¨che (rechts) aufgeraut und um einen Betrag wKW




verschmieren“ sie und sorgen auf diese Weise fu¨r ein kontinuierlich
verlaufendes Dichteprofil. Die Sta¨rke der Dichtefluktuationen wird u¨ber die Korrela-
tionsla¨nge ξ bemessen. ξ ist ein La¨ngenmaß, das ausdru¨ckt, bis zu welchem Abstand
zwei Punkte im Raum in hohem Maße miteinander korreliert sind [106]. ξ liegt weit
entfernt vom kritischen Punkt in der Gro¨ßenordnung weniger A˚ngstro¨m. Mit zuneh-
mender Temperatur steigt die Korrelationsla¨nge aber schnell an und erreicht in der
Na¨he des kritischen Punkts Werte von mehreren hundert bis tausend A˚ngstro¨m [120].
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beschrieben, in dem ξ0 einen Vorfaktor und ν den kritischen Exponenten bezeichnen.
Fu¨r Systeme in der Na¨he des kritischen Punkts wird ein experimenteller Wert von
ν ≈ 0,63 angegeben [106]. Wenn Dichtefluktuationen fu¨r die intrinsische Phasengrenz-
dicke verantwortlich sind, dann sollte die Temperaturabha¨ngigkeit der Phasengrenz-
dicke ebenfalls dem Potenzgesetz mit dem kritischen Exponenten ν folgen:






wint,0 bezeichnet darin einen Vorfaktor.
Kapillarwellen Das intrinsische Dichteprofil infolge der Bulkfluktuationen wird von
Kapillarwellen an der Grenzfla¨che zusa¨tzlich um den Betrag wKW aufgeweitet. Ursache
der Kapillarwellen sind thermische Fluktuationen an der Phasengrenze, die die Grenz-
fla¨che verformen und gegen die Grenzfla¨chenspannung Verformungsarbeit leisten. Geht
man von einer infinitesimal du¨nnen, zweidimensionalen Grenzfla¨che in der x-y-Ebene
aus, dann kann die Auslenkung in z-Richtung durch die Variable ζ(x, y) beschrieben
werden. Die Auslenkungen ζ(x, y) setzen sich aus einer U¨berlagerung verschieden langer
Kapillarwellen zusammen und sind um die Nulllage 〈ζ〉 = 0 gaussverteilt. Die Kapillar-
wellentheorie [20] wird ausfu¨hrlicher in Anhang E vorgestellt. An dieser Stelle genu¨gt
die daraus abgeleitete Gleichung fu¨r die Aufweitung wKW des intrinsischen Profils:










In Gleichung 5.7 bezeichnet γ die Grenzfla¨chenspannung, L‖ die La¨nge des betrachteten
Grenzfla¨chenausschnitts und σ den Teilchendurchmesser.
Unter Verwendung der Grenzfla¨chenspannungen aus Abschnitt 5.3.3 kann mittels
Gleichung 5.7 die Aufweitung des intrinsischen Profils infolge der Kapillarwellen, wKW,
berechnet werden. Fu¨r den hier betrachteten Temperaturbereich werden Werte zwi-
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schen wKW = 2,5 A˚ (0,7σ) und wKW = 7,6 A˚ (2,2σ) ermittelt
1. Der Verlauf im gesam-
ten Temperaturbereich ist in Abbildung 5.9 dargestellt. Die Kapillarwellen tragen somit
mit mehr als einem Drittel zur gesamten Phasengrenzdicke w bei. Aus Kenntnis der Ge-
samtdicke w und der Aufweitung wKW la¨sst sich auf die intrinsische Phasengrenzdicke
wint schließen. Der Temperaturverlauf der intrinsischen Dicke ist ebenfalls in Abbil-
dung 5.9 zu finden. Die Werte liegen zwischen wint = 4,4 A˚ (1,3σ) und wint = 11,4 A˚
(3,3σ).
Eine Anpassung von Gleichung 5.6 an die intrinsischen Phasengrenzdicken wint lie-
fert mit einer kritischen Temperatur von Tc ≈ 158K einen kritischen Exponenten von
ν = 0,93. Die Abweichung vom experimentell ermittelten Wert ν ≈ 0,63 ist groß und
kann damit begru¨ndet werden, dass Gleichung 5.5 streng genommen lediglich in der
Na¨he der kritischen Temperatur gu¨ltig ist [83]. Erfolgt die Anpassung des Potenzge-
setzes aus Gleichung 5.6 jedoch lediglich an die Phasengrenzdicken der drei letzten
Temperaturen T = 126K, T = 132K und T = 138K, so ergibt sich ein Exponent von
ν = 0,72 mit einer relativen Abweichung von nur noch 14%.
Bei der Betrachtung von Stofftransportu¨berga¨ngen durch fluide Grenzfla¨chen ist
zwischen gesamter Phasengrenzdicke w und intrinsischer Dicke wint zu unterscheiden.
Das von der einen in die andere Phase u¨bertretende Moleku¨l kann aufgrund seiner
La¨ngenskala nur die intrinsische Phasengrenzschicht
”
wahrnehmen“. Die langskaligen
1Die hier ermittelten Werte werden qualitativ auch von anderen Arbeiten besta¨tigt, die Ka-
pillarwellen an Flu¨ssig-Dampf-Grenzfla¨chen mittels molekulardynamischer Simulationen untersu-
chen [70, 139, 140]. Sides et al. [116] ermitteln in einem Flu¨ssig-Dampf-System bestehend aus Lennard-
Jones-Teilchen bei einer reduzierten Temperatur von TkB/ = 0,9 Phasengrenzdicken im Bereich von
wKW = 1,4σ bis wKW = 2,0σ. Sie erweitern schrittweise die Gro¨ße der Phasengrenze von L‖ = 15,1σ
(N = 14400 Teilchen) auf L‖ = 134,6σ (N = 1,24·106 Teilchen) und finden fu¨r drei verschiedene Tem-
peraturen und bei Simulationszeiten von mehreren Nanosekunden eine logarithmische Abha¨ngigkeit
zwischen der Phasengrenzdicke wKW und der Grenzfla¨chenabmessung L‖. Ihre Resultate besta¨tigen
damit die Existenz von Kapillarwellen in molekulardynamischen Simulationen.
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Aufrauungen infolge der Kapillarwellen haben auf den Stofftransport keinen Einfluss,
da der U¨bergang des Moleku¨ls an einem diskreten Punkt der Grenzfla¨che erfolgt. Diese
U¨berlegungen sind fu¨r Stoffu¨bergangstheorien wichtig, die ein detaillierteres Bild der
Phasengrenze verwenden.
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5.4 Ergebnisse zu dynamischen Eigenschaften
5.4.1 Vorgehen
Die dynamischen Eigenschaften der Phasengrenzsysteme wurden anhand des Selbst-
diffusionskoeffizienten Ds untersucht. Ziel ist die Bestimmung der Beweglichkeiten der
beiden Komponenten Ar1 und Ar2 sowohl in den Bulkphasen als auch in der Na¨he der
Grenzfla¨che, um ein detailliertes Bild vom dynamischen Verhalten der Teilchen zu ge-
winnen. Um grenzfla¨chennahe Bereiche von Volumenphasen unterscheiden zu ko¨nnen,
wird die Simulationsbox entsprechend Abbildung 5.11 in unterschiedlich große Ab-
schnitte unterteilt. Die Segmente 1, 4 und 7 repra¨sentieren die Bulkphasen, die Seg-
mente 2, 3, 5 und 6 umfassen die beiden Phasengrenzbereiche und werden im Folgenden
als Grenzfla¨chensegmente bezeichnet. Da sich die mittlere Position der Grenzfla¨che zGF
nur unwesentlich mit der Temperatur a¨ndert (weniger als 1,5 A˚ im Temperaturbereich
100K ≤ T ≤ 138K, vgl. Abbildung 5.7), wurde die Einteilung fu¨r alle sechs untersuch-
ten Fa¨lle beibehalten. Die Breite der Grenzfla¨chensegmente wurde mit 10 A˚ so gewa¨hlt,
dass sie fu¨r alle Temperaturen mindestens die Ha¨lfte des Partialdichtegradienten um-
fassen.
Eine separate, statistische Behandlung der einzelnen Segmente setzt streng ge-
nommen voraus, dass sich jedes Teilsystem der Simulation im thermodynamischen
Gleichgewicht befindet. Fu¨r die Grenzfla¨chensegmente, deren Zusammensetzung nicht
der Gleichgewichtszusammensetzung bei der vorliegenden Temperatur entspricht, trifft
diese Bedingung allerdings nicht zu. Da die Verweilzeit eines Teilchens in einem Grenz-
fla¨chensegment jedoch viel gro¨ßer ist als die charakteristische Zeit fu¨r die hier vor-
liegenden Selbstdiffusionsprozesse, ko¨nnen die Grenzfla¨chensegmente als Systeme im
Quasi-Gleichgewicht betrachtet werden. Bezu¨glich eines Diffusionsprozesses befinden
sich die Grenzfla¨chensegmente im Gleichgewicht! Die Gu¨ltigkeit dieser Annahme wird
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Abbildung 5.11: Einteilung der Simulationsbox in die Bulkphasensegmente 1, 4, 7
und die Grenzfla¨chensegmente 2, 3, 5 und 6.
mit Hilfe von Testrechnungen begru¨ndet, die weiter unten vorgestellt werden.
Die Berechnung der Selbstdiffusionskoeffizienten Ds erfolgt nach der Green-Kubo-
Methode u¨ber die Auswertung der zeitlichen Geschwindigkeits-Autokorrelationsfunktion
(vgl. Kapitel 4.3). Die Diffusionskoeffizienten werden getrennt in jedem der sieben Seg-








〈~vi(t) · ~vi(0)〉 dt mit k = Ar1, Ar2 . (5.8)
Zur Bestimmung der Geschwindigkeits-Autokorrelationsfunktionen stehen L = 5000
Konfigurationen zur Verfu¨gung, zwischen denen jeweils ein zeitlicher Abstand von
∆tK = 0,01 ps besteht. Die Auswertung erfolgt standardma¨ßig u¨ber eine Korrelati-
onsla¨nge von tK = 5,39 ps (tLK−1 in Abschnitt B) oder entsprechend u¨ber eine Anzahl
von LK = 540 Konfigurationen. Die Anzahl der Ursprungszeitpunkte fu¨r die Mittel-
wertbildung bela¨uft sich somit auf MU = L−LK +1 = 4461. Die Geschwindigkeitsda-
ten wurden im NPT -Ensemble unter den in Abschnitt 5.2.2 aufgefu¨hrten Bedingungen
erzeugt. Um sicherzustellen, dass der eingesetzte Thermo- und Barostat keinen ver-
zerrenden Einfluss auf die Geschwindigkeitsfluktuationen haben, wurden Testsimula-
tionen unter NVE-Bedingungen durchgefu¨hrt. Beide Ensembles liefern innerhalb der
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statistischen Schwankungen identische Selbstdiffusionskoeffizienten. Der fu¨r die Berech-
nung der Korrelationsfunktionen eingesetzte Algorithmus ist in Abschnitt B eingehend
erla¨utert. Parallel zum Green-Kubo-Formalismus wurden die Selbstdiffusionskoeffizi-
enten nach der Einstein-Methode u¨ber die Auswertung der mittleren quadratischen
Versetzungen ermittelt. Da die daraus gewonnenen Ergebnisse mit denen der Green-
Kubo-Methode nahezu identisch sind, beschra¨nken wir uns im Folgenden lediglich auf
die Darstellung der Werte aus Korrelationsfunktionen.
In Gleichung 5.8 werden die Geschwindigkeiten aller Ar1- bzw. Ar2-Teilchen inner-
halb eines Segments ausgewertet. Da sich die Zusammensetzung der Segmente mit der
Temperatur vera¨ndert, variiert auch die zur Verfu¨gung stehende Zahl der Geschwin-
digkeitswerte. Die statistische Sicherheit der ermittelten Korrelationsfunktionen ha¨ngt
somit von der Temperatur ab. Insbesondere bei der niedrigsten Temperatur T = 100K
befinden sich in der Ar1-reichen Phase lediglich etwa 10 Ar2-Teilchen, die beiden a¨uße-
ren Ar2-reichen Phasen beinhalten bei dieser Temperatur ungefa¨hr jeweils 30 Ar1-
Teilchen.
Die Zuweisung der Teilchen zu den einzelnen Segmenten richtet sich nach der Teil-
chenposition zum Ursprungszeitpunkt t0. Wa¨hrend der Korrelationszeit tK bleibt die
Zuweisung zuna¨chst bestehen und wird erst beim U¨bergang zum na¨chsten Ursprungs-
zeitpunkt aktualisiert. Um die Gu¨ltigkeit des hier gewa¨hlten Ansatzes zu u¨berpru¨fen,
muss daher sichergestellt werden, dass es im Laufe der Korrelationszeit tK zu kei-
nem u¨berma¨ßigen Teilchenaustausch zwischen den Segmenten kommt. Insbesondere
muss ausgeschlossen werden, dass grenzfla¨chennahe Teilchen in die Bulkphasen abwan-
dern und umgekehrt Bulkteilchen an die Grenzfla¨che gelangen. Wa¨re dies der Fall,
repra¨sentierte die berechnete Korrelationsfunktion nicht die Dynamik im entsprechen-
den Segment. Es ka¨me zu einer Vermischung der Teilchenbeweglichkeiten in Bulk und
Grenzfla¨chenna¨he.
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In einem ersten Test wurden daher die Geschwindigkeits-Autokorrelationsfunktionen
fu¨r drei unterschiedliche Korrelationsla¨ngen tK berechnet. Die fu¨r tK = 2,39 ps, 3,59 ps
und 5,39 ps ermittelten Selbstdiffusionskoeffizienten stimmten jedoch alle innerhalb der
statistischen Schwankungen u¨berein. Des Weiteren wurde die maximale Strecke unter-
sucht, die ein Teilchen senkrecht zur Grenzfla¨che zuru¨cklegen kann. Zusa¨tzlich sollte die
Ho¨he des Teilchenaustauschs zwischen benachbarten Segmenten eingescha¨tzt werden.
Mit Hilfe der Beziehung [5]
〈z2〉1/2 = (2Ds t)1/2 (5.9)
la¨sst sich die normal zur Grenzfla¨che zuru¨ckgelegte Entfernung bestimmen. Fu¨r den
gro¨ßtmo¨glichen Selbstdiffusionskoeffizienten wird der Wert Ds = 5,09 · 10−9m2/s ein-
gesetzt, der die Beweglichkeit von Ar1 in seiner eigenen Phase bei T = 138K bemisst.
Mit der gro¨ßten verwendeten Korrelationszeit tK = 5,39 ps ergibt sich eine zuru¨ckge-
legte Distanz von lediglich 〈z2〉1/2 = 2,3 A˚. Die Bewegung eines Teilchens senkrecht zur
Grenzfla¨che betra¨gt im ungu¨nstigsten Fall somit nur 66% des Teilchendurchmessers.
Ein Teilchen, das sich zu Beginn der Korrelation in der Na¨he der Grenzfla¨che befindet,
wird auch am Ende der Korrelation nach tK = 5,39 ps in Grenzfla¨chenna¨he sein. Es
kann in dieser Zeit insbesondere nicht tief in die Bulkphase abwandern.
Die aus Gleichung 5.9 berechnete Distanz wird ebenfalls durch die mittlere qua-
dratische Versetzung aus dem Einstein-Verfahren wiedergegeben. Abbildung 5.12 zeigt
zu diesem Zweck den zeitlichen Verlauf der z-Komponente der MSD-Funktion sowie
den sich daraus ergebenden Verlauf des Selbstdiffusionskoeffizienten Ds,z fu¨r den oben
besprochenen Fall. Nach tK = 5,39 ps hat sich eine mittlere quadratische Versetzung
von MSDz = 5,15 A˚
2 eingestellt, aus der sich ein a¨hnlicher Wert fu¨r die zuru¨ckgelegte
Distanz ergibt wie aus Gleichung 5.9.
In einer weiteren Untersuchung wurde festgestellt, dass sich die Anzahl beider Spe-
zies in den einzelnen Segmenten auch u¨ber la¨ngere Zeit anna¨hernd konstant verha¨lt.
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Abbildung 5.12: Zeitliche Verla¨ufe der mittleren quadratischen Versetzung in z-
Richtung MSDz(t) und des sich daraus ergebenden Selbstdiffusionskoeffizienten Ds,z
fu¨r Ar1 in der Ar1-Phase bei T = 138K.
Abbildung 5.13 zeigt die Anzahl der Ar1- und Ar2-Teilchen aller sieben Segmente
im Zeitraum bis 44,6 ps bei der ho¨chsten Temperatur T = 138K, bei der die gro¨ßte
Teilchenbeweglichkeit zu erwarten ist. Die innerhalb der statistischen Schwankungen
konstanten Verla¨ufe in Abbildung 5.13 zeigen, dass sich das Flu¨ssig-flu¨ssig-System im
Gleichgewicht befindet. Die Komponenten Ar1 und Ar2 sind entsprechend des Pha-
sengleichgewichts in Abbildung 5.6 auf die beiden Phasen verteilt. Insbesondere sind
keine systematischen Abweichungen der Teilchenanzahl vom Mittelwert auszumachen.
5.4.2 Einfluss der lokalen Zusammensetzung auf den
Selbstdiffusionskoeffizienten
Die Beweglichkeit eines Teilchens wird von den Wechselwirkungen zu seinen Nachbarn
bestimmt und ist damit abha¨ngig von der lokalen Zusammensetzung seiner na¨heren
Umgebung. Um die Mobilita¨t der Teilchen in einem Zweikomponentengemisch zu beur-
teilen, ist es notwendig, die Selbstdiffusionskoeffizienten der reinen Spezies als Referenz-
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Abbildung 5.13: Anzahl der Ar1- bzw. Ar2-Teilchen in den Segmenten 1 bis 7 als
Funktion der Zeit fu¨r das Phasengrenzsystem bei T = 138K.
werte zu kennen. Die mittels der Green-Kubo-Methode berechneten Selbstdiffusionsko-
effizienten der Reinstoffe sind in Abha¨ngigkeit von der Temperatur in Abbildung 5.14
dargestellt. Eine Anpassung des Arrhenius-Ansatzes





an die ermittelten Diffusionskoeffizienten liefert fu¨r die Komponente Ar1 einen Vor-
faktor von D0 = 99,5 · 10−9m2/s und eine Aktivierungsenergie von ED/kB = 426,7K.
Fu¨r Ar2 ergeben sich die Werte D0 = 89,1 · 10−9m2/s und ED/kB = 472,0K. Die
Aktivierungsenergie fu¨r Ar2 liegt aufgrund der ho¨heren attraktiven Wechselwirkungen
erwartungsgema¨ß u¨ber derjenigen von Ar1. Abha¨ngig von der Temperatur findet man
fu¨r Ar1 1,6- bis 1,8-fach ho¨here Selbstdiffusionskoeffizienten als fu¨r Ar2.
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Abbildung 5.14: Selbstdiffusionskoeffizienten Ds der reinen Komponenten Ar1 und
Ar2 in Abha¨ngigkeit der Temperatur. Die Fehlerbalken sind nicht eingezeichnet, da sie
in der Gro¨ßenordnung der Symbolabmessungen liegen. Die Linien entsprechen ange-
passten Arrhenius-Funktionen der Form Ds(T ) = D0 exp(−ED/kBT ).
Die in den einzelnen Segmenten berechneten Selbstdiffusionskoeffizienten der Kom-
ponenten Ar1 und Ar2 sind in Abbildung 5.15 symmetrisiert aufgetragen. Die Werte
wurden aus der Mittelung korrespondierender Segmente gewonnen, beispielsweise kann
der Selbstdiffusionskoeffizient von Ar2 in der Ar2-reichen Phase aus der Mittelung der
Werte der Segmente 1 und 7 berechnet werden. In Abbildung 5.15 ist dies durch die
Bezeichnung 1/7 gekennzeichnet. Auf der linken Seite der Abbildung 5.15 sind die Dif-
fusionskoeffizienten von Ar2, auf der rechten Seite diejenigen von Ar1 zu finden. Die
horizontalen Linien bezeichnen die Selbstdiffusionskoeffizienten der Reinstoffe, wobei
die Linien von unten nach oben steigenden Temperaturen entsprechen.
Es ko¨nnen zwei Effekte konstatiert werden. Zum einen liegen die Selbstdiffusions-
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Abbildung 5.15: Selbstdiffusionskoeffizienten Ds fu¨r die Komponenten Ar1 (linke
Ha¨lfte) und Ar2 (rechte Ha¨lfte) in den Segmenten 1 bis 7. Die vertikale Gerade in der
Mitte ist eine Symmetrielinie. Die dargestellten Verla¨ufe entsprechen von unten nach
oben steigenden Temperaturwerten. Die horizontalen Linien geben die Selbstdiffusions-
koeffizienten der Reinstoffe an.
koeffizienten von Ar2 in der Ar2-Phase (Segmente 1/7) sowie die von Ar1 in der Ar1-
Phase (Segment 4) u¨ber denjenigen der reinen Systeme. Die Abweichungen von den
Reinstoffwerten steigen dabei mit zunehmender Temperatur bzw. mit zunehmender
Lo¨slichkeit an. Zum anderen ist die Beweglichkeit der Ar1-Teilchen in der Ar2-Phase
(Segmente 7/1) geringer und diejenige der Ar2-Teilchen in der Ar1-Phase ho¨her als
die Beweglichkeit in der reinen Phase. Der Unterschied zu den Reinstoffwerten nimmt
auch hier mit der Temperatur bzw. der Lo¨slichkeit zu. Die Beobachtungen lassen zwei
Schlussfolgerungen zu:
1. Die Selbstdiffusion des Lo¨sungsmittels (Mehrheitskomponente) steigt mit zu-
nehmendem Anteil an gelo¨stem Stoff (Minderheitskomponente). Mit steigender
Lo¨slichkeit nimmt der Anteil der schwachen, ungleichartigen Wechselwirkungen
zwischen Lo¨sungsmittel und gelo¨ster Komponente zu. Die Einfu¨hrung der schwa¨che-
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ren Wechselwirkungen begu¨nstigt die Mobilita¨t der Lo¨sungsmittelteilchen.
2. Die gelo¨ste Komponente tendiert dazu, die Beweglichkeit des Lo¨sungsmittels an-
zunehmen. Das gelo¨ste Teilchen wird von Lo¨sungsmittelmoleku¨len umgeben, zwi-
schen denen stets eine gro¨ßere Anziehung vorliegt als zum gelo¨sten Stoff. Die be-
nachbarten Lo¨sungsmittelteilchen wirken wie ein Ka¨fig und zwingen den gelo¨sten
Teilchen ihre Beweglichkeit auf.
5.4.3 Einfluss der Phasengrenze auf den Selbstdiffusionskoef-
fizienten
Zur Untersuchung der Teilchendynamik in den Phasengrenzbereichen wird der Selbst-
diffusionskoeffizient in zwei Anteile aufgespalten. Die Tangentialkomponente Ds,T =
1/2 (Ds,x + Ds,y) wird bestimmt durch die Geschwindigkeitsfluktuationen in x- und
y-Richtung und beschreibt die Beweglichkeit der Teilchen parallel zur Grenzfla¨che. Die
Normalkomponente Ds,N = Ds,z, berechnet aus den Geschwindigkeitsfluktuationen in
z-Richtung, kennzeichnet die Beweglichkeit senkrecht zur Grenzfla¨che. Um mo¨gliches
anisotropes Verhalten aufzudecken, werden die berechneten Selbstdiffusionskoeffizien-
ten in Abbildung 5.16 getrennt nach den Bulk- (1, 4, 7) und den Grenzfla¨chensegmenten
(2, 3, 5, 6) dargestellt. In der Abbildung werden die Tangentialkomponenten Ds,T fu¨r
beide Spezies und alle sechs Temperaturen u¨ber der Normalkomponenten Ds,N aufge-
tragen. Man stellt fest, dass sich die Selbstdiffusion in den Bulkphasen (Segmente 1,
4, 7) richtungsunabha¨ngig verha¨lt. Die Datenpunkte liegen mit leichten Abweichun-
gen nach unten und oben entlang der Diagonalen, es gilt also Ds,T ≈ Ds,N . In den
Grenzfla¨chensegmenten findet man hingegen tendenziell erho¨hte Tangentialkomponen-
ten, Ds,T > Ds,N . Die Selbstdiffusion der Teilchen verha¨lt sich in den Phasengrenzbe-
reichen anisotrop, wobei die Teilchenbeweglichkeit parallel zur Grenzfla¨che gro¨ßer ist
als senkrecht dazu. Die Anisotropie gilt fu¨r beide Komponenten und versta¨rkt sich mit
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Abbildung 5.16: Die Tangentialkomponenten der Selbstdiffusionskoeffizienten Ds,T
u¨ber den Normalkomponenten Ds,N . Links: Ergebnisse fu¨r Ar1 und Ar2 in den Bulkseg-
menten 1, 4 und 7. Rechts: Ergebnisse fu¨r Ar1 und Ar2 in den Grenzfla¨chensegmenten
2, 3, 5 und 6.
zunehmender Temperatur.
Die Abweichungen zwischen tangentialen und normalen Selbstdiffusionskomponen-
ten lassen sich am Verlauf der Geschwindigkeits-Autokorrelationsfunktion zeigen. Ex-
emplarisch sind in Abbildung 5.17 die Verla¨ufe der Korrelationsfunktionen und der da-
zugeho¨rigen Diffusionskoeffizienten fu¨r die Komponente Ar2 aufgetragen. Das linke Dia-
gramm zeigt die Verla¨ufe der tangentialen und normalen Anteile der Geschwindigkeits-
Autokorrelation sowie deren Integral fu¨r das Bulksegment 1. Die Kurven stimmen inner-
halb der statistischen Schwankungen u¨berein. Im rechten Diagramm hingegen erkennt
man leicht unterschiedliche Verla¨ufe der Korrelationsfunktionen und deutlich vonein-
ander abweichende Diffusionskoeffizienten in tangentialer und normaler Richtung.
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Abbildung 5.17: Verla¨ufe der normierten Geschwindigkeits-Autokorrelationsfunk-
tionen Cvv,T (t)/Cvv,T (0) und Cvv,N (t)/Cvv,N (0) sowie die sich daraus ergebenden
Verla¨ufe fu¨r die Selbstdiffusionskoeffizienten Ds,T (t) undDs,N(t) fu¨r Ar2 bei T = 132K.
Links: Ergebnisse im Bulksegment 1. Rechts: Ergebnisse im Grenzfla¨chensegment 3.
Die wenigen in der Literatur bekannten Arbeiten zum Verhalten der Selbstdiffusion
an fluiden Grenzfla¨chen kommen zu uneinheitlichen Ergebnissen. Meyer et al. [87] (sie-
he ebenfalls Hayoun et al. [57]) untersuchen ein Flu¨ssig-flu¨ssig-System aus identischen
Lennard-Jones-Teilchen mit modifiziertem Wechselwirkungspotential fu¨r die ungleich-
artigen Spezies. Sie stellen in etwa gleiche Normaldiffusionskoeffizienten Ds,N in den
Bulkphasen und in der Na¨he der Grenzfla¨che fest. Die Tangentialkomponenten Ds,T
stimmen in den Bulkphasen mit den Normalkomponenten Ds,N u¨berein, Ds,T ≈ Ds,N ,
nehmen jedoch mit Anna¨herung an die Grenzfla¨che zu, so dass dort Ds,T > Ds,N gilt.
Meyer et al. [87] erkla¨ren die erho¨hte Beweglichkeit der Moleku¨le parallel zur Grenz-
fla¨che mit der im Phasengrenzbereich niedrigeren Tangentialdruckkomponente PT (vgl.
Abbildung D.1). Dass sich bei kleineren Dru¨cken prinzipiell ho¨here Selbstdiffusionsko-
effizienten einstellen, ist zwar richtig, stellt aber keine origina¨re Erkla¨rung fu¨r das
anisotrope Teilchenverhalten dar. Das Pha¨nomen muss vielmehr mikroskopisch erkla¨rt
werden und auf geometrische oder energetische Effekte zwischen den Teilchen, letztlich
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auf die Modellparameter, zuru¨ckgefu¨hrt werden. Dieser Versuch wird im kommenden
Kapitel unternommen, in dem die Einflu¨sse der Modellparameter auf strukturelle und
dynamische Eigenschaften untersucht werden.
Benjamin [9] berechnet Normal- und Tangentialkomponenten der Selbstdiffusion in
einem Wasser/1,2-Dichlorethan-System. Mit Anna¨herung an die Grenzfla¨che zeigt sich
die tangentiale Komponente fu¨r Wasser unvera¨ndert, diejenige fu¨r Dichlorethan steigt
leicht an. In den Bulkphasen verhalten sich Ds,T und Ds,N gleich. Ds,N sinkt jedoch in
Richtung der Grenzfla¨che. Im Phasengrenzbereich gilt somit wie bei Meyer et al. [87]
Ds,T > Ds,N , in diesem Fall jedoch infolge einer Absenkung von Ds,N . Benjamin [9]
begru¨ndet dieses Verhalten mit einer sta¨rkeren Strukturierung der Wassermoleku¨le an
der Grenzfla¨che.
Fernandes et al. [36] untersuchen die Wasser/2-Heptanon-Grenzfla¨che und ent-
decken fu¨r beide Komponenten anisotrope Selbstdiffusionskoeffizienten im gesamten
System, wobei die Anisotropie in Grenzfla¨chenna¨he zunimmt. Es wird argumentiert,
dass die Grenzfla¨che langreichweitige Effekte auf die Bulkphasen ausu¨bt, die in mole-
kulardynamischen Simulationen aufgrund der kleinen Systemgro¨ßen nicht zu umgehen
sind.
5.5 Resu¨mee
Im vorangegangenen Kapitel werden charakteristische strukturelle und dynamische Ei-
genschaften eines modellhaften Flu¨ssig-flu¨ssig-Phasengrenzsystems aus Lennard-Jones-
Teilchen untersucht. Nach der Darstellung des Simulationsmodells und des Vorgehens
zur Erzielung eines einwandfreien Gleichgewichts wird im ersten Teil die strukturelle
Beschaffenheit des Phasengrenzsystems behandelt. Zu diesem Zweck werden die Pha-
sengleichgewichte, die Partialdichteprofile, die Grenzfla¨chenspannungen und die Pha-
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sengrenzdicken in Abha¨ngigkeit der Temperatur analysiert.
Der zweite Teil bescha¨ftigt sich mit dem dynamischen Verhalten der Teilchen, das
in Form von Selbstdiffusionskoeffizienten ausgedru¨ckt wird. Durch eine ra¨umliche Ein-
teilung des Systems kann die Teilchenbeweglichkeit in den Bulkphasen von der in
Grenzfla¨chenna¨he unterschieden werden. Die Untersuchung der Teilchendynamik in
den Bulkphasen erfolgt dabei einmal aus Sicht der gelo¨sten Komponente (Minderheits-
komponente) und einmal aus Sicht der Lo¨sungsmittelkomponente (Mehrheitskompo-
nente). Die ermittelten Werte beider Komponenten werden jeweils mit dem Selbstdif-
fusionskoeffizienten der reinen Stoffe verglichen. Bezu¨glich der Teilchenbeweglichkeit
in Grenzfla¨chenna¨he wurde eine leichte Anisotropie zugunsten der Tangentialkompo-
nente festgestellt, wa¨hrend die Teilchendynamik in den Bulkphasen isotrop ist. Die
Untersuchung hat weiter gezeigt, dass sich die Beweglichkeit der Lo¨semittelteilchen
infolge Einfu¨hrung schwacher Wechselwirkungen durch die artfremde, gelo¨ste Kom-
ponente erho¨ht. Die Teilchen der gelo¨sten Komponente tendieren hingegen dazu, die
Beweglichkeit der sie umgebenden Lo¨semittelteilchen anzunehmen.
Die Ergebnisse dieses Kapitels wurden fu¨r einen festen Satz an Modellparametern
ermittelt. Das kommende Kapitel bescha¨ftigt sich mit der Frage, wie die hier diskutier-




Struktur und Dynamik bei
Variation der Modellparameter
Im vorangegangenen Kapitel wurden strukturelle und dynamische Eigenschaften des
flu¨ssigen Phasengrenzsystems fu¨r feste Wechselwirkungsparameter und Komponenten-
massen behandelt. Zur Beschreibung der Wechselwirkungen wurden sechs Lennard-
Jones-Parameter und der Berthelot-Parameter ξ fu¨r die Einstellung der ungleichartigen
Wechselwirkungen zwischen den Komponenten Ar1 und Ar2 beno¨tigt. Um die dyna-
mischen Bewegungsgleichungen lo¨sen zu ko¨nnen, wurden des Weiteren die Massen der
beiden Spezies, mAr1 und mAr2, festgelegt. Der Parametersatz besteht somit aus den
Gro¨ßen:
σAr1-Ar1 = σAr1 Ar1-Ar1 = Ar1 ξ
σAr1-Ar2 Ar1-Ar2 mAr1
σAr2-Ar2 = σAr2 Ar2-Ar2 = Ar2 mAr2 .
Gegenstand dieses Kapitels ist die Untersuchung der Systemeigenschaften bei Variation
der Parameter – mit Ausnahme des Parameters ξ. Es soll insbesondere gekla¨rt werden,
in welchem Maße die Struktur und die Dynamik des Systems auf eine Variation der
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Lennard-Jones-Parameter reagieren.
Es werden folgende Untersuchungen vorgenommen:
• A¨nderung der Lennard-Jones-Parameterverha¨ltnisse σAr1/σAr2 und Ar1/Ar2,
• A¨nderung des Massenverha¨ltnisses mAr1/mAr2,
• Eliminierung der attraktiven Wechselwirkungen zwischen den ungleichartigen
Komponenten Ar1 und Ar2.
Die Eliminierung der Attraktion zwischen Ar1 und Ar2 ist als Grenzfall zu verstehen,
in dem sich die ungleichartigen Komponenten ausschließlich abstoßen.
6.1 Variation der Lennard-Jones-Parameter
Ausgehend von der Parameterkonfiguration des bereits in Kapitel 5 untersuchten Sy-
stems erfolgt die Variation der Verha¨ltnisse σAr1/σAr2 und Ar1/Ar2 derart, dass die
Parameter fu¨r die ungleichartigen Wechselwirkungen (Ar1-Ar2) beibehalten und die-
jenigen fu¨r die gleichartigen Wechselwirkungen (Ar1-Ar1 und Ar2-Ar2) vera¨ndert wer-
den. Die Ausgangskonstellation ist als Fall A in Tabelle 6.1 zu finden.
In der ersten Modifikation wird bei konstantem Verha¨ltnis Ar1/Ar2 das σ-Verha¨ltnis
von σAr1/σAr2 = 1,0 (Fall A) auf σAr1/σAr2 = 1,2 erho¨ht (Fall B). Die mit /kB = 155K
schwa¨cher wechselwirkenden Ar1-Teilchen sind nun gro¨ßer als die mit /kB = 180K
sta¨rker wechselwirkenden Ar2-Teilchen. In zwei weiteren Schritten wird bei einem wie-
der konstanten σ-Verha¨ltnis von σAr1/σAr2 = 1,0 das -Verha¨ltnis von Ar1/Ar2 =
0,86 (Fall A) zum einen auf Ar1/Ar2 = 0,66 (Fall C) erniedrigt, zum anderen auf
Ar1/Ar2 = 1,0 (Fall D) erho¨ht. Die Erniedrigung auf Ar1/Ar2 = 0,66 (Fall C) versta¨rkt
die Verschiedenartigkeit der gleichartigen Wechselwirkungen, da die Wechselwirkungen
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Tabelle 6.1: Variation der Lennard-Jones-Parameterverha¨ltnisse σAr1/σAr2 und
Ar1/Ar2 unter Beibehaltung der Parameter fu¨r die ungleichartigen Wechselwirkungen
σAr1-Ar2 und Ar1-Ar2.
zwischen den Ar1-Teilchen weiter geschwa¨cht, jene zwischen den Ar2-Teilchen weiter
versta¨rkt werden. Der Fall D repra¨sentiert ein sehr hypothetisches System mit identi-
schen Wechselwirkungen zwischen den gleichartigen Teilchen und schwa¨cheren Wech-
selwirkungen zwischen den ungleichartigen Teilchen. Er dient als Vergleichsfall bei der
Untersuchung der anisotropen Teilchendynamik in Grenzfla¨chenna¨he.
Abbildung 6.1 illustriert fu¨r alle vier Fa¨lle die Verla¨ufe der potentiellen Energi-
en. Es ist zu erkennen, dass die Variation der σ-Verha¨ltnisse einer Verschiebung der
Potentialverla¨ufe in horizontaler Richtung entspricht. Die Modifikation des -Verha¨lt-
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Abbildung 6.1: Verla¨ufe der potentiellen Energie bei Variation der Verha¨ltnisse
σAr1/σAr2 und Ar1/Ar2 (vgl. Fa¨lle A, B, C und D in Tabelle 6.1).
nisses dru¨ckt sich in einer A¨nderung der Muldentiefe aus. Fu¨r Fall C ist zu bemerken,
dass die Potentialverla¨ufe fu¨r die Ar1-Ar1- und die Ar1-Ar2-Wechselwirkungen nahezu
u¨bereinstimmen und in Abbildung 6.1 schwer voneinander zu unterscheiden sind. Fu¨r
jeden der vier Fa¨lle gilt hier, dass die energetisch niedrigsten Wechselwirkungen – infol-
ge des eingefu¨hrten Berthelot-Parameters von ξ = 0,8 – zwischen den ungleichartigen
Komponenten Ar1 und Ar2 auftreten.
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6.2 A¨nderung der strukturellen Eigenschaften
Im folgenden Kapitel wird untersucht, welche Einflu¨sse die als Fa¨lle A, B, C und D
bezeichneten Parameterkonfigurationen auf die strukturelle Beschaffenheit des Flu¨ssig-
flu¨ssig-Phasengrenzsystems ausu¨ben. Diskutiert werden die A¨nderungen des Phasen-
gleichgewichts, der Phasengrenzdicken und der Grenzfla¨chenspannungen. Die Ergeb-
nisse werden getrennt nach der Variation des σ- und des -Verha¨ltnisses behandelt.
6.2.1 A¨nderung der Phasengleichgewichte
6.2.1.1 Variation des Verha¨ltnisses σAr1/σAr2
Abbildung 6.2 zeigt anhand eines T -xAr1-Diagramms die A¨nderung des Phasengleich-
gewichts, wenn das Verha¨ltnis der Teilchendurchmesser von σAr1/σAr2 = 1,0 (Fall A)
auf σAr1/σAr2 = 1,2 (Fall B) erho¨ht wird. Man stellt fest, dass die Lo¨slichkeit von Ar2
in der Ar1-reichen Phase mit zunehmendem Verha¨ltnis σAr1/σAr2 ansteigt. Aufgrund
des Gro¨ßenunterschieds steht den kleineren Ar2-Teilchen nun mehr Platz in den Zwi-
schenra¨umen der gro¨ßeren Ar1-Teilchen zur Verfu¨gung. Dagegen sinkt die Lo¨slichkeit
von Ar1 in der Ar2-reichen Phase. Die kleineren und sta¨rker wechselwirkenden Ar2-
Partikel bilden in diesem Fall eine relativ dichte Phase und bieten den Ar1-Teilchen nur
wenig Raum, um in die Ar2-Phase aufgenommen zu werden. Die Asymmetrie des Pha-
sengleichgewichts versta¨rkt sich dementsprechend mit steigendem Verha¨ltnis σAr1/σAr2,
wobei die Binodalkurven nach links verschoben werden.
6.2.1.2 Variation des Verha¨ltnisses Ar1/Ar2
Abbildung 6.3 zeigt die A¨nderung des Phasengleichgewichts bei Variation des Verha¨lt-
nisses Ar1/Ar2. Man bemerkt eine Verschiebung des Tripel- und des kritischen Punkts
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Abbildung 6.2: T -xAr1-Gleichgewichtsdiagramm fu¨r Ar1/Ar2 = 0,86 und die Verha¨lt-
nisse σAr1/σAr2 = 1,0 (Fall A) und σAr1/σAr2 = 1,2 (Fall B).
infolge vera¨nderter -Parameter. Weiterhin erkennt man, dass, wie erwartet, die Binod-
alkurven fu¨r den Fall identischer Teilchen (Fall D mit Ar1/Ar2 = 1,0 und σAr1/σAr2 =
1,0) spiegelsymmetrisch bzgl. der Vertikalen an der Stelle xAr1 = 0,5 verlaufen. Insbe-
sondere fa¨llt auf, dass die Binodalkurven mit zunehmendem -Verha¨ltnis enger zusam-
menru¨cken und gleichzeitig symmetrischer werden. Je a¨hnlicher die Wechselwirkungen
werden, desto gro¨ßer wird die gegenseitige Lo¨slichkeit. Umgekehrt resultieren stark un-
terschiedliche Wechselwirkungsparameter in einer geringen gegenseitigen Lo¨slichkeit.
Die Abnahme der Lo¨slichkeit ist auf die sta¨rker wechselwirkende Komponente Ar2
zuru¨ckzufu¨hren, deren attraktive Wechselwirkungen sich mit abnehmendem -Verha¨lt-
nis versta¨rken. Die Aufnahme eines Ar1-Teilchens in die Ar2-Phase erfordert, dass
die attraktiven Ar2-Ar2-Wechselwirkungen durchbrochen werden, was mit abnehmen-
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Abbildung 6.3: T -xAr1-Gleichgewichtsdiagramm fu¨r σAr1/σAr2 = 1,0 und die Verha¨lt-
nisse Ar1/Ar2 = 0,66 (Fall C), Ar1/Ar2 = 0,86 (Fall A) und Ar1/Ar2 = 1,0 (Fall D).
dem -Verha¨ltnis immer schwieriger wird. Im Gegensatz dazu werden die attraktiven
Wechselwirkungen zwischen den Ar1-Teilchen mit abnehmendem -Verha¨ltnis immer
schwa¨cher, so dass die Ar1-Phase prinzipiell die Fa¨higkeit zu einer erho¨hten Aufnah-
me von Ar2-Teilchen besa¨ße. Trotz der gesteigerten Aufnahmefa¨higkeit der Ar1-Phase
nimmt die Lo¨slichkeit jedoch ab, da die Ar2-Teilchen infolge der hohen Attraktion lie-
ber in der eigenen Phase verbleiben. Die unterschiedlichen Aufnahmefa¨higkeiten der
Phasen gegenu¨ber der artfremden Komponente erkla¨ren auch die Asymmetrie im Pha-
sengleichgewichtsdiagramm.
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6.2.2 A¨nderung der Phasengrenzdicken
Im folgenden Abschnitt wird der Frage nachgegangen, wie sich A¨nderungen der Para-
meterverha¨ltnisse σAr1/σAr2 und Ar1/Ar2 auf die Dicke der Phasengrenze auswirken.
Insbesondere soll aufgedeckt werden, welche physikalischen Effekte fu¨r eine A¨nderung
der Phasengrenzdicke verantwortlich gemacht werden ko¨nnen. Die Bestimmung der
Phasengrenzdicken w erfolgt wieder durch Anpassung des Tangens-hyperbolicus-Profils
aus Gleichung 5.1 an die Partialdichteprofile der beiden Komponenten. Die Methode
ist bereits ausfu¨hrlich in Abschnitt 5.3.4 besprochen worden.
6.2.2.1 Variation des Verha¨ltnisses σAr1/σAr2
Abbildung 6.4 zeigt die aus den Partialdichteprofilen gewonnenen Phasengrenzdicken w
bei A¨nderung des σ-Verha¨ltnisses. Dargestellt sind die Temperaturverla¨ufe der Fa¨lle A
(σAr1/σAr2 = 1,0) und B (σAr1/σAr2 = 1,2) sowie ein einzelner Wert fu¨r einen Sonderfall
mit der Konfiguration σAr1/σAr2 = 1,2 und σAr2 = 3,504 A˚. Dieser Sonderfall beschreibt
ein System mit gleichem σ-Verha¨ltnis wie in Fall B, jedoch mit insgesamt gro¨ßeren
Teilchen (σAr1-Ar2 = 3,854 A˚). Die -Parameter bleiben unvera¨ndert und entsprechen
denen der Fa¨lle A bzw. B in Tabelle 6.1.
Man erkennt, dass die Phasengrenzdicke unter Beibehaltung von σAr1-Ar2 = 3,504 A˚
mit steigendem Verha¨ltnis σAr1/σAr2 geringere Werte annimmt. Die kleineren Ar2-
Teilchen lagern sich an der Grenzfla¨che in die Zwischenra¨ume der gro¨ßeren Ar1-Teilchen
ein. Die Teilchen werden im Phasengrenzbereich somit dichter gepackt und die Ausdeh-
nung des Grenzbereichs sinkt. Wird hingegen der bisher konstant gehaltene Parameter
σAr1-Ar2 von 3,504 A˚ auf 3,854 A˚ erho¨ht, so nimmt auch die Phasengrenzdicke w zu.
Dies wird in Abbildung 6.4 durch den Wert fu¨r das Verha¨ltnis σAr1/σAr2 = 1,2 mit
σAr2 = 3,504 A˚ besta¨tigt.
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Abbildung 6.4: A¨nderung der Phasengrenzdicken als Funktion der Temperatur fu¨r
die Verha¨ltnisse σAr1/σAr2 = 1,0 (Fall A) und σAr1/σAr2 = 1,2 (Fall B). Zusa¨tzlich ist
ein einzelner Wert fu¨r die Konfiguration σAr1/σAr2 = 1,2 mit σAr2 = 3,504 A˚ dargestellt.
Die Fehlerbalken wurden aus den unterschiedlichen Phasengrenzdicken zwischen linker
und rechter Phasengrenze in den Simulationen ermittelt.
6.2.2.2 Variation des Verha¨ltnisses Ar1/Ar2
In Abbildung 6.5 sind die A¨nderungen der Phasengrenzdicken w bei Variation des
-Verha¨ltnisses in Abha¨ngigkeit der Temperatur dargestellt. Die Verla¨ufe der Phasen-
grenzdicken fu¨r die Verha¨ltnisse Ar1/Ar2 = 1,0 (Fall D) und Ar1/Ar2 = 0,86 (Fall A)
liegen nah beieinander, wobei die Werte fu¨r das Verha¨ltnis Ar1/Ar2 = 1,0 bei ho¨her-
en Temperaturen tendenziell gro¨ßer sind. Eine eindeutige Tendenz ist bei alleiniger
Betrachtung dieser beiden Verla¨ufe jedoch nicht festzustellen. Erst die Hinzunahme
des Verlaufs fu¨r Ar1/Ar2 = 0,66 (Fall C) weist darauf hin, dass mit abnehmendem
Verha¨ltnis Ar1/Ar2 geringere Phasengrenzdicken erzielt werden.
Mit Abnahme des -Verha¨ltnisses unterscheiden sich die Wechselwirkungen zwi-
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Abbildung 6.5: A¨nderung der Phasengrenzdicken als Funktion der Temperatur fu¨r die
Verha¨ltnisse Ar1/Ar2 = 0,66 (Fall C), Ar1/Ar2 = 0,86 (Fall A) und Ar1/Ar2 = 1,00
(Fall D). Zusa¨tzlich sind zwei Werte fu¨r einen Sonderfall dargestellt, bei dem die attrak-
tiven Wechselwirkungen zwischen den Komponenten Ar1 und Ar2 eliminiert wurden.
Die Fehlerbalken wurden aus den unterschiedlichen Phasengrenzdicken zwischen linker
und rechter Phasengrenze ermittelt.
schen den gleichnamigen Komponenten in zunehmendem Maße voneinander: Die Wech-
selwirkungen zwischen den Ar2-Teilchen versta¨rken sich, diejenigen zwischen den Ar1-
Teilchen nehmen ab. Die Folge ist eine verminderte gegenseitige Lo¨slichkeit der bei-
den Komponenten, die bereits in Abschnitt 6.2.1.2 bei der Untersuchung des Phasen-
gleichgewichts festgestellt wurde (vgl. Abbildung 6.3). Die Teilchen versuchen aus den
genannten Gru¨nden, eine Mischung mit der artfremden Komponente zu verhindern.
Die Dicke des diffusen Phasengrenzbereichs nimmt folglich ab. Dass ein reduziertes
Lo¨slichkeitsvermo¨gen der Spezies verminderte Phasengrenzdicken mit sich bringt, soll
des Weiteren am folgenden Sonderfall demonstriert werden.
Abbildung 6.5 zeigt zu diesem Zweck fu¨r das Verha¨ltnis Ar1/Ar2 = 0,86 zusa¨tzlich
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zwei Werte eines Spezialfalls, bei dem die attraktiven Wechselwirkungen zwischen den
ungleichartigen Spezies vollsta¨ndig eliminiert wurden. Die Wechselwirkungen zwischen
den Komponenten Ar1 und Ar2 bestehen somit nur noch aus dem rein repulsiven Term
des Lennard-Jones-Potentials:





Die Wechselwirkungen zwischen den gleichartigen Komponenten hingegen werden bei-
behalten und entsprechen denen des Falles A in Tabelle 6.1. Abbildung 6.6 veranschau-









































Abbildung 6.6: Verla¨ufe der potentiellen Energie bei Eliminierung der attraktiven
Wechselwirkungen zwischen den ungleichartigen Komponenten Ar1 und Ar2. Die u¨bri-
gen Wechselwirkungen entsprechen denen des Falles A in Tabelle 6.1.
Anders als bei abnehmendem -Verha¨ltnis (Fall C), bei dem sich die verminderte
Aufnahmefa¨higkeit auf die Ar2-Phase beschra¨nkt, ist die
”
Abneigung“ gegen die Auf-
nahme andersartiger Teilchen jetzt in beiden Phasen stark ausgepra¨gt. Die gegenseitige
Lo¨slichkeit der Komponenten verschwindet ganz und in der Simulationsbox grenzen
zwei reine Phasen aneinander [121, 127]. Die Dicken des diffusen Grenzbereichs sind
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sehr gering, sie betragen fu¨r die Temperaturen T = 132K und T = 138K lediglich
w = 5,9 A˚ (1,7σ) bzw. w = 6,4 A˚ (1,8σ).
6.2.3 A¨nderung der Grenzfla¨chenspannungen
Im Folgenden wird untersucht, wie die Grenzfla¨chenspannung γ auf eine Variation der
Parameterverha¨ltnisse σAr1/σAr2 und Ar1/Ar2 reagiert. Zur Bestimmung der Grenz-
fla¨chenspannungen wurde die Virialmethode [106] eingesetzt, die im Anhang D be-
schrieben wird.
6.2.3.1 Variation des Verha¨ltnisses Ar1/Ar2
Aus Gru¨nden der Anschaulichkeit beginnt dieser Abschnitt – entgegen dem bisherigen
Vorgehen – mit der Variation des -Verha¨ltnisses und dessen Einfluss auf die Ho¨he der
Grenzfla¨chenspannung. Abbildung 6.7 zeigt zu diesem Zweck die A¨nderung der Grenz-
fla¨chenspannung γ bei unterschiedlichen Werten fu¨r das Verha¨ltnis Ar1/Ar2. Man stellt
fest, dass die Grenzfla¨chenspannung umso ho¨her liegt, je unterschiedlicher die Wech-
selwirkungen zwischen den gleichartigen Teilchen sind, je kleiner also das Verha¨ltnis
Ar1/Ar2 gewa¨hlt wird. Wie der Vergleich der Abbildungen 6.5 und 6.7 zeigt, kor-
respondieren hohe Grenzfla¨chenspannungen mit schmalen Grenzbereichen und umge-
kehrt niedrige Werte mit ausgedehnten Phasengrenzen. Besonders eindrucksvoll ist
dieser Zusammenhang fu¨r den schon bekannten Spezialfall zu beobachten, bei dem die
attraktiven Wechselwirkungen zwischen den ungleichartigen Komponenten eliminiert
wurden. Fu¨r diesen Fall wurden extrem scharfe Phasenu¨berga¨nge und a¨ußerst hohe
Grenzfla¨chenspannungen ermittelt (vgl. die Abbildungen 6.5 und 6.8).
Definiert man die Grenzfla¨chenspannung als fla¨chenspezifischen Energieaufwand zur
Schaffung neuer Grenzfla¨che, dann kann die Steigerung der Grenzfla¨chenspannung in-
folge einer Erniedrigung des -Verha¨ltnisses wie folgt erkla¨rt werden: Betrachten wir
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Abbildung 6.7: A¨nderung der Grenzfla¨chenspannung als Funktion der Temperatur fu¨r
die Verha¨ltnisse Ar1/Ar2 = 0,66 (Fall C), Ar1/Ar2 = 0,86 (Fall A) und Ar1/Ar2 = 1,00
(Fall D). Die Fehlerbalken wurden mit Hilfe der Blockmittelwertmethode bestimmt [18,
38].
dazu die Ar1- und Ar2-Teilchen im oberen Teil der Abbildung 6.9, die der Einfachheit
halber jeweils in ihrer eigenen, reinen Phase verweilen. Die Teilchen besitzen die gleiche
Gro¨ße und der Einfluss der verschiedenen -Parameter auf die Flu¨ssigkeitsstruktur in
den beiden Phasen wird in diesem Schema vernachla¨ssigt. Das Erzeugen einer ebenen
Grenzfla¨che erfordert zuna¨chst, dass sowohl die starken attraktiven Ar2-Ar2- als auch
die schwa¨cheren Ar1-Ar1-Wechselwirkungen u¨berwunden werden. Der dafu¨r notwen-
dige Energieaufwand wird im na¨chsten Schritt, in dem beide Phasen zusammengefu¨gt
werden, wieder um einen bestimmten Betrag reduziert. Dann na¨mlich werden attraktive
Wechselwirkungen zwischen den ungleichartigen Komponenten Ar1 und Ar2 gebildet,
die im System die schwa¨chsten Wechselwirkungen darstellen. Der fla¨chenspezifische
Netto-Energieaufwand dieses Vorgangs kann vereinfacht als Grenzfla¨chenspannung in-
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Abbildung 6.8: A¨nderung der Grenzfla¨chenspannung als Funktion der Temperatur fu¨r
die Verha¨ltnisse Ar1/Ar2 = 0,66 (Fall C), Ar1/Ar2 = 0,86 (Fall A) und Ar1/Ar2 = 1,00
(Fall D). Zusa¨tzlich entha¨lt das Diagramm zwei Werte fu¨r einen Spezialfall, bei dem
die attraktiven Wechselwirkungen zwischen den ungleichartigen Komponenten Ar1 und
Ar2 eliminiert wurden. Die Fehlerbalken wurden mit Hilfe der Blockmittelwertmethode
bestimmt [18, 38].
terpretiert werden.
Bei einer Verkleinerung des Verha¨ltnisses Ar1/Ar2 unterscheidet sich die Sta¨rke der
Wechselwirkungen zwischen den jeweils gleichnamigen Komponenten zunehmend. Der
Anstieg der attraktiven Ar2-Ar2-Wechselwirkungen ist jedoch aufgrund der Wurzelbe-
ziehung in der Berthelot-Regel (vgl. Gleichung 3.9) intensiver als die Abschwa¨chung
der Ar1-Ar1-Wechselwirkungen (vgl. Abbildung 6.10). Der Energieaufwand zum
”
Auf-
brechen“ der abnehmenden Ar1-Ar1-Wechselwirkungen (Ar1/kB) sinkt entsprechend
Abbildung 6.10 im Bereich der hier betrachteten -Verha¨ltnisse, 0,66 ≤ Ar1/Ar2 ≤ 1,0.
Die ohnehin sta¨rkeren Ar2-Ar2-Wechselwirkungen (Ar2/kB) steigen jedoch gleichzei-
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Abbildung 6.9: Das Erzeugen einer Flu¨ssig-flu¨ssig-Phasengrenze erfordert zum einen
das
”
Aufbrechen“ der attraktiven Wechselwirkungen (WW) sowohl in der Ar2- als
auch in der Ar1-Phase, zum anderen das Zusammenfu¨gen beider Phasen zu einem
Phasengrenzsystem, in dem die schwa¨chsten attraktiven Wechselwirkungen zwischen
Ar1 und Ar2 gebildet werden.
tig schneller an. Der Energiebetrag, der beim Zusammenfu¨gen der beiden Phasen
beru¨cksichtigt werden muss, bleibt stets gleich und ist proportional zur Ho¨he der
ungleichartigen Wechselwirkungen, Ar1-Ar2 = 133,6K. Der fla¨chenspezifische Netto-
Energieaufwand bzw. die Grenzfla¨chenspannung steigt infolgedessen mit abnehmendem
-Verha¨ltnis.
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Abbildung 6.10: Verla¨ufe der Lennard-Jones-Parameter Ar1/kB und Ar2/kB als
Funktionen des Verha¨ltnisses Ar1/Ar2. Die in dieser Arbeit untersuchten -Verha¨lt-
nisse liegen im grau unterlegten Bereich.
6.2.3.2 Variation des Verha¨ltnisses σAr1/σAr2
In Abbildung 6.11 ist die A¨nderung der Grenzfla¨chenspannung γ bei Variation des
Verha¨ltnisses σAr1/σAr2 dargestellt. Man erkennt, dass die Werte der Grenzfla¨chenspan-
nung im Mittel um mehr als 20% ansteigen, wenn das σ-Verha¨ltnis von σAr1/σAr2 = 1,0
auf σAr1/σAr2 = 1,2 erho¨ht wird. Abbildung 6.11 entha¨lt zusa¨tzlich den Sonderfall
fu¨r das Verha¨ltnis σAr1/σAr2 = 1,2 mit dem Ar2-Teilchendurchmesser σAr2 = 3,504 A˚
(vgl. Abschnitt 6.2.2.1). Die Grenzfla¨chenspannung liegt fu¨r diesen Fall zwischen den
Werten der beiden erst genannten Fa¨lle mit den Verha¨ltnissen σAr1/σAr2 = 1,0 und
σAr1/σAr2 = 1,2 (Fa¨lle A und B). Aus dem Vergleich mit Abbildung 6.4 wird deutlich,
dass auch hier hohe Grenzfla¨chenspannungswerte mit schmalen Phasengrenzen und
großen Partialdichtegradienten korrespondieren, niedrige Werte hingegen mit einem
breiten Phasengrenzbereich.
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Abbildung 6.11: A¨nderung der Grenzfla¨chenspannung als Funktion der Tempera-
tur fu¨r die Verha¨ltnisse σAr1/σAr2 = 1,00 (Fall A) und σAr1/σAr2 = 1,20 (Fall B).
Zusa¨tzlich ist ein einzelner Wert fu¨r die Konfiguration σAr1/σAr2 = 1,20 mit σAr2 =
3,504 A˚ dargestellt. Die Fehlerbalken wurden mit Hilfe der Blockmittelwertmethode
bestimmt [18, 38].
Der Erkla¨rungsansatz orientiert sich analog zum vorherigen Abschnitt an der De-
finition der Grenzfla¨chenspannung, die als fla¨chenbezogene Netto-Energie zur Schaf-
fung neuer Grenzfla¨che gedeutet wird (vgl. Abbildung 6.9). Mit steigendem Verha¨ltnis
σAr1/σAr2 werden die sta¨rker wechselwirkenden Ar2-Teilchen kleiner und liegen zuneh-
mend dichter, die schwa¨cher wechselwirkenden Ar1-Teilchen werden hingegen gro¨ßer
und sind weniger dicht gepackt. Das bedeutet, dass mehr Ar2-Ar2-Wechselwirkungen,
jedoch weniger Ar1-Ar1-Wechselwirkungen
”
aufgebrochen“ werden mu¨ssen, um eine
Grenzfla¨che definierten Ausmaßes zu schaffen. Die Gesamtanzahl der
”
aufzubrechen-
den“ Wechselwirkungen bleibt daher etwa gleich. Der Energieanteil fu¨r das Auseinan-
derreißen der sta¨rkeren Ar2-Ar2-Wechselwirkungen u¨berwiegt jedoch, so dass in der
Summe der Netto-Energieaufwand bzw. die daraus resultierende Grenzfla¨chenspan-
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nung mit zunehmendem σ-Verha¨ltnis steigt. Abbildung 6.10 zeigt dazu die Verla¨ufe
der Lennard-Jones-Parameter Ar1/kB und Ar2/kB in Abha¨ngigkeit des Verha¨ltnisses
Ar1/Ar2. Man erkennt, dass der Parameter Ar2/kB mit abnehmendem -Verha¨ltnis
schneller wa¨chst als der Parameter Ar1/kB absinkt.
6.3 A¨nderung der dynamischen Eigenschaften
Der Einfluss der lokalen Zusammensetzung auf die Selbstdiffusionskoeffizienten Ds der
gelo¨sten sowie der Lo¨sungsmittelkomponenten1 wurde bereits in Abschnitt 5.4.2 fu¨r
die Parameterverha¨ltnisse σAr1/σAr2 = 1,0 und Ar1/Ar2 = 0,86 sowie einem Mas-
senverha¨ltnis von mAr1/mAr2 = 1 (Fall A) diskutiert (vgl. Abbildung 5.15). Fu¨r die
selbe Parameterkonfiguration wurde des Weiteren untersucht, wie sich die tangentia-
len und normalen Teilchenbeweglichkeiten in den Bulkphasen sowie in der Na¨he der
Grenzfla¨chen verhalten (vgl. Abbildung 5.16).
Das folgende Kapitel soll nun die Frage beantworten, wie sich eine Variation der
Parameterverha¨ltnisse σAr1/σAr2 und Ar1/Ar2 auf die Teilchendynamik der Kompo-
nenten sowohl in den Bulkphasen als auch unmittelbar an der Grenzfla¨che auswirkt.
Zusa¨tzlich wird der Einfluss vera¨nderter Massenverha¨ltnisse mAr1/mAr2 untersucht. Da-
zu werden ausgehend von den Lennard-Jones-Parametern des Falles A (σAr1/σAr2 = 1,0
und Ar1/Ar2 = 0,86) die Teilchenbeweglichkeiten fu¨r die Verha¨ltnisse mAr1/mAr2 = 10
und mAr1/mAr2 = 0,1 bestimmt. Da bei Variation von σAr1/σAr2 und Ar1/Ar2 die
Lennard-Jones-Parameter der ungleichartigen Wechselwirkungen unvera¨ndert bleiben,
soll im Rahmen dieser Untersuchung außerdem der bereits bekannte Sonderfall betrach-
tet werden, bei dem die attraktiven Wechselwirkungen zwischen den ungleichartigen
1Analog zu Kapitel 5 wird die Minderheitskomponente, die den kleineren Molanteil der Phase
darstellt, der Einfachheit halber als
”
gelo¨ste Komponente“ bezeichnet. Die Mehrheitskomponente mit




6.3. A¨nderung der dynamischen Eigenschaften
Komponenten Ar1 und Ar2 vollsta¨ndig eliminiert wurden (vgl. Gleichung 6.1). Die-
se spezielle Konfiguration dient uns als Grenzfall, die den Einfluss der ungleichartigen
Wechselwirkungen verdeutlicht. Um zu untersuchen, welchen Einfluss vera¨nderte Wech-
selwirkungen auf die Selbstdiffusion ausu¨ben, genu¨gt es, sich exemplarisch auf einige
wenige Temperaturen zu beschra¨nken. Die Anzahl der Temperaturpunkte ist daher in
den untersuchten Fa¨llen nicht notwendigerweise einheitlich.
Zur Bestimmung der Selbstdiffusionskoeffizienten wurde der Green-Kubo-Formalismus
verwendet, der die zeitlichen Geschwindigkeitsfluktuationen u¨ber Autokorrelations-
funktionen auswertet. Die Methode ist ausfu¨hrlich in den Abschnitten 4.5.1 und 5.4.1
erla¨utert. Der Korrelationsalgoritmus wird in Anhang B beschrieben.
6.3.1 Die Selbstdiffusionkoeffizienten der Reinstoffe
Der Einfluss einer artfremden Spezies auf die Beweglichkeit eines Teilchens in einer
Mischung kann nur beurteilt werden, wenn Bezugswerte aus Reinstoffsystemen vor-
liegen. Die Selbstdiffusionskoeffizienten der Reinstoffe wurden daher, wie bereits in
Abschnitt 5.4.2 praktiziert, aus separaten Simulationen mit N = 864 Ar1- bzw. Ar2-
Teilchen berechnet. Die ermittelten Werte, deren Temperaturabha¨ngigkeiten durch
einen Arrhenius-Ansatz entsprechend Gleichung 5.10 beschrieben wurden, sind fu¨r alle
vier Fa¨lle in Abbildung 6.12 dargestellt. Die aus den Anpassungen berechneten Pa-
rameter D0 und ED/kB mit den Einheiten 10
−9m2/s bzw. K wurden jeweils in die
dazugeho¨rigen Diagramme der Abbildung 6.12 eingetragen.
Man erkennt, dass ho¨here Aktivierungsenergien ED/kB auf sta¨rkere Wechselwir-
kungen zuru¨ckzufu¨hren sind. Umgekehrt korrespondieren niedrige Aktivierungsenergi-
en mit schwa¨cheren Wechselwirkungen. Der eher hypothetische Fall D repra¨sentiert ein
System mit gleich starken Wechselwirkungen zwischen den gleichartigen und schwa¨che-
ren Wechselwirkungen zwischen den ungleichartigen Teilchen. Die fu¨r beide Komponen-
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Abbildung 6.12: Selbstdiffusionskoeffizienten Ds der reinen Komponenten Ar1 und
Ar2 in Abha¨ngigkeit der Temperatur fu¨r die Parameterverha¨ltnisse der Fa¨lle A, B, C
und D. Die Linien entsprechen angepassten Arrhenius-Funktionen der Form Ds(T ) =
D0 exp (−ED/kBT ) mit dem Vorfaktor D0 in 10−9m2/s und der Aktivierungsenergie
ED/kB in K.
ten zu bestimmenden Selbstdiffusionskoeffizienten konnten daher aus ein und derselben
Korrelationsrechnung ermittelt werden. Aus diesem Grund stimmen sowohl die Vorfak-
toren D0 als auch die Aktivierungsenergien ED/kB der beiden Spezies in diesem Fall
exakt u¨berein.
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6.3.2 Teilchendynamik fu¨r den Fall B (σAr1/σAr2 = 1,2)
Abbildung 6.13 zeigt die Selbstdiffusionskoeffizienten der Komponenten Ar1 und Ar2
in den Bulk- und Grenzfla¨chensegmenten fu¨r die Parameterverha¨ltnisse σAr1/σAr2 = 1,2
und Ar1/Ar2 = 0,86 (Fall B). Man stellt im Vergleich zum Fall A, in dem die Teilchen
gleich groß sind (σAr1/σAr2 = 1,0), keine qualitativen, sondern lediglich quantitative
Unterschiede fest (vgl. Abbildung 5.15). Wie in Abschnitt 5.4.2 bereits erla¨utert wurde,
nimmt die Beweglichkeit der Lo¨sungsmittelteilchen mit wachsendem Anteil an gelo¨stem
Stoff zu, da zunehmend schwache, ungleichartige Wechselwirkungen in die Phase ein-
gefu¨hrt werden. Die gelo¨sten Teilchen stellen eine strukturelle Sto¨rung im Gefu¨ge des
Lo¨sungsmittels dar. Die Steigerung der Lo¨semittelbeweglichkeit ist fu¨r die Fa¨lle A und
B anna¨hernd gleich ausgepra¨gt und betra¨gt je nach Temperatur bis zu 20%. Fu¨r Ar1
ist der erho¨hte Selbstdiffusionskoeffizient im Segment 4 der Abbildung 6.13 abzulesen,
fu¨r Ar2 in den Segmenten 1/7.
Die Beweglichkeit der gelo¨sten Teilchen wird dominiert von der Beweglichkeit der
Lo¨sungsmittelteilchen, die die gelo¨sten Teilchen umschließen und ihnen so ihre Dy-
namik aufpra¨gen. Die Selbstdiffusionskoeffizienten der gelo¨sten Teilchen weichen im
Fall B (σAr1/σAr2 = 1,2) jedoch viel sta¨rker von den Reinstoffwerten ab als sie es im
Fall A (σAr1/σAr2 = 1,0) tun. Die in der Ar1-reichen Phase gelo¨sten Ar2-Teilchen besit-
zen nun aufgrund des gestiegenen Platzangebots in den Zwischenra¨umen der gro¨ßeren
Ar1-Teilchen eine im Vergleich zum Fall A ho¨here Beweglichkeit (Segment 4). Gleich-
zeitig nimmt die Selbstdiffusion der gelo¨sten Ar1-Teilchen in der Ar2-Phase deutlich
ab, da die Bewegung der großen Ar1-Teilchen in einer Umgebung aus dicht gepackten
kleinen Ar2-Teilchen eingeschra¨nkt wird (Segmente 7/1). Mit steigendem σ-Verha¨ltnis
wird ein gelo¨stes Ar1-Teilchen von einer immer gro¨ßeren Anzahl von Ar2-Nachbarn
umgeben. Um sich aus dem
”
Ka¨fig“ der umgebenden Ar2-Teilchen herauszubewegen,
muss es daher eine zunehmende Anzahl von Ar2-Ar2-Wechselwirkungen u¨berwinden.
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Die Aktivierungsenergie der Selbstdiffusion fu¨r Ar1 steigt (vgl. Abbildung 6.12).
Abbildung 6.14 zeigt die tangentiale und normale Teilchenbeweglichkeit der Kom-
ponenten in den Bulksegmenten 1, 4 und 7 sowie in den Grenzfla¨chensegmenten 2, 3, 5
und 6 fu¨r den Fall B. Im Vergleich zu den Ergebnissen fu¨r das Verha¨ltnis σAr1/σAr2 = 1,0
(Fall A) ist ein leicht ausgepra¨gteres anisotropes dynamisches Verhalten in der Na¨he
der Phasengrenze erkennbar (vgl. Abbildung 5.16). Die im Vergleich zu Fall A leicht
ho¨here tangentiale Teilchenbeweglichkeit unmittelbar an der Grenzfla¨che kann eben-
falls auf die unterschiedlichen Teilchendurchmesser zuru¨ckgefu¨hrt werden. Die kleineren
Ar2-Teilchen ko¨nnen sich freier in den Zwischenra¨umen der gro¨ßeren Ar1-Teilchen be-
wegen. Auch die gro¨ßeren Ar1-Teilchen bewegen sich parallel zur Grenzfla¨che sta¨rker
als normal dazu, weil sie von der dicht gepackten Ar2-Phase abgewiesen werden.
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Abbildung 6.13: Selbstdiffusionskoeffizienten Ds fu¨r die Komponenten Ar2 (links)
und Ar1 (rechts) in den Segmenten 1 bis 7 fu¨r das Parameterverha¨ltnis σAr1/σAr2 = 1,2
(Fall B). Die gestrichelten Verla¨ufe entsprechen von unten nach oben den oberhalb
des Diagramms angegebenen Temperaturwerten. Die zu den Temperaturen geho¨rigen
Selbstdiffusionskoeffizienten der Reinstoffe sind als horizontale Linien dargestellt.
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Abbildung 6.14: Die Tangentialkomponenten der Selbstdiffusionskoeffizienten Ds,T
u¨ber den Normalkomponenten Ds,N fu¨r das Parameterverha¨ltnis σAr1/σAr2 = 1,2 (Fall
B). Links: Ergebnisse fu¨r Ar1 und Ar2 in den Bulksegmenten 1, 4 und 7. Rechts:
Ergebnisse fu¨r Ar1 und Ar2 in den Grenzfla¨chensegmenten 2, 3, 5 und 6.
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6.3.3 Teilchendynamik fu¨r den Fall C (Ar1/Ar2 = 0,66)
Abbildung 6.15 zeigt die Selbstdiffusionskoeffizienten der Komponenten Ar1 und Ar2
in den Bulk- und Grenzfla¨chensegmenten fu¨r die Parameterverha¨ltnisse σAr1/σAr2 = 1,0
und Ar1/Ar2 = 0,66 (Fall C). Im Vergleich zum Fall A wurden die Wechselwirkun-
gen zwischen den Ar2-Teilchen weiter erho¨ht und jene zwischen den Ar1-Teilchen im
selben Maße geschwa¨cht. Rein formal a¨ndern sich infolge der -Variation sowohl die re-
pulsiven als auch die attraktiven Wechselwirkungen des Lennard-Jones-Potentials. Die
Steigung des repulsiven Potentialastes wird dadurch jedoch nur unwesentlich beein-
flusst, die Teilchenabstoßung bleibt gewissermaßen gleich. Wie die folgende Diskussion
zeigt, wirkt sich die -A¨nderung zum u¨berwiegenden Teil auf die attraktiven Wechsel-
wirkungen aus. Durch die in diesem Fall stark voneinander abweichenden attraktiven
Wechselwirkungen werden die Effekte, die die Beweglichkeit der Mehrheits- und der
Minderheitskomponenten bestimmen, versta¨rkt. Die Verschiedenartigkeit der Wechsel-
wirkungen la¨sst sich unmittelbar an den unterschiedlichen Selbstdiffusionskoeffizienten
der Reinstoffsysteme fu¨r Ar1 und Ar2 in Abbildung 6.15 ablesen.
Man stellt fest, dass die Selbstdiffusionskoeffizienten der Ar1-Lo¨semittelteilchen –
mit einer Ausnahme bei der niedrigsten Temperatur (T = 138K) – geringer ausfallen
als die dazugeho¨rigen Reinstoffwerte (Segment 4). Dieser Befund weicht von den Er-
gebnissen der bisher besprochenen Fa¨lle ab, in denen die Ar1-Teilchen in der Mischung
stets eine gro¨ßere Beweglichkeit aufwiesen als in ihrer reinen Phase. Die durch die
Ar2-Teilchen in die Ar1-Phase eingebrachten schwa¨cheren Ar1-Ar2-Wechselwirkungen
fu¨hren nicht wie gewohnt zu einer gegenu¨ber den reinen Phasen erho¨hten Beweglich-
keit der Ar1-Teilchen. Vielmehr greift hier offensichtlich ein Effekt, der bislang nur
fu¨r die Beweglichkeit der gelo¨sten Teilchen, also der Minderheitskomponente, zutraf:
Die attraktiven Wechselwirkungen zwischen den Ar2-Teilchen sind nun so stark, dass
sie in der Ar1-Phase partiell
”
Netzwerke“ ausbilden, die die Beweglichkeit der dar-
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in eingebetteten Ar1-Teilchen einschra¨nken. Dieser Effekt sollte sich mit zunehmen-
dem Ar2-Anteil (mit zunehmender Temperatur) versta¨rken und mit abnehmendem
Ar2-Anteil (mit abnehmender Temperatur) verkleinern. In der Tat erkennt man, dass
der Selbstdiffusionskoeffizient von Ar1 bei der niedrigsten Temperatur, T = 138K,
zuna¨chst nur knapp u¨ber dem Reinstoffwert liegt und dann mit steigendem Ar2-Anteil
(mit steigender Temperatur) unter die Reinstoffwerte sinkt (Segment 4). Die schwachen
Ar1-Ar2-Wechselwirkungen, die die Beweglichkeit der Lo¨semittelteilchen erho¨hen, kon-
kurrieren folglich mit dem Einfluss von bewegungshemmenden
”
Netzwerken“. Welcher
Effekt u¨berwiegt, ist abha¨ngig vom Anteil gelo¨ster Ar2-Teilchen.
Die Beweglichkeit der gelo¨sten Ar1-Teilchen (Segment 7/1) wird unter dem Einfluss
der stark wechselwirkenden Ar2-Lo¨sungsmittelteilchen erwartungsgema¨ß reduziert: Die
Ar2-Teilchen pra¨gen den gelo¨sten Ar1-Teilchen ihre Beweglichkeit auf. Wie Abbil-
dung 6.15 zeigt, unterscheiden sich die Selbstdiffusionskoeffizienten der Ar2-Lo¨sungs-
mittelteilchen (Segment 1/7) nur geringfu¨gig von denen der gelo¨sten Ar1-Teilchen (Seg-
ment 7/1). Entsprechendes gilt fu¨r die gelo¨sten Ar2-Teilchen (Segment 4), die nahezu
die Beweglichkeit der sie umgebenden Ar1-Teilchen angenommen haben.
Die Verminderung des -Verha¨ltnisses von Ar1/Ar2 = 0,86 (Fall A) auf Ar1/Ar2 =
0,66 (Fall C) wirkt sich dagegen kaum erkennbar auf die anisotrope Teilchenbeweg-
lichkeit an der Phasengrenze aus (vgl. Abbildungen 5.16 und 6.16). Die Erwartung,
dass sich infolge des vergro¨ßerten Unterschieds zwischen den gleichartigen Wechsel-
wirkungen eine ausgepra¨gtere Anisotropie einstellt, konnte sich nicht besta¨tigen. Der
Grund liegt in der Beibehaltung der ungleichartigen Wechselwirkungen zwischen den
Komponenten Ar1 und Ar2. Wie spa¨ter in Abschnitt 6.3.5 anhand eines Sonderfalls
anschaulich gezeigt wird, ist vor allem anderen die Ho¨he der ungleichartigen Wechsel-
wirkungen entscheidend fu¨r das Ausmaß der anisotropen Dynamik an der Grenzfla¨che.
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Abbildung 6.15: Selbstdiffusionskoeffizienten Ds fu¨r die Komponenten Ar2 (links)
und Ar1 (rechts) in den Segmenten 1 bis 7 fu¨r das Parameterverha¨ltnis Ar1/Ar2 = 0,66
(Fall C). Die gestrichelten Verla¨ufe entsprechen von unten nach oben den oberhalb
des Diagramms angegebenen Temperaturwerten. Die zu den Temperaturen geho¨rigen
Selbstdiffusionskoeffizienten der Reinstoffe sind als horizontale Linien dargestellt.
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Abbildung 6.16: Die Tangentialkomponenten der Selbstdiffusionskoeffizienten Ds,T
u¨ber den Normalkomponenten Ds,N fu¨r das Parameterverha¨ltnis Ar1/Ar2 = 0,66 (Fall
C). Links: Ergebnisse fu¨r Ar1 und Ar2 in den Bulksegmenten 1, 4 und 7. Rechts:
Ergebnisse fu¨r Ar1 und Ar2 in den Grenzfla¨chensegmenten 2, 3, 5 und 6.
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6.3.4 Teilchendynamik fu¨r den Fall D (Ar1/Ar2 = 1,0)
Abbildung 6.17 zeigt, wie sich die Teilchendynamik fu¨r den hypothetischen Fall verha¨lt,
dass zwischen den gleichartigen Teilchen identische und zwischen den ungleichartigen
Teilchen schwa¨chere Wechselwirkungen vorliegen (Fall D mit σAr1/σAr2 = 1,0 und
Ar1/Ar2 = 1,0). Die Lo¨sungsmittelteilchen und die gelo¨sten Teilchen unterscheiden
sich nicht mehr voneinander, allein die schwachen Wechselwirkungen zwischen den
ungleichartigen Komponenten Ar1 und Ar2 bleiben bestehen, um die Koexistenz zweier
aneinander grenzender und stabiler Flu¨ssigphasen zu gewa¨hrleisten.
Da die gewissermaßen identischen Komponenten Ar1 und Ar2 ein symmetrisches
Phasengleichgewicht aufweisen (vgl. Abbildung 6.3), sind in jeder Phase gleich viele art-
fremde Teilchen zu finden. In beide Phasen werden folglich auch gleich viele schwa¨che-
re Ar1-Ar2-Wechselwirkungen eingefu¨hrt, die die Beweglichkeit der Lo¨semittelteilchen
gegenu¨ber jener in der reinen Phase fu¨r beide Spezies im selben Maße erho¨hen. Der
Selbstdiffusionskoeffizient fu¨r Ar1 in der Ar1-Phase (Segment 4) stimmt demzufolge
innerhalb der statistischen Unsicherheiten mit dem Wert fu¨r Ar2 in der Ar2-Phase
(Segmente 1/7) u¨berein. Die relativen Abweichungen sind gering und betragen im Mit-
tel weniger als 4%.
Die gelo¨sten Teilchen nehmen in gewohnter Weise die Beweglichkeit der sie umge-
benden Lo¨semittelteilchen an. Die Selbstdiffusionskoeffizienten der Ar1-Teilchen in der
Ar2-Phase (Segmente 7/1) nehmen gegenu¨ber den Werten in den Reinstoffsystemen
zu. Gleiches gilt selbstversta¨ndlich auch fu¨r Ar2 in der Ar1-Phase (Segment 4), da
nun nicht mehr zwischen gelo¨sten Ar1- und gelo¨sten Ar2-Teilchen unterschieden wer-
den kann. Die in beiden Phasen gelo¨sten Teilchen verursachen durch die Einfu¨hrung
schwacher Ar1-Ar2-Wechselwirkungen eine Erho¨hung der Lo¨semittelbeweglichkeit, die
wiederum Einfluss auf die Mobilita¨t der gelo¨sten Teilchen ausu¨bt.
In Abbildung 6.18 sind die tangentialen Selbstdiffusionskoeffizienten Ds,T u¨ber den
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Normalkomponenten Ds,N fu¨r beide Spezies nach Bulkphasen- und Grenzfla¨chenseg-
menten getrennt aufgetragen. Das Ausmaß der anisotropen Dynamik an der Phasen-
grenze ist bei niedrigeren Temperaturen mit jener in den bisher besprochenen Fa¨llen
A, B und C vergleichbar. Bei ho¨heren Temperaturen wird die Anisotropie hingegen
schwa¨cher: Das Mittel der im rechten Teil der Abbildung 6.18 aufgetragenen Werte
verlagert sich fu¨r ho¨here Temperaturen in die Na¨he der Diagonalen. Ein derartiger
Trend konnte in anderen Fa¨llen nicht beoabchtet werden. Ob dieser bei hohen Tempe-
raturen auftretende Effekt auf die damit einhergehende große kinetische Teilchenenergie
zuru¨ckzufu¨hren ist, die eine Vorzugsbewegung in Grenzfla¨chenna¨he aufhebt, ist jedoch
ohne eine weitergehende Untersuchung nicht zu beantworten.
Der vorliegende Fall quasi identischer Teilchen macht deutlich, dass anisotropes
dynamisches Teilchenverhalten an der Phasengrenze nicht auf die Beschaffenheit der
Wechselwirkungen zwischen den gleichartigen Teilchen zuru¨ckzufu¨hren ist, sondern aus-
schließlich auf die Ho¨he der Wechselwirkungen zwischen den ungleichartigen Teilchen.
Die Effekte, die zu diesem Befund fu¨hren, ko¨nnen besonders deutlich an einem Sonder-
fall herausgearbeitet werden, bei dem die ungleichartigen Wechselwirkungen vollsta¨ndig
eliminiert werden. Dieser Fall wird im folgenden Abschnitt vorgestellt.
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Abbildung 6.17: Selbstdiffusionskoeffizienten Ds fu¨r die Komponenten Ar2 (links)
und Ar1 (rechts) in den Segmenten 1 bis 7 fu¨r das Parameterverha¨ltnis Ar1/Ar2 = 1,0
(Fall D). Die gestrichelten Verla¨ufe entsprechen von unten nach oben den oberhalb
des Diagramms angegebenen Temperaturwerten. Die zu den Temperaturen geho¨rigen
Selbstdiffusionskoeffizienten der Reinstoffe sind als horizontale Linien dargestellt.
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Abbildung 6.18: Die Tangentialkomponenten der Selbstdiffusionskoeffizienten Ds,T
u¨ber den Normalkomponenten Ds,N fu¨r das Parameterverha¨ltnis Ar1/Ar2 = 1,0 (Fall
D). Links: Ergebnisse fu¨r Ar1 und Ar2 in den Bulksegmenten 1, 4 und 7. Rechts:
Ergebnisse fu¨r Ar1 und Ar2 in den Grenzfla¨chensegmenten 2, 3, 5 und 6.
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6.3.5 Teilchendynamik bei Eliminierung der attraktiven Wech-
selwirkungen zwischen Ar1 und Ar2
Abbildung 6.21 zeigt exemplarisch fu¨r zwei Temperaturen, wie sich die Selbstdiffusions-
koeffizienten im Phasengrenzsystem bei Eliminierung der Wechselwirkungen zwischen
den ungleichartigen Komponenten Ar1 und Ar2 verhalten. Die gleichartigen Wechsel-
wirkungen (Ar1-Ar1 und Ar2-Ar2) bleiben dabei unvera¨ndert und entsprechen denen
des Falles A. Die ungleichartigen Wechselwirkungen bestehen dagegen ausschließlich
aus dem repulsiven Term des Lennard-Jones-Potentials (vgl. Gleichung 6.1 und Ab-
bildung 6.6). Durch diese spezielle Wahl des Wechselwirkungsmodells erha¨lt man ein
Flu¨ssig-flu¨ssig-System aus zwei aneinander grenzenden reinen Phasen, die keine gegen-
seitige Lo¨slichkeit mehr zulassen. Abbildung 6.19 zeigt diesbezu¨glich – exemplarisch
fu¨r die Temperatur T = 132K – die Partialdichteprofile ρAr1(z) und ρAr2(z) sowie den
Verlauf der Gesamtdichte ρges(z). Man findet im Bereich der Phasengrenze aufgrund
der dort fehlenden attraktiven Wechselwirkungen eine deutlich reduzierte Gesamtdich-
te, deren Beschaffenheit von Stecki et al. [121] als
”
vacuous gap“ bezeichnet wird und
die Gegenstand anderer Arbeiten ist [87, 127].
Bei Betrachtung der Potentialverla¨ufe in Abbildung 6.6 la¨sst sich fu¨r die geringe Ge-
samtdichte im Phasengrenzbereich jedoch auch eine andere, a¨quivalent Deutung finden:
Wa¨hrend die gleichartigen Teilchen (Ar1-Ar1 und Ar2-Ar2) sich selbst als gleich groß
”
wahrnehmen“, erfahren ungleichartige Teilchen (Ar1-Ar2) den jeweiligen artfremden
Nachbarn als volumino¨ser. Weil sich dadurch effektiv weniger Teilchen im Grenzbe-
reich aufhalten ko¨nnen, nimmt die Dichte zwangsla¨ufig ab. Die fehlende Lo¨slichkeit in
den benachbarten Phasen hat im U¨brigen zur Folge, dass in Abbildung 6.21 in den
Segmenten 3/5 und 4 fu¨r Ar2 sowie in den Segmenten 6/2 und 7/1 fu¨r Ar1 auch keine
Diffusionskoeffizienten angegeben werden ko¨nnen.
Abbildung 6.21 zeigt, dass die Werte der Selbstdiffusionskoeffizienten bei Anna¨he-
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Abbildung 6.19: Partialdichteprofile ρAr1(z) und ρAr2(z) sowie Gesamtdichteverlauf
ρges(z) bei Eliminierung der attraktiven Wechselwirkungen zwischen Ar1 und Ar2 fu¨r
die Temperatur T = 132K.
rung an die Phasengrenze auf mehr als das Doppelte ansteigen. Die Zunahme ist zum
u¨berwiegenden Teil auf eine beinahe Verdreifachung der tangentialen Diffusionskompo-
nenten Ds,x und Ds,y zuru¨ckzufu¨hren, wa¨hrend die Normalkomponenten Ds,z = Ds,N
lediglich um etwa 30% ansteigen.
Die deutliche Erho¨hung der Selbstdiffusion, sowohl der tangentialen als auch der
normalen Anteile, ist insgesamt auf die an der Phasengrenze fehlenden attraktiven
Wechselwirkungen zwischen den ungleichartigen Teilchen zuru¨ckzufu¨hren. Diese Vor-
stellung ist am Beispiel eines Ar2-Teilchens in Abbildung 6.20 illustriert. Anders als ein
Bulkteilchen erfa¨hrt ein grenzfla¨chennahes Teilchen eine geringere Behinderung durch
sich anziehende, artfremde Nachbarn, da zwischen diesen lediglich repulsive Kra¨fte
auftreten. Die Schranken, die im Bulk infolge der attraktiven Wechselwirkungen ge-
bildet werden, entfallen unmittelbar an der Grenzfla¨che. Die erleichterte Beweglichkeit
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kommt dabei vor allem in tangentialer Richtung zur Geltung, in der sich der Selbstdif-
fusionskoeffizient gegenu¨ber jenem in normaler Richtung betra¨chtlich vergro¨ßert. Fu¨r
grenzfla¨chennahe Teilchen stellt die jeweils artfremde Phase eine Barriere dar, a¨hnlich
einer flexiblen Wand, die nicht durchdringt werden kann. Die Beweglichkeit tangential
























































































































































Abbildung 6.20: Schematische Darstellung der Phasengrenze zur Erkla¨rung der Zu-
nahme der tangentialen und normalen Selbstdiffusion an der Phasengrenze am Beispiel
von Ar2.
In der Darstellung der Tangentialkomponenten Ds,T u¨ber den Normalkomponen-
ten Ds,N in Abbildung 6.22 erkennt man, dass die Selbstdiffusionskoeffizienten in den
Bulksegmenten isotrop sind, wa¨hrend diejenigen in den Grenzfla¨chensegmenten ein aus-
gepra¨gt anisotropes Verhalten zeigen. Fu¨r grenzfla¨chennahe Teilchen gilt u¨berschla¨gig,
dass ihre Beweglichkeit parallel zur Phasengrenze etwa doppelt so groß ist als die nor-
mal dazu.
Die Effekte, die zur Erho¨hung der tangentialen und normalen Selbstdiffusion grenz-
fla¨chennaher Teilchen fu¨hren, konnten hier am Sonderfall ohne attraktive Wechselwir-
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kungen zwischen Ar1 und Ar2 klar herausgestellt und analysiert werden. Die Vorstel-
lung fehlender bzw. erkennbar schwacher
”
attraktiver Schranken“ im Phasengrenzbe-
reich kann generell auch auf Systeme u¨bertragen werden, in denen die Wechselwirkun-
gen zwischen den ungleichartigen Teilchen kleiner sind als zwischen den gleichartigen.
Beispielsweise ist dieser Erkla¨rungsansatz auf die hier besprochenen Fa¨lle A, B, C und
D anwendbar.
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Abbildung 6.21: Selbstdiffusionskoeffizienten Ds fu¨r die Komponenten Ar2 (links)
und Ar1 (rechts) in den Segmenten 1/7 und 2/6 bzw. 4 und 5/3 bei Eliminierung
der attraktiven Wechselwirkungen zwischen den ungleichartigen Komponenten fu¨r die
Temperaturen T = 132K und T = 138K. Die zu den Temperaturen geho¨rigen Selbst-
diffusionskoeffizienten der Reinstoffe sind als horizontale Linien dargestellt.
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Abbildung 6.22: Die Tangentialkomponenten der Selbstdiffusionskoeffizienten Ds,T
u¨ber den Normalkomponenten Ds,N bei Eliminierung der attraktiven Wechselwirkun-
gen zwischen den ungleichartigen Komponenten Ar1 und Ar2. Links: Ergebnisse fu¨r
Ar1 und Ar2 in den Bulksegmenten 1, 4 und 7. Rechts: Ergebnisse fu¨r Ar1 und Ar2 in
den Grenzfla¨chensegmenten 2, 3, 5 und 6.
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6.4 Variation der Teilchenmassen
In den folgenden beiden Abschnitten 6.4.1 und 6.4.2 wird exemplarisch an zwei Tem-
peraturen untersucht, wie das dynamische Verhalten der Komponenten auf eine A¨nde-
rung der Teilchenmassen mAr1 und mAr2 reagiert. Wir gehen dazu von den Wechselwir-
kungsparametern des Falles A in Tabelle 6.1 aus und setzen im ersten Abschnitt die
Teilchenmasse der sta¨rker wechselwirkenden Komponente Ar2 auf mAr2 = 26,63 a.m.u.
Die Masse der schwa¨cher wechselwirkenden Komponente Ar1 wird um den Faktor 10
ho¨her angesetzt, so dass das Verha¨ltnis mAr1/mAr2 = 10 betra¨gt. Im darauf folgenden
Abschnitt wird der umgekehrte Fall mAr1/mAr2 = 0,1 untersucht.
Da sich die zu untersuchenden Effekte bei geringeren Massendifferenzen nicht deut-
lich gezeigt haben, war es notwendig, stark voneinander abweichende Teilchenmassen
zu wa¨hlen. An dieser Stelle sei ausdru¨cklich betont, dass eine Variation der Massen
weder einen Einfluss auf das thermodynamische Phasengleichgewicht noch auf andere
strukturelle Eigenschaften des Systems hat. Die Thermodynamik, die in diesem Zu-
sammenhang treffender als Thermostatik bezeichnet wird, betrachtet keine Massen!
Das Flu¨ssig-flu¨ssig-Gleichgewicht wird somit – unabha¨ngig davon, welche Massen den
Teilchen Ar1 und Ar2 zugeordnet werden – von den Binodalkurven des Falles A in
Abbildung 6.2 beschrieben.
6.4.1 Teilchendynamik fu¨r das Verha¨ltnis mAr1/mAr2 = 10
Abbildung 6.23 zeigt in gewohnter Weise die Selbstdiffusionskoeffizienten Ds beider
Komponenten des Flu¨ssig-flu¨ssig-Systems im Vergleich zu den Reinstoffwerten, die hier
wieder in Form horizontaler Linien dargestellt sind. Die Selbstdiffusionskoeffizienten
der Ar2- (Segmente 1/7) und der Ar1-Lo¨semittelteilchen (Segment 4) liegen infolge der
Einfu¨hrung schwacher Ar1-Ar2-Wechselwirkungen – bis auf den einen Fall der Ar1-
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Teilchen bei T = 108K – knapp u¨ber den Referenzwerten der Reinstoffsysteme. Hin-
sichtlich der Lo¨semittelbeweglichkeit sind somit kaum Unterschiede zur Konfiguration
mit identischen Teilchenmassen zu erkennen (vgl. Abbildung 5.15). Dagegen macht sich
das vera¨nderte Massenverha¨ltnis bei der Beweglichkeit der gelo¨sten Teilchen deutlich
bemerkbar. Die schweren Ar1-Teilchen, die in der Ar2-reichen Phase von 10-fach leich-
teren Ar2-Teilchen umgeben sind (Segment 7/1), weisen eine betra¨chtlich gesteigerte
Beweglichkeit auf. Ihre Selbstdiffusionskoeffizienten sind verglichen mit den Reinstoff-
werten rund doppelt so groß und ungefa¨hr mit den Werten der Ar2-Lo¨semittelteilchen
vergleichbar. Gerade umgekehrt verha¨lt es sich mit den leichteren Ar2-Teilchen in der
Ar1-reichen Phase (Segment 4). Die schweren Ar1-Teilchen behindern infolge ihrer
Tra¨gheit die Beweglichkeit der gelo¨sten Ar2-Teilchen.
Abbildung 6.24 zeigt, dass sich eine A¨nderung des Massenverha¨ltnisses mAr1/mAr2
nicht auf das anisotrope dynamische Verhalten an der Phasengrenze auswirkt, es ins-
besondere nicht vergro¨ßert. Zwar ist in den Bulksegmenten eine leichte Anisotropie
auszumachen, diese erscheint jedoch ebenso ausgepra¨gt zu sein wie im Fall A, in dem
die Spezies identische Massen besitzen (vgl. Abbildung 5.16).
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Abbildung 6.23: Selbstdiffusionskoeffizienten Ds fu¨r die Komponenten Ar2 (links)
und Ar1 (rechts) in den Segmenten 1 bis 7 fu¨r das Massenverha¨ltnis mAr1/mAr2 = 10.
Die gestrichelten Verla¨ufe entsprechen von unten nach oben den oberhalb des Dia-
gramms angegebenen Temperaturwerten. Die zu den Temperaturen geho¨rigen Selbst-
diffusionskoeffizienten der Reinstoffe sind als horizontale Linien dargestellt.
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Abbildung 6.24: Die Tangentialkomponenten der Selbstdiffusionskoeffizienten Ds,T
u¨ber den Normalkomponenten Ds,N fu¨r das Massenverha¨ltnis mAr1/mAr2 = 10. Links:
Ergebnisse fu¨r Ar1 und Ar2 in den Bulksegmenten 1, 4 und 7. Rechts: Ergebnisse fu¨r
Ar1 und Ar2 in den Grenzfla¨chensegmenten 2, 3, 5 und 6.
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6.4.2 Teilchendynamik fu¨r das Verha¨ltnis mAr1/mAr2 = 0,1
Fu¨r das Massenverha¨ltnis mAr1/mAr2 = 0,1 ergeben sich die in Abbildung 6.25 darge-
stellten Selbstdiffusionskoeffizienten Ds. Die Selbstdiffusionskoeffizienten der Teilchen
in den Reinstoffsystemen sind wie gewohnt in Form horizontaler Linien in das Dia-
gramm eingetragen. Die 10-fach gro¨ßere Masse, die nun den sta¨rker wechselwirkenden
Ar2-Teilchen zugeschrieben wird, vermindert zusa¨tzlich deren ohnehin schon kleinen
Selbstdiffusionskoeffizienten. Der umgekehrte Effekt trifft fu¨r die Ar1-Teilchen zu, die
jetzt sowohl die kleineren Massen als auch die schwa¨cheren Wechselwirkungen besitzen
und damit beweglicher werden.
Die Selbstdiffusionskoeffizienten der Ar1- (Segment 4) und der Ar2-Lo¨semittelteil-
chen (Segmente 1/7) stimmen mit den Reinstoffwerten – bis auf den Fall der Ar2-
Teilchen bei T = 138K – nahezu u¨berein. Die Pra¨senz gelo¨ster artfremder Teilchen
hat in diesem Fall kaum einen Einfluss auf die Dynamik der Lo¨sungsmittelkompo-
nenten. Die durch die Minderheitskomponenten eingefu¨hrten schwa¨cheren Ar1-Ar2-
Wechselwirkungen werden durch den Masseneffekt nahezu vollsta¨ndig u¨berlagert. Es
ist zu vermuten, dass Abweichungen zwischen dem Diffusionskoeffizienten in der rei-
nen und in der gemischten Phase erst bei ho¨heren Molanteilen des gelo¨sten Stoffes
auftreten.
Die Beweglichkeit der in der Ar2-reichen Phase gelo¨sten leichteren Ar1-Teilchen
wird durch die Tra¨gheit der schweren Ar2-Nachbarn fast vollsta¨ndig bestimmt (Seg-
ment 7/1). Die gelo¨sten Ar1-Teilchen nehmen nahezu komplett die Beweglichkeit der
sie umgebenden Ar2-Teilchen an. Ihre Selbstdiffusionskoeffizienten betragen weniger als
ein Drittel des Reinstoffwerts. Fu¨r die in der Ar1-Phase gelo¨sten Ar2-Teilchen gilt ent-
sprechendes nur bei der niedrigeren Temperatur. Bei T = 108K passen sich die gelo¨sten
schweren Ar2-Teilchen der Bewegung der leichteren Ar1-Lo¨semittelteilchen ungefa¨hr an
(Segment 4). Fu¨r die ho¨here Temperatur, T = 138K, gilt diese U¨bereinstimmung nicht
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mehr, da sich durch die gestiegene Lo¨slichkeit der Masseneffekt bemerkbar macht.
Abbildung 6.26 wiederholt das Ergebnis aus Abschnitt 6.4.1: Eine A¨nderung der
Teilchenmassen mAr1 und mAr2 wirkt sich nicht auf das Verha¨ltnis von tangentialer zu
normaler Beweglichkeit aus.
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Abbildung 6.25: Selbstdiffusionskoeffizienten Ds fu¨r die Komponenten Ar2 (links)
und Ar1 (rechts) in den Segmenten 1 bis 7 fu¨r das Massenverha¨ltnis mAr1/mAr2 = 0,1.
Die gestrichelten Verla¨ufe entsprechen von unten nach oben den oberhalb des Dia-
gramms angegebenen Temperaturwerten. Die zu den Temperaturen geho¨rigen Selbst-
diffusionskoeffizienten der Reinstoffe sind als horizontale Linien dargestellt.
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Abbildung 6.26: Die Tangentialkomponenten der Selbstdiffusionskoeffizienten Ds,T
u¨ber den Normalkomponenten Ds,N fu¨r das Massenverha¨ltnis mAr1/mAr2 = 0,1. Links:
Ergebnisse fu¨r Ar1 und Ar2 in den Bulksegmenten 1, 4 und 7. Rechts: Ergebnisse fu¨r
Ar1 und Ar2 in den Grenzfla¨chensegmenten 2, 3, 5 und 6.
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6.4.3 Zusammenhang zwischen Teilchenmasse und Selbstdif-
fusionskoeffizient
Die Abha¨ngigkeit des Selbstdiffusionskoeffizienten von der Teilchenmasse soll im Fol-
genden etwas na¨her beleuchtet werden. Bereits aus der kinetischen Gastheorie ist be-
kannt [5], dass sich der Selbstdiffusionskoeffizient einer Komponente, beispielsweise von




Setzt man die Selbstdiffusionskoeffizienten der Komponenten Ar1 und Ar2, die nun













◦ bezeichnet dabei das Verha¨ltnis der Selbstdiffusionsko-
effizienten, wenn die Komponenten Ar1 und Ar2 die gleichen Massen besitzen. Anhand
der Selbstdiffusionskoeffizienten der Reinstoffsysteme, die aus den Untersuchungen der
Massenverha¨ltnisse mAr1/mAr2 = 0,1, mAr1/mAr2 = 1 und mAr1/mAr2 = 10 sowie der
verschiedenen Temperaturen vorlagen, wird im Folgenden u¨berpru¨ft, inwieweit Glei-
chung 6.3 auf die hier vorliegenden Ergebnisse anwendbar ist. Wie in Tabelle 6.2 zu
sehen ist, stimmen linke und rechte Seite der Gleichung 6.3 bis auf eine Ausnahme mit
einer Abweichung von 19% ausreichend gut u¨berein. Das Verha¨ltnis der Selbstdiffusi-
onskoeffizienten fu¨r zwei Komponenten unterschiedlicher Masse la¨sst sich folglich aus
dem Verha¨ltnis der Selbstdiffusionskoeffizienten bei gleichen Massen und der Wurzel
aus dem Massenverha¨ltnis abscha¨tzen. Dieses Ergebnis ist beachtenswert, wenn man
sich vor Augen fu¨hrt, dass Gleichung 6.3 aus der kinetischen Gastheorie resultiert, in
der keine potentiellen Energien und keine dichten Fluide auftreten.
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T = 138K 0,47 0,49 4




T = 138K 4,5 4,9 8
Tabelle 6.2: Zur Berechnung des Verha¨ltnisses Ds,Ar1/Ds,Ar2 der Selbstdiffusionskoef-
fizienten in den reinen Phasen aus dem Verha¨ltnis D ◦s,Ar1/D
◦
s,Ar2 bei gleichen Kompo-
nentenmassen mAr1 und mAr2.
6.5 Resu¨mee
Das vorangegangene Kapitel behandelt zum einen den Einfluss der Lennard-Jones-
Modellparameter auf charakteristische strukturelle und dynamische Eigenschaften des
Flu¨ssig-flu¨ssig-Phasengrenzsystems. Zum anderen wurde untersucht, wie sich eine A¨nde-
rung der Komponentenmassen auf das dynamische Teilchenverhalten sowohl in den
Bulkphasen als auch in Grenzfla¨chenna¨he auswirkt.
Im ersten Teil des Kapitels wurde anhand der Gleichgewichtszusammensetzungen,
der Phasengrenzdicken und der Grenzfla¨chenspannungen der Einfluss verschiedener Pa-
rameterverha¨ltnisse σAr1/σAr2 und Ar1/Ar2 auf typische strukturelle Gro¨ßen des Pha-
sengrenzsystems untersucht. Die sich einstellenden Eigenschaftsa¨nderungen konnten
aufgrund des einfachen Wechselwirkungsmodells eindeutig bestimmten geometrischen
oder energetischen Ursachen zugeordnet werden.
Das dynamische Teilchenverhalten, das anhand des Selbstdiffusionskoeffizienten un-
tersucht wurde, reagiert – anders als die strukturellen Gro¨ßen – sowohl auf eine Varia-
tion der Lennard-Jones-Parameter als auch auf eine A¨nderung der Teilchenmassen. Die
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Beurteilung der Teilchenbeweglichkeit erfolgt dabei entweder aus Sicht der Lo¨sungsmit-
telteilchen (Mehrheitskomponente) oder aus Sicht der gelo¨sten Teilchen (Minderheits-
komponente). Fu¨r die Bewertung der Selbstdiffusionskoeffizienten in der Mischung sind
Bezugswerte notwendig, die in Reinstoffsystemen bei entsprechenden Temperaturen er-
mittelt wurden. Bezu¨glich der Mehrheitskomponente konnte folgendes festgestellt wer-
den: Die Selbstdiffusionskoeffizienten der Lo¨semittelteilchen sind in der Regel ho¨her als
die entsprechenden Reinstoffwerte, da durch die Lo¨sung artfremder Teilchen schwache
Ar1-Ar2-Wechselwirkungen in die Lo¨sungsmittelphase eingefu¨hrt werden. Eine Aus-
nahme tritt jedoch dann auf, wenn sehr viele, extrem starke attraktive Wechselwirkun-
gen in eine Phase aus schwach wechselwirkenden Teilchen eingebracht werden. Die stark
wechselwirkenden, gelo¨sten Teilchen bilden dann
”
Netzwerke“ aus, die die schwach
wechselwirkenden Teilchen in ihrer Beweglichkeit einschra¨nken. Das dynamische Ver-
halten der gelo¨sten Teilchen wird vor allem von der Beweglichkeit der die umgeben-
den Lo¨semittelteilchen dominiert: Die gelo¨sten Teilchen sind in eine Nachbarschaft aus
Lo¨semittelteilchen eingebettet und mu¨ssen somit der Bewegung der Nachbarteilchen
weitgehend folgen. Bezu¨glich des anisotropen dynamischen Teilchenverhaltens in der
Na¨he der Grenzfla¨che wurde festgestellt, dass das Ausmaß der Anisotropie ausschließ-
lich von der Ho¨he der Wechselwirkungen zwischen den ungleichartigen Komponenten
abha¨ngt. Es hat sich insbesondere gezeigt, dass sich die Anisotropie weder durch eine
A¨nderung der Wechselwirkungen zwischen den gleichartigen Komponenten noch durch
eine Variation der Teilchenmassen beeinflussen la¨sst.
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Betrachtet man die in den Ingenieurwissenschaften ga¨ngigen Modellansa¨tze zur Be-
schreibung von Stoffu¨bergangsprozessen in Flu¨ssig-flu¨ssig-Systemen, so fa¨llt die all-
zu vereinfachte Darstellung der Grenzfla¨che auf. Obwohl schon seit Poisson und van
der Waals [128] bekannt ist, dass sich der U¨bergang zwischen zwei fluiden Phasen
nicht sprunghaft, sondern kontinuierlich vollzieht, wird die Phasengrenze nach wie vor
idealisiert als zweidimensionale Fla¨che beschrieben. Die Phasengrenze figuriert in die-
sen Modellen lediglich als eine Diskontinuita¨t. Sie nimmt nicht aktiv am Stoffu¨ber-
gangsprozess teil, da ihr keine eigenen, inha¨renten Eigenschaften, insbesondere keine
strukturellen Merkmale, zugeschrieben werden. Etwaige Durchtrittswidersta¨nde oder
U¨bergangsmechanismen, die einer molekularen Beschreibung bedu¨rfen, ko¨nnen so nicht
beru¨cksichtigt werden.
Das Ziel der vorliegenden Arbeit besteht darin, die Vorstellung von Flu¨ssig-flu¨ssig-
Phasengrenzen mit Hilfe molekulardynamischer Simulationen zu verbessern. Zu diesem
Zweck werden charakteristische strukturelle und dynamische Eigenschaften eines mo-
dellhaften Flu¨ssig-flu¨ssig-Phasengrenzsystems bestehend aus Lennard-Jones-Teilchen
untersucht. Der modellhafte Zugang ist bewusst gewa¨hlt, da in der vorliegenden Ar-
169
7. Zusammenfassung
beit lediglich eine qualitative Beurteilung der Phasengrenze erfolgen soll.
Die Arbeit befasst sich zuna¨chst mit den Prinzipien der statistischen Mechanik, die
die Basis der molekularen Simulationen bildet. Das grundlegende Konzept der stati-
stischen Mechanik besteht darin, makroskopische Zustandsgro¨ßen aus einer Mittelung
repra¨sentativer Mikrozusta¨nde eines atomistisch-mechanischen Systems zu gewinnen.
Diese Mikrozusta¨nde oder Konfigurationen mu¨ssen dabei mit dem von außen aufer-
legten, thermodynamisch definierbaren Makrozustand vertra¨glich sein. Zum Auffinden
repra¨sentativer Konfigurationen werden zwei Methoden vorgestellt: Das Monte-Carlo-
Verfahren durchsucht den Phasenraum unter Verwendung stochastischer Elemente nach
repra¨sentativen Konfigurationen, die u¨ber ein Ortsmittel in die interessierende makro-
skopische Gro¨ße u¨bersetzt werden. Molekulardynamiksimulationen hingegen verwenden
zur Erzeugung geeigneter Konfigurationen dynamische Bewegungsgleichungen. Die ma-
kroskopische Zustandsgro¨ße folgt hier aus einer Zeit- und/oder Ortsmittelung. Moleku-
lardynamische Simulationen bieten im Gegensatz zu Monte-Carlo-Verfahren zusa¨tzlich
den Vorteil, dynamische Eigenschaften berechnen zu ko¨nnen. Da in dieser Arbeit so-
wohl die strukturelle als auch die dynamische Beschaffenheit flu¨ssiger Grenzfla¨chen
untersucht werden soll, werden molekulardynamische Simulationen verwendet.
Das in dieser Arbeit untersuchte Simulationssystem besteht aus den Modellkom-
ponenten Ar1 und Ar2, die u¨ber ein klassisches Lennard-Jones-Potential miteinander
wechselwirken. Dieses zweiparametrige Potential ist in der Lage, sowohl die Struktur
als auch die Dynamik einfacher, kugelsymmetrischer Moleku¨le abzubilden. Die Poten-
tialparameter fu¨r die Wechselwirkungen zwischen den ungleichartigen Teilchen werden
dabei aus den ha¨ufig verwendeten Lorentz-Berthelot-Mischungsregeln ermittelt. Um
stabile heterogene Flu¨ssig-flu¨ssig-Phasengrenzsysteme zu realisieren, mu¨ssen die Ar1-
Ar2-Wechselwirkungen u¨ber einen Vorfaktor in der Berthelot-Regel ku¨nstlich ernied-
rigt werden. Die schwa¨chsten Wechselwirkungen des Systems treten damit zwischen
den ungleichartigen Teilchen auf.
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Zur Untersuchung des Flu¨ssig-flu¨ssig-Phasengrenzsystems wird ein Systemaufbau
gewa¨hlt, bei dem zwei a¨ußere Ar2-reiche Phasen eine mittlere Ar1-reiche Phase um-
schließen. Das System bildet somit zwei gleiche planare Flu¨ssig-flu¨ssig-Grenzfla¨chen ab.
Im ersten Teil der Untersuchung werden fu¨r einen festen Satz an Modellparametern
charakteristische strukturelle und dynamische Eigenschaften des Phasengrenzsystems
untersucht. Der zweite Teil bescha¨ftigt sich dann mit der Frage, wie diese Eigenschaften
auf eine A¨nderung wesentlicher Modellparameter reagieren.
Zu den untersuchten strukturellen Eigenschaften des Phasengrenzsystems za¨hlen
Phasengleichgewichte, Phasengrenzstrukturen in Form von Partialdichteprofilen und
Phasengrenzdicken sowie Grenzfla¨chenspannungen. Die Phasengleichgewichtswerte so-
wie die Phasengrenzdicken werden aus der Anpassung einer Tangens-hyperbolicus-
Funktion mit vier freien Parametern an die Partialdichteprofile gewonnen. Die so ermit-
telten Phasengrenzdicken entsprechen der Gesamtausdehnung des Grenzbereichs. Sie
umfassen damit sowohl die intrinsische Dicke infolge von Bulkfluktuationen als auch die
Aufweitung aufgrund von Kapillarwellen. Da die Grenzfla¨chenspannungswerte fu¨r die
einzelnen Temperaturen aus getrennten Rechnungen bekannt sind und die minimalen
bzw. maximalen Wellenla¨ngen, die im System auftreten, abgescha¨tzt werden ko¨nnen,
lassen sich mit Hilfe der Kapillarwellentheorie diese beiden Anteile bestimmen. Die
Temperaturabha¨ngigkeit der intrinsischen Phasengrenzdicke sollte funktional u¨ber ein
universelles Potenzgesetz beschrieben werden ko¨nnen, das urspru¨nglich die Tempera-
turabha¨ngigkeit der Dichtefluktuationen beschreibt. Der aus der Anpassung ermittelte
kritische Exponent weicht jedoch vom experimentellen Wert ab. Es wurde die Vermu-
tung gea¨ußert, dass das universelle Potenzgesetz weit weg vom kritischen Punkt seine
Gu¨ltigkeit verliert und somit nicht u¨ber einen weiten Temperaturbereich eingesetzt
werden kann.
Die Grenzfla¨chenspannungen werden in dieser Arbeit u¨ber zwei verschiedene Ver-
fahren berechnet: Die Virialroute geht von der thermodynamischen Definition der
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Grenzfla¨chenspannung aus, die mechanische Route deutet die Grenzfla¨chenspannung
hingegen mechanisch u¨ber die Arbeit, die eine isochore Deformation der Grenzfla¨che
erfordert. Beide Verfahren liefern innerhalb der statistischen Fluktuationen gleiche Er-
gebnisse. Die mechanische Route ist jedoch aufwa¨ndiger, da zuna¨chst die Normal- und
Tangentialdruckprofile im Phasengrenzsystem ermittelt werden mu¨ssen. Die Tempera-
turabha¨ngigkeit der Grenzfla¨chenspannung wird im Gegensatz zur intrinsischen Pha-
sengrenzdicke sehr gut u¨ber ein universelles Potenzgesetz beschrieben. Die Abweichung
des aus der Anpassung ermittelten kritischen Exponenten vom experimentellen Wert
betra¨gt in diesem Fall nur wenige Prozent.
Das dynamische Teilchenverhalten wurde mittels Selbstdiffusionskoeffizienten un-
tersucht, die u¨ber das Green-Kubo-Verfahren aus der Auswertung zeitlicher Geschwin-
digkeitsfluktuationen gewonnen wurden. Es wurde festgestellt, dass sich die Beweg-
lichkeit der Teilchen in der Mischung zum Teil erheblich von der in der reinen Phase
unterscheidet. Die Beweglichkeit der Lo¨semittelteilchen (Mehrheitskomponente) nimmt
infolge der Einfu¨hrung von schwachen Wechselwirkungen durch die artfremde, gelo¨ste
Komponente in der Regel zu. Es kann jedoch zu einer Ausnahme kommen, wenn die
attraktiven Wechselwirkungen zwischen den gelo¨sten Teilchen zu stark werden. Die
gelo¨sten Teilchen bilden dann
”
Netzwerke“ aus, die die schwa¨cher wechselwirkenden
Lo¨semittelteilchen in ihrer Beweglichkeit behindern. Die Untersuchung hat weiterhin
gezeigt, dass das dynamische Verhalten der gelo¨sten Teilchen (Minderheitskomponen-
te) in erheblichem Maße von der Beweglichkeit der Lo¨semittelteilchen abha¨ngig ist: Die
gelo¨sten Teilchen werden von den Lo¨semittelteilchen umschlossen und tendieren dazu,
deren Beweglichkeit anzunehmen. Die Selbstdiffusion von schwach wechselwirkenden
Teilchen in einer Umgebung aus Teilchen mit starken Wechselwirkungen wird dadurch
verringert. Umgekehrtes gilt fu¨r stark wechselwirkende Teilchen in einer schwach wech-
selwirkenden Umgebung. Das dynamische Verhalten der Teilchen kann dabei gene-
rell u¨ber eine A¨nderung der Wechselwirkungsparameter oder u¨ber eine Variation der
172
7. Zusammenfassung
Teilchenmassen gesteuert werden. Der Einfluss beider Mechanismen auf die Teilchen-
beweglichkeit von Lo¨semittelteilchen und gelo¨sten Teilchen wurde im Rahmen einer
Parameterstudie untersucht.
U¨ber eine ra¨umliche Unterteilung des Phasengrenzsystems in einzelne Segmen-
te konnte das dynamische Teilchenverhalten in den Bulkphasen von dem in Grenz-
fla¨chenna¨he unterschieden werden. An dieser Stelle war besonders von Interesse, ob der
heterogene Phasengrenzbereich ein anisotropes dynamisches Teilchenverhalten hervor-
ruft. Eine getrennte Berechnung der Selbstdiffusionskoeffizienten tangential und normal
zur Grenzfla¨che hat ergeben, dass grenzfla¨chennahe Teilchen eine ho¨here Beweglichkeit
tangential als normal zur Grenzfla¨che haben. Die Beweglichkeit der Bulkteilchen blieb
hingegen gleichzeitig richtungsunabha¨ngig. Insbesondere konnte in diesem Zusammen-
hang keine Fernwirkung des heterogenen Phasengrenzbereichs auf die Bulkphasen be-
obachtet werden. Durch Variationen verschiedener Modellparameter wurde festgestellt,
dass das Ausmaß der anisotropen Teilchendynamik an der Grenzfla¨che ausschließlich
von der Ho¨he der Wechselwirkungen zwischen den ungleichartigen Teilchen abha¨ngt.
Je schwa¨cher diese Wechselwirkungen sind, desto weniger ko¨nnen sie die tangentia-
le Beweglichkeit grenzfla¨chennaher Teilchen behindern. Bei vollsta¨ndiger Eliminierung
der attraktiven Wechselwirkungen zwischen den ungleichartigen Teilchen entfallen die-
se Barrieren sogar vo¨llig. Die Selbstdiffusion ist dann fu¨r grenzfla¨chennahe Teilchen in
tangentialer Richtung rund doppelt so groß wie normal zur Grenzfla¨che.
Ein wesentlicher Teil der vorliegenden Arbeit befasst sich mit dem Einfluss der
Modellparameter auf die strukturelle Beschaffenheit des Phasengrenzsystems. Anhand
von vier Fa¨llen wurde untersucht, wie sich A¨nderungen der Lennard-Jones-Parameter
auf das Phasengleichgewicht, die Phasengrenzdicken und die Grenzfla¨chenspannung
auswirken. Die festgestellten Eigenschaftsa¨nderungen konnten aufgrund des einfachen








Die Einstein-Relationen ko¨nnen u¨ber mathematische Umformungen in Green-Kubo-
Gleichungen u¨berfu¨hrt werden. Ausgehend von der zeitlichen Ableitung der dynami-





Die untere Integrationsgrenze 0 steht fu¨r den jeweiligen Ursprungszeitpunkt, t fu¨r die
zeitliche Differenz zwischen zwei Zeitpunkten. Durch Quadrieren und Mitteln u¨ber alle
Ursprungszeiten erha¨lt man die mittlere quadratische Versetzung MSD(t):







Da der Integrand bezu¨glich t′ und t′′ symmetrisch ist, darf die Integration auf den
oberen Dreiecksbereich der t′-t′′-Fla¨che beschra¨nkt und das Ergebnis anschließend ver-






























































Abbildung A.1: Schematische Darstellung der Integration der Korrelationsfunktion
〈A˙(t′)A˙(t′′)〉 u¨ber der t′-t′′-Fla¨che. (a) Die Integration u¨ber der t′-t′′-Fla¨che in Glei-
chung A.2 darf aus Symmetriegru¨nden auf die obere Dreiecksfla¨che beschra¨nkt wer-
den. (b) Die Akkumulation der waagerechten Inkremente in Gleichung A.5 kann durch
senkrechte ersetzt werden.
〈A˙(t′)A˙(t′′)〉 ist eine stationa¨re Korrelationsfunktion, die sich invariant gegenu¨ber
einer Verschiebung der Ursprungszeitpunkte verha¨lt. Analog zu Gleichung 4.4 in Ab-
schnitt 4.2.1 gilt daher:
〈A˙(t′)A˙(t′′)〉 = 〈A˙(t′′ − t′)A˙(0)〉 . (A.4)
Durch Einfu¨hren einer neuen Gro¨ße τ = t′′ − t′ mit dt′ = −dτ wird im Folgenden eine
Variablentransformation durchgefu¨hrt. Die untere Integrationsgrenze des inneren Inte-
grals wird dann zu τ = t′′, die obere zu τ = 0. Das Vertauschen der Integrationsgrenzen















Die Berechnung des Doppelintegrals wurde in den vorangegangenen Gleichungen u¨ber
eine Summation infinitesimal du¨nner waagerechter Streifen in der oberen Dreiecksfla¨che
durchgefu¨hrt. Wie Abbildung A.1 (b) zeigt, verha¨lt sich das Ergebnis jedoch invariant,
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Anhang A: Zusammenhang zwischen Einstein- und Green-Kubo-Relationen
















Die Bildung des Grenzwerts t → ∞ in Gleichung A.6 liefert schließlich den gesuchten













Die Beziehung A.7 verknu¨pft die mittlere quadratische Versetzung einer dynamischen
VariablenA(t) mit der Korrelationsfunktion der Ableitung A˙(t). Die Einstein-Relationen
werden aus diesem Grund als integrierte Form der Green-Kubo-Relationen bezeichnet.
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Zur Berechnung von Selbstdiffusionskoeffizienten aus Korrelationsfunktionen werden
die Geschwindigkeitskomponenten vx,i, vy,i und vz,i aller N Teilchen wa¨hrend des Simu-
lationslaufs in regelma¨ßigen Absta¨nden abgespeichert. Der zeitliche Abstand ∆tK zwi-
schen zwei abgespeicherten Konfigurationen liegt fu¨r die hier vorliegenden Lennard-
Jones-Systeme in der Gro¨ßenordnung weniger Femtosekunden, um den Relaxations-
vorgang der Geschwindigkeitsfluktuationen in ausreichender Auflo¨sung abbilden zu
ko¨nnen. Zur Veranschaulichung des Korrelationsalgorithmus seien L Konfigurationen












~vi(t0)~vi(t0 + t) dt0 (B.1)
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~vi(tk−1) · ~vi(tk−1 + t) . (B.2)
Gleichung B.2 entha¨lt sowohl eine Mittelung u¨ber die Teilchen i = 1, · · · , N als auch
eine u¨ber alle verwendeten Ursprungszeitpunkte k = 1, · · · ,MU . t bezeichnet in Glei-
chung B.2 die Zeitdifferenz zwischen den zu korrelierenden Konfigurationen und besitzt
die diskreten Werte t = 0, ∆tK , 2∆tK , · · · , (LK − 1)∆tK . Darin wird LK mit LK ≤ L
als Konfigurationsla¨nge bezeichnet. Sie entspricht der Anzahl der Konfigurationen, die
insgesamt korreliert werden.
Zur Veranschaulichung des Korrelationsverfahrens sind in Abbildung B.1 die auszu-
wertenden Geschwindigkeitsdaten in einer Matrix dargestellt: Die Spalten korrespon-
dieren mit den hintereinander abgespeicherten Konfigurationen k = 1 bis L; die Zeilen
entsprechen den Teilchen i = 1 bis N . Die Gro¨ße ~vi(k) bezeichnet den Geschwindig-
keitsvektor des i-ten Teilchens in der k-ten Konfiguration, die zum diskreten Zeitpunkt
tk−1 abgespeichert wurde.
Fu¨r das in dieser Arbeit eingesetzte Verfahren wird eine feste Korrelationsla¨nge
LK vorgegeben. Sie entspricht in Abbildung B.1 der La¨nge der beiden gestrichelt
dargestellten Rahmen. Die Anzahl der Ursprungszeitpunkte bela¨uft sich damit auf
MU = L− LK + 1.
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Abbildung B.1: Matrixdarstellung der auszuwertenden Geschwindigkeitsdaten zur
Veranschaulichung des Korrelationsalgorithmus. Die Gro¨ße ~vi(k) bezeichnet die Ge-
schwindigkeit des i-ten Teilchens in der k-ten Konfiguration bzw. zum diskreten Zeit-
punkt tk−1. Wenn insgesamt L Konfigurationen zur Verfu¨gung stehen und die Korre-
lationsla¨nge LK Konfigurationen betra¨gt, dann bela¨uft sich die Anzahl der Ursprungs-
zeitpunkte auf MU = L− LK + 1.
Der Algorithmus la¨uft nach folgendem Schema ab:
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1. Lese die Geschwindigkeiten aller N Teilchen der ersten LK Konfigurationen
ein,
[[~vi(k)], i = 1, N ] , k = 1, LK ,
und setze den Index ishift = 1.
2. Fu¨hre fu¨r alle eingelesenen Konfigurationen die folgende Zuweisung durch:
[[~vi(tk−1)← ~vi(k + (ishift − 1))], i = 1, N ] , k = 1, LK .
3. Fu¨hre die Anweisungen 4 bis 8 aus, wenn ishift < L−LK +1, sonst springe zu
Schritt 9.
4. Deklariere die erste Konfiguration als Ursprung (t0) und korreliere die Ge-
schwindigkeiten fu¨r jeden Zeitwert tk−1 = t0 + (k − 1)∆tK ,
[[~vi(t0) · ~vi(tk−1)], i = 1, N ] , k = 1, LK .
5. Akkumuliere die korrelierten Werte fu¨r jeden Zeitwert tk−1, k = 1, LK .
6. Fu¨hre nach der Korrelation u¨ber alle tk−1 eine Indexverschiebung durch,
[[~vi(tk−1)← ~vi(tk)], i = 1, N ] , k = 1, LK − 1 .
7. Lese die neue Konfiguration LK + ishift ein und fu¨hre folgende Zuweisung aus:
[~vi(tLK−1)← ~vi(LK + ishift)], i = 1, N .
8. Erho¨he ishift um eins, ishift ← ishift + 1, und gehe zu Schritt 3.
9. Mittele u¨ber die Teilchenzahl N sowie u¨ber die Anzahl der beru¨cksichtigten
Ursprungszeitpunkte MU = L− LK + 1.
182
Anhang B: Berechnung zeitlicher Geschwindigkeits-Autokorrelationsfunktionen
Zuna¨chst werden die Geschwindigkeitsdaten aller N Teilchen in den schwarz ge-
strichelten Rahmen der La¨nge LK eingelesen und anschließend den Zeitpunkten t0, t1,
· · · , tLK−1 zugeordnet. Der Rahmen beinhaltet sa¨mtliche Konfigurationen, die fu¨r einen
Korrelationsdurchlauf beno¨tigt werden. Die erste Konfiguration wird als Ursprung (t0)
deklariert. Die Korrelation wird durchgefu¨hrt, indem die Ursprungskonfiguration (t0)
mit sich selbst, dann mit der zweiten (t1), dritten (t2), . . ., schließlich mit der (LK−1)-
ten Konfiguration korreliert wird. Jedes korrelierte Datum wird entsprechend der Zeit-
differenz tk−1 in einen separaten Akkumulator geschrieben. Die nachfolgende Index-
verschiebung und das Einlesen der na¨chsten abgespeicherten Konfiguration entspricht
der Versetzung des Rahmens um eine Konfiguration nach rechts. In Abbildung B.1
wird dieser Vorgang anhand des grau gestrichelten Rahmens angedeutet. Der Rahmen
umfasst nach der Verschiebung einen neuen Satz Konfigurationen, die zur Korrelation
bereitstehen. Die sukzessive Versetzung des Rahmens wird fortgefu¨hrt, bis das Ende der
Datenmatrix erreicht ist, wobei jede Versetzung mit einer Erneuerung des Ursprungs-
zeitpunktes einhergeht. In den aufgefu¨hrten Arbeitsschritten wird dieser Vorgang u¨ber
eine Schleife beschrieben, die u¨ber den Index ishift gesteuert wird. Insgesamt ko¨nnen
auf diese Weise MU = L − LK + 1 Ursprungszeitpunkte beru¨cksichtigt werden. Ab-
schließend wird sowohl u¨ber die Teilchenzahl N als auch u¨ber die Anzahl verfu¨gbarer
Ursprungspunkte MU gemittelt.
Der Korrelationsalgorithmus liefert Werte fu¨r die Geschwindigkeits-Autokorrelations-
funktion Cvv(t) zu diskreten Zeiten t = 0, ∆tK , 2∆tK , 3∆tK , · · · , (LK − 1)∆tK . Zur
Berechnung des Transportkoeffizienten mu¨ssen diese Werte numerisch aufintegriert wer-
den, beispielsweise mit Hilfe der Trapezregel.
Im Gegensatz zu anderen Algorithmen [3, 49] besitzt dieses Verfahren die Eigen-
schaft, das statistische Gewicht auf alle Argumente tk−1 fu¨r k = 1, · · · , LK gleich zu
verteilen. Insbesondere bietet es den Vorteil, die Korrelationsla¨nge LK frei wa¨hlen zu
ko¨nnen. Das Verfahren la¨sst sich daru¨ber hinaus leicht dahingehend erweitern, dass die
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Mittelwerte u¨ber zeitlich vera¨nderliche Teilensembles gebildet werden.
Berechnung mittlerer quadratischer Versetzungen
Das Verfahren zur Berechnung der mittleren quadratischen Versetzung MSD(t) aus den
Teilchenpositionen ~ri(t) folgt weitgehend dem Korrelationsalgorithmus. Entsprechend











wird die Multiplikation in Schritt 4 des Korrelationsverfahrens durch die quadratische
Differenz [~ri(t)−~ri(0)]2 ersetzt. Bei der Auswertung der Teilchenpositionen mu¨ssen die
periodischen Randbedingungen beachtet werden. Die Ortskoordinaten ~ri der Teilchen,
die die Simulationsbox verlassen und deren Abbild im selben Moment auf der ge-







Bereits in den 1970er Jahren wurde mit Hilfe molekulardynamischer Simulationen fest-
gestellt, dass Geschwindigkeits-Autokorrelationsfunktionen bei verminderten Dichten
keinen exponentiellen Abfall aufweisen wie es die Theorie vorausgesagt hatte [61], son-
dern einen viel langsameren, algebraischen, der sich proportional zu t−3/2 verha¨lt [2, 15,
143, 144]. Man konnte feststellen, dass das langsame Konvergenzverhalten solcher Kor-
relationsfunktionen auf ein kollektives Teilchenverhalten zuru¨ckzufu¨hren ist. Bewegt
sich ein Teilchen durch eine Flu¨ssigkeit, so erzeugt es um sich herum ein wirbelfo¨rmi-
ges Geschwindigkeitsfeld, das das Abklingen der Geschwindigkeitskorrelation verzo¨gert.
Die Wirbelstro¨mung ist schematisch im rechten Teil der Abbildung C.1 veranschaulicht.
Im Falle geringer Dichten und damit langer freier Wegla¨ngen versta¨rkt die Wir-
belstro¨mung die Vorwa¨rtsbewegung des Teilchens. Das Teilchen wird auf diese Weise
von der umgebenden Stro¨mung ein Stu¨ck weit mitgetragen, so dass die Geschwin-
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digkeiten des Teilchens la¨nger korreliert bleiben. Abbildung C.1 zeigt die normier-
te Geschwindigkeits-Autokorrelationsfunktion Ĉvv(t) und den Selbstdiffusionskoeffizi-
enten Ds fu¨r das Methan-System (siehe Abschnitt 4.5.2) bei einer Temperatur von
T = 130K und einer geringen Dichte von ρ = 0,334 g/cm3. Man erkennt, dass die
Korrelationsfunktion sehr langsam von oben gegen null konvergiert. Ein solches Kon-
vergenzverhalten ist bei der Bestimmung von Selbstdiffusionskoeffizienten zu beru¨ck-
sichtigen, da das Integral unter der Korrelationsfunktion selbst nach langen Zeiten noch
wesentliche Beitra¨ge liefern kann1. Auch in Abbildung C.1 kann der Selbstdiffusions-
koeffizient Ds noch nicht genau abgelesen werden.
Bei relativ hohen Dichten und kurzen freien Wegla¨ngen kommt es ebenfalls zu ei-
nem verzo¨gerten Konvergenzverhalten. Es u¨berlagern sich dann der Ru¨ckstreueffekt
und die Wirbelstro¨mung. Das Teilchen bewegt sich zuna¨chst vorwa¨rts und induziert
wie bei geringen Dichten in seiner Umgebung eine Wirbelstro¨mung. Nach dem Zusam-
menstoß mit Nachbarpartikeln kehrt sich seine Bewegungsrichtung um, was sich an
negativen Korrelationswerten im Bereich zwischen t = 0,2 ps und t = 0,4 ps bemerk-
bar macht. Die Bewegung des Teilchens wird nun von der entgegengesetzt gerichteten
Wirbelstro¨mung zeitlich verzo¨gert. Der negative Bereich der Korrelationsfunktion wird
dadurch zeitlich ausgedehnt und die Korrelationsfunktion konvergiert langsamer gegen
null. Abbildung C.1 zeigt exemplarisch den Verlauf der normierten Geschwindigkeits-
Autokorrelationsfunktion bei einer hohen Dichte von ρ = 0,419 g/cm3.
Die Quintessenz der Diskussion dieses physikalischen Effekts ist jedoch die Erkennt-
nis, dass sich die hydrodynamische Vorstellung einer Wirbelstro¨mung auf molekulare
Teilchen u¨bertragen la¨sst, deren Dynamik durch eine mikroskopische Zeitskala von
wenigen zehntel Pikosekunden bestimmt wird [79].
1Das verzo¨gerte Konvergenzverhalten von Korrelationsfunktionen ist in der Literatur unter dem
Begriff Long-Time Tails bekannt [49].
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Abbildung C.1: Links: Verzo¨gertes Abklingverhalten von Geschwindigkeits-
Autokorrelationsfunktionen bei niedriger und hoher Dichte. Rechts: Ursache fu¨r ein
verzo¨gertes Abklingverhalten sind hydrodynamische Effekte. Die Bewegung des Teil-
chens durch die Flu¨ssigkeit induziert bei Nachbarpartikel ein wirbelfo¨rmiges Geschwin-
digkeitsfeld, das die Teilchengeschwindigkeiten la¨nger miteinander korreliert ha¨lt. Aus
Symmetriegru¨nden ist lediglich die obere Ha¨lfte der Wirbelstro¨mung dargestellt.
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Thermodynamisch definiert man die Grenzfla¨chenspannung γ als partielle Ableitung








Die Grenzfla¨chenspannung entspricht einer energetischen Gro¨ße, die die Arbeit zur
infinitesimalen Vera¨nderung der Grenzfla¨che A in einer Probe bemisst. Analog zu Glei-
chung 2.14 la¨sst sich die Freie Energie aus der Zustandssumme im NVT -Ensemble
ableiten:
F = −kBT lnQNVT . (D.2)
Der Impulsraum leistet keinen Beitrag zur Grenzfla¨chenspannung, so dass die Zustands-
summe QNVT allein aus dem Integral u¨ber die kanonische Phasenraumdichte im Orts-
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Das Ergebnis entspricht in Analogie zu Gleichung 2.12 dem Ensemblemittelwert des







Die Grenzfla¨chenspannung ergibt sich folglich aus der Vera¨nderung der Summe der
Paarwechselwirkungen bei infinitesimaler Variation der Fla¨che A in einem isochoren
System.
Betrachten wir dazu das Phasengrenzsystem mit den beiden Grenzfla¨chen in der
x-y-Ebene. Eine inifinitesimale Ausdehnung des Systems in x- und y-Richtung liefert
mit dem Inkrement ξ die vera¨nderten Koordinaten
x′ = (1 + ξ) x ,
y′ = (1 + ξ) y ,
z′ = (1 + ξ)−2z (D.7)
und das Fla¨chendifferenzial
∂A = (2ξ + ξ2)A . (D.8)
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Fu¨r infinitesimal kleine ξ sind die Quadrate ξ2 vernachla¨ssigbar, ferner gilt (1+2 ξ)−1 ≈
1− 2 ξ. Damit vereinfachen sich die Ausdru¨cke fu¨r z′ und ∂A:
z′ = (1− 2ξ) z (D.9)
∂A = 2 ξA . (D.10)
Das Differenzial der Paarwechselwirkungsenergie zwischen den Teilchen i und j, das





















































































〈2V Pzz − V Pxx − V Pyy〉 (D.14)
mit den Diagonalelementen Pαα (α = x, y, z) des Drucktensors.
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Die mechanische Route
Die Grenzfla¨chenspannung kann u¨ber eine rein mechanische Betrachtung gewonnen
werden, indem man die fu¨r eine isochore Deformation der Grenzfla¨che erforderliche
Arbeit bestimmt [104, 135]. Die auf die Grenzfla¨che wirkenden Dru¨cke werden dazu in
eine tangentiale und eine normale Komponente aufgeteilt. Liegt die Grenzfla¨che in der
x-y-Ebene, so gilt fu¨r die tangentiale und normale Druckkomponente PT und PN :
PT (z) = Pxx(z) = Pyy(z) (D.15)
PN = Pzz . (D.16)





PT (z) dz . (D.17)
Um das Boxvolumen konstant zu halten, muss das System im na¨chsten Schritt um den
Betrag Lz ∂A/A in z-Richtung gestaucht werden. Die dafu¨r erforderliche Arbeit ist
∂WN = PNA · Lz∂A
A
. (D.18)
Die gesamte am System verrichtete Arbeit entspricht der Vera¨nderung der Freien Ener-
gie:
∂F = ∂W = ∂WT + ∂WN = ∂A
∫ Lz/2
−Lz/2
(PN − PT (z)) dz . (D.19)





(PN −PT (z)) dz . (D.20)
Da die Druckverha¨ltnisse senkrecht zur Phasengrenze variieren, erfordert die me-
chanische Route die Kenntnis der lokalen Druckkomponenten PT (z) und PN (z). In der
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Literatur findet man verschiedene Modelle zur Beschreibung lokaler Druckelemente in
inhomogenen Systemen [54, 112, 125, 135]. Sie unterscheiden sich in der Art, wie die
zwischenmolekularen Paarwechselwirkungen dem Druck an der Stelle z zugeschrieben
werden [132]. In dieser Arbeit wird das ha¨ufig verwendete Modell von Irving und Kirk-
wood [66, 102] eingesetzt. Die tangentiale und normale Druckkomponente lauten unter
Verwendung der Heaviside’ schen Stufenfunktion Θ:









































Zur Berechnung der Druckprofile wird die Simulationsbox in du¨nne Scheiben der Brei-
te ∆z ≈ 0,1σ unterteilt, wobei jeder Scheibe ein diskreter Wert z zugeschrieben wird.
Die Stufenfunktionen Θ stellen dabei sicher, dass zum Druck an der Stelle z nur solche
Wechselwirkungsbeitra¨ge U(rij) gewertet werden, fu¨r die die Verbindungslinie zwischen
den Teilchen i und j durch die Scheibe an der Stelle z verla¨uft. Nicht jede Paarwech-
selwirkung zwischen zwei Teilchen tra¨gt zum Druck an der Stelle z bei.
Die aus den Simulationen mittels der Gleichungen D.21 und D.22 berechneten
Druckprofile bei den Temperaturen T = 100K, T = 108K und T = 116K sind in Abbil-
dung D.1 dargestellt. Den Berechnungen liegen Mittelungen u¨ber 5000 Konfigurationen
zugrunde. In den isotropen Bulkphasen stimmen tangentiale und normale Druckprofile
u¨berein. Mit Anna¨herung an die Grenzfla¨che weichen die Tangentialkomponenten zu-
nehmend von den Normalkomponenten ab. Sie stehen mit der im Phasengrenzbereich
wirkenden Grenzfla¨chenspannung mechanisch im Gleichgewicht. PT (z) kann lokal auch
negative Werte aufweisen und ist dann als Spannung zu interpretieren [3, 96]. Der
Verlauf der Normalkomponente PN(z) entlang der z-Koordinate ist anna¨hernd kon-
stant. Deutlich unterschiedliche Plateauwerte in benachbarten Phasen ließen auf eine
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gekru¨mmte Grenzfla¨che schließen. Die leichten Einbuchtungen im Grenzfla¨chenbereich
ko¨nnten auf tempora¨re Kru¨mmungsvorga¨nge und die Mittelung u¨ber eine unzureichen-





















































Abbildung D.1: Druckprofile PT (z) und PN(z) fu¨r die Temperaturen T = 100K,
T = 108K und T = 116K. Die Profile der beiden letzten Temperaturen wurden um
150 bar bzw. 300 bar in positive Richtung verschoben.
Die Grenzfla¨chenspannung γ ergibt sich schließlich entsprechend Gleichung D.20 aus
dem Integral der Differenz zwischen der Normal- und der Tangentialdruckkomponente.





Der hier beschriebene Ansatz von Buff, Lovett und Stillinger [20] geht von einer zwei-
dimensionalen, membranartigen Grenzfla¨che aus, deren anfa¨ngliches Profil u¨ber eine
Stufenfunktion beschrieben werden kann (vgl. Abbildung E.1):
ρ(z) = ρ1 fu¨r z ≤ 〈ζ〉 = 0
ρ(z) = ρ2 fu¨r z > 〈ζ〉 = 0 . (E.1)
ρ1 und ρ2 bezeichnen die Partialdichten der Bulkphasen, 〈ζ〉 steht fu¨r die mittlere Po-
sition der Grenzfla¨che in z-Richtung. Die an der Grenzfla¨che auftretenden thermischen
Fluktuationen induzieren Kapillarwellen verschiedener Wellenzahlen ~k = (kx, ky) und
verursachen so eine Aufrauung der anfangs infinitesimal du¨nnen Grenzfla¨che. Die Ab-
weichungen von der Nulllage 〈ζ〉 = 0 in horizontaler Richtung werden mit der Variablen
ζ(~s) = ζ(x, y) ausgedru¨ckt. Sie ko¨nnen als U¨berlagerung verschieden langer Wellen mit




a(k) exp(i~k · ~s) mit a(0) = 0 . (E.2)
Um eine Grenzfla¨che mit den Abweichungen ζ(~s) zu erzeugen, muss eine reversible



















































Abbildung E.1: Eindimensionale Darstellung der Kapillarwellen an einer Grenzfla¨che
der Gro¨ße A = LxLy. Die infinitesimal du¨nne Grenzfla¨che (Anfangsposition ist gestri-
chelt dargestellt) wird infolge thermischer Fluktuationen aufgeraut. Die Abweichungen
von der Nulllage 〈ζ〉 = 0 werden u¨ber die Gro¨ße ζ(x, y) beschrieben. Als Folge der
Oszillationen an der Grenzfla¨che stellt sich ein kontinuierlich verlaufendes Dichteprofil
ein.
spannung γ und der Vergro¨ßerung der Grenzfla¨che infolge der Verformung berechnen
la¨sst:
W = γ









 dx dy . (E.3)
Da die Fluktuationen nur kleine Amplituden aufweisen, d.h. die partiellen Ableitung























+ · · · . (E.4)
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Eine Fourier-Transformation der Gleichung E.3 liefert unter Beru¨cksichtigung der Li-









Die Integration u¨ber die Ortsvariablen x und y wird dabei zu einer Summation u¨ber die
diskreten Wellenvektoren ~k. Die Wahrscheinlichkeit einer Oszillation mit der Amplitude
ζ ist proportional zum Boltzmann-Faktor exp(−W/kBT ) und hat mit Gleichung E.5
eine Gauss’ sche Form:



















U¨ber einen Vergleich der Ausdru¨cke E.6 und E.7 kann die Varianz somit unmittelbar








Der betrachtete Grenzfla¨chenausschnitt ist entsprechend Abbildung E.1 quadratisch
mit einer Kantenla¨nge von L‖ = Lx = Ly. Mit den periodischen Randbedingungen










~k u¨ber diskrete Wellenzahlen in Gleichung E.8 kann durch eine
Integration u¨ber (2pi)−2
∫

























Die Integration beginnt bei der niedrigsten Wellenzahl kmin = 2pi/L‖, die durch die
Grenzfla¨che A = L2‖ unter den einschra¨nkenden Randbedingungen abgebildet werden
kann. Die Frage, auf welcher unteren La¨ngenskala die ku¨rzesten Wellen mit der Wel-
lenzahl kmax zu finden sind, wird in der Literatur uneinheitlich beantwortet [12, 27, 29,
115]. In dieser Arbeit sei angenommen, dass die ku¨rzesten Wellen in der Gro¨ßenord-
nung des Teilchendurchmessers σ auftreten und die Wellenzahl folglich kmax = 2pi/σ

















Die Phasengrenzdicke wKW infolge von Kapillarwellen ergibt sich aus der Standardab-
weichung der Fluktuationen ζ(x, y):










Die Kapillarwellentheorie in der Diskussion
Aus Gleichung E.12 wird deutlich, dass die Aufweitung wKW des intrinsischen Profils
von der Gro¨ße des betrachteten Grenzfla¨chenausschnitts abha¨ngig ist und im thermody-
namischen Limit A→∞ sogar divergiert. Mit zunehmender Grenzfla¨che A ko¨nnen sich
1Aus Gleichung E.9 ist ersichtlich, dass (2pi)−2∆kx∆ky = L
−2




gro¨ßere Wellen ausbilden, die zu einer zunehmenden Aufweitung des Phasengrenzbe-
reichs beitragen. Einer unendlich großen Grenzfla¨che A =∞ kann man aufgrund ihrer
unendlichen Ausdehung keine mittlere Position mehr zuordnen. Die Aufweitung der
Phasengrenzdicke mit zunehmender Fla¨che ist infolge der logarithmischen Beziehung
allerdings schwach ausgepra¨gt. Rowlinson und Widom [106] finden unter Verwendung
einer unteren Schranke von σ = 5 A˚ fu¨r die Flu¨ssig-Dampf-Grenzfla¨che von Argon am
Tripelpunkt die folgenden Phasengrenzdicken:
w = 4,47 A˚ fu¨r L‖ = 1mm und A = 10
−6m2
w = 5,43 A˚ fu¨r L‖ = 1m und A = 1m
2 .
Des Weiteren besagt die Kapillarwellentheorie, dass die Ausdehnung des Phasengrenz-
bereichs von der Grenzfla¨chenspannung γ abha¨ngt. Vereinfachend wird in der obi-
gen Ableitung von einer konstanten Grenzfla¨chenspannung ausgegangen, die weder
von der Kru¨mmung der Grenzfla¨che noch von der Gro¨ße des betrachteten Ausschnitts
resp. der minimalen Wellenzahl kmin abha¨ngig ist. Aus Untersuchungen von Flu¨ssig-
Dampf-Grenzfla¨chen ist jedoch bekannt, dass sich insbesondere fu¨r kleine Kru¨mmungs-
radien nicht zu vernachla¨ssigende Abweichungen von der Grenzfla¨chenspannung der
ebenen Phasengrenze einstellen [129]. Ro¨ntgenstreuexperimente [41] und auch mo-
lekulardynamische Simulationen von Lennard-Jones-Flu¨ssig-Dampf-Systemen [23] le-
gen den Schluss nahe, dass die Grenzfla¨chenspannung fu¨r stark gekru¨mmte Grenz-
fla¨chen reduziert wird. Fluide Grenzfla¨chen zeigen auf sehr kurzen La¨ngenskalen im
Gro¨ßenbereich von k = 1010m−1 eine erheblich gro¨ßere Rauigkeit, als sie die Kapillar-
wellentheorie voraussagt. Dieses Pha¨nomen la¨sst auf eine in diesem Bereich deutlich
geringere Ru¨ckstellkraft schließen [37]. Dieses Gebiet, insbesondere die experimentel-
le Erfassung von Phasengrenzstrukturen, ist Gegenstand aktueller Forschungsarbei-
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