A stochastic flow of homeomorphisms of R previously studied by Bass and Burdzy [2] and Hu and Warren [4] is shown to arise in the study of the local times of Brownian motion. This leads to a new proof of the Ray-Knight theorems for the flow via the classical Ray-Knight theorems for Brownian motion.
Introduction
Let β 1 and β 2 be fixed real constants. Suppose B is a Brownian motion on the real line issuing from 0. Associated with the equation
is a stochastic flow. There exists a random flow of homeomorphisms of the real line (X t ; t ≥ 0) so that t → X t (x) satisfies the above equation for all x ∈ R. For each t the map x → X t (x) is increasing and differentiable. We denote the derivative by DX t (x). It has been shown by Bass and Burdzy, [2] , and Hu and Warren, [4] , that for certain stopping times T the process x → DX T (x) is a diffusion process. Such a result was called a Ray-Knight theorem for the flow. Let (W t ; t ≥ 0) be a real-valued Brownian motion starting from W 0 = ξ > 0. Let T 0 be the stopping time T 0 = inf{t ≥ 0 : W t = 0}.
Let (l(t, x); t ≥ 0, x ∈ R) be the family of bi-continuous local times of W . The celebrated RayKnight theorem states that the process x → l(T 0 , x) is a diffusion. The problem studied by Warren and Yor [7] (actually a slight variant of it) was that of obtaining a description of (W t ; 0 ≤ t ≤ T 0 ) after conditioning on the values of the entire family of random variables (l(T 0 , x); x ∈ R). A related problem was treated by Aldous, [1] . The method of [7] was to write W as a random transformation of a processŴ , christened the Burglar process, which is independent of (l(T 0 , x); x ∈ R). It was shown, using a skew product linking squared Bessel and Jacobi diffusions, that Ray-Knight type theorems hold forŴ itself. The principal result of this paper is the following theorem which establishes a close connection between the this problem and a stochastic flow of the Bass-Burdzy type. Let l(t, x) be the local times of a real-valued Brownian motion W as above. Define
Let M = sup{W t : t ∈ [0, T 0 ]} and T M = inf{t : W t = M }. Now define a family of random changes of scale via:
Each map φ t is a homeomorphism between (0, M ) and R and satisfies φ t (W t ) = 0. Next define a random clock via:
We will see below that A TM − = ∞, almost surely.
Theorem 1. The family of maps (X
is distributed as the Bass-Burdzy flow associated with (1) with β 1 = 0 and β 2 = 1. Moreover it is independent of (l(T 0 , x); x ∈ R).
In this section we prove Theorem 1. According to this result, the flow (X u ; 0 ≤ u < ∞) constructed from the Brownian motion W is independent of the local times (l(T 0 , x); x ∈ R). Because of this, Theorem 1 is intimately related to the problem considered in [7] of describing the process W conditional on knowing these local times. One standard approach for studying this type of problem is the method of enlargement of filtrations. We assume that the Brownian motion W t ; t ≥ 0 is carried by a filtered probability space Ω, (F t ) t≥0 , P . Let L = σ l(T 0 , x); x ∈ R and introduce the enlarged filtration F * t ; t ≥ 0 where
Typically we would seek to show that a martingale in the original filtration is a semimartingale with respect to the enlarged filtration, and to obtain some expression for its canonical decomposition as such. However in this case there is no reason to believe that W is a semimartingale with respect to F * t ; Jacod's absolute continuity criteria, [5] , does not hold. Thus another approach is required to generate examples of martingales and semi-martingales relative to F * t . For x ∈ R we denote by T x the first time W reaches the level x. We adopt the usual convention that exp(−∞) = 0. Proposition 2. Let κ > 2 be a constant, and let a,ξ and c be constants satisfying W 0 = ξ and 0 < a < ξ < c. The process Proof. Notice that on the event {c < M, t < T M } we have, almost surely, λ(s, z) being bounded away from 0 for all z ∈ [a, c] and s ∈ [0, t]. Then the result is a consequence of applying the occupation time formula, see Exercise (1.15), Chapter VI of Revuz and Yor, [6] , to obtain:
We can use this lemma to verify that A TM − = ∞ almost surely. For we see that on {c < M },
The distributions of λ(T M , ·) and λ(0, ·) can be described using the classical Ray-Knight theorems for Brownian motion, as in Lemma 6, and then it follows from asymptotics of squared Bessel processes, to be found in for instance in [6] , that almost surely,
We define a process B t ; t ≥ 0 on the sample space Ω which carries W via
Note that this equation defines B consistently as c varies, and that B is defined for arbitrarily large times by letting c ↑ M so that T c ↑ T M and A Tc ↑ ∞.
Let X be defined as in Theorem 1. Suppose that 0 < x < M and t < T M . Then for c ∈ (x, M ) satisfying t < T c ,
Here on the last line we have used Lemma 1 together with the fact that for s < T c ,
Time-changing equation (9), and putting y = φ 0 (x), we see that X t (y) solves equation (1) driven by the process B.
We must next show that B is a Brownian motion with respect to a suitable filtration. Using Lemma 1 we can re-write the martingale M * t as,
By letting a decrease to 0 and c increase to M we see that exp
where (α u ; u ≥ 0) is the inverse of (A t ; t ≥ 0). The local martingale property is preserved by the time-change and we are able to conclude that B is a Brownian motion by virtue of the next lemma.
local martingale for at least two distinct and non-zero values of
Proof. By considering logarithms it is clear that B t is a G t semimartingale. Let its canonical decomposition be B t = B 0 + N t + A t where A t is a finite variation process and N t is a G t -local martingale. Applying Itô's formula to Z
Using this we see that the finite variation part of the local martingale
s , which must be identically zero, is given by
. From this we conclude that A t is identically zero, that is to say B t is a local martingale itself, and that [B] t = [N ] t = t. Thus B is a G t -Brownian motion by virtue of Itô's characterization.
Finally to complete the proof of Theorem 1 we must note that the Brownian motion B is independent of the σ-algebra G 0 which contains L, and that since the stochastic differential equation (1) is exact by Zvonkin's observation, the flow X is measurable with respect to B, and hence also independent of L.
We turn now to proving Proposition 2. The principle tool used in constructing F * t -martingales is a certain Markov property. Assume that the sample space Ω is the canonical space C [0, ∞), R and W t ; t ≥ 0 realized as the co-ordinate process on Ω. Then we can introduce the family θ t ; t ≥ 0 of shift operators:
For x ∈ R let P x be the probability measures on Ω under which the co-ordinate process W is a Brownian motion starting from x. Then let P x,ℓ for ℓ ∈ L denote a version of the regular conditional probability for P x given l(T 0 , ·) = ℓ(·), where L is some suitable space of local time profiles.
Proposition 3. The process W t , λ(t, ·); 0 ≤ t < T 0 is Markovian relative to the filtration F * t ; t ≥ 0 :
for all x > 0, and non-negative, measurable F on Ω.
Proof. Let ν be a finite measure supported in (0, ∞). Observe that, on {t < T 0 },
,
If we define F ν to be F E ν l(T 0 , ·) then
, for all y > 0, and
Using these various observations and two applications of the Markov property of Brownian motion we have, for each
Since, the random variables 1 A and E ν l(T 0 , ·) generate F * t as A and ν vary we are done.
Consider F given by
where 0 < a < ξ < c, recalling W 0 = ξ. Using the Markov property just proved, the martingale M * t is constructed as
and to complete the proof of Proposition 2 we will show that
for all b ∈ (a, c), where G = G(b) is given by
As a first step in establishing (15), let us verify the integrated version E b F = E b G . According to the Ray-Knight theorems the local time process l(T 0 , y); y ≥ 0 is distributed, under P b , as a inhomogeneous diffusion: starting from zero it behaves as a squared Bessel process of dimension 2 for y ∈ [0, b] and then behaves as a squared Bessel process of dimension 0 for y ∈ [b, ∞). Conditioning on l(T 0 , a) = u, l(T 0 , b) = v and l(T 0 , c) = w, we have l(T 0 , y); a ≤ y ≤ b and l(T 0 , y); b ≤ y ≤ c are independent and distributed as squared Bessel bridges of dimension 2 and dimension 0 respectively. For any dimension d ≥ 0 we will denote the density of the transition density of the δ-dimensional squared Bessel process by q δ t (x, y), for x, y, t > 0. Note that if δ = 0 then the transition kernel also has an atom at zero of size q 0 t (x, 0). It is an consequence of the absolute continuity relations between the squared Bessel processes that:
if Z is a squared Bessel with dimension 2; while
if Z has dimension 0. Combining these results gives
.
The joint law of l(T 0 , a), l(T 0 , b) and l(T 0 , c) (restricted to w > 0) is
So integrating out, noting that there is no contribution to the expectation from the event {l(T 0 , c) = 0},
Lemma 3. For any u, w, s, t > 0, and any δ ≥ 0,
Proof. The identity can be rewritten as an identity-in-law. Let Z δ t (u) denote a random variable distributed as the value at time t of a δ-dimensional squared Bessel process starting from u. Then the claim is that
where I is a suitable Bernoulli random variable independent of other variables. Assume this holds for δ = 0, then several applications of the additive property,
give us
Finally the δ = 0 case is easily explained by combining the Ray-Knight theorems with hitting probabilities for Brownian motion.
Applying this lemma to the expression at (18) gives
where
On the other hand, applying the strong Markov property of Brownian motion at T a ∧ T c and using
Thus, comparing this with the preceding (19), we have obtained
Next we introduce a family of transformations. Suppose that h : [0, ∞) → [0, ∞) is increasing with strictly positive derivative, and satisfies
and W h u = W Hu for H u ≥ T 0 , where u → H u is the inverse of the increasing process
Let ν be a positive, finite measure supported on (0, ∞). The Sturm-Liouville equation
admits a unique, strictly positive, decreasing solution ( see Revuz-Yor [6] , appendix) satisfying φ(0) = 1. We shall denote this solution by Φ ν . It has the following probabilistic characterization:
Define the probability measure P b,ν via
Lemma 4. Let ν be a positive, finite measure supported on (0, ∞). Take h to be given by
Then if W has law P h(b) , the transformed process T h W has law P b,ν .
Proof. Under P b the density
is the terminal value of the exponential martingale
Whence, by Girsanov's formula, under P b,ν ,
is a martingale. Now we just need to notice that the scale function corresponding to this drift
Standard scale/speed measure arguments complete the proof. 
In particular T h 0 , the time at which the path W h first reaches zero, satisfies
Proof. For any test function f , and t satisfying
Treating T h as an almost everywhere defined application from Ω to Ω, we have with obvious notation,
Similarly we have
Since the arguments leading to (23) hold equally if we replace throughout a by h(a), b by h(b) and c by h(c), we deduce that
Now suppose that h and ν are associated as in Lemma 4. Then we have, by virtue of (28),
(29) The measure ν being arbitrary this proves that E b F |L = G and the proof of Theorem 1 is complete.
Ray-Knight theorems
Suppose the Bass-Burdzy flow X is constructed from a Brownian motion W as in Theorem 1. Then
This allows us to convert statements concerning the distribution of the derivative of the flow into statements concerning the local times of W and vice-versa. In this section we illustrate this by giving a proof of one of the Ray-Knight theorems for the flow by means of verifying the corresponding statement regarding Brownian local times.
The following result is part of Theorem 1.1 of [4] , together with equation (1.18) there. Notice that, for each x ∈ R, the process t → DX t (x) is constant except when t → X t (x) visits zero. In the case β 2 = 1 and β 1 = 0 then t → X t (x) is transient in the sense X t (x) → ∞ as t → ∞ and so t → DX t (x) is eventually constant. It is thus meaningful to consider the limit DX ∞ (x). 
and
, are independent diffusions on [0, 1], starting from y, with infinitesimal generators
respectively.
It it should be noted that versions of this result hold for other values of β 1 and β 2 , but by a combination of scaling and Girsanov transformations they may be deduced from the special case stated here.
The diffusions appearing in the above description of DX ∞ are sometimes called Jacobi diffusions. 
where Y + and Y − are defined as in Theorem 4. Thus Theorem 4 is equivalent to the following proposition. 
