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Abstract
We propose an ultradiscrete permanent solution to the ultradiscrete KP equation. The ultra-
discrete permanent is an ultradiscrete analogue of the usual permanent. The elements on this
ultradiscrete permanent solution are required some additional relations other than the ultradiscrete
dispersion relation. We confirm the solution satisfying these relations and propose some explicit
examples of the solution.
1 Introduction
Soliton equations are known as the ones possessing exact solutions, infinite conserved quantities and so on.
These solutions are generally expressed by the determinant in the form such as Wronskian, Grammian.
For such types of these solutions, its equations are transformed into the identity of determinants of which
elements obey the dispersion relations. One of the most fundamental soliton equations is the discrete
KP equation[1, 2], which is expressed by
A1(A2 −A3)T (l+ 1,m, n)T (l,m+ 1, n+ 1)
+A2(A3 −A1)T (l,m+ 1, n)T (l+ 1,m, n+ 1)
+A3(A1 −A2)T (l,m, n+ 1)T (l+ 1,m+ 1, n) = 0,
(1)
where l, m, n are independent variables and A1, A2, A3 are arbitrary parameters. It is well known the
discrete KP equation (1) admits determinant solution[3].
T (l,m, n) = det

Φ1(0) Φ1(1) · · · Φ1(N − 1)
Φ2(0) Φ2(1) · · · Φ2(N − 1)
...
...
. . .
...
ΦN (0) ΦN (1) · · · ΦN (N − 1)
 , (2)
where Φi(s) = Φ(l,m, n, s) satisfies the following dispersion relations,
Φi(l + 1,m, n, s) = Φi(l,m, n, s) +A1Φi(l,m, n, s+ 1),
Φi(l,m+ 1, n, s) = Φi(l,m, n, s) +A2Φi(l,m, n, s+ 1),
Φi(l,m, n+ 1, s) = Φi(l,m, n, s) +A3Φi(l,m, n, s+ 1),
(3)
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for i = 1, 2, . . . , N . For example, the soliton solution can be obtained by setting
Φi(l,m, n, s) =P
s
i (1 +A1Pi)
l(1 +A2Pi)
m(1 +A3Pi)
nCi
+ (−1)i+1P−si (1 +A1Pi)
−l(1 +A2Pi)
−m(1 +A3Pi)
−nC′i,
(4)
where Pi and Ci, C
′
i are arbitrary parameters. In fact, the function (4) satisfies (3). In addition, another
solution also can be obtained by setting
Φ1(s)
Φ2(s)
...
ΦN (s)
 =

C11 C12 . . . C1M
C21 C22 . . . C2M
...
...
. . .
...
CN1 CN2 . . . CNM


P s1 (1 +A1P1)
l(1 +A2P1)
m(1 +A3P1)
nC1
P s2 (1 +A1P2)
l(1 +A2P2)
m(1 +A3P2)
nC2
...
P sM (1 +A1PM )
l(1 +A2PM )
m(1 +A3PM )
nCM
 , (5)
where Pi, Cij are arbitrary parameters and M is any positive integer. Note that the dispersion relations
(3) are general conditions to the solution (2), and the functions (4) and (5) are only the specific realization
of (3).
Ultradiscretization is a limiting procedure[4]. By applying the ultradiscretization to the discrete KP
equation, we can obtain the ultradiscrete KP(uKP) equation as below. Introducing transformations
T (l,m, n) = eτ(l,m,n)/ε, Ai = e
−ai/ε with a positive parameter ε, then (1) is expressed by
e(τ(l+1,m,n)+τ(l,m+1,n+1)−a1−a2)/ε + e(τ(l,m+1,n)+τ(l+1,m,n+1)−a2−a3)/ε
+ e(τ(l,m,n+1)+τ(l+1,m+1,n)−a3−a1)/ε
=e(τ(l+1,m,n)+τ(l,m+1,n+1)−a1−a3)/ε + e(τ(l,m+1,n)+τ(l+1,m,n+1)−a2−a1)/ε
+ e(τ(l,m,n+1)+τ(l+1,m+1,n)−a2−a3)/ε.
(6)
Applying ε log both sides and taking a limit ε→ +0, we obtain the uKP equation.
max(τ(l + 1,m, n) + τ(l,m+ 1, n+ 1)− a1 − a2,
τ(l,m+ 1, n) + τ(l + 1,m, n+ 1)− a2 − a3,
τ(l,m, n+ 1) + τ(l + 1,m+ 1, n)− a1 − a3)
= max(τ(l + 1,m, n) + τ(l,m+ 1, n+ 1)− a1 − a3,
τ(l,m+ 1, n) + τ(l + 1,m, n+ 1)− a1 − a2,
τ(l,m, n+ 1) + τ(l + 1,m+ 1, n)− a2 − a3),
(7)
by using a key formula
lim
ε→+0
ε log(ea1/ε + ea2/ε + · · ·+ ean/ε) = max(a1, a2, . . . , an). (8)
Equivalently, (7) is rewritten as
τ(l,m+ 1, n) + τ(l + 1,m, n+ 1),
=max
(
τ(l + 1,m, n) + τ(l,m+ 1, n+ 1)− a1 + a2, τ(l,m, n+ 1) + τ(l + 1,m+ 1, n)
) (9)
under the assumption a1 ≥ a2 ≥ a3 without a loss of generality. We also obtain a solution to (9)
if we can ultradiscretize (2) and (3) straightforwardly. However, the expression of sum of positive
terms is required in order to apply the key formula (8). For this reason it is difficult to ultradiscretize
determinant solution directly. To avoid this problem, we introduce ultradiscrete permanent[5]. The
ultradiscrete permanent(UP) of N ×N matrix A = [aij ] is defined as
up[A] ≡ max
pi
(a1pi1 + a2pi2 + · · ·+ aNpiN ), (10)
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where pi = (pi1, pi2, . . . , piN ) is a set of all possible permutations of {1, 2, . . . , N}. Note that the UP is
directly defined by ultradiscretizing a permanent by using (8). We proposed an UP solution to (9) in the
previous paper[6]. It is an ultradiscrete analogue of (2) associated with (4). Also soliton solutions to the
ultradiscrete KdV equation, the ultradiscrete Toda equation, the ultradiscrete hungry Lotka-Volterra
equation are expressed by the UP form[5, 7, 8]. These facts suggest UP is an ultradiscrete analogue of
determinant. However, the above solutions are ultradiscrete analogues of the soliton solutions, and UP
solution such as determinant solution associated with dispersion relations is not obtained yet.
In this paper, we propose an UP solution to the uKP equation. The solution is an ultradiscrete ana-
logue of (2) associated with (3). Note that we shall impose some additional conditions on the elements
of UP to satisfy the uKP equation. Moreover, we show some explicit elements which are ultradiscrete
analogues of (4) and (5), and confirm they obey these conditions. This paper is consists on below. First,
we give some properties of ultradiscrete permanent in section 2. In section 3, we give an UP solution
to the uKP equation. In section 4, we propose some explicit examples of the solution. Finally, we give
concluding remarks in section 5.
2 Properties of Ultradiscrete Permanent
Let N be a positive integer. Consider an UP of N × N matrix A = [aij ]. Then one can derive the
following properties from the definition.
up
a11 . . . a1i . . . a1j . . . a1N... . . . ... . . . ... . . . ...
aN1 . . . aNi . . . aNj . . . aNN
 = up
 a11 . . . a1j . . . a1i . . . a1N... . . . ... . . . ... . . . ...
aN1 . . . aNj . . . aNi . . . aNN
 , (11)
c+ up
a11 . . . a1i . . . a1N... . . . ... . . . ...
aN1 . . . aNi . . . aNN
 = up
a11 . . . c+ a1i . . . a1N... . . . ... . . . ...
aN1 . . . c+ aNi . . . aNN
 , (12)
and
up
 a11 . . . max(a1i, b1) . . . a1N... . . . ... . . . ...
aN1 . . . max(aNi, bN) . . . aNN

=max
up
a11 . . . a1i . . . a1N... . . . ... . . . ...
aN1 . . . aNi . . . aNN
 , up
 a11 . . . b1 . . . a1N... . . . ... . . . ...
aN1 . . . bN . . . aNN


(13)
for i, j = 1, 2, . . . , N . Moreover, we give two propositions.
Proposition 2.1 Let N , M be positive integers, and B = [bij ], C = [cij ] an N ×M matrix and an
M ×N matrix respectively. Define ultradiscrete product of B and C as
B ⊗ C = [ max
1≤k≤M
(bik + ckj)]1≤i,j≤N . (14)
Then,
up[B ⊗ C] = max
1≤j1≤···≤jN≤M
(
up[B]1...Nj1...jN + up[C]
j1...jN
1...N
)
(15)
holds. Here up[B]1...Nj1...jN denotes the minor UP of the matrix whose rows and columns are the those of
B at 1 . . .N and j1 . . . jN respectively.
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Proposition 2.2 Let a, b, c be arbitrary N -dimensional vectors. Define N ×N matrix Dl,m,n as
Dl,m,n = [a · · ·a b · · · b c · · · c],
where l, m, n denote numbers of the columns of a, b, c respectively. If
l +m+ n = l′ +m′ + n′ = N, 0 ≤ l < l′, 0 ≤ m′ < m,
then
up[Dl,m,n] + up[Dl′,m′,n′ ] ≤ up[Dl+1,m−1,n] + up[Dl′−1,m′+1,n′ ] (16)
holds.
Proofs of Propositions are given in appendix.
3 UP Solution to the Ultradiscrete KP Equation
In this section, we give the following theorem.
Theorem 3.1 Let τ(l,m, n) be
τ(l,m, n) = up

ϕ1(0) ϕ1(1) · · · ϕ1(N − 1)
ϕ2(0) ϕ2(1) · · · ϕ2(N − 1)
...
...
. . .
...
ϕN (0) ϕN (1) · · · ϕN (N − 1)
 , (17)
where ϕi(s) = ϕi(l,m, n, s) is a function depends on l, m, n and s. Suppose ϕi(l,m, n, s) satisfies the
following conditions.
ϕi(l + 1,m, n, s) = max(ϕi(l,m, n, s), ϕi(l,m, n, s+ 1)− a1),
ϕi(l,m+ 1, n, s) = max(ϕi(l,m, n, s), ϕi(l,m, n, s+ 1)− a2),
ϕi(l,m, n+ 1, s) = max(ϕi(l,m, n, s), ϕi(l,m, n, s+ 1)− a3),
(18)
ϕi1 (s) + ϕi2(s) ≤ max
(
ϕi1(s− 1) + ϕi2 (s+ 1), ϕi2(s− 1) + ϕi1 (s+ 1)
)
(19)
for 1 ≤ i, i1, i2 ≤ N , and
up[ϕ(0) · · · ϕ̂(k2) · · ·ϕ(N)] + up[ϕ(0) · · · ϕ̂(k1) · · · ϕ̂(k3) · · ·ϕ(N + 1)]
= max
(
up[ϕ(0) · · · ϕ̂(k3) · · ·ϕ(N)] + up[ϕ(0) · · · ϕ̂(k1) · · · ϕ̂(k2) · · ·ϕ(N + 1)],
up[ϕ(0) · · · ϕ̂(k1) · · ·ϕ(N)] + up[ϕ(0) · · · ϕ̂(k2) · · · ϕ̂(k3) · · ·ϕ(N + 1)]
)
,
(20)
for 0 ≤ k1 < k2 < k3 ≤ N . Here ϕ(s) denotes
ϕ(s) =

ϕ1(s)
ϕ2(s)
...
ϕN (s)

and the symbol ϕ̂(s) means that ϕ(s) is omitted. Then τ(l,m, n) satisfies (9).
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Note that (18) is ultradiscrete analogue of (3). Both (19) and (20) are additional conditions to satisfy
the uKP equation (9). Theorem 3.1 is proved by the similar manner given in [6]. Thus we show the
outline in the case of N = 2.
Using condition (18) and the properties (12), (13), we can expand τ(l + 1,m, n) as following.
τ(l + 1,m, n)
=up
[
ϕ1(l + 1,m, n, 0) ϕ1(l + 1,m, n, 1)
ϕ2(l + 1,m, n, 0) ϕ2(l + 1,m, n, 1)
]
=up
[
max(ϕ1(0), ϕ1(1)− a1) max(ϕ1(1), ϕ1(2)− a1)
max(ϕ2(0), ϕ2(1)− a1) max(ϕ2(1), ϕ2(2)− a1)
]
=max
(
up
[
ϕ1(0) ϕ1(1)
ϕ2(0) ϕ2(1)
]
, up
[
ϕ1(1) ϕ1(1)
ϕ2(1) ϕ2(1)
]
− a1, up
[
ϕ1(0) ϕ1(2)
ϕ2(0) ϕ2(2)
]
− a1, up
[
ϕ1(1) ϕ1(2)
ϕ2(1) ϕ2(2)
]
− 2a1
)
.
(21)
Moreover, since condition (19) gives the inequality
up
[
ϕ1(s) ϕ1(s)
ϕ2(s) ϕ2(s)
]
≤ up
[
ϕ1(s− 1) ϕ1(s+ 1)
ϕ2(s− 1) ϕ2(s+ 1)
]
, (22)
thus we obtain
τ(l + 1,m, n) = max
(
up
[
ϕ1(0) ϕ1(1)
ϕ2(0) ϕ2(1)
]
, up
[
ϕ1(0) ϕ1(2)
ϕ2(0) ϕ2(2)
]
− a1, up
[
ϕ1(1) ϕ1(2)
ϕ2(1) ϕ2(2)
]
− 2a1
)
. (23)
We also obtain the similar expressions of τ(l,m+1, n), τ(l,m, n+1), τ(l+1,m+1, n), τ(l+1,m, n+1),
τ(l,m+ 1, n+ 1). Substituting these expressions into LHS of (9), we obtain
τ(l,m+ 1, n) + τ(l + 1,m, n+ 1)
=max
(
up[0 1], up[0 2]− a2, up[1 2]− 2a2
)
+max
(
up[0 1], up[0 2]− a3, up[0 3]− a1 − a3, up[1 2]− 2a3, up[1 3]− a1 − 2a3, up[2 3]− 2a1 − 2a3
)
.
(24)
Here [i j] denotes
[i j] =
[
ϕ1(i) ϕ1(j)
ϕ2(i) ϕ2(j)
]
. (25)
On the other hand, RHS of (9) is expressed by
max(τ(l + 1,m, n) + τ(l,m+ 1, n+ 1)− a1 + a2, τ(l,m, n+ 1) + τ(l + 1,m+ 1, n))
= max
(
max
(
up[0 1]− a1, up[0 2]− 2a1, up[1 2]− 3a1
)
+max
(
up[0 1] + a2, up[0 2] + a2 − a3,
up[0 3]− a3, up[1 2] + a2 − 2a3, up[1 3]− 2a3, up[2 3]− a2 − 2a3
)
,
max
(
up[0 1], up[0 2]− a3, up[1 2]− 2a3
)
+max
(
up[0 1], up[0 2]− a2,
up[0 3]− a1 − a2, up[1 2]− 2a2, up[1 3]− a1 − 2a2, up[2 3]− 2a1 − 2a2
))
.
(26)
We can check the arguments which have the same coefficients of a1, a2, a3 in (24) and (26) correspond
respectively due to condition (20). For example, the argument which has −a1 − a2 − 2a3 in (24) is
up[0 2] + up[1 3]. On the other hand, that in (26) is max(up[0 1] + up[2 3], up[1 2] + up[0 3]). They
correspond for (20). Thus we have proved Theorem 3.1.
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4 Exact Solutions to the Ultradiscrete KP equation
We propose explicit functions which satisfy (18), (19) and (20).
Proposition 4.1 Define
ϕi(s) = ϕi(l,m, n, s) =max
(
pis+max(0, pi − a1)l +max(0, pi − a2)m+max(0, pi − a3)n+ ci,
− pis+max(0,−pi − a1)l +max(0,−pi − a2)m+max(0,−pi − a3)n+ c
′
i
)
,
(27)
where pi and ci, c
′
i are arbitrary parameters. Then ϕi(s) satisfies (18), (19) and (20).
Proposition 4.1 is proved in [6].
Proposition 4.2 Define
ϕ1(s)
ϕ2(s)
...
ϕN (s)
 =

c11 c12 . . . c1M
c21 c22 . . . c2M
...
...
. . .
...
cN1 cN2 . . . cNM
⊗

η1(l,m, n, s)
η2(l,m, n, s)
...
ηM (l,m, n, s)
 , (28)
where
ηj(l,m, n, s) = pjs+max(0, pj − a1)l +max(0, pj − a2)m+max(0, pj − a3)n, (29)
and cij , pj are arbitrary parameters. Then ϕi(s) satisfies the conditions (18), (19) for any integer M ,
and (20) in the case of M = 1, 2, 3.
We shall prove Proposition 4.2. Note (28) is expressed by
ϕi(l,m, n, s) = max
1≤j≤M
(
cij + ηj(l,m, n, s)
)
. (30)
Let us check (18) first. We have
ϕi(l + 1,m, n, s) = max
1≤j≤M
(
cij + ηj(l + 1,m, n, s)
)
= max
1≤j≤M
(
cij + ηj(l,m, n, s) + max(0, pj − a1)
)
= max
1≤j≤M
(
max(cij + ηj(l,m, n, s), cij + ηj(l,m, n, s+ 1)− a1)
)
=max
(
max
1≤j≤M
(
cij + ηj(l,m, n, s)
)
, max
1≤j≤M
(
cij + ηj(l,m, n, s+ 1)− a1
))
=max(ϕi(l,m, n, s), ϕi(l,m, n, s+ 1)− a1).
(31)
Hence,
ϕi(l + 1,m, n, s) = max(ϕi(l,m, n, s), ϕi(l,m, n, s+ 1)− a1) (32)
holds. The other relations in (18) are also proved by similar manner.
Next we consider (19). We have
ϕi1(s) + ϕi2 (s) = max
1≤j1≤M
(
ci1j1 + ηj1(l,m, n, s)
)
+ max
1≤j2≤M
(
ci2j2 + ηj2(l,m, n, s)
)
= max
1≤j1,j2≤M
(
ci1j1 + ci2j2 + ηj1(l,m, n, s) + ηj2(l,m, n, s)
)
.
(33)
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On the other hand,
max(ϕi1 (s− 1) + ϕi2(s+ 1), ϕi2(s− 1) + ϕi1(s+ 1))
=max
(
max
1≤j1≤M
(
ci1j1 + ηj1(l,m, n, s)− pj1
)
+ max
1≤j2≤M
(
ci2j2 + ηj2(l,m, n, s) + pj2
)
,
max
1≤j2≤M
(
ci2j2 + ηj2 (l,m, n, s)− pj2
)
+ max
1≤j1≤M
(
ci1j1 + ηj1 (l,m, n, s) + pj1
))
=max
(
max
1≤j1,j2≤M
(
ci1j1 + ci2j2 + ηj1(l,m, n, s) + ηj2(l,m, n, s)− pj1 + pj2
)
,
max
1≤j1,j2≤M
(
ci1j1 + ci2j2 + ηj1 (l,m, n, s) + ηj2 (l,m, n, s) + pj1 − pj2
))
= max
1≤j1,j2≤M
(
ci1j1 + ci2j2 + ηj1 (l,m, n, s) + ηj2 (l,m, n, s) + max(−pj1 + pj2 , pj1 − pj2)
)
= max
1≤j1,j2≤M
(
ci1j1 + ci2j2 + ηj1 (l,m, n, s) + ηj2 (l,m, n, s) + |pj1 − pj2 |
)
.
(34)
Thus, (19) also holds.
Finally, let us consider (20). It holds if we prove an inequality
up[ϕ(0) · · · ϕ̂(k2) · · ·ϕ(N)] + up[ϕ(0) · · · ϕ̂(k1) · · · ϕ̂(k3) · · ·ϕ(N + 1)]
≥up[ϕ(0) · · · ϕ̂(k1) · · ·ϕ(N)] + up[ϕ(0) · · · ϕ̂(k2) · · · ϕ̂(k3) · · ·ϕ(N + 1)]
(35)
since an identity
max
(
up[a0 · · · âk2 · · ·aN ] + up[a0 · · · âk1 · · · âk3 · · ·aN+1]
up[a0 · · · âk1 · · ·aN ] + up[a0 · · · âk2 · · · âk3 · · ·aN+1]
)
= max
(
up[a0 · · · âk3 · · ·aN ] + up[a0 · · · âk1 · · · âk2 · · ·aN+1]
up[a0 · · · âk1 · · ·aN ] + up[a0 · · · âk2 · · · âk3 · · ·aN+1]
)
(36)
holds for any integers 0 ≤ k1 < k2 < k3 ≤ N and any N -dimensional vectors aj[6]. For simplicity, we
prove (35) in the case of N = 2, M = 3 in this section. A proof in the case of general N and M = 1, 2, 3
is given in appendix. Set N = 2, M = 3, then k1, k2, k3 are determined as 1, 2, 3 uniquely and (35) is
reduced into
up[ϕ(0) ϕ(2)] + up[ϕ(1) ϕ(3)] ≥ up[ϕ(1) ϕ(2)] + up[ϕ(0) ϕ(3)]. (37)
Note the inequality (35) does not depend on l, m, n, thus we can assume
ϕi(s) = max
1≤j≤3
(cij + pjs) (38)
without a loss of generality. Then up[ϕ(0) ϕ(2)] is expressed by
up[ϕ(0) ϕ(2)] = up
[c11 c12 c13
c21 c22 c23
]
⊗
0 2p10 2p2
0 2p3
 .
We can also assume
p1 ≤ p2 ≤ p3. (39)
Thus, Using (15) and (39), up[ϕ(0) ϕ(2)] can be expanded as
up[ϕ(0) ϕ(2)] = max
1≤i1≤i2≤3
(
up
[
c1i1 c1i2
c2i1 c2i2
]
+ up
[
0 2pi1
0 2pi2
])
= max
1≤i1≤i2≤3
(
up[Ci1i2 ] + 2pi2
)
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where Ci1i2 denotes
Ci1i2 =
[
c1i1 c1i2
c2i1 c2i2
]
.
By similar procedure, we obtain
up[ϕ(0) ϕ(2)] + up[ϕ(1) ϕ(3)] = max
I,J
(
up[Ci1i2 ] + up[Cj1j2 ] + 2pi2 + pj1 + 3pj2
)
, (40)
up[ϕ(1) ϕ(2)] + up[ϕ(0) ϕ(3)] = max
I′,J′
(
up[Ci′
1
i′
2
] + up[Cj′
1
j′
2
] + pi′
1
+ 2pi′
2
+ 3pj′
2
)
. (41)
Here we denote max1≤i1≤i2≤3,1≤j1≤j2≤3 as maxI,J . Hereafter we fix i
′
1, i
′
2, j
′
1, j
′
2. Then we have
max
I,J
(
up[Ci1i2 ] + up[Cj1j2 ] + 2pi2 + pj1 + 3pj2
)
− (up[Ci′
1
i′
2
] + up[Cj′
1
j′
2
] + pi′
1
+ 2pi′
2
+ 3pj′
2
)
≥max
(
up[Ci′
1
i′
2
] + up[Cj′
1
j′
2
] + 2pi′
2
+ pj′
1
+ 3pj′
2
, up[Cj′
1
j′
2
] + up[Ci′
1
i′
2
] + 2pj′
2
+ pi′
1
+ 3pi′
2
)
− (up[Ci′
1
i′
2
] + up[Cj′
1
j′
2
] + pi′
1
+ 2pi′
2
+ 3pj′
2
)
=max(pj′
1
− pi′
1
,−pj′
2
+ pi′
2
).
(42)
It takes a nonnegative value except in the case of j′1 < i
′
1 ≤ i
′
2 < j
′
2, namely, i
′
1 = i
′
2 = 2, j
′
1 = 1, j
′
2 = 3.
When i′1 = i
′
2 = 2, j
′
1 = 1, j
′
2 = 3, we have
max
I,J
(
up[Ci1i2 ] + up[Cj1j2 ] + 2pi2 + pj1 + 3pj2
)
− (up[C22] + up[C13] + p2 + 2p2 + 3p3)
≥up[C12] + up[C23] + 2p2 + p2 + 3p3 − (up[C22] + up[C13] + p2 + 2p2 + 3p3)
=up[C12] + up[C23]− up[C22]− up[C13].
(43)
It also takes a nonnegative value from Proposition 2.2. Thus, we have proved that (41) is less than or
equal to (40). Therefore (20) holds.
Note (37) does not hold when M ≥ 4. This is because the term which has up[C23] + up[C14] in (41)
may be greater than (40).
5 Concluding Remarks
In this paper, we show the UP defined (17) under the conditions (18), (19), (20) satisfies the uKP
equation. It is proved by using some properties of the ultradiscrete permanents. Moreover we give some
explicit solutions. We may regard (27) and (28) as the ultradiscrete analogues of (4) and (5). The uKP
equation admits the UP solution with (28) in the case of M ≤ 3 although the discrete KP equation does
for any M . To clarify these differences is one of the future problems.
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A Proof of (15)
In this appendix, we prove Proposition 2.1. From the definition, up[B ⊗ C] is expressed by
up[B ⊗ C] = up
max1≤k≤M (b1k + ck1) . . . max1≤k≤M (b1k + ckN )... . . . ...
max1≤k≤M (bNk + ck1) . . . max1≤k≤M (bNk + ckN )
 . (44)
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Applying (12) and (13) to the first column, (44) is expanded as the maximum of M UPs as below.
up[B ⊗ C] = max
(
up
 b11 + c11 . . . max1≤k≤M (b1k + ckN )... . . . ...
bN1 + c11 . . . max1≤k≤M (bNk + ckN )
 ,
up
 b12 + c21 . . . max1≤k≤M (b1k + ckN )... . . . ...
bN2 + c21 . . . max1≤k≤M (bNk + ckN )
 , . . . , up
 b1M + cM1 . . . max1≤k≤M (b1k + ckN )... . . . ...
bNM + cM1 . . . max1≤k≤M (bNk + ckN )
)
= max
1≤k1≤M
(
ck11 + up
 b1k1 . . . max1≤k≤M (b1k + ckN )... . . . ...
bNk1 . . . max1≤k≤M (bNk + ckN )
).
(45)
Applying similar procedure to the other columns, we obtain
up[B ⊗ C] = max
1≤k1,k2,...,kN≤M
( ∑
1≤i≤N
ckii + up
 b1k1 . . . b1kN... . . . ...
bNk1 . . . bNkN
). (46)
It is equivalent to
up[B ⊗ C] = max
1≤j1≤···≤jN≤M
max
pi′
 ∑
1≤i≤N
cpi′
i
i + up
 b1pi′1 . . . b1pi′N... . . . ...
bNpi′
1
. . . bNpi′
N


 , (47)
where pi′ = (pi′1, pi
′
2, . . . , pi
′
N ) is a set of all possible permutations of {j1, j2, . . . , jN}. In particular, the UP
of the matrix whose columns are exchanged is the same as original one from (11). Therefore, we obtain
up[B ⊗ C] = max
1≤j1≤···≤jN≤M
max
pi′
∑
1≤i≤N
cpi′
i
i + up
 b1j1 . . . b1jN... . . . ...
bNj1 . . . bNjN


= max
1≤j1≤···≤jN≤M
(
up[C]j1...jN1...N + up[B]
1...N
j1...jN
)
.
(48)
Thus (15) holds.
B Proof of (16)
In this appendix, we express
a =

a1
a2
...
aN
 , b =

b1
b2
...
bN
 , c =

c1
c2
...
cN
 ,
respectively. Then up[Dl,m,n] + up[Dl′,m′,n′ ] is expressed by
up[Dl,m,n] + up[Dl′,m′,n′ ] =max
pi,pi′
(
api1 + · · ·+ apil + bpil+1 + · · ·+ bpil+m + cpil+m+1 + · · ·+ cpiN
+ api′
1
+ · · ·+ api′
l′
+ bpi′
l′+1
+ · · ·+ bpi′
l′+m′
+ cpi′
l′+m′+1
+ · · ·+ cpi′
N
)
,
(49)
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namely, up[Dl,m,n] + up[Dl′,m′,n′ ] can be expressed by
api1 + · · ·+ apil + bpil+1 + · · ·+ bpil+m + cpil+m+1 + · · ·+ cpiN
+ api′
1
+ · · ·+ api′
l′
+ bpi′
l′+1
+ · · ·+ bpi′
l′+m′
+ cpi′
l′+m′+1
+ · · ·+ cpi′
N
(50)
for certain permutations pi and pi′. In particular, due to m > m′, there exists j such that
j ∈{pil+1, pil+2, . . . , pil+m} and j ∈ {pi
′
1, pi
′
2, . . . , pi
′
l′} ∪ {pi
′
l′+m′+1, pi
′
l′+m′+2, . . . , pi
′
N}.
First, let us consider in the case there exists j0 such that
j0 ∈ {pil+1, pil+2, . . . , pil+m} and j0 ∈ {pi
′
1, pi
′
2, . . . , pi
′
l′}. (51)
Then up[Dl,m,n] + up[Dl′,m′,n′ ] can be expanded as
up[Dl,m,n] + up[Dl′,m′,n′ ] =up
[
Dl,m,n
[
j0
l + 1
]]
+ bj0 + up
[
Dl′,m′,n′
[
j0
1
]]
+ aj0 (52)
where D
[
j
k
]
denotes the (N − 1) × (N − 1) matrix obtained by eliminating the jth row and the kth
column from D. On the other hand, up[Dl+1,m−1,n] + up[Dl′−1,m′+1,n′ ] can be evaluated as
up[Dl+1,m−1,n] + up[Dl′−1,m′+1,n′ ] ≥up
[
Dl+1,m−1,n
[
j0
1
]]
+ aj0 + up
[
Dl′−1,m′+1,n′
[
j0
l′
]]
+ bj0 .
(53)
From (52) and (53), we obtain up[Dl+1,m−1,n] + up[Dl′−1,m′+1,n′ ] ≥ up[Dl,m,n] + up[Dl′,m′,n′ ] since
up
[
Dl,m,n
[
j0
l+ 1
]]
= up
[
Dl+1,m−1,n
[
j0
1
]]
, up
[
Dl′,m′,n′
[
j0
1
]]
= up
[
Dl′−1,m′+1,n′
[
j0
l′
]]
(54)
hold.
Next we consider the case there is no j0 such that (51). Then there exists j1 such that
j1 ∈ {pil+1, pil+2, . . . , pil+m} and j1 ∈ {pi
′
l′+m′+1, pi
′
l′+m′+2, . . . , pi
′
N}.
In addition, due to l < l′, there also exists j2 such that
j2 ∈ {pil+m+1, pil+m+2, . . . , piN} and j2 ∈ {pi
′
1, pi
′
2, . . . , pi
′
l′}.
Thus, up[Dl,m,n] + up[Dl′,m′,n′ ] can be expanded as
up[Dl,m,n] + up[Dl′,m′,n′ ]
=up
[
Dl,m,n
[
j1 j2
l + 1 l +m+ 1
]]
+ bj1 + cj2 + up
[
Dl′,m′,n′
[
j1 j2
l′ +m′ + 1 1
]]
+ cj1 + aj2 .
(55)
On the other hand up[Dl+1,m−1,n] + up[Dl′−1,m′+1,n′ ] can be evaluated as
up[Dl+1,m−1,n] + up[Dl′−1,m′+1,n′ ]
≥up
[
Dl+1,m−1,n
[
j1 j2
l +m+ 1 1
]]
+ cj1 + aj2 + up
[
Dl′−1,m′+1,n′
[
j1 j2
l′ l′ +m′ + 1
]]
+ bj1 + cj2 .
(56)
From (55) and (56), we obtain up[Dl+1,m−1,n] + up[Dl′−1,m′+1,n′ ] ≥ up[Dl,m,n] + up[Dl′,m′,n′ ] since
up
[
Dl,m,n
[
j1 j2
l+ 1 l +m+ 1
]]
= up
[
Dl+1,m−1,n
[
j1 j2
l +m+ 1 1
]]
,
up
[
Dl′,m′,n′
[
j1 j2
l′ +m′ + 1 1
]]
= up
[
Dl′−1,m′+1,n′
[
j1 j2
l′ l′ +m′ + 1
]] (57)
hold.
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C Proof of (35)
We prove (35) in the case of M = 1, 2, 3 and any integer N . We can assume
ϕi(s) = max
1≤j≤M
(cij + pjs) (58)
and
p1 ≤ p2 ≤ · · · ≤ pM (59)
without a loss of generality. One can prove (35) in the case of M = 1. In the case of M = 2, by adding
−
∑N
i=1(ci1 + ci2) −
∑N
i=1(p1 + p2)i −
(p1+p2)(N+1−k1−k2−k3)
2 to (35), it is reduced into the inequality
proved in [6] since each ϕi(s) can be rewritten as
ϕi(s)−
ci1 + ci2 + p1s+ p2s
2
=
1
2
|ci1 − ci2 + (p1 − p2)s|.
Thus (35) holds.
We consider in the case of M = 3. Using (15), up[ϕ(0) · · · ϕ̂(k2) · · ·ϕ(N)] can be expanded as
up[ϕ(0) · · · ϕ̂(k2) · · ·ϕ(N)]
=up


c11 c12 c13
c21 c22 c23
...
...
...
cN1 cN2 cN3
⊗
0 p1 2p1 . . . k̂2p1 . . . Np10 p2 2p2 . . . k̂2p2 . . . Np2
0 p3 2p3 . . . k̂2p3 . . . Np3


= max
1≤i1≤···≤iN≤3
(
up

c1i1 c1i2 . . . c1iN
c2i1 c2i2 . . . c2iN
...
...
. . .
...
cNi1 cNi2 . . . cNiN
+ up

0 pi1 2pi1 . . . k̂2pi1 . . . Npi1
0 pi2 2pi2 . . . k̂2pi2 . . . Npi2
...
...
...
. . .
...
. . .
...
0 piN 2piN . . . k̂2piN . . . NpiN

)
= max
1≤i1≤···≤iN≤3
(
up[Ci1i2...iN ] +
k2∑
l=1
(l − 1)pil +
N∑
l=k2+1
lpil
)
,
where Ci1i2...iN denotes
Ci1i2...iN =

c1i1 c1i2 . . . c1iN
c2i1 c2i2 . . . c2iN
...
...
. . .
...
cNi1 cNi2 . . . cNiN
 .
By similar procedure, we obtain
up[ϕ(0) · · · ϕ̂(k2) · · ·ϕ(N)] + up[ϕ(0) · · · ϕ̂(k1) · · · ϕ̂(k3) · · ·ϕ(N + 1)]
=max
I,J
(
up[Ci1i2...iN ] + up[Cj1j2...jN ] +
N∑
l=1
lpil +
N∑
l=1
lpjl −
k2∑
l=1
pil −
k1∑
l=1
pjl +
N∑
l=k3
pjl
)
,
(60)
up[ϕ(0) · · · ϕ̂(k1) · · ·ϕ(N)] + up[ϕ(0) · · · ϕ̂(k2) · · · ϕ̂(k3) · · ·ϕ(N + 1)]
=max
I′,J′
(
up[Ci′
1
i′
2
...i′
N
] + up[Cj′
1
j′
2
...j′
N
] +
N∑
l=1
lpi′
l
+
N∑
l=1
lpj′
l
−
k1∑
l=1
pi′
l
−
k2∑
l=1
pj′
l
+
N∑
l=k3
pj′
l
)
.
(61)
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Here we denote max1≤i1≤···≤iN≤3,1≤j1≤···≤jN≤3 as maxI,J and
∑n
l=m is defined as 0 when m > n. Let
us consider the argument of (61):
up[Ci′
1
i′
2
...i′
N
] + up[Cj′
1
j′
2
...j′
N
] +
N∑
l=1
lpi′
l
+
N∑
l=1
lpj′
l
−
k1∑
l=1
pi′
l
−
k2∑
l=1
pj′
l
+
N∑
l=k3
pj′
l
. (62)
Our purpose is archived if we show (62) is less than or equal to (60) for any i′1, i
′
2, . . . i
′
N , j
′
1, j
′
2, . . . , j
′
N .
Hereafter we fix i′1, i
′
2, . . . i
′
N , j
′
1, j
′
2, . . . , j
′
N . First we compare (62) and the arguments (60) associated
with il = i
′
l, ji = j
′
l or il = j
′
l , ji = i
′
l. Then, we obtain
max
I,J
(
up[Ci1i2...iN ] + up[Cj1j2...jN ] +
N∑
l=1
lpil +
N∑
l=1
lpjl −
k2∑
l=1
pil −
k1∑
l=1
pjl +
N∑
l=k3
pjl
)
−
(
up[Ci′
1
i′
2
...i′
N
] + up[Cj′
1
j′
2
...j′
N
] +
N∑
l=1
lpi′
l
+
N∑
l=1
lpj′
l
−
k1∑
l=1
pi′
l
−
k2∑
l=1
pj′
l
+
N∑
l=k3
pj′
l
)
≥max
(
up[Ci′
1
i′
2
...i′
N
] + up[Cj′
1
j′
2
...j′
N
] +
N∑
l=1
lpi′
l
+
N∑
l=1
lpj′
l
−
k2∑
l=1
pi′
l
−
k1∑
l=1
pj′
l
+
N∑
l=k3
pj′
l
,
up[Cj′
1
j′
2
...j′
N
] + up[Ci′
1
i′
2
...i′
N
] +
N∑
l=1
lpj′
l
+
N∑
l=1
lpi′
l
−
k2∑
l=1
pj′
l
−
k1∑
l=1
pi′
l
+
N∑
l=k3
pi′
l
)
−
(
up[Ci′
1
i′
2
...i′
N
] + up[Cj′
1
j′
2
...j′
N
] +
N∑
l=1
lpi′
l
+
N∑
l=1
lpj′
l
−
k1∑
l=1
pi′
l
−
k2∑
l=1
pj′
l
+
N∑
l=k3
pj′
l
)
=max
( k2∑
l=k1+1
(−pi′
l
+ pj′
l
),
N∑
l=k3
(pi′
l
− pj′
l
)
)
.
(63)
It takes a nonnegative value when
k2∑
l=k1+1
(−pi′
l
+ pj′
l
) ≥ 0 or
N∑
l=k3
(pi′
l
− pj′
l
) ≥ 0 (64)
holds for any 0 ≤ k1 < k2 < k3 ≤ N . Next let us compare (62) and (60) in the case
k2∑
l=k1+1
(−pi′
l
+ pj′
l
) < 0 and
N∑
l=k3
(pi′
l
− pj′
l
) < 0 (65)
hold for certain k1, k2 and k3. We introduce the notations
i′l =

1 (l = 1, 2, . . . , α)
2 (l = α+ 1, α+ 2, . . . , β)
3 (l = β + 1, β + 2, . . . , N)
, j′l =

1 (l = 1, 2, . . . , γ)
2 (l = γ + 1, γ + 2, . . . , δ)
3 (l = δ + 1, δ + 2, . . . , N)
. (66)
Note that α, β, γ, δ should be k1 + 1 ≤ α ≤ k2 < k3 ≤ β ≤ N and α < γ < δ < β in order to hold (65).
In addition it should be i′k2 = i
′
k3
= 2, j′k1+1 = 1, j
′
N = 3, j
′
α = 1 and j
′
β = 3 (See Table 1). For these i
′
l
and j′l , we set il and jl as
il =

1 (l = 1, 2, . . . , α+ 1)
2 (l = α+ 2, α+ 3, . . . , β)
3 (l = β + 1, β + 2, . . . , N)
, jl =

1 (l = 1, 2, . . . , γ − 1)
2 (l = γ, γ + 1, . . . , δ)
3 (l = δ + 1, δ + 2, . . . , N)
. (67)
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l 1 . . . α α+ 1 α+ 2 . . . γ − 1 γ γ + 1 . . . δ δ + 1 . . . β β + 1 . . . N
i′l 1 . . . 1 2 2 . . . 2 2 2 . . . 2 2 . . . 2 3 . . . 3
il 1 . . . 1 1 2 . . . 2 2 2 . . . 2 2 . . . 2 3 . . . 3
j′l 1 . . . 1 1 1 . . . 1 1 2 . . . 2 3 . . . 3 3 . . . 3
jl 1 . . . 1 1 1 . . . 1 2 2 . . . 2 3 . . . 3 3 . . . 3
Table 1: The sets of il, jl, i
′
l, j
′
l for (66) and (67)
Subtracting (62) associated with (66) from the argument of (60) associated with (67), we obtain
up[Ci1i2...iN ] + up[Cj1j2...jN ] +
N∑
l=1
lpil +
N∑
l=1
lpjl −
k2∑
l=1
pil −
k1∑
l=1
pjl +
N∑
l=k3
pjl
−
(
up[Ci′
1
i′
2
...i′
N
] + up[Cj′
1
j′
2
...j′
N
] +
N∑
l=1
lpi′
l
+
N∑
l=1
lpj′
l
−
k1∑
l=1
pi′
l
−
k2∑
l=1
pj′
l
+
N∑
l=k3
pj′
l
)
=up[Ci1i2...iN ] + up[Cj1j2...jN ]− up[Ci′1i′2...i′N ]− up[Cj′1j′2...j′N ]
+(γ − α− 1)(p2 − p1)−
k2∑
l=k1+1
(pil − pj′l ) +
N∑
l=k3
(pjl − pj′l )
≥up[Ci1i2...iN ] + up[Cj1j2...jN ]− up[Ci′1i′2...i′N ]− up[Cj′1j′2...j′N ]
+ (γ − α− 1)(p2 − p1)− (γ − α− 1)(p2 − p1) +
N∑
l=k3
(pjl − pj′l )
=up[Ci1i2...iN ] + up[Cj1j2...jN ]− up[Ci′1i′2...i′N ]− up[Cj′1j′2...j′N ] +
N∑
l=k3
(pjl − pj′l )
(68)
It takes a nonnegative value from Proposition 2.2. Therefore (35) holds.
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