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Abstract
Direct numerical simulation data for the Lagrangian velocity structure functions conditioned on the local (in time) rate of dissi-
pation of turbulence kinetic energy are analyzed over a wide range of Reynolds numbers to seek direct evidence for Lagrangian
Reﬁned Similarity Hypothesis (RSH) scaling. The main focus is on testing the Reﬁned Similarity predictions for the dependence
on the local dissipation rate. In the dissipation sub-range there is clear evidence for RSH scaling at large values of the dissipation
rate, but strong departures from RSH scaling at very small values. However, a detailed analysis of the dependence on Reynolds
number of the results at small values of the local dissipation rate suggests a trend towards RSH scaling with increasing Reynolds
number, but this can only be realized, if at all, for Taylor scale Reynolds numbers greater than 105. Within the inertial sub-range,
there is limited evidence for RSH scaling, but again there is a trend towards more substantial scaling over a wider range of dis-
sipation rates with increasing Reynolds number. The main conclusion is that RSH scaling may apply as an important theoretical
constraint on the Lagrangian structure of turbulence in the large Reynolds number limit, but signiﬁcant corrections to the theory
exist at practical values of the Reynolds number.
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1. Introduction and background
Kolmogorov similarity theory [1, 2] is a powerful foundation for the description of the small scales of turbulence.
It is based on the idea that turbulence kinetic energy cascades down the spectrum from the largest scales where
turbulence is created, by whatever mechanism, to the smallest scales where viscosity dissipates this energy. The key
assumption is that the small scales of turbulence are produced as the result of many interactions down the cascade and
are, at suitably large Reynolds number, independent of the large scales and of the turbulence production mechanism.
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That is, they are universal, and depend only on the mean rate at which energy is transferred down the spectrum, which
under stationary conditions is equal to the mean rate of dissipation of turbulence kinetic energy 〈ε〉, and the viscosity
ν. The range of scales over which this applies is known as the equilibrium range. Dimensional arguments then can
be used to deﬁne length η =
(
ν3/〈ε〉)1/4, velocity υη = (ν〈ε〉)1/4 and time tη = (ν/〈ε〉)1/2 scales representative of the
dissipation scales. These are known as the Kolmogorov scales. Since viscosity is unimportant at the largest scales,
we can also deﬁne length L = σ3u/〈ε〉, velocity σu and time TE = σ2u/〈ε〉 scales representative of the energetic eddies,
where σu is the standard deviation of a component of the turbulent velocity. In isotropic turbulence, for simplicity
our focus here, the mean turbulence kinetic energy is just k = 32σ
2
u. These two sets of scales are connected via the
turbulence Reynolds number Re = σuL/ν. Either of these two sets of scales can be used to deﬁne non-dimensional
universal similarity functions for statistical quantities of interest, such as for example, the kinetic energy spectrum.
Following common practice, we use the Taylor scale Reynolds number Rλ = (15Re)1/2 to characterize the ﬂow.
At suitably high Reynolds numbers there is a part of the equilibrium range, known as the inertial sub-range,
which is removed from both the energy containing and dissipation scales and so is independent of viscosity and is
characterized solely by 〈ε〉. Since there is now only a single parameter, dimensional analysis determines the form
of the similarity function, leading for example to the famous “5/3” law for the energy spectrum [3]. Here we are
interested in the physical space equivalent of the energy spectrum, the velocity structure function, and its higher-order
extensions which in the inertial sub-range have the Kolmogorov similarity form
〈|u (x+ r)−u (x)|p〉 ∼ 〈ε〉p/3rp/3 (η r L) (1)
where u(x, t) is a component of the velocity at the point x at time t.
The remainder of the equilibrium range at the smallest scales where the viscosity is important is known as the
dissipation sub-range. On these scales the velocity ﬁeld is smooth and so a Taylor series expansion can be used,
leading to the similarity form
〈|u (x+ r)−u (x)|p〉 ∼ υpη (r/η)p (r η) (2)
These results are for Eulerian statistics deﬁned at ﬁxed positions in space at ﬁxed instants of time. The same
similarity arguments can be applied to Lagrangian statistics deﬁned along ﬂuid particle trajectories through the ﬂow.
Corresponding to the Eulerian results Eqs. (1) and (2) we have
〈∣∣∣u+(t+τ)−u+(t)∣∣∣p〉 ∼ 〈ε〉p/2τp/2 (tη τ TL) (3)
in the inertial sub-range and
〈∣∣∣u+(t+τ)−u+(t)∣∣∣p〉 ∼ υpη (τ/tη)p (τ tη) (4)
where u+(t) = u
(
x+(t), t
)
is a component of the Lagrangian velocity along a ﬂuid particle trajectory and TL is the
Lagrangian integral time scale.
The results of Kolmogorov similarity theory have found widespread use in analyzing and presenting experimental
and numerical data in turbulence and as a constraint applied in the development of models of turbulence and turbulent
transport [4, 5]. Despite its utility it has long been recognized that the theory is imperfect [6] and that deviations
from the inertial sub-range similarity forms occur for higher order statistics. This is illustrated in Fig. 1 which shows
direct numerical simulation (DNS) results for the scaling exponents ξp for the Eulerian (left panel) and ξLp for the
Lagrangian (right panel) velocity structure functions up to order p = 10 in the inertial sub-range. While there is some
scatter among the diﬀerent data sets, there is a clear divergence from the Kolmogorov predictions Eqs. (1) and (3),
shown as the straight black lines.
These deviations from Kolmogorov similarity theory have been ascribed to turbulence intermittency; i.e. to the fact
that the dissipation rate of turbulence kinetic energy is not smooth, but at small scales is a highly variable (i.e. spatially
and temporally “spotty”) quantity. As a consequence the cascade process is inadequately described by 〈ε〉 alone, and
higher moments of the dissipation rate are important. This led to the so-called Reﬁned Similarity Hypothesis [6], for
which, in simple terms, the same dimensional arguments are applied to statistics conditioned on a speciﬁc value of
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Fig. 1. (Color online) Left panel: inertial sub-range scaling exponent for Eulerian velocity structure functions. Symbols are: , longitudinal
structure function Rλ = 460 [7];  transverse structure function Rλ = 460 [7];  longitudinal structure function Rλ = 1000 (present data); 
transverse structure function Rλ = 1000 (present data).The straight black line is the Kolmogorov prediction ξp = p/3 and the red curved line is
the so-called p−model multi-fractal prediction [8]. Right panel: inertial sub-range scaling exponent for Lagrangian velocity structure functions
estimated from extended self-similarity analysis [9]. Symbols are:  Rλ = 600 [10] (the Reynolds number was estimated based on an eﬀective
viscosity in the numerical scheme);  Rλ = 1000 (present data). The straight black line is the Kolmogorov prediction ξLp = p/2 and the red curved
line is the Lagrangian transformation of the p−model [11].
the local dissipation rate, deﬁned in spatial (or Eulerian) terms as
εr(x) =
1
Vr
∫
Vr
ε(x+ r′)dr′ (5)
where the integration is over the volume Vr around x, and in temporal (Lagrangian) terms, as
ετ(t) =
1
τ
∫ t+τ
t
ε+(t′)dt′ (6)
where ε+(t) = ε
(
x+(t), t
)
is the rate of dissipation along a ﬂuid particle trajectory. As r → 0 or τ→ 0, then these
quantities reduce to the point-wise values of the dissipation rate.
The reﬁned similarity predictions corresponding to Eqs. (1) - (4) are then
〈|u (x+ r)−u (x)|p |εr〉 ∼ εp/3r rp/3 (η r L) (7)
〈|u (x+ r)−u (x)|p |εr〉 ∼ εp/2r ν−p/2rp (r η) (8)
〈∣∣∣u+(t+τ)−u+(t)∣∣∣p |ετ〉 ∼ εp/2τ τp/2 (tη τ TL) (9)
and
〈∣∣∣u+(t+τ)−u+(t)∣∣∣p |ετ〉 ∼ ε3p/4τ ν−p/4τp (τ tη) (10)
Averaging, for example Eq. (7), and comparing it with Eq. (1), we see that the corrections to Kolmogorov similarity
theory arise from the fact that
〈
ε
p/3
r
〉
 〈ε〉p/3. In fact, as a result of intermittency
〈
ε
p/3
r
〉
∼ 〈ε〉p/3 (r/L)μp (11)
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with a similar result in the Lagrangian framework. The exponent μp accounts for the deviation from the line ξp = p/3
in the left panel of Fig. 1.
Early on in the study of Eulerian intermittency there were some doubts raised [12] about Kolmogorov’s revised
similarity hypothesis, but these were soon resolved (e.g. [13, 14]). Gagne et al. [15] and Naert et al. [16] showed
that the velocity diﬀerence conditioned on the local dissipation rate as deﬁned above has a Gaussian distribution
for inertial sub-range separations, which means that the conditional structure functions satisfy the RSH relations in
Eq. (7). More recent analysis of DNS results [17] conﬁrms this ﬁnding. The RSH in Lagrangian coordinates has been
less well studied, but recently Homann et al. [17] showed that the Lagrangian velocity diﬀerence PDF conditioned on
a quantity similar to the local dissipation rate, unlike the Eulerian case, does not collapse for time lags in the inertial
sub-range. They also showed that the conditional ﬂatness is smaller than the unconditional ﬂatness, but still does not
show inertial sub-range scaling. Benzi et al. [18] tested the Lagrangian RSH indirectly by averaging Eq. (9) over the
local dissipation rate; that is they tested the relation
〈∣∣∣u+(t+τ)−u+(t)∣∣∣p〉 ∼ 〈εp/2τ 〉τp/2 (tη τ TL) (12)
and the corresponding extended self similarity (ESS) form
〈∣∣∣u+(t+τ)−u+(t)∣∣∣p〉 ∼ 〈εp/2τ 〉
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
〈∣∣∣u+(t+τ)−u+(t)∣∣∣2
〉
〈ετ〉
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
p/2
(tη τ TL) (13)
in which the lag τ is replaced by the Kolmogorov similarity form for the second order structure function, that is from
Eq. (3) with p = 2. Using DNS results they conﬁrmed the ESS scaling in Eq. (13) for p = 4.
The use of the local temporal average ετ along a trajectory as a conditioning parameter represents a fully Lagrangian
implementation of the RSH. In an alternative approach, Yu and Meneveau [19] considered Lagrangian statistics aver-
aged over ﬂuid particles which are initially in a volume of size r with a prescribed locally averaged dissipation rate
εr. This approach places the emphasis on the initial condition rather than the temporal evolution of the dissipation
rate. They found that Lagrangian correlations for velocity gradients collapses much better when a local value of the
Kolmogorov time scale tη,r =
(
ν3/εr
)1/4
, rather than the global value tη, is used to normalize the time lag τ.
In the present work we use DNS results over a range of Taylor scale Reynolds numbers 38 ≤ Rλ ≤ 1000 to calculate
the Lagrangian velocity structure functions conditioned on the temporal local average dissipation rate ετ. We are
interested in the trend with increasing Reynolds number, and particularly whether there is any direct evidence for an
approach to fully Lagrangian RSH. We describe brieﬂy the DNS in Section 2.
2. Direct numerical simulations
Our numerical simulation code is based on a parallel implementation of Rogallo’s algorithm [20] for the Eulerian
velocity ﬁeld and the particle tracking algorithm of Yeung and Pope [21] for Lagrangian data. For some runs stochastic
forcing at the large scales by the scheme of Eswaran and Pope [22] was used to produce statistically stationary
isotropic turbulence, which, however, does not preclude signiﬁcant temporal variations of space-averaged statistical
quantities, including kinetic energy and its dissipation rate. In order to reduce this statistical variability in the Eulerian
velocity ﬁelds we also used a variant [23] which freezes the energy spectrum in the lowest few wavenumber shells at
values obtained from the original stochastic forcing. Table 1 summarizes relevant ﬂow and particle parameters for the
simulations. The number of particles tracked in the Rλ = 38 simulation was larger than normally required for good
statistical accuracy.
For the Lagrangian calculations we used fourth-order-accurate and twice-diﬀerentiable cubic spline interpolation
to obtain the ﬂuid particle velocity from the Eulerian velocity ﬁeld, and advanced particle positions in time using a
second order Runge-Kutta method. The ﬂuid particles were initially distributed uniformly and randomly across the
ﬂow domain.
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Table 1. Summary of DNS data. N is the number of grid points in each Cartesian direction of the ﬂow domain, Np is the number of trajectories,
Tsim is the time period for which the simulation was run and Δτ is the time interval at which Lagrangian data were saved, which is generally much
larger than the DNS time step. Other quantities are deﬁned in the text.
N Np Rλ 〈ε〉 ν Tsim/TL TL/tη Δτ/tη
64 2,097,152 38 2.67 2.5×10−2 19.1 5.4 2.58×10−2
256 65,536 140 1.19 2.8×10−3 20.0 13.1 2.62×10−2
1024 1,048,576 390 1.43 4.37×10−4 5.39 32.2 4.42×10−2
2048 1,048,576 650 1.38 1.732×10−4 10.6 52.4 1.40×10−1
4096 1,048,576 1000 1.44 6.873×10−5 6.51 76.1 1.15×10−1
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Fig. 2. (Color online) Conditional Lagrangian velocity structure functions for lags τ = Δτ×2n−1 with n = 1,12 at Rλ = 1000. The arrows indicate
the direction of increasing lag. The red dashed line is the dissipation sub-range RSH scaling Eq. (10) and the blue dotted line is the RSH inertial
sub-range scaling Eq. (9). Left panel: second order structure function. Right panel: fourth order structure function.
3. Conditional structure functions
We calculated Lagrangian two-time statistics for lags τ = Δτ×2n−1 with n = 1,12 using the values of Δτ/tη shown
in Table 1. For each value of the lag, we calculated the velocity diﬀerence Δu+τ = u
+(t+ τ)− u+(t) and ετ(t) for each
possible starting time along each trajectory. The samples for ln(ετ/〈ε〉) were then binned at intervals of 0.1 over the
range -10 to 10. The absolute structure functions conditioned on the value of ετ/〈ε〉 at the center of a particular bin
were then calculated by averaging over all velocity diﬀerence samples corresponding to the samples of ετ/〈ε〉 in that
bin. The statistics we present are thus averaged over all possible starting times for lags along each trajectory, over all
trajectories and over the three Cartesian components of the velocity.
Figure 2 shows the second and fourth order conditional structure functions, non-dimensionalized by the appropriate
power of the unconditional second order structure function, as a function of the conditioning variable ετ/〈ε〉 for a range
of lags τ. The RSH power law forms in Eqs. (9) and (10) are also shown there as the blue dotted line and the red
dashed line respectively. The similarity between the second and fourth order structure functions is remarkable, and
higher order conditional structure functions also show a similar structure.
3.1. Dissipation sub-range scaling
We consider ﬁrst the limit τ  tη, in order to test the dissipation sub-range RSH scaling in Eq. 10. For large
values of ετ/〈ε〉 the conditional structure functions approach the dissipation sub-range RSH scaling shown as the red
dashed lines in Fig. 2, but there is a strong departure from RSH scaling as ετ/〈ε〉 → 0. As τ→ 0 in Fig. 2 we recover
the corresponding non-dimensional conditional moments of the acceleration, and this same behaviour was noted by
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Yeung et al. [24] from an Eulerian analysis of the conditional acceleration variance.
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Fig. 3. (Color online) Conditional Lagrangian velocity structure functions for lag τ→ 0 for (top to bottom) Rλ = 38,140,390,650,1000. The
steep red dashed line is the dissipation sub-range RSH scaling Eq. (10). The other dashed lines have been ﬁtted by eye to the tails of the structure
functions at low values of ετ/〈ε〉. Left panel: second order structure function. Right panel: fourth order structure function.
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Fig. 4. (Color online) Normalized scaling exponents for conditional velocity structure functions in the dissipation sub-range for small values of
ετ/〈ε〉 as functions of Reynolds number. The ﬁlled red circles are for p = 2 and the ﬁlled blue squares are for p = 4. The dashed lines are power
law ﬁts.
In order to explore the signiﬁcance of this departure from RSH scaling, in Fig. 3 we have plotted the second and
fourth order conditional structure functions in the limit of zero lag for a range of Reynolds numbers. While the curves
at low values of ετ/〈ε〉 seem to show a power law behavior, with an exponent much smaller than the RSH value
of 3p/4, at ﬁrst glance it appears that these curves are converging with increasing Reynolds number to a limit still
signiﬁcantly diﬀerent from RSH scaling. To obtain a more precise picture, we have tried to quantify the change with
Reynolds number by ﬁtting power law functions to the data at low values of ετ/〈ε〉, as indicted by the dashed lines
in Fig. 3. The ﬁtted exponents χp, normalized by the RSH value 3p/4 are plotted as functions of Reynolds number
in Fig. 4. This plot, in contrast to Fig. 3, suggests that the exponents are still increasing with increasing Reynolds
number (roughly as R0.4λ ). But as we noted in relation to Fig. 3, they are still much smaller than the RSH values, and
because of the extent of the extrapolation that is required it is diﬃcult to conclude with any certainty that they will
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actually attain the RSH values at larger Reynolds numbers. What we can say with some certainty though, is that very
large Reynolds numbers, Rλ ∼ 105, would be needed in order for that to occur.
3.2. Inertial sub-range scaling
Inertial sub-range RSH scaling in Fig. 2 would be manifested by some collapse of the curves onto the blue dotted
line over a range of lags tη  τ TL. Instead, as can be seen particularly for ετ/〈ε〉 > 1, there is a relatively smooth
and consistent decrease in the slope of the curves in Fig. 2 with increasing lag. In order to look more closely for
inertial sub-range RSH scaling, in Fig. 5 we have re-plotted the data for the second-order structure function in Fig. 2
in inertial sub-range compensated form. That is, we have divided the non-dimensional structure function by ετ/〈ε〉,
so that inertial sub-range scaling would appear as a plateau at a height of unity. Now we see some evidence for
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Fig. 5. (Color online) Inertial-sub-range-compensated second-order conditional velocity structure function for lags τ = Δτ×2n−1 with n = 1,12 at
Rλ = 1000. The arrows indicate the direction of increasing lag.
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Fig. 6. (Color online) Inertial-sub-range-compensated conditional velocity structure functions for lags τ ≈ tη for Rλ = 38,140,390,650 and 1000.
Left panel: second order structure function. Right panel: fourth order structure function.
such a plateau for τ/tη ≈ 1 and for a limited range around ετ/〈ε〉 ≈ 1, as indicated by the explicitly labeled red and
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green curves. These lags are somewhat lower than would normally be considered representative of the inertial sub-
range. However, the location of the plateau at a height close to unity also supports a linear dependence on ετ for the
second-order structure function in accordance with RSH.
This evidence, albeit weak, is supported by data across the range of Reynolds numbers, shown in Fig. 6 for both
the second- and fourth-order compensated conditional structure functions. For the second-order structure function
in the left panel, there is a consistent tendency towards a plateau at height unity for Rλ ≥ 140, and the width of
this plateau increases towards both lower and higher values of ετ/〈ε〉 with increasing Reynolds number. A similar
trend is evident for the fourth-order structure function in the right panel, but there the plateau is not evident until
Rλ ≥ 650. These ﬁndings are suggestive of a trend towards, rather than conclusive evidence for, inertial sub-range
RSH scaling, and clearly, as for the dissipation range results described above, much larger Reynolds numbers would
be required to achieve this scaling over a convincingly wide range of values for both the dissipation rate and time lag.
This is consistent with a recent analysis of the second-order unconditional Lagrangian velocity structure function,
where both DNS and stochastic modeling suggest that Reynolds numbers Rλ > 3 × 104 are necessary to observe
Kolmogorov scaling directly [25]. One of the reasons why Lagrangian statistics seem to converge much more slowly
with increasing Reynolds number within the inertial sub-range than the corresponding Eulerian statistics, is that the
extent of the inertial sub-range grows much more slowly in a Lagrangian frame (TL/tη ∼ Rλ) than in an Eulerian frame
(L/η ∼ R3/2λ ).
3.3. Conclusion
In this paper, we have examined DNS data for the Lagrangian velocity structure functions conditioned on the local
rate of dissipation of turbulence kinetic energy over a wide range of Reynolds numbers to seek direct evidence for
Reﬁned Similarity Hypothesis scaling in these turbulence statistics. We examined two regimes: the dissipation range,
where viscosity is important, and the inertial sub-range where, according to the fully Lagrangian theory, only the local
value of the dissipation rate ετ is important. We focused on testing the RSH predictions for the dependence on the
local dissipation rate, as set out in and Eqs. (9) and (10). In the dissipation sub-range we found clear evidence for RSH
scaling at large values of the dissipation rate, but strong departures from RSH scaling at very small values. However,
a detailed analysis of the dependence on Reynolds number of the results at small values of ετ suggests a trend to-
wards RSH scaling with increasing Reynolds number, but this RSH scaling can only be realized, if at all, at very high
Reynolds numbers, Rλ ≥ 105. Within the inertial sub-range, there is limited evidence for RSH scaling, but again there
is a trend towards more substantial scaling over a wider range of dissipation rates with increasing Reynolds number.
Our results suggest that RSH scaling may apply as an important theoretical constraint on the Lagrangian structure of
turbulence in the large Reynolds number limit, but that signiﬁcant corrections to the theory exist at practical values of
the Reynolds number.
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