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Abstract
In this article, we consider two subgroups A and A′ of GLn(q) containing a fixed unipotent
subgroup U , either of which may be identified with the group of all affine transformations of an
n− 1 dimensional affine space. We describe the restriction of an irreducible cuspidal module to the
subgroup A∩A′ of GLn(q) and prove that it is multiplicity-free.
 2004 Elsevier Inc. All rights reserved.
1. Finite general linear groups
Let Gn = GLn(q), the general linear group of degree n over a finite field Fq . Let Bn be
the group of upper triangular matrices (a Borel subgroup) and Hn the diagonal matrices.
For each i ∈ {1,2, . . . , n − 1}, define si be the permutation matrix corresponding to the
transposition (i i + 1). Let S = {si | 1 i  n− 1}. Then Wn = 〈S〉 is the Weyl group and
isomorphic to the symmetric group on {1,2, . . . , n}. We shall frequently identify elements
of Wn with the corresponding permutations.
Let {e1, e2, . . . , en} be an orthonormal basis for n-dimensional Euclidean space and let
W act on this space by permuting the ei . Write αi j = ei − ej . Then the set
Φ = {αij | i = j, 1 i, j  n}.
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I. Tulunay / Journal of Algebra 273 (2004) 60–87 61can be identified with the root system of W . Moreover, Φ+ = {αij ∈ Φ | i < j } (the
positive roots), Φ− = {αij ∈ Φ | i > j } (the negative roots), Π = {αij ∈ Φ | j = i + 1}
(the simple roots).
For each J ⊆ S, let WJ := 〈J 〉. Then (WJ ,J ) is a Coxeter system with simple roots
ΠJ = {αs | s ∈ J } and root system ΦJ =WJ (ΠJ ).
The subgroup Un = {(aij ) ∈ Bn | aii = 1} (upper unitriangular matrices) is a maximal
unipotent subgroup and Sylow p-subgroup of Gn. We have Bn = Un  Hn. For each
α = αij ∈Φ , define
xα(t)= xij (t)= In + teij
for any t ∈ Fq , where In is the identity matrix. The group Xα =Xij = {xij (t) | t ∈ Fq} is
the root subgroup corresponding to α. For any w ∈W ,
wxij (t)w
−1 = xw(i),w(j)(t). (1)
Furthermore, Un =∏1i<jn Xij .
2. Main result
From now on, assume that k,n ∈ Z+ with 0 k  n, Gk = GLk(q) and G=Gn.
For each k, define
Ak =
{
(aij ) ∈Gk | akk = 1, aki = 0, if 1 i  k − 1
}
,
A′k =
{(
a′ij
) ∈Gk | a′11 = 1, a′i1 = 0, if 2 i  k},
Ck =Ak ∩A′k.
Let A=An, A′ =A′n and C = Cn. Observe that
C =A∩A′ =


1 ∗ . . . ∗ ∗
0
...
0
Gn−2
∗
...
∗
0 0 . . . 0 1


. (2)
Throughout this paper, let θ :F+q → C∗ be a fixed nontrivial homomorphism. Let
U =Un. Define a linear character Ψ :U →C∗ by
Ψ
(
(uij )
)= θ( n−1∑uii+1).
i=1
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fundamental root subgroup Xii+1 is nontrivial. The induced character ΨG is called the
Gel’fand–Graev character of G. It is well-known that all the irreducible components of a
Gel’fand–Graev character occur with multiplicity 1 (see [2]).
For each w ∈W , we define l(w) to be the length of an expression of w as a product of
generators s ∈ S. Let wJ be the longest element of WJ = 〈J 〉 for each J ⊆ S. In particular,
wS is the longest element of W .
For each w ∈W , let
Neg(w)= {α ∈Φ+ |w(α) ∈Φ−},
Pos(w) = {α ∈Φ+ |w(α) ∈Φ+}.
For each w ∈W , we define the linear character Ψw :Uw →C by Ψw(u)= Ψ (wuw−1)
for all u ∈Uw =w−1Uw. Let Ψw be the restriction of Ψw to the subgroup Uw =U ∩Uw
of Uw . So for all α ∈ Uw =∏α∈Pos(w) Xα and t ∈ Fq ,
Ψw
(
xα(t)
)= {1 if w(α) ∈Φ+ \Π,
θ(t) if w(α) ∈Π. (3)
For each w ∈W , define
ew := 1|Uw|
∑
u∈Uw
Ψw
(
u−1
)
u. (4)
Then ew is a primitive idempotent in the group algebra of Uw affording Ψw .
Definition 2.1. For each k with 0  k  n − 1, we define the elements σk and σ ′k of the
Weyl group W of G by
σk =
{
s1s2 . . . sk if 1 k  n− 1,
1 if k = 0,
σ ′k =
{
sn−1sn−2 . . . sn−k if 1 k  n− 1,
1 if k = 0.
Note that σk ∈ 〈s1, s2, . . . , sn−2〉 ⊂ A and σ ′k ∈ 〈s2, s3, . . . , sn−1〉 ⊂ A′, for all 0  k 
n− 2.
For each k,n ∈ Z+ with 0 k  n define
dk(x)= (hij ) ∈Hn where hij =
{
1 if i = j = k
x if i = j = k
(
for all x ∈ F∗q
)
. (5)
Let Dk = {dk(x) ∈Hn | x ∈ F∗q }.
The following theorem gives a collection of some well-known facts about irreducible
cuspidal modules of G. The proof will be omitted. Further details can be found in [6].
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(i) M has a unique (up to scalars) vector b such that
u.b= Ψ (u)b
for all u ∈ U . Thus 〈b〉 is the unique CU -submodule of ResGU M affording Ψ .
(ii) The restriction to A of M is irreducible and is isomorphic to IndAU 〈b〉, the CA-module
induced from the CU -module 〈b〉.
(iii) dimGM = (q − 1)(q2 − 1) . . . (qn−1 − 1) (the number of cosets of U in A).
The main result of this paper is as follows:
Theorem 2.3. Let n  2 be any fixed integer. Let σk, σ ′k be as in Definition 2.1, b as in
Theorem 2.2 and C,ew, dk(x) as in Eqs. (2), (4) and (5).
(i) For k, l ∈ {0,1, . . . , n− 2} and x, y ∈ F∗q ,
HomCC
(
CCd1(x)eσ−1k
d1(x)
−1,CCdn(y)e(σ ′l )−1dn(y)
−1)= 0
unless k = l and xy = 1.
(ii) Let M be an irreducible cuspidal module of G. For each k with 0 k  n− 2 and for
each x ∈ F∗q ,
ResGC M ∼=
⊕
0kn−2
x∈F∗q
CCd1(x)σkb ∼=
⊕
0kn−2
x∈F∗q
CCdn
(
x−1
)
σ ′kb
and
CCd1(x)σkb ∼=CC CCdn
(
x−1
)
σ ′kb.
Furthermore CCd1(x)σkb is multiplicity-free, with irreducible components parame-
trized by the constituents of the Gel’fand–Graev representation of Gk .
Corollary 2.4. With above notation, ResGC M is multiplicity-free.
We give the proof of Theorem 2.3(i) in Section 4, using calculations with idempotents in
the group algebra of G, given in the next section. The proof of Theorem 2.3(ii), completed
in the last section proceeds by using Theorem 2.2(ii) introduced in Section 6, Mackey’s
formula for the restriction of an induced module to a subgroup and Clifford’s Theorem
for the decomposition of modules induced from normal subgroups. The remainder of this
paper is devoted to proving the details of this.
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For each n and k, define U(k,n)= {(uij ) ∈ Un | uij = δij ,1 i, j  k} and U ′(k, n)=
{(u′ij ) ∈Un | u′ij = δij , k  i, j  n}. Thus
U(k,n) =


Ik
∗
0
1
. . .
1


,
U ′(k, n)=


1
. . .
1
∗
0
In−k+1


.
Note that U(1, n)=U ′(n,n)=Un and U(n,n)=U ′(1, n)= {In}.
For each k,n ∈ Z+ with 0 k  n define
Tk,n =
{
(tij ) ∈ Un | tij = δij , j = k, 1 i, j  n
}
,
T ′k,n =
{(
t ′ij
) ∈ Un | t ′ij = δij , i = k, 1 i, j  n}.
Thus Tk,n is the product of the root subgroups Xik for i < k, and T ′k,n the product of the
root subgroups Xkj for j > k. For brevity we write U(k) = U(k,n), U ′(k) = U ′(k, n),
Tk = Tk,n and T ′k = T ′(k, n).
Definition 3.1. For any positive integer k with 1  k  n, we define linear characters
Ψk,n :U(k,n)→C∗ and Ψ ′k,n :U ′(k, n)→C∗ by
Ψk,n
(
(uij )
)= θ( n−1∑
i=k
uii+1
)
, Ψ ′k,n
((
u′ij
))= θ( k−1∑
i=1
u′ii+1
)
for all (uij ) ∈ U(k,n) and (u′ij ) ∈ U ′(k, n).
We make the convention that Ψn,n = Ψ ′1,n = 1 (the trivial character of the trivial group{In}).
Definition 3.2. Let k and n be positive integers such that 1 k  n and x ∈ F∗q . For each
x , k and n, we define linear characters
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by
xϕk,n
(
(tij )
)= θ(x−1t1k), xϕ′k,n((t ′ij ))= θ(xt ′kn),
for all (tij ) ∈ Tkn and (t ′ij ) ∈ T ′kn.
In the case x = 1 we write xϕk,n = ϕk,n and xϕ′k,n = ϕ′k,n. It can be verified that
d1(x)ϕk,n = xϕk,n, dn(x)ϕ′k,n = xϕ′k,n. (6)
Definition 3.3. Let m be a non-negative integer such that m+ k  n. Define an embedding
ηmk,n :Gk →Gn by
ηmk,n(g)=
(
Im 0
g
0 In−m−k
)
for all g ∈Gk .
We shall sometimes use notations such as Gmk,n for η
m
k,n(Gk),C
m
k,n for η
m
k,n(Ck),Ψk for
Ψk,n,Ψ
′
k for Ψ
′
k,n,
xϕk for xϕk,n and so on.
Let k,m ∈ Z be such that 0 k  k +m n. We define the following idempotents of
the subgroups ηmk,n(Uk)=Umk , U(k), U ′(k), Tk , T ′k of G:
[
Umk
] := 1|Umk |
∑
u∈Umk
Ψ
(
u−1
)
(u),
[
U(k)
] := 1|U(k)| ∑
u∈U(k)
Ψk
(
u−1
)
(u),
[
U ′(k)
] := 1|U ′(k)| ∑
u∈U ′(k)
Ψ ′k
(
u−1
)
(u), (7)
[Tk] := 1|Tk|
∑
t∈Tk
ϕk
(
t−1
)
(t),
[
T ′k
] := 1|T ′k|
∑
t∈T ′k
ϕ′k
(
t−1
)
(t).
Observe that for all x ∈ F∗q ,
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∑
t∈Tk
xϕk
(
t−1
)
(t),
dn(x)
[
T ′k
]
dn(x)
−1 = 1|T ′k|
∑
t∈T ′k
xϕ′k
(
t−1
)
(t).
For any x ∈ F∗q , x = 1, we write
[Tk]x = d1(x)[Tk]d1(x)−1,
[
T ′k
]
x
= dn(x)
[
T ′k
]
dn(x)
−1.
Let σk and σ ′k be as in Definition 2.1. It can be verified that
Neg
(
σ−1k
)= {α12, α13, . . . , α1 k+1}, (8)
Neg
((
σ ′k
)−1)= {αn−1n,αn−2n,αn−3n, . . . , αn−k n}. (9)
Lemma 3.4. For any k ∈ Z with 0 k  n− 2 and x ∈ F∗q , we have
d1(x)eσ−1k
d1(x)
−1 = [U(k + 2)][Tk+2]x[U1k ]= [U1k ][U(k + 2)][Tk+2]x. (10)
Proof. By (4),
e
σ−1k
= 1|U
σ−1k
|
∑
u∈U
σ−1
k
Ψ
σ−1k
(
u−1
)
u.
By (8),
U
σ−1k
=
∏
α∈Pos(σ−1k )
Xα
=


1 0 . . . 0 0 . . . 0
Uk
0 . . . 0
...
...
0 . . . 0
0
1 . . . 0
. . .
...
1


Ik+1
∗ . . . ∗
∗ . . . ∗
...
...
∗ . . . ∗
0
1 . . . ∗
. . .
...
1


.
Thus
U −1 =U(k + 1)U1k (11)σk
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U
σ−1k
=U ∩Uσ−1k =U(k + 2) Tk+2,nU1k .
For any (uij ) ∈ U(k + 2) Tk+2 U1k , we have
Ψ
(
σ−1k d1(x)
−1(uij )d1(x)σk
)= θ( k∑
i=2
ui,i+1
)
θ
(
x−1u1,k+2
)
θ
(
n−1∑
i=k+2
ui,i+1
)
(12)
since σ−1k (α1,k+2)= αk+1,k+2, σ−1k (αk+1,1)= αk,k+1, σ−1k (αi,i+1)= αi−1,i for 2 i  k
and σ−1k (αi,i+1)= αi,i+1 for k + 2 i  n− 1. ✷
With a similar argument together with the fact that
U(σ ′k)−1 =U
′(n− k)Un−k−1k , (13)
the following lemma can be proved.
Lemma 3.5. For any k ∈ Z with 0 k  n− 2, we have
dn(x)e(σ ′k)−1dn(x)
−1 = [U ′(n− k − 1)][T ′n−k−1]x[Un−k−1k ]
= [Un−k−1k ][U ′(n− k − 1)][T ′n−k−1]x .
Let Ω = S ∩C = {si | 2 i  n− 2} and WΩ =W ∩C = 〈Ω〉.
Lemma 3.6. Suppose that k, l ∈ {0,1, . . . , n−2}. For any w ∈WΩ , h ∈H and u1, u2 ∈U ,
we have
e
σ−1k
u1hwu2e(σ ′l )−1 = κeσ−1k hwe(σ ′l )−1
for some κ ∈C∗.
Proof. By (3) and (4), e
σ−1k
u1h= κ1eσ−1k hu
′
1, for some κ1 ∈C∗ and some u′1 ∈ UwSσ−1k =∏
α∈Neg(σ−1k ) Xα . If w ∈ WΩ and α ∈ Neg(σ
−1
k ) then by (8) we see that w−1(α) ∈ Φ+.
Hence w−1u′1w ∈ U and so
e
σ−1k
u1hwu2e(σ ′l )−1 = κ1eσ−1k hwu3e(σ ′l )−1 (14)
for some u3 ∈ U . By (3) and (4), we have u3e(σ ′l )−1 = κ2u′3e(σ ′l )−1 for some κ2 ∈ C∗ and
u′ ∈ Uw (σ ′)−1 =
∏
α∈Neg((σ ′)−1) Xα . Now since w ∈ WΩ and α ∈ Neg((σ ′)−1), by (8),3 S l l l
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w(α) ∈ Pos(σ−1k ). Thus
wu′3w−1 ∈
∏
γ∈Pos(σ−1k )
Xγ =Uσ−1k .
So e
σ−1k
hwu3e(σ ′l )−1 = κ ′eσ−1k hwe(σ ′l )−1 for some κ
′ ∈C∗, by (3) and (4). Combining this
with (14) gives the result. ✷
For each w ∈W , we define S(w)= {α ∈Φ+ |w(α) ∈Π}, the set of positive roots made
simple by w, and S′(w)= Pos(w) \ S(w). Clearly, Pos(w)= S(w) ∪ S′(w). For each root
α ∈Φ , we define Xα and X˜α to be respectively the idempotents of the trivial character of
Xα and the character xα(t)→ θ(t). It follows that for each w ∈W , the idempotent ew can
be written as ∏
α∈S ′(w)
β∈S(w)
XαX˜β. (15)
By the Chevalley Commutator Formula (see [4, (69.3) Proposition]),
[Xγ ,Xβ ] ⊆
∏
α∈S ′(w)
Xα
for each β,γ ∈ Pos(w). Consequently, the positions of X˜β factors in the above expression
can be varied arbitrarily. Hence
ewXα =Xαew = ew, (16)
ewX˜β = X˜βew = ew (17)
for all α ∈ S′(w) and β ∈ S(w).
The following lemma will be useful in proving Lemma 3.8 and can be proved by
induction on length of w.
Lemma 3.7. Let w ∈W . For any sequence α1, α2, . . . , αk of distinct positive roots,
Uw ∩ (Xα1Xα2 . . .Xαk )=Xβ1Xβ2 . . .Xβm
where β1, β2, . . . , βm is the subsequence of α1, α2, . . . , αk consisting of those αi such that
w(αi) is positive.
Lemma 3.8. Let w1,w2 ∈W . For any w ∈W , ew1wew2 = 0 if and only if
α ∈ S(w1)∩w
(
S(w2)
)
I. Tulunay / Journal of Algebra 273 (2004) 60–87 69whenever α ∈ Pos(w1)∩ Pos(w−1)∩ Pos(w2w−1). Equivalently, ew1wew2 = 0 if and only
if
β ∈ S(w2)∩w−1
(
S(w1)
)
whenever β ∈ Pos(w2) ∩ Pos(w) ∩ Pos(w1w).
Proof. For any w ∈ W , ew1wew2 = 0 if and only if Ψw1(u) = Ψw2(w−1uw) for all
u ∈ Uw1 ∩wUw2w−1. By Lemma 3.7, we have
Uw1 ∩wUw2w−1 =U ∩Uw1 ∩w
(
U ∩Uw2)w−1 =Uw1 ∩Uw−1 ∩Uw2w−1
=
∏
α∈Pos(w1)∩Pos(w−1)∩Pos(w2w−1)
Xα.
Hence ew1wew2 = 0 if and only if
Ψw1
(
xα(t)
)= Ψw2(w−1xα(t)w) for all t ∈ Fq (18)
for all α ∈ Pos(w1) ∩ Pos(w−1) ∩ Pos(w2w−1). The proof can be completed by using (1)
and (3). The second part can be proved in a similar fashion. ✷
Corollary 3.9. Let w1,w2 ∈ W . Then for any w ∈ W , ew1wew2 = 0 if there exists α ∈
S(w1) such that w−1(α) ∈ S′(w2) or if there exists β ∈ S(w2) such that w(β) ∈ S′(w1).
Lemma 3.10. Letw1,w2,w ∈W and h ∈H . Then ew1hwew2 = 0 if and only if ew1wew2 =
0 and h centralizes the root subgroup Xβ for all β ∈w(S(w2))∩ S(w1).
This lemma can be proved by arguments similar to those used in the proof of
Lemma 3.8.
By (8) and (9), we observe that
S
(
σ−1k
)= {α23, α34, . . . , αk k+1, α1 k+2, αk+2 k+3, . . . , αn−1n}, (19)
S
((
σ ′k
)−1)= {α12, . . . , αn−k−2n−k−1, αn−k−1n,αn−k n−k+1, . . . , αn−2n−1}. (20)
For each k ∈ Z with 0 k  n− 2, define a subset Γ k of the symmetric group Wn and
a subset ∆k of WΩ , by
Γ k = {w ∈Wn |w(1)= 1, w(n)= n, w(i)= k + i, 2 i  n− k − 1},
∆k =
{
w ∈WΩ | eσ−1k we(σ ′k)−1 = 0
}
.
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∆k ⊆ Γ k.
Furthermore, if 0 l  n− 2 and l = k then e
σ−1k
we(σ ′l )−1 = 0 for all w ∈WΩ .
Proof. Suppose that k, l ∈ {0,1, . . . , n − 2} and w ∈ WΩ with eσ−1k we(σ ′l )−1 = 0. Let
w ∈ Wn. Note that w(1) = 1 and w(n) = n, since w ∈ WΩ . We use induction on j to
show that w(j)= k+ j for all j ∈ {2,3, . . . , n− l− 1}. If l = n− 2, this is vacuously true.
By (20), α1k+2 ∈ S(σ−1k ). Then
w−1(α1k+2)= α1w−1(k+2) ∈Φ+,
and by (9), we see that α1w−1(k+2) /∈ Neg((σ ′l )−1). So we must have α1w−1(k+2) ∈
Pos((σ ′l )−1). Lemma 3.8 gives that α1w−1(k+2) ∈ S((σ ′l )−1). By (20), w−1(k + 2) = n if
l = n− 2, and w−1(k + 2)= 2 if l  n− 3. If l = n− 2 then k + 2 = w(n) = n, and so
k = n− 2 = l. If l  n− 3 then w(2)= k + 2.
Suppose now that l  n− 3, j ∈ {3,4, . . . , n − l − 1} and that w(m) = k +m for all
m ∈ {2,3, . . . , j −1}. In particular, k+ j −1=w(j −1) n−1 since w(n)= n. By (19),
αk+j−1k+j ∈ S(σ−1k ). Now
w−1(αk+j−1k+j )= αw−1(k+j−1)w−1(k+j) = αj−1w−1(k+j)
and j − 1 <w−1(k + j) since w−1(k + j) =w−1(1)= 1 and
w−1(k + j) /∈ {w−1(k + 2),w−1(k + 3), . . . ,w−1(k + j − 2)}= {2,3, . . . , j − 2}.
By (9), αj−1w(k+j) /∈ Neg((σ ′l )−1) as j − 1 < n− l − 2. So we must have αj−1w−1(k+j) ∈
Pos((σ ′l )−1). Lemma 3.8 gives that αj−1w−1(k+j) ∈ S((σ ′l )−1). Since j − 1 n− l − 2, it
follows from (20) that w−1(k+ j)= j , completing the induction. Since we have shown in
particular that n+k− l−1=w(n− l−1) =w(n)= n, it follows that n+k− l−1 n−1.
So k  l.
It remains to prove that l  k. Since l = n− 2, by (19), αn+k−l−1n+k−l ∈ S(σ−1k ), and
w−1(αn+k−l−1n+k−l )= αn−l−1w−1(n+k−l) ∈Φ+
since {1,2, . . . , n− l − 2} = {w−1(1)} ∪ {w−1(k + 2), . . . ,w−1(n+ k − l − 2)}. By (8),
we see that αn−l−1w−1(n+k−l) /∈ Neg((σ ′l )−1) and so by Lemma 3.8 αn−l−1w−1(n+k−l) ∈
S((σ ′l )−1). By (20), w(n+ k− l)= n. Hence n+ k− l = n, and so k = l, as required. ✷
For any k,m ∈ Z with 1 k  n− 2 and 0m n− k, define
Jm := {sm+1, sm+2, . . . , sm+k−1}.k
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ΠJmk = {αii+1 |m+ 1 i m+ k − 1},
ΦJmk
=WJmk (ΠJmk ), Φ+Jmk =Φ
+ ∩ΦJmk and Φ−Jmk =Φ
− ∩ΦJmk . Observe that[
Umk
]= ∏
α∈ΦJm
k
\ΠJm
k
β∈ΠJm
k
XαX˜β. (21)
We need the following elementary result in proving Lemma 3.13 (see page 262 of [2]).
Lemma 3.12. For each J ⊆ S let wJ be the element of maximal length in WJ . If w ∈W
satisfies w(ΠJ )⊆Π and w(Π \ΠJ )⊆Φ− (for some J ⊆ S), then w =wSwJ .
Lemma 3.13. Given k,m as above, define
Λmk :=
{
w ∈WJmk
∣∣ [Umk ]w[Umk ] = 0}.
Then
Λmk =
{
wJmk wJ | J ⊆ Jmk
}
where wJ is the longest element of WJ for any J ⊆ Jmk .
Proof. Let w ∈Λmk and define
Π(w)= {α ∈ΠJmk |w(α) ∈Φ+Jmk }.
Then Π(w)=ΠJ for some J ⊆ Jmk . If α ∈ΠJ then[
Umk
]
X˜w(α) =
[
Umk
]
wX˜α = 0
(since w ∈Λmk ), and since w(α) ∈Φ+Jmk it follows that w(α) ∈ΠJmk . Thus
ΠJ =
{
α ∈ΠJmk |w(α) ∈ΠJmk
}
.
It follows that
w(ΠJ )=
{
α ∈ΠJmk |w−1(α) ∈ΠJmk
}⊆ΠJmk ,
and so w(ΠJ )=ΠK for some K ⊆ Jmk . By the definition of Π(w), w(ΠJmk \ΠJ )⊆Φ−.
Thus
w(ΠJ )⊆ΠJm and w(ΠJm \ΠJ )⊆Φ−mk k Jk
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Conversely, let w ∈WJmk be such that w =wJmk wJ for some J ⊆ Jmk . Since wJ (ΠJ )={−α | α ∈ΠJ }, it follows that
wJ (ΠJ )=
{−wJmk (α) | α ∈ΠJ }⊆ {−wJmk (α) | α ∈ΠJmk }=ΠJmk ,
and so w(ΠJ )=ΠK where K ⊆ Jmk . Furthermore,
w
(
Φ+
Jmk
\ΦJ
)=Φ−
Jmk
\ΦK.
So Umk ∩ wUmk w−1 =
∏
α∈Φ+K Xα and the characters Ψ and
wΨ agree on this subgroup.
So [Umk ]w[Umk ] = 0. ✷
Let I (k) = J 1k = {s2, . . . , sk} and J (k) = J n−k−1k = {sn−k, . . . , sn−2}, for any k ∈ Z
with 1 k  n− 2. Note that I (1) and J (1) are empty. For each such k, define wk ∈WΩ
by
wk(j)=
{
k + j if 2 j  n− k − 1,
2+ j − n+ k if n− k  j  n− 1. (22)
Clearly, wk ∈ Γ k and wn−2 is the identity permutation. Also we have
w−1k (ΠI(k))=ΠJ(k). (23)
Let k ∈ Z be such that 1 k  n− 2. For each such k and each J ⊆ J (k), define
wk,J :=wkwJ(k)wJ .
Proposition 3.14. Let k ∈ Z with 1 k  n− 2. Then
∆k =
{
wk,J | J ⊆ J (k)
}
.
Proof. By Lemma 3.11, each w ∈∆k can be written as wkw′ for some w′ ∈WJ(k). Now
we claim that l(w)= l(wk)+ l(w′). In fact, wk is the unique element of minimal length in
the coset wWJ(k), because wk(ΠJ(k))⊆Φ+ by (23). Then we have by (21), (1) and (23),[
U1k
]
wk =wk
∏
α∈ΦJ(k)\ΠJ(k)
β∈ΠJ(k)
XαX˜β =wk
[
Un−k−1k
]
.
Lemmas 3.4 and 3.5 give that
e
σ−1k
wkw
′e(σ ′k)−1 =
[
U(k + 2)][Tk+2][U1k ]wkw′[U ′(n− k − 1)][T ′n−k−1][Un−k−1k ]
= [U(k + 2)][Tk+2]wk([Un−k−1k ]w′[Un−k−1k ])
× [U ′(n− k − 1)][T ′n−k−1].
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Conversely, suppose that w = wkw′, where w′ = wJ(k)wJ for some J ⊆ J (k). Note
that also w =w′′wk where w′′ =wI(k)wI for some I ⊆ I (k). Now using (8), (9) and (19),
we find that
Pos
(
σ−1k
)∩ Pos(w−1)∩ Pos((σ ′k)−1w−1)∩ S(σ−1k )
= {αk+2 k+3, . . . , αn−1n} ∪ I ∪ {α1k+2}.
Denote this set by I ′. Similarly,
w−1
(
Pos
(
σ−1k
)∩ Pos(w−1)∩ Pos((σ ′k)−1w−1))∩ S((σ ′k)−1)
= {α12, α23, . . . , αn−k−2n−k−1} ∪ J ∪ {αn−k−1n}.
Denote this set by J ′. Since w−1(I ′)= J ′, it follows from Lemma 3.8 that e
σ−1k
we(σ ′k)−1 =
0, and so w ∈Wk . ✷
Recall that for all n ∈ Z and k,m ∈ {0,1, . . . , n} with m+ k  n, Hmk = ηmk,n(Hk). Note
that
Hmk =
{
dm+1(y1) . . . dm+k(yk) | yi ∈ F∗q ,1 i  k
}=Dm+1Dm+2 . . .Dm+k,
by (5). For i, j, l ∈ {1,2, . . . , n}, j = n, yi, yl ∈ F∗q and t ∈ Fq , di(y−1i )xjj+1(t)dl(yl) =
xjj+1(t) holds for 
all yi, yl if i = j and l = j + 1,
yi = yi+1 if i = j and l = j + 1,
yi = 1 if i = j and l = j + 1,
yi+1 = 1 if i = j and l = j + 1.
(24)
Lemma 3.15. For each k ∈ Z with 1 k  n− 2 and each J ⊆ J (k), define
H(k,J ) := {h ∈D2D3 . . .Dn | eσ−1k hwk,J e(σ ′k)−1 = 0}.
Then
H(k,J )= {d2(y2)d3(y3) . . .dk+1(yk+1) | yi = yi+1 if αii+1 ∈wk,J (ΠJ ),
2 i  k
}
.
Proof. Lemma 3.10 gives that h ∈ H(k,J ) if and only if h centralizes Xα for all α ∈
S(σ−1k ) ∩wk,J (S((σ ′k)−1)). By (20) and Lemma 3.11, we have
wk,J
(
S
((
σ ′k
)−1))= {α1k+2, αk+2k+3, . . . , αn−2n−1, αn−1n} ∪wk,J (ΠJ(k)).
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wk,J (ΠJ )⊆wk(ΠJ(k))=ΠI(k), wk,J (ΠJ(k) \ΠJ )⊆Φ−,
by (23). Hence by (19), we obtain that
wk,J
(
S
((
σ ′k
)−1))∩ S(σ−1k )= {α1k+2, αk+2k+3, . . . , αn−2n−1, αn−1n} ∪wk,J (ΠJ ).
Let h = d2(y2)d3(y3) . . . dn(yn) ∈ H 1n−1 where yi ∈ F∗q for 2  i  n. For any t ∈ Fq ,
h−1x1k+2(t)h= x1k+2(t) if and only if yk+2 = 1 by (24). For k+ 2 i  n− 1,
h−1xii+1(t)h= xii+1(t)
if and only if yi = yi+1. For any αii+1 ∈ wkwJ(k)wJ (ΠJ ), h−1xii+1(t)h = xii+1(t) for
all t ∈ Fq if and only if yi = yi+1. Thus h ∈ H(k,J ) if and only if yi = yi+1 whenever
αii+1 ∈wk,J (ΠJ ) and yi = 1 for k + 2 i  n, as required. ✷
4. Proof of Theorem 2.3(i)
Note that d1(x)eσ−1k d1(x)
−1 and dn(y)e(σ ′l )−1dn(y)
−1 are idempotents in the group
algebra CC. By Lemma 26.7 [5], the space of homomorphisms between the left ideals
that they generate is isomorphic to
d1(x)eσ−1k
d1(x)
−1
CCdn(y)e(σ ′l )−1dn(y)
−1. (25)
By (2) and the Bruhat decomposition of GLn−2(q), each element of C can be written in
the form u1hwu2 where u1, u2 ∈U , h ∈D2D3 . . .Dn−1 and w ∈WΩ . Then the space (25)
is spanned by elements of the form
d1(x)eσ−1k
d1(x)
−1u1hwu2dn(y)e(σ ′l )−1dn(y)
−1
where u1, u2 ∈ U , h ∈ D2D3 . . .Dn−1 and w ∈WΩ . By Lemma 3.6, such an element is
nonzero if and only if
e
σ−1k
d1(x)
−1hwdn(y)e(σ ′l )−1 = 0.
Note that here w commutes with dn(y) since w ∈ WΩ . Multiplying through by
d1(x)d2(x) . . .dn(x) (which is central in G) and applying Lemma 3.11, Proposition 3.14
and Lemma 3.15 we see that the above element is nonzero only if l = k, w ∈Wk and
hd2(x)d3(x) . . .dn−1(x)dn(xy) ∈H(k,J )
for some J ⊆ J (k). Since this last condition implies that xy = 1, the result follows.
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The group G = Gn has a left action on V , the vector space of n-component column
vectors over Fq . If E is any affine hyperplane of V not containing the zero vector, the
subgroup
A= StabG(E)= {g ∈G | gE ⊆E} (26)
is called the affine subgroup of G determined by E. In particular, if E is the affine
hyperplane xn = 1 then A = A (= An). Similarly, G has a right action on the space of
n-component of row vectors over Fq . The setwise stabilizer of a hyperplane with respect
to this action will also be called an affine subgroup. In particular, A′ is the stabilizer of the
hyperplane {(1,∗, . . . ,∗)}. The analogue of Theorem 2.2 is valid in this setting. Moreover,
Part (ii) of Theorem 2.2 implies that IndA
U
〈b〉 and IndA′
U
〈b〉 are irreducible.
We write Y = 〈b〉. So Y affords Ψ . Following the terminology of [1], nonzero elements
of Y are called Bessel vectors. Note that YG affords the Gel’fand–Graev character of G.
For the case n = 1, G1 = F∗q and every irreducible module is 1-dimensional. We are
interested in irreducible cuspidal modules for n 2.
The above discussion gives the following corollary of Theorem 2.2.
Corollary 5.1. Let M be any irreducible cuspidal module. For a fixed n 2,
M|C ∼= YA|C ∼= YA′ |C.
Clearly, M|C is not irreducible (since ResAC IndAU 〈b〉 has a submodule IndCU 〈b〉). We are
interested in decomposing M|C .
Applying Mackey’s subgroup theorem to YA|C and YA′ |C gives the following two
decompositions of M|C
YA|C ∼=
⊕
a
(
aY |aU∩C
)C
and YA′ |C ∼=
⊕
a′
(
a′Y |a′U∩C
)C
, (27)
where a and a′ run through a set of double coset representatives of (C,U) in A and in A′,
respectively.
6. Double cosets
Lemma 6.1. For any fixed integer n 2, the following statements hold:
(i) G=⋃0kn−1A′D1σkU ,
(ii) G=⋃0kn−1ADnσ ′kU .
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W =
⋃
0kn−1
σ−1k 〈s2, s3, . . . , sn−1〉
since σ−1k 〈s2, s3, . . . , sn−1〉 consists of all permutation matrices where the first column has
1 in the (k+ 1)st row. Since A′ is generated by U , 〈s2, s3, . . . , sn−1〉 and D2D3 . . .Dn, the
Bruhat decomposition yields that
G=
⋃
0kn−1
Uσ−1k D1A
′.
Taking inverses on both sides gives part (i). Part (ii) can be proved similarly.
Lemma 6.2. For any fixed n 2, the set
DA(C,U)=
{
d1(x)σk | x ∈ F∗q , 0 k  n− 2
}
is a set of representatives of the (C,U)-double cosets in A and the set
DA′(C,U)=
{
dn(x)σ
′
k | x ∈ F∗q , 0 k  n− 2
}
is a set of representatives of the (C,U)-double cosets in A′.
Proof. Part (i) of Lemma 6.1 for the case n− 1 gives that
Gn−1,n := η0n−1n(Gn−1)=
⋃
0kn−2
x∈F∗q
A′n−1,nd1(x)σkUn−1,n
where n is any fixed positive integer with n 2. Take the semidirect product by Tn on both
sides. Observe that
C =


1 0 . . . 0 ∗
0
...
0
In−2
∗
...
∗
0 0 . . . 0 1





1 ∗ . . . ∗ 0
0
...
0
Gn−2
0
...
0
0 0 . . . 0 1


= Tn A′n−1, (28)
A= Tn Gn−1,n and U = Tn Un−1,n. Hence
A=
⋃
0kn−2
x∈F∗
Cd1(x)σkU.q
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(ii) of Lemma 6.1 for the case n− 1 and taking semidirect product by T ′1 gives that
A′ =
⋃
0kn−2
x∈F∗q
Cdn(x)σ
′
kU,
as required. ✷
Lemma 6.3. Let n 2 be fixed, x ∈ F∗q and k ∈ Z+. If 1 k  n− 2 then
d1(x)σkU ∩C =U(k + 1)U1k ,
dn(x)σ
′
kU ∩C =U ′(n− k)Un−k−1k ,
and if k = 0 then d1(x)U ∩C =dn(x) U ∩C =U .
Proof. First we observe that d1(x)σkU = σkU and dn(x)σ ′kU = σ ′kU for all x ∈ F∗q . Then
the case for k = 0 is obvious. Assume that k is an integer with 1  k  n − 2.
A straightforward argument using the decomposition of C into (U,U) double cosets
establishes that σkU ∩C = σkU ∩U . The result follows from (11). ✷
7. Decomposition
By Lemmas 6.2 and 6.3, (27) becomes
M|C ∼=
⊕
0kn−2
x∈F∗q
(
d1(x)σkY |U(k+1)U1k
)C ∼= ⊕
0kn−2
x∈F∗q
(
dn(x)σ
′
kY |
U ′(n−k)Un−k−1k
)C
. (29)
Now the next task is to decompose each summand appeared in the above decompositions
into irreducibles.
For each n  1 and k ∈ Z with 1  k  n, define Yk,n, Y ′k,n, Yk,n and Y
′
k,n to
be, respectively, a CU(k,n)-module affording Ψk,n, a CU ′(k, n)-module affording Ψ ′k,n,
a CTk,n-module affording ϕk,n and a CT ′k,n-module affording ϕ′k,n. We also write Yk for
Yk,n and similarly for the others.
For any fixed n 2 and positive integers k, l,m such that 1 k < l  n and m+ l  n,
the group U(k, l)ml = ηml,n(U(k, l)) is isomorphic to U(k, l) and we denote by
ηml,n(Yk,l)
the CU(k, l)ml -module obtained from the CU(k, l)-module Yk,l by transport of structure.
Similar notation will be used for the characters of these modules and the other modules
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sional.
The following proposition is a consequence of Clifford’s theorem on induction from
normal subgroups and can be found in Chapter 11 of [3].
Proposition 7.1. Let G =HK be the semidirect product of an abelian normal subgroup
H by a subgroup K of G. Let M be an irreducible CH-module and L = IK(M) the
inertia group ofM in K. Then the inertia group IG(M)=HL has an irreducible module
M˜ which, as an CH-module, is isomorphic to M and as an CL-module is trivial.
Furthermore,
IndGH(M)∼=
⊕
N
(dimN ) IndG
IG(M)
(N ⊗ M˜)
where N runs through a set of representatives of the isomorphism classes of irreducible
IG(M)/H-modules and each IndGIG(M)(N ⊗ M˜) is irreducible.
Lemma 7.2. Let n 2 be any fixed integer. Then
IndCTn(Yn−1)∼=
⊕
N
(dimN ) IndCTnCn−1
(
η0n−1,n(N )⊗ Y˜n−1
)
where N runs through a set of representatives of the isomorphism classes of irreducible
CCn−1-modules. For each such N ,
IndCTnCn−1
(
η0n−1,n(N )⊗ Y˜n−1
)
is irreducible. Similarly,
IndC
T ′1
(
Y ′2
)∼=⊕
N
(dimN ) IndC
T ′1C1n−1
(
η1n−1,n(N )⊗ Y˜ ′2
)
where C1n−1 = η1n−1,n(Cn−1) and N runs through a set of representatives of the
isomorphism classes of irreducible CC1n−1-modules. For each such N ,
IndC
T ′1C1n−1
(
η1n−1,nN ⊗ Y˜ ′2
)
is irreducible.
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of the abelian normal subgroup Tn by the group
A′n−1,n =


1 ∗ . . . ∗ 0
0
...
0
Gn−2
0
...
0
0 0 . . . 0 1


,
and also that the action on Yn−1 of the element
t =

1 0 . . . 0 t1n
0 1 . . . 0 t2n
...
...
. . .
...
...
0 0 . . . 1 tn−1n
0 0 . . . 0 1
 ∈ Tn
is determined solely by tn−1n. Thus the inertia group IA′n−1,n (Yn−1) consists of the elements
of A′n−1,n that preserve the sets {t ∈ Tn | tn−1n = λ} for all λ ∈ Fq . Hence
IA′
n−1,n (Yn−1)=


1 ∗ . . . ∗ ∗ 0
0
...
0
Gn−3
∗
...
∗
0
...
0
0 0 . . . 0 1 0
0 0 . . . 0 0 1


= η0n−1,n(Cn−1).
Similarly, it can be seen that IA1
n−1(Y
′
2) = η1n−1n(Cn−1) = C1n−1,n. Proposition 7.1
completes the proof. ✷
Lemma 7.3. Let k,n be positive integers such that 1 k  n. Then
IndCU(k,n)(Yk,n)∼=
⊕
N
(dimN ) IndCU(k,n)Ck,n
(
η0k,n(N )⊗ Y˜k,n
)
where N runs through a set of representatives of the isomorphism classes of irreducible
CCk-modules. For each such N ,
IndCU(k,n)Ck,n
(
η0k,n(N )⊗ Y˜k,n
)
is irreducible. Similarly,
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(
Y ′n−k,n
)∼=⊕
N
(dimN ) IndC
U ′(n−k,n)Cn−k−1k,n
(
ηn−k−1k,n (N )⊗ Y˜ ′n−k,n
)
where N runs through a set of representatives of the isomorphism classes of irreducible
CCk-modules. For each such N ,
IndC
U ′(n−k,n)Cn−k−1k,n
(
ηn−k−1k,n (N )⊗ Y˜ ′n−k,n
)
is irreducible.
Proof. The proof is by induction on n. The case n= 1 is trivially true. The case k = n 1
is also true as U(n,n)= {In} and IndCU(k,n)(Yk,n) is the regular module for C.
Proceeding inductively, suppose now that n > 1 and k  n − 1. By the inductive
hypothesis,
IndCn−1U(k,n−1)(Yk,n−1)∼=
⊕
N
(dimN ) IndCn−1U(k,n−1)Ck,n−1
(
η0k,n−1(N )⊗ Y˜k,n−1
) (30)
where the summands on the right-hand side are irreducible. By Lemma 7.2, the map from
CCn−1-modules to CC-modules given by
M→ IndCTnCn−1,n
(
η0n−1,n(M)⊗ Y˜n−1
) (31)
preserves irreducibility. Note that, in this formula, Tn acts trivially on η0n−1,n(M); in other
words, η0n−1,n(M) is the C(Tn  Cn−1,n)-module obtained from M by lifting through
the map Tn  Cn−1n → Cn−1. Our desired conclusion will follow by applying the map
(31) to both sides of (30). The preimage of U(k,n − 1) ⊆ Cn−1 in Tn  Cn−1,n is
U(k,n)= Tn U(k,n− 1); so
η0n−1,n
(
IndCn−1U(k,n−1)(Yk,n−1)
)∼= IndTnCn−1,nU(k,n) (Y ∗k,n−1)
where Y ∗k,n−1 is Yk,n−1 lifted to U(k,n) via the map U(k,n)→ U(k,n− 1). Now
IndTnCn−1,nU(k,n)
(
Y ∗k,n−1
)⊗ Y˜n−1 ∼= IndTnCn−1,nU(k,n) (Y ∗k,n−1 ⊗ (Y˜n−1|U(k,n)))
∼= IndTnCn−1,nU(k,n) (Yk,n).
Thus applying the map (31) to the left-hand side of (30) gives
IndCTnCn−1,n
(
IndTnCn−1,nU(k,n) (Yk,n)
)∼= IndCU(k,n)(Yk,n).
Turning now to the right-hand side of (30), we observe that the preimage of U(k,n− 1)
Ck,n−1 in Tn Cn−1n is U(k,n)Ck,n and so
η0
(
IndCn−1
(
η0 (N )⊗ Y˜k,n−1
))∼= IndTnCn−1,n (η0 (N )⊗ Y˜ ∗k,n−1)n−1,n U(k,n−1)Ck,n−1 k,n−1 U(k,n)Ck,n k,n−1
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1)Ck,n−1. Now since
IndTnCn−1,n
U(k,n)Ck,n
(
η0k,n(N )⊗ Y˜ ∗k,n−1
)⊗ Y˜n−1
∼= IndTnCn−1,nU(k,n)Ck,n
(
η0k,n(N )⊗ Y˜ ∗k,n−1 ⊗
(
Y˜n−1|U(k,n)Ck,n
))
∼= IndTnCn−1,nU(k,n)Ck,n
(
η0k,n(N )⊗ Y˜k,n
)
,
it follows that applying the map (31) to the right-hand side of (30) gives⊕
N
(dimN ) IndCU(k,n)Ck,n
(
η0k,n(N )⊗ Y˜k,n
)
with all summands irreducible, as desired.
The second part can be proved by using the second part of Lemma 7.2 and adopting the
same method as above. ✷
Lemma 7.4. Let n 2 be any fixed integer and x ∈ F∗q . Then
IndCTn
(
xYn
)∼=⊕
N
(dimN ) IndC
TnG
1
n−2
(
η1n−2,n(N )⊗ xY˜n
)
where N runs through a set of representatives of the isomorphism classes of irreducible
CGn−2-modules. For each such N ,
IndC
TnG
1
n−2
(
η1n−2,n(N )⊗ xY˜n
)
is irreducible. Similarly,
IndC
T ′1
(
xY ′1
)∼=⊕
N
(dimN ) IndC
T ′1G1n−2
(
η1n−2,n(N )⊗ x Y˜ ′1
)
where N runs through a set of representatives of the isomorphism classes of irreducible
CGn−2-modules. For each such N ,
IndC
TnG
1
n−2
(
η1n−2,n(N )⊗ xY˜ ′1
)
is irreducible.
Proof. By (28), the inertia group IC(xYn)= TnG1n−2. Also IC(xY ′1 )= T ′1G1n−2. This
implies that
IA′
n−1
(
xYn
)= IC(xYn)∩A′n−1 =G1n−2,
IA1
(
xY ′1
) = IC(xY ′1)∩A1n−1 =G1n−1.
n−1
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Let k,n ∈ Z with 1 k  n− 2 and let x ∈ F∗q . By (12)
d1(x)σkΨ |U(k+2)Tk+2,nU1k =
η1kΨ1,k
xϕk+2,nΨk+2,n.
The three factors on the right-hand side of this equation can all be regarded as characters
of U(k + 2)  Tk+2,n  U1k . For η1k(Ψ1,k) this is accomplished via the homomorphism
U(k + 2) Tk+2,n U1k → U1k . The character Ψk+2,n of U(k + 2) is invariant under the
action of Tk+2,nU1k , and hence extends by Proposition 7.1. In the notation of Lemma 7.3,
this character is afforded by the restriction of the C(U(k + 2)  Ck+2)-module Y˜k+2,n.
Similarly, the homomorphism U(k + 1) = U(k + 2) Tk+2,n → Tk+2,n lifts xϕk+2,n to
a character of U(k + 1) which is invariant under the action of G1k . The corresponding
C(U(k + 1)  G1k)-module will be denoted by xY˜k+2,n (in agreement with the notation
adopted in Lemma 7.4 for the case k = n− 2).
The above discussion has proved the following result.
Lemma 7.5. For a fixed n 2, for any x ∈ F∗q and any k ∈ Z with 0 k  n− 2,
d1(x)σkY |U(k+1)U1k ∼= η
1
k(Y1,k)⊗
(
x Y˜k+2,n|U(k+1)U1k
)⊗ (Y˜k+2,n|U(k+1)U1k )
where the module x Y˜k+2 is isomorphic to xYk+2 as CTk+2-module and is trivial
as C(U(k + 2)  U1k )-module; similarly, the module Y˜k+2 is isomorphic to Yk+2 as
CU(k + 2)-module and is trivial as C(Tk+2 U1k )-module.
With similar arguments the following result can be proved.
Lemma 7.6. Let n 2 be any fixed integer. For any x ∈ F∗q and any k ∈ {0,1, . . .n− 2},
dn(x)σ
′
kY |
U ′(n−k)Un−k−1k
∼= ηn−k−1k (Y1,k)⊗
(
x Y˜ ′n−k−1,n|U ′(n−k)Un−k−1k
)
⊗ (Y˜ ′n−k−2,n|U ′(n−k)Un−k−1k )
where xY˜ ′n−k−1 is isomorphic to xY ′n−k−1 as CT ′n−k−1-module and is trivial as C(U ′(n−
k− 2)Un−k−1k )-module; similarly, Y˜ ′n−k−2 is isomorphic to Y ′n−k−2 as CU ′(n− k− 2)-
module and is trivial as C (T ′n−k−1  U
n−k−1
k )-module.
Note that for any x1, x2, . . . , xn ∈ F∗q(
d1(x1)d2(x2)...dn(xn)Y
)G ∼=CG YG
as di(xi) normalizes U for all 1 i  n.
The following proposition is the key result in proving Theorem 2.3(ii).
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have
IndC
U(k+1)U1k
(
Res
d1(x)σkU
U(k+1)U1k
(
d1(x)σkY
))
∼=
⊕
N
IndC
U(k+1)G1k
(
η1k,n(N )⊗ x Y˜k+2,n ⊗ Y˜k+2,n
)
where N runs through a set of representatives of the isomorphism classes of irreducible
components of the Gel’fand–Graev module YGk1,k for Gk . Furthermore, the summands on
the right hand side are all irreducible. Similarly,
IndC
U ′(n−k)Un−k−1k
(
Res
dn(x)σ
′
kU
U ′(n−k)Un−k−1k
(
dn(x)σ
′
kY
))
∼=
⊕
N
IndC
U ′(n−k)Gn−k−1k
(
ηn−k−1k,n (N )⊗ x Y˜ ′n−k−1,n ⊗ Y˜ ′n−k−2,n
)
where N runs through a set of representatives of the isomorphism classes of irreducible
components of the Gel’fand–Graev module YGk1,k for Gk , the summands on the right-hand
side being irreducible.
Proof. Assume that k,n ∈ Z with 0  k  n − 2. For brevity we shall employ the
exponential notation for induction, writing YGk1,k for Ind
Gk
Uk
(Y1,k), and so on. Let
Y
Gk
1,k
∼=
⊕
N
N (32)
be the decomposition of YGk1,k into irreducibles. Each irreducible component of Y
Gk
1,k occurs
with multiplicity 1 as the Gel’fand–Graev character is multiplicity free (see [2]). Let
x ∈ F∗q . Applying the embedding η1k,k+2 :Gk → Gk+2, tensoring both sides of (32) by
xY˜k+2,k+2 and then inducing to Ck+2 gives(
η1k,k+2
(
Y
Gk
1,k
)⊗ xY˜k+2,k+2)Ck+2 ∼=⊕
N
(
η1k,k+2(N )⊗ xY˜k+2,k+2
)Ck+2 . (33)
Applying Lemma 7.4 for n= k+ 2 implies that each term on the right-hand side of (33) is
irreducible. By the transitivity of induction, the left-hand side of (33) is equal to(
η1k,k+2(Y1,k)⊗
(
xY˜k+2,k+2|Tk+2,k+2U1k,k+2
))Ck+2 .
By applying the embedding η0k+2,n :Gk+2 →Gn to (33), we obtain(
η1k,n(Y1,k)⊗ xY˜k+2,n|Tk+2,nU1k,n
)Ck+2,n ∼=⊕(η1k,n(N )⊗ xY˜k+2,n)Ck+2,n . (34)N
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((
η1k,n(Y1,k)⊗ xY˜k+2,n|Tk+2,nU1k,n
)Ck+2,n ⊗ Y˜k+2,n)C
∼=
(⊕
N
(
η1k,n(N )⊗ x Y˜k+2,n
)Ck+2,n ⊗ Y˜k+2,n)C.
It follows that
(
η1k,n(Y1,k)⊗ xY˜k+2,n|U(k+2)Tk+2,nU1k,n ⊗ Y˜k+2,n|U(k+2)Tk+2,nU1k,n
)C
∼=
⊕
N
(
η1k,n(N )⊗ x Y˜k+2,n⊗ Y˜k+2,n
)C
. (35)
Lemma 7.3 implies that, for each such N ,
((
η1k,n(N )⊗ x Y˜k+2,n
)⊗ Y˜k+2,n)C
is irreducible. By Lemma 7.5, the left hand side of (35) is equal to
(
d1(x)σkY |U(k+1)U1k
)C
.
This completes the proof of the first part of the proposition.
In a similar way, the second part can be proven by using Lemma 7.6 instead of
Lemma 7.5. ✷
Lemma 7.8. Let k ∈ Z with 0  k  n − 2. Let N be an irreducible component of the
Gel’fand–Graev module YGk1,k . Then
(
η1k,n(N )⊗ x Y˜k+2,n ⊗ Y˜k+2,n
)C ∼= (ηn−k−1k,n (N )⊗ x−1Y˜ ′n−k−1,n ⊗ Y˜ ′n−k−2,n)C.
Proof. Let ρ be the character ofGk afforded byN . Then η1k,n(N )⊗xY˜k+2,n⊗ Y˜k+2,n affords
the character
λ1,k,x := η1k(ρ)xϕk+2,nΨk+2,n
and ηn−k−1k,n (N )⊗ x
−1Y˜ ′
n−k−1,n ⊗ Y˜ ′n−k−2,n affords the character
λ2,k,x−1 := ηn−k−1(ρ)x
−1
ϕn−k−1,nΨn−k−1,n.k
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C
2,k,x−1 are irreducible. Hence λ
C
1,k,x = λC2,k,x−1 if
(λC1,k,x, λ
C
2,k,x−1) > 0. By Intertwining Number Theorem [3, Section 10.24], we have that
(λC1,k,x, λ
C
2,k,x−1) > 0 if and only if there exists c ∈ C such that(
λ1,k,x,
c λ2,k,x−1
)∣∣
U(k+1)G1k∩c
(
U ′(n−k)Gn−k−1k
) = 0.
Now define
I (k, x) :=

1 0
Ik
xIn−k−2
0 1

for each x ∈ F∗q . For simplicity, let
Lk =U(k + 1)G1k ∩ I (k,x
−1)(U ′(n− k)Gn−k−1k ).
By a straight forward calculation, it can be seen that
Lk =


1 0 . . . 0 l1,k+2 ∗ . . . . . . ∗ ∗
g
0
...
0
0 . . . . . . 0
...
...
0 . . . . . . 0
0
...
0
1 lk+2,k+3 . . . ∗
. . .
...
ln−2,n−1
∗
...
∗
1 ln−1,n
0 1

| g ∈Gk

and
λ1,k,x |Lk = I (k,x
−1)λ2,k,x−1|Lk . ✷
8. Proof of Theorem 2.3(ii)
Let M be any irreducible cuspidal module of G. By Proposition 7.7, (29) becomes
M|C ∼=
⊕
0kn−2
x∈F∗q
(⊕
N
(
η1k,n(N )⊗ xY˜k+2,n ⊗ Y˜k+2,n
)C)
∼=
⊕
0kn−2
x∈F∗
(⊕
N
(
ηn−k−1k,n (N )⊗ xY˜ ′n−k−1,n ⊗ Y˜ ′n−k−2,n
)C)
q
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component of the Gel’fand–Graev module YGk1,k of Gk and the summands are all
irreducible. By Lemma 7.8,
⊕
N
(
η1k,n(N )⊗ x Y˜k+2,n⊗ Y˜k+2,n
)C ∼=CC ⊕
N
(
ηn−k−1k,n (N )⊗ x
−1Y˜ ′n−k−1,n ⊗ Y˜ ′n−k−2,n
)C
,
for each k ∈ Z with 0 k  n− 2 and each x ∈ F∗q .
Therefore, it follows that for each k ∈ Z, 0 k  n− 2,
(
d1(x)σkY |U(k+1)U1k
)C ∼= (dn(x−1)σ ′kY |U ′(n−k)Un−k−1k )C.
As Y = 〈b〉 =Cb, we have
(
d1(x)σkY |U(k+1)U1k
)C ∼=CC CCd1(x)σkb,(
dn(x
−1)σ ′kY |
U ′(n−k)Un−k−1k
)C ∼=CC CCdn(x−1)σ ′kb
for all x ∈ F∗q and k ∈ Z with 0 k  n− 2. Thus
M|C ∼=
⊕
0kn−2
x∈F∗q
CCd1(x)σkb∼=
⊕
0kn−2
x∈F∗q
CCdn
(
x−1
)
σ ′kb,
and
CCd1(x)σkb∼=CC CCdn
(
x−1
)
σ ′kb,
as required.
9. Proof of Corollary 2.4
Since right multiplication by σkb maps CCd1(x)eσ−1k d1(x)
−1 to CCd1(x)σkb =
CCd1(x)eσ−1k
σkb, it is clear that CCd1(x)σkb is a homomorphic image of the space
CCd1(x)eσ−1k
d1(x)−1 (in fact, this map is isomorphic). Hence Theorem 2.3(i) gives
that the irreducible components of CCd1(x)σkb and those of CCdn(y)σ ′l b are pairwise
non-isomorphic unless l = k and y = x−1. So by Theorem 2.3 it follows that M|C is
multiplicity-free. Consequently, the isomorphism signs in the statement of Theorem 2.3
can be replaced by equalities.
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