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Abstract
We describe methods for the numerical calculation of integrals with veriﬁed error bounds. The problems range from integration
over an interval to integration of parameter-dependent integrands over the whole d-variate space. It is argued, why we use bounds
for the integrands in the complex plane as a tool for bounding the error in our own integration software.
© 2006 Elsevier B.V. All rights reserved.
1. Introduction
We consider basic problems of numerical integration with result veriﬁcation:
• integration over bounded intervals;
• integration over the whole real line;
• integration over d-dimensional bounded boxes;
• integration over the d-dimensional space;
• parameter-dependent integrands.
If we want to solve one of these problems, it does not sufﬁce to observe only function values of the integrand. We
also need some kind of global information, called co-observation, which allows the error estimation for a numerical
integration method. The classical approach is to use bounds for derivatives of the integrand, which are usually derived
from automatic differentiation combined with interval arithmetic (e.g. [6] or [7]). Another proposal are bounds for the
function in the complex plane as co-observations (see [10]). The method to obtain them is to apply complex interval
arithmetic. Of course, it cannot be proved that one of the mentioned error estimation methods is superior. However, we
will present some arguments for using bounds in the complex plane.
Before we go into detail, let us mention that any software that uses ﬂoating point arithmetic or functions for evaluating
the integrand only can be fooled. For QUADPACK [26], THE standard package for numerical integration, this can,
e.g., be done with
I1 :=
∫ 
0
5 sin x + (9x − 4)(9x − 8)(3x − 4)(9x − 10)(− 2x)
1 + (90x − 110)4 dx.
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Requesting the result with a precision of 10−8, the QUADPACK routine dqags returns 9.9998477865612, while
asking for accuracy 10−13, we obtain 9.8806414386056. Another example is “the non-existing integral”
I2 :=
∫ 10
0
(5 − x)(3 − x)
4 − x dx,
where dqags with requested precision of 10−12 yields −9.59453489189222. An error estimate −1.12 . . . · 10−12 is
also provided, but there is no warning that the integrand might not be integrable. (The calculated number is a good
approximation for the Cauchy principal value, for which we did not ask.) Our last example is
I3 :=
∫ ∞
−∞
e−4x2 − e−4(x−15.5)2 dx (= 0) (1)
for which the QUADPACK procedure for integration over the real line, dqagi, yields 0.886226925452. Of course,
this list of problematic examples can be arbitrarily extended. The reason is not that QUADPACK is no good ﬂoating
point software. In fact, it is part of major numerical libraries and is well regarded for its quality. The deﬁciency is
common to all packages solely based on standard ﬂoating point operations.
The main tool to overcome such problems is to use rigorous error bounds for quadrature formulas which can be
derived with quadrature theory, interval arithmetic and possibly additional techniques (see, e.g. [16]). The purpose of
this paper is to comment on known methods and to add some new ones.
Our programs that are the base for the discussion in the following sections are written in FILIB, a C++ interval library
(see [14]) because part of the work was done together withArnold Neumaier in the framework of the COCONUT project
of the European Community.
2. Quadrature formulas and error estimation
The basic ingredient for all presented methods is the decomposition
I [f ] :=
∫ 

f (x) dx = Qn[f ] + Rn[f ], Qn[f ] =
n∑
=1
af (x).
Qn is called a quadrature formula, and Rn is the error functional corresponding to Qn. The centre of quadrature theory
is to determine bounds for Rn under the assumption of certain co-observations, and to ﬁnd quadrature formulas for
which these bounds are particularly close to zero. Our integrands are assumed to be given as a computer program. This
means that we usually have smooth (analytic) integrands or integrands with a ﬁnite number of singularities (if they are
built from the absolute value or roots of absolute values or minima or maxima or with if ... then ... else
structures, etc.). Hence, we need quadrature formulas which are good for smooth functions and (possibly different)
quadrature formulas, which are good for problematic functions. The Gaussian quadrature formulas are known to be
particularly good for smooth (e.g., analytic) functions (see [22]), while the midpoint formulas are optimal in Lipschitz
classes of integrands (cf. [2, p. 133]).
Typical error bounds for the midpoint formula
QMin [f ] =
− 
n
n∑
=1
f
(
+ 2− 1
2n
(− )
)
are
|RMin [f ]|
(− )2
4n
‖f ′‖∞ and |RMin [f ]|
(− )3
24n2
‖f ′′‖∞.
The Gaussian formula, QGn , is deﬁned uniquely by RGn [P2n−1] = {0}. Its classical error estimate is
|RGn [f ]|
(− )2n+1(n + 1)
n(2n + 1) ·
n!4
(2n)!3 ‖f
(2n)‖∞
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Table 1
Classical error bound for f = f1/4
n 1 2 4 8 16 32
|RGn [f ]| 171 729 12174 3.2 · 106 2.2 · 1012 9.3 · 1020
[15]. There can be surprising effects when applying this estimate. Consider the function
fd(x) := (d2 + x2)−1, x ∈ [−1, 1].
fd is analytic, and it is known that the sequence of Gaussian formulas with increasing numbers of nodes converges
rapidly to the integral over fd . A good error estimate should reﬂect this fact. Choosing d = 14 and applying the error
bound (the maximum of |f (2n)d | can be calculated explicitly), we obtain Table 1.
We may show analytically that the situation becomes worse if we increase n further and that this increase of the error
bound happens whenever d < 12 (see [3]). However, there are alternatives to the classical error bound:
1. Brass and Petras [5]: Let f ∈ Cs[, ] with 2<s2n. Then,
|RGn [f ]|
(− )s+1
2s
· 21
4(s − 1)1/4 ·
(2n − s)!
(2n)! · ‖f
(s)‖∞.
In particular for ﬁxed s, the error bound is O(n−s). Bounds involving lower-order derivatives are (see [19,20])
|RGn [f ]|
(− )2
32n
· ‖f ′‖∞, |RGn [f ]|
(− )3√32
324n2
· ‖f ′′‖∞.
2. See Petras [21]: Let f be analytic and bounded in the interior Er ⊂ C of the ellipse with foci ,  and with sum of
the lengths of its axes equal to (− )r . Then,
|RGn [f ]|
(
1 + 6
r4
)(
1 + 1.5
n
)
· (− )
2 r2n
· sup
z∈Er
|f (z)|. (2)
Once we have calculated a bound for a derivative on the interval of integration or for the function on an ellipse around the
interval of integration, the derived error bounds converge to zero (polynomially in the case of derivatives, exponentially
for bounds in the complex plane).
As mentioned in the Introduction, it cannot be known in advance which of the available bounds is the smallest. Trying
to calculate both types of bounds and always choosing the best one may be costly, since we have to calculate bounds for
the derivatives as well as for the function in the complex plane. We decide for taking bounds in the complex plane. This
decision is supported by considering parameter-dependent integrands (see Section 7). Validated integration for a whole
range of parameter(s) requires information which is not only global with respect to the variables of integration, but also
with respect to the parameter(s). Hence, a parameter in a whole range is represented by an interval when calculating
this global information. The application of automatic differentiation to calculate bounds for derivatives means that the
parameter interval usually enters in every differentiation step, so the uncertainty propagates often. On the other hand,
if an expression is given and has to be evaluated with complex interval arithmetic, then the parameter interval appears
in the calculation exactly as often as it appears in the function term.
Example 1. To illustrate the difference between estimation with automatic differentiation and with complex interval
arithmetic, we apply both to the integrand
f (x; a, b) = 1
a + ebx , a ∈ [0, 2], b ∈ [−2, 2],
where x is the variable of integration, and a and b are parameters. For each parameter combination, the classical
error bound for the Gaussian formula shows rapid convergence. For x ∈ [0, 1], the classical formulas of automatic
differentiation combined with interval arithmetic, however, yield the values given in Table 2.
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Table 2
Classical error bound for parameter-dependent integrand f (x; a, b)
n 1 2 4 8 16 32
|RGn [f ]| 1480 3.2 · 107 7.3 · 1012 2.5 · 1024 2.8 · 1047 3.4 · 1093
On the other hand, we may draw a rectangle around E2 and apply a rectangular complex interval arithmetic, yielding
|RGn [f ]|7853 · 4−n.
Hence, having also potential applications to parameter-dependent integrands in mind, we take (rectangular) complex
interval arithmetic to bound the function in the complex plane in our programs.
3. Integration over a bounded interval
This is the classical (and the simplest) problem in veriﬁed numerical integration. The algorithm is rather obvious:
adaptively bisect the interval of integration until a certain accuracy can be attained on each subinterval with one of
the given quadrature formulas. If we have any of the above co-observations, we can always ﬁnd a Gaussian formula
with number of nodes large enough to meet the accuracy requirement. Since further bisection usually tightens bounds
calculated by interval arithmetic, it is often superior to bisect until a certain bound for the number of nodes on each
subinterval is reached. Of course, we are not restricted to bisection. We could also take trisection or any other subdivision
strategy.
Next, we can distribute the accuracy requirement for the whole interval of integration onto the subintervals. A simple
strategy is to satisfy
k
k − k
= 
−  ,
where [k, k] ⊂ [, ] is the subinterval under consideration,  is the error criterion for the whole interval [, ] of
integration, and k is the error criterion for integration over the subinterval [k, k].
There is a great arbitrariness of choosing an algorithm and we cannot prove superiority among algorithms. We can
prove that the Gaussian quadrature formula is a good choice for integrating smooth functions (see [4,22]).
According to the philosophy: the integrand is either smooth (e.g., analytic) on a subinterval or it has none, only
one, or only few derivatives, we calculate bounds for the function on ellipses (or, using rectangular complex interval
arithmetic, on rectangles) as well as for the function and its ﬁrst derivative on the current subinterval. If the function is
smooth, we apply a Gaussian formula. If it is not, we use a midpoint formula.
Several authors have implemented veriﬁcation methods for integration over bounded intervals (e.g. [11,7,10]), and
it is not very difﬁcult to write our own version. Let us call it VeNIA (Veriﬁed Numerical Integretion using Analyticity).
For our implementation from Petras [24], rewritten for the FILIB library (instead of PASCAL-XSC), we considered
the test examples from QUADPACK as well as some irregularly oscillating functions. There is no big change in the
computing times from the old to VeNIA. Nevertheless, we will list the results here, because we want to focus on one
additional point, namely the computation time that was spent for the application of the quadrature formulas, i.e., not
for the error estimation.
In Table 3, we consider the test functions from the QUADPACK book [26]. The parameter a varies, and all ﬁgures
in the second and third columns are with respect to the total parameter set. In the second column, we list the total
computation time in milliseconds and, in parentheses, the number of function evaluations used. The third columns
additionally contains (in square brackets) the time that is used for application of the quadrature formulas. The table
shows that we often have fewer function evaluations for veriﬁed integration rather than for approximate integration.
Nevertheless, these interval function evaluations take much longer than the larger number of ﬂoating point function
evaluation. Hence, there seems to be little chance to be faster than approximate quadrature.
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Table 3
“QUADPACK” test functions (with special QUADPACK routines)
Type QUADPACK VeNIA∫ 1
0
4−a dx
(x−/4)2+16−a 1.5 29.4 [9.3]
(11895) (6497)∫ 
0 cos(2
a sin x) dx 2.4 7.4 [4.2]
(10919) (1932)∫ 1
0 e
20x−20 sin(2ax) dx 2.2 15.7 [5.2]
(8357) (2627)∫ b
0 x
2 exp(−2−ax) dx 0.16 3.1 [0.9]
(366) (487)
Table 4
More problematic test functions (irregularly oscillating)
Integral QUADPACK VeNIA∫ 40
0 e
x sin x2 dx 2.8 3.3 [2.5]
(7665) (1107)∫ 10
0 sin e
x dx 156 21.4 [18.5]
(121821) (9732)
However, things may change if we come to more problematic functions (Table 4). In Section 1, we already mentioned
functions that QUADPACK was not able to integrate accurately. Next, we show that there are functions for which
QUADPACK requires a longer computation than our validating package VeNIA (cf. [24]):
4. Integration over unbounded intervals
In this case, simple interval arithmetic is not sufﬁcient for the enclosure of an integral. Knowing f (x) ∈ [0, 10−100]
for x0, we do not know anything about
∫∞
0 f (x) dx. On the other hand, knowing the integrability of f over bounded
intervals and that f is between two integrable functions if the argument is large enough, we have integrability and might
compute some bound for the integral. Proving that f is between two integrable functions may be arbitrarily difﬁcult,
even for Computer Algebra packages. Using some arithmetic based only on simple ﬂoating point operations, we can
hope at least that we can prove it for certain types of functions. The purpose of such arithmetic is to determine m and
M with∣∣∣∣∫ m−∞ f (x) dx +
∫ ∞
M
f (x) dx
∣∣∣∣  2 , (3)
such that we can calculate
∫M
m
f (x) dx with the methods from Section 3. Therefore, we try to ﬁnd “intervals [{a, b, c, d},
{A,B,C,D}, t]” meaning
f ∈ [{a, b, c, d}, {A,B,C,D}, t] ⇔ axbecxd f (x)AxBeCxD for x t .
An arithmetic for this kind of intervals has been implemented for the standard operations, roots, logarithms, the
exponential and the sine function. Not even the addition can be discussed here, because too many case distinctions are
necessary. An arithmetic that does not allow arbitrary powers in the exponential function had already been discussed
by Eiermann [9].
The values m and M that satisfy (3) can be found via guessing some negative or positive value, respectively, and
(repeated) multiplication of this value by a ﬁxed constant greater than 1 (or smaller than 1 if the initial guess was
too conservative).
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Example 2. We have tested our program, e.g., for the integral I3 in (1), for which QUADPACK calculated an incorrect
result in about 0.2 ms on a 2.6 GHz PC. Validating I3 ∈ [−1.1 · 10−13, 1.1 · 10−13] took the same PC about 1.7 ms.
5. Multivariate integration
First, we consider integration over (bounded) d-dimensional cubes [1, 1] × · · · × [d , d ]. Let us simply as-
sume that [i , i] = [−1, 1]. The general case can be treated by simple afﬁne transformations of each coordinate of
the argument.
Multivariate integration formulas are often constructed as tensor products of quadrature formulas. Let Q[1]n1 , . . . ,Q
[d]
nd
be quadrature formulas,
Q[k]nk [g] =
nk∑
=1
a[k] g(x[k] ), x[k] ∈ [−1, 1].
Then, we deﬁne their tensor product by
Qn[f ] = (Q[1]n1 ⊗ · · · ⊗ Q[d]nd )[f ] =
n1∑
1=1
. . .
nd∑
d=1
a[1]1 . . . a
[d]
d · f (x[1]1 , . . . , x[d]d ),
where the index n indicates the number of nodes, i.e., n = n1 . . . nd .
This construction is particularly problematic if d is large. For example, if all involved quadrature formulas have at least
two nodes (the minimum number to “look into each dimension”), then the total number of nodes grows exponentially
with the dimension d. Therefore, Smolyak [27] proposed the following method. For simplicity, let us take the same
sequence Q(0) = 0,Q(1),Q(2), . . . of quadrature formulas in each dimension. Assume that
1. Q(i) has at most mi−1 nodes for some ﬁxed m.
2. The errors decrease exponentially with respect to the upper index.
Proposals for such sequences of quadrature formulas will be given below. Let us continue with the construction.
First, write
Q(k) =
k−1∑
i=0
(i) with (i) = Q(i+1) − Q(i).
Then, the tensor product formula can be represented in a more complicated form as
Q(k) ⊗ · · · ⊗ Q(k) =
∑
1 ik
(i1) ⊗ · · · ⊗ (id ).
Now, due to the exponential convergence, there is some  and some c < 1 such that
|((i1) ⊗ · · · ⊗ (id ))[f ]| · ci1+···+id .
We omit all summands that are sufﬁciently small, i.e., for which the sum of upper indices is larger than a certain number,
say k + 1. This leads to the “Smolyak cubature formula”
Q(k, d)[f ] :=
∑
∑
ik
(i1) ⊗ · · · ⊗ (id )[f ].
It can be proved under our assumptions that for ﬁxed k, the numbers of nodes of Q(k, d) increase only polynomially
with the dimension d. Obviously, it makes sense to re-use the nodes of Q(i) for quadrature formulas with higher index.
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We call such sequences of quadrature formulas nested. The following important examples are nested:
1. For differentiable f, we recommend:
(a) Clenshaw–Curtis formulas Q(1)[g] = 2g(0), Q(i) =QCC1+2i−1 for i = 2, 3, . . . , where QCC1+n is deﬁned uniquely
by RCC1+n[n] = {0} and by having the nodes x := x,n = (1 − cos(/n))/2.
(b) Gauss–Kronrod–Patterson formulas Q(1)[g]=2g(0) Q(2) =QG3 and Q(k) =QKP2k−1, which is deﬁned by giving
the exact result for each p ∈ P1.5·2k−1.
2. For analytic f, we recommend the formulas from 1(b) but with repetitions:Q(k)=QKP2i−1 for 1.5·2i−2 <k1.5·2i−1.
The Clenshaw–Curtis sequence has been proposed by Novak and Ritter [18] and the Kronrod–Patterson sequence
from 1(b) in [17]. It has been proved only recently (see [12]) with the help of interval arithmetic that QKP2i−1 exists for
i = 4, . . . , 10. The motivation of the sequence in 2 is given in [25].
The error behaviour of tensor product and Smolyak formulas cannot be compared directly. If we know that
|f (0,...,0,i,0,...,0)| is bounded by some constant whenever is, tensor product formulas are asymptotically opti-
mal. Their rate of convergence is O(n−s/d) but usually not better. Concrete error bounds are obtained as follows
(cf. [8, Section 5.6]): take quadrature formulas Q[1]n1 , . . . ,Q[d]nd with the property
nk∑
=1
|a[k] | = k − k, k = 1, . . . , d.
Then, if
|R[k]nk [g]|(k − k)c[k]nk ‖g(s)‖∞,
whenever g has a bounded sth derivative, we obtain
|Rn[f ]| |G| ·
d∑
	=1
c
[	]
n	 ·
∥∥∥∥∥ st s	 f
∥∥∥∥∥∞, (4)
where |G| =∏(k − k) is the volume of the cube of integration. Under the same condition,
|R[k]nk [g]|(k − k)C[k]nk sup
z∈E[k]r
|g(z)| (5)
implies
|Rn[f ]| |G| ·
d∑
	=1
C
[	]
n	 · sup
ti∈[i ,i ], t	∈E[	]r
|f (t1, . . . , td )|.
The problem with error bound (4) is that for moderate s and large d, the implied convergence is quite slow. Moreover,
the order O(n−s/d) is not improvable by other error estimates based on the same kind of information.
Assuming more about the function, i.e., that |f (i1,...,id )| is bounded by some constant for all indices with sup is,
the convergence of tensor product formulas is still not better, while under our assumptions, Smolyak errors converge
like O(n−s · lnc(s,d)n), where n is the number of nodes and c(s, d) is some constant (see [18]).
The latter assumption on f can hardly be used for validating purposes. If s?1, the number of required derivatives
is simply too large. Therefore, we consider error estimates that require bounds for the integrand in the complex plane.
Such estimates can be derived systematically from estimates of the form (5) (see [23]). This means that we can ﬁnd
constants C(k, d) satisfying
|R(k, d)[f ]|C(k, d) · sup
z∈Er×···×Er
|f (z)|.
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Fig. 1. Experiment 1.
Now, we have two types of cubature formulas with corresponding error bounds. This is sufﬁcient for validating
purposes and is the base of existing validating software (see [1,28]). Again, we subdivide the original region adap-
tively until we may apply reasonable cubature formulas on the resulting subregions. Subdivision strategies are more
complicated than in the one-dimensional case. Even if we insist on bisection, we have d possibilities in each step.
The selection of the “best” direction requires looking ahead by computing the resulting error bounds on all of the 2d
possible subboxes. Lang [13] compared different subdivision strategies not restricted to bisection in only one direction
at a time.
For the purpose of error estimation, Smolyak’s method requires different information about f than tensor prod-
uct methods. The supremum over Er × · · · × Er (required by Smolyak formulas) is usually much larger than that
over the Cartesian product of the real intervals with only one Er (required by tensor product formulas). On the other
hand, the constants C(k, d) for the Smolyak method converge much faster to zero with increasing total number of
nodes than the constants Cn	 for tensor product formulas. These two observations have the consequence that for
larger dimensions, tensor products produce rough bounds faster than Smolyak methods, while it is less costly to get
tight bounds with Smolyak methods than with tensor product formulas. We illustrate this with an example computed
with VeNIA:
Example 3. Let us consider the integral
Id =
∫
[0,1]d
(
d +
d∑
i=2
(xi − xi−1)2
)−1
· exp
(
−
d∑
i=2
(xi − xi−1)2
)
dx.
We make two experiments (Fig. 1):
1. Fix the error demand = 5 · 10−7 and calculate Id for different dimensions d.
2. Calculate I6 for different error demands .
In each of the experiments, we plot the logarithm of the number of required nodes by two different methods (tensor
product or Smolyak) that we implemented:
For constant  and increasing d, both types of methods are essentially of the same quality, while for ﬁxed but not too
small d, Smolyak’s method converges much faster. Fig. 2 shows that for  = 1.0 · 10−12, our tensor product method
requires about 200 times as many nodes as the Smolyak method.
The example also shows that the Smolyak method is justiﬁed for validation purposes. Tensor product methods are
often preferable, in particular, for smaller dimensions and/or for more problematic integrands.
K. Petras / Journal of Computational and Applied Mathematics 199 (2007) 317–328 325
Product formulas
Smolyak formulas8
7
6
5
4 5 6 7 8 9 10 11 12
lo
g 1
0 
(n)
−log10 ()
Fig. 2. Experiment 2.
6. Multivariate integration over unbounded boxes
We can combine the ideas of the Sections 4 and 5. The arithmetic from Section 4 becomes much more complicated
in the multivariate case. We, therefore, developed an arithmetic for intervals
[{u, v,w}, {U,V,W }, t], u, U ∈ R, v, w, V,W ∈ Rd ,
where f ∈ [{u, v,w}, {U,V,W }, t] means that
∀x t : u
d∏
=1
xv e
wxf (x1, . . . , xd)U
d∏
=1
xV e
Wx
, (6)
with the inequality x t understood component-wise. Again, we cannot discuss the details, since there are too many
technical difﬁculties. Integrating over Rd means ﬁnding a union 
 of (disjoint) compact cubes such that we can
determine a sufﬁciently small interval with the integral over Rd\
 in it. Then, we may integrate over 
 with the
methods from Section 5. Suppose, that our arithmetic should estimate the integral over an unbounded region
{(x1, . . . , xd) | xii if i ∈ J, ixii if i ∈ K, ixi if i ∈ L},
where J,K,L are pairwise disjoint with J ∪ K ∪ L = {1, . . . , d}. For i ∈ K , we replace xi by [i , i], deﬁne
the function
g(x1, . . . , xd) := f (u1x1, . . . , udxd), ui =
{−1 if i ∈ J,
1 otherwise,
and apply our multivariate estimation arithmetic to g considered as a function of all xi with i /∈K .
The design of the arithmetic does not always allow integration of functions, which may increase exponentially near
inﬁnity, multiplied by Gaussian measures. Such an integral,∫
Rd
f (x)w(x) dx, w(x) = exp(−(x − 	)TA(x − 	)),
with a positive deﬁnite matrix A is often of interest.
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The most obvious method is to do a Cholesky decomposition A=CTC, y =Cx −C	 with a lower triangular matrix
C. Then, we have an integral of the form∫
Rd
f˜ (y) exp
(
−
d∑
k=1
ky
2
k
)
dy, k > 0.
Now, problems where f satisﬁes bounds of the form (6) are treatable in principle.
The decomposition and the related transformation might be problematic if A is an interval matrix. In the next section,
we will consider parametric integration, i.e., some constants in the deﬁnition of the integrand are given by intervals.
If such a constant is in the deﬁnition of w, we have an interval matrix A. Now, a transformation may destroy the
dependencies between original parameters and their transformed versions, and the outcome is often meaningless.
Therefore, we provide another method. If A is positive deﬁnite, then A− c · diag(a11, . . . , add) is also positive deﬁnite
for some c ∈]0, 1[. We can try bisection combined with tests via Cholesky decompositions to ﬁnd such a c. Then, we
have ∫
Rd\

|f (x)|w(x) dx
∫
Rd\

|f (x)|e−c
∑
aii (xi−	i )2 dx.
If f is treatable by our estimation arithmetic and if we ﬁnd a c > 0 with the desired property, we can always make 

large enough to make the integral over Rd\
 sufﬁciently small.
7. Integrands with parameters
Finally, all of the above integration problems may also be considered for integrands that involve parameters y1 ∈
Y1, . . . , ym ∈ Ym, where the Yis are assumed to be intervals. If we simply apply the algorithms presented before, we
usually obtain large intervals. Hence, the output of the integration routine should not be an interval.
In one application of parametric integrands, we want to evaluate the integrand very often and do not want to call
expensive integration routines repeatedly. To calculate the minimal value of
A(y1, . . . , ym) :=
∫
G
f (x; y1, . . . , ym) dx, yi ∈ Yi, G ⊂ Rd ,
with a given error bound , we might replace the integral by a sum:
A(y1, . . . , ym) =
n∑
=1
af (x; y1, . . . , ym) + ,
with  ∈ [−/2, /2]. For this purpose, we may apply the hitherto presented algorithms. The only change is that we do
not evaluate the involved quadrature or cubature formulas, but we simply consider
a1, . . . , an, x1, . . . , xn, ai ∈ R, xi ∈ Rd
as the output of the algorithm.
Example 4. Consider the optimization problems
max
yi∈[1,5]
I (y1, y2), I1(y1, y2) =
∫
R
y1(8 + y2)
8 + x2y22
· e−(1+(y1−3)2)x2 dx
or
min
y∈[−1,1] I2(y), I2(y) =
∫
R
1
4 + (x1 + x2)2
· e−(4x21+2yx1x2+4x22 ) dx.
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Our algorithm produces
I1(y1, y2) = [0.016762908, 0.016762909]f ([−1.6497007,−1.6497008]; y1, y2)
+ · · · + [0.039067075, 0.039067076]f ([3.2972299, 3.2972230]; y1, y2) + [−1.99, 3.35] · 10−5
(a right-hand side with 77 summands plus a guaranteed interval for the quadrature error) and
I2(y) = [0.0020365, 0.0020366]f ([−1.4804,−1.4805], [−1.4841,−1.4842]; y)
+ · · · + [0.0703125, 0.0703125]f ([1.59375, 1.59375], [0.9375, 0.9375]; y) + [−2.76, 7.48] · 10−5
(a right-hand side with 205 summands plus a guaranteed interval for the quadrature error), respectively. Now, we may
choose our favourite algorithm to minimize the linear combination of f and thus obtain an enclosure for the minimum
(∈ [6.030669, 6.030799] in the ﬁrst case and ∈ [0.0927839, 0.092887] in the second case).
Parametric integrands particularly require an error estimation with an arithmetic where the parameter intervals do
not occur unnecessarily often. Interval arithmetic combined with automatic differentiation usually produces many
occurrences of the parameter. For the arithmetic, all occurrences appear to be from independent parameters—it does
not make links between these intervals. This may result in a drastic overestimation of the functionals that are involved
in the error estimation. Example 1 from Section 2 illustrates this situation.
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