Abstract-Majority of modem mobile systems have two common denominators: quality-of-service (QoS) requirements, such as latency and synchronization, and strict energy constraints. However, until now no synthesis techniques have been proposed for the design and efficient use of such systems. We have two main objectives: synthesis and conceptual. The synthesis goal is to introduce the first design technique for quality-of-service (QoS) low power synthesis. The conceptual objective is to develop a generic technique for the automatic development of on-line algorithms from efficient off-line algorithms using statistical techniques.
I. INTRODUCTION
In the last decade, low power synthesis and optimization techniques received a great deal of attention. A variety of techniques have been proposed for all steps of synthesis and compilation. Combination of new logic families and circuits, smaller feature sizes, more power efficient architectures, power-aware CAD tools, and low power dynamic run-time policies resulted in a dramatic increase in energy efficiency. However, the power requirements of new product generations have been constantly challenging the limits of battery capacities.
The most popular mobile low power applications, such as audio and video, are stream-oriented. The nature of these applications impose a need for addressing the QoS requirements under energy constraints. Latency and synchronization are the most relevant QoS metrics in these types of applications. Our goal is to develop a spectrum of techniques and algorithms which minimize energy consumption under the most important QoS metrics.
Specifically, we study how to use multiple voltage technologies to simultaneously satisfy hardware requirements and minimize power consumption, while preserving the requested level of QoS in terms of latency and synchronization. Our starting point is a provably optimal off-line algorithm for power minimization under QoS and buffer constraints. We identified four key properties of streaming processes (latency slack, synchronization slack, relative burstiness, and number of tasks (samples)), in addition to buffer occupancy, a crucial criteria for deciding which process to run at which voltage. We plot a 5xm-dimensional space, where m is the number of concurrent processes, and for each point in this space we use the off-line algorithm as an indicator of a correct decision with respect of task and voltage selection. This space is analyzed to reduce context switching overhead and speed up the decision process.
Our primary goal is to present competitive on-line algorithms for power minimization for streaming media applications for given hardware resource constraints: latency and synchronization constraints as well as context switching overhead. We aim to dynamically adjust the supply voltage in such a way that an incoming statistical stream of data does not overflow the buffer capacity of our processing system while expending the least amount of energy. By considering the long and short term statistics of the media streams and current buffer backlog, we decide which supply voltage to apply. Furthermore, by considering latency and synchronization constraints, we decide which task to schedule at the current moment. Finally, we use the new on-line algorithm to explore the trade-off between buffer size (cost) and energy consumptions.
RELATED WORK
Our research results can be viewed in the context of four related areas: low power modeling and optimization, quality of service, on-line algorithms, and statistical techniques.
Power modeling and optimization have also been considered at different levels of the synthesis process [ 113. Recently, a number of approaches have been proposed which reduce power consumption through the use of multiple voltages [5, 121 , and a number of variable voltage techniques have been considered [15] . In most of these efforts, power minimization is achieved by scheduling operations on the critical path at higher voltages, which also results in faster execution. The overall energy consumption is reduced by scheduling noncritical operations at lower voltages than the critical path. Dynamic power management reduces power consumption of electronic systems by selectively shutting down idle components [2, IO] .
QoS emerged from the area of networking and real-time OPerating systems. The requirements for QoS include components such as bounded delay, guaranteed resolution, and synchronization. Cruz developed the most relevant QoS model which assumes periodic segmentation of time [6] . A task of varying complexity arrives during each time period. At each time period, the system serves the next first-in-first-out task. An analytical approach was presented by Rajkumar et al. which satisfied multiple streams of tasks [13] . Additional information on QoS reserach can be found in a comprehensive survey [ 11.
The notion of an on-line algorithm was introduced in order to define a class of algorithms for which part of the input is unknown at the beginning of the algorithm execution. A comprehensive survey on the main research areas for on-line algorithms can be found in [ 3 ] .
Statistical techniques can be broadly divided in two groups: parametric and nonparametric [ 141. Parametric techniques assume that the knowledge about underlying statical distribution is available (often normal distribution is assumed) and that the task is to confirm the assumption about the distribution, calculate the corresponding parameters, and establish intervals of confidence [7] . Nonparametric techniques do not make any assumption about the statistical distribution. They aim to build the conceptually and quantitatively the simplest (and therefore best) model which fits the recorded data [14] .
There are a number of validation techniques, such as histograms, Chi-square tests, Kolmogorov-Smirnov test and quantile-quantile plots that can be used to validate statistical claims of the model. We opted to use resubstitution techniques because these techniques enable the validation of an arbitrary hypothesis while establishing accurate interval of confidence P I .
PRELIMINARIES
In this section, we outline the used abstraction and models for power consumption, latency, synchronization and context switch overhead.
One of the main components of power consumption is the switching power. The switching power can be modeled as 
We assume the design operates using multiple voltage supplies and that the voltages change instantaneously with no overhead. These changes in voltages are assumed to happen only at the beginning or the end of a time unit. Furthermore, we assume that the voltage units are selected in such a way that the use of two consecutive voltages, ui&wi, on two consecutive points is more effective than the use of voltages ui&vi+l. due to the fact that power as a function of voltage is convex.
Latency is defined as the difference between the time when the data is processed and the time the data arrived, i.e. t, -t,. processes are correlated in their execution. The assumption is that for each piece of data to be processed by one of the processes there exists a corresponding piece of data in each of the other processes which need to be processed at exactly the sanit: time to have complete synchronization. However, the majority of real life applications such as, movies playing with its video and audio processes do not have to be fully synchronized due to the imperfections of the human sensory system. Synchronization can be defined in the following way. For the sake of simplicity, we assume that there are only two processes, p I and p2. We denote the tasks of the processes pl by p l i and p::
by paj, where i, j = { 1,. . . , n } . Perfect synchronization constraints indicate which sample (task or piece of data) of process p l , which is denoted by pli, has to be executed at the same time as piece of data p2j. Synchronization tolerance (often for the sake of brevity is solely called "synchronization") indicates the maximal amount of time by which the execution of fully synchronized samples pli and p2j can maximally differ.
For example, consider the two processes shown in Table I . For each process, pl and p 2 , there are four tasks which arrive one at each time unit. For process p l , we have tasks 'a' through 'd', and for p 2 , we have 'w' through 'z'. The latency, or the time between when a task arrives and is processed, of task 'b' is two units. It arrives at time one and is processed at tinie three. The synchronization between two tasks, for example 'b' and 'x' or p l l and pal, is two. However, 'd' and 'z' or pi3 and p23 is zero because both tasks are processed in the same time unit.
A context switch is the time overhead which is incurred by a multitasking kernel when it decides to process different tasks. The amount of context switching time dramatically depends on the processor. Context switching time for a typical DSP processor is fairly low, around ten cycles, while for a RISC processor it is much higher, approximately 100 cycles. In our experimentation, we used ten cycles.
IV. OFF-LINE OPTIMAL ALGORITHM
The basis for the on-line algorithm is an optimal off-line algorithm [ 161. In this section, we summarize the problem for-mulation of the off-line QoS low power synthesis problem and present an overview of the optimal off-line algorithm. Informally, we summarize the problem as follows. Given a processor that can operate at multiple supply voltages, the goal is to service multiple processes, each comprising of a number of discrete tasks that arrive at periodic time intervals, in such a way that minimal energy is expelled and a given amount of storage (memory) is not exceeded while meeting various QoS requirements.
More formally, a process consists of a sequence of tasks.
With each task, ti, we associate 0 ai: The arrival time, the time when a task is generated 0 pi: The time needed to complete this task at the nominal 0 si: The storage demand which is the minimal amount of
Tasks have latency and synchronization constraints superimposed. Latency (or deadline) di is the given amount of time which task ti has to be served after its arrival to satisfy QoS requirements. We say that task ti from one process and task t j from another are k-synchronized if the difference between their finishing times is within k CPU units. We denote this by ~y n ( t i , t j )
The variable voltage processor has multiple supply voltages among which it can switch. The processing speed of the processor varies with the supply voltage, and therefore so will the actual execution time of a task to receive its required amount of service. Suppose a task needs one CPU unit at the nominal voltage vref, then the execution time to accumulate the same amount of processing at voltage V d d is given by [4] : from the process and makes the CPU request;
voltage, vr,f; memory to store this task on its arrival.
(1)
where ut is the threshold voltage. We consider only the dominating switching power which is proportional to the square of the supply voltage.
Given n processes r l , r 2 , . . . , r", each rk consists of a sequence of tasks t:, t;, . . -. A schedule is a set consisting of the starting time, finishing time, and the voltage level for each task. A schedule is feasible if the processor starts each task after its arrival, finishes it before the latency constraint, and satisfies all the synchronization requirements. The quality of a schedule is measured by its energy consumption and the memory requirement. Since these two metrics are non-comparable to each other, we introduce the concept of competitiveness. We say two schedules are competitive if neither outperforms the other in both energy consumption and memory requirement. We formulate the problem as:
On a processor with multiple voltages, for a given set of processes, find all the feasible competitive schedules.
We adopt the following assumptions:
1. Tasks in the same process have to be executed and completed in the first-in-first-out (FIFO) fashion; 2. A task's processing demand, p i , is proportional to its stor-
3.
The memory occupied by a task can be partially freed, but 4. The processor can instantaneously switch the supply voltage demand, si;
only at the end of a CPU unit;
age, but only at the beginning of each CPU unit.
The optimal off-line algorithm finds all competitive schedules with the minimum energy consumption and memory requirement for multiple processes using a dynamic programming-based technique. For multiple processes, a schedule must specify for each CPU unit, which process to be executed and at what voltage level. Once the competitive schedules have been found a simple backtracking technique can be used to retrieve the actual schedule (i.e., the voltage for each CPU time unit).
The optimal off-line algorithm consists of three phases: state configuration, energy consumption calculation, and schedule determination. In the first phase, state configuration, a kxm dimensional table is built, where m is the number of processes and k is the number of voltage levels. This table holds the minimal memory requirement for each of the different schedules.
This table also computes the total memory requirement for each schedule, which corresponds to the value in the schedules final state. In the energy consumption calculation phase, the total energy consumption for each final state is calculated. Energy consumption is path-independent, therefore no matter which schedule was used to reach the final state it will consume the same amount of energy. Therefore for each final state, the memory requirement and energy consumption have been calculated. The last phase finds the schedules for each competitive final state. This is achieved by using backtracking.
Two theorems that summarize the key results of the optimal off-line algorithm are the optimality theorem and the complexity theorem [16]. The optimality theorem states that the dynamic programming based algorithm is provably optimal regardless of the number of tasks and their arrival distribution. The essence of the complexity theorem is that the runtime is polynomial, and is O ( X m k ) . Optimality Theorem: The optimal off-line algorithm finds all the feasible competitive schedules.
Complexity Theorem: If we need X CPU units to service all the processes at the reference voltage, the runtime of the proposed algorithm is O(Xmk).
V. ON-LINE HEURISTICS
In this section, we present the on-line algorithm for power minimization under the QoS constraints, synchronization and latency. We begin with the introduction of the overall flow for the creation of the on-line algorithm. We present the components of the on-line approach. Finally, we address the task and voltage selection process for the on-line algorithm.
We have multiple on-line streaming processes, with tasks which arrive at periodic time intervals. For each task of each process, we have memory and CPU requirements. Each of these tasks have a given latency constraint, and on some subset of these tasks additional synchronization constraints are imposed. We are given multiple supply voltage levels in which to execute these tasks. The goal of the on-line algorithm is to decide which task from the stream processes to execute at each time interval and at which voltage in such a way that all latency and synchronization constraints are satisfied. Additionally, at no point of time the requirements for storage should exceed the memory size (buffer space).
In order to solve the overall problem, we must answer the following three questions: (i) how much buffer space is needed, (ii) which task to execute and (iii) which voltage to apply. The answer to each of these questions is determined by our synthesis and on-line scheduling approach which is presented in Figure 1 . The on-line approach uses the optimal off-line algorithm to determine its decision mechanism.
The on-line approach begins with the assembly of a diverse set of test cases. The test set should be as diverse as possible, while not excessively large. The off-line optimal algorithm provides a lower bound on the memory requirement for the system along with the optimal QoS solution for the test set. The lower bound memory requirement is used to determine the proper buffer allocation size for the on-line algorithm. In this phase, a binary search on the size of the buffer is conducted. Each iteration tests the new buffer size on a new set of test cases, until the buffer space allocated is large enough to handle all considered cases.
Next, the buffer size and the optimal solutions are used to build the on-line algorithm. The details of the creation of the initial algorithm are presented later in this section. The initial on-line algorithm builds a statistical model from the optimal off-line solutions and creates an on-line decision strategy, which is used in order to select the proper task and voltage in which to execute in each situation. The decision strategy is then evaluated on a set of on-line test cases. If the decision strategy does not provide the level of QoS specified, then modification of not only the statistical model and the decision strategy, but also the allocated buffer space is conducted. We continue to make modifications until the desired level QoS is reached. The final on-line algorithm consists of the buffer allocation size and the decision strategy.
The initial on-line algorithm is created using the pseudocode shown in Figure 2 . In the first step, we identify the relevant properties for the QoS requirement. For example, in the case of latency and synchronization, we define properties such as average latency, maximum synchronization delay, arid buffer occupancy. We evaluate the relevance of these properties in terms of the off-line optimal algorithm. We eliminate all properties which show little relevance to the outcome of the optimal off-line solutions. Following this step, both the optimal off-line solutions and the relevant properties are used to build the statistical model. We build a nxm-dimensional space, where n is the number of properties and m is the number of processes. The resolution of each property is specified, and for each subspace we determine the statistical values for task selection. Each subspace contains the percentage of time the optimal off-line algorithm selected each of the tasks under the defined property conditions. In a similar way, the statistical values for all situations and each voltage level is calculated. Before we evaluate the effectiveness of the model, we have to develop the on-line decision strategy. The strategy is responsible for making the decision as to which task and which voltage to select according to the particular combination of property values. This entire strategy is reliant on the context switch time or penalty. For each subspace, in the task selection statistical model, the decision strategy must decide with task to select based on the values in the subspace and the context switch penalty. If there was no penalty for context switching, then for each situation we would select the statistically strongest task from the statistical model. However, if the context switch penalty is extremely high, we would like to continue to run the tasks of the currently selected process as long as possible. In the moderate case, the proper time to switch between processes needs to be defined, and therefore we propose different points in the statistical model to switch between processes. The final step is to evaluate each of these: proposed points to determine the proper switching point in the model. Once the proper switching points has been defined, we compact the nxm-dimensional table by combining subspaces with the same tasWprocess selected to execute. Statistically, the subspaces should not be interleaved, and therefore we shall have continuous subspaces. For each decision the on-line algorithm determines which subspace the properties fall into, and select the assigned tasWprocess to execute. The same process is applied to determining the voltage selection decision strategy. This on-line decision strategy is then passed on to the final stage of the overall on-line approach.
In order to better illustrate the algorithm and to make our ideas more tangible, we use a small example shown in Figure  3 . For the sake of clarity and brevity, we consider only two processes, A and B, and two properties, latency of process A and synchronization lag between processes A and B. The lilg is positive if process A is in front of process B in terms of its execution. Figure 3(a) shows numbers that can be obtained in principle by running the optimal off-line algorithm on a large set of examples. Each defined region of the space contains the percentage of cases in which the optimal off-line algorithm selected tasWprocess A to execute. For example, the top left corner contains the value 100% and indicates that in all cases, process A was selected. The intuition is that process A has very high latency and is lagging behind synchronization with process B. These numbers are used by the on-line algorithm development process to create the decision table shown in Figure  3(b) . Note that the decision strategy must take into account the context switching penalty, therefore not making the mapping from Figure 3 (a) to Figure 3(b) straightforward. Specifically, the value 40% from Figure 3 (a) was mapped to the decision that process A should be executed in order to reduce context switching overhead.
For example, if the latency of tasWprocess A is high and the synchronization of A is behind B, we should run task A with a likelihood of 100%. However, in the case of task A with high positive synchronization lag, the likelihood of running task A is very low, despite the level of latency of task A. The on-line algorithm builds a statistical model and an online decision strategy based on the nxm-dimensional space defined by the properties. The goal is to select properties which provide strong indication of which task should be run at which voltage. We have defined the following five properties. For each property, we state the typical reasonings and examples of why that property should be included in the decision strategy of a high quality on-line algorithm.
Latency. If the latency of multiple tasks of a process are close to their maximum allowed latency, this process should be selected. Additionally, a higher voltage should be run to ensure each of the tasks meet their latency requirements. However, if the latency for all tasks/processes are at lower levels, then the task of the current process should be executed to eliminate a context switching penalty.
Relative Burstiness. The recent burstiness of a process, or rapid arrival of tasks for a process, can play an important role in voltage and task selection. If a task has shown recent burstiness, we should consider the execution of the tasWprocess due to the likelihood that this task will continue to be bursty, therefore consuming more buffer space and extending the latency of each of the tasks if they are not run.
Number of Tasks. The number of tasks which a process has waiting also plays a key in the task and voltage selection process. If the current selected process has more tasks than the other processes, the tasks of the current process should continue to be selected. This eliminates context switching penalties which are not necessary. Low voltage should be applied if all the processes have very few tasks.
When the synchronization for any tasklprocess is nearing the maximum allowed level for QoS this task should be selected. If the synchronization of the currently selected tasWprocess is high, the algorithm should continue to run this process as long as possible to avoid context switching. For voltage selection, if the selected task is close to the maximum allowed synchronization level, a higher voltage should be applied.
Buffer Occupancy. Buffer occupancy is an indiction of the current demand of the processes as a whole. This property looks at the percentage of the entire buffer in which each process occupies. If the buffer is near capacity, the processes with higher buffer occupancy should be selected.
Synchronization.

VI. EXPERIMENTAL RESULTS
We used six streaming applications [9] to establish the effectiveness of the approach: IJG P E G encoder and decoder, MSG MPEG encoder and decoder, CCITT G.72 1 encoder, and PGP encryption and description module. We use 4 CPU units for the latency constraints and for synchronization 8 CPU units. The goals of the our experimentation and results analysis was to answer the following questions: Are multiple voltages useful? How many voltages are needed? What is the relative quality of the on-line algorithm with comparison to the optimal off-line scheme? How much benefit one can obtain for on-line algorithms when the goal is to minimize design costs (specifically buffer storage size) under energy consumption constraints?
The first three questions are addressed using the experiments displayed in ments over the single voltage case, and that this difference has only limited additional potential for further energy reduction. Table I11 presents the results for the dual problem evaluated using Table 11 . Here we evaluate how much the cost of the system, measured in terms of buffer space, can be reduced under the conditions that energy consumption is fixed. All results are normalized against the base case where storage requirements are first calculated for the set of tasks in a particular row assuming that a single voltage is used. For the case when we use 2-voltages we compare to 2SV, and in the case for 3-voltages we use 1.8V. Again, we present the normalized results for both the 2-voltage case, in columns 2 and 3 , and the 3-voltage case in columns 5 and 6 of Table 111 . Additionally, we present the percentage difference between the optimal offline memory requirement and the on-line algorithm for both the 2-voltage case and the 3-voltage case in columns 4 and 7 respectively. While again we see that the on-line algorithm is not able to completely match the performance of the optimal off-line algorithm, the reduction for storage requirements are significantly larger than the energy savings. This is the consequence of the fact that energy consumption is dictated by the overall average effectiveness of on-line and off-line algorithms, while the storage requirements are primarily a function of how well these algorithms can use high voltages to reduce storage requirements during bursty periods of processes.
VII. CONCLUSION
We have developed an on-line policy for power minimization of streaming media applications under QoS requirements and hardware constraints using multiple voltages. The approach leverages the insights from the newly developed fast off-line optimal algorithm for the same problem. By exploiting statistical information and the information about buffer occupancy, we developed an on-line algorithm which performs well in a variety of load scenarios. The algorithm is flexible in the sense that it can address a variety of dual-primal QoS problem formulations as well as a variety of QoS dimensions, such as latency and synchronization.
