Trustworthy savings calculations are critical to convincing regulators of both the costeffectiveness of energy efficiency program investments and their ability to defer supply-side capital investments. Today's methods for measurement and verification (M&V) of energy savings constitute a significant portion of the total costs of energy efficiency programs. They also require time-consuming data acquisition. A spectrum of savings calculation approaches is used, with some relying more heavily on measured data and others relying more heavily on estimated, modeled, or stipulated data.
Introduction
Energy Management and Information Systems (EMIS) span a family of technologies including energy information systems (EIS), building automation systems, fault detection and diagnostics, and monthly energy analysis tools. These tools have enabled whole-building energy savings of up to 10-20% with rapid paybacks often of under three years [1, 2] through multiple strategies such as: identification of operational efficiency improvement opportunities, fault and energy anomaly detection, and inducement of behavioral change among occupants and operations personnel.
Although historically targeted for use by commercial building owners, managers, and operators, these energy data analytics technologies have begun to provide functionality to support the needs of utility efficiency program administrators by segmenting, targeting, and engaging customers for enhanced program delivery. In addition to enabling operational savings, EMIS and related analytics tools have begun to automate the quantification of whole-building energy savings, relative to a baseline period, using empirical baseline models that relate energy consumption to key influencing parameters, such as ambient weather conditions and building operation schedule [3, 4, 5, 6, 7] . The term "M&V 2.0" is being used to describe the use of large data sets (either high frequency interval data, or large volumes across many buildings) combined with computational automation to streamline and scale the M&V process. M&V 2.0 is currently the topic of much discussion in the energy efficiency program industry, spanning emerging technology, implementation, administration and evaluation [8, 9, 10] . These increasingly automated approaches to M&V offer several potential benefits. The opportunity to deliver continuous savings feedback can enhance customer experience and enable identification of under performing projects. Similarly, the ability to leverage automation to streamline the savings estimation process can support cost effective scaling of efficiency programs. In addition, the industry has expressed interest in how to maximize the value of investments in advanced metering infrastructure, and how meter-based savings estimation can inform the development of deemed savings estimates.
These technologies vary from semi-automated to fully automated, and in their precise implementation. However, they often preclude the need to "hands-on" directly manipulate and import meter data for analysis, to tailor-make a model unique to each building, to run models to generate predictions, and to compute savings. Although analytics-based M&V holds great promise, several questions remain to be answered before energy managers and utility programs can confidently adopt these emerging techniques. Prior work has addressed how the baseline models in automated M&V tools can be objectively evaluated to determine their overall predictive accuracy, and how public and proprietary models can be tested and compared to one another. However, the industry has not yet determined how these automated approaches can be practically incorporated into practitioner work streams, nor thoroughly assessed the accuracy, cost and time trade-offs with respect to more traditional approaches. In this paper we begin to address some of these outstanding issues, focusing on the following:
For what fraction of buildings can baseline energy use be characterized with automated tools that rely on commonly available meter and weather data?
When applying automated tools, what is the range of uncertainty and confidence at which savings can be estimated? How does uncertainty improve as buildings are aggregated to determine total savings for a cohort?
How do the results from automated savings estimation compare with traditional approaches to M&V that are based on custom engineering calculations?
What are the potential time savings that can be gained by leveraging a higher degree of automation in the M&V process.
In the following, we detail how these questions were explored, using historic energy efficiency program data, in partnership with North American utility administrators, implementers, and regulators. We conclude with a discussion of the implications of this work and research pilots currently being launched to test how M&V automation can be integrated into ratepayer-funded programs and professional implementation and evaluation practice.
Review of Prior Work

General Baseline Model Performance Assessment
Baseline energy use models characterize building load or consumption according to key explanatory variables such as time-of-day and weather. These baseline models are used for a variety of purposes in EMIS, including near real-time energy anomaly detection, and near future load forecasting, as well as quantification of energy or demand savings. Baseline model accuracy is critical to the accuracy of energy savings that are calculated according to the IPMVP. For both whole-building and measure isolation approaches (IPMVP Options B and C) the baseline model is created during the "pre-measure" period, before an efficiency improvement is made. The baseline model is then projected into the "post-measure" period, and energy savings are calculated based on the difference between the projected baseline and the actual metered use during the post-measure period [11] .
Prior work established a 4-step statistical procedure that can be used to evaluate the predictive accuracy, of a given baseline model [12, 3] . The test dataset comprised interval meter data and independent variable data, such as outside air temperature, for dozens to hundreds of buildings. These buildings were "untreated" in terms of efficiency interventions. That is, they are not known to have implemented major efficiency measures. The data for each building is divided into hypothetical baseline (i.e., model training) periods and hypothetical post-measure (i.e. model prediction) periods. Meter data from the prediction period is "hidden" from the model. The trained, or fitted model is used to forecast the load throughout the prediction period, and predictions are then compared to the actual meter data that had been hidden. Figure 1 shows an example of actual, and model-predicted data for a 12-month training period and a 12-month prediction period. Performance metrics that quantify the difference between the model prediction and the actual load are calculated and used to characterize accuracy. This testing procedure assesses model performance in general, 'on average' across populations of many buildings. Once it has been determined that a new model or tool of interest performs well on a population basis, the practitioner can have reasonable confidence that the model is viable for use in M&V. The tool can then be applied to specific buildings that have undergone, or will undergo an efficiency intervention. The principles of ASHRAE Guideline 14 [13] may be followed to determine whether the model fit is sufficient for each building in the program, and to quantify the uncertainty in the savings that are estimated. Savings and uncertainties for each building can be aggregated for a portfolio level analysis. This approach is described further in the Methodology, Section 3.
Assessment of Open and Proprietary Models
The testing procedure described in Section 2.1 was applied to evaluate a set of ten open and proprietary M&V2.0 interval baseline models [4] . The test data set comprised over five hundred buildings, primarily from California, Washington, DC, and Seattle. Overall, the models that were tested were able to predict whole-building energy use with a high degree of accuracy for a large portion of the buildings in the test dataset. For the standard whole-building case of twelve months training followed by twelve months of prediction the models were able to predict (as opposed to fit) a year of energy use with normalized mean bias error (NMBE) ranging from -1% to 4%, for one quarter of the buildings in the data set and approximately -1% to -5% for another quarter. When the models' relative performance was compared using both NMBE and CV(RMSE) for predicted energy use, the observed differences were generally quite small, with no clear 'winner' in the group.
Methodology
The prior work described in Section 2 established that automated baseline models can be tested for their predictive accuracy, and that on a population basis they are compellingly accurate for M&V applications. Given these encouraging findings, the authors initiated the current study to begin evaluating the performance of automated M&V tools when applied to data from realworld utility programs. With three North American utility and implementer partners, from the west, the northwest, and the northeast, a data set from previously completed efficiency projects was compiled for analysis. In each case the partner was able to provide whole-building 15-minute interval electricity meter data for buildings that participated in commercial programs. However as summarized in Table 1 , each program data set consisted of different supplementary information, and was provided in different formats. Since the data came from previously evaluated programs that used alternate M&V approaches (such as custom engineering calculations based on shorter-term equipment-or system-level measurements), the number of buildings for which data was provided was much larger than the number of buildings that could be analyzed with an whole-building approach. Since the projects were not originally conducted with the intent of using a whole-building M&V approach, the historic data record did not always include the industry-standard twelve months of pre-and post-measure data. For this study buildings with less than nine months of pre-and postdata were excluded from the analysis, resulting in an overall data set that comprised eighty-four buildings. The 9-month threshold was set based on prior work that showed that 12 months of energy consumption can, in general, be predicted with small error, based on 9 months of hourly training data [3, 4] . Common practice in the industry for whole-building M&V is to use 12 months of data for both the pre-and post-periods, however, this may be an artifact of historically having access exclusively to monthly whole-building data.
The automated M&V tool that was used in this work incorporates the time of week and temperature baseline model that was described and tested alongside nine other models in Granderson [4] , demonstrating reliable predictive accuracy. The time of week and temperature model was selected for this study for two primary reasons: it is an open-source automated baseline model to which the authors have ready access, and it was shown to have predictive accuracy on par with the other models tested in prior work. In this model the predicted load is a sum of two terms: (1) a "time of week effect" that allows each time of the week to have a different predicted load from the others, and (2) a piecewise-continuous effect of temperature. The temperature effect is estimated separately for periods of the day with high and low load, to capture different temperature slopes for occupied and unoccupied building modes. The M&V tool is programmed to automatically compute avoided energy use, according to the principles of the IPMVP Option C [11] . That is, a baseline model is fit to the meter data from the pre-measure baseline period; the model is forward projected to generate energy use predictions for the measure post period; and the energy savings is computed as the difference between the model-predicted energy use and the metered energy use. The tool is also programmed to compute savings uncertainty due to baseline model error, using the fractional savings uncertainty (FSU) metric defined in ASHRAE Guideline 14 [13] . This metric is defined as the ratio of the savings uncertainty to the savings. For example, if the estimated savings is equal to 10,000 kWh and the corresponding savings uncertainty is equal to 1,000 kWh at 95% confidence level, then the fractional savings uncertainty would be equal to 10%. Since auto-correlated model errors arise when high resolution metered data is used (e.g., 15-min, hourly or daily), ASHRAE's guideline introduced a corrected version of the FSU equation. This correction is done in a deterministic manner by reducing the number of the independent observations depending on the lag of autocorrelation. Thus the number of independent observations, n', of n observations having a lag 1 autocorrelation equal to is defined as:
Thus the FSU formulation is expressed as:
where:
 is the estimated energy savings in the post-retrofit period  ∆ is the uncertainty in the savings  n is the number of periods (data points) in the pre-retrofit period  m is the number of periods in the post-retrofit period  ̅ is the mean of the actual energy consumption in the pre-retrofit  is the fractional savings defined as
=̂− =̂
with ̂ is the estimated energy consumption in the post-retrofit period, is the actual energy consumption in the post-retrofit period  is the t-statistic value with confidence level  MSE is the mean squared error of the baseline regression model defined as
with is the actual energy consumption is the pre-retrofit period and ̂ is the estimated energy consumption in the pre-retrofit period This FSU formulation expresses the uncertainty in the calculated savings as a function of the number of data points in the baseline and post-measure period, the model MSE from the baseline period, the desired confidence level, and the magnitude of savings that is calculated. In addition, for the FSU equation it is straightforward to define the uncertainty in the savings as:
The savings and the corresponding uncertainty of individual buildings can be aggregated to quantify the results at a portfolio level. By supposing that the results for each building are statistically independent, the FSU for a portfolio is defined as:
In this equation, is the estimated energy savings in the post-retrofit period for building i and ∆ is the corresponding uncertainty in the savings.
While many buildings can be well modeled with automated modeling approaches that are based commonly available data such as time of day, day of week, and outside air temperature, some buildings require a more customized approach with additional variables, or more customized modeling solutions. It is therefore necessary to establish a process that enables a practitioner to leverage the streamlining benefits of automation, while still maintaining a quality result. In this work, the following process was applied, drawing heavily from, and extending the best practices defined in ASHRAE Guideline 14:
1. Automatically fit the model to the data from the measure pre-period, i.e. the baseline period. 2. Compute goodness of fit metrics R 2 , CV(RMSE) and NMBE (for definitions of these metrics, refer to the Appendix) from the pre-period meter data, and the fit model † . 3. Set aside the buildings for which the NMBE was greater than 0.5%, the R 2 was below 0.6 and/or CV(RMSE) surpassed 25%; these will require inspection of the data, and engineering expertise to determine whether a better fit can be obtained through adjustments or tailoring. 4. For the remaining buildings automatically compute savings according to IPMVP Option C. a. For each building, estimate the uncertainty in the calculated savings according the ASHRAE Guideline 14. † R 2 is the coefficient of determination, CV(RMSE) is the coefficient of variation, and NMBE is the normalized mean bias error. These metrics are used to characterize different aspects of model error. Formulas to compute these metrics can be found in common statistical references, and are provided in the Appendix; CV(RMSE) and NMBE are described in ASHRAE Guideline 14 [13] . 5 . Aggregate the savings and the uncertainties for each building, to determine results for the cohort as a whole. The R 2 value in this process was set empirically, and the CV(RMSE) threshold was set conservatively, drawing from the ASHRAE Guideline requirements for projects for which uncertainty is not computed.
A common question surrounding the use of M&V 2.0 tools is how accurately their embedded models can be used to quantify savings. Modeling error can be quantified with goodness-of-fit metrics such as CV(RMSE). The uncertainty in the savings result that can be attributed to model error is a useful concept in understanding the quality of a whole-building savings analysis. As previously noted, we assess the uncertainty due to model error using the formulation defined in ASHRAE Guideline 14 [13] , for models with correlated residuals.
Results
Number of Buildings For Which the Baseline Could Be Determined Automatically
Of the eighty-four commercial buildings for which at least nine months of baseline meter data were available, fifty-four were automatically fit with a baseline model that had an R 2 value above .6, and a CV(RMSE) lower than 25%. All eighty-four buildings were fit with an NMBE that met the ASHRAE guidance (NMBE<0.5%). For the thirty buildings that could not be automatically modeled with an acceptable goodness of fit an inspection of the data was conducted. In seven cases it appeared that the documented measure implementation date was incorrect, i.e., a large reduction in energy consumption was observed during the baseline period, and the load profile was consistent with that observed in the measure post period; in several cases this was confirmed through discussion and review with the utility partner. An example of one of these cases is shown in Figure 2 . The majority of the remaining twenty three buildings for which model fitness was poor revealed seasonal trends that were not captured by the baseline model. In these cases it was not possible to identify a straightforward, justifiable adjustment to obtain a well-fit model -some of these buildings may not be well suited for automated M&V2.0, and would require more resource intensive custom investigations by a professional practitioner. Overall, fifty-four of seventy-seven buildings (those with a correct measure implementation date), or 70% of the buildings in the study were found to be well suited to automated characterization of baseline energy use. 
Uncertainty and Confidence in Gross Savings, Due to Model Error
For each of the fifty-four buildings that met the R 2 , CV(RMSE), and NMBE fitness screening described in Section 4.1, and for each set of program data, the uncertainty in savings due to model error was calculated at the 95% confidence level. All fifty-four buildings had at least 9 months of baseline data. For 49 of these buildings 12 months of 'post-measure' data were available, and 5 had at least 11 months of post data. Figure 3 shows a graphical illustration of the savings and uncertainties results. In this plot each building is represented with a vertical bar. The y-axis shows the fractional, i.e., percent savings that were estimated for each building. The error bars show the fractional savings uncertainty due to model error, also plotted for each building. For a portion of the buildingsthose at the left of the plot -the pre/post meter data indicated zero savings, or even increases in consumption after measure implementation. These effects may be due to failed measures, or changes in building loads or operation that are independent of the measures that were implemented.
For Data Set 1 the 10 th percentile, the median, and the 90 th percentile of FSUs were equal to 9%, 27%, and 180%. For the three buildings in Data Set 2 the FSUs were equal to 18%, 44% and 140%. For Data Set 3 the 10 th percentile, the median and the 90 th percentile were respectively equal to 14%, 23% and 182%. The aggregated uncertainty for each data set was quantified by using uncertainty propagation as described in the Methodology, Section 3. Table 2 summarizes these results. In the second column of the table the aggregated fractional savings is provided with the corresponding uncertainty ranges. In the third column the aggregated FSU is indicated for each data set. As a benchmark, the final column in the table lists the fraction of buildings that meet the confidence and uncertainty threshold established in ASHRAE Guideline 14, i.e. 68% confidence, and no more than 50% FSU, which is equivalent to a FSU equal to 100% at 95% confidence level. Overall, aggregating the savings resulted in a decrease in the uncertainty, with the aggregated value falling below that of the best 10 th percentile of the individual buildings. In addition, the majority of buildings meet the ASHRAE guidance concerning the precision of the savings estimates. 
Comparison of Results from Automated Whole-Building, vs. Traditional M&V
Traditional measurement and verification may be conducted at the measure level with shorter-term system-level measurements or at the whole-building level, with longer-term measurements and custom models that are created for each building. These calculations that are based on measurements after the measure was implemented are referred to as ex-post savings estimates. 'Ex-ante' estimates of expected savings are calculated before the measure is implemented. Although a whole-building pre/post savings estimate may not always be directly comparable to, or expected to match an ex-ante or ex-post measure-level estimate, the industry has expressed interest in knowing how the results from automated whole-building tools differ from those based on industry-standard traditional approaches.
To explore how this question might be addressed, we first identified the buildings in the study data sets for which prior savings estimates were available and that had passed the baseline fitness test for R 2 , CV(RMSE), and NMBE. The data from the post-measure implementation period was visually inspected to determine whether suspected 'non-routine' events were present. In measurement and verification, non-routine events are defined as changes in building energy consumption that are not due to changes in independent variables in the baseline model (in this study, time of day, day of week and outside air temperature), and that also are not due to the measure itself. If large enough, non-routine events may appear as otherwise anomalous changes in the building's load profile. For accurate savings estimation, these non-routine events must be quantified, and accounted for as 'non-routine adjustments' in the avoided energy use savings calculation. This is a manual process that requires some degree of engineering expertise, as well as knowledge of what the non-routine event was. For example, commonly encountered nonroutine events include changes in building occupancy or schedules. Figure 4 shows an example of a building from the study Data Set 2 in which suspected non-routine events were present (see highlighted area in bottom right of plotted data). Since there was not sufficient information available from the project records to quantify the energy impact of suspected non-routine events, these buildings were not considered for this portion of the analysis. After filtering the full study data set for sufficient time history of pre-and post-measure meter data, baseline model fitness, suspected non-routine events, and the availability of prior savings estimates, there was not a sufficient number of buildings for which to draw conclusions or generalize our findings. However, the results are presented as an illustration of how principles of uncertainty analysis can be used to understand how divergent or similar automated wholebuilding savings results are from traditional savings estimates. Table 3 summarizes the aggregated ex-post savings estimate for the buildings that remained in each data set, after filtering. It also contains the 95% confidence interval for savings that were estimated with the automated whole-building tool. For data set 3, the ex-ante savings estimated was available, and is also provided for reference. For data sets 3, the ex-post savings that were determined using traditional M&V approaches were within the 95% confidence interval of the savings that were determined using the automated whole-building tool. This indicates that the automated result was statistically equivalent to the result obtained using standard engineering calculations. This was not the case for data set 2, where the ex-post estimate was statistically different from the automated result. To reiterate, given the small size of the data set, one cannot generalize from these findings, however this type of analysis can be replicated and expanded to address questions related to the comparability of traditional versus automated whole-building savings results.
Estimation of Labor Time Required for Automated Whole-Building, vs. Traditional M&V
Estimates of the labor time required to conduct the savings analysis in the automated versus traditional M&V case were based on several sources using program Data Sets 1 and 2. For the automated case, the time that it took a researcher to conduct the fitness screening procedure and compute results with the M&V 2.0 tool was tracked and documented. For the traditional case the time requirements were estimated by program implementers. For Data Set 1, based on the measures implemented (retro-commissioning with some retrofit), the traditional approach to M&V would have been a whole-building assessment conducted in a more manual process, without an M&V 2.0 tool. An implementer working with the utility on M&V 2.0 tools estimated that it would take approximately 4 days to quantify the savings with standard tools to review the data, and create custom baseline models for each building. For Data Set 2 (specific measure types not provided for the study), the implementer reported that the traditional approach to M&V that was previously implemented comprised custom engineering calculations. The implementer estimated that it previously took approximately 6 days to quantify the savings.
These findings are summarized in Table 4 , and suggest that the use of automated tools has the potential to reduce the labor time that is required to estimate project-level and possibly program-level gross savings. If technical review of the savings estimates are also required, the reduced number of data streams, and use of standardized calculations has the potential to result in further labor time reductions, particularly in the case of engineering calculations. Conversely, the need to monitor for and quantify non-routine adjustment may outweigh these advantages, and these tradeoffs are highlighted as an area of focus for future work. Note that it was not within the scope of this study to estimate the time required to quantify savings for the ~25% of buildings in the data set that were not well-modeled with the automated approach, therefore requiring deeper engineering investigation. 
Discussion and Conclusions
The results of this work indicate that automated M&V2.0 methods can be used to accurately quantify whole-building savings, and that automation can offer time savings advantages. The analyses in this study showed that automated tools that use commonly available interval meter and weather data can model baseline energy use at industry standard levels of fitness for a large fraction of buildings. For the data sets in this work, seventy percent of the buildings were well suited to the automated approach. It was not possible to characterize common traits of the buildings that were not easily modeled, as that information was not available, however prior work [3] suggests that building type alone, is not a conclusive indicator of load predictability. Buildings that are not well fit could be handled in multiple ways. They could be recognized to have a less accurate result, and nonetheless be included in the aggregate, additional explanatory variables could be identified to include in a more custom model, or the savings estimation could be conducted with an alternate method that does not rely on wholebuilding meter data.
Model fitness in the baseline period, as quantified with metrics such as CV(RMSE) is one gauge of the accuracy of the savings estimation. However a more direct indication of accuracy is the uncertainty in the ultimate savings result that is due to the model error. For the program data sets analyzed in this study, in 80% of the cases, savings and uncertainties for each individual building were accurate to levels above the ASHRAE Guideline. When the buildings were pooled and treated as a portfolio, the accuracy of the result improved, i.e., the uncertainties were reduced significantly. It is important to note that these uncertainties are those attributable solely to errors in fitting the model to the baseline data -M&V protocols and guidelines do not address the uncertainty associated with non-routine adjustments that may be made to account for effects such as changes in occupancy or building scheduling. These uncertainties are likely larger than those associated with baseline model error.
While uncertainty is not commonly considered today, it could hold value for evaluating and reducing project and investment risk. For example, ASHRAE's published methods for computing fractional savings uncertainty depend on depth of savings, length of the training and prediction periods, and model CV(RMSE). "Look-up" tables can be used to explore the likelihood that a given model will produce savings estimations that meet uncertainty and confidence requirements, for a specific set of buildings and expected depth of saving. Uncertainty-based approaches are also valuable because they permit an understanding of the risk of under-performance. They align nicely with approaches used by the financial industry, in which investors are accustomed to decision-making under uncertainty and increased use of these concepts could potentially facilitate more effective project financing by private investors.
Since uncertainty analysis has not commonly been used in the industry to report gross savings, only point value savings estimates were available for the historic data sets analyzed. Therefore a direct comparison of accuracy between the automated and traditional approaches was not possible. However to illustrate how one might analyze how 'different' the results are, we compared the aggregated ex-ante and ex-post savings from the traditional method to the range of savings from the automated savings, at the 95% confidence level. Although the data sets were too small to generalize from, analyses of this type will be important in determining whether results are indeed statistically different from one another, and in turn, whether the use of automated savings analyses is likely to significantly change the industry's current accounting frameworks.
While it is possible to calculate savings uncertainty due to model error, the industry has not yet articulated clear acceptance criteria to define the bar for rigor that must be met. For example, what are acceptable levels of confidence and uncertainty? How must results and the process be documented, and what elements must be transparent? With agreed upon acceptance criteria, regulators could require the use of M&V methods that met these criteria, setting a clear bar for evaluation. This could inform further conversation about the demonstrated accuracy and uncertainty of known methods for a given program type. By agreeing to these criteria and methods up front, evaluation risk and ratepayer risk could be diminished. An approach to energy efficiency that includes M&V methods with known uncertainty may also facilitate the effective integration of energy efficiency into state efforts to measurably reduce greenhouse gas emissions by placing efficiency-based GHG reductions in a robust reporting framework similar to that of supply-side resources.
Future Work
Future work will focus on four key areas necessary to support the broader adoption of these streamlined approaches to M&V. First, facilitation and analysis of in-situ pilots in 'live' projects. The current work that analyzed historic data, was an important first step, however was limited due to the fact that the data was not originally acquired with an objective of assessing automated meter-based approaches to M&V. Pilots will enable more thorough testing of the feasibility of these techniques, focusing on the benefits of continuous feedback, practitioner workflows, and side-by-side comparisons of accuracy, time and cost relative to traditional approaches. These pilots will be conducted in partnership with utility implementers, evaluators, and the regulatory community, and should include both commercial and residential applications.
A key outstanding issue related to continuous feedback, accuracy, and feasibility, concerns the treatment of non-routine adjustments. Appropriate treatment of these changes in energy use that are not due to the measure, and not captured in the model, is critical to achieving an accurate savings result, and the ease of doing so has important implications for labor time savings potential. Today these adjustments are identified manually, however, if their detection can be automated, then cost and accuracy can be further improved. New ways of measuring high-impact independent variables will also reduce the complexity of handling non-routine events. For example, if occupancy sensing could be scaled, and made as accessible as weather data for use an independent variable, the performance of automated tools could be significantly improved, and one of the more common sources of non-routine events (changes in occupancy) could be eliminated.
The third area of future work will entail continued engagement with the evaluation and regulatory communities to establish acceptance criteria for M&V 2.0. This will include uncertainty and confidence requirements, as well as documentation needs for transparent third party review. For example, while the analyses in this work were conducted at the 95% confidence level, the industry has yet to define confidence and associated uncertainty levels that must be for results to be considered sufficiently rigorous. Similarly, qualitative requirements for documentation must be set. Closely related, there is a need to explore improved approaches to uncertainty quantification that may better estimate the confidence interval, and that can be applied to a wider range of models such as machine leaning and highly non-linear techniques.
Finally, today's M&V 2.0 tools focus on existing conditions baselines, and do not quantify savings versus more commonly to-code or industry standard practice baselines. As these software-based approaches are further tested, and their viability proven for the existing conditions case, there may be cause to extend their capabilities, expanding their applicability to a wider variety of program designs and measure types.
