Structural equation models (SEMs) have been widely applied in examing inter-relationships among latent and observed variables in social, psychological, and medical research. Motivated by the fact that correlated discrete variables and missing data are frequently encountered in practical applications, a nonlinear SEM (NSEM) that accommodates covariates, mixed continuous and discrete variables, and nonignorable missing data is proposed. Bayesian methods for estimation and model comparison are discussed. One real-life data set about cardiovascular disease is used to illustrate the methodologies.
INTRODUCTION
Latent variables have been widely used in assessing multidimensional concept which is related to two or more observed variables. Historically, they were analyzed by the factor analysis model, and have been widely applied to educational, social, and psychological research. Structural equation models (SEMs) [2, 15] generalize the factor analysis model by adding a structural equation to assess the effects of some independent (exogenous) latent variables to some dependent (endogenous) latent variables. As latent variables are very common in practical research, SEMs have wide applications not only in behavioral and social sciences, but also in biological, environmental, and medical sciences [see for example, 1, 17, 23, 25, among others].
The rapid growth of SEMs is due to the demand of subtle models and the related statistical methods for solving complex research problems in various fields. In this paper, the proposed model is motivated by the strong demand in analyzing genotype and phenotype latent variables and their interactions. Epidemiological and family-based analyses have indicated that diseases with complex traits have both genotype and phenotype determinants [26] . Very often, particular groups of observed genotype and phenotype variables are highly correlated and relate to a multidimensional concept of major interest. For example, in the study of cardiovascular disease, we are interested in examining the effect of the latent variable 'blood pressure' (created by observed variables systolic and diastolic blood pressures) to the latent variable 'cardiovascular disease' (created by observed variables ischemic heart disease and cerebral vascular accident), rather than the effect of systolic blood pressure to ischemic heart disease. Moreover, the importance of genotype-genotype and genotype-phenotype interactions is now being increasingly recognized in the study of complex diseases [3] . For achieving more efficient statistical analysis and better interpretation, it is more appropriate to investigate the interactions of latent variables rather than the interactions among observed variables. Hence, there is an urgent need to develop efficient statistical methods to investigate the linear and nonlinear effects of independent phenotype and genotype latent variables on dependent latent variables. For instance, in the study of diabetic cardiovascular disease, it is advantageous to analyze the interaction of the latent variables 'blood pressure' and 'lipid control' (created by plasma triglyceride and high density lipoprotein), rather than the large number of interactions formed by the corresponding observed variables. To examine the inter-relationships among various latent variables, we propose a nonlinear SEM to fit the data which are provided by an applied genomic program in the Institute of Diabetes, The Chinese University of Hong Kong. Based on some basic knowledge of the study, we will focus on certain phenotype and genotype observed variables in this paper. These observed variables are grouped into various latent variables for formulating an SEM according to their medical meanings. The observed variables of interest and their corresponding latent variables are given in Table 1 . In general, as it is important to examine the possible nonlinear effects of independent latent variables on the dependent genotype and phenotype latent variables, a model with a nonlinear structural equation will be considered. Hence, we need to develop a nonlinear SEM with mixed continuous, ordered, and unordered categorical variables. Note that the distribution of an unordered categorical variable is multinomial. Analysis of correlated multinomial variables is non-trivial and has received a great deal of attention in econometrics. Recently, multinomial probit models [13, 20] have been developed to predict multinomial variables through fixed covariates with a regression model. As these models do not involve latent variables, they cannot be applied to our problem.
The data set obtained under the study of cardiovascular disease includes missing data. Often, missing data in this study is nonignorable in the sense that the reason for missingness often depends on the missing values themselves [see 19] . For example, the side effects of the treatment may make the patients worse and thereby affect patient participation. Hence, the missing data are considered as nonignorable with a nonignorable missing mechanism. Analysis of this kind of missing data has received considerable attention in statistics [see for example, 5, 12, among others]. An important issue in the analysis is in formulating a model for the missing mechanism. In this paper, motivated by Ibrahim et al. [12] , a general framework based on the logistic regression model will be proposed. Under the context of the proposed nonlinear SEM, various competing models under this general framework will be compared through the Bayes factor [14] .
The paper is organized as follows. In Section 2, a nonlinear SEM (NSEM) that accommodates fixed covariates, mixed continuous, ordered, and unordered categorical data with nonignorable missing entries is proposed together with a logistic regression model for the nonignorable missing mechanism. Bayesian methods for analyzing the proposed model, including estimation and model comparison, are presented in Section 3. Here, Markov chain Monte Carlo (MCMC) tools such as the Gibbs sampler [10] and the Metropolis-Hastings (MH) algorithm [11, 21] are applied for estimation, and a path sampling procedure [8] is used to compute the Bayes factor for model comparison. To reveal the performance of the Bayesian methods, results obtained from a simulation study are reported in Section 4. Analysis of the real example in relation to cardiovascular disease of diabetic patients is presented in Section 5. A discussion is given in Section 6, and some technical details are given in the Appendices.
NSEM WITH MIXED CONTINUOUS
AND DISCRETE VARIABLES, AND NONIGNORABLE MISSING DATA
NSEM with covariates, and mixed continuous and discrete data
We propose an NSEM for a p by 1 observed random vector which is composed of continuous, ordered, and unordered categorical variables. Without loss of generality, let the ith observation be
, where s = p−r 2 , z ih is ordered categorical, y ih is continuous, and u ih is unordered categorical. According to common practice in treating ordered categorical variables in SEMs [15, 17] , an ordered categorical variable z ij is defined through an underlying random variable y * ij with a continuous distribution and a threshold specification, as follows:
where {−∞ = α j,0 < α j,1 < · · · < α j,Hj < α j,Hj +1 = ∞} is the set of thresholds that defines H j + 1 categories. For each unordered categorical variable, we assume that it takes on one and only one of the possible values {0, 1, . . . , K j − 1}. For simplicity, we assume that K j = K; however, this assumption can be easily relaxed. In the literature, an unordered categorical variable, say u j , j = 1, . . . , s, is commonly modeled in terms of an unobserved multivariate normal random vector v j = (v j,1 , . . . , v j,K−1 ) as follows [see 13, 27] : for j = 1, . . . , s, 
in which the correlated manifest variables in w i are appropriately grouped into latent variables in ω i , and the covariate b i is taken into account. Basically, we need to find an appropriate structure of Λ for formulating latent variables in ω i according to the meaning and properties of the manifest variables. Here the measurement equation
. . .
. . . 
The model defined by (3) and (4) is confirmatory. The subject matter knowledge about the manifest variables is very important in model building; for instance, in deciding q, q 1 , and q 2 , and the positions and preassigned values of some elements in Λ; see the illustrative application in Section 5.
Missingness mechanism
To deal with missing entries in be the missing and observed data in D, respectively. If the distribution of r is independent of D mis , the missing mechanism is defined to be missing at random (MAR); otherwise, the missing mechanism is nonignorable [19] . In analyzing a nonignorable missing mechanism, an important issue is to define an appropriate model for p(r|D, ϕ) with an unknown parameter vector ϕ. We may take the matrix of latent variables Ω = (ω 1 , . . . , ω n ) into account, and consider the conditional distribution of r given (D, Ω, ϕ). However, we have to be careful not to use a complicated model as it can easily become unidentifiable. Moreover, a too complex model will also lead to inefficient sampling from the related conditional distributions. Based on the above understanding, and the fact that the latent variables in the proposed NSEM are closely related with their corresponding manifest variables (indicators), we propose the following model for the nonignorable missingness mechanism that is independent of Ω:
Ibrahim et al. [12] pointed out that since r ij is binary, one can use a sequence of logistic regressions for modeling p(r ij = 1|d i , ϕ) in (6) . Hence, the following logistic regression model is used:
where
, and ϕ I = (ϕ 1 , . . . , ϕ p ) . Based on the similar rationale as given by Ibrahim et al. [12] in omitting the latent random effects in a normal random effect model, the latent variables are not used in modeling our missing mechanism. However, all the indicators for endogenous and exogenous latent variables in η and ξ are included in this missing mechanism. In the Appendices, we derive the corresponding conditional distributions required in the estimation, and describe the implementation of the MH algorithm [11, 21] in generating observations from these conditional distributions.
BAYESIAN ANALYSIS OF THE MODEL 3.1 Estimation with MCMC methods
Bayesian estimation of the unknown parameters in the proposed model defined by (1), (2), (3), (4), (6) , and (7) is discussed in this section. The thresholds in α are regarded as nuisance parameters in the model because they are not usually involved in competing models for comparison. Following the suggestion of Lee and Zhu [18] , we use the following noninformative prior distribution for α j , j = 1, . . . , r 1 :
For the other unknown parameters, the commonly used conjugate distributions [see for example, 15] are used. These distributions are proper and induce no problem in using the Bayes factor for model comparison. More specifically, the following independent conjugate prior distributions are used:
. . , r 2 is the jth diagonal element of Ψ z and Ψ y , Π j and ψ δj , j = 1, . . . , q 1 are the jth row of Π and the jth diagonal element of Ψ δ , respectively; and μ 0 , Λ 0j , Π 0j , α 0j , β 0j , α 0δj , β 0δj , ρ 0 , and positive definite matrices Σ 0 , H 0j , H 0δj , R 0 , and C are hyperparameters whose values are assumed to be given by the prior information.
Let y * i and v i = (v i1, . . . , v is ) be the continuous unobserved random vectors corresponding to z i and u i , respectively. Let Y * = {y * 1 , . . . , y * n } and V = {v 1 , . . . , v n } be the unobserved random data corresponding to Z = {z 1 , . . . , z n } and U = {u 1 , . . . , u n }, respectively. Let {Z obs , Y obs , U obs } and {Z mis , Y mis , U mis } be the observed and missing ordered categorical, continuous, and unordered categorical data, respectively. Furthermore, let Y * obs and V obs be the unobserved continuous variables corresponding to Z obs and U obs , respectively; and let Y * mis and V mis be the unobserved continuous variables corresponding to Z mis and U mis , respectively. Finally, let θ be the vector that contains all other unknown parameters in the measurement and structural equations of the proposed model, α = (α 1 , . . . , α r1 ), and let p(θ, α, ϕ) and p(θ, α, ϕ|D obs , r) be the prior distribution and posterior distribution of (θ, α, ϕ), respectively. The Bayesian estimate of (θ, α, ϕ) will be obtained through the sample mean of a sufficiently large sample of observations generated from p(θ, α, ϕ|D obs , r). As this posterior distribution is rather complicated, we use the idea of data augmentation [28] to augment the observed data {D obs , r} with {Y * obs , Y * mis , Y mis , V mis , V obs , Ω} in the posterior analysis. A sequence of random observations will be generated from the joint posterior distribution p(α, Y * obs , Y * mis , Y mis , V mis , V obs , Ω, θ, ϕ|D obs , r) by the Gibbs sampler [10] coupled with the MH algorithm [11, 21] . More specifically, (α, Y * obs ), Y * mis , Y mis , V mis , V obs , Ω, θ, and ϕ are iteratively generated from the corresponding full conditional distributions. Under the above selected prior distributions, these full conditional distributions are derived in Appendix A. We find that the full conditional distributions corresponding to (α, Y * obs ), Y * mis , Y mis , V mis , Ω, and ϕ are nonstandard. Brief details on the application of the MH algorithm in generating observations from these nonstandard distributions are presented in Appendix B.
Model comparison using Bayes factor
An important issue in analyzing SEMs is model comparison. In this paper, we propose Bayes factor as a statistic for model comparison. Suppose that the observed data D obs arise from one of the two competing models, M 0 and M 1 . Let p(D obs , r|M 1 ) and p(D obs , r|M 0 ) be the probability densities of (D obs , r) given M 1 and M 0 , respectively. The Bayes factor is defined by:
Criterion for interpreting B 10 is given in Kass and Raftery [14] . 
The logarithm Bayes factor is computed as (11) log 
A SIMULATION STUDY
The objective of this section is to present results of a simulation study to reveal the empirical performances of the Bayesian estimates and the Bayes factor for model comparison. A complete data set {d i , i = 1, . . . , n} is generated from an NSEM defined in (1), (2), (3), and (4) with 15 manifest variables that are related with six basic latent variables η i = η i , and ξ i = (ξ i1 , . . . , ξ i5 ) . Among these manifest variables in the measurement equation, the first three are dichotomous, the next six are continuous, and the last six are unordered categorical. The true values of μ, A, and Λ in the measurement equation are given by μ = (μ 1 , . . . , μ 9 , μ 10 , . . . , μ 15 
Here, the parameters with an asterisk are treated as fixed. We first generate the the complete data set {d ij : i = 1, . . . , n, j = 1, . . . , p} via equations (1), (2), (3), and (4) with n = 1400 and p = 15. Then the missing data are then generated from the missingness mechanism defined by (6) and (7) with the following two settings. Setting A: From the last six hundred observations with i = 801, . . . , 1400, determining whether d ij is missing or not via the missingness mechanism in (6) and (7) Based on some pilot test runs in getting some idea about the required number of iterations for convergence, we took T = 20, 000 simulated observations after 20,000 burn-ins to get the estimates in each replication. Under setting A, the bias (Bias) and root mean squares (RMS) values corresponding to the parameters in the NSEM are presented in Table 2 . We observed that most of these values are reasonably small. We also observed the Bias and RMS corresponding to the estimates of the nuisance parameters in ϕ are small; details are not presented to save space. As expected, the Bias and RMS values of some parameters that are associated with the ordered and unordered categorical variables, for example, λ 11, 5 , λ 12, 5 , λ 14, 6 , λ 15, 6 , γ 4 , γ 5 , φ 44 , and φ 55 , are larger. This phenomenon may be due to the discrete variables provide less information than the continuous variables. Moreover, we learned that under the selected sample size the different prior inputs have minor effects on the parameter estimates. Results obtained with more severe misspecification of the prior inputs are expected to be worse. However, as Bayesian estimation is not very sensitive to prior inputs for reasonably large sample sizes [14] , we expect that the problem is not serious. For setting B, the overall performance is similar to that obtained with setting A; although as expected, it is slightly worse since the missing proportion is larger. For completeness, Bias and RMS values corresponding to the estimates of the parameters in the NSEM are presented in Table 3 . To study whether the missing data generated from nonignorable missing mechanism can be treated as MAR, the same simulated data sets are reanalyzed under the MAR assumption. The corresponding simulation results are presented in Tables 4 and 5 , respectively. From these tables, we observe that the Bias and RMS values of the parameter estimates (particular those in μ) are generally larger than those in Tables 2 and 3 . These results indicate that the performance under the MAR assumption is inferior.
To illustrate the application of the Bayes factor, we consider the comparison of the following models for the missing mechanism:
where M 0 is the model that involves all the manifest variables, M 1 only involves the ordered categorical and continuous variables, M 2 only involves the unordered categorical variables, and M 3 is MAR. The rationale for considering these missing mechanisms is to examine the impact of the phenotype and genotype variables. For example, the rationale for considering M 1 is to examine whether the missingness depends on the genotype variables or not. In addition to comparing the models with different missing mechanisms, we also consider a competing model with missing mechanism 
In the path sampling procedure for computing the Bayes factors, we took L = 20, and J = 4,000 collected after 1,000 burn-ins. In setting A, we observe that the Bayes factor chooses the true model M 0 in all the replications. In setting B, the Bayes factor chooses the true model M 0 when comparing with M 1 , M 2 , and M 3 . Hence, it always selects the true missing mechanism. When comparing M 0 with M 4 , the Bayes factor chooses the false model M 4 six and three times out of 100 replications with Type I and Type II prior inputs, respectively. This phenomenon may be due to the large amount of missing data in setting B, which gives incorrect results in selecting the true structural equation in a small number of replications. The summary statistic of the computed logarithm Bayes factors for comparing the above models with Type I and Type II prior inputs of two settings are presented in Table 6 . It seems that the Bayes factor is not sensitive to the selected prior inputs under the selected sample sizes.
ANALYSIS OF THE CARDIOVASCULAR DISEASE DATA
The proposed model and the Bayesian methods are illustrated by an application to examine the inter-relationships of phenotype and genotype variables in relation to cardio- vascular disease of diabetes patients as mentioned in the 'Introduction'. Data are obtained from patients who participated in an applied genomic program conducted by the Institute of Diabetes at the Chinese University of Hong Kong. They underwent a comprehensive assessment of complications and risk factors based on the European DiabCare protocol. The whole data set involves measurements of many phenotype variables, such as those related to age at diagnosis, duration of disease, SBP, DBP, HDL, TG, and existence of symptoms, etc; as well as a panel of 65 biallelic single nucleotide polymorphisms (SNPs) in 36 genes from biochemical pathways implicated in the development of cardiovascular disease. We are interested in incorporating multiple genetic and phenotypic pathways to understand more about the cardiovascular disease. The endogenous variable of cardiovascular disease was treated as a latent variable reflected by two manifest dichotomous variables which are related to the existence of the following symptoms: IHD and CVA. Based on some preliminary data analysis and medical knowledge, several continuous phenotype variables and several unordered categorical genotype variables are used to formulate phenotype and genotype exogenous latent variables. The phenotype variables are: WHR, BMI, SBP, DBP, HDL, and ln TG (the logarithm transformation is used for achieving a distribution that is close to normal) while the genotype variables are PON11, PON12, FGB, and SELE2. Note that regressing IHD (or CVA) on the above 10 manifest variables with a single multiple regression model would result in a large number of linear and interaction terms that induce difficulties in formulating the model and achieving meaningful medical interpretations. Moreover, we are interested in the latent variable about 'cardiovascular disease' which should be measured by IHD and CVA, rather than by a single manifest variable. Hence, an NSEM with mixed continuous, ordered categorical (dichotomous), and unordered categorical variables is needed. In this application, we consider manifest random observations which are related to eight phenotype variables and four genotype variables, namely: d = (IHD, CVA, WHR, BMI, SBP, DBP, ln TG, HDL, PON11, PON12, SELE2, FGB) . Here, r 1 = 2, r 2 = r 1 + 6 = 8, and s = 4. The sample size is 1385. We encountered a number of missing entries (given in parentheses) in WHR(6), BMI (6), ln TG (10), HDL (21), PON11 (20) , PON12 (37), SELE2 (12) , and FGB (25). As we expect that the reason for missingness depends on the missing values themselves, we treat the missing data as nonignorable. The frequencies of 'Yes=1/No=0' corresponding to the dichotomous variables IHD and CVA are {111,1274} and {117,1268}, respectively. The sample mean and standard deviation (computed based on complete data) of {WHR, BMI, SBP, DBP, ln TG, HDL} are {0.89, 24.77, 138.16, 78.91, 0.37, 1.27} and {0.07, 3.72, 22.79, 11.40, 0.64, 0.36}, respectively. In the analysis, continuous data were standardized to unify the scale. The frequencies of {AA, Aa, aa} corresponding to PON11, PON12, SELE2, and FGB are {0, 70, 1295}, {167, 608, 573}, {1267, 103, 3}, and {724, 522, 114}, respectively.
The proposed NSEM and the following nonignorable missing mechanism was used to analyze this data set with nonignorable missing data:
The measurement equation of the proposed NSEM is given by (3) , where the the fixed covariates b i = b i is the 'duration of disease', and 
The covariate b i is included in examining the effects of the duration of disease to the phenotype and genotype observed variables. Here, the parameters with an asterisk are treated as fixed. Based on the medical meaning of the manifest phenotype and genotype variables, this non-overlapping structure of Λ * is proposed for achieving clear interpretation of latent variables. The structure of Λ (corresponding to Λ * ) provides four phenotype latent variables: 'cardiovascular disease, η', 'body shape, ξ 1 ', 'blood pressure, ξ 2 ', and 'lipid control, ξ 3 '; and two genotype latent variables 'geneinflammatory, ξ 4 ' and 'gene-lipid control, ξ 5 '. While the Λ * (equivalently Λ) defined by (14) provides a natural and reasonable formulation of the measurement equation, there are many choices of the structural equation that relates η with various linear and nonlinear terms of ξ 1 , . . . , ξ 5 , as well as some covariates. We have compared a number of competing models through the Bayes factors that were computed by the path sampling; under the missing mechanism as defined by (13) , and the following hyper-parameter values α 0j = α 0δj = 5, β 0j = β 0δj = 6, ρ 0 = 8, R −1 0 = 2I, Σ 0 , H 0j , H 0δj , and C are fixed at two times identity matrices with appropriate dimensions, μ 0 , Λ 0j , Π 0j , and ϕ 0 are fixed at vector 0. Among the competing models, we finally selected the model with the following structural equation (as the comparison is rather standard, we ignore the details):
where c i is a fixed covariate about the smoking status (Yes=1/No=0). In addition to the linear effects of the phenotype and genotype latent variables, this structural equation involves two pheno-genotype latent variable interactions {ξ 2 ξ 4 , ξ 3 ξ 5 }. To illustrate the use of Bayes factor in comparing various missing mechanisms, we consider the following models under the selected NSEM with structural equation (15):
M 0 : the missing mechanism defined by (13),
In the path sampling procedure for computing the Bayes factor, we took L = 10, and J = 10, 000 collected after 4,000 burn-ins. Figure 1 . We observe from Figure 1 that the Gibbs sampler converges after 15,000 iterations. Bayesian estimates and their standard error estimates were obtained through 20,000 simulated observations after 15,000 burn-ins.
The path diagram of the selected model M 0 is presented in Figure 2 , together with some Bayesian estimates and their standard error estimates. We note that the standard The remaining Bayesian estimates of μ, A, Ψ y , ψ δ , Φ, and ϕ and their standard error estimates are presented in Table 7 . Fromφ ij , we observe that the correlations of the phenotype and genotype latent variables are small. From the estimates of parameters in ϕ, we observe that it is necessary to incorporate the missing mechanism in analyzing the missing data. This reconfirms the above model comparison results. To save space, straightforward interpretation of the less important parameter estimates is not discussed. We also analyzed the data set under the MAR assumption (M 3 ). As expected, we observe that the estimates of some parameters are quite different from those in M 0 . For example, the estimates of μ 9,1 , λ 10, 4 , γ 4 , γ 5 , γ 6 , γ 7 , and φ 43 are equal to 0.720, 0.406, −0.362, −0.515, 0.115, −0.656, and −0.138, which are very different from the corresponding estimates obtained through the nonignorable missing mechanism. Hence, the conclusion obtained with the incorrect MAR assumption is quite different. For instance, the estimates of the path coefficient corresponding to ξ 2 ξ 4 obtained with the nonignorable missing mechanism and the MAR assumption are equal to −0.265 and 0.115, respectively. These different estimates give quite a different conclusion on the effect of phenotype-genotype interaction to cardiovascular disease.
Using a SUN Enterprise 4500 server, the computer time for obtaining the Bayesian estimates of parameters in M 0 in this application is about 120 minutes. Our program is written in C language and is available upon request.
DISCUSSION
We have proposed a nonlinear structural equation model for analyzing linear and nonlinear relationships of latent variables that are identified from mixed continuous, ordered, and unordered categorical manifest variables. The proposed model also accommodates fixed covariates and nonignorable missing data. Bayesian methods for estimation and model comparison have been presented and applied to study the linear and interaction effects of phenotype and genotype latent variables to the cardiovascular disease of diabetes patients. As the importance of genotype-genotype and genotype-phenotype interactions is being increasingly recognized in the study of pathogenesis of many complex diseases [3] , we expect the methodologies presented here will have wide applications in biomedical science. Moreover, as ordered and unordered categorical variables are very common in geosciences, social, and behavioral sciences, these developed methodologies are also useful in these fields.
Like many other statistical models, the proposed NSEM is developed under the assumption that the distributions of the latent variables and the measurement errors are normal. In practice, as the normality assumption for the latent variables is difficult to check, and this assumption may not be valid in some substantive research, it is important to develop some robust methods that are less reliant on this assumption. Recently, a Bayesian semi-parametric approach that utilizes the approximate Dirichlet process has been applied to some special cases of the proposed NSEM [see for example , 16] . Clearly, extension of this robust approach to the complex SEMs presented here represents an interesting topic of research. Moreover, to enhance our understanding of complex diseases, developing second-order factor models, multiple-group models, and longitudinal models is useful.
where μ i, mis = μ i,mis +A i,mis b i +Λ i,mis ω i , μ i,mis is the subvector of μ, A i,mis , Λ i,mis , and Ψ y,mis are the submatrices  of A, Λ, and Ψ y corresponding to y i, 
APPENDIX B. IMPLEMENTATION OF THE MH ALGORITHM
The general procedure of the MH algorithm [11, 21] with target distribution p(·) is implemented as follows. At the mth iteration of the MH algorithm with a current X m , the next X m+1 is chosen by first sampling from a candidate point Y from a proposal distribution q(·|X m ) which is easy to sample. This candidate point Y is accepted as X m+1 with probability
If the candidate point Y is rejected, then X m+1 = X m and the chain does not move. The proposal distributions for generating observations from our non-standard full conditional distributions are presented as follows:
(a) For the full conditional distribution of ω i as given in (16) 
j,Hj −1 ) from the following univariate truncated normal distribution:
] (α j,k ), (22) 
