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An Adaptive Markov Random Field for Structured
Compressive Sensing
Suwichaya Suwanwimolkul, Lei Zhang, Dong Gong, Zhen Zhang, Chao Chen, Damith C. Ranasinghe,
Qinfeng Shi,
Abstract—Exploiting intrinsic structures in sparse signals un-
derpins the recent progress in compressive sensing (CS). The
key for exploiting such structures is to achieve two desirable
properties: generality (i.e., the ability to fit a wide range of signals
with diverse structures) and adaptability (i.e., being adaptive to
a specific signal). Most existing approaches, however, often only
achieve one of these two properties. In this study, we propose
a novel adaptive Markov random field sparsity prior for CS,
which not only is able to capture a broad range of sparsity
structures, but also can adapt to each sparse signal through
refining the parameters of the sparsity prior with respect to the
compressed measurements. To maximize the adaptability, we also
propose a new sparse signal estimation where the sparse signals,
support, noise and signal parameter estimation are unified into a
variational optimization problem, which can be effectively solved
with an alternative minimization scheme. Extensive experiments
on three real-world datasets demonstrate the effectiveness of
the proposed method in recovery accuracy, noise tolerance, and
runtime.
Index Terms—Structured compressive sensing, probabilistic
graphical models, sparse representation
I. INTRODUCTION
COMPRESSED sensing (CS) is to recover a k-sparsesignal x ∈ RN from M linear measurements y = Ax
[1], where A ∈ RM×N represents a random transformation
matrix (M < N ). Recent CS algorithms focus primarily on
reducing the number of measurements M . Standard state-of-
the-art CS algorithms can recover a k-sparse signal x from
O(k logN/k) noisy measurements [1]. To further reduce the
number of measurements required, many researches started to
exploit the structure (i.e., correlations) of the sparse coefficients.
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In real applications, sparse signals often exhibit diverse
structures, and the structures may vary within the same dataset.
To efficiently exploit the intrinsic structures of sparse signals,
a desirable sparsity model should possess two important prop-
erties, namely, generality (i.e., the ability to fit a wide range
of signals with diverse structures) and adaptability (i.e., being
adaptive to a specific sparse signal). Two dominant classes of
sparsity models that have been studied [2] include deterministic
structured sparsity models [3]–[17] and probabilistic structured
sparsity models [18]–[29]. A brief review is in Section II.
Deterministic structured sparsity models such as group
sparsity [3]–[8], hierarchical sparsity [9]–[13] and graph
sparsity [14]–[17] models often assume prior knowledge on the
geometrical structure of sparse signals, and restrict the feasible
set to those signals that comply with the assumed geometrical
model. Therefore, these methods tend to exclude all the signals
that violate the assumed structure. To avoid exclusion of
candidate sparse signals and achieve small sample complexity,
Cevher et al. [18] proposed the concept of Probabilistic RIP,
and used Markov random fields (MRFs) to model structure of
sparse signals. This opens up a new line of works [18]–[22],
termed probabilistic structured sparsity models. With the high
generality and expressiveness of the MRF, these methods
often achieve state-of-the-art performance. However, the MRF
used in these approaches is trained with data; thus, it lacks
the adaptability to adjust to new signal structures. To improve
the adaptability, recent approaches [23]–[29] exploit cluster
sparsity (extension from group sparsity) where they assume
that the non-zero signal coefficients are grouped as clusters.
In particular, the works [27]–[29] use MRFs, but these MRFs
contain only pairwise potentials. Similar to the other cluster
sparsity models, they assume limit signal structures which is
fixed and cannot adapt for the new signal structures.
We present a novel graphical compressive sensing model
that offers both generality and adaptability. We leverage the
MRF [18]–[22] as the sparsity prior since it has been proven
to be general and expressive enough to model various signal
structures. Unlike existing MRF-based methods [18]–[22], our
method uses a Bayesian principle to realize adaptive MRF
whose parameters and underlying graph are updated according
to measurements. Thus, the MRF parameters are adapted to
represent the underlying structure of the sparse signals. Unlike
the clustered sparsity models [23]–[29], the underlying graph of
our method can be updated for new signal structures. Figure 1
summarizes generality and adaptability of the proposed adaptive
MRF in comparison with other approaches. Our adaptive MRF
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Fig. 1: Generality and adaptability in each line of work
posses both the generality and adaptability which are inherited
from the probabilistic MRF and the adaptive mechanism.
Figure 2 demonstrates the improved performance by
employing an adaptive MRF versus a fixed MRF as a prior in
recovering a sample MNIST image. The unary and pairwise
potentials of the adaptive MRF are refined to the structure of
the digit number 2 over iterations. As the adaptive MRF being
refined, the quality of reconstructed images improves. On the
contrary, a fixed MRF that is obtained from training process
captures a universal pattern of the training images. The value
of fixed MRF potentials appears in round shape. As the fixed
MRF cannot adapt for the signal structure, the adaptive MRF
achieves higher recovery quality both numerically and visually.
To exploit an MRF as a prior in signal recovery, most existing
MRF methods such as [19]–[21] are based on the non-recursive
two-step approach [19] that, first, estimates the support and,
then, estimates the sparse signal [30]. However, this can cause
high computational time. Also, the error in the first step can
propagate to the second step and can not be minimized later.
Moreover, these methods employ homogeneous noise and signal
parameters from training data, which may not well represent
the actual noise and signal parameters.
To address these problems, we propose to estimate sparse
signal, support, and noise and sparse signal parameters jointly
and iteratively, given an adapted MRF. However, by doing
this, the whole signal estimation becomes a non-convex
optimization problem over discrete and continuous variables—
support, sparse signals, noise and signal parameters (see
Eq. (8))—which is very difficult to solve in general. To
tackle this non-convex problem, we propose to apply a latent
Bayes model [31], [32] to provide a new formulation (see
Eq.(10)) where signal structure is considered. This brings in
closed-form solutions for estimating sparse signal, noise and
signal parameters. To solve for the support efficiently, we
propose to approximate non-linear, pairwise potentials derived
from the new formulation Eq.(10) into linear, unary potentials
which can be solved efficiently with any off-the-shelf graphical
model inference tools.
Therefore, we propose to leverage the adaptability of the
MRF and develop a new sparse signal estimation to obtain
the sparse signals with the adapted MRF. We highlight our
contributions as follows:
Adaptive MRF
1st 2nd 3rd Final
MRF’s
Unary
potential
MRF’s
Pairwise
potential
Recon.
Images
Error maps
Accuracy 28.32 dB 32.70 dB 32.85 dB 32.95 dB
(PSNR)
(The higher PSNR the better)
(a) Intermediate and final results.
Fixed MRF
30.15 dB
(b) Final result.
Fig. 2: Comparison of the adaptive MRF vs. the fixed MRF on
a sample of MNIST data. The top to the bottom rows: (i) the
unary potential, (ii) the sum of pairwise potentials of adjacent
pixels, (iii) reconstructed images, and (iv) error maps. Our
adaptive MRF is more tuned to digit number 2.
1) An Adaptive MRF framework to adaptively estimate both
the parameters and the underlying graph of the MRF to
fit any signal structure. The improved performance due
to adaptive MRF is demonstrated in Section V-D.
2) New sparse signal estimation algorithm to jointly and
iteratively estimate the support and the sparse signal,
noise and signal parameters based on solving a new
formulation Eq.(10). Our algorithm offers improved
accuracy and runtime over the existing methods [20],
[21] (see Section V-E).
3) Theoretical result to demonstrate the essence of adaptive
support prior in Section IV, i.e. if the adapted support
prior converges to the distribution of the test signal, then
the feasible set is guaranteed to contain the test signal.
Thus, the sample complexity of O(k) can be achieved.
4) The proposed method yields the state-of-the-art perfor-
mance (see Section V-F) based on the evaluation with
three benchmark datasets: i) MNIST, ii) CMU-IDB, and
iii) CIFAR-10 in four different signal representations, i.e.
spatial, wavelet, discrete cosine transform (DCT), and
principal component analysis (PCA) representations.
II. RELATED WORK
Here we review existing deterministic and probabilistic
structured sparsity models that are most relevant to our work.
A. Deterministic structured sparsity
Deterministic structured sparsity models often assume the
prior knowledge on the geometric structure of sparse signals [2].
Three broad classes of models are developed as follows.
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Group/Block sparsity models [3]–[8] assume that signal
coefficients in one group/block have to be either all zero or
all non-zero. This property has been enforced by l1/l2 norms
in early works and extended to overlapping group-sparsity.
Hierarchical sparsity models [9]–[13] represent signal
coefficients as trees. For example, the wavelet transform of a
piecewise smooth signal often exhibits the tree structure where
a zero parent node implies zero offspring nodes [9]–[11], [13].
Another example is the k-sparse rooted sub-tree model [12],
where only non-zero element nodes form a sub-tree.
Graph sparsity models [14]–[17] organize signal
coefficients in a general graph able to represent various types
of sparsity patterns, including the above group and hierarchical
sparsity models. Initially, graph sparsity models are employed
as sparsity-induced regularization [14], [15]. Recently, a
weighted graph sparsity model [16], [17] is employed to
define the solution space of candidate supports.
However, these deterministic structured sparsity models
exclude all the signals that violate the assumed geometrical
structure. Moreover, these models cannot adapt for new signal
structures. In contrast, our adaptive MRF is able to fit a wide
range of the sparse signal structures and can adapt for new
signal structures.
B. Probabilistic structured sparsity
The existing work [18]–[22] employs Markov random
fields (MRFs), a typical graphical model, able to represent
various structures. The MRF is used to model the structure
in signal support, and is employed as a prior in sparse signal
recovery. Given the MRF, the support estimation requires an
exhaustive search over all possible sparsity patterns, which is
non-trivial. The existing work proposed different approaches
to recover the sparse signals. Some of them [18], [22] impose
additional conditional independence assumptions to facilitate
sparse recovery process. To estimate the support, the work [18]
exploits graph cut; meanwhile, the work [22] adopts a mean-
field approximation. To avoid imposing the assumptions,
other approaches [19]–[21] resort to non-recursive two-steps
approach, that is, the support is first estimated given the MRF,
and then, the sparse signal is estimated based on the resulting
support. Heuristic [21] and stochastic Markov Chain Monte
Carlo [19], [20] approaches are proposed to estimate the support
efficiently. All these methods learn the MRF from training,
but they do not have the mechanism to adapt the MRF for
different signal structures. On the contrary, the adaptive MRF
is much more tuned to a specific signal structure.
C. Cluster Structured Sparsity
Recent works [23]–[29] improve the group sparsity model
by allowing the sparsity model parameters to adaptively
update according to measurements. These works often exploit
two-state mixture models such as Gaussian-Gamma [25], [26]
or beta-Bernoulli models [23], [24] which enable close-form
updates. The works [27]–[29] exploits MRFs, but the MRFs
contain only the pairwise potentials. Variational Bayesian
expectation maximization methods are employed to recover
sparse signal and estimate the model parameters. Nevertheless,
these methods rely on a fixed neighborhood graph where each
node is connected to all adjacent nodes in its neighborhood.
In contrast to these methods, our adaptive MRF inference
framework is based on the MRFs that can represent various
types of sparse signals, and the underlying structure of the
MRF can be automatically adjusted for new signal structures.
III. GRAPHICAL COMPRESSIVE SENSING
In this study, we capture the structure of sparse signal x by
modelling its support explicitly. Let s ∈ {−1, 1}N indicate the
support of x such that si = 1 when xi 6= 0 and si = −1 when
xi = 0. Let xs ∈ Rk denote the non-zero coefficients of the
k-sparse x. Our goal is to estimate s and xs from the linear
measurements y corrupted by additive noise n as follows,
y = Asxs + n. (1)
Here As is the matrix with k columns selected from the
matrix A according to s, and n is the Gaussian white noise,
i.e., n ∼ N (0, σnI) where σn is the noise variance and I
denotes an identity matrix with a proper size. The corresponding
likelihood over y can thus be formulated as
p(y|xs, s;σn) = N (Asxs, σnI). (2)
Each observed measurement yi can be seen a noisy linear
combination of non-zero sparse signal coefficients that are
projected on measurement matrix atoms. The interdependencies
among coefficients can be modelled through the prior defined
on s. Specifically, we impose a graphical sparsity prior on xs
and s (Section III-A). Subsequently, we show how to recovery
sparse signal x from the measurements y by our new adaptive
MRF inference framework (Section III-B).
A. Graphical sparsity prior
MRFs can represent a wide range of structures, e.g. block
and tree structures [33], to capture complex dependency
between sparse signal coefficients by defining the probabilistic
distribution over an undirected graph [21], [34]–[36]. Let
G = (V, E) represents the undirected graph where V and
E are the sets of the nodes and the undirected edges. ΘG =
{Wi,Wi,j}i∈V,(i,j)∈E represents the set of potential parameters
associated with the probability distribution of the MRF. We
impose a graphical sparsity prior on xs and s as follows.
First, we define the prior of support s based on MRFs.
Boltzmann machine (BM) is commonly used as the probability
distribution of the MRF to flexible represent signal structure.
Each coefficient si of the support s is mapped to each node
i ∈ V . Given the graph G, the probability of the support
p(s; ΘG) can be represented as follows, with a normalization
constant Z,
1
Z
exp
∑
i∈V
Wisi +
∑
(i,j)∈E
Wi,jsisj
 . (3)
where Wi defines bias (e.g., confidence) potential to each
si; while Wi,j characterizes pairwise interaction between two
variable nodes, e.g. ξ(i,j) weights dependency between si, sj .
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Fig. 3: Visualization of our Adaptive MRF inference framework
In addition, we assume x comes from a Gaussian distribution
N (0,Σx) where Σx is a diagonal matrix. Given s, the
probability of non-zero coefficients is defined as
p(xs|s) = N (0,Σx,s) (4)
where Σx,s is a diagonal matrix whose entries are chosen
from Σx according to s. This is to consider the underlying
structure of the sparse signals. Then, p(xs|s)p(s; ΘG) forms
the graphical sparsity prior in this study. Therefore, Σx,s is
assumed to be a diagonal matrix to reduce computation in
estimating the spares signal variance. Note that most of the
previous works [18]–[22] also employ a similar assumption,
but the sparse signal variance is obtained from training data.
B. Adaptive Markov random fields inference
Provided that these optimum parameters σˆn, Σˆx,s, Θˆ, and
Gˆ are given beforehand, the latent xs and s can be estimated
by solving a maximum a posteriori (MAP) problem as
max
xs,s
p(xs, s|y) ∝ p(y|xs, s; σˆn)p(xs|s; Σˆx,s)p(s; ΘˆG).
(5)
These parameters are often unknown in real applications.
However, some existing work obtains the MRF parameters and
its underlying graph from training data [20]–[22]. Although
these parameters can well represent the common characteristics
among training data, they cannot adapt to represent the
characteristics of the testing data.
To address this, we propose the adaptive MRF inference
framework where all the parameters— the MRF parameters
and its underlying graph ΘG and G, and noise and signal
parameters σn and Σx,s— are adaptively updated according
to given measurements. Therefore, our objective is to estimate
the these parameters—σn, Σx,s, and ΘG—by solving
max
s,σn,Σx,s,ΘG
p(y|s, σn,Σx,s,ΘG) ∝∫
p(y|xs, sˆ, σn)p(xs|sˆ,Σx,s)p(sˆ|ΘGˆ)dxs,
(6)
which intrinsically maximizes the likelihood of measurements
over all model parameters as well as the support. Solving
Eq. (6) directly is intractable. To circumvent this problem, we
reduce Eq. (6) into two subproblems as follows.
1) Sparse signal estimation: Given the graphical model
parameters and its underlying graph, ΘˆGˆ and Gˆ, we first infer
other parameters from the measurements by solving
max
s,σn,Σx,s
p(y|s, σn,Σx,s) ∝∫
p(y|xs, s, σn)p(xs|s,Σx,s)p(s|ΘˆGˆ)dxs.
(7)
The optimization problem in Eq. (7) can be equally refor-
mulated as [21], [37] :
min
s,σn,Σx,s
− log
∫
p(y|xs, s, σn)p(xs|s,Σx,s)p(s; ΘˆGˆ)dxs ≡
1
2
yT (σn +AsΣx,sA
T
s )
−1y +
1
2
log |σnI +AsΣx,sATs |
− log p(s|ΘˆGˆ).
(8)
The existing work [19]–[21] employed the two step-non-
recursive approach [19], [30]: first, they attempt to solve
Eq. (8) for the support. Given the resulting support, they still
have to estimate x from Eq. (6). However, this can cause
error accumulation problem since the error in the first step
cannot be minimized in the second step. Moreover, the support
estimation problem in Eq. (8) is non-convex over discrete and
continuous variables—support, sparse signals, noise and signal
parameters—which is difficult to solve in general. Even fixing
s, the remaining problem of Eq. (8) is still non-convex, and
there are no closed-form solutions for σn and Σx,s. Therefore,
these works [19]–[21] resorts to employ the homogeneous
noise and signal parameters from training data.
To tackle this non-convex problem, we propose to use a strict
upper bound of Eq. (8) based on a latent Bayes model [31],
[32]:
yT (σn +AsΣx,sA
T
s )
−1y
= inf
xx
1
σn
(y −Asxs)T (y −Asxs) + xTs Σ−1x,sxs.
(9)
With this bound, the cost function Eq. (8) can be transformed
into a new cost function as
L(xs, s,σn,Σx,s)
=
1
2σn
(y −Asxs)T (y −Asxs) + 1
2
xTs Σ
−1
x,sxs
+
1
2
log |σnI +AsΣx,sATs | − log p(s; ΘˆGˆ).
(10)
It can be proved that the resulting s, σn, Σx,s from
Eq. (10) are equivalent to that from solving Eq. (8) [31], [32].
Additionally, given a fixed support s, the minimization of
Eq.(10) becomes a convex optimization problem. This enables
the closed-form solutions for σn and Σx,s. Moreover, x, s,
σn, and Σx,s are jointly estimated in a single framework.
Note that the previous latent Bayes model [31], [32] does not
consider the structured sparsity prior. Since the minimization
of Eq. (10) involves several unknown variables, we apply an
alternative minimization scheme to reduce this optimization
problem into several subproblems. With structured sparsity
prior being considered, we derive several new formulations for
the sub-optimization problems to efficiently estimate sparse
signal, support, and signal covariance. The details on the
optimization are provided in Section III-C1.
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2) Graphical sparsity prior estimation: Given the estimated
sparse signal, support, noise and signal variances, i.e. xˆs, sˆ,
σˆn, and Σˆx,s, we have
p(y|ΘG) ∝
∫
p(y|xs, σn)p(xs|s,Σx,s)pG(s|ΘG)dxs
= p(y|sˆ, σˆn, Σˆx,s)p(sˆ|ΘG)
∝ p(sˆ|ΘG),
(11)
Let the underlying structure of the graphical model Gˆ be
given, the graphical model parameters ΘGˆ , therefore, can be
inferred by solving the following maximum likelihood (ML)
problem:
ΘˆGˆ = max
ΘGˆ
p(sˆ|ΘGˆ) (12)
which encourages ΘGˆ (i.e. graphical sparsity prior) to be
adaptive to the distribution of the latent support signal. The ML
problem can be solved by many parameters learning approaches
such as [38], [39]. The graph G can be estimated from structure
learning approaches such as [35]. However, performing the
structure learning in every iteration could result in extremely
high computation. Thus, we use a graph update procedure,
instead. The details on solving the ML problem and the graph
update procedure are provided in Section III-C2. Figure 3
illustrates the proposed Adaptive MRF inference framework.
The estimation problems Eq. (7) in Section III-B1 and Eq. (11)
in Section III-B2 are alternatively optimized until convergence,
where we obtain the final result.
C. Optimization
Here, we will first focus solving the sparse signal
estimation problem in Eq. (7) in Section III-C1, given the
MRF. Then, we will focus on the MRF parameter estimation
based on the estimated sparse signal Eq. (12) in Section III-C2.
1) Sparse signal estimation: Here, we mainly focus on
optimizing Eq. (10) to obtain all involved unknown variables,
given the graphical sparsity prior: the parameters ΘˆGˆ and the
underlying graph Gˆ, as follows:
{xˆ, sˆ, σˆn, Σˆx,s} = min
xs,s,σn,Σx,s
L(x, s, σn,Σx,s). (13)
Since the optimization problem Eq. (13) involves several
unknown variables, we apply an alternative minimization
scheme to reduce the problem Eq. (13) into several
subproblems, each of which only involves one variable and
often can be solved directly. Here, we present the estimation
of sparse signal, noise and signal parameters which gain
the closed-form solutions, and provide the formulation to
efficiently estimate for the support. The detail derivation is
provided in Appendix. These subproblems are then optimized
alternatively until convergence.
a) Optimization over s: Given x, σn, and Σx,s, the
subproblem over the support s can be given as
min
s
1
2σn
xTsA
T
sAsxs −
1
σn
yTAsxs +
1
2
xTs Σ
−1
x,sxs
+
1
2
log |σnI +AsΣx,sATs | − log p(s; ΘˆGˆ).
(14)
The minimization problem in Eq. (14) can be viewed as an
MAP problem over an MRF. Solving Eq. (14) is computation-
ally extensive because the logarithmic and the pairwise terms
require exhaustive search over all possible support patterns. In
particular, when the coefficients of the estimated sparse signals
x are all non-zero, the first term xTsA
T
sAsxs becomes a fully
connected graph.
To address these problems, we derive a new support
estimation formulation Eq.(19) where the logarithmic and
quadratic terms are approximated into a linear function (unary
potential) with respect to the support. First, we approximate the
logarithmic term by using the upper bound of the determinant
of a positive definite matrix, which is the determinant of the
diagonal entries of (σnI +AsΣx,sATs ):
log |σnI +AsΣx,sATs | ≤
∑
i∈V
log[Σx]i,i
+ log[(σnΣ
−1
x +A
TA)]i,i,
(15)
where V is the set of non-zero support coefficients. The
notation [M ]i,i refers to the i−th diagonal entry of the
matrix M . Then, we employ Hadarmard product to explicitly
represent the support. Details are provided in Appendix A-A.
The optimization problem in Eq. (14) can be equivalently
formulated as
min
v∈{0,1}N
1
2σn
vT (XTATAX + σnX
TΣ−1x X)v
+ (− 1
σn
yTAX + pT + qT )v − log p(2v − 1; ΘˆGˆ),
(16)
where v = 12 (s + 1) , p =
1
2 log(diag {Σx}); q =
1
2 log
(
diag
{
σnΣ
−1
x +Q
})
; Q is a diagonal matrix whose
diagonal entries are the diagonal entries of ATA; and X is a
diagonal matrix with diagonal coefficients from x. The cost
function of Eq. (16) is the upper bound of Eq. (14).
Then, we exploit the fact that the measurement matrix A is
nearly orthogonal [40] to approximate the quadratic function
into a linear function:
||A∗sAs − I||2→2 ≤ δs, (17)
where I is an identity matrix, || · ||2→2 is the operator norm,
and δs is a small constant corresponding restricted isometric
constant. The first term in Eq. (16) can be approximated as
follows:
vT (XTATAX+σnX
TΣ−1x X)v ≈
vTXT (I + σnΣ
−1
x )Xv.
(18)
Thus, the signal support s is estimated by solving the
following optimization problem:
min
v∈{0,1}N
(
1
2σn
rT − 1
σn
yTAX + pT + qT )v
− log p(2v − 1; ΘˆGˆ),
(19)
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Algorithm 1: Sparse signal estimation.
Input : A measurement signal y, A, and graphical
model’s parameters ΘG and structure G
Initialization: Σx = IN×N , σn = 1, x = 0 , and s = 1 ;
while a stopping criterion is not satisfied do
1. Update the support s by solving Eq. (19) ;
2. Update the covariance matrix Σx,s as Eq. (21) ;
3. Update the noise variance σn as Eq. (23) ;
4. Update the sparse signal xs as Eq. (25) ;
end
Output :x whose non-zero coefficients are from xs
where r is a vector containing diagonal entry of the matrix
(XT (I + σnΣ
−1
x )X). As the pairwise terms in Eq.(16)
reduces to a unary term, the Eq. (19) is much faster to evaluate.
Thus, the MAP problem Eq. (19) can be effectively solved by
any off-the-shelf inference tools, e.g., dual decomposition [41],
TWRS [42], ADLP [43]. The computational complexity for
solving Eq.(19) depends only on the underlying graph of the
updated MRF defined by ΘˆGˆ (see Section IV-B).
b) Optimization over Σx,s: We start from calculating
Σx, then Σx,s is chosen from the diagonal member of Σx
according to s. Let ν ∈ RN+ be a vector whose members are
the diagonal entry of Σx. Given x, s, and σn, we have the
sub-problem over Σx as
min
ν
1
2
xTΣ−1x x+
1
2
log |σnI +AV ΣxV TAT |, (20)
where V is a diagonal matrix with diagonal coefficients from
v = 12 (s+ 1). The updated equation for the i-th entry of ν is
νnewi = x
2
i + αi. (21)
αi is the i-th entry of vector α = diag{(Σ′−1x +
1
σn
V TATAV )−1}, and Σ′x is the resulted Σx in previous
iteration. Then, Σx,s is diagonal matrix where each diagonal
coefficient νnewi are chosen according to s.
c) Optimization over σn: Given xs, s and Σx,s, we
have the sub-problem over σn
min
σn
1
2σn
(y −Asxs)T (y −Asxs)
+
1
2
log |σnI +AsΣx,sATs |.
(22)
This problem gives rise to a closed-form solution for σn as
σnewn =
1
M
M∑
i=1
√
d2i
ηi
. (23)
where ηi is the i-th entry of vector η = diag{(σnI +
AsΣx,sA
T
s )
−1}, and di is the i-th entry of d = y −Asxs.
d) Optimization over xs: Given s, σn, and Σx,s, the
subproblem for xs is
min
xs
1
σn
(y −Asxs)T (y −Asxs) + xTs Σ−1x,sxs, (24)
Algorithm 2: Adaptive Markov random field inference for
compressive sensing (Adaptive-MRF)
Input : Measurements y and random matrix A
Initialization : Get x from Algorithm 1 where step 1 is
removed and replaced with a fixed s = 1, b = 0,
W = 0
while a stopping criterion is not satisfied do
1. Obtain a binary vector b from thresholding each of
x, i.e., bi = 1 if abs(xi) > mean(abs(x)), and
bi = −1 otherwise ;
2. Calculate G from b following Algorithm 3 ;
3. Estimate ΘG from b and G by solving Eq. (12) ;
4. Update x by solving Eq.(13) with Algorithm 1;
end
Output : Recovered xrec.
Algorithm 3: Update Graph G
Input : Binary vector b
Initialization : Ei = ∅ ∀i = 1, ..., N , E = ∅, and the
node set contains the node each of which corresponds to
each coefficient in the binary vector V = {b1, ..., bN}.
for i = 1, ..., N do
for each j ∈ Ni do
if bj = 1 and the edge (j, i) 6∈ E is not present
then
Ei = Ei
⋃
(i, j).
end
end
E = E ⋃ Ei.
end
Output : G = (V, E).
which shows a closed-form updated equation as
xnews = (σnΣ
−1
x,s +A
T
sAs)
−1AsTy. (25)
How to solve Eq. (13) is summarized in Algorithm 1 where
the sparse signal, support, and noise and signal parameters are
jointly estimated in a unified framework. In Algorithm 1, we
solve the support estimation problem Eq. (16) in step 1 by
performing graphical inference using the belief propagation
implemented by [44].
Next, we turn to the MRF parameter estimation Eq.(11) to
update the BM parameters and the underlying graph.
2) MRF parameter estimation: Given the resulting sparse
signal x, we update the MRF graph and calculate the MRF
parameter based on a binary vector b corresponding to the
high-energy coefficients of x. Notice that the binary vector
b is not similar to the estimate support s, thus, avoiding
overfitting to the previous MRF parameter estimation.
a) Graph update procedure Gˆ: In practice, we can
simplify the graph estimation task, as suggested in [16], by
forming a graph according to high energy coefficients in sparse
signal which carry information about signal structure. Given
the binary vector b, each of the binary coefficients is mapped
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Fig. 4: Example of how edges in the local set Ei are updated.
to each node in a graph G, and each edge is established from
one node to adjacent nodes with value ’1’ within a predefined
neighborhood Ni. Figure 4 illustrates how each edge in the
graph is updated for capturing two-dimensional structure in an
image. Each pixel is mapped to a node in the graph. Let bi
be the node of interest. As the adjacent nodes bj−1, bj , and
bj+1 in a radius of neighborhood Ni covering 8-neighborhood
are equal to one, the edges (i, j − 1), (i, j), and (i, j + 1) are
included into the local edge set Ei corresponding to the node
bi. Algorithm 3 summarizes the graph update procedure.
As the edges of the graph are established between each node
and its non-zero adjacent nodes, the updated (adaptive) graph
can capture a finer detail than the fixed neighborhood graph
of the clustered structure sparsity models [23]–[29]. In the
fixed neighborhood graph, each node is connected to all of its
adjacent nodes in its neighborhood. As our approach enables
the flexible connection between nodes in Ni, the updated
graph can be more adapted toward the actual structure of
signals. Additionally, the updated graph is more sparse than
the fixed neighborhood graph; thus, it will also help the support
estimation (Eq. 19) to be solved efficiently (see how this can
improve the algorithm complexity in Section IV-B).
b) BM parameter estimation ΘGˆ: Given the binary
vector b and the graph G, we solve the MAP problem
Eq. (12) for the parameters ΘGˆ using the pseudo-likelihood
algorithm [38], [45] which requires low computational cost.
The pseudo-likelihood [38] is suitable for updated graph
because it considers local dependency between bi and the
adjacent neighbors in its neighborhood. Thus, instead of
considering the global likelihood over all nodes and edges
in the graph, the pseudo-likelihood resorts to maximizes∏
i p(bi|bEi ,ΘG), where bEi are the adjacent neighbors
connected to the node bi through edges defined by a local
edge set Ei.
The whole Adaptive MRF framework is summarized in
Algorithm 2 where the sparse signal is updated in step 4, and
the MRF parameter estimation is performed in step 2 and
3. The sparse signal estimation is performed in Algorithm 1.
The alternative minimization scheme reduces the objective
functions—-the MRF parameter estimation and sparse signal
estimation—in each iteration. The objective functions can be
proved to be bounded from below. Thus, the Adaptive MRF
converges well as [31]. The empirical convergence of the
proposed Adaptive MRF is studied in Section V-G.
IV. THEORETICAL RESULT
A. Essence of adaptive support prior
A main objective of this work is to adaptively estimate the
MRF to capture the actual structure of sparse signals. In this
section, we propose Theorem 1 that reveals the connection
between adaptive support prior and probabilistic RIP (PRIP)
condition [18]. This is to motivate the essence of the adaptive
signal prior in guaranteeing PRIP condition with the lowest
sample complexity of O(k). To show this, we start with
reviewing the PRIP condition [18]. Then, we present the
Theorem 1.
Let x denote a k-sparse, testing signal whose support sˆ =
supp(x) is generated by a known probabilistic model P . Ωk,ε
denotes the smallest set of candidate support captured by a
learned model M.
Lemma 1: [18]. PRIP condition: If the probability that the
true support can be represented by a candidate support in Ωk,ε
is higher than 1− ε, i.e. p(sˆ ∈ Ωk,ε) > 1− ε, a sub-Gaussian
random matrix A ∈ RM×N satisfies the (k, ε)-PRIP with
probability of at least 1−e−c2M with M ≥ c1(k+log(|Ωk,ε|)),
where c1, c2 > 0 depends only on the PRIP constant δk ∈ [0, 1].
Notice that the members of the set Ωk,ε are chosen based
on the support prior model M, e.g. a trained MRF. However,
if M is learned based on the training data that cannot well
represent the testing signals, then the necessary condition of
the lemma can be violated.
To address this problem, we propose the concept of adaptive
support prior to realize the smallest support set Ωk,ε whose
member can well represent the test signal. To do this, we study
a sequence of random support vector S1, ..., Sn corresponding
to the adapted support prior M1, ...,Mn such as Eq. (3).
Theorem 1: For a fixed ground truth support sˆ =
supp(x), if S1, ..., Sn converges to sˆ in distribution, i.e.
limn→∞Mn(Sn) = P(sˆ), then we can show that
limn→∞ p(sˆ ∈ Ωnk ) = 1 where Ωnk is the ball containing
the random variable support Sn with center c and radius 2.
Proof. Since sˆ is a fixed ground truth support, then convergence
in distribution implies convergence in probability. That is, if
limn→∞Mn(Sn) = P(sˆ), then limn→∞ p(||Sn − sˆ|| < ) =
1. Given that Ωnk is the ball containing the ensembles of the
random variable support Sn with center c and radius 2, then
sˆ ∈ Ωnk with probability one.
Theorem 1 suggests that if the adapted support model
Mn(Sn) can represent the true probability P , then the set Ωnk
always contains a candidate support that truly represents the
testing signal support (i.e. ε = 0). The smallest size of the set
Ωnk is one. Therefore, the minimum measurements can achieve
the theoretical sample complexity, i.e. M ≥ c1(k+log(|Ωk,0|))
where |Ωk,0| is smallest (e.g. |Ωnk | = 1). Thus, M ≈ O(k).
B. Algorithm complexity
Dominant computation is the computation in the sparse
signal estimation (Algorithm 1) involving
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Fig. 5: CMU-IDB. (a) The ground truth face images. Examples of (b) wavelet signal, (c) DCT signal, (d) PCA signal, and (e)
the decay of sparse signal coefficients in wavelet, DCT, and PCA domain.
(a) Ground truth natural images (b) Wavelet signal
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Fig. 6: CIFAR-10. (a) The ground truth natural images. Examples of (b) wavelet signal, (c) DCT signal, (d) PCA signal, and
(e) the decay of sparse signal coefficients in wavelet, DCT, and PCA domain.
(a) Ground-truth digit images
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Fig. 7: MINST. (a) The ground truth handwritten digit images.
(b) The pixel coefficient’s decay.
1) Matrix inversion in Eq. (21), in Eq. (23), and in Eq. (25)
which costs O(N3 + M3 + kˆ3). This cost can be reduced
to O(2M3) by employing matrix inversion properties. Let us
first consider the matrix inversion in Eq. (21). We can use
the following matrix inversion property to reduce the cost of
O(N3) to O(M3):
(Σ′−1x +
1
σn
V TATAV )−1 = Σ′x−
Σ′xV TAT (σnI +AV Σ′xV TAT )−1AV Σ′x,
(26)
where the matrix inversion requires O(M3) and M  N . A
similar technique used in Eq. (25) can be used to transform the
term (σnΣ−1x,s +A
T
sAs)
−1 in Eq. (25) such that it shares the
similar term (σnI +AsΣx,sATs )
−1 to the matrix inversion in
Eq. (23); thus, the complexity of matrix inversion of these two
equation is reduced fromO(M3+kˆ3) toO(M3). Consequently,
the total complexity due to matrix inversion is O(2M3).
2) Matrix production from the support estimation Eq. (19),
the signal coefficient variance estimation Eq. (21), in noise
estimation Eq. (23); and in estimating sparse coefficient
Eq. (25). The costs of the matrix production can be reduced
by computing ATA off-line. Meanwhile, the value of ATy is
needed to be computed only once and can be reused. After using
the matrix property Eq. (26), the total complexity for matrix
production is approximately O(2MN2+4M2N+5N2+MN).
3) Support estimation Eq. (19) which is solved by the belief
propagation algorithm [44] that costs O(tmax|E|) per iteration.
|E| and tmax denote the number of edges in G and the number
iteration required by [44]. Because G is constructed according
to the graph update Algorithm 3 where the edge connects
each signal coefficient to its non-zero neighbors in Ni only,
the complexity corresponding to the support estimation is low.
That is, as |E| = N |N| where N is the largest set among
{Ni}, the complexity is linear with the number of nodes, i.e.
O(tmaxN |N|).
Therefore, the total computational complexity of Algorithm
1 is reduced to O(2M3 + 2MN2 + 4M2N + 5N2 +MN +
tmaxN |N|) in each iteration. Notice that matrix inversion and
production takes up most of the computational cost; meanwhile,
the cost of computing the support estimation is very low. The
computation of Algorithm 1 is included in step 4 of Algorithm 2
(our Adaptive-MRF). The runtime performance of our Adaptive-
MRF is provided in Figure 13 and Table I (see Section V-F3).
Our method requires moderate runtime among other methods.
V. EXPERIMENTAL RESULTS AND ANALYSIS
We study the performance of the proposed Two-steps-
Adaptive MRF through three different experiments: (i) To
study the effectiveness of the adaptive mechanism, we study
the performance of the adaptive MRF in comparison with a
fixed MRF in Section V-D; (ii) We study the performance of
our proposed sparse signal estimation that solves Eq. (10)
in comparison with the existing MRF-based methods [20],
[21] that solve Eq. (8) in adaptive MRF framework in Section
V-E; and (iii) Finally, we compare the performance of the
proposed Adaptive MRF with state-of-the-art competitors in
compressibility, noise tolerance, and runtime in Section V-F.
We test the performance on three datasets— MNIST [46],
CMU-IDB [47], and CIFAR-10 [48], detailed in Section
V-A. The experiment setting and comparison methods are
given in Section V-B and V-C. More results on the algorithm
convergence, datasets, and visual results are provided in
supplementary materials.
SUBMISSION TO IEEE TRANSACTIONS ON IMAGE PROCESSING 9
A. Dataset
We evaluate the performance on three datasets— i) MNIST
images [46] contain few long-continued lines and are strictly
sparse. ii) CMU-IDB face images [47] contains facial features
have more dense and diverse information than MNIST’s. iii)
CIFAR-10 natural images [48] are more diverse and less
synthesized than the previous two datasets. The selected images
from these datasets are shown in Figure 7a, 5a, 6a. The
MNIST images are strictly sparse, as shown in the pixel decay
Figure 7b. The compression process can be applied onto the
signals directly. Meanwhile, the sparse representation of CMU-
IDB and CIFAR-10 images can be obtained by employing i)
wavelet transform, ii) discrete cosine transform (DCT), and iii)
principal component analysis (PCA). Examples of the sparse
representation of CMU-IDB and CIFAR-10 images in wavelet,
DCT, and PCA domains are in Figure 5b, 5c, 5d and Figure 6b,
6c, 6d. Most of these signal representations are compressible
or sparse, except the PCA representation of CIFAR-10 images
that is very dense which violates the sparsity assumption of
compressive sensing.
Therefore, we mainly focus experimental results and analysis
on (i) MNIST images, (ii) the PCA representation of CMU-
IDB images, and (iii) the wavelet representation of CIFAR-10
images. MNIST images and wavelet representation demon-
strates the signal structure modeling in 2D. PCA and DCT
representations demonstrate the structure modeling in 1D.
The experimental results on the recovery of DCT and wavelet
representation of CMU-IDB images and DCT representation
of CIFAR-10 images are provided in Section I-B in the
supplementary material.
B. Experimental settings
In the compression, the sparse signal x is sampled by a
random Bernoulli matrixA to generate the linear measurements
y. The recovery performance is tested across different sampling
rates (M/N ), i.e., 0.2, 0.25, 0.3, 0.35, and 0.4. To simulate
the noise corruption on measurements, 4 different levels of
Gaussian white noise are added into y, which results in the
signal to noise ratio (SNR) to be 5, 10, 20, and 30 dB1.
Algorithm Setting: The proposed Adaptive-MRF (Algo-
rithm 2: the main algorithm) will stop when the minimum
update difference of x from step 4 is less than 10−3, or when
the iteration reaches to five. In step 2, the graph update is
performed where Ni covers 8 neighboring nodes for capturing
2D structure in MNIST and wavelets. Meanwhile, Ni is set to
cover two-adjacent nodes for capturing 1D structure in PCA
and DCT signals. In step 3, the MRF parameters are estimated
using the package [45] where the maximum iteration is set
to 20. In step 4, the sparse signal estimation is performed
by Algorithm 1 that terminates when the minimum update
difference of x, i.e. ||x
prev−xnew||2
||xprev||2 , is less than 10
−3, or when
the iteration reaches 200.
Evaluation criterion: We demonstrate the proposed
Adaptive-MRF performance on recovery accuracy, noise tol-
erance, and runtime performance. The recovery accuracy is
1The noise level (in SNR) from 5 dB to 30 dB is the highest to the lowest
noise corruption
evaluated by peak signal to noise ratio (PSNR). The runtime
performance is studied across different sampling rates (M/N ).
C. Comparison methods
Our method is compared with 9 state-of-the-art competitors:
• Existing MRF-based methods: MAP-OMP2 [21], Gibbs2
[20] —whose support estimation are based on solving the
optimization problem Eq.(8) with heuristic and stochastic
approaches — and LAMP [18] that imposes additional
conditional independence assumptions;
• Clustering structured sparsity-based methods: MBCS-
LBP3 [27] and Pairwise MRF3 [24];
• Graph sparsity-based methods: GCoSamp [16] and
StructOMP [14]
• Sparsity-based methods: RLPHCS [32] and OMP [37].
• We use the oracle estimator suggested in [21] that uses
the ground truth support to estimate the signal (via
Eq. (25)) with homogeneous noise and signal parameters
from training. Note that all other methods do not have the
access to the ground truth support. The oracle estimator
has this unfair advantage.
All of the comparison methods, except Pairwise MRF [27],
are implemented by the code of the authors with tuned
parameters to the best performance. For Pairwise MRF, we
implemented the code ourselves. Here, 8-neighboring system is
used as the local cluster structure, and we set the Pairwise MRF
algorithm to terminate when the minimum update difference
is less than 10−3, or when iteration reaches 200.
D. Effectiveness of Adaptive-MRF
To reflect the improved performance due to adaptive MRF
inference framework, we compare the performance of the
proposed Adaptive-MRF against the performance when an MRF
is fixed. To employ the fixed MRF, we employ the sparse signal
estimation (Algorithm 1) where the MRF is obtained from
training, which is fixed through out the sparse signal estimation.
Thus, we denote it as Fixed-MRF. Figure 8 shows the bar graph
of the average PSNR value across different sampling rates on
the three datasets—MNIST images, PCA representation of
CMU-IDB images, and wavelet representations of CIFAR-
10 images— at noise level (SNR) of 30 dB. It is clear
that Adaptive-MRF outperforms Fixed-MRF in all cases. In
particular, when sampling rate (M/N) is higher than 0.2,
Adaptive-MRF outperforms Fixed-MRF by at least 2 dB on
MNIST images, 3 dB on CMU-IDB images, and 0.5 dB on
CIFAR-10 images.
E. Effectiveness of the proposed sparse signal estimation.
In this section, we demonstrate the effectiveness of our
sparse signal estimation (Algorithm 1) that aims to optimize
the new formulation Eq. (10) which allows the sparse signal,
support, noise and signal parameters to be estimated jointly
2The graphical model, noise and signal variance parameters provided to
MAP-OMP and Gibbs is from training data.
3For both MBCS-LBP and Pairwise MRF, we use 8-neighbor system to
capture local cluster structure
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Fig. 8: Adaptive-MRF vs. Fixed-MRF on MNIST dataset,
CMU-IDB dataset, and CIFAR-10 dataset under noise level
(SNR) of 30 dB.
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Fig. 9: Solving Eq. (10) (our Adaptive-MRF) vs solving Eq. (8)
(Adaptive-Gibbs and Adaptive-MAP-OMP) in (a) recovery
accuracy and (b) total runtime on 6 image sets: (1) MNIST,
(2)(3)(4) CMU-IDB in wavelet, DCT, and PCA domains, and
(5)(6) CIFAR-10 in wavelet and DCT domains. The sampling
rate is 0.3 and noise level is 30 dB.
and recursively. Here, we compare our sparse signal estimation
against Gibbs [20] and MAP-OMP [21] that attempt to
solve Eq. (8) with non-recursive two-step approach that, first,
estimates the support and, then, estimates the sparse signal.
Gibbs and MAP-OMP also employ homogeneous noise and
signal parameters from training data. All the algorithms are
tested in the same adaptive MRF framework setting. Thus, we
compare our Adaptive-MRF against Adaptive-Gibbs (Gibbs
+ the adaptive MRF framework) and Adaptive-MAP-OMP
(MAP-OMP + the adaptive MRF framework). The adaptive
MRF framework performs at the main-loop. The sparse signal
estimation performs at the inner-loop. The main loop is set
to terminate when the number of iteration reaches to 3. All
the algorithms that are employed to perform sparse signal
estimations and terminate when the iteration reaches 1000, or
when minimum update differences between two consecutive
estimate x is less than 10−5.
Figure 9 illustrates the recovery performance across six
datasets (no. 1-6): no. (1) denotes MNIST handwritten images;
no. (2)(3)(4) denote sparse representation of CMU-IDB face
images in wavelet, DCT, and PCA domain; and no. (5)(6)
denote sparse representation of CIFAR-10 natural images
in wavelet and DCT domains. The performance is tested at
the sampling rate and noise level (SNR) of 0.3 and 30 dB,
respectively. It is clear that Adaptive-MRF requires the least
runtime and provides the highest accuracy in all cases.
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Fig. 10: Solving Eq. (10) (our Adaptive-MRF) vs solving
Eq. (8) (Adaptive-Gibbs and Adaptive-MAP-OMP) in terms
of (a) convergence and (b) runtime per iteration on MNIST
dataset. The sampling rate and noise level are 0.3 and 30 dB.
Then, we further examine the convergence of average
accuracy and runtime per iteration of our Adaptive-MRF
against Adaptive-Gibbs and Adaptive-MAP-OMP. Figure 10a
and 10b further examine the convergence of average accuracy
and runtime per iteration of our Adaptive-MRF on MNIST
images. Here, iterations on the horizontal axis denotes the
total iterations of the sparse signal estimation that is performed
at the inner-loop. It is clear that Adaptive-MRF takes much
less iterations to converge. Note that there are three ripples
on the runtime and accuracy curves of both Adaptive-MRF
and Adaptive-MAP-OMP according to the setting where the
main-loop performs three times. The ripples of Adaptive-Gibbs
cannot be seen because it converges much slower (at around
2000 iterations). The ending of each ripple does not appear as
a sharp vertical drop because they are resulted from averaging
over 10 images. Adaptive-MRF converges the fastest with the
highest accuracy because our sparse signal estimation jointly
and recursively estimates sparse signal and support. More
results on CMU-IBD and CIFAR-10 datasets are provided in
Section I-C of the supplementary material which is consistent
with the result in the main paper.
F. Performance evaluation
In this section, we compare the performance with several
state-of-the-art methods over three datasets: (1) ten MINST
images; (2) ten CMU-IDB face images in PCA domain; and
(3) ten CIFAR-10 natural images in wavelet domain. The
compression is performed on these sparse representations.
Then, all methods are conducted to recover each image from
a few linear measurements.
1) Compressibility: To demonstrate the compressibility
performance of the proposed Adaptive MRF, we evaluate the
recovery performance across different sampling rates (M/N ).
Figure 11 shows the average PNSR curves across different
sampling rates on the three datasets. The noise level (SNR) is
30 dB. When the sampling rate is higher than 0.25, it exceeds
other competitors by at least 1 dB on MNIST dataset and 1
dB on CIFAR-10 dataset. Meanwhile, on CMU-IDB, it offers
the similar performance to other methods such as RLPHCS
and GCoSamp that achieve the highest performance, but when
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Fig. 11: Compressibility. The PSNR curves across different
sampling rates on three datasets at noise level (SNR) of 30 dB.
Fig. 12: Noise Tolerance. The PSNR curves across different
noise levels (SNR) on three datasets at sampling rate of 0.3.
the sampling rate is lower than 0.3 (less measurements), the
proposed method outperforms the others by at least 0.25 dB.
Next, we provide the visual results on selected images from
MNIST, CMU-IDB, and CIFAR-10 in Figure 15, Figure 16,
and Figure 17, respectively. Adaptive-MRF gives rise to the
best results which contain more details and less noise than its
competitors. The full visual results are provided in Section II
in the supplementary material document. With the adaptive
MRF, Adaptive-MRF offers the best performance in most cases.
2) Noise Tolerance: To demonstrate the noise tolerance
performance, we test the performance of Adaptive-MRF across
different noise levels (in SNR). Figure 12 provides the average
PNSR curves across different noise levels (SNR) on the three
datasets. The sampling rate is set to 0.3. Adaptive-MRF
outperforms other competitors by at least 2 dB when noise
level is higher than 5 dB on MNIST images. It also achieves
the best performance in most cases on CMU-IDB face
images and CIFAR-10 natural images. However, because
the accuracy of an updated MRF is based on the previously
estimated sparse signal, Adaptive-MRF performance can
be interfered by a certain noise level. For example, when
noise level is lower than 15 dB, Adaptive-MRF is beaten by
RLPHCS and OMP that do not exploit any signal structure in
recovering CIFAR-10 natural images. This could be because
the CMU-IDB face images and CIFAR-10 natural images
contain more information and less structured than MNIST
images. Thus, the estimation for both images are more
challenging, which results in less accurate estimation of MRF
parameters. Nevertheless, when noise level becomes higher
(> 15 dB), Adaptive-MRF outperforms the other methods.
Fig. 13: Computational Cost. Runtime curves across different
sampling rates on three datasets at noise level (SNR) of 30 dB.
M=N =0.30 M=N =0.35 M=N =0.40
Fig. 14: Empirical convergence of the Adaptive-MRF on
MNIST dataset, CMU-IDB dataset, and CIFAR-10 dataset.
Noise level (SNR) of 30 dB.
3) Computational Cost: Figure 13 provides runtime perfor-
mance at different sampling rates (M/N ) on the three datasets.
Noise level (in SNR) is 30 dB.Table I provides the numerical
result Adaptive-MRF shows to require a moderate runtime
which is stable across different sampling rates. On MINST, the
average runtime of our Adaptive-MRF is lower than StructOMP,
comparable to MAP-OMP and Gibbs, but higher than Pairwise
MRF, LAMP, MBCS-LBP, and GCoSAMP. For CMU-IDB and
CIFAR-10 datasets, our Adaptive-MRF is faster than MAP-
OMP, Gibbs, and StructOMP; is comparable to MBCS-LBP
and Pairwise MRF; and is slower than LAMP, GCOSAMP,
OMP, and RLPHCS. Note that OMP and RLPHCS require less
computation because they do not exploit signal structure.
G. Convergence
We study the empirical convergence of the proposed method
through the error of sparse signal estimation Eq. (25). From the
point of view of Eq. (25), one may notice that the algorithm
can converge within a few iteration, if the estimated support
mostly resembles the high energy coefficients in sparse signal.
The empirical convergence is provided in Figure 14. We can
see that the proposed method converges within a few iterations.
Our Adaptive-MRF converges within 5 iterations on MNIST,
CMU-IDB face images, and CIFAR-10 natural images. We
provide empirical results of the empirical convergence on the
rest of datasets in Section I-A, supplementary material.
Notice we cannot provide the theoretical convergence of the
proposed method due to several reasons. Firstly, from Eq. (25),
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Comparison methods
Dataset OMP RLPHCS StructOMP GCoSamp MBCS-LBP Pairwise MRF LAMP Gibbs MAP-OMP Adaptive-MRF (ours)
MNIST 0.045 3.984 1041.700 0.730 1.094 17.762 2.100 44.616 37.668 51.851
CMU-IDB 0.018 5.303 2216.700 5.033 45.664 27.100 3.245 107.650 90.306 34.941
CIFAR-10 0.058 6.491 1095.000 5.326 65.010 14.781 3.157 128.930 115.360 17.568
TABLE I: Runtime comparison in seconds at the sampling rate of 0.3M corresponding to the performance reported in Figure 13.
the convergence of sparse signal estimation depends on the
estimated supports from Eq. (13), but we cannot precisely
define the convergence of the estimated supports that also
depends on the estimation of other unknowns such as the
adaptive MRF and noise and signal variances. Another possible
direction is to analyze the convergence through the optimization
problem Eq. (6) that has been reduced into two sub-problems,
i.e. optimizing Eq. (10) and Eq. (12) in alternative minimization
scheme. Still, theoretical convergence is difficult to analyze,
since several coordinate spaces are involved with the two sub-
problems.
VI. CONCLUSION
We propose a novel graphical compressive sensing model
to better capture the structure of sparse signals. Through
imposing a graphical sparsity prior on the sparse signal,
and adjusting all involved model parameters according to
the observed measurements with a newly developed adaptive
MRF inference framework, our model exhibits two important
qualities in representing the structure of sparse signal, namely
generality and adaptability. Experiments on three real-world
datasets reveal that our model outperforms the state-of-the-art
competitors in recovery accuracy and noise tolerance with stable
runtime across different sampling rates and signal sparsity.
The proposed method can tackle many types of sparse signals,
e.g. wavelet, DCT, and PCA signals, as evidenced by extensive
experiments; thus, it can be exteded to many applications such
as image restoration [49], [50], super-resolution [51], [52], and
more. To carry out this work in future, the readers may follow
our guideline of the methodology and algorithm settings as they
are designed to be flexible for many datasets. To implement
our work, a few parameters, i.e. the maximum iteration and the
neighboring coverage, are needed to be appropriately turned.
Meanwhile, some theoretical questions regarding the algorithm
convergence and performance bounds of signal recovery are
difficult to analyze without precise knowledge about the class
of sparse signals. With our best attempt, we answered these
questions with empirical results (i.e., the recovery performance
in Section V-F and the empirical convergence in Section V-G).
Additionally, we provided the theoretical result on the sample
complexity in Section IV.
However, in most actual implementation, the class of sparse
signal of the given task is known. Thus, the theoretical
convergence as well as performance bounds of signal recovery
can be analyzed by using techniques such as those in [53],
[54]. In addition, the MRF parameter estimation and support
estimation could be further customized to efficiently extract the
underlying structure of sparse signals. Examples of how the
MRF parameter estimation can be customized for a specific
application can be found in [49], [55].
APPENDIX A
DERIVATION OF THE SUB-OPTIMIZATION PROBLEMS
A. Optimization over s
In this section, we provide derivation to Eq.(16). According
to Eq. (15), the fourth term in Eq. (27) can be approximated
with summation of the logarithm of determinant of diagonal
entries in (σnI + AsΣx,sATs ) that is positive definite. The
optimization problem Eq. (14), given x, σn, and Σx,s, can be
equivalently formulated as
min
s
1
2σn
xTsA
T
sAsxs −
1
σn
yTAsxs +
1
2
xTs Σ
−1
x,sxs
+
∑
i∈V
log[Σx]i,i + log[(σnΣ
−1
x +A
TA)]i,i − log p(s; ΘˆGˆ)
(27)
Let v ∈ {0, 1}N be a binary variable vector that is the result
from mapping each coefficient of s to binary value 0 and 1,
i.e., if si > 0, then vi = 1; otherwise, vi = 0. Then, we exploit
Hadamard product properties to extract v by transforming the
following terms:
xTsA
T
sAsxs = (x v)TATA(x v) = vTXTATAXv
xTs Σ
−1
x,sxs = (x v)TΣ−1x (x v) = vTXTΣ−1x Xv.
1
σn
yTAsxs =
1
σn
yTA(x v) = 1
σn
yTAXv.
(28)
Using the Hadarmard property, we decompose v from (σnI +
AsΣx,sA
T
s ) as [21]∑
i∈V
log[(σnΣ
−1
x +A
TA)]i,i =
N∑
i=1
vi log[(σnΣ
−1
x +Q)]i,i,
(29)
where Q is a diagonal matrix whose entries are the diagonal
entries of ATA. Combining all the transformations Eq. (28)
and Eq. (29), we obtain the MAP problem as in Eq.(16).
B. Optimization over σn
In this section, we provide derivation of the update formu-
lation Eq. (23) for σn. From the sub-optimization over σn
Eq.(22). Let λ = σn1 be a vector where each element is noise
variance σn. Given Σx,s, x, and s, the optimization Eq.(22)
is reformulated as
min
λ
1
2σn
||y −Asxs||2 + 1
2
log |diag{λ}+AsΣx,sATs |.
(30)
The concave function h(λ) = log |diag{λ}+AsΣx,sATs | is
transformed into a convex function which is its upper bound,
using a conjugate function. Let h∗(λ) be the concave conjugate
function of h(λ) as follows:
h(λ) = log |diag{λ}+AsΣx,sATs | ≤ ηTλ− h∗(λ),∀η ≥ 0.
(31)
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OMP RLPHCS StructOMP GCoSamp MBCS-LBP Pairwise MRF LAMP Gibbs MAP-OMP Fixed-MRF Adaptive-MRF Ground Truth
(Our method) (Our method)
12.99 dB 16.14 dB 13.01 dB 32.93 dB 27.62 dB 31.51 dB 15.62 dB 17.85 dB 42.42 dB 41.88 dB 44.42 dB
Fig. 15: Visual results of some selected MNIST digit images (at M/N = 0.3, SNR = 30 dB).
OMP RLPHCS StructOMP GCoSamp MBCS-LBP Pairwise MRF LAMP Gibbs MAP-OMP Fixed-MRF Adaptive-MRF Ground Truth
(Our method) (Our method)
32.32 dB 32.86 dB 26.68 dB 31.39 dB 28.25 dB 26.47 dB 22.81 dB 27.46 dB 26.40 dB 31.42 dB 29.65 dB 33.50 dB
Fig. 16: Visual results of a selected CMU-IDB face images from PCA signal reconstruction (at M/N = 0.3, SNR = 30 dB).
OMP RLPHCS StructOMP GCoSamp MBCS-LBP Pairwise MRF LAMP Gibbs MAP-OMP Fixed-MRF Adaptive-MRF Ground Truth
(Our method) (Our method)
20.50 dB 18.36 dB 2.46 dB 4.31 dB 16.55 dB 12.48 dB 20.26 dB 1.17 dB 16.31 dB 23.09 dB 23.15 dB
Fig. 17: Visual results of a selected CIFAR-10 images from wavelet signal reconstruction (at M/N = 0.3, SNR = 30 dB).
Eq. (31) holds when
ηk = ∇λk log |diag{λ}+AsΣx,sATs |
= Tr
[
eTk (diag{λ}+AsΣx,sATs )−1ek
]
.
(32)
Thus, we have η = diag{(diag{λ}+AsΣx,sATs )−1}.
Substituting (31) into (30), we obtain the following refor-
mulated sub-problem over σn:
min
λ
1
σn
(y −Asxs)T (y −Asxs) + ηTλ =
M∑
i=1
(
d2i
λi
+ λiηi
)
,
(33)
where di denotes the i−th entry of d = y −Asxs. Because
λ > 0, we obtain λnewi =
√
d2i
ηi
. Thus, σnewn =
1
M
∑M
i=1
√
d2i
ηi
.
C. Optimization over Σx,s
In this section, we provide derivation of the update formula-
tion Eq. (21) for Σx,s. From the sub-optimization over Σx Eq.
(20), we let ν be a vector of the diagonal entry in Σx. Given
x, s, and σn, we have the following optimization problem over
Σx
min
ν
1
2
xTΣ−1x x+
1
2
log |σnI +A′ΣxA′T |, (34)
where A′ = AV is the product between A and V to suppress
the columns associated with zero elements in x. The first term
in (34) is convex over ν, while the second term is concave over
ν. We will transform the second term into a convex function,
by, first, decomposing the logarithm term as follows:
log |σnI +A′ΣxA′T | = log |Σ−1x +
1
σn
A′TA′|
+ log |σnI|+ log |Σx|.
(35)
Let β be a point-wise inverse of the vector ν, i.e., β = ν−1.
We use a conjugate function to find a strict upper bound of the
concave function g(β) = log |Σ−1x + 1σnA′
T
A′|, as follows,
∀α ≥ 0,
g(β) ≤ αTβ − g∗(β), (36)
where g∗(β) is the concave conjugate function of g(β) and
α = [α1, ..., αK ]
T . The equation (36) holds when
αk = ∇βk log |Σx
−1 +
1
σn
A′TA′|
= Tr
[
eTk (Σ
−1
x +
1
σn
A′TA′)−1ek
]
.
(37)
Thus, α = diag{(Σ−1x + 1σnA′
T
A′)−1}. Substituting (36) into
(34) and using Eq(35), we have the sub-problem as follows:
min
ν
xTΣ−1x x+α
Tβ+ log |Σx| =
N∑
i=1
((
x2i + αi
)
ν−1i + log νi
)
.
(38)
Because νi > 0, the update of νi is νnewi = x
2
i + αi.
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