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Abstract
Sometime ago two articles [G. Opfer, G. Schober, Richardson’s Iteration for Nonsymmet-
ric Matrices, Linear Algebra Appl. 58 (1984) 343–361; A. Hadjidimos, The Optimal Solution
to the Problem of Complex Extrapolation of a First Order Scheme, Linear Algebra Appl.
62 (1984) 241–261] appeared the same year in this journal solving the problem of optimiz-
ing the convergence factor of the stationary Richardson’s iteration (i.e., x(m+1) = x(m) −
a(Ax(m) − b), m = 0, 1, 2, . . .) for the solution of the system Ax = b, A ∈ Cn,n, det(A) /=
0, b ∈ Cn. In Opfer and Schober [G. Opfer, G. Schober, Richardson’s Iteration for Nonsym-
metric Matrices, Linear Algebra Appl. 58 (1984) 343–361], when the spectrum of A was
contained in a certain compact set S1 not including the origin, the optimal parameter a was
determined. In Hadjidimos [A. Hadjidimos, The Optimal Solution to the Problem of Com-
plex Extrapolation of a First Order Scheme, Linear Algebra All. 62 (1984) 241–261], for the
solution of Ax = b, the consistent linear scheme x(m+1) = T x(m) + c, m = 0, 1, 2, . . . , for
which the spectrum of T was contained in a certain compact convex set S2 not including the
point 1, was considered and the optimal extrapolation parameter ω of its extrapolation scheme
(i.e., x(m+1) = ((1 − ω)I + ωT )x(m) + ωc, m = 0, 1, 2, . . .) was determined. Because the
approach in obtaining the optimal parameters in the two articles was quite different it seems it
was difficult for any one to notice their equivalence and, therefore, to use them even in trivial
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cases. In this article we show the equivalence of the optimal results in Opfer and Schober [G.
Opfer, G. Schober, Richardson’s Iteration for Nonsymmetric Matrices, Linear Algebra Appl.
58 (1984) 343–361] and Hadjidimos [A. Hadjidimos, The Optimal Solution to the Problem
of Complex Extrapolation of a First Order Scheme, Linear Algebra All. 62 (1984) 241–261],
explore them further, obtain new results and give applications for cases which may occur in
practice. Finally, based on observations regarding the optimal two-cyclic successive overre-
laxation (SOR) and accelerated overrelaxation (AOR) methods in two real case problems we
solve the problem of “optimal” two-cyclic AOR in the more general complex case.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
For the solution of the nonsingular linear system
Ax = b, A ∈ Cn,n, b ∈ Cn, (1.1)
where the spectrum of A, σ(A), is known to be contained in a compact convex set
S1 not including the origin, the first order stationary one-parameter linear iterative
scheme is considered
x(m+1)=(I − aA)x(m) + ab
≡x(m) − a(Ax(m) − b), m = 0, 1, 2, . . . (1.2)
with x(0) ∈ Cn arbitrary. Scheme (1.2), known as the stationary Richardson’s iter-
ation [13], is considered, among others, in [11] and the optimal value of a ∈ C is
determined by means of an optimal disk D(a, r). This disk is such that 0 /∈ D(a, r),
σ(A) ⊂ S1 ⊆ D(a, r) and the ratio r|a| is a minimum or, equivalently, for all first
degree polynomials p1(z) := 1 − 1a z, z ∈ D(a, r), maxz∈D(a,r) |1 − 1a z| is a mini-
mum. In [11], the optimal a (aopt) is determined, by means of Lagrange multipliers,
when S1 is a disk, a straight-line segment or an ellipse.
Alternatively, for the solution of (1.1) one may consider a nonparametric splitting
of A = M −N, det(M) /= 0, and construct the iterative scheme (see, e.g., [2,12,13])
x(m+1)=(I − T )x(m) + c, m = 0, 1, 2, . . .
(T := M−1N, c := M−1b). (1.3)
Based on (1.3), its extrapolation scheme for the solution of (1.1) is given by
x(m+1) = ((1 − ω)I + ωT )x(m) + ωc, m = 0, 1, 2, . . . (1.4)
A. Hadjidimos / Linear Algebra and its Applications 402 (2005) 165–192 167
Assuming that σ(T ) is known, 1 /∈ σ(T ) and σ(T ) ⊂ S2, with S2 being compact and
convex not including the point 1 of the complex plane, the optimal value of ω (ωopt)
is determined by means of the optimum capturing circle (o.c.c.). The elements of this
circle are connected with ωopt and the latter makes the spectral radius of the iteration
matrix of (1.4), ρ((1 − ω)I + ωT ), be a minimum. The corresponding problem is
solved in [7], by using Apollonius circles, when S2 is a circle, a straight-line segment
or a convex polygon.
Since the appearance of the aforementioned two articles, the same year in the
same journal, it seems that their optimal results have not been well-known and
some of them have been rediscovered (see, e.g., [5,4,3], where they are used in opti-
mal one-stage schemes for Runge–Kutta methods). Also, because of their different
approach to the solution, even if known, it was difficult to explore them further. How-
ever, a combination of the ideas in [11,7] leads to interesting conclusions. In Section
2, we show the equivalence of the optimal results in [11,7]. In Section 3 an effort
is being made to combine and generalize the main ideas in [11,7] to more general
situations when the boundary of the compact convex set S consists of straight-line,
circular and/or elliptic segments, as this is the case in many practical applications.
In Section 4, previous observations regarding the relation between the optimal SOR,
the optimal extrapolation of optimal SOR, and the optimal AOR methods, in case the
block Jacobi matrix B associated with A is weakly cyclic of index 2 (see [12]) and
the spectrum σ(B) lies on a straight-line segment on the real or the imaginary axis
(see, e.g., [8]), allow us to give an “optimal” AOR when the Jacobi matrix B of A
possesses the aforementioned property and σ(B) lies on any complex straight-line
segment not containing the point 1 of the complex plane.
2. Equivalence of Richardson’s iteration and extrapolation
If the coefficient matrix I − aA in (1.2) is written as (1 − a)I + a(I − A) then
(1.2) is nothing but the extrapolation scheme (1.4), with ω = a, T = I − A and c =
b. The latter is yielded from an iterative scheme (1.3) corresponding to the splitting
A = M −N , where M = I and N = I − A. Conversely, if the coefficient matrix
Tω = (1 − ω)I + ωT in (1.4) is written as I − ω(I − T ), (1.4) is a Richardson’s
iteration for the linear system (I − T )x = c, where A = I − T , b = c and a = ω. It
is then clear that there is an equivalence between the Richardson’s iteration and the
extrapolation of a first order scheme. As a result we have that
σ(A) = σ(I − T ) and σ(T ) = σ(I − A). (2.1)
Note: To make equations in (2.1) clear, note that if Richardson’s iteration is used,
then the basic matrix coefficient is A and the corresponding iteration matrix T is
I − A. If extrapolation is used the iteration matrix of the unextrapolated scheme
(1.3) is T and the matrix coefficient of the system is A = I − T . In fact it is I − T =
I −M−1N = M−1A which is relabeled as A.
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2.1. Straight-line segment spectrum
In Example 5.1 of [11], under the assumptions that σ(A) ⊂ [z1, z2], z1, z2 ∈ C,
0 /∈ [z1, z2], the optimal disk D(aopt, ropt), with center aopt ∈ C and radius ropt ∈
R+, was determined by using Lagrange multipliers. The optimal parameters and
results are then given by the expressions
1
aopt
= 1|z1| + |z2|
( |z1|
z1
+ |z2|
z2
)
,
ropt = |z1 − z2||z1| + |z2| |aopt| =
∣∣∣∣ z1z2(z1 − z2)|z1|z2 + z1|z2|
∣∣∣∣ ,
min
a∈C maxz∈[z1,z2]
|1 − 1
a
z| = ρopt = ropt|aopt| =
|z1 − z2|
|z1| + |z2| . (2.2)
In [7] the corresponding optimal solution, for σ(T ) ⊂ [z′1, z′2], z′1, z′2 ∈ C, 1 /∈
[z′1, z′2], was given by means of the elements of the optimum capturing circle (o.c.c.) 2
C(copt, Ropt). Its center copt was determined by using Apollonius Circles [6] as the
common point through which three lines pass. Specifically, if P1(z′1) and P2(z′2) are
the end-points of the line segment S2 (σ (T ) ⊂ S2) and P(1, 0) is the point 1 of the
complex plane, the three lines are: The perpendicular bisector of P1P2, the bisector
of the angle ∠P1PP2 and the arc

P1P2 of the circumcircle of the triangle PP1P2
not containing P . Having found the center c(copt), Ropt is the length of either CP1
(|copt − z′1|) or CP2 (|copt − z′2|). Then, the optimal value of ω(ωopt) and the optimal
spectral radius of the extrapolation scheme are given by
ωopt = 1 − copt|1 − copt|2 =
1
1 − copt ,
min
ω∈C ρ(Tω) = ρ(Tωopt) =
Ropt
|1 − copt| (2.3)
with z denoting the complex conjugate of z.
Since in [11], the technical proof for the determination of the optimal results (2.2)
is not given while the one in [7] is given in detail, we will verify the validity of the
results (2.2) and thus establish their equivalence with those in (2.3). For this, from
(2.1), the image of a complex number z in the σ(A)-complex plane (z-plane) is the
number z′ = 1 − z in the σ(T )-complex plane (z′-plane) and vice versa, namely,
the image of z′ in the z′-plane is z = 1 − z′ in the z-plane. So, to prove the desired
equivalence we have to prove that
(i) ωopt = aopt and (ii) ρ(Tωopt) = ρopt. (2.4)
2 In this context a capturing circle (c.c.) is any circle that contains S2 in the closure of its interior and
leaves the point (1, 0) strictly outside it. The optimum capturing circle (o.c.c.) is the unique c.c. such that
the angle of the tangents from (1,0) to it is a minimum [7].
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Two statements from Euclidean Geometry (see [6]) will be needed. More specifi-
cally:
Lemma 2.1. In any triangle ABC with side lengths a = (BC), b = (CA), c =
(AB), any of its interior bisectors, say AD, separates the corresponding side into
two segments whose lengths are proportional to those of the adjacent sides of the
triangle. So,
(BD) = a c
b + c , (DC) =
a b
b + c . (2.5)
Lemma 2.2. If in a circle two of its chords intersect each other the product of the
segments of the one is equal to the product of the segments of the other.
Based on these two lemmas we can state and prove the following theorem.
Theorem 2.1. Suppose that the spectrum of the matrix A, σ(A), in (1.1), lies in
the straight-line segment [z1, z2], z1, z2 ∈ C, with 0 /∈ [z1, z2]. Suppose also that
the iteration matrix T of the iterative scheme (1.3), in the sense explained previ-
ously, equals I − A. Then the optimal parameters ωopt and ρ(Tωopt), in (2.3), of the
extrapolation scheme (1.4) and those, in (2.2), of the Richardson’s iteration (1.2)
are connected via relationships (2.4).
Proof. To prove that ωopt = aopt, we begin with the expression for ωopt, given in
terms of copt, the center of the o.c.c. To simplify the analysis we work in the z-plane.
So, we work with the images of the points copt, 1, z′1, z′2 of the z′-plane. These images
will be at the points C(1 − (1 − copt) = copt), O(1 − 1 = 0), P1(z1 = 1 − z′1) and
P2(z2 = 1 − z′2), where we have kept the same labels for C,P1 and P2. Associating
a vectors −→OP with the image of its end-point P in the z-plane, determine copt we
have to determine −→OC. It is
−→
OC = −−→OD +−→DC, (2.6)
where OD is the bisector of the angle ∠P1OP2 of the triangle OP1P2 (see Fig. 1).
Since
−−→
OD = −−→OP1 +−−→P1D
from Lemma 2.1 we have that
−−→
P1D = |−−→P1D|
−−→
P1P2
|−−→P1P2|
= |z1||z2 − z1||z1| + |z2|
(z2 − z1)
|z2 − z1| ,
where |−→. | denotes the length of the corresponding vector. Replacing into −−→OD we
take
−−→
OD = z1|z2| + |z1|z2|z1| + |z2| , |
−−→
OD| =
∣∣z1 |z2| + |z1| z2∣∣
|z1| + |z2| . (2.7)
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From Lemma 2.2 we have successively
|−→DC| = |
−−→
P1D|
|−−→OD| |
−−→
DP2|= |z1||z2 − z1||z1| + |z2| ·
|z2||z2 − z1|
|z1| + |z2| /
∣∣z1 |z2| + |z1| z2∣∣
|z1| + |z2|
= |z1||z2||z2 − z1|
2∣∣z1 |z2| + |z1| z2∣∣ (|z1| + |z2|). (2.8)
Then, for (2.6) we obtain
−→
OC = −−→OD +−→DC = |
−−→
OD| + |−→DC|
|−−→OD|
−−→
OD
and replacing the lengths involved and −−→OD from (2.7) we can take that
−→
OC = [|z1|z2| + |z1|z2|
2 + |z1||z2||z2 − z1|2]
|z1|z2| + |z1|z2|2
(z1|z2| + |z1|z2)
(|z1| + |z2|) . (2.9)
Considering the numerator of the first fraction we have after some algebra that
|z1|z2| + |z1|z2|2 + |z1||z2||z2 − z1|2
= (z1|z2| + |z1|z2) · (z1|z2| + |z1|z2)+ |z1||z2|(z2 − z1)(z2 − z1)
= |z1||z2|(|z1| + |z2|)2 (2.10)
and replacing into result (2.10) we obtain
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−→
OC= |z1||z2|(|z1| + |z2|)
2
(|z1| + |z2|)|z1|z2| + |z1|z2|2 (z1|z2| + |z1|z2)
= |z1||z2|(|z1| + |z2|)
z1|z2| + |z1|z2
= |z1||z2|(|z1| + |z2|)z1z2|z1|2|z2|z2 + z1|z1|z2|2 =
(|z1| + |z2|)z1z2
|z1|z2 + z1|z2| . (2.11)
Having found the expression in the right hand side of (2.11) for −→OC, which is also
the value for copt in the z-plane, we recall that the value of ωopt in (2.3) is given in
terms of copt in the z′-plane. So, in the right hand side of (2.11) will be the value for
ωopt. Therefore
1
ωopt
= 1
/
(|z1| + |z2|)z1z2
|z1|z2 + z1|z2| =
1
|z1| + |z2|
( |z1|
z1
+ |z2|
z2
)
, (2.12)
which is the same as the value of 1
aopt
in (2.2). Consequently, aopt = ωopt. To deter-
mine ρ(Topt) from (2.3) we must determine Ropt, that is the radius of the o.c.c. How-
ever,
Ropt=|−→OC −−−→OP1| =
∣∣∣∣ |z1||z2|(|z1| + |z2|)z1|z2| + |z1|z2 − z1
∣∣∣∣
= ||z1||z2|
2 − |z1|z1z2|
|z1|z2| + z2|z1|| =
|z1||z2||z2 − z1|
|z1|z2| + |z1|z2| , (2.13)
which is the same as ropt in (2.2). Therefore, from (2.3), we have that
ρ(Topt) = Ropt|copt| =
|z2 − z1|
|z1| + |z2| = ropt (2.14)
and the equivalence of the optimal results in (2.2) and (2.3) has just been
established. 
2.2. Spectrum σ(T ) in a convex polygon H
Exploiting the previous nice compact algebraic expressions, (2.12) and (2.13), for
copt and Ropt, the center and the radius of the o.c.c. in the z-plane, given in [11], and
which, as has been proven, are equivalent to those given in [7] in geometric terms, we
shall find algebraic expressions for the unique optimal solution in case σ(A) ∈H,
with H being a convex p-gon in the z-plane not containing the origin O. The latter
is a problem solved in [7].
From now on we will be working in the z-plane.
To make the unique optimal results in the convex p-gon case of [7] clear we
consider first H to be a triangle. According to [7] and the equivalence of (2.2) and
(2.3) we have:
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Lemma 2.3. Let P1(z1), P2(z2), P3(z3) be the vertices of a triangle H such that
σ(A) ⊂H, with 0 /∈H. If any of the o.c.c.s for the line segments PiPj , (i, j) =
(1, 2), (1, 3), (2, 3), with respective centers c12, c13, c23 and radii R12, R13, R23,
contains the third point Pk, k /= i, j, in the closure of its interior, specifically if
Rij = |zi ||zj ||zj − zi ||zi |zj | + |zi |zj | 
|zi ||zk||zk − zi |
|zi |zk| + |zi |zk| (= |cij − zk|), (2.15)
then this circle, Cij (cij opt, Rij opt), is the unique o.c.c. for the triangle P1P2P3. (The
optimal values ωopt and ρ(Tωopt) are determined from (2.3), where cij opt and Rij opt
replace 1 − copt and Ropt, respectively.) Otherwise, the unique o.c.c. for the triangle
P1P2P3 is the circumcircle of it, whose center copt = c123 and radius Ropt = R123
are given by
copt=c123 = |z1|
2(z2 − z3)+ |z2|2(z3 − z1)+ |z3|2(z1 − z2)
z1(z2 − z3)+ z2(z3 − z1)+ z3(z1 − z2) ,
Ropt=R123 =
∣∣∣∣ (z1 − z2)(z2 − z3)(z3 − z1)z1(z2 − z3)+ z2(z3 − z1)+ z3(z1 − z2)
∣∣∣∣
(= |copt − z1| = |copt − z2| = |copt − z3|). (2.16)
Note: The center copt in (2.16) is found from the equations |copt − z1| = |copt −
z2| = |copt − z3| by squaring them, replacing each | • |2 by •• and solving the 2 × 2
linear system yielded for copt.
Remark 2.1. In case H is a convex p-gon (p > 3) not containing O in the clo-
sure of its interior, with vertices Pi(zi), i = 1(1)p, in the z-plane, the unique o.c.c.,
as is determined in [7], is found in a way analogous to the one in the case of a
triangle. Specifically, if the o.c.c. for any of the p(p−1)2 line segments PiPj , i =
1(1)p − 1, j = i + 1(1)p, contains all the other vertices Pk, k = 1(1)p, k /= i, j ,
of H, in the closure of its interior then it is the o.c.c. for the p-gon H. (This is
examined as in the case of the triangle in Lemma 2.3.) If such a circle does not
exist then it is the unique circle among the p(p−1)(p−2)6 circumcircles of the triangles
PiPjPk , i = 1(1)p − 2, j = i + 1(1)p − 1, k = j + 1(1)p, containing all the other
vertices Pl , l = 1(1)p, l /= i, j, k, in the closure of their interiors, that corresponds
to the smallest ratio Rijk|cijk | .
Two new statements, resulting directly from (2.11)–(2.13), Lemma 2.3 and/or
Remark 2.1, are given below as corollaries.
Corollary 2.1. Let C(copt, Ropt) be the o.c.c. for the convex p-gon Hp, with ver-
tices Pi, i = 1(1)p, p  2, derived as the o.c.c. for one of the segments PiPj , i =
1(1)p − 1, j = i + 1(1)p, let it be Pi∗Pj∗ , as described in (2.11)–(2.13), Lemma
2.3 or Remark 2.1. Then C is also the o.c.c. for any convex q-gone Hq, q  3,
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that shares the same two vertices Pi∗ , Pj∗ with Hp and has its other q − 2 ones
anywhere in the closure of the interior of C.
Corollary 2.2. Let C(copt, Ropt) be the o.c.c. for the convex p-gon Hp, with verti-
ces Pi, i = 1(1)p, p  3, derived as the circumcircle of one of the triangles PiPjPk,
i = 1(1)p − 2, j = i + 1(1)p − 1, k = j + 1(1)p, let it be Pi∗Pj∗Pk∗ , as described
in Lemma 2.3 or Remark 2.1. Then to determine the o.c.c. for any convex q-gone
Hq, q > 3, that shares the same three vertices Pi∗ , Pj∗ , Pk∗ with Hp, and has its
other q − 3 ones anywhere in the closure of the interior of C, one has to follow the
procedure described in detail in Remark 2.1, where some of its steps can be skipped.
Specifically, one considers the o.c.c. for each of the segments PiP ′j , P ′i P ′j , where
Pi ∈Hp and P ′i , P ′j ∈Hq\{Hp}. If any of those circles is the o.c.c. forHp ∪Hq
then it is the o.c.c. sought. If such a circle does not exist then one considers the cir-
cumcircles for each of the triangles PiPjP ′k, PiP ′jP ′k, P ′i P ′jP ′k, where Pi, Pj ∈Hp
and P ′i , P ′j , P ′k ∈Hq\{Hp}. If there exists at least one circle that contains both
Hp andHq in the closure of its interior and corresponds to the smallest ratio Rijk|cijk | ,
and the latter ratio is smaller than the one for the o.c.c. for Pi∗ , Pj∗ , Pk∗ , then it is
the o.c.c. sought. If such a circle does not exist then the original o.c.c. for Hp,C,
is the o.c.c. for Hp ∪Hq .
3. Main results and applications
In this section we examine various cases that occur in practice. In most of them,
the convex region considered can be inscribed in a circle (e.g., triangle, rectangle,
isosceles trapezium, section of a circle etc). If this is the case it is useful to know
in advance whether the o.c.c. is given as the solution of a two-point problem (o.c.c.
for a straight-line segment) or a three-point one (circumcircle of a triangle). (Note:
In the latter case and if the convex region is inscribed in a circle the solution will
be its circumcircle). Furthermore, in the case of a two-point problem we would like
to know which one of the line segments gives the optimal solution. The answer to
such a question will allow us to skip some of the steps of the algorithm of Remark
2.1 to determine the o.c.c. As we shall see this depends entirely on the position of
the origin O with respect to (wrt) some open sections of circles around the convex
region in question that can be described precisely beforehand.
Some of the results to be found use the following Euclidean Geometry statement:
Lemma 3.1. Let S be the section of a circle and P1P2 be its base chord. Let A be
any point on its arc, B any point strictly insideS and C any point strictly outside it
and in the same half plane defined by P1P2 in which S lies. Then, there hold
∠P1CP2 < ∠P1AP2 < ∠P1BP2. (3.1)
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3.1. Triangle
Let P1(z1), P2(z2), P3(z3) be the vertices of a triangle and C123 be its circumcen-
ter. Three cases are to be examined depending on the kind of the triangle.
3.1.1. Acute-angled triangle
Suppose that the o.c.c. for P1P2P3 were the one for P1P2. Then its center P
would be the intersection of the perpendicular bisector of P1P2 and of the arc of the
circumcircle of OP1P2 that does not contain O. So, (PP1) = (PP2) > (PP3). This
inequality implies that P would lie beyond the center C123 and the points P and P3
would lie in the same half plane wrt each of the perpendicular bisectors of P1P3 and
P2P3. As a consequence it would be ∠P1PP2 < ∠P1C123P2. However, by Lemma
3.1, such a situation can happen if and only if (iff) the origin O lies strictly in the
interior of the section S12 of the circle (the circumcircle of C123P1P2) whose arc
does not contain C123. (Note: Since ∠P1C123P2 = 2∠P1P2P3, for any point M on
the arc of S12, ∠P1MP3 = π − 2∠P1P3P2.)
Following the same reasoning for the sides P2P3 and P3P1 we end up with the
conclusion that if the origin O lies in the union of the interiors of the three sections
S12,S23,S13 of the circumcircles of C123P1P2, C123P2P3, C123P3P1, whose arcs
do not contain C123 (see Fig. 2), then the o.c.c. for P1P2P3 will be the one for its
corresponding side; otherwise it will be the circumcircle of P1P2P3.
3.1.2. Right-angled triangle
Suppose that ∠P1P3P2 = π2 . The circumcenter C123 of P1P2P3 is the mid-point
of P1P2. Obviously, if the o.c.c. for one of the sides P1P3 or P2P3 gives the opti-
mum one for P1P2P3 then O will lie strictly in the interior of the section S13 or
S23 of the circumcircle of the triangle P1C123P3 or P2C123P3, respectively, that
does not contain C123, as in Case 3.1.1. If the hypotenuse P1P2 gives the o.c.c.
then the center P of the latter will lie on the perpendicular bisector of P1P2, C123,
and in the same half plane as P3 wrt P1P2 so that (PP1) = (PP2) > (PP3). Con-
sequently, the origin O must lie in the other open half plane, wrt the hypotenuse
P1P2, that does not contain P1P2P3. (Note: Note that this half plane is the limit-
ing case of a section S12 of a circle whose base chord is P1P2 and subtends an
angle ∠P1MP3 → 0. This is because for any point M in this half plane there would
be ∠P1MP2 > π − 2∠P1P2P3 = π − 2π2 = 0.) If O does not lie in the union of
S13,S23,S12, then the circumcircle of P1P2P3 will be the o.c.c. for the triangle
(see Fig. 3).
3.1.3. Obtuse-angled triangle
Suppose that ∠P1P3P2 > π2 . The situation regarding the sides P1P3 and P2P3,
will be the same as in the two previous Cases 3.1.1 and 3.1.2 and the correspond-
ing regions will be given by S13 and S23. However, if P1P2 gives the o.c.c. the
circumcenter C123 of P1P2P3 will lie on the perpendicular bisector of P1P2 and
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will be in the open half plane defined by P1P2 not containing the triangle. So, as
an extension of the previous Case 3.1.2, when ∠P1P3P2 = π2 , the region that will
contain the origin O will be the section of the circleS12 that subtends an angle equal
to π − 2∠P1P2P3 < 0. Because of the negative angle, this section will be nothing
but the open complement wrt the complex plane C of the section of the circle, that is
based on the chord P1P2, subtends an angle
∠P1MP2 = π − (2π − 2∠P1P3P2) = 2∠P1P3P2 − π < ∠P1P3P2
and lies in the same half plane with the triangle P1P2P3 wrt P1P2 (see Fig. 4).
If O lies strictly outside the union of the three sections S13,S23,S12, as de-
scribed previously, the circumcircle of the triangle will be the o.c.c. for it.
3.2. Rectangle
Let Pi(zi), i = 1(1)4, be the vertices of a rectangle R not containing the origin
O. It will be |z2 − z1| = |z4 − z3|, |z3 − z2| = |z1 − z4| and |z3 − z1| = |z4 − z2|.
Based on Remark 2.1, first we have to examine the o.c.c.s for P1P2, P2P3, P3P4,
P4P1, P1P3, P2P4. A careful observation reveals that one has to examine only the
two adjacent sides of R that are closer to O. Let them be P1P2 and P2P3, meaning
that |z1|, |z2|, |z3| > |z4|. For if, say, P3P4 gives the o.c.c. for R the perpendicular
bisector of P3P4 and the circumcircle of OP3P4 would intersect at a point P outside
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R such that (PP3) = (PP4) < (PP1) = (PP2). This would lead to a contradiction
since the o.c.c. for R would not capture 3 P1 and P2. But now P1P2 and P2P3 are
the catheti sides of the right-angled triangle P1P2P3 whose circumcircle, let it be K,
is the same as the circumcircle ofR. However, according to Case 3.1.2 if P1P2 gives
the o.c.c. forR, O will lie in the open sectionS12 and its center will be at a point P
that will be closer to P3 (or P4) than to P1 (or P2), This o.c.c. will capture P3, P4 and
will be the o.c.c. forR. Therefore, ifO lies in the union of the open sections of circles
S12,S23,S34,S41, as in the case of the triangle, and subtend angles equal to π −
∠P1KP2, π − ∠P2KP3, π − ∠P3KP4, π − ∠P4KP1, respectively, then the base
side of the section in which O lies gives the o.c.c. for R. If
O /∈ R ∪S12 ∪S23 ∪S34 ∪S41 (3.2)
the o.c.c. for R is its circumcircle (see Fig. 5). (Note: It is not necessary to examine
P1P3 or P2P4, for if one of them, say P1P3, would give the o.c.c. for R, then the
center of this circle P would not capture P2 since (PP1) = (PP3) < (PP2) as can
be readily seen.)
Remark 3.1. It is pointed out that the case of a square R can be directly obtained
from that of the rectangle since the region in (3.2) is nothing but the circumcircle of
R.
Application 3.1: This application is from [3]. Let R be a rectangle with vertices
P1(x1,−y1), P2(x2,−y1), P3(x2, y1), P4(x1, y1), where x2 > x1 > 0 and y1 > 0.
SinceR is symmetric wrt the real axis, lies in the open right half complex plane, and
O /∈ R, the center Copt of its o.c.c. will lie on the positive real semiaxis. The analysis
in Case 3.2 suggests that if O ∈S14 then Copt will be the point of intersection C of
the perpendicular of OP4 at P4 with the real axis, otherwise Copt will be the center of
R. From the right-angled triangle OP4C we have that (OP4)2 = (OC)(OL), where
L(x1, 0). Therefore, (OC) = x
2
1+y21
x1
. So,
if (OC) > (OK) (or 2y21 > x1(x2 − x1)) then Copt ≡ C
(
x21+y21
x1
, 0
)
,
else Copt ≡ K
(
1
2 (x1 + x2), 0
)
.
(3.3)
Remembering that we work in the z-plane, from (2.3) we have for the two cases
above that: the radius Ropt of the o.c.c. and the correspoding ωopt are given by
3 We use the word capture in the sense of contain in the closure of its interior.
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if 2y21 > x1(x2 − x1) then Ropt ≡
y1
√
x21+y21
x1
,
else Ropt ≡
√
(x2−x1)2+4y21
2 .
(3.4)
and
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if 2y21 > x1(x2 − x1) then ωopt ≡ x1x21+y21 ,
else ωopt ≡ 2x1+x2 .
(3.5)
3.3. Isosceles trapezium
Let P1P2P3P4 be a trapezium T such that P1P2//P3P4, (P1P2) > (P3P4) and
(P1P4) = (P2P3). Three cases must be examined depending on whether the circum-
center C of T lies inside it, on the bigger base or outsideT. Here we examine only
the first of them which is in complete analogy to the acute-angled triangle case. The
others are analogous to the right-angled and the obtuse-angled triangle cases.
Since the circumcenter C lies insideT it will be ∠P1P2P3 = ∠P2P1P4 < π2 and
∠P1P3P2 = ∠P1P4P2 < π2 . We begin with the o.c.c. for the acute-angled triangle
P1P2P3 (P1P4P3) and see if it captures the fourth vertex P4 (P2). As in Case 3.1.1
we consider the corresponding open sectionsS12,S23,S13 of the circumcircles of
CP1P2, CP2P3, CP3P1. Obviously, if O ∈S12, then if P is the center of the o.c.c.
for P1P2 it is (PP1) = (PP2) > (PP3) and since (PP3) = (PP4) this c.c. will also
capture P4. So, it will be the o.c.c. for T. The same is true if O ∈S23 since for
the center P of the o.c.c. for P2P3 there will hold (PP2) = (PP3) > (PP1). Also
because of the latter inequality (PP3) > (PP4), meaning that the o.c.c. in question
is the optimum one for the trapezium. It can readily be checked that if O ∈S31 then
the o.c.c. for P1P3 cannot capture P2. Now, because of the symmetry, analogous
results for P2P3 and P1P3 hold also for P1P4 and P2P4. As for P3P4 it can be found
that if O ∈S34 the o.c.c. for P3P4 is the one for the trapezium. In concluding, if O
is in any of the four open sections of circles for the sides ofT then the corresponding
o.c.c. will be the optimum one for the trapezium (see Fig. 6). For O strictly outside
the union of T and the four sections of circles its o.c.c. will be its circumcircle.
3.4. Section of a circle
Let P1P2 be the base chord of a Section S12 of a circle with center C and radius
R that subtends an angle ∠φ. Let also A be the mid-point of its arc. Suppose the arc

P1AP2 is the limit of a p-regular polygonal line inscribed in S12 as p →∞. To
find the o.c.c. for S12 we consider the convex polygon H defined by the polygonal
line and the chord P1P2. First, we observe that the o.c.c. for any of the sides or
the diagonals of H, whose end-points are any two vertices of the polygonal line at
least one of which is different from P1 or P2, cannot be a c.c. for S12, since it will
leave at least one piece of the arc

P1AP2 strictly in its exterior. So, for the o.c.c. for
P1P2 to capture H, and S12, O must lie in the open section of the circle that lies
in the other half plane wrt S12, defined by P1P2, and subtends an angle π − 2∠φ.
For the open section in question the same three cases as in the case of the triangle,
with π − 2∠φ > 0,= 0, < 0, must be distinguished. If O lies strictly outside the
180 A. Hadjidimos / Linear Algebra and its Applications 402 (2005) 165–192
C
P4 P3
P2P1
S34
S23S41
S12
T
Fig. 6.
aforementioned section then the o.c.c. for H, and thus for S12, is the circumcircle
of any triangles P1P2M , with M any vertex of H. However, this circumcircle is the
circle ofS12 and this will be the o.c.c. forH andS12. By simple Euclidean Geome-
try arguments we can see that we have arrived at the following equivalent conclusion:
If C12 is the center of the o.c.c. for P1P2 then if (C12P1) = (C12P2) > (C12A) then
the o.c.c for P1P2 captures S12, hence it is also the o.c.c. for it; otherwise the o.c.c.
for S12 is its circle.
Application 3.2: This is taken from [4,3]. The region of interest is a section S of a
circle whose center is the origin O, its radius is R and its base chord P1P2 is such
that P1(a,
√
R2 − a2), P2(a,−
√
R2 − a2) and 0 < a < R. Obviously, S subtends
an angle ∠φ ∈ (π2 , π) such that tanφ = −
√
R2−a2
a
. Because of the symmetry of S
wrt the positive real semiaxis, the center Copt of its o.c.c. will be on this axis. From
the analyses in Cases 3.4 and 3.1.3, since O lies strictly in the open complement wrt
the complex plane C of the section of circle that has base chord P1P2, subtends an
angle 2∠φ − π and lies in the same half plane with S, its center Copt will be the
intersection of the perpendicular to OP1 at P1 and the positive real semiaxis. So we
will have (OCopt) = (OP1)2(OL) , where L is the intersection of P1 with the positive real
semiaxis, and (OCopt) = R2a . Therefore from the right-angled triangle OP1Copt we
can find that the radius of the o.c.c., Ropt = R
√
R2−a2
a
and from (2.3) we have that
ωopt = a
R
√
R2−a2 (see Fig. 7).
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3.5. Sector of a circle
Let S := CP1P2 be the sector of a circle with center C, angle ∠P1CP2 = ∠φ <
π and let A be the mid-point of the arc

P1P2 of the sector. (Note: If ∠φ  π , then
we are practically in the case of the section of a circle that was examined in Case
3.4.) Adopting the technique of Case 3.4 and considering a p-regular polygonal line
inscribed in the section of the circle whose chord is P1P2 and center C, we can
end up with the conclusion that we have only to examine the o.c.c.s for the sides
CP1, CP2, P1P2 of the triangle CP1P2 and check if any of them captures both C
and the polygonal line, as p →∞, that is the arc P1AP2. So, if O lies in the open
section SCP1 of the circle that lies in the other half plane wrt S defined by CP1 and
subtends an angle π − (π − ∠φ) = ∠φ, the o.c.c. for CP1 will capture P2, the arc

P1AP2 and therefore S. So, it will be the o.c.c. for S. An analogous result holds if
O ∈SCP2 . If O lies in the open regionS12\{section(P1AP2)} of the circle that lies
in the other half plane wrt the triangle CP1P2, is defined by P1P2 and subtends an
angle π − 2∠φ, then the o.c.c. for P1P2 will capture C and will also capture the arc

P1AP2 since the circle ofS12 has the center C of the circle of the sector stricly in its
interior and these two circles intersect at P1 and P2. So it will be the o.c.c. for S. If O
lies strictly in the exterior of the union of the triangle CP1P2 and the three sections
of circlesSCP1 ,SCP2 ,S12, then, obviously, the circumcircle of the triangle CP1P2
will be the o.c.c. for the sector S (see Fig. 8).
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Remark 3.2. (i) The case of a p-regular polygon can be treated in the same way
as the cases of an equilateral triangle or a square. (ii) The cases of a section of an
ellipse or a sector of an ellipse can be treated analogously bearing in mind the corre-
sponding Cases in 3.4 and 3.5 and also that of the optimal extrapolation in the case
of an ellipse given in [11]. (iii) The extrapolation of this work can, in principle, deal
with any convex region R, σ(A) ∈ R, which is bounded by straight-line, circular
and/or elliptic arcs provided the origin O /∈ R. If R is not convex one should con-
sider its convex hull H and work with it provided O /∈H. For example, in [3] four
Regions are worked out three of which are covered by the extrapolation theory of this
work. One of them is the half annulusR := {z ∈ R : 0 < r1  |z|  r2,Re(z)  0}.
Since R is not convex one should consider its convex hull H which is the half disk
H := {z ∈H : 0  |z|  r2,Re(z)  0}. However, because O ∈H, the extrapo-
lation of this paper does not work as this is already pointed out in [3]. In such a case
a “higher” order extrapolation may work successfully and the reader is referred to
[3] and to some of the references cited therein.
4. On optimal two-cyclic accelerated overrelaxation method (AOR)
As is known the accelerated overrelaxation (AOR) method for the solution of (1.1)
is the following iterative scheme
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x(m+1)=Lr,ωx(m) + cr,ω, m = 0, 1, 2, . . . ,
Lr,ω=(D − rL)−1[(1 − ω)D + (r − ω)L+ ωU ],
cr,ω = ω(D − rL)−1b, (4.1)
where r, ω ∈ C, with ω /= 0. In (4.1), D is a (block) diagonal of A, supposedly
invertible, and L and U are the strictly lower and strictly upper triangular parts of
D − A. For r /= 0, AOR is an extrapolation of the successive overrelaxation (SOR)
method
x(m+1)=Lrx(m) + cr , m = 0, 1, 2, . . . ,
Lr=(D − rL)−1[(1 − r)D + rU ], cr = r(D − rL)−1b (4.2)
with extrapolation parameter s = ω
r
, since as can be checked Lr,ω = (1 − ωr )I +
ω
r
Lr and cr,ω = ωr cr .
A condensed form of a theorem of the only optimal results for AOR known so far,
the first part of which is found in [1] and the second one in [10], taken from [8], is
given below:
Theorem 4.1. Under the notation and the assumptions so far, let µ and µ denote
the absolutely smallest and the absolutely largest of the eigenvalues of the Jacobi
iteration matrix B = D−1(L+ U) of a two-cyclic consistently ordered matrix A.
Then:
(i) For σ(B2) nonnegative and 0 < µ < µ < 1 if 1 − µ2 < (1 − µ2) 12 the opti-
mal parameters of the AOR method are given by the expressions
ropt = 2
1 + (1 − µ2) 12
, ωopt =
1 − µ2 + (1 − µ2) 12
(1 − µ2)(1 + (1 − µ2) 12 )
,
ρ(Lropt,ωopt) =
µ(µ2 − µ2) 12
(1 − µ2) 12 (1 + (1 − µ2) 12 )
. (4.3)
Furthermore, for 0 < µ = µ < 1 there are two pairs of optimal parameters
(ropt, ωopt) =
(
2
1 + .(1 − µ2) 12
,
.
(1 − µ2) 12
)
, . = ±1 (4.4)
both of which give ρ(Lropt,ωopt) = 0.
(ii) For σ(B2) nonpositive and if (1 + µ2) 12 < 1 + µ2 the optimal parameters of
the AOR method are given by the expressions
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ropt = 2
1 + (1 + µ2) 12
, ωopt =
1 + µ2 + (1 + µ2) 12
(1 + µ2)(1 + (1 + µ2) 12 )
,
ρ(Lropt,ωopt) =
µ(µ2 − µ2) 12
(1 + µ2) 12 (1 + (1 + µ2) 12 )
. (4.5)
Again, for 0 < µ = µ there are two pairs of optimal parameters
(ropt, ωopt) =
(
2
1 + .(1 + µ2) 12
,
.
(1 + µ2) 12
)
, . = ±1 (4.6)
both of which give ρ(Lropt,ωopt) = 0.
4.1. The real cases
In what follows we show that in the two cases of the theorem the optimal AOR
is nothing but the optimal extrapolation of the optimal SOR. For this, we recall first
the famous Young’s relationship that connects the eigenvalues µ ∈ σ(B) and λ ∈
σ(Lr ) of the Jacobi and of the SOR iteration matrices associated with the two-cyclic
consistently ordered matrix A (see [12,13,2])
(λ+ r − 1)2 = r2µ2λ. (4.7)
Solving (4.7) for λ := λ(r, µ) we obtain
λ±(r, µ) = 1
2
(
r2µ2 − 2(r − 1)± rµ(r2µ2 − 4(r − 1)) 12
)
. (4.8)
Under the assumptions (i) σ(B) ⊂ [−µ,µ], µ < 1, and (ii) σ(B) ∈ [−ıµ, ıµ],
where ı = √−1, the optimal values of the relaxation parameter r (ropt) and of the
corresponding spectral radius ρ(Lr ) (ρ(Lropt)) of the SOR (see [12,13,2]) are:
(i) ropt = 2
1 + (1 − µ2) 12
, ρ(Lropt) = ropt − 1 (4.9)
and
(ii) ropt = 2
1 + (1 + µ2) 12
, ρ(Lropt) = 1 − ropt. (4.10)
To begin with our analysis let
0  µ  |µ|  µ, µ ∈ σ(B).
Case (i) (µ < 1): (4.8), with r = ropt and µ2 = |µ|2, derives
λ±(ropt, |µ|)
= 1
2
(
r2opt|µ|2 − 2(ropt − 1)± ropt|µ|(r2opt|µ|2 − 4(ropt − 1))
1
2
)
. (4.11)
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It can be checked (see [13]) that for |µ| = µ, λ±(ropt, µ) = ropt − 1, with ropt
being given by (4.9), is a real double eigenvalue of Lropt , while all other eigen-
values λ±(ropt, |µ|) ofLropt appear in complex conjugate pairs of modulus ropt − 1.
From (4.11) we can find that ∂ Re λ±(ropt,|µ|)
∂|µ| = r2opt|µ|  0, so the smallest real part
of λ±(ropt, |µ|)′s corresponds to µ. Thus σ(Lropt) lies on the spectral circle ofLropt
in the complex z′-plane, Let P1 and P2 be the images of the end-points λ±(ropt, µ)
of the arc on which σ(Lropt) lies, and C1 and C2 be images of the double eigen-
value λ±(ropt, µ) = ropt − 1 and its opposite 1 − ropt (see Fig. 9). To find the optimal
extrapolation parameter of the optimal SOR we have to find the optimal extrapolation
parameter of the section of the spectral circle whose base chord is P1P2 and its arc is

P1C1P2. This is a problem similar to that of Application 3.2, with the only difference
being that we now work in the z′-plane. According to Application 3.2, if the o.c.c.
for P1P2 captures the section in question then it is also the o.c.c. for it. Otherwise,
the o.c.c. for the section is the spectral circle itself. For the o.c.c. of P1P2 to capture
the arc

P1C1P2, P1 (and P2) must lie in the interior of the arc

A1C1A2, where PA1
and PA2 are the tangents to the spectral circle from the point P(1, 0). For this to
happen there must hold (OD) < Re λ±(ropt, µ), where D is the point of intersection
of A1A2 with OP . But (OD) = (OA1)2(OP ) = (ropt − 1)2. From the relationships (OD)
satisfies and the values for ropt and Re λ±(ropt, µ), from (4.9) and (4.11), we take
1 − µ2 < (1 − µ2) 12 . (4.12)
The center copt of the o.c.c. is at the point of intersection of PO and the circum-
circle of PP1P2. It is found as the center of the o.c.c. for P1P2, so we use formula
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(2.11). Recall that the left hand side must be 1 − copt and in the right hand side
we have to use 1 − λ+(ropt, µ) and 1 − λ−(ropt, µ) for z1 and z2, since formula
(2.11) holds for the z-plane and we are working in the z′-one. Its radius Ropt =
|λ+(ropt, µ)− copt|. By simple but cumbersome algebra it can be found out that
copt=
−(1 − µ2)+ (1 − µ2) 12
(1 − µ2)+ (1 − µ2) 12
,
Ropt=
2(1 − µ2) 12µ(µ2 − µ2) 12
(1 + (1 − µ) 12 )(1 − µ2 + (1 − µ2) 12 )
. (4.13)
Using (4.9) and (4.13) into (2.3), we find for the optimal extrapolation parameter
sopt = 11 − copt =
(1 − µ2)+ (1 − µ2) 12
2(1 − µ2) 12
(4.14)
and from ωopt = roptsopt and ρ(Lropt,ωopt) = Ropt|1−copt| , the formulas in (4.3) are recov-
ered.
Note: Here we simply note that if 1 − µ2  (1 − µ2) 12 then the o.c.c. is the spec-
tral circle of Lropt itself. This means that extrapolation cannot improve further the
optimal SOR method.
Case (ii): A similar analysis, as in Case (i), reveals that if
(1 + µ2) 12 < 1 + µ2 (4.15)
the spectrum σ(Lropt) lies in an arc of the spectral circle and the latter has radius
1 − ropt, with ropt being given in (4.10). The arc in question has its mid-point at C2,
the image of the double eigenvalue 1 − ropt of Lropt , and base chord P1P2, where
P1 and P2 are the images of λ±(ropt, µ) (see Fig. 10).
Similarly, it can be found that the center copt of the o.c.c. is at the point of intersec-
tion of PO and the circumcircle of PP1P2 and its radius Ropt is |λ+(ropt, µ)− copt|.
In a similar way as before it can be found out that
copt=
−(1 + µ2)+ (1 + µ2) 12
(1 + µ2)+ (1 + µ2) 12
,
Ropt=
2(1 + µ2) 12µ(µ2 − µ2) 12
(1 + (1 + µ) 12 )(1 + µ2 + (1 + µ2) 12 )
(4.16)
and using (4.10) and (4.16) into (2.3) we can end up with the extrapolation parameter
being
sopt =
(1 + µ2)+ (1 + µ2) 12
2(1 + µ2) 12
(4.17)
and formulas (4.5).
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Note: If (1 + µ2) 12  1 + µ2, extrapolation cannot improve the optimal SOR.
As a conclusion we can give the statement below:
Theorem 4.2. Under the assumptions of Cases (i) and (ii) of Theorem 4.1, the
optimal AOR method is nothing but the optimal extrapolation of the optimal SOR,
with corresponding optimal extrapolation and SOR parameters given in (4.14), (4.9)
and (4.17), (4.10). If the restrictions of Cases (i) and (ii), in (4.12) and (4.15), are
not satisfied, then the optimal AOR is the optimal SOR iteself; in other words the
optimal SOR cannot be improved by extrapolation.
4.2. The complex case
Theorem 4.2 gives us the idea of seeking sufficient conditions for more general
cases than those of Theorem 4.1, satisfying, however, the basic assumptions of it. As
we will see there are strong reasons to conjecture that the conditions to be found are
also necessary.
For this let
µ ∈ σ(B) ⊂ [−µ exp(ıθ),−µ exp(ıθ)] ∪ [−µ exp(ıθ), µ exp(ıθ)],
0  µ  µ, θ ∈ (0, π)\
{π
2
}
(4.18)
so that σ(B2) ∈ [µ2 exp(ı2θ), µ2 exp(ı2θ)]. As is known the optimal results for the
SOR in such a case were given by Kredell [9] and are the following:
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ropt = 2
1 + (1 − µ2 exp(ı2θ)) 12
, ρ(Lropt) = |ropt − 1|, (4.19)
where z
1
2 , with z ∈ C, denotes the square root with the positive real part.
Note: As is seen Cases (i) and (ii) of Theorems 4.1 and 4.2 correspond to θ = 0
and π2 .
We base our analysis on Young’s relationship (4.7), which holds also in the com-
plex case, and on (4.8), with µ = |µ| exp(ıθ) and |µ| ∈ [µ,µ].
From the first of (4.19) it can be found out that r2opt|µ|2 exp(ı2θ)− 4(ropt − 1) =
0. Therefore, after some simple substitutions one can find that the spectrum σ(Lropt)
lies on an arc of the spectral circle, described by
λ±(ropt, µ)= 14
(
−(µ2 − 2|µ|2)± ı2|µ|(µ2 − |µ|2) 12
)
r2opt exp(ı2θ),
|µ| ∈ [µ,µ]. (4.20)
The mid-point cM and the end-points cL and cR of the arc in question are given
by
cM= 14µ
2r2opt exp(ı2θ),
cL=λ−(ropt, µ) = 14
(
−(µ2 − 2µ2)− ı2µ(µ2 − µ2)
)
r2opt exp(ı2θ),
cR=λ+(ropt, µ) = 14 (−(µ
2 − 2µ2)+ ı2µ(µ2 − µ2))r2opt exp(ı2θ). (4.21)
The section of the spectral circle, with radius |ropt − 1|, defined by this arc, has
chord P1P2, (P1(cL), P2(cR)), and mid-point A(cM) (see Fig. 11).
To find the optimal extrapolation parameter we follow the procedure described
in Application 3.2. Thus we seek the o.c.c. for P1P2. Since we are working in the
complex z′-plane and any complex number z has to be replaced by 1 − z we have,
by (2.11), that its center c12 is given from
1 − c12 = (|1 − cL| + |1 − cR|)(1 − cL)(1 − cR)|1 − cL|(1 − cR)+ (1 − cL)|1 − cR| (4.22)
and its radius by (2.13), hence
R12 = |1 − cL||1 − cR||cR − cL||(1 − cL)|1 − cR| + |1 − cL|(1 − cR)| . (4.23)
If |c12 − cM| < |c12 − cL|(= |c12 − cR|), then the o.c.c. for the above section is
the o.c.c. for P1P2 and so its optimal extrapolation parameter sopt is given by (2.3),
namely
sopt = 11 − c12 . (4.24)
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The corresponding acceleration parameter is then
ωopt = roptsopt (4.25)
and the spectral radius of the optimal AOR will be given by
ρ(Lropt,ωopt) =
R12
|1 − c12| =
|1 − cL||1 − cR||cR − cL|
(|1 − cL| + |1 − cR|)|1 − cL||1 − cR| , (4.26)
where cL and cR are given in (4.21). If |c12 − cM|  |c12 − cL| (= |c12 − cR|) then
the o.c.c. for the section is the spectral circle and the optimal SOR cannot be im-
proved by extrapolation.
From the analysis and the results so far we can state the following theorem.
Theorem 4.3. Under the notation and the assumptions so far, let the eigenvalues µ
of the Jacobi iteration matrix B = D−1(L+ U) of a two-cyclic consistently ordered
matrix A satisfy (4.18). Let also A(cM), P1(cL), P2(cR) be the mid-point and the
two end-points of the arc of the spectral circle of the optimal SOR iteration matrix
associated with A given by (4.21). Let also that the relationships
|c12 − cM| < |c12 − cL| (= |c12 − cR|) (4.27)
hold, where c12 is the center of the o.c.c. for the straight-line segment P1P2. Then,
the AOR method which is the optimal extrapolation of the optimal SOR method asso-
ciated with A has optimal parameters given by
ropt = 2
1 + (1 − µ2 exp(ı2θ)) 12
,
ωopt = 2|1 − cP1P2 |(1 + (1 − µ2 exp(ı2θ))
1
2 )
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ρ(Lropt,ωopt) =
|1 − cL||1 − cR||cR − cL|
(|1 − cL| + |1 − cR|)|1 − cL||1 − cR| . (4.28)
For 0 < µ = µ there are two pairs of optimal parameters
(ropt, ωopt) =
(
2
1 + .(1 − µ2 exp(ı2θ)) 12
,
.
(1 − µ2 exp(ı2θ)) 12
)
, . = ±1
(4.29)
both of which give ρ(Lropt,ωopt) = 0.
Note 1: For θ = 0 and θ = π2 the optimal results of Theorem 4.1 are recovered.
Note 2: If (4.27) is not satisfied the optimal SOR cannot be improved by extrapo-
lation.
Note 3: It is conjectured that the sufficient condition (4.27) of Theorem 4.3 is also
a necessary one. Namely, under the assumptions of Theorem 4.3 condition (4.27) is
sufficient and necessary for the optimal AOR to be the optimal extrapolation of the
optimal SOR.
4.3. The real–complex case
Based on the preceding developed theory we can determine an “optimal” AOR
method, not covered by the analysis of Section 4.2, despite the fact that the cor-
responding SOR method diverges for any ω ∈ C\{0}. The case we examine in the
sequel is characterized by the fact that
µ ∈ σ(B) = [−µ,−µ] ∪ [µ,µ], 1 < µ  µ. (4.30)
As is noted, (4.30) is the same as (4.18) except that θ = 0 and a lower bound for
µ is 1. Since 1 ∈ [−µ,µ], SOR diverges for any ω ∈ C\{0}. However, if we proceed
and define ropt as in (4.19) we have that
ropt= 2
1 + .(1 − µ2) 12
= 2
1 + ı.(µ2 − 1) 12
,
ρ(Lropt)=|ropt − 1| =
∣∣∣∣∣1 − ı.(µ
2 − 1) 12
1 + ı.(µ2 − 1) 12
∣∣∣∣∣ = 1, . = ±1. (4.31)
Note: From now on we will work with the value ropt that corresponds to . = 1;
the other value, corresponding to . = −1, is its complex conjugate (ropt).
Our analysis here duplicates that in Section 4.2. So, formulas (4.20) and (4.21)
are the same except that the factor exp(ı2θ) does not appear since it is 1 for θ = 0.
Now, the arc

P1AP2 is on the spectral circle, which in view of (4.31) is the unit cir-
cle. However, P(1, 0) /∈ P1AP2 as can be readily proved. For this equate the real and
the imaginary parts of (4.20) with 1 and 0, respectively. From the second equation
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it is obtained, after some manipulation, that |µ|2 = µ2 − 1, which holds only under
the restriction (1 <)µ2  µ2 − 1. With this restriction being satisfied we substitute
µ2 = |µ|2 + 1 into the first equation and with a little algebra we take (|µ|4 − 1)2 +
4|µ|2 = 0, which cannot hold, and thus we are led to a contradiction. Therefore, to
find the o.c.c. for the arc

P1AP2 we have to find the o.c.c. for P1P2(P1(cL), P2(cR)).
The perpendicular bisector of P1P2 and the circumcircle of PP1P2 (unit circle) inter-
sect at A(cM). Hence, remembering that we are working in the z′-plane, the center
of the o.c.c. is at
c12 = cM = 14µ
2r2opt = ropt − 1, (4.32)
while its radius is given by (4.23). The optimal extrapolation parameter sopt, the
“optimal” acceleration parameter ωopt = roptsopt, and the “optimal” spectral radius
of the AOR method are given by
sopt = (µ
2 − 1) 12 − ı
2(µ2 − 1) 12
, ωopt = − ı
(µ2 − 1) 12
,
ρ(Lropt,ωopt) =
(µ2 − µ2) 12
(µ2 − 1) 12
. (4.33)
From the preceding analysis the proposition below follows:
Theorem 4.4. Under the notation and the assumptions so far, let the eigenvalues µ
of the Jacobi iteration matrix B = D−1(L+ U) of a two-cyclic consistently ordered
matrix A satisfy (4.30). Let also A(cM), P1(cL), P2(cR) be the mid-point and the
two end-points of the arc of the (unit) spectral circle of the “optimal” SOR iteration
matrix associated with A given by (4.21) with θ = 0 which contains σ(Lropt). Then
the center of the o.c.c. for the straight-line segment P1P2 is c12 = cM and the AOR
method which is the optimal extrapolation of the “optimal” SOR method associated
with A has optimal parameters given by
ropt = 2
1 + ı.(µ2 − 1) 12
, ωopt = − ı.
(µ2 − 1) 12
, . = ±1,
ρ(Lropt,ωopt) =
(µ2 − µ2) 12
(µ2 − 1) 12
. (4.34)
For 1 < µ = µ the values for ropt and ωopt are given as in (4.34) while
ρ(Lropt,ωopt) = 0.
Note: The two pairs for ropt and ωopt are due to the fact that there are two values
for ropt, complex conjugate to each other (see (4.31) and its Note). This implies that,
besides the solution that was directly produced by our analysis, there exists one more
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solution which corresponds to the complex conjugate parameters and expressions
involved (e.g., cM, cL, cR, sopt, ωopt, etc.) which lead eventually to the two solutions
given in Theorem 4.4.
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