A quasi-three-dimensional multigrid Navier-Stokes solver on single-and multiple-passage domains is presented for solving unsteady ows around oscillating turbine and compressor blades. The conventional direct store method is used for applying the phase-shifted periodic boundary condition over a single blade passage. A parallel version of the solver using the message passing interface standard is developed for multiple-passage computations. In parallel multiple-passage computations, the phase-shifted periodic boundary condition is converted to a simple inphase periodic condition. Euler and Navier-Stokes solutions are obtained for unsteady ows through an oscillating turbine cascade blade row with both the sequential and the parallel codes. It is found that the parallel code offers almost linear speedup with a slope close to 1 on multiple CPUs. In addition, signi cant improvement is achieved in convergence of the computation to a periodic unsteady state in the parallel multiple-passage computations due to the use of the in-phase periodic boundary conditions compared with that in the single-passage computations with phase-shifted periodic boundary conditions via the direct store method. The parallel Navier-Stokes code is also used to calculate the ow through an oscillating compressor cascade. Results are compared with experimental data and computations by other authors. 
Nomenclature
HE energy method 1 is widely used in predicting utter boundaries. In this method one calculates the unsteady aerodynamics for a given blade vibration mode and then determines system stability based on the net energy transfer. As such, the prediction of the unsteady ow eld for a given blade motion is of essential importance.
Substantial efforts have been expended in developing reliable and accurate computational procedures for predicting unsteady ows within turbomachinery passages. Early methods applied timelinearized models in a global 2 or local 3 sense. With the rapid advances in computational uid dynamics (CFD) and computer technology, unsteady solutions of the full Euler and the Navier-Stokes (N-S) equations by time-marching methods become more and more popular. Such computations remove the assumption of time linearization. Solutions of the Euler equations by the time-marching method for unsteady ows in oscillating blades were developed by Joubert, 4 Koya and Kotake, 5 Gerolymons, 6 and He. 7 Computations of the unsteady N-S equations for turbomachinery ows can be found in the work of Kikuchi et al., 8 Scott and Hankey, 9 and Rai and Madavan. 10 Hwang and Liu 11 computed two-dimensional steady and unsteady turbine cascade ows by both the Euler and the N-S equations with the Baldwin-Lomax model. Abhari and Giles 12 computed aerodynamic damping using a hybrid structured and unstructured grid. He and Denton 13 obtained three-dimensional unsteady inviscid and viscous ow solutions over vibrating blades. A good review of numerical simulation of unsteady ows in turbomachines can be found in the work of He. 14 A dilemma in unsteady ow calculations is the choice of implicit or explicit time-marching schemes. Implicit schemes allow the use of large time steps but usually require large computational time for each time step. Explicit schemes cost little per time step but may use only small time steps due to the numerical stability limit. The explicit time-marching method of the Runge-Kutta type initially proposed by Jameson et al. 15 has been widely used in the aerodynamics community and proved very ef cient for steady-state solutions when coupled with local time steps, residual averaging, and multigrid. In an effort to take advantage of the existing fast algorithms for steady ows, Jameson 16 extended the use of multigrid for explicit nite volume schemes in an implicit time-stepping scheme of solving the unsteady Euler equations by reformulating the implicit equations for each unsteady time step into a pseudo-time-marching problem so that the converged result of the pseudo-time marching yields a time-accurate solution for one time step in the original implicit real-time marching. Using this concept of dual time stepping, the authors of this paper developed a multigrid time-accurate N-S code with the k-! two-equation turbulence model and calculated the unsteady transonic ow over an airfoil in pitching motion, 17 selfexcited unsteady transonic ow around an airfoil in a channel, 18 and aerodynamic damping for vibrating cascades. 19 In a typical utter calculation, the adjacent blades in a blade row are assumed to vibrate with a constant phase difference, the interblade phase angle (IBPA). Single blade passages are usually used to minimize the computational effort. Consequently, a phaseshifted periodic boundary condition has to be applied when the IBPA is not zero. A conventional way of implementing this condition is the direct store method by Erdos and Alzner, 20 in which the ow variables on the periodic boundaries are stored over a whole period of time. These stored time histories of the ow are then used to update solutions at corresponding periodic boundaries at a later time. When the computation reaches a periodic solution, the phase-shifted boundary condition is then satis ed with the speci ed IBPA.
A main disadvantage of this method is the requirement of a large amount of computer storage, especially for an explicit timemarching scheme. To overcome this problem, Giles 21 proposed a novel space-time transformation method in which the computation time plane was inclined along the blade pitch direction according to the given IBPA. After this transformation, the transformed ow variables will exhibit zero IBPA so that the ordinary in-phase periodic condition may be applied. However, the time-inclination angle and, therefore, the IBPAs are restricted by the characteristics of the governing equations.
He 7 proposed a Fourier-transform-based method, called the shape correction method, in which the Fourier components of the ow variables are stored instead of the time history of the ow variables themselves. Although the need for computer storage is greatly reduced in this method, extra computational load is added.
The direct store method is used in the previous work of the authors. 19 Because we used an implicit method, fewer physical time steps are needed within each period of the blade oscillation. Hence, the memory needed to store one period of the ow eld is much less than that by an explicit method. However, it was found that the computation converges slowly in reaching a nal periodic solution by using the direct store method because the stored history of the oweld that is used to set the boundary condition in the computation of the next period is from a less converged previous solution. The phase-shifted boundary condition is satis ed only when the computation reaches a nal converged periodic solution. In this sense, the phased-shifted periodic boundary condition is applied in an iterative manner.
The use of the phase-shifted boundary condition implies that the solution is spatially periodic. In fact, the direct store method also assumes time periodicity. For many phenomena, there are components of the ow that may be nonperiodic in either space or time or periodic but with multiple nonharmonic frequencies. Computation for such ows must be done over multiple passages. As parallel computers and networked clusters of workstations with distributed memory become more and more commonplace and as standard software such as parallel virtual machine (PVM) and message passing interface (MPI) libraries become available for writing parallel computer codes, the authors feel that it may be much easier and more effective to compute multiple passages by utilizing multiprocessors in parallel and to eliminate the use of the phase-shifted periodic boundary condition. In such an approach, the elapsed computational time is kept the same while the problem to be solved can be scaled up linearly with the number of CPUs available.
In the present work, the multigrid time-accurate N-S code with a two-equation k-! turbulence model developed in the authors' previous work is extended to calculate quasi-three-dimensional unsteady ows around oscillating turbine blades. The code is made parallel by using MPI so that multiple passages can be calculated without the use of phase-shifted periodic boundary conditions for blade utter problems. In the following sections, we will describe the parallel method and present results that show that the parallel speedup scales almost linearly with the number of CPUs used. Moreover, the computation converges much faster to the nal periodic solution for the utter problem considered with the multiple-passage code than with the single-passage code because we do not need to rely on the iterative direct store method to enforce the phase-shifted periodic boundary condition.
With the availability of parallel computers consisting of hundreds or even thousands of CPUs, it becomes feasible to simulate a broad range of periodic or nonperiodic ows in complete blade rows or multiple stages with the proposed method.
II. Governing Equations
Consider a moving and possibly deforming control volume V in two dimensions whose boundary @ V moves at velocity
The quasi-three-dimensional Favre-averaged N-S equations for an unsteady compressible turbulent ow with a k-! turbulence model by Wilcox 22 can be written in integral form for such a control volume as follows:
where µ .x/ is introduced to account for the streamtube thickness variation along the axial direction of the blade row and where
where N u and N v are the relative velocity components to the surface of the control volume, ¿ i j is the turbulence shear stress tensor, and O ¿ i j is the total shear stress tensor. The total energy and enthalpy (12)
III. Dual Time Stepping with Multigrid
Equation (1) can be discretized in space by a staggered nite volume scheme described by Liu and Zheng. 23;24 The convective terms of the N-S equations are discretized by either the standard JamesonSchmidt-Turkel 15 (JST) scheme or an upwind scheme using the splitting by Roe. 25 Computations in the present paper are done using the JST scheme. The convective terms of the k-! turbulence equations are discretized by a second-order upwind scheme using a splitting based on the sign of the ow velocity. The diffusion terms of both the N-S and the turbulence model equations are discretized by using central differencing. Details of the discretization can be found in Refs. 23 and 24.
After the spatial discretization, Eq. (1) can be written in the following semidiscrete form:
where w is the vector of ow variables at each mesh point and R is the vector of the residuals, consisting of the spatially discretized ux balance of Eqs. (1) (2) (3) (4) (5) (6) . This system of equations can be integrated in time by a suitable time-marching method. As shown by Liu and Zheng, 24 fast convergence could be achieved by a strongly coupled multigrid method for the N-S and the k-! equations. However, the multigrid method is applicable only to steady ow calculations because time accuracy is lost through the use of different time steps on the different levels of grids and also because of the use of local time steps that are usually employed in combination with the multigrid method for solving steady-state problems.
To take advantage of the fast convergence property of the multigrid method without sacri cing time accuracy, Eq. (13) is reformulated by following the idea from Jameson 16 :
where t ¤ is a pseudotime. The solution of the implicit equation (13) 
IV. Motion of the Computational Grid
The computational domain and, hence, the grid move with time as the blades vibrate. The nite volume formulation described in Sec. II includes the effect of grid motion. However, the spatial location and velocity of each grid point must be computed at every time step. In our computation, an initial H grid at time zero is generated with an elliptic grid generator. At every physical time step, the new blade position is recalculated according to the speci ed blade motion. The grid points on the blade surface move with the blades. The grid points at in ow and out ow boundaries and at the centerline within each blade passage are kept stationary. The location and grid velocity of the rest of the grid points are obtained by linear interpolation based on their distances to the boundaries and the centerline.
V. Single-Passage Computation
For a single blade passage with upper and lower periodic boundaries, the periodic condition has to be applied as
.16/ where ¾ is the IBPA, Ä is the blade vibration angular frequency, and subscripts l and u denote lower and upper boundaries. For the case with nonzero ¾ , the direct store method by Erdos and Alzner 20 is used to apply the phase-shifted periodic conditions. In the present implementation, the six conservative variables de ned in Eq. (2) at the periodic boundaries are stored for a period of oscillation. At every physical time step, these ow variables at the boundaries are updated as a weighted average of the data obtained from the current time-marching solution and those stored according to a given IBPA. The condition given in Eq. (16) 12 calculated this case using an unsteady N-S code. To match the experimental conditions, the stream tube area divergence ratio µ .x/ is chosen to vary linearly from 1.0 at the blade leading edge to 1.1 at the blade trailing edge, as in Ref. 7 .
The steady-state solution is rst obtained. Figure 1 shows the computed steady-state isentropic Mach number distribution compared with the experimental data. It can be seen that both our Euler and N-S solutions in general agree well with the experimental data. Although the N-S solution does seem to give better agreement with the experimental data on the suction surface, the difference between the Euler and the N-S solutions is small, indicating that the viscous effect is not an important factor for this case.
After getting the steady-state solution, the cascade blades are then set to motion, and the computation is shifted to a time-accurate unsteady mode. In the experiment, the blades are oscillated in a bending mode. The computation was performed with different IBPAs under the condition of a constant inlet-to-exit-pressure ratio corresponding to an isentropic exit Mach number of 0.9. The blades are under pure harmonic bending motion with a reduced frequency · D 0:115. Convergence of the unsteady computations is measured by
where N p is the number of time steps for one oscillation period. In the computation, ± is set to be 0.001. The solution can reach such a level of convergence in about 10 periods of real-time marching when using the direct store method. The calculated amplitude and phase distributions of the rst harmonic unsteady-pressure coef cient are plotted in Figs. 2-5 for IBPA D 90 and 180 deg. It can be seen that the trend of the computational results matches the experiment. Although there are discrepancies for the amplitude prediction, the calculated phase angle ts the experimental data better. Hence, it can be expected that the magnitude of the aerodynamic damping coef cient might differ from the experiment, but the stability boundaries should approach the experimental result. It also can be seen that the N-S solution slightly improves the computational solution. Figure 6 plots the calculated damping coef cients vs IBPAs. The Euler solution by He 7 and the viscous solution by Abhari and Giles 12 are also plotted in Fig. 6 . A positive damping coef cient indicates a stable motion. As anticipated from the result of the pressure distributions, the computed damping coef cient deviates from the experimental data in magnitude but agrees with the experimental data in sign. This ensures that the stability region is correctly predicted.
VI. Parallel Multiple-Passage Computation
Most parallel algorithms use the approach of divide and conquer, in which a big problem is divided into many small problems to be solved on each CPU of a parallel computer system. Domain decomposition is commonly utilized to do the dividing part, and message passing is used to achieve communication between CPUs with distributed memory. To do domain decomposition, an initially single-block CFD program is often converted to a multiblock program. In the simplest case, the computation of each block is assigned to one CPU and standard libraries such as PVM 27 or MPI 28 can be used to do the message passing between neighboring blocks. If N CPUs are used to solve one problem, a parallel speedup measure can be de ned as In turbomachinery calculations the most convenient domain decomposition seems to be the division of the blade passages within each blade row. A program originally written for a single blade row passage can be easily converted to run in a parallel manner on multiple CPUs by assigning each blade passage to one CPU and by using PVM or MPI to communicate between the blade passages, as shown in Fig. 7 . Two layers of dummy cells for each blade passage are used to assist in the information exchange and the setting up of the boundary conditions, as shown in Fig. 8 . Because we use an explicit pseudo-time-marching scheme for the implicit real-time marching, all of the PVM or MPI calls need to be done only in the initial setup and the subroutine for the original periodic boundary conditions, which need not be periodic or even phased-shifted periodic any more. Communication is done at every multiple grid level and every stage of the Runge-Kutta time stepping. This requires minimum modi cation of the code. In this approach, however, the original problem is not divided into smaller problems. Instead, the problem is scaled up while the computational effort on each CPU is kept the same. The parallel speedup may then be de ned as speedup D N £ .time to do one passage sequentially/ time needed to computeN passages on N CPUs .18/ This approach may be called a coarse-grain parallelization. With the ever-increasing power of a single CPU, this coarse-grain approach may offer a better load balancing than the usual divide-and-conquer approach. It may also leave room for automatic parallelization by compilers on systems using hybrid shared and distributed memory schemes and clusters of CPUs. With this parallelization scheme, our computation is not limited to periodic solutions, provided that enough blade passages are used. For utter computations, the number of passages is chosen so that the unsteady ow and the blade vibration on the top and bottom of the domain are in phase. For example, Fig. 7 may represent a scheme for solving the ow with an IBPA of §90 deg. For each passage, the phase difference between two neighboring blades is 90 deg. This makes the upper blade of passage 4 become in phase with the lower blade of passage 1. Consequently, the simple inphase periodic boundary conditions may be applied between the lower boundary of blade passage 1 and the upper boundary of blade passage 4. In general, the minimum IBPA is related to the number of passages used by the following equation:
To test this parallel algorithm, the same turbine test case discussed in the preceding section is computed by the parallel code. The code is tested on a 16-processor Hewlett Packard/Convex (HP/Convex) Examplar SPP2000 and the Aeneas parallel cluster of 16 300-MHz Pentium II personal computers running Linux and connected by a 100-Mb network. Figure 9 shows the calculated damping coef cient by the N-S solver. It can be seen that the solution on the multiple passages by the parallel code is practically identical to that by the single-passage sequential code with the direct store method.
Although message passing is done within every pseudo-time step in the parallel computation, the amount of message transferred is still small compared with the number of operations needed to compute the ow over the interior cells. The wall clock time needed to complete such a parallel run on multiple passages is almost the same as that needed to compute the ow over a single passage on a single processor with the sequential code without any message passing. Figure 10 shows the parallel speedup as de ned by Eq. (18) for runs on the HP/Convex SPP2000 parallel computer and the Aeneas personal computer cluster. As can be seen, an almost linear speedup with slope close to 1 is achieved with both platforms. The linearity of these curves indicates that the message passing has not saturated the communication bandwidth of the system yet as the number of CPUs used by the computation increases for the given maximum number of CPUs available to us at the time. The HP/Convex machine has much faster message-passing network connection than the personal computer clusters. Consequently, the computation on the HP/Convex performs better than that on the personal computer cluster with slower network, as demonstrated by the higher slope of the curve for the HP/Convex machine shown in Fig. 10 . However, due to the small amount of message passing in this type of multiplepassage parallel computation, the performance degradation on the low-cost personal computer cluster is almost negligible. This suggests potential wide application of such parallel computations on networked personal computers or workstations available in even a relatively small company.
In the calculation of the speedup shown in Fig. 10 , the number of time steps done on the multiple-passage run is kept the same as that on the single-passage run. Examination of the computational unsteady solutions shows, however, that the multiple-passage computation reaches the nal periodic solution signi cantly faster than the single-passage computation. Figure 11 plots time histories of the static pressure at two points on the periodic boundaries ahead of the blade leading edge. Computation on a single passage with the direct store method needs about 10 periods of computation before the computed periodic solution reaches a convergence level of ± D 0:001, as de ned by Eq. (17) . The multiple-passage computation with the inphase periodic boundary conditions at top and bottom boundaries needs less than three periods to reach the same convergence level, as shown by Fig. 11 . On the HP/Convex SPP2000 machine, it takes 6.4 min for an Euler solution with 97 £ 25 mesh to converge within 3 periods (each period has 64 real-time steps) with the parallel code using four passages, whereas the sequential code needed 18.6 min to get the same converged solution in 10 periods. This is an added bene t of the multiple-passage computation. The reason for this is that the ow quantities at the periodic boundaries used to update the solution in the direct store method are stored during the previous period of physical time, and thus, there is always a time lag before it converges to the nal periodic solution. From this point of view, the parallel code not only scales up the problem linearly with the number of CPUs but also saves a signi cant amount of computational time due to the accelerated convergence.
After validating the parallel code against the single-passage computation, more computations are performed using the parallel multiple-passage N-S solver. For the standard con guration 4 test case, experimental results are available for different exit isentropic Mach number conditions. Figure 12 shows the computed results for isentropic exit Mach numbers Mi s D 0:58, 0.90, and 1.19. Again, the computation shows general agreement with the trend of the experimental data but deviates in magnitude. It also can be seen that for Mi s D 1:19 at IBPA D 270 deg, the experiment shows a positive damping. The computation, however, shows a negative damping. A compressor test case is listed in Ref. 26 as standard con guration 7. In the experiment, the compressor blades were oscillated in Figures 14 and 15 show the calculated amplitude and phase distributions of the rst harmonic unsteady-pressure coef cient. The result from Abhari and Giles 12 by calculating a single passage with the direct store method is also plotted in Figs. 14 and 15. Figure 14 shows that the result by Abhari and Giles underpredicts the large suction peak on the suction surface of the blade. Abhari and Giles showed results that recovered the peak by simulating the complete ve blades of the actual experimental cascade with each blade vibrating at the measured phase and magnitude, which varied signi cantly among the ve blades. Although our computations were done on two passages, each blade was vibrated at the identical nominal frequency and magnitude. Contrary to the result by Abhari and Giles, 12 our computation suggests that the peak is resolved without simulating the differences of the vibration of the blades.
The preceding computational results show that our computations provide the same level of agreement with experiments as results by other authors. They also suggest much room for the future improvement for a CFD code to predict utter accurately.
VII. Conclusions
A parallel fully implicit time-marching method for solving the N-S equations using dual time stepping and multigrid is used to calculate the aerodynamic damping of oscillating blades. The code is validated against experimental data and results by other authors. In its sequential mode, the code calculates the unsteady ow through one single blade passage by using the direct store method to enforce the phase-shifted periodic boundary condition. It is shown that a sequential code can be easily modi ed to solve multiple-passage problems parallel by assigning the computation of each blade passage to one CPU of a parallel computer and using MPI or PVM to do the message passing between the CPUs. Almost linear speedup is achieved with this parallelism based on the proposed time-stepping method. In addition, because the multiple-passage approach eliminates the need for the phase-shifted periodic boundary condition, signi cantly faster convergence to a steady periodic solution is obtained. Although results for utter test cases with phase-shifted boundary conditions are presented, the strength of the method is the ability to study nonperiodic problems, for example, utter with mistuned blades.
