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a b s t r a c t
We call a group G algorithmically finite if no algorithm can produce an infinite set of
pairwise distinct elements of G. We construct examples of recursively presented infinite
algorithmically finite groups and study their properties. For instance, we show that the
Equality Problem is decidable in our groups only on strongly (exponentially) negligible sets
of inputs.
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1. Introduction
A group G is called recursively presented if it has a presentation G = ⟨X | R⟩, where the set of generators X is finite and the
set of relators R is a computably enumerable subset of F(X). Here we view the free group F(X) as the set of freely reduced
words in the alphabet X ∪X−1 with the standardmultiplication (free reduction of the concatenation of twowords). A subset
W ⊆ F(X) is computably enumerable if there exists an algorithm A that computes a function fA : N→ F(X)with fA(N) = W .
Such a function fA gives a computable enumerationW = {w1, w2, . . . , } of the setW , where wi = f (i), in which event we
say that fA computesW .
Recall that the Equality Problem (EP) in a group G generated by a finite set X is, given two words u, v ∈ F(X), to decide
whether u and v represent the same element of G. EP for groups is easily reducible to the Word Problem (WP), that is to
decide if a given word from F(X) represents the trivial element of G. So there is no need to consider them separately, and
usually they are both referred to as theWord Problem. However, thismay not be the casewhen one considers decidability of
the problems on various subsets of F(X), not the whole group F(X). In this setting the Equality Problem is the most natural
one, and the only one that makes sense in semigroups.
We say that EP is decidable in G on a set of inputs S ⊆ F(X) if there is a partial decision algorithm for EP which halts on
all pairs from S × S. The original Equality Problem for finitely presented groups was formulated by Dehn in 1912 [11] (and
two years later by A. Thue for semigroups in a similar fashion [33]) in the following way:
Construct an algorithm to determine for an arbitrary finitely presented group G = ⟨X | R⟩ and any two words u and v in
the alphabet X ∪ X−1 whether or not u and v represent the same element of G.
Certainly, Dehn and Thue believed that such an algorithm should exist. Notice that they not only asked to find decision
algorithm, they were actually asking to find a uniform decision algorithm that would work for all such groups (and
semigroups).
In 1947 Markov [22] and Post [30] independently constructed the first finitely presented semigroups with undecidable
EP, and in 1955 Novikov [28], and soon after Boone [3,4], constructed finitely presented groups with undecidable EP. Now
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there are much shorter examples of semigroups with undecidable Word Problem constructed by Tseitin [34], Scott [32],
Matiyasevich [23], Makanin [21]. Other examples of groups with undecidable Word Problem are due to Britton [7], Borisov
[5], and Collins [10]. An excellent exposition of the results in this area with complete and improved proofs is given in the
survey by Adian and Durnev [1].
In this paper we introduce and study a class of groups with ‘‘extremely undecidable’’ EP. We say that a finitely generated
group G is algorithmically finite if there is no algorithmic way to produce an infinite set of pairwise distinct elements of G.
That is, if G is generated by a finite set X , then there exists no computably enumerable subset S ⊆ F(X) such that the natural
image of S consists of pairwise distinct elements. In particular, the EP is decidable in algorithmically finite groups only on
those subsets S ⊆ F(X), where it is obviously decidable, i.e., which have finite image in G. Notice that algorithmic finiteness
is independent of the choice of generators X .
Clearly every finite group is algorithmically finite. Our main result shows that the converse does not hold. We say that a
group G is a Dehn monster, if it is recursively presented, infinite, and algorithmically finite.
Theorem 1.1. Dehn monster exist.
The proof of Theorem 1.1 is based on new ideas and does not interpret any machines. Instead, it uses Golod–Shafarevich
presentations as a tool to control consequences of relations and analogues of simple sets from computability theory. The
groups constructed in this way are infinitely presented and the following problem remains open.
Problem 1.2. Does there exist a finitely presented Dehn monster?
Note that this is a real challenge, since every Dehnmonster is an infinite torsion group (see Proposition 3.1) and no examples
of finitely presented infinite torsion groups are known.
In the era whenmuch of the focus is on practical computing, the complexity of computations became an important issue.
In [18,19], a newnotion of generic complexity of computationswas introduced. In thismodel one is looking for partial decision
algorithms which perform well on typical (generic) sets of inputs. In particular, for a group G with a finite generating set X
EP is generically decidable if there is a partial algorithm Awhich solves theWord Problem in G correctly on most words from
F(X). That is, the halting set of A is generic with respect to the stratification of F(X) given by the standard length function
| · | on F(X). Recall that T ⊆ F(X) is generic in F(X) if
ρn(T ) = |T ∩ Sn||Sn| → 1 for n →∞,
where Sn = {w ∈ F(X) | |w| = n}. Complements of generic subsets are called negligible.
It was soon noticed that many undecidable problems are generically decidable, and the generic decision algorithms
quite often are very efficient. For example, it was shown in [17] that the famous Halting Problem for Turing machines with
one-ended infinite tape is generically decidable in polynomial time, and all the groups and semigroups with undecidable EP
mentioned above have linear time generic decision algorithms [27].
The cryptographic quest for algorithmic problems which are hard on most inputs generated a new wave of interest in
‘‘generically hard’’ algorithmic problems in group theory (see, for example, the book [26]). A new idea on how to ‘‘amplify’’
the algorithmic hardness of EP in semigroups was introduced in [25]. It turns out that given a finitely presented semigroup
S with undecidable EP one can construct a new finitely presented semigroup S ′ where EP is undecidable on every generic
set of inputs. Unfortunately, this construction does not work for groups.
This paper was partially motivated by the question of whether groups with ‘‘generically hard’’ EP exist. Answering this
question we prove that infinite algorithmically finite groups satisfy a property which is much stronger than undecidability
of the EP on a generic set of inputs. Recall that a subset S ⊆ F(X) is strongly negligible (or exponentially negligible) if there
exists t > 1 such that ρn(S) = O(t−n) as n →∞. The result below follows immediately from Lemma 2.4 and Theorem 3.7.
Theorem 1.3. Let G be an algorithmically finite group generated by a finite set X, S ⊆ F(X) a subset with decidable EP in G. Then
S is negligible. Moreover, if G is non-amenable, then S is strongly negligible.
In fact, the groups constructed in Theorem 1.1 are non-amenable. Thus we immediately obtain the following.
Corollary 1.4. There exists a recursively presented group G such that for every finite generating set X of G, every subset S ⊆ F(X)
with decidable EP in G is strongly negligible.
Theorem 1.3 motivates a weaker version of Problem 1.2, which is is still open and very intriguing (see [25,14]).
Problem 1.5. Does there exist a finitely presented group such that a) the EP is decidable only on negligible sets of inputs;
b) the EP is undecidable on every generic set of inputs?
Clearly a) implies b), but the converse is, a priori, not true. The best current result in this direction is Theorem 3 from [14]:
if WP is undecidable in a finitely presented amenable group G then it is undecidable on every exponentially generic set for any
choice of generators in G. (Recall that a subset S ⊆ F(X) is an exponentially generic set if F(X) \ S is strongly negligible.) Such
amenable groups do exist [20], their construction simulates the work of a Minsky machine by the defining relations.
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2. Construction
2.1. Golod–Shafarevich presentations
Let us fix a prime p and let X = {x1, . . . , xd} be a finite set, and F = F(X) a free group on X . For a fixed prime number p
denote byΛp the ring Zp[[u1, . . . , ud]] of non-commutative formal power series over the field Zp in d variables u1, . . . , ud.
The map X → Λp given by xi → 1+ ui extends (uniquely) to an injective homomorphism π : F → Λ∗p , called the Magnus
embedding.
Let I denote the ideal ofΛp generate by u1, . . . , ud. The Zassenhaus p-series (filtration)
F = D1F > D2F > · · · > DnF > · · ·
in F is defined by the dimension subgroups DnF of F , where
DnF = {f ∈ F | f ≡ 1mod In}.
It is not hard to see that for any f ∈ F there exists a unique n ≥ 1 (termed the degree deg(g) of f ) such that f ∈ DnF rDn+1F .
Moreover, for any g, h ∈ F
deg([g, h]) = deg(g)+ deg(h), deg(gp) = p · deg(g).
It follows that for every i, j ∈ N
D1F = F , [DiF ,DjF ] ⊆ Di+jF , (DiF)p ⊆ DipF .
In particular, the quotients F/DnF are finite p-groups.
If G is a group generated by X then subgroups of finite index pk, k ∈ N, form a basis of the pro-p topology on G, which
makes G into a topological group. The completion Gpˆ of G in this topology is the pro-p completion of G. If G is given by a
presentation G = ⟨X | R⟩ then the pro-p completion Gpˆ of G has the same presentation Gpˆ = ⟨X | R⟩ in the category of pro-p
groups. Let d(Gpˆ) be the minimal number of (topological) generators of Gpˆ. Then |X | = d(Gpˆ) if and only if R has no relators
of degree 1.
Let P = ⟨X | R⟩ be a presentation. Denote by ni(R) the number of relators in R of degree iwith respect to the Zassenhaus
p-series in F(X). Consider the following formal power series in t:
Hp(X, R, t) = 1− dˆt +
∞−
i=1
ni(R)t i,
where dˆ = d(Γpˆ) is theminimal number of topological generators of the pro-p completionΓpˆ of the discrete groupΓ defined
by the presentation ⟨X | R⟩. It follows from the above that dˆ = |X | if and only if n1(R) = 0.
The presentation P is termed a Golod–Shafarevich presentation if there exists t0, 0 < t0 < 1 such that Hp(X, R, t0) < 0.
The following is the principal result about Golod–Shafarevich presentations. It was proved by Golod and Shafarevich [15]
with some further improvements by Vinberg and Gaschütz.
Theorem 2.1. Let G be an (abstract) group defined by aGolod–Shafarevich presentation. Then the pro-p completion of G is infinite.
In particular, G is infinite.
2.2. Dehn monsters
Let G be a group given by a presentation ⟨X | R⟩with a finite set of generators X = {x1, . . . , xd}. We refer to the canonical
epimorphism η : F(X)→ G as to the projection.
Lemma 2.2. The following properties are equivalent for every group G with a finite generating set X.
(a) For every infinite computably enumerable subset W ⊆ F(X), there exist infinitely many pairs of distinct words ui, vi such
that η(ui) = η(vi).
(b) For every infinite computably enumerable subset W ⊆ F(X), there exist at least two distinct words u, v ∈ W such that
η(u) = η(v).
(c) If EP is decidable on a computably enumerable subset W ⊆ F(X), then η(W ) is finite.
Proof. Obviously (a) implies (b). Further suppose that EP is decidable on someW ⊆ F(X) such that η(W ) is infinite. Then
mixing the algorithmcomputingW and the algorithmsolving EP onW in the obviousway,we can compute a subsetW ′ ⊆ W
such that η(W ′) is infinite and consists of pairwise distinct elements. This contradicts (b). Thus (b) implies (c). Notice, that (c)
implies (b). Indeed if (b) does not hold, i.e., there exists an infinite computably enumerable subsetW ⊆ F(X) such that η|W is
bijective, then EP is obviously decidable onW—differentwords define different elements. Assume (b) now. IfW is an infinite
computably enumerable set then there are words u1, v1 ∈ W such that u1 ≠ v1 and u1 = v1 in G. PutW (1) = W r {u1, v1}.
Clearly W (1) is again an infinite computably enumerable subset of F(X), so there are u2, v2 ∈ W (1) such that u2 ≠ v2 and
u2 = v2 in G. Observe, that (u1, v1) ≠ (u2, v2). Continuing in this way one can show by induction that there exist infinitely
many distinct pairs of distinct words ui, vi inW such that η(ui) = η(vi), so (a) holds. 
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Definition 2.3. A group G is called algorithmically finite if it satisfies one of the properties (a)–(c) from Lemma 2.2. A Dehn
monster is an infinite recursively presented algorithmically finite group.
The following result shows that Definition 2.3 does not depend on the generating set.
Lemma 2.4. If a finitely generated group group G is algorithmically finite with respect to some finite generating set X then it is
algorithmically finite with respect to any finite generating set of G.
Proof. Let X and Y be two finite generating sets of G. Then for every y ∈ Y ∪ Y−1 there is a word uy ∈ F(X) such that
η(y) = η(uy). Now ifW is an infinite computably enumerable subset of F(Y ) then given a word v ∈ W one can replace each
letter y ∈ Y ∪ Y−1 by the word uy and get a new word v′, and the setW ′ = {v′ | v ∈ W } ⊆ F(X). The setW ′ is an infinite
computably enumerable set of words in F(X). Since v and v′ define the same elements in G it follows that two elements
v1, v2 ∈ W define the same element in G if and only if v′1 and v′2 define the same element in G. Now the result follows. 
In our construction of algorithmically finite groups we use an analogue of the notion of a simple set of natural numbers
from recursion theory (see, for example, [31,2]).
Definition 2.5. A subset R ⊆ F(X) is called a simple set of relations if the following hold:
(a) R is computably enumerable.
(b) The group ⟨X | R⟩ is infinite.
(c) For every infinite computably enumerable set B ⊆ F(X) there are two distinct words u, v ∈ B such that uv−1 ∈ R.
This notion is a modification of the notion of the standard simple set of numbers (or words) in computability theory, where
the condition ‘‘R is co-infinite’’ is replaced by a much stronger condition (b).
Lemma 2.6. For a group presentation G = ⟨X | R⟩, the following conditions are equivalent.
(a) R is a simple set of relations.
(b) The normal closure ⟨⟨R⟩⟩ of R in F(X) is a simple set of relations.
(b) G is a Dehn monster.
Proof. Directly from definitions. 
It is not hard to construct standard simple sets of words in F(X) (see, for example, [31,2]), but it is much harder to
construct simple sets of relations. Below we construct such a set of relations R which satisfies the Golod–Shafarevich
condition. It looks a bit counter-intuitive since sets satisfying the Golod–Shafarevich condition are supposed to be ‘‘sparse’’,
and simple sets are usually viewed as ‘‘large’’.
Theorem 2.7. For every Golod–Shafarevich group ⟨X | S⟩ there exists a simple set of relations R ⊆ F(X) such that the quotient
⟨X | S ∪ R⟩ is again Golod–Shafarevich.
Proof. Let ⟨X | S⟩ be a Golod–Shafarevich presentation and t0 ∈ (0, 1) such that Hp(X, S, t0) < 0. Given a number
ε = |Hp(X, S, t0)|we construct a simple set of relations R using a ‘‘forcing-like’’ argument.
To explain our constructionwe need to introduce some notation and elementary facts from computability theory. Details
can be found in any standard book on computability theory, for example, in [31,2].
Let u0, u1, u2, u3, . . . , be an effective bijective enumeration of all elements in F(X) which respects the length, i.e.,
|ui| ≤ |uj| if i ≤ j. For example, we start with the empty word and then enumerate all words of length 1, then all words of
length 2, etc. This allows us, if needed, to identify ui with its index i, so computably enumerable subsets of F(X) are precisely
the computably enumerable subsets of N. Furthermore, let τ : N × N → N be a fixed computable bijection (a paring
function), for example
τ(x, y) = 1
2
(x2 + 2xy+ y3 + 3x+ y)
(see [31]), and π1, π2 : N → N the computable functions that yield the inverse mapping τ−1, i.e., τ(π1(z), π2(z)) = z
for every z ∈ N. The pairing function τ allows one to identify computably enumerable sets of pairs (i, j) ∈ N × N with
computably enumerable sets of their images τ(i, j) ∈ N.
Let P1, P2, P3, . . . , be an effective enumeration of all Turing machines (finite programs) in the alphabet {0, 1}. Denote by
U(x, y) a universal computable function in two variables such that for every e ∈ N the function φe(x) = U(x, e) is a partial
computable function φe : N → N computed by the Turing machine Pe. If We = dom(φe), then W0,W1,W2, . . . is a list of
all computably enumerable subsets of N, as well as of F(X) and F(X)× F(X) (via the corresponding identifications). In fact,
every computably enumerable set occurs infinitely many times in this list.
For e, s, x ∈ N define a partial function φe,s(x) : N→ N such that φe,s(x) = y if and only if the following two conditions
are satisfied:
• e, x, y < s
• φe(x) = y in less than s steps of computation by Pe on x, i.e., Pe starts on the input x and then halts and outputs y in less
than s steps of computation.
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The function φe,s, as well as its domainWe,s = dom(φe,s), is computable, i.e., given x, e, s one can effectively verify if φe,s(x)
is defined or not, and if it is defined then compute the value φe,s(x). Indeed, given x, e, s onewrites down the Turingmachine
program Pe, starts the computation of Pe on x and waits for at most s steps to see if the computation halts or not. If it halts,
the function φe,s(x) is defined and its value is written on the tape. Otherwise, φe,s(x) is not defined.
For every setWe put
W ′e = {(u, v) | u, v ∈ We, u ≠ v in F(X)}.
Obviously,W ′e is also computably enumerable.
We construct a set of relations R ⊆ F(X) by computably enumerating R in stages 0, 1, 2, . . . , s, . . . , in such a way that
the following requirements are satisfied for each e ∈ N (below k(ε) is a fixed natural number which depends on ε, it will be
specified a bit later):
(Le) |{r ∈ R | deg(r) ≤ e}| ≤ max{e− k(ε), 0}.
(Me) IfWe is infinite, then uv−1 ∈ R for some (u, v) ∈ W ′e .
Observe that if all the conditions (Le), e ∈ N, are satisfied then the following holds for the presentation ⟨X | S ∪ R⟩:
H(X, S ∪ R, t0) = H(X, S, t0)+
∞−
i=1
ni(R)t i0
≤ H(X, S, t0)+
∞−
i=k(ε)
(i− k(ε))t i0
= H(X, S, t0)+ tk(ε)+10 (1+ 2t0 + 3t20 + 4t30 . . .)
= H(X, S, t0)+ t
k(ε)+1
0
(1− t0)2 .
Hence, if k(ε) is chosen to satisfy
tk(ε)+10
(1− t0)2 < |Hp(X, S, t0)|,
then H(X, S ∪ R, t0) < 0 and the presentation ⟨X | S ∪ R⟩ is Golod–Shafarevich. In particular, the group G = ⟨X | S ∪ R⟩
is infinite. Now we fix an arbitrary natural number k(ε) satisfying the condition above. The conditions (Me), e ∈ N, ensure
that R (hence S ∪ R) satisfies condition (c) from Definition 2.5.
Now we describe an algorithm A that enumerates a subset R ⊆ F(X)which satisfies all the conditions (Le) and (Me).
• At each stage s for each as yet unsatisfied condition (Me), e < s, A looks for two numbers x1, x2 ∈ We,s such that the
corresponding words ux1 , ux2 ∈ F(X) are distinct, but their images are equal in the quotient group F/De+k(ε)F . Since
the Magnus embedding is effective, the quotient groups F/DiF have uniformly solvable Equality Problem. Thus A can
effectively either find such a pair x1, x2 or conclude that there is no such pair at this stage for a given e < s.
• If such a pair x1, x2 for an unsatisfiableMe, e < s occurs at the stage s, the algorithm includes the pair ux1u−1x2 into R, and
marks (Me) as now satisfied.
• When the stage s is finished (note that there are at most s unsatisfied conditions (Me) with e < s to check at this stage)
the algorithm goes to the stage s+ 1.
Observe that if We is infinite then there are some pairs ux1 , ux2 of distinct words in We that define the same element in
the finite quotient F/De+k(ε)F . Hence, for one of such pairs the word ux1u
−1
x2 would be enumerated into R at some stage s.
Thus the set R ⊆ F(X) produced by A satisfies all conditions (Me), e ∈ N.
To see that all the conditions (Le) are satisfied observe that if some relation ux1u
−1
x2 was added to R at some stage for a
given setWe then ux1 = ux2 in F/De+k(ε)F , so deg(ux1u−1x2 ) ≥ e+ k(ε). This shows that if uv−1 ∈ R and deg(uv−1) = i then
u = v ∈ Wj for some j ≤ i− k(ε), so |{r ∈ R | deg(r) ≤ i}| ≤ max{i− k(ε), 0}, as claimed.
It follows that the presentation G = ⟨X | S ∪ R⟩ is Golod–Shafarevich and the set of relations R is a simple computably
enumerable set of relations, as required. 
Theorem 1.1 is a simplification of the following.
Corollary 2.8. There exists a recursively presented non-amenable algorithmically finite group.
Proof. Let ⟨X | S⟩ be a Golod–Shafarevich presentation with a computably enumerable set of relations S. For instance,
one can take S = ∅. By Theorem 2.7 there exists a simple set of relations R such that ⟨X | S ∪ R⟩ is a Golod–Shafarevich
presentation. By Lemma 2.6 the group G = ⟨X | S ∪ R⟩ is algorithmically finite. Observe that all Golod–Shafarevich groups
are non-amenable [13]. Hence the result. 
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Corollary 2.9. If G = ⟨X | S⟩ is a recursively presented Golod–Shafarevich group satisfying some group-theoretic property Q
which is preserved under quotients then there is a recursively presented Golod–Shafarevich quotient of G which is a Dehn monster
satisfying Q .
Corollary 2.10. There are recursively presented Golod–Shafarevich groups satisfying Kazhdan property (T ) with simple sets of
defining relations.
Proof. It is known that there are finitely presented Golod–Shafarevich groups with the property (T ) (see [12,13]).
Furthermore, the property T is preserved under taking quotients. Hence the result. 
3. Algorithmic and algebraic properties of Dehn monsters
3.1. Subgroups and quotients of algorithmically finite groups
Let us list some elementary properties of algorithmically finite groups. Recall that a section of a group G is a quotient
group of a subgroup of G.
Proposition 3.1. Let G be an algorithmically finite group. Then the following hold.
(a) Every finitely generated section of G is algorithmically finite.
(b) EP is undecidable in every finitely generated infinite section of G.
(c) G is a torsion group.
Proof. Let G = ⟨X | R⟩ be algorithmically finite. Let H be a subgroup of G generated by Y = {y1, . . . , yk} ⊆ G. If H maps
onto a groupQ that is not algorithmically finite, then there exists an infinite computably enumerable subsetW ⊆ F(Y ) such
that all elements ofW are pairwise distinct in Q . Hence all elements ofW are pairwise distinct in H . For every yi ∈ Y we fix
a word ui ∈ F(X) such that yi = ui in G. Replacing every yi with ui in all words from W , we obtain an infinite computably
enumerable subset W ′ ⊆ F(X) such that all elements of W ′ are pairwise distinct in G. Property (b) follows from (a) and
Lemma 2.2. Finally (c) follows from (b). Indeed since the Word Problem in cyclic groups is decidable, there are no infinite
cyclic subgroups in G. 
Corollary 3.2. There exist infinite residually finite algorithmically finite groups.
Proof. Let G be an algorithmically finite Golod–Shafarevich group. Then its image in the pro-p completion is infinite by
Theorem 2.1, residually finite, and algorithmically finite by part (a) of the above proposition. 
It was proved byMaltsev that theWord Problem is decidable in every residually finite finitely presented group (see [24]).
Thus the groups constructed in the corollary above are necessarily infinitely presented.We do not know if they can bemade
recursively presented.
Problem 3.3. Does there exist a residually finite Dehn monster?
We also observe that every elementary amenable algorithmically finite group is finite by part (c) of Proposition 3.1 and
the main result of [8]. This motivates another problem.
Problem 3.4. Does there exist an infinite amenable algorithmically finite group (or, better, an amenable Dehn monster)?
3.2. What is decidable in every recursively presented group?
Let ⟨X | R⟩ be a presentation with finite set of generators. Denote by N the normal closure of R in F(X). For elements
u1, . . . , uk ∈ F(X) by Cos(u1, . . . , uk)we denote the union of cosets u1N ∪ · · · ∪ ukN .
Lemma 3.5. Let G = ⟨X | R⟩ be a finitely generated recursively presented group.Then for any u1, . . . , uk ∈ F(X) the following
holds:
(a) The set Cos(u1, . . . , uk) is an infinite computably enumerable subset of F(X);
(b) The Equality Problem is decidable in Cos(u1, . . . , uk).
(c) The Word Problem is decidable in Cos(u1, . . . , uk).
Proof. Notice that N , the normal closure of R, is computably enumerable since R is computably enumerable. Hence,
Cos(u1, . . . , uk) as a finite union of cosets of N is also an infinite computably enumerable subset of F(X). To see that the
Word and Equality Problems are decidable in Cos(u1, . . . , uk) for each element η(ui) ∈ G fix a representative u¯i ∈ F(X)
such that η(ui) = η(u¯i) and if η(ui) = 1 then u¯i = ∅. Now, given a word w ∈ Cos(u1, . . . , uk) compute the reduced forms
of the words u¯1w−1, . . . u¯kw−1 and start enumeration procedure for N until one of the reduced words above appear in the
enumeration process. The procedure will eventually stop and find an element u¯k such that w = u¯k in G. Decidability of the
Word and Equality Problems in Cos(u1, . . . , uk) follows. 
Remark 3.6. Of course, the decision algorithm above for Cos(u1, . . . , uk) is not uniform in u1, . . . , uk since we do not know
how to choose the required representatives for arbitrary given words u1, . . . , uk. So the algorithm depends on the given
u1, . . . , uk.
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3.3. What is decidable in a Dehn monster?
In this section we show that in a Dehn monster EP is decidable only on the trivial sets of inputs.
Theorem 3.7. Let G = ⟨X | R⟩ be an infinite finitely generated recursively presented algorithmically finite group. Then the
following hold:
(a) Every computably enumerable subset W ⊆ F(X)with decidable Equality Problem in G is contained in the set Cos(u1, . . . , uk)
for some u1, . . . , uk ∈ F .
(b) Every computably enumerable subset W ⊆ F(X)with decidable Equality Problem in G is negligible, i.e., limk→∞ ρk(W ) = 0.
Moreover, if G is non-amenable, then W is strongly negligible, i.e., there exists t > 1 such that ρn(S) = O(t−n) as n →∞.
Proof. Suppose that W ⊆ F(X) is a computably enumerable subset with decidable Equality Problem in G. If W has an
infinite subset of words which are pairwise non-equal in G, then it contains a computably enumerable infinite subset of
words which are pairwise non-equal in G. Indeed, one can enumerate one-by-one all the elements {w1, w2, . . .} in W and
using the decision algorithm for the Equality Problem in W one can remove each word wi if it is equal in G to one of the
previously listed elementsw1, . . . , wi−1. This yields a countably enumerable set of words which are pairwise non-equal in
G—contradiction with algorithmic finiteness. Hence,W ⊆ Cos(u1, . . . , uk) for some u1, . . . , uk ∈ F(X), as claimed.
To show2) it suffices to prove that every coset Cos(u) = uN is negligible in F(X). Since the groupG is infinite the subgroup
N is of infinite index, hence negligible [29], i.e.,
ρ(N) = lim
k→∞ ρk(N) = 0,
where ρk(N) = |Sk∩N||Sk| and Sk = {w ∈ F(X) | |w| = k}. If |u| = m then, obviously,
ρk(uN) ≤ ρk−m(N)+ ρk−m+1(N)+ · · · + ρk+m(N),
so limk→∞ ρk(uN) = 0.
Recall that Grigorchuk’s criterion of amenability [16] claims that G = F(X)/N is amenable if and only if lim sup |N ∩
Sk|1/k = 2m − 1, where Sk is the sphere of radius k in F(X), and m = |X | (see also [9]). This easily implies that N is
exponentially negligible (see [6] for details). Thus ifG is non-amenable, then the argument above shows that Cos(u1, . . . , uk)
is exponentially negligible. 
Remark 3.8. A similar results concerning the Conjugacy Problem (CP) also holds in Dehn monsters. Recall that the CP for a
group G generated by a finite set X asks whether two given words from F(X) represent conjugate elements of G.
More precisely, for u1, . . . , uk ∈ F(X), let us denote by Con(u1, . . . , uk) the set of words in F(X) that represent elements
in G which are conjugate to one of the elements defined by the words u1, . . . , uk. In particular, Con(u) (where u ∈ F(X))
is the preimage in F(X) of the conjugacy class of the element η(u) ∈ G under the canonical projection η : F(X) → G.
It is easy to show that for every recursively presented group G and any u1, . . . , uk ∈ F(X), the set Con(u1, . . . , uk) is an
infinite computably enumerable subset of F(X) and the Conjugacy Problem for G is decidable in Con(u1, . . . , uk). If G is a
Dehn monster, then every computably enumerable subset W ⊆ F(X) on which the CP is decidable is contained in the set
Con(u1, . . . , uk) for some u1, . . . , uk ∈ F .
We conclude with a problem motivated by the remark above as well as by the existence of groups with decidable WP
and undecidable CP [24].
Problem 3.9. Does there exist a group G generated by a finite set X such that the WP is decidable in G but for every subset
S ⊆ F(X)with decidable CP in G, the image of S in G is contained in finitely many conjugacy classes?
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