Accurate simulations of moving particles in a viscous flow require an adequate grid resolution near the surface of a moving particle. Within the framework of lattice Boltzmann approach, inadequate grid resolution could also lead to numerical instability and large fluctuations of the computed hydrodynamic force and torque. Here we explore the use of local grid refinement around a moving particle to improve the simulation results using the multiple-relaxation-time (MRT) lattice Boltzmann method (LBM). We first re-examine the necessary relationships, within MRT LBM, between the relaxation parameters and the distribution functions on the coarse and fine grids, in order to meet the physical requirements of the fluid hydrodynamics and additional relationships as implied by the Chapman-Enskog multi-scaling analysis. Several aspects of the implementation details are discussed, including the treatment of interface buffer nodes, the method to transfer information between the the coarse domain and fine domain, and the computation of macroscopic variables including stress components. Our approach is then applied in two numerical tests to demonstrate that the local grid refinement can significantly improve the physical results with a high computational efficiency. We compare simulation results from three grid configurations: a uniformly coarse grid, a uniformly coarse grid with local refinement, and a uniformly fine grid. For the lid-driven cavity flow, the local refinement essentially yields local flow field that is comparable to the use of uniformly fine grid, but with a much less computational cost. In the Couette flow with a moving cylinder, the local refinement suppresses the level of force fluctuations. It was also found that the coarse-fine grid relationships between the non-equilibrium moments of energy square and energy fluxes do not affect the simulation results.
Introduction
As a highly efficient and capable mesoscopic computational method, the lattice Boltzmann method (LBM) [1, 2, 3, 4] has been widely employed to solve a variety of fluid dynamics problems. LBM describes the fluid as making up by imaginative elements which can stream along a uniform lattice grid and collide with one another only at lattice nodes. The method solves a quasi-linear collision-streaming equation for a set of distribution functions associated One of the popular LBM schemes is based on the single relaxation time approach (i.e., Bhatnagar-Gross-Krook collision process [5] ), which is known as the LBGK model. Another popular scheme is based on the multiplerelaxation-time (MRT) collision model [6, 7] . The MRT collision is performed in the moment space with different moments relaxing at different rates. By decomposing the particle relaxation process into several independent relaxation processes, the MRT model has been shown to not only improve the computational stability but also the accuracy [6, 7, 8] .
In order to obtain accurate macroscopic quantities, such as force and torque acting on a solid particle or the boundary, small grid spacing is needed near the solid particle or a boundary. Away from the boundary or fluid-solid interfaces, the flow may be more smooth so a coarser grid is adequate to resolve the flow. The most efficient approach in terms of both memory and overall accuracy is thus to use a coarse grid for most of the bulk flow region, combined with a local grid refinement near a fluid-solid interface or wall boundary.
Within the LBGK model, local grid refinement has been considered for some time to simulate incompressible viscous flows with complex geometries. Filippova and Hanel [9] was among the first to consider patching certain regions with a fine grid in a domain mostly covered by a coarse grid, values of the distribution functions on the coarse grid which are coming from the fine patches are calculated on the nodes common to both grids. Filippova and Hanel [10] presented an accelerated implementation of grid refinement by using different molecular speeds on the coarse and fine grids. A smaller time step size was used on the fine grid while the spatial or temporal accuracy was kept. Steady-state and time-dependent problems were studied and the CPU time per time step was reduced by about 50%.
Yu et al. [11] proposed a multi-block technique with the BGK model in LBM. Different mesh sizes are used for different blocks that do not overlap. Macro-variables such as mass, momentum, and stress components are assumed to be continuous across the block-block interface, and this condition determines the relaxation parameters in the fine domain. The cubic spline scheme was used for spatial interpolation and the three-point Lagrangian formula was used for temporal interpolation on all nodes at the fine block boundary after the distribution functions are transferred from the coarse domain to the fine domain. Yu and Girimaji [12] extended their approach to 3D using the LBGK model. Two 3D test cases, an isotropic decaying turbulence and a lid-driven cavity flow, were presented to show the improved computational efficiency.
Eitel-Amor et al. [13] introduced a cell-centered lattice structure to reconstruct the pre-collision distribution functions via spatial interpolation in LBGK model. They showed that, with hierarchically refined meshes, each cell can be refined or coarsened regardless of the refinement level of neighbor cells. Lagrava [14] introduced a decimation technique to guarantee the stability of the numerical scheme especially at high flow Reynolds number when the information is transferred from the coarse nodes to the fine nodes. Dietzel and Sommerfeld [15] calculated flow resistance over agglomerates with different morphology through LBGK local grid refinement. They slightly overlapped the coarse and fine regions and designed a method to communicate the distribution functions between the two grids at the interface. Premnath et al. [16] presented a staggered mesh arrangement in large-eddy simulation of a complex turbulent separated flow, using the MRT D3Q19 model. Subgrid scale model was employed in conjunction with the MRT to augment the relaxation time scales of hydrodynamic modes that allowed better representation of the effect of subgrid scale fluid motion.
The first attempt to implement local grid refinement within MRT was performed by Peng et al. [17] using the D2Q9 model, where they related the distribution functions and relaxation parameters in the two domains based on the continuity of macro-variables at the coarse-fine interface. The method to communicate distributions functions between the two domains was derived. They used lid-driven cavity flow, steady and unsteady flows past a circular cylinder, and flow over an airfoil to validate their approach. As will be shown later in this paper, their implementation was not fully consistent since they ignored the relationship of energy relaxation parameters in the two domains.
It appears that the full details for implementing local grid refinement within the MRT model have not been carefully studied. Our first objective is to re-examine the details of coupling the distribution functions and model parameters between the fine and course grids within the MRT framework. Our second objective is to test local grid refinement in moving particle simulation. In Section 2, a brief background description of the D2Q9 MRT model is provided. Details of local grid refinement implementation are discussed in Section 3, together with the development of relationships between the course and fine grid. Necessary interpolation details at the coarse-fine interface are pre-2 sented in Section 4. In section 5, we then validate our methodology using 2D lid-driven cavity flow, a Couette flow with a fixed or a moving cylinder. In the case of moving cylinder, the refined region also moves with the cylinder. Test results demonstrate that local grid refinement indeed improve the accuracy in moving particle simulation. We also compare CPU time and memory consumption when different grid arrangements (e.g., hybrid coarse / fine grid versus uniformly fine) are used. Key conclusions are summarized in Section 6.
2. The multiple-relaxation-time lattice Boltzmann method In this section, we briefly introduce the multiple-relaxation-time (MRT) lattice Boltzmann method (LBM) in order to prepare for the discussions on the local grid refinement. The detailed description of MRT LBM can be found in [6, 7] .
Specifically the D2Q9 model [18, 19] is considered ( Fig. 1) , with discrete velocities given by:
where i = 0, 1, 2, ..., 8, c = δx/δt. All variables are given in lattice units such that c = 1. The MRT LBM evolution equation [6, 7] can be written as
where f is a vector representing a set of distribution functions defined at a lattice node, m represents a set of independent moments, m eq is the equilibrium of m, M is an orthogonal transformation matrix that transforms f into
The macroscopic hydrodynamic variables, including density ρ, velocity u = u x , u y , and pressure p are obtained from the moments of the mesoscopic distribution function f. We use the nearly incompressible formulation, namely, the density is partitioned as ρ = ρ 0 + δρ with ρ 0 = 1, and δρ = i f i , δρu = i f i e i , and p = δρc The three hydrodynamic moments, ρ, j x = ρ 0 u x , j y = ρ 0 u y , are locally conserved. The other six moments are not conserved, they are energy e, energy square ε, energy flux in x and y directions q x and q y , normal stress p xx , and shear stress p xy . These non-conserved moments are relaxed as follows e = e − S e (e − e eq )
where the symbol ∼ denotes the post-collision value. The equilibriums of non-conserved moments are designed to match the Euler and Navier-Stokes equation through the Chapman-Enskog analysis, and the results are
where
y . While the equilibrium ε eq plays no role in the Navier-Stokes equation and thus its form can be flexible, the specific form stated above leads to the standard f
where the weighting coefficient w i is given as
It follows that the diagonal relaxation matrix S is
The shear viscosity and bulk viscosity in the MRT model can be derived from the Chapman-Enskog analysis as
The evolution equation for f can be divided into two sub-steps: collision and streaming, as
In summary, the key features of the MRT model is that collision is performed in the moment space, and streaming occurs in the discrete-velocity space. The two relaxation times S ν and S e determine the shear and bulk viscosity, the other two relaxation parameters S q and S may be viewed as free parameters that can be used to improve the accuracy of boundary condition or to enhance numerical stability [6] . 4
Local grid refinement implementation in MRT LBM
Without loss of generality, we consider a local fine-grid domain surrounded by a coarse grid, as shown in Fig. 2 . In the sketch, the boundary of the coarse domain is defined by ABCDA and that of fine grid domain by KLMNK, without any overlap. However, to facilitate implementations and information transfer between the two grids, we add a buffer layer EFGHE to the coarse domain, which is located inside the fine domain, the corresponding coarse grid nodes are referred to as the coarse interface nodes. Likewise, a buffer layer for the fine domain, which coincides with the boundary of the coarse domain are used to define additional populations for the fine domain, which consists of fine interface nodes (those coinciding with the coarse boundary nodes) and hanging nodes (those sitting in-between the coarse boundary nodes). The buffer layers are used to supply necessary information so that, after streaming, all populations on the fine-grid nodes and coarse-grid nodes are available. This arrangement followed the work of [15] . As a multi-block scheme [9] , the fine domain has a grid spacing of δx f and the coarse domain has a grid spacing of δx c . The size ratio
is assumed to be an integer, where the superscript c and f denote the related variables located in coarse domain and fine domain. The sketch shown in Fig. 2 has n = 2. The time steps for the coarse and fine grids, δt c and δt f , are defined such that the streaming in each domain goes from a lattice grid node to a neighboring node. By this setting, the lattice velocity unit in the two domains are the same, namely, δx c /δt c = δx f /δt f . This also implies that the speed of sound and the transformation matrix are all identical for the two domains.
The first physical requirement is that the hydrodynamic variables δρ, u x , u y must be continuous across the domain interface, we must have δρ
x , and j f y = j c y . All equilibrium moments defined on the two grids must be the same, namely, m eq, f = m eq,c . We only need to determine the relationships between the non-equilibrium parts of the non-conservative moments.
The second physical requirement is that the physical shear viscosity and bulk viscosity should be the same in the two domains, which leads to
Namely, the relaxation parameters for the fine domain should be related to those in the coarse domain as
The third physical requirement is that the normal and shear stress components should be the same at the domain interface. The Chapman-Enskog analysis states that
Therefore, we demand
neq,c xy
Solving these three equations and in view of the conditions given by Eqs. (16) and (17), we obtain the following relationships between three non-equilibrium moments in the two domains, as 
For the three remaining non-equilibrium moments: energy square and two energy flux components, the ChapmanEnskog analysis shows that
The left hand sides involve only the hydrodynamic variables and should be the same when defined on the two grids, therefore, we set S c ε ε 
The two remaining relaxation parameters, S ε and S q , do not enter the Navier-Stokes equation and can be treated arbitrarily. For convenience, we simple assume that these two relaxation parameters are the same in the two grid systems, namely, S 
At this point, all necessary relationships are worked out for constructing distribution functions and model parameters on the fine grid from those on the coarse grid, and vice versa. They can be summarized as follows 
Therefore, we can introduce the following notations
We shall now explain how to obtain the post-collision distribution function on a fine grid in terms of the postcollision distribution function on a coarse grid. First, the post-collision distribution function on the fine grid is determined as
which, after substituting Eq. (31), becomes
On the other hand, the post-collision moments in the coarse domain can be expressed as
So the non-equillibrium moments in the coarse block can be written in terms of its post-collision distribution function as
Substituting Eq. (37) into Eq. (35), the post-collision distribution function in the fine domain can be computed in terms of the post-collision distribution function in the coarse region as
Similarly, the post-collision distribution function can be transferred from the fine domain to the coarse domain by
To summarize, the distribution functions between the coarse and fine grids can be converted either before the collision substep or after the collision substep. In the first case, Eq. (30) can be used and then multiplying the converted moments by M −1 to obtain the distribution functions. In the second case after the collision substep, then Eqs. (38) and (40) should be used. We have developed two versions of the code based on the two approaches, and confirm that the results are identical.
The computational procedure on the domain interfaces
Recall the grid arrangement for the coarse and fine domains shown in Fig. 2 , the coarse interface nodes are inside the fine region. They provide the buffer layer for the coarse-domain nodes for information transfer from the fine domain to the coarse domain. Basically, at the coarse interface nodes, the conversion of distribution function from the fine grid to the coarse grid occurs (through either Eq. (30) or Eq. (40), depending on whether the conversion was done before or after the collision sub-step), following by streaming which feeds this converted distribution to the coarse-domain boundary nodes.
Likewise, the fine interface nodes and fine hanging nodes sit on the coarse-domain boundary and provide the buffer layer for the fine-domain nodes for information transfer from the coarse domain to the fine domain. First, the conversion of distribution function from the coarse grid to the fine grid is performed for the fine interface nodes, using either Eq. (30) or Eq. (38), depending on whether the conversion was done before or after the collision sub-step. Second, there are no coarse nodes defined at the locations of the hanging nodes, so the fine-grid distribution functions at the hanging nodes are obtained from the fine-grid distribution functions at the fine interface nodes. We employ the cubic spline interpolation at each edge of the coarse-domain boundary, namely,
where F i is the distribution function being interpolated, s is the local coordinate at the edge, s i is the coordinate of the interpolated point, a i , b i , c i , d i are cubic spline coefficients which are determined by fitting the known values at finite interface nodes. Furthermore, for each time step corresponding to the coarse domain, there are n time steps for the fine domain. The distribution functions at these sub-timesteps are interpolated in time between t and t + δt. The converted fine-grid distribution functions at the fine interface nodes and hanging nodes are then streamed onto the fine boundary nodes. If the conversion between the two grids at the buffer layers are done before the collision sub-step, the collision operation should be done on the buffer layers before performing the steaming. The arrangement of the buffer layers for the fine and coarse regions ensures each domain is fully extended, such that the distribution functions at all nodes in the fine or coarse domain are complete after the streaming sub-step. The two domains do not overlap, and the buffer layers provide the bridges for information transfer. Fig. 3 provides a flow chart for the code when the local refinement is applied to a moving particle, namely, the grid refinement is done around a moving solid particle, with the fine domain moving with the solid particle. For this chart, it is assumed that the streaming sub-step is performed before the collision sub-step. One can do collision first then streaming without changing other process in the flow chart. But data transfer with Eqs. (38) and (40) is replaced by the following relationships, respectively. The flow chart of the code when the streaming sub-step is done before the collision sub-step. This flow chart assumes n = 2. It should be stressed that the macroscopic variables should be processed after the steaming to be consistent with the LBM evolution.
Results from numerical simulations and discussions
In order to validate the approach and to highlight the benefits of local grid refinement in improving computational accuracy using the MRT LBM model, we apply the approach to solve two flow problems. The first is the lid-driven cavity flow and we implement local grid refinement on the upper-left corner, to show that the local grid refinement can provide more accurate results for this region where large velocity gradients exit. The second is a 2D Couette flow over a fixed or moving cylinder. Here local grid refinement is applied to region near the cylinder to demonstrate that grid refinement can suppresses fluctuations in the hydrodynamic force acting on the moving cylinder. 9 
Lid driven cavity flow
The lid-driven cavity flow has been extensively used as a benchmark case to test a numerical method [2, 21] . In this flow, the two corners under the moving lid are singular points, and higher grid resolution is desired in order to obtain more accurate stress distribution near the corner points. We apply local grid refinement to the top-left corner (Fig. 4) . The simulations are carried out using three different grid configurations: a uniform coarse grid (UCG), a uniform coarse grid with local grid refinement (UCG-L) at the top-left corner, and a uniform fine grid (UFG). The physical and simulation parameters are listed in Table 1 . For all three grid resolutions, the flow Reynolds number Re = HU w /ν is fixed to 1000, where H is the width of the square cavity, U w is the lid velocity, and ν is the kinematic viscosity. The bulk viscosity ξ was set to be equal to ν, and these lead to S The flow is initially at rest. After a sufficiently long time (over 100,000 coarse-grid time steps), the flow reaches to a steady state. The two velocity components along a vertical line at x = 13 and a horizontal line at y = 86 are shown in Fig. 5 and 6 , respectively. Both lines cut though the fine domain. Clearly, the profiles are continuous at the fine-coarse boundary (marked by the vertical line). Second, the results from the three grid configurations essentially overlap, but the UCG-L profiles match better the UFG results, when compared to the UCG results. This shows that the local grid refinement improves the results. Near the upper lid and left wall, there exists an area of highly velocity gradients. In Fig. 7 , we plot the viscous stress profiles. The viscous stress components are computed using Eq. (18) . The continuity of the stress profiles at the fine-coarse boundary (marked by the black vertical line) validates our implementation. Such stress profiles are rarely shown in published literature. Interestingly, there are some oscillations in the profiles of normal viscous stresses that could be caused by undamped acoustic waves or simply due to inadequate grid resolution. In Fig. 8 , we compare the shear stress (τ xy ) profiles obtained from the three grid configurations. This figure demonstrates a great benefit of local grid refinement: without the refinement, the results from UCG show unphysical oscillations. On the other hand, the UCG-L and UFG results are almost identical. Fig. 9, 10 and 11 shows the vorticity contours obtained from the three grid configurations. Clearly, the local grid refinement makes a huge difference in the accuracy of the results when compared to the UFG run, namely, the vorticity contours are as smooth as the UFG run. The UCG run did not resolve the vorticity distribution in the upper left corner and lead to strong unphysical noises. Finally, in Table 2 , we compare the CPU per time step used and memory required for the three cases. While the UFG run uses 4 times CPU and about 3.5 times memory when compared to the UCG run, the UCG-L only uses 2.26 times CPU and 29% more memory.
An asymmetrically placed cylinder in a 2D Couette flow
Next, we consider the same flow studied in [20] , namely, an asymmetrically placed cylinder in a 2D Couette flow (Fig. 12) . The flow can be simulated in two frames of reference to study the accuracy of moving particle simulation. In the first (or the fixed cylinder case) case, the cylinder particle is fixed relative to the lattice grid and the upper and lower channel boundaries move in opposite direction with a same constant velocity (U b ). In the second case (the moving cylinder case), the cylinder moves at a velocity u 0 , with the top wall and bottom wall moving at velocity U b1 = U b + u 0 and U b2 = −U b + u 0 , respectively. Physically, the two cases are identical. Numerically, the second case is much more difficult due to the need to treat the curved moving fluid-cylinder surface. We implemented local grid refinement in both cases. For the moving cylinder case, the fine domain shifts by one lattice grid every time the center of the cylinder is moved by one lattice grid.
The geometric parameters for this problem include the channel width L y and length L x , the diameter of the cylinder D, and the cylinder center at the initial time (X c0 , Y c0 ). Periodic boundary condition is used in the x direction, and the no-slip condition is assumed at the top and bottom channel walls as well as on the cylinder surface. Again, we consider three grid configurations: uniform coarse grid (UCG), uniform coarse grid with local grid refinement around the cylinder (UCG-F), and uniform fine grid (UFG). The kinematic viscosity is 1/9, which yields S ν = 1.2 in the 14 coarse domain. Other relaxation parameters in the coarse domain are set to S ε = 1.4 and S e = S q = 1.5 (i.e., the bulk viscosity is 1/18). The other parameters in the moving cylinder simulations are set in Table 3 . Note that the parameters for the fixed cylinder case are the same, except u 0 = 0. In the fine domain with n = 2, the resulting relaxation parameters are S In this case, u 0 = 0. The size of the fine domain is a square of size equal to 36. The region covers 12 < x < 48 and 36 < y < 72. The no-slip condition on the cylinder surface was handled by a quadratic interpolation scheme [20, 22] . Figs. 13, 14 and 15 show the drag force F x , lift force F y , and torque as functions of time acting on the particle, respectively. The force and torque are computed by the Galilean invariant momentum exchange method [22, 23] . Overall, the results from the three grid configurations are in excellent agreement. The zoom-in plots for 4000 < t < 4100 show a very minor difference, typical 0.05% relative difference or less. This is clearly negligible. Therefore, each of these fixed cylinder results can be used as a benchmark to examine results for the moving cylinder case.
Moving particle flow simulation
When the cylinder is moving at u 0 , the fine domain is also a squared but with width equal to 32, initially covering 14 < x < 46 and 38 < y < 70. It is more or less placed with the cylinder near the center. Every time the cylinder moves by one lattice unit, the fine domain is shifted in the same direction. When the cylinder moves relative to the grid, a solid node may become a fluid node and the distribution functions at such new fluid node need to be filled. The refilling scheme is based on a newly developed velocity-constrained extrapolation scheme [22] . In Figs. 16, 17, 18 , we show the drag force F x , lift force F y , and torque as functions of time acting on the particle, respectively. Note that due to the improved scheme, the level of force fluctuations in Figs. 16 and 17 is significantly less than the level of force fluctuations shown in Fig. 5 of [20] .
The zoom-in view shows that the UCG run has larger magnitude of force fluctuations when compared to that of the UFG run. The results from the UCG-L run are more similar to the UFG run than to the UCG run, showing the benefit of local grid refinement. In order to compare the level of force fluctuations quantitatively, we use the data from the fixed cylinder case as the benchmark and compute the L 2 norm of the difference as [20] ,
Where F 1 (t) and F 0 (t) are the force values of the later part simulated with moving particle and fixed particle, respectively. The results are listed in Table 4 . The local grid refinement reduces the level of unphysical force fluctuations by roughly a factor of 2. Figure 18 : The hydrodynamic torque acting on the moving cylinder, left: the whole time interval; right: zoom-in plot.
In Fig.19 we show the normal stress components τ xx , τ yy and shear stress τ xy at the end of the simulation t = 5000. The two inner and two outer vertical lines mark the edge of the cylinder and the fine-coarse boundary, respectively. Of importance is that all stress profiles show a consistency at fine-coarse grid interface, namely, both the value and slope at the fine-coarse boundary are continuous. This again validates our implementation of the local grid refinement. The CPU time per running step and computer memory requirements are compared in Table 5 . We find that the computing resources needed for UCG-L run are very similar to UCG, while these for UFG are much larger. 18 Fig. 20 shows the effect of fine-domain size in the computed F x , for size ranging from 32 to 48. For this range, the level of force fluctuations are independent of the fine-domain size. The minimum fine-domain size in this case is
which is 31. 
Simplified treatment for the ghost moments
From the Chapman-Enskog analysis, energy square ε and energy fluxes q x and q y are ghost moments. They do not affect the hydrodynamic variables including the stress components. We use Eqs. (23) (24) (25) to relate the non-equilibrium parts of these moments. If these relations are ignored and we simply make each the same in the coarse domain and fine domain, namely, by setting the diagonal conversion matrix to T f = diag 1 nS Figure 21 : The computed hydrodynamic forces using different treatments of the conversion matrix, left: F x ; right: F y .
Summary and conclusions
This paper was motivated by the desire to improve LBM simulation of the interaction of a moving particle with the carrier viscous flow. The use of uniform grid in LBM is not the ideal choice for resolving the viscous boundary layer near the surface of a solid particle. As one option, local grid refinement near the surface of the solid particle can be used to improve the simulation results.
We first re-examined the necessary relationships, with the MRT LBM approach, between the relaxation parameters and the distribution functions on the coarse and fine grids, in order to meet the physical requirements of the fluid hydrodynamics (continuity in pressure, velocity, and stress) and additional relationships (i.e., the non-equilibrium expressions of the non-conservative moments in terms of hydrodynamic variables) as implied by the Chapman-Enskog multi-scaling analysis. The details of grid arrangement, specifically the information transfer on interface (or buffer) layers have been presented. We pointed out that the conversion between the two domains can be performed either before or after the collision sub-step, but the conversion relations are different. Both forms of the conversion relations have been developed here. Although not shown in the paper, we found that the results from these two alternatives of information transfer between the two domains are identical provided that the hydrodynamic variables including the stress components are computed after the streaming sub-step. Our approach is general in that multiple levels of grid refinement could be implemented. The boundary between the coarse domain and fine domain can be arbitrary and move with the solid particle.
Our approach was then applied to two numerical test cases to demonstrate that the local grid refinement can significantly improve the physical results with a high computational efficiency. Simulations from three grid configurations were compared: a uniformly coarse grid, a uniformly coarse grid with local refinement, and a uniformly fine grid. In addition to velocity profiles, stress profiles were carefully examined in these tests. For the lid-driven cavity flow, the local refinement essentially yields local flow field that is comparable to the use of uniformly fine grid, but with a much less computational cost. In the Couette flow with a moving cylinder, the local refinement suppresses the level of force fluctuations. Results from the moving particle test case show that even grid refinement in a small region surrounding the solid particle can significantly improve the simulation results, implying a great potential for the local grid refinement strategy in the lattice Boltzmann method for moving particle problems. The numerical tests showed that the approach does not compromise numerical stability. It was found that the coarse-fine grid relationships between the non-equilibrium moments of energy square and energy fluxes do not affect the simulation results. This observation implies that there is some flexibility at the domain interface which may be used to further optimize the numerical stability. We are in the process of applying our approach to a freely moving particle suspended in a turbulent flow.
