Abstract. The classical theorems concerning isomorphisms and automorphisms of full linear groups are generalized to reduced primary Abelian groups and their automorphism groups. Also, a duality theory for (not necessarily finite) reduced Abelian p-groups is presented. ■ This paper is an investigation of the relationship between isomorphisms of the automorphism groups and projectivities of the subgroup lattices of reduced primary Abelian groups, generalizing the corresponding results on vector spaces ; cf. Baer In particular, a reduced Abelian />-group A may be isomorphic to its adjoint group [ = maximal torsion subgroup of Horn ÍA, Z(pM))] without being finite (Lemma 2.2), whereas it is well known that the group A has a dual in the category of Abelian groups if and only if A is finite; cf. Fuchs [4, p. 312].
1. Preliminaries. Definition. Let A be an Abelian group and let H be a subgroup of A. Then the stabilizer ZAH of H in A is the group of all automorphisms of A which induce the identity automorphism in both H and A/H. We remark that the mapping y ->■ y-1 induces an isomorphism of 2A// onto Horn (^4//7, //); cf. Hausen [6, Hilfssatz Remark. The proof of Proposition 1.5 is based on property (*) in Proposition 1.3(c) and on the fact that for any two reduced Abelian/»-groups A^O and £#0, there exist homomorphisms a: A-^ B and t. B^-A such that Aa=j¿0 and Bt^O.
Definition. Let A be a reduced Abelian /7-group and let a be an involution of A. Then a is extreme if and only if the group of all involutions in the center of the centralizer of {a, ß} has order not exceeding 8 for all involutions ß of A with aß=ßa; cf. Dieudonné [3, p. 91] . Proposition 1.6 . Let A be a reduced Abelian p-group with p + 2 and let a be an involution of A. Then the following are equivalent:
(a) a is extreme, (b) A + or Ai is cyclic.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use [March Remark. The proof of Proposition 1.6 follows from Proposition 1.3 (b) and (c) and from the following facts:
( + ) A reduced /»-group is directly indecomposable if and only if it is cyclic; cf. Fuchs [4, p. 80] .
( + + ) If A + 0 is an Abelian p-group with p ^ 2, then the group of all involutions in the center of Aut A has order 2. Proposition 1.7. Let A and B be reduced Abelian p-groups and let o be a homomorphism of A into B such that for all homomorphisms r of B into A we have ot = 0 and tc7=0. Then o=0.
Proof. From ot=0 and to=0 for all t. B^ A we infer (1) 2 ^skero- We remark here that Horn (A, B) is a (End A -End Ä)-bimodule.
Proof. Let us assume that A/0^ A; then there are three cases to consider: Case 1. AAçpaB. Let o e Horn (A, B) with yl(7£{o}, where {b} is a direct summand of B, and let 2?={6} © B'. Let the involution a e Aut 5 be defined by {b} = B% and B' = Bi; then aa = a. Since Horn ÍA, B) = A © A, there exist elements 8 e A and A e A such that a = 8 + A, and this implies 2<r=cr(a + l) = S(a+1) + A(a + 1). Now ASçp^BçB' and this implies 8(a + l)=0. Hence, o = 2-1Xa + 2~1Xe A, and we have shown that (+) if a e Horn ÍA, B) such that Aa is contained in a cyclic direct summand of B, then a e A.
Let O/Se A. By Proposition 1.8, A is generated by cyclic direct summands; hence, there exists a cyclic direct summand {a} of A such that a8 ^ 0. Let A = {a} © Ä and define ß e Aut A by {a}=.4Ä+ and A'=Ai ; then S' = (jS +1)8 e A, and we have Ah' = {aS'} ^ 0 and A'8' = 0.
Let {b} be a direct summand of B with o(è)^o(aS'), let p' = oib)/oia8') and let b'-p^; then we have o(è') = o(a8'). Define a e Horn L4, 5) by aa=b' and /l'o-=0; then o-e A by (+), and since A8'çpaB, there exists an element xe B such that ab"=p'x. Then o(;c) = 0(¿>) and from Proposition 1.8 we get x=nb + by for some y e Aut B. Hence, ain + y) e A and aain + y) = b\n+y) = p'bin + y) = p'x = ao'.
Thus we get 0/or(«+y) = S' e A n A, a contradiction.
Case 2. AAçpaB. The same argument as in Case 1 yields the contradiction A n A^O.
Case 3. AA£paB and AA£paB. Let 8 g A and A e A such that A8$paB and AX£paB. Let a e A such that a8£paB. By Lemma 1.2, there exists a direct summand {b} of B, B={b} © B', such that aS = è* + Z>', where O^b* e {b} and ¿' e B'. Let (6 e Aut B be defined by {b} = Bi and 5' = M ; then 8' = S(j8+1) e A, and we have 0^A8' = {b*}ç{b}. Let 8" be a multiple of 8' with o(8")=/>; then ,48" has order /> and it is contained in a cyclic direct summand of B. Applying the same argument to A, we get (1) There exist elements S e A and A e A of order p, such that A8 and AX are contained in some (not necessarily the same) cyclic direct summand of B.
Let {bx} and {b2} be direct summands of B with A8ç{bx} and AXç{b2}. Clearly we may assume that o(b1)^o ( We conclude that (2) There exist elements 8 e A and A £ A of order p, such that A8 and AX are contained in the same cyclic direct summand of B.
Let A8ç{b} and AXç{b}, where {è} is a direct summand of B. By Proposition 1.8, A is generated by its cyclic direct summands; let {aj and {a2} be direct summands of A such that ax8^0^a2X, and assume that o(a1)^o(a2). By Proposition 1.8, there exist y e Aut A and an integer n such that a1 = na2 + a2y. Then we have (n + y)8 e A and iz2(« + y)S = a18#0, and we conclude that (3) There exist elements SeA and À e A of order p, a direct summand {a} of A and a direct summand {b} of B, such that aS^O^aX and A8^{b} and AXç.{b}. Let y4 = {a}©/4' and let a e Aut ^ be defined by {a} = A\ and A' = A1. Then 8' = (a+1)8 e A and A' = (« + l)Ae A, and A'8' = 0 = A'X'. Since {a}8 ' = {a}X', there exists an integer n with 8' = «A', and this says 0^S' = mA' e A n A, a contradiction. This completes the proof.
Definition. A reduced Abelian group ^4 is a (pp)-gro\xp if and only if ^4^0 and A is a p-group such that A has two independent elements of maximal order if A is bounded. (a) yec Aut A, (b) Py=P for all cyclic direct summands P of A, (c) Uy= U for all subgroups U of A.
Proof. Let yec Aut A. Then y centralizes every extreme involution of A, and by Propositions 1.6 and 1.3 (b) we get Py=P for all cyclic direct summands P of A. Thus (a) implies (b) .
Assume that y satisfies (b) and let U be a cyclic subgroup of A. Then U lies in some A[pk], and from Proposition 1.10 we infer that Uy= U. Thus we have shown (c) for all cyclic subgroups of A ; and since every subgroup is generated by its cyclic subgroups, this implies (c). Now (c) implies (b) trivially and (b) implies (a) by Proposition 1.10. Q.E.D.
2. Remarks on Horn and duality. Notation. tA is the maximal torsion subgroup of the Abelian group A.
Lemma 2.1. Let A and C be Abelian p-groups and let B be a basic subgroup of A. Then t Horn ÍA, C) is isomorphic to t Horn (/?, C).
Proof. Since torsion homomorphisms are small, from [9, (4.1), p. 233] we get that for every a et Horn (/?, C) there exists a unique small homomorphism a* : A -*■ C extending a ; and it is an immediate consequence that $ maps t Horn ÍB, C) isomorphically onto t Horn ÍA, C).
Definition. Let A be a reduced Abelian /?-group. Then the adjoint group of A is A* = t Horn ÍA, Zip™)). Proof. Let A~A*; then A*~A** and thus (a) implies (b) . Let A~A** and let B=J,o<i<a Bi be a basic subgroup of A, where each Bt is a direct sum of cyclic groups of order/?'. By Lemma 2.1, we get A* ~ t Horn ( 2° Bi, Z(P*)) a t 2* P-t-
Hence, basic subgroups of A* are isomorphic to 2o<i<M Bf; cf. Fuchs [4, Theorem 29.6, p. 100] . By Lemma 2.1, we get A ~ A** ~ t 2* P**-0<i<io
Hence, basic subgroups of A are isomorphic to 2o<i<ra Bf*, and thus we have Bi~B** for all i. Now assume that \Bi\ =r^X0 for some i. Since Bt is a direct sum of pairwise isomorphic cyclic groups, this implies \B**\=22'>r, contradicting Bi~Bf*. Hence, each Bt is finite and we have shown that ( Since every B¡ is finite, we have B¡~B* for all /; hence, A~A* and we have shown that (c) implies (a). Now the equivalence of (c) and ( Then the adjoint of o is the homomorphism a*: B* -*■ A* defined by fo* = of for all feB*.
Of course, the mapping *:ct^ct* has the usual properties, namely (ct+t)* = ct* + t*, (<tt)* = t*<7*, (lA)* = lA., whenever ct+t and ctt are defined.
Definition. Let A be a reduced Abelianp-group. Then the mapping vA:A-> A** is defined byf(xvA)=xffor all x e A and allfe A*.
Obviously, vA is a homomorphism.
Proposition 2.3. Let <j: A -*■ B be a homomorphism of reduced Abelian p-groups.
Then we have avB = vAo**.
The proof is left to the reader. Definition. Let A be a reduced Abelian p-group and let A* be its adjoint group. Proof. Clearly we have Uc¿Uxx; let us assume that £/<=£/**. Then there exists an element xe Uxx with x $ U andpx e U; that is, x+U is an element of order p in A/U. Hence, x+ U is contained in a cyclic direct summand of A/U-cf. Fuchs [5, top of p. 80 ]-and thus there exists an element /' e (A/U)* with(x+ U)f y^Q. Let c: A -> A/U be the canonical epimorphism and let f= cf. Then fe Ux and, since xe Uxx, we get
Corollary 2.5. Let A be a reduced Abelian p-group with pcoA=0 and let Uç^A.
Then U= Uxx whenever U is a finite or cofinite subgroup or a direct summand of A. The straightforward proof is left to the reader. Lemma 2.8. Let A be a reduced Abelian p-group such that A~A*. Then vA is an isomorphism of A onto A**.
Proof. Let -S=2o<i<<» Bi be a basic subgroup of A, where each B¡ is a direct sum of cyclic groups of order p\ By Lemma 2.2, each B¡ is finite, and since vA is monomorphic by Lemma 1.2, we get BiVA = B%~B**/for every i, by Proposition 2.7. For every n, let An^A with A = BX ©• • •© Bn © An. From Lemma 2.2 and Proposition 2.7 it follows that A** = (BX ©• • •© Bn)° ® An = B¡®-■ ■© B°®A°n for all n, and since 5¡~A° is finite for every i, it follows that BvA = ^° BivA = ^° B°i s a basic subgroup of A**-cf. [5, Theorem 33.2, p. 140] . Hence, BvA is dense in A**; moreover, every element of A** is limit of a bounded Cauchy sequence in BvA-cf. [7, Lemma 10] -and since A is torsion complete by Lemma 2.2, it follows that vA is epimorphic, completing the proof. (ii) For all g e A*** and all e e A**, we have
Now e=xvA for some x e A by Lemma 2.8, and this implies
Hence, (vA)*vA.= lA,". Q.E.D.
Lemma 2.10. Let A be a reduced Abelian p-group such that A~A*. Then the mapping o-»o* is an anti-isomorphism of End A onto End A*.
Proof. Let a e End A such that a*=0. Then we have fo* = of=0 for allfe A* and thus x(of) = (xo)f= 0 for all x e A and allfeA*.
By Lemma 1.2, we get Ao<^p°>A=0 and o=0; that is, * is one-to-one.
Let t e End ^* and let a e End A be defined by o=vat*va1. Then we have a* = (va)~1t**va = va,t**(va.)'1 by Proposition 2.9, and from Proposition 2.3 we get a* = t. Thus * is onto ; and clearly (a + t)* = a* + t* and (<tt)* = t*ct* for all a, re End A, completing the proof.
Definition. Let A be a reduced Abelian /7-group such that A~A*. Then, by the preceding lemma, * is an anti-isomorphism of End^4 onto End/I* and Let «^ ± 1. Then Aa+ #0 and A°L ^0 and we have A=A\ © A", by Proposition 1.3(a).
The ring of all endomorphisms of A is isomorphic to the ring of all matrices Q I), where A e Horn (Aa+, A\), o e Horn (A\, Al), re Horn (At, A%) and pe Horn (AI, AI); we shall regard this isomorphism as an identification. Thus " = (o -ï) and the elements of cr{a} are, by Proposition 1.3(b) , the matrices (g S¡), where £ e Aut Aa+ and r¡ e Aut At.
Let S = (* ¡;) and let y=( § °) e cr{a}; then we have \r, *t£ 7?_:W Hence, from (2) it follows that 8_1 = a8a=(_J ~J) and this implies Let A be a subgroup of T. Then A is a-indecomposable if, and only if, A is normalized by cr{a} and, whenever A is a direct product of subgroups Ax and A2 which are normalized by cr{a}, it follows that Ax = l or A2 = l.
Remarks. (A) Every group in [a] is Abelian. (B) [a] is inductive. (C) If AçT is the direct product of its subgroups Ax and A2, then Al5 A2 e [a] implies A e [a].
Lemma 3.3. Let A be an Abelian p-group with p>3 and let a be an involution of A. Then the following properties of the subgroup A ofT = Aut A are equivalent:
(1) A is a-maximal. 
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Remark. In particular, every a-maximal subgroup A of T is the direct product of A n 21 and À n Si, and these are normalized by cr{a}.
Proof. Let A be an a-maximal subgroup of V and suppose that «= ± 1. Then from part (1) . Now the subgroup A* generated by A+ and A_ is the direct product of A+ and A_, and this implies A* e [a]. Since Aç A* and since A is a-maximal, we get A = A*, proving (2(a)) and (2(b)).
Let A% =21 n crA_ and A* =21 n crA+ ; then we have A+ c A* and A_çAÎ, and from cr{a}snrA+ n«rA_ we infer cr{u}çnrcrA+ n«rcrA_; thus cr{a} ZnrA% and cr{a}£WrA*_, and consequently we have and application of (2(c)) and (2(d)) to A and A* yields A+=A* n 2a+ and A_ = A* n 21, and thus we have A={A+, A_} = A*. Thus (2) implies (1) and (1) and (2) Let 8=() °p)e cr21. Then 8 commutes with every (}-?) e2l, and a straightforward computation shows that oV = 0 and t'o-=0 for all r'': Ai ->■ Aa+. From Proposition 1.7 we infer that a=0, and we have shown that cr2ls21cr{a}. Since .41 #0#.41, from (*) it follows that y= 1 or y= -1 ; and from ( + ) we infer that j8=aS or j8= -a8, where Se 21.
Let xeA"+. Then we have x=xa and xa8=x8 = x, and we have shown that Aa+çAa+ô. Hence, A'i -i4«+©(>4i n^f); let ;cE.4in.41d.
Then x=xao=-x8, and this implies 2x=x-x8 -x(l-8)
e At n Aa+=0. Sincep7e2, we get x=0; hence, At n .41d = 0 and we have shown that At = A%6. show. Definition. Let A be a reduced Abelian p-group with p>3 and let T=Aut A. Let HA be the set of all nontrivial direct summands of A and let HT be the set of all subgroups A^ 1 of T such that A is a-maximal and a-indecomposable for some involution a e T. Then, by Theorem 3.4, HT is the set of all stabilizers of elements of HA. Let ZA:HA^ HT be defined by D -*2¿Z) for all D e HA. Then 2A is a mapping of HA onto HF, and by Lemma 3.5, T,A is one-to-one. Let SA: HT -> HA be the inverse of 2¿. The straightforward proof is left to the reader.
4. Induced projectivities. Definition. Let A be a reduced Abelian p-group with p > 3, let B be a reduced Abelian ç-group with q > 3 and let </> be an isomorphism of Aut A onto Aut B. Let AeH Aut A. Then, by Theorem 3.4, there exists an involution a e Aut A such that A is a-maximal and a-indecomposable. Since <f> is an isomorphism, a* e Aut B is an involution such that A* is a*-maximal and a^-indecomposable. By Theorem 3.4, we have A* e H Aut B. We define the mapping 4>':HA-+ HB by D</>' = SB[(2¿Z))*] for all D e HA. Since A is not cyclic, we have HA^0 ; let D e HA. Then D</>' e HB and thus 1ZAD~2B/)^'. Since the maximal torsion subgroup of 2AZ) is a nonzero /»-group and since the maximal torsion subgroup of 2BD<¿' is a nonzero ^-group, it follows that p=q and this is (a). E<l>'<=D<t>' for all D,EeHA with DçzE.
Proof. Let P e HA be cyclic or cocyclic. Then, by Proposition 1.6, there exists an extreme involution a of A such that 5=.41, and since </> is an isomorphism, a* is an extreme involution of B; and from Proposition 1.6 we infer that Ba* and Bi* are cyclic or cocyclic. Now P<f>' = Ba* or P<f>' = Ba*, and thus (a) is proved.
Let PeHA be cyclic and let A=P® C. Then 2^P~Hom(C,P) by Hausen [6, Hilfssatz 1.4] , and since A is a ipp)-group, there exists a cyclic direct summand ß of C with |ß|^[P|. Hence, \P\ =Exp2¿P. Let Ce HA be cocyclic and let A = C © P. Then 2i4C~Hom (P, C) by Hausen [6, Hilfssatz 1.4] , and since A is a (/7/ri-group, there exists a cyclic direct summand Q of C with |ß|^|P|. Hence, \A/C\ = \P\=ExpI,AC.
Now ~LAP~*LBP</>' for all P e HA, and from the preceding argument we get (b QeHA with |ß| = |P|.
Let P and Q be cyclic direct summands of A such that |P|^|ß| and let A=P® C. Since |ß|#|P|, there exists a cyclic Re HC with |Ä| = |ß|, and since rank A > 2, we have P^P ®ReHA and /?c/> © R e HA.
Assume that P</>' is cyclic; then Proposition 4.3 implies P</>'<=iP© R)</>'. Suppose that R(p' is cocyclic; then (/* © R)<f>''<= R</>' by Proposition 4.3, and this implies P<f>'<=■ R<f>'. Hence, P<=R or R<=P, a contradiction. Thus R</>' is cyclic, and since \B\ = | Q\, from (1) we infer that Q</>' is cyclic. We conclude that (2) if P</>' is cyclic for some cyclic P e HA, then P<f>' is cyclic for every cyclic
PeHA.
Dualizing, we get (2*) if P<p' is cocyclic for some cyclic P e HA, then P</>' is cocyclic for every cyclic Pe HA. Let X, Ye HA such that X<= Y and let A = X@D=Y@E. Then Y=X ®iYn D)andA = X@iYn D)®E,and since Je y, we have Yn D^O. This implies that there exists a cyclic P e HA such that fe y and P$ X$P. Assume that P</>' is cyclic; then /><£'<= Y</>' by Proposition 4.3. Suppose that Y<p'<=X<f>'; then P<f>'^X<f>' and this implies ?c y 0r X^P, a contradiction. Hence A^'c Y</>', and from (2) we conclude that (3) if P(/>' is cyclic for some cyclic PeHA, then we have A^'s Y</>' for all Z, Te//^1 with X^Y.
Dualizing, we get (3*) if P<f>' is cocyclic for some cyclic P e HA, then we have Y<f>' S X</>' for all Z, Ye HA withZsT. The proof is an adaptation and modification of the methods of Baer [1, Theorem II. 1.3] ; cf. Fuchs [4, pp. 305-308] . Proof. Let A = {u}® C. Then B={u}f® Cf by (1) , and from (2) we infer that o(«) = o(w'). We define <\> as follows: if x e C[pk], then x<f> is the unique element x' which exists by (3.a) with {u+x}fi={u' + x'}; and inu)t/i = nu' for all integers n.
By (3.b) , 0 is an isomorphism of A[pk] onto B[pk], Let P e H0A be cyclic with \P\ ¿pk and suppose that PsC or P={u+x} with x e C[pk]; then we have Pf=P>/> by (3.c) and (3.a).
Let P e H0A be cyclic with \P\ Spk and suppose that P£C and P^{u + x} for all x e C[pk]. Then we have P={p'u+x}, where k >j^ 1 and x e C[pk]; let \P\=p*. Sincey'^ 1, it follows readily thatpi_1x has height i-\ in A; and since p'x=0, we conclude that {x} is a direct summand of order p' of A ; cf. [4, top of p. 80 such that {y+x}f={y' + x'} and {*}/={*'}. Then {>»+(«+*)}/= {/+(#+*')} by (3.b) , and from (3.c) we get {u+x}f={ui/i+x'}. But x' e C[pk], and thus x' = xif> by the definition of >/>. Now {j' + (pJw+.x))/={/+(piWr'+*r')} by (3.b) , and (3.c) implies Pf={piu+x}f={(p'u + x)ip}=Pi/j, as desired. Hence, >/> is an isomorphism of A[pk] onto B[pk] such that P^P«/-for every cyclic P e HA with |P| gpfc. Q.E.D.
Lemma 4.7. Le/ A and B be reduced Abelian p-groups and let f be an order-preserving mapping of H0A into HQB satisfying conditions (1), (2) for all ke M, such that ift, is an extension of 4>k whenever k £j, and such that P</>k=Pf for every cyclic P e H0A with \P\ ¿pk. Let <f> be the map of A into 5 which coincides with i/ik on A[pk] for all k e M; clearly «/t is a monomorphism. Now if A is not bounded, then it is clear that </< is epimorphic, and if A is bounded of exponent pk > 1 then every xe B with o(x) =pk generates a direct summand, so that Exp B=pk = Exp A. Hence, </< is an isomorphism of A onto 5 such that Pf=P</> for every cyclic P e H0A; and since D</> = Df for every D e H0A by (1), the proof is complete.
Terminological note. A group is a (ppp)-group if and only if it is a nonzero pgroup which has three independent elements of maximal order if it is bounded. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
