In this lecture, we will take a look at the fundamentals of distributed estimation. We will consider a random variable being observed by N sensors. Under the assumptions of Gaussian noises and linear measurements, we will derive the weighted covariance combination of estimators. We will then touch upon the issues of distributed static sensor fusion and estimation of a dynamic random variable. Towards the end, we will look at the problem of dynamic sensor fusion, i.e., distributing a Kalman filter so that multiple sensors can estimate a dynamic random variable.
Preliminaries

Matrix Inversion Formula
Optimal mean square estimate of a random variable
We will be interested in minimum mean square error estimates. Given a random variable Y that depends on another random variable X, obtain the estimateX such that the mean square error
given by E X −X 2 is minimized. The expectation is taken over the random variables X and Y . x (x − g(y)) 2 f X|Y (x|y)dx.
Now consider the derivative of the cost function with respect to the function g(y).
Thus the only stationary point is g(y) = E [X|Y = y] . Moreover it is easy to see that it is a minimum.
The result holds for vector random variables as well. MMSE estimates are important because for Gaussian variables, they coincide with the Maximum Likelihood (ML) estimates. Of course, for non-Gaussian random variables, other notions of optimality may be better. (Recall Moving Horizon Estimation [1] ).
It is also a standard result that for Gaussian variables, the MMSE estimate is linear in the state value. Proof was given in the lecture on Kalman filtering. So we will restrict our attention to linear estimates now. Also, from now on we will assume zero mean values for all the random variables. All the results can however be generalized. The covariance of X will be denoted by R X and the cross-covariance between X and Y by R XY .
Proposition 3. The best linear MMSE estimate of X given Y = y iŝ
Let the estimate bex = Ky. Then the error covariance is
Differentiating C w.r.t. K and setting it equal to zero yields
In the standard control formulations, we are also interested in measurements that are related linearly to the variable being estimated (usually the state).
Proposition 4. Let y = Hx + v, where H is a matrix and v is a zero mean Gaussian noise with covariance R V independent of X. Then the MMSE estimate of X given Y = y iŝ
with the corresponding error covariance
Proof. Follows immediately by evaluating the terms R XY and R Y and substituting in the result of Proposition 3.
Combining Estimators: Static Sensor Fusion
We can write the result for a linear measurement in an alternate form.
Proposition 5. Let y = Hx + v, where H is a matrix and v is a zero mean Gaussian noise with covariance R V independent of X. Then the MMSE estimate of X given Y = y is
with P is the corresponding error covariance given by
Proof. The expression for P follows by applying the matrix inversion lemma. For the estimate, consider
This alternate form is useful because we can use it to combine local estimates directly without recourse to sending all the measurements to a central data processing unit that runs a giant estimator. This is called static sensor fusion.
Static Sensor Fusion for Star Topology
Proposition 6. Consider a random variable X being observed by n sensors that generate measurements of the form
where the noises v i are all uncorrelated with each other and with the variable X. Denote the estimate of x based on all the n measurements byx and the estimate of x based only on the measurement y i byx i . Thenx can be calculated using
where P is the estimate error covariance corresponding tox and P i is the error covariance corresponding tox i . Further
Proof. Denote y as the stacked vector of all the measurements y i 's, H the corresponding measurement matrix obtained by stacking all the H i 's and v the noise vector obtained by stacking all the noises v i 's. The global estimatex is given by
But all the v i 's are uncorrelated with each other. Hence R V is a block diagonal matrix with blocks R V i . Thus the right hand side can be decomposed as
But each of the terms H
y i can be written in terms of the local estimates
The proof for the expression for the global error covariance is similar.
This result is useful since it allows the complexity of calculation at the fusion center to go down considerably 1 . Of course it assumes that the sensors can do some computation, but that is reasonable. The form of the global estimator shows that what we really want is a weighted mean of the local estimates. Each estimate is weighted by the inverse of the error covariance matrix. Thus more confidence we have in a particular sensor, more trust do we place in it.
Static Sensor Fusion for Arbitrary Graphs
The result above assumed the presence of a star topology in which one central node had access to local estimates from every other node. It was essentially a two step procedure then: first all the nodes transmit local estimates to the central node and then the central node calculates and transmits the weighted sum of the local estimates back. Once we realize that what is really required is a weighted average, we can generalize the approach to an arbitrary graph at the expense of more time being required. The generalization is along the lines of average consensus algorithms that have been recently considered by many people (see, e.g., [2, 3, 4] ). The details of the algorithm will be covered in a later lecture. For now, I will only cover the basics.
Consider N nodes each with access to a scalar value being connected according to an arbitrary (but time-invariant) graph. Suppose we want each node to calculate the average of all the numbers. One way to do that is if each node implements the dynamical system
As an exercise, compare the number of elementary operations (multiplications and additions) for the two algorithms.
where h is a small positive constant. On stacking the states of all the nodes, the entire system evolves as
where L is the Graph Laplacian matrix. If the underlying graph is connected, L has the following properties:
1. It is a symmetric positive-definite matrix. Thus the dynamics is stable (assuming h is small enough) and reaches a steady-state.
2. Each row sum is 0. Thus any vector with identical components is an equilibrium.
3. Each column sum is 0. Thus the sum of entries x(k) is conserved at every time step.
Because of these three properties, it is easy to see that each entry must converge to the average of the sum of the initial conditions. This algorithm can then be readily extended for calculating weighted averages of vectors [5, 6] . If the initial values are given by the vectors x i (0), each node calculates the following:
In our case, we let x i (0) to be the local estimate values and W i to be inverse of the local estimation error covariance, and obtain the required weighted sum.
Sequential Measurements from One Sensor
The same algorithm can be extended to the case when there are multiple measurements from one sensor. Furthermore, the processing can be done in a sequential manner. Consider a random variable evolving in time as
where w(k) is white zero mean Gaussian noise with covariance matrix Q. The sensor generates a measurement at every time step according to the equation
where v(k) is again white zero mean Gaussian noise with covariance matrix R. We wish to obtain an estimate of x(k) given all the measurements {y(0), y(1), · · · , y(k)}. Suppose we divide the measurements into two sets:
1. The measurement y(k).
2. The set Y of the remaining measurements y(0) through y(k − 1). Now note that the two sets of measurements are related linearly to x(k) and further the measurement noises are independent. Thus we can combine the local estimates to obtain a global estimate. First we calculate the estimate of x(k) based on y(k). It is given by
where M is the error covariance given by
Letx(k − 1|k − 1) be the estimate of x(k − 1) based on Y and P (k − 1|k − 1) be the corresponding error covariance. Then the estimate of x(k) given Y is given bŷ
with the error covariance
Thus the estimate of x(k) given all the measurements is given by the combination of local estimates and can be seen to be
The corresponding error covariance is given by
These equations form the time and measurement update steps of the Kalman filter. Thus the Kalman filter can be seen to be a combination of estimators. This also forms an alternative proof of the optimality of the Kalman filter in the minimum mean squared sense under the stated assumptions.
Combining Sequential Measurements from Multiple Sensors: Dynamic Sensor Fusion
Suppose there are multiple sensors present that generate measurements about a random variable that is evolving in time. We can again ask the question about how to fuse data from all the sensors for an estimate of the state x(k) at every time step k. This is the question of dynamic sensor fusion. We will begin by seeing why this question is difficult. To begin with, the problem can be solved if all the sensors transmit their measurements at every time step. The central node in that case implements a Kalman filter (which we will refer to from now as the centralized Kalman filter). However, there are two reasons why this may not be the preferred implementation.
1. The central node needs to handle matrix operations that increase in size as the number of sensors increases. We may want the sensors to shoulder some of the computational burden.
2. The sensors may not be able to transmit at every time step. Hence we may want to transmit after some local processing, rather than transmit raw measurements.
We will initially assume that the sensors can transmit at every time step and concentrate on reducing the computational burden at the central node.
Transmitting Local Estimates
Our first guess would be to generate a local estimate at each sensor that extracts all the relevant information out of the local measurements and then to combine the estimates using methods outlined above. However, in general, it is not possible to use above method. Consider n sensors being present with the i-th sensor generating a measurement of the form
Suppose we denote by Y i the set of all the measurements from the sensor i that can be used to estimate the state x(k), i.e., the set {y i (0), y i (1), · · · , y i (k)}. We wish to see if the local estimates formed by the sets Y i 's can be combined to yield the optimal global estimate of x(k). We can think of two ways of doing this:
1. We see that the set Y i is linearly related to x(k) through an equation of the form
. . .
However we note that the process noise w appears in the noise vector. Thus even though the measurement noises v i (k)'s may be independent, the noise entering the sets Y i become correlated and hence the estimates cannot be directly combined. Of course, if the process noise is absent, the estimates can be combined in this fashion (see, e.g, [7] where the optimality in this special case was established. For a general discussion about the effects introduced by the process noise see, e.g. [8, 9, 10, 11, 12] ).
2. We see that x(k) can be estimated once the variables x(0), w(0), · · · , w(k − 1) are estimated. Now Y i is linearly related to these variables through
. Now the measurement noises for different sensors are uncorrelated and the estimates can be combined. However, the vector being transmitted from either of the sensors is increasing in dimension as the time step k increases. Moreover the computation required is increasing since a matrix of size growing with time needs to be inverted at every time step. Hence this is not a practical solution.
Thus we see that it is not straight-forward to combine local estimates to obtain the global estimate. We can ask the question if it is possible at all to obtain the global estimate from the local estimates. Thus imagine that the local estimatesx i (k) were being combined in the optimal fashion. Is it possible to generate the global estimatex(k)? As noted above, for the special case when there is no process noise, this is indeed true. However, in general, it is not possible.
Proposition 7. (From [13] 
Then the global estimatex can be obtained from the local estimatesx 1 andx 2 if and only if
Proof. The global estimate generated from the measurements is given bŷ
If it is generated from the local estimates, it is given bŷ
The result is thus obvious.
If L is invertible, the condition is satisfied and hence the global estimate can be generated from the local estimates. In general, however, L would be a fat matrix and hence the condition will not be satisfied. We thus have two options: 1. Find the best possible global estimator from the space spanned by the local estimates. This is left as an exercise.
2. Find the extra data that should be transmitted that will lead to the calculation of the global estimate. We will now describe some such schemes. For these and more such strategies see, e.g., [14, 15, 13, 16, 7, 17, 18, 19, 20, 21, 22, 23, 24, 25, 12] .
Distributed Kalman Filtering
For this section we will assume that the sensors are able to transmit information to the central node at every time step. We will use the following information form of the Kalman filter update equations.
Proposition 8. Consider a random variable evolving in time as
Suppose it is observed through measurements of the form
Then the measurement updates of the Kalman filter can be given by this alternate information form.
Proof. The equations were derived in section 2.3.
The basic result about the requirements from the individual sensors can be derived using the above result.
Proposition 9. The global error covariance matrix and the estimate are given in terms of the local covariances and estimates by
Proof. Proof follows by noting that the global estimate is given by
Since R is block diagonal, the terms C T R −1 y(k) and C T R −1 C are decomposed into the sums
Noting the for the i-th sensor, the estimate and the error covariance are given by
Based on this result we now give two architectures for dynamic sensor fusion.
1. In the first, rather obvious, architecture, the individual sensors transmit the local estimateŝ x i (k|k). The global fusion center combines the estimates using the theorem given above. Note that the termsx(k|k − 1) andx i (k|k − 1) can be calculated by the fusion node by using the time update equationx (k|k − 1) = Ax(k − 1|k − 1).
Similarly all the covariances can also be calculated without any data from the sensor nodes. This method is simple, especially at the sensor level. However, the fusion node has to do a lot of computation.
2. This method makes the computation at the fusion node simple at the expense of more data transmitted from the sensor node. The essential point is the observation that the term P −1 (k|k − 1)x(k|k − 1) can be written in terms of contributions from individual sensors, i.e.,
This can be proved using straight-forward algebraic manipulation as follows.
Thus z i (k) evolves according to the relation
, which depends only on the i-th sensor's data. The covariances do not depend on the data and can be calculated anywhere. Hence each sensor transmits the quantity and the fusion node just calculates the sum of these quantities. Thus at expense of more data transmitted from the sensor nodes, we have made the central node very simple.
