Abstract-We use a Rényi entropy method to prove a strong converse theorem for the task of quantum state redistribution. More precisely, we establish the strong converse property for the boundary of the entire achievable rate region in the (e, q)-plane, where the entanglement cost e and quantum communication cost q are the operational rates describing a state redistribution protocol. The strong converse property is deduced from explicit bounds on the fidelity of the protocol in terms of a Rényi generalization of the optimal rates. Hence, we identify candidates for the strong converse exponents for entanglement cost e and quantum communication cost q, respectively. To prove our results, we establish various new entropic inequalities, which might be of independent interest. These involve conditional entropies and mutual information derived from the sandwiched Rényi divergence. In particular, we obtain novel bounds relating these quantities to the fidelity of two quantum states.
I. INTRODUCTION
One of the primary goals of quantum information theory is to evaluate optimal rates of information-theoretic tasks. This usually amounts to proving a coding theorem that establishes an entropic quantity as the optimal rate of a task. To illustrate the concept, consider a task where the optimal rate is a cost, quantifying the minimum rate at which an available resource is consumed in accomplishing the task. The converse part of a coding theorem then establishes the optimal rate as a threshold: For any code with rate lower than the optimal rate, the error incurred in the protocol is bounded away from 0 in the asymptotic limit n → ∞, where n denotes the number of uses of the underlying resource. However, in principle such a weak converse statement allows for a trade-off between the rate of the protocol and the error incurred. In contrast, a strong converse theorem eliminates the possibility of such a tradeoff: For codes with a rate below the optimal rate, the error incurred in the protocol necessarily tends to 1, rendering the code completely useless. If a strong converse theorem can be proven for a task with known optimal rate, we say that the latter satisfies the strong converse property. This property establishes the optimal rate as a sharp rate threshold for the task.
A particularly useful method for proving such theorems is the Rényi entropy method, which originated from a paper by Arimoto [1] in which he rederived Wolfowitz's strong converse theorem for the capacity of a classical noisy channel [2] . It was further developed by Ogawa and Nagaoka [3] and Nagaoka [4] to prove the strong converse property of the capacity of classical-quantum channels. The Rényi entropy method typically consists of proving a bound of the following form on the error ε n incurred in the protocol, valid for a suitable range of a real non-negative parameter α:
Here, r is the rate of the protocol, C(α) is a non-negative function independent of n, and R α is a Rényi generalization of the known optimal rate r * of the protocol, in the sense that
In some of our applications, R α is given in terms of the sandwiched Rényi divergence D α (ρ σ) [5] , [6] , defined for a quantum state ρ, a positive semidefinite operator σ, and
if supp ρ ⊆ supp σ, and +∞ otherwise.
In the following, we demonstrate how a bound of the form (1) implies a strong converse theorem. To this end, assume that we have a protocol with rate r < r * . Then there is δ > 0 such that r + δ < r * . Moreover, (2) implies that there is an α 0 in a neighborhood of 1 such that R α0 > r * −δ. Combining the two inequalities, we obtain r < r * − δ < R α0 , and inserting this in (1) yields
with K := C(α 0 )(R α0 − r) > 0. Since Equation (4) implies lim n→∞ ε n = 1, we obtain a strong converse theorem for the information-processing task at hand. Main result: We prove a strong converse theorem for quantum state redistribution [7] . In this task, a tripartite state ρ ABC is shared between two parties Alice (AC) and Bob (B), and their goal is to transfer the A system from Alice to Bob using noiseless (forward) quantum communication and entanglement between them (cf. Section III-A for details). We establish the strong converse by proving bounds on the fidelity of an arbitrary state redistribution protocol in the spirit of (1), and these bounds constitute the main result (Theorem 6).
While we concentrate on state redistribution here, we also prove (or rederive) strong converse theorems for the tasks of state redistribution with feedback [8] , measurement compression with quantum side information (QSI) [9] , randomness extraction against QSI [10] , [11] , [12] , and data compression with QSI [13] , by establishing analogous bounds on the respective figures of merit of these tasks. We refer to the arXiv preprint [14] for details.
In Section II we define the Rényi entropy, Rényi conditional entropy, and Rényi mutual information. These entropic quantities play a key role in our proofs, and we derive a number of new properties for them (the proofs of these results can be found in [14, Sec. 2.4] ). In Section III we describe the state redistribution protocol in detail, and give a complete proof of our main result, a strong converse theorem for state redistribution. Finally, we conclude with open questions in Section IV.
II. RÉNYI ENTROPIC QUANTITIES
We define the following entropic quantities based on the α-sandwiched Rényi divergence (3): [6] ).
(i) For ρ ∈ D(H) and α ∈ (0, ∞) \ {1}, the Rényi entropy of order α is defined as
Note that lim α→0 S α (ρ) = S 0 (ρ) = log rk ρ. 1 We use the notation
(ii) For ρ AB ∈ D(H AB ) and α ∈ (0, ∞) \ {1}, the Rényi conditional entropy of order α is defined as
and the Rényi mutual information of order α is defined as [15] I α (A; B) ρ := min
We have [5] , [6] 
Therefore, in the subsequent discussion of the sandwiched Rényi divergence D α (ρ σ) and its derived quantities, we will use the full range α ≥ 0, setting [16] . In the following proposition we collect a few properties of the Rényi quantities defined above that we need in the proofs in Section III-B:
, [6] ). Let ρ ∈ D(H) and σ ∈ P(H). The sandwiched Rényi divergence and entropies derived from it satisfy the following properties: (i) Positivity and dimension bound:
The extremal values are achieved for pure states and completely mixed states, respectively. (ii) Additivity: For all α > 0 and
1 Here, rk ρ denotes the rank of ρ.
Furthermore, let ρ AB and σ A B be bipartite states and
(iii) [19] , [17] Data processing inequality: Let α ∈ [1/2, ∞) and Λ be a completely positive, trace-preserving map, then
For the Rényi conditional entropy, we have
for a tripartite state ρ ABC and α ≥ 1/2. (iv) [20] Subadditivity: Let α ≥ 0 and ρ AB ∈ D(H AB ), then
In addition to these results, we prove a number of new properties for the Rényi entropic quantities given in Definition 1. The proofs of these properties can be found in the arXiv preprint [14] . The first result is the following dimension bounds on the Rényi conditional and mutual information:
For an arbitrary tripartite state ρ ABC we have
The next proposition is crucial for our proofs. It bounds the difference of Rényi entropic quantities of two quantum states in terms of their fidelity. 2 Note that the inequality (8) for the Rényi entropies originally appeared in [20] .
Proposition 4. Let ρ AB , σ AB ∈ D(H AB ), and for α ∈ (1/2, 1) define β ≡ β(α) := α/(2α − 1). Then the following inequalities hold:
Assuming that ρ A = σ A holds, we also have
III. STATE REDISTRIBUTION
A. The protocol
Consider a tripartite state ρ ABC shared between Alice and Bob, with the systems A and C being with Alice and the system B being with Bob. Let ψ ABCR denote a purification of ρ ABC , with R being an inaccessible, purifying reference system. Furthermore, Alice and Bob share entanglement in the form of a maximally entangled state (MES) Φ Figure 1 .
In achieving this goal, Alice and Bob are allowed to use local encoding and decoding operations on the systems in their possession. In addition, Alice is allowed to send qubits to Bob (through a noiseless quantum channel). A general state redistribution protocol (ρ, Λ) with Λ ≡ D • E and ρ = ρ ABC consists of the following steps (cf. Figure 2 
the state after Alice's encoding operation is
and the final state of the protocol (ρ, Λ) is given by
The aim is to obtain a state σ that is close to the target state
where ψ A B C R = ψ ABCR . The figure of merit of the protocol is the fidelity F (σ, Ω). The number of qubits that Alice sends to Bob is given by log |Q|, whereas the number of ebits consumed in the protocol is given by log k − log m = log |T A | − log |T A |. We consider state redistribution in the asymptotic, memoryless setting, where Alice and Bob start with multiple (say, n) copies of the initial resource, and we consider the asymptotic limit n → ∞. More precisely, Alice and Bob initially share n identical copies of the state ρ ABC with purification ψ ABCR , i.e. they share the state ρ ⊗n ABC with purification ψ ⊗n ABCR . Then we consider state redistribution protocols (ρ ⊗n , Λ n ) with the figure of merit
where Ω is defined as in (14), σ n := (Λ n ⊗id R n )(Ω ⊗n ) with Ω as in (11), and Λ n :
with Q n being sent from Alice to Bob. The two operational quantities of interest are as follows:
1) The quantum communication cost of the protocol (ρ ⊗n , Λ n ), given by
2) The entanglement cost of the protocol (ρ ⊗n , Λ n ), given by
A pair (e, q) ∈ R 2 with q ≥ 0, is said to be an achievable rate pair for state redistribution of a state ρ ABC , if there exists a sequence of protocols {(ρ ⊗n , Λ n )} n∈N , satisfying lim inf
Luo and Devetak [21] and Yard and Devetak [22] (see also Devetak and Yard [7] ) proved that (e, q) is an achievable rate pair for state redistribution of a state ρ ABC if and only if it lies in the region defined by
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Recently, a strong converse theorem for the quantum communication cost was proved by Berta et al. [23] using the smooth entropy framework (cf. [11] , [24] , [25] , [26] , [27] and references therein). This theorem, however, did not prove the strong converse property for the entire boundary of the achievable rate region given by (18) . We fill this gap with eq. (29) of Theorem 6, as well as provide an alternative proof of the strong converse theorem of [23] (eq. (28) of Theorem 6). After a discussion with the present authors, Berta et al. were able to extend their theorem to the entire boundary of the achievable rate region based on our proof method of (28) [8] .
B. Strong converse theorem
We first derive a 'one-shot' bound on the fidelity:
Lemma 5. Let ρ ≡ ρ ABC be a tripartite state with purification |ψ ABCR , and let (ρ, Λ) be a state redistribution protocol where Λ ≡ D•E with E : ACT A → C T A Q and D : QBT B → T B A B as defined in Section III-A. Furthermore, set
Then we have the following bounds on F for α ∈ (1/2, 1) and β ≡ β(α) = α/(2α − 1):
We also have the following alternative bound to (20) :
Proof. We first prove (19) . Denote by U E :
the Stinespring isometries of the maps E and D respectively, and define the pure states
that purify the mixed states ω and σ defined in (12) and (13), respectively. We then have
where we used the subadditivity of the Rényi entropies (Proposition 2(iv)) twice, as well as the fact that T A is the same size as T B . For the fidelity
, we know by Uhlmann's theorem that there exists a pure state φ E1E2 such that
where |σ T A T B A B C RE1E2 is the pure state defined in (23) . The inequality follows from the monotonicity of the fidelity under partial trace. Hence, by eq. (8) of Proposition 4 we obtain the following bound, setting β = α/(2α − 1):
where we used the invariance of the Rényi entropies under the isometry U D (Proposition 2) in the first equality, eq. (8) of Proposition 4 in the first inequality, and additivity and positivity of the Rényi entropies (Proposition 2(ii) and (i)) in the second inequality. Combining (24) and (25) then yields
which is equivalent to (19) .
To prove (20), we first note that from eq. (9) of Proposition 4 we have the inequality
We bound the second term on the right-hand side of (26) as follows:
where we used data processing (Proposition 2(iii)) in the first inequality, and eq. (6) and Proposition 2(ii) in the second inequality and the first equality, respectively. Substituting (27) in (26) now yields (20) . The bound (21) follows from similar arguments as those used for the proof of (20) , relying on eq. (7) of Lemma 3 and eq. (10) of Proposition 4 instead. We therefore omit an explicit proof.
Using additivity of the Rényi entropic quantities (Proposition 2(ii)) and the definition of entanglement cost and quantum communication cost (eq. (17) and (16), respectively), Lemma 5 immediately implies the following strong converse theorem: Theorem 6 (Strong converse for state redistribution). Let ρ ≡ ρ ABC be a tripartite state and {(ρ ⊗n , Λ n )} n∈N be a sequence of state redistribution protocols as described in Section III-A, with figure of merit F n as defined in (15) . Then for all n ∈ N 2016 IEEE International Symposium on Information Theory we have the following bounds on F n for α ∈ (1/2, 1) and β = α/(2α − 1):
where κ(α) = (1 − α)/(2α), and q ≡ q(ρ ⊗n , Λ n ) and e ≡ e(ρ ⊗n , Λ n ) are the quantum communication cost and entanglement cost defined in (16) and (17), respectively. As an alternative to (29), we also obtain the bound F n ≤ exp −nκ(α) I α (R; AB) ρ − I β (R; B) ρ − 2q . 
where (31b) follows from a similar argument as in [28, Lem. 8] . Moreover, the right-hand sides of (31) determine the boundary of the region of achievable rate pairs (e, q) given by (18) . Hence, we obtain a strong converse theorem for state redistribution following the argument at the end of Section I.
IV. CONCLUSION AND OPEN QUESTIONS
We derived a strong converse theorem for the task of state redistribution using a Rényi entropy method. A particular advantage of our proof method is that it yields explicit bounds on the figure of merit, exhibiting exponential decay of the fidelity of the protocol in the spirit of Wolfowitz's original strong converse result [2] . Another advantage of our explicit bounds is that we identify Rényi generalizations of the optimal rates as candidates for the strong converse exponents of state redistribution (as well as the other information-theoretic tasks discussed in the arXiv preprint [14] ). For a given task, the strong converse exponent is the exact exponent of the decaying fidelity (or success probability) for a given rate above zero and below the smallest achievable rate. Determining whether any of the Rényi generalizations in our strong converse bounds are indeed the exact strong converse exponents for the tasks in question is an interesting problem for future research.
