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The magnetic hard disk drive (HDD) as an important data-storage medium has
seen a 100% annual growth rate of areal density in the past few years. This trend
has been supported by the steady increase of the track density, which is mea-
sured by track-per-inch ( or TPI) and data density. The improved servo control,
compared with other ways of increasing the track density such as reducing the
vibration via thicker and alternative disk, fluid dynamic bearing spindle motors,
higher bandwidth or dual stage actuators, multi-sensing technology and etc., is the
most cost-eﬀective way. Thus to improve the servo design in the hard disk drives
is the first choice and last band aid, for supporting the TPI growth.
This thesis presents some new control design methods for HDD servo systems. We
have studied the robust and perfect tracking (RPT) design in both the continuous-
time and discrete-time domains. Also the H2 optimal control has been studied to
achieve the highest tracking accuracy. All the diﬀerent designs have been applied
to two kinds of hard disk drive servo systems, namely the single-stage actuator
system, in which the voice coil motor (VCM) has been be used in virtually all
commercial disk drives until now, and dual-stage actuator system, in which a
secondary milli or micro actuator rides piggyback on top of the VCM and works as
a fine positioning actuator. The dual stage servo is regarded as the key technology
to support the TPI growth breakthrough in the future.
Robust and Perfect Tracking Control, a newly-developed control design method,
is the first control method we considered. In RPT design, we cast the overall
HDD servo system design into a RPT design framework. A first order dynamic
measurement feedback controller is then designed to achieve the robust and perfect
tracking for any step reference. Our controller is theoretically capable of making
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the Lp-norm of the resulting tracking error with 1 ≤ p <∞ arbitrarily small in the
face of external disturbances and initial conditions. Some trade-oﬀs are then made
in order for the RPT controller to be implementable using the existing hardware
setup and to meet physical constraints such as sampling rate and the saturation
of control in the system. The implementation results of the RPT controller are
compared with those of a PID controller. The results show that our servo system
is simpler and yet has faster seeking times, lower overshoot and higher accuracy.
Later the RPT design is applied to the dual-stage actuator hard disk drives. We
considered two diﬀerent control strategies in the dual-stage actuator hard disk
drives. One is to apply robust and perfect tracking to VCM actuator and the
conventional PID design to the micro-actuator. Another design is to apply the
robust and perfect tracking to the micro-actuator, and conventional design to VCM
loop. These two control designs both show higher performances than the single-
stage actuator system.
The emphasis of the second half of this thesis is the application of H2 optimal
control to investigate the performance limit for track following operation, which
is traditionally evaluated as Track Mis-registration (TMR) or equivalently Track
Per-Inch (TPI). Through analysis, we established that minimizing the closed-loop
H2 norm considering the noise and disturbance models can minimize the TMR.
Therefore an H2 control approach by solving the AREs for the non-regular H2
optimal control problem, is applied towards the minimization of the TMR. Both
single-stage actuator case and dual-stage actuator are considered and the numer-
ical examples for these cases are studied. The control designs are compared with
the conventional PID control as well. Furthermore, to deal with the control satura-
tion due to the limited displacement range of the secondary stage actuator, we also
studied the H2 optimal control design with the PQ method together. Compared
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with existing design methods, the proposed methods do not need the tedious con-
troller parameter tuning, and the optimal tracking performance is guaranteed by
the design method. Although the control designs were tested only on a dual-stage
servo loop with the piezo-electrically actuated suspension, the method is generic,
and should be applicable to other types of dual stage actuators such as MEMS
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1.1 Background and Motivations
Since 1956, when the first disk drive IBM RAMDAC with only 5-MB capacity in
24-inch disk was introduced, the magnetic recording technology has been going
through a series of rapid transformations. At the same time, the areal densities
have increased dramatically. The recording densities have gone up more than 100
times and data access performance has gone up by at least 15 times in the last two
decades [87]. Nowadays, the magnetic hard disk drives have become the dominant
storage technology for information processing systems and have been applied in
such diverse applications from servers for large enterprise computers to desktop
and laptop computers. With the rapid development of the data storage capacity
and low cost, the hard disk drive is even considered as one of the key components
in the future consumer electronics, such as, to store the digital video and audio
data in so-called hard disk recorder (HDR) [96].
The rapid evolution of magnetic hard disk drives in form factor, performance and
cost during the past 20 years has been the direct result of many technological
1
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innovations applied to these products. These innovations include the magneto-
resistive heads for the areal densities above 20 GBits/in2, PRML data channels for
the media data rates exceeding 14 MBytes/sec, mechanical improvements for 3.5-
inch, 2.5-inch and smaller form factor designs, the spindle speed exceeding 7000-
10000 RPM even above 15000 RPM, increased reliabilities as measured in MTBF
(Mean-Time Between Failure) above 1 million hours, and finally the decreasing
production cost [57, 34, 35, 36].
As the most important specification for hard disk drives, the areal density in-
crease is required to satisfy the demand for larger capacity hard disk drives. The
compound growth rate of the areal density is astonishing 60%, even up to 100%
since 1997, driven by the progress of advanced magnetic sensors, thin film metal
media and PRML channels. At the same time, the wide use of personal computers,
laptops and handhold computers drives the form factor to be smaller and smaller,
from 3.5 inch, 2.5 inch, to even smaller than 1 inch.
Furthermore, the increase of the track density is expected to be larger than that of
bit density due to several reasons of magnetic recording and data transfer problems.
Currently, the disk capacity in 3.5-inch disk drives is above 180 GB, and that in
2.5-inch disk drives with 3 disks is more than 20 GB. It is estimated that the disk
capacity will reach 360 GB in the year of 2005.
When the performance of hard disks is being increased, some obstacles must be
overcome. One obstacle in increasing track density is how to reach the high head-
positioning accuracy in track-following, which is 8-10 % of the track width. When
the areal density is projected to be higher than 100 GB/in2 by the year of 2005, the
positioning accuracy is even projected to be approaching about 0.01 µm at the same
time [35, 125]. Another main obstacle is the data transfer rate limitation. There
2
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are many possible ways to improve it, and both of the disk rotational speed and the
head seeking time are important design factors. Recently, the access time has been
improving rapidly. It is projected to be 2-4 ms by the year of 2005, while the seek
time is projected to be even smaller [125]. As a result of above specifications, the
servo bandwidth of the hard disk servo loop will be increased from currently about
1 kHz to above 4 kHz in the coming serval years. According to the requirements
of the hard disk servo mechanism, the head positioning servo must suppress both
the external and the internal disturbances during track-following, allow the swift
and smooth settling and access the target track quickly.
As a summary, to meet the specification of the high performance hard disk drives,
the control objectives of the servo design in hard disk drives should include: (1)
increase the bandwidth of servo loop; (2) develop a high speed and robust seeking
servo, and (3) develop a smooth settling servo. All the new progresses of research
work in the hard disk servo are all currently focused on these three objectives.
Among these targets, increasing the servo bandwidth is crucial to improving the
positioning accuracy. To increase the bandwidth, there are many methods that
have been presented. Most of them can be grouped into three categories: loop
shaping, dual-stage actuator servo and multi-sensing servo [18, 125]. Let’s look at
the loop shaping method at first. Mainly, there are two obstacles to increase the
bandwidth. One is the sampling frequency, and the other is the mechanical reso-
nance. The sampling frequency of the 3.5-inch hard disk drives has been increasing
to meet the development of the track density, and most recent rate is about 20 kHz.
On the other hand, it is not easy to increase the mechanical resonance frequency of
the VCM arm assembly in the disk drives, which is about 4 kHz. So generally, the
notch filter has been widely used to compensate for the resonance. The concept of
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using the notch filter is to assure stability margin based on the small gain theorem.
But its drawback is the phase shift around the crossover frequency, that limits the
increase of the servo bandwidth. Recently, the phase characteristics of the hard
disk plant have been taken into account. Since the first resonance mode is caused
by the actuator inertia and stiﬀness of pivot bearing, its phase characteristics can
be easily estimated [125]. Based on the comparatively accurate estimation of the
phase characteristics, the higher bandwidth can be achieved by many methods,
such as, adaptive sliding mode(see e.g., [118, 119], LQG/LTR (see e.g., [117]) and
so on. But due to the limitations of these control design methods, such as high
order of the controller, the diﬃculty of parameter tuning and etc., there is still the
need to study and apply the newly developed control methods in the hard disk
servo to meet the higher performance requirement.
The dual-stage actuator is considered as another solution to the problem of in-
creasing the servo bandwidth. The dual-actuator method to increase bandwidth
refers to the case that there is a small actuator mounted on a large conventional
voice coil motor (VCM) actuator. This small actuator is referred as the fine or
secondary actuator and the large actuator is referred to as the coarse or primary
actuator. The dual-stage actuator structure has been used in optical disk drives
for a long time. Now it is drawing more and more interests among the hard disk
drive servo research society. In such a servo system, the track seeking should be
performed by the VCM alone as in the single actuator system. The micro-actuator
will perform the high-bandwidth, high precision control of the slider and will not
to suﬀer from friction. The position measurements from the micro-actuator will
be used in the servo loop to achieve the desired high bandwidth and tracking accu-
racy. As a result, it is quite possible for the dual-stage actuator to achieve above
2 kHz crossover frequency. There have been many research activities of dual-stage
4
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actuator servo in last few years. Many methods, such as the conventional PID
control, optimal LQG/LTR (see e.g., [43, 62]) and newly presented PQ method
(see e.g., [103]) and so on, have been applied.
The last method to increase the servo bandwidth is the multi-sensing servo design.
In this design, the head suspension assembly is considered as a kind of flexible
structure with many vibration modes. A natural way to control the structure is to
have the states available as possible and use a state feedback method. There have
been several attempts of adding an acceleration sensor or a strain gauge [110]. The
recently technologies for multi-sensing design also include the multi-rate control,
zero phase error feed-forward servo (ZPETC) and the perfect tracking control
(PTC). First, the multi-rate control utilizes the fact that there is no restriction
of the sampling period of the control signal. As a result, the sampling period of
the control input can be much shorter than that of the position signal. There
have been several papers on the multi-rate control and there are two methods that
utilize the multi-rate techniques. The first is to use an observer which outputs
an estimated position signal 2-4 times during one sampling period. Its benefit is
to recover phase shift caused by a zero-order holder. The other approach is the
multi-rate feed-forward design [48]. Secondly, the zero phase error feed-forward
servo is useful for compensating the phase to zero, but there is slightly gain down
in high frequency. Combining the ZPETC method with the multi rate control,
the tracking capability can be improved. The last one, which is called the perfect
tracking control (PTC), also uses the feature of the multi-rate output, and can
achieve fast seeking time [29, 125].
To achieve better performance of the hard disk servo, the smooth settling problem
is another important issue in which the exciting of resonance should be avoided
5
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in the existence of various initial conditions. Recently published techniques of
smooth settling are the mode-switching control (MSC) with initial value com-
pensation (IVC), and advanced IVC design considering the mechanical resonance
[126, 128]. The MSC methods have been applied to many motion control fields,
such as CD and XY tables. In HDD, the issue of the MSC is how to switch servo
with a smooth transient response. The advanced IVC design with mechanical res-
onance consideration is a frequency domain design method, that has lower power
to excite the mechanical resonance modes than the mentioned method above. An-
other proposed method is so-called Structural Vibration Minimized Acceleration
Trajectory [91].
As we have discussed here, there are many challenges in the hard disk drive servo
research to achieve higher performance. In this thesis, the presented work is mainly
focused on the optimal control design for the track-following servo in the hard disk
drives. Our concern is to increase the servo bandwidth of the hard disk drive
systems via the optimal control methods. Since the dual stage actuator structure
is another main concern recently, all the control designs that we considered have
been applied to both the single-stage and dual-stage actuator hard disk drives. Our
goal of the control design also includes developing a control system under which
the overall closed-loop system has quick response and fast settling time. That is to
move the read/write head from the present track to a specified destination track in
minimum time and maintain the head as close as possible to the destination track
center while information is being read or written. Since there are uncertainties
in the identified model and exterior noise, we need the closed-loop system to be
robustly stable under existing modeling errors and has enough noise attenuation.
Currently most of the hard disk drives use a combination of classical control tech-
niques, such as lead-lag compensators, PI compensators and notch filters. To meet
6
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the new requirements by the fantastic development of the hard disk drives, novel
control design methodologies should be considered beyond these classical methods
above. So far many control approaches have been tried, such as LQG and/or LTR
approach (see e.g., [45] and [62]), H∞ almost disturbance decoupling approach (see
e.g., [14]), and adaptive control (see e.g., [88]) and so on. Although much work
has been done to date, there are still much space for the application of advanced
control methods. For example, the controller obtained via many methods are of
higher order, which are diﬃcult to be used in the high sampling frequency embed-
ded systems. More studies need to be conducted to use recently developed control
methods to achieve better performance of the hard disk drives.
Another concern of our work is tracking performance limit of the hard disk drive
servo systems. As we know, Track Mis-registration (TMR) is used to measure the
tracking accuracy of the whole HDD servo systems. It is defined as 3 times of σpests,
where the σpest is the standard deviation of the true position error signal (true
PES). From the definition, we could find that the less TMR is, the higher accuracy
the hard disk can reach. In the same way, the less TMR, the higher TPI can be.
For a given mechanical system, improving the servo design to achieve a higher
tracking accuracy is one of the most cost eﬀective way among various solutions.
To minimize the 3σpest, which determines the read/write tracking misregistration
(TMR), many control methods, such as LQG/LTR (see e.g., [62, 117]), optimal
control (see e.g., [78, 69, 124]), robust control (see e.g., [33]), multi-rate control (see
e.g., [29, 17, 48]) have been considered so far. However, the performance limit, e.g.,
the lowest TMR and the highest TPI, that a linear controller can achieve has not
be fully investigated yet. How to achieve the highest TPI, or equivalently how to
obtain the minimized TMR by linear control method remains to be an interesting
topic. In this thesis, this specific problem has been studied and the corresponding
7
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Figure 1.1: A hard disk drive with a VCM actuator servo system.
control design has been developed.
1.2 Hard Disk Drive (HDD) Servo Mechanism
In this section, the structure and servo mechanism of hard disk drives will be briefly
reviewed.
As shown in Fig.1.1, the rotating disks coated with a thin magnetic layer or record-
ing medium are written with data in concentric circles. Each concentric ring on the
surface on which data are recorded is referred to as a track. Data are written with
a head, which is a small horseshoe shaped electro-magnet with a very thin gap.
The electromagnet remains positioned only several micro-inches above the record-
ing medium on an air-bearing surface (ABS) (often referred to as a slider), and
the gap of the energized electromagnet produces a strong magnetic flux field that
magnetically polarizes the recording medium, an operation called writing. Once
polarized, the recording medium remains so until being rewritten. Hence, the disk
drives are called nonvolatile storage. Besides being connected to a high-speed,
bipolar current source for writing, the head is also connected to a high-speed
8
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preamplifier, the output read from the disk surface into detected digital data [28].
The width (in the direction of a disk radium) of the gap determines the trackwidth,
which can be expressed by the track density, in track-per-inch (TPI). To determine
the storage capacity of a disk drive, we need to define the bit density, the number
of bits that can be stored along an unit distance of a track, usually quoted in bits
per inch (BPI) or bits per millimeter. Areal density, is defined as the product of
BPI or TPI. Finally, to find the storage capacity, we multiply aerial density by
the available surface area for each disk surface.
As per the data transfer rate, the disk rotation and bit density together deter-
mine the data rate of the disk drive. Typical date rate varies from one to serval
megabytes per second. In fact, in the disk drives with more than one disk surface,
the heads are most often positioned in unison such that a track defines a cylinder
corresponding to N tracks of total data for N heads. A cylinder of data is thus N
times the total track capacity.
In the hard disk servo, the output of the position channel, that is the position error
signal (PES), is a signal proportional to the relative diﬀerence of the positions of
the center of the servo head and the nearest track center. Thus, the position
error signal is a periodic function of actuator position x for the stationary and
ideal track centers. The PES contains two sources of the motion: that of the
actuator and that of the disc surface. The pattern used on the servo surface is
designed in concert with a demodulation scheme, such that when read back, the
signals infer the head position relative to the nearest track center. The location of
the pattern on the surface determines where the track center will be. Two basic
types of demodulation are employed: peak detection and area detection. At the
same time, all the PES channels suﬀer degradation in performance under non ideal
9
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Figure 1.2: Illustration of servo mechanism in disk drive
conditions.
The head-positioning servomechanism in a hard disk provides a mean for locating
a set of read-write heads in fixed radial locations over the disk surface and allowing
the re-positioning of these heads from one radial location to another. Fig. 1.2 shows
the diﬀerent stages of the position mechanism inside the hard disk drives, that could
be defined as, track seeking, track settling and track following. In the past two
decades, most of the work has been focused on the performance improvement of
track seeking and track following[87, 28]. The smooth track following problem
has not drawn too much attention until recent few years.
In general, track seeking means the mode that the R/W heads are moved from the
present track to a specified destination track in minimum time using a bounded
control eﬀort. Often the access time is used to evaluate the seeking performance
and must be minimized within the limits of technologies and the intended cost of
the machine. Thus the optimal control, non linear control (e.g. bang-bang, PTOS,
etc.) and other techniques are used to provide the minimum seek time.
10
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Track following needs that the heads be maintained as close as possible to the
destination track center while the data is being read from or written. The goal
while reading and writing data is to keep the heads to follow the track in the
same radial path throughout the lifetime of the disk file. Ideally, this path should
be a perfect circle. But in practice, the disk vibration, spindle vibration, spindle
bearing runout and imperfections in the position measurement reference produce
error. Track following requires a significant control action and motion to reduce
the head position-error to near zero. During the track settling, the heads are
supposed to approach the destination track and finally settle within this track.
Look into the servo mechanism in HDD closer, we found that the seek operation
involves a significant change in the actuator position, from one track to thou-
sands. Unfortunately, the linear state feedback control is not the best solution
to the minimum-time motion problem with constrained control eﬀort. For a hard
disk drive, it is simplified as a second order plant with no transmission zeros and
real eigenvalues. Thus the solution to the minimum-time control problem can
be derived via the nonlinear control methodologies. Simply stated, the system is
accelerated at the maximum rate until a switching curve is intersected, then de-
celerated at the maximum rate until the target is met. In control theory, a system
which maintains control of a plant with a constant set point is often referred to
as a regulator. The regulator problem in the hard disk drives is the fact that,
when the servo head reaches the target near the end of a seek, the control system
objective changes from the minimum time to minimum variance of the position er-
ror (subject to the constraints). While track-following, the desired track (or the
’set point’) remains constant, and the task of the control system is to reject force
disturbances and follow the small changes of the track center. The solution almost
universally chosen for the control structure during the state regulation is that of
11
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a stabilizing linear compensator to produce a control signal. Another approach
which is equivalent to a compensator is that of a state estimator in combination
with linear state feedback [87].
Whether a compensator is switched in near the target track or the terminal phase
of the seek merges to linear control, the designer is faced with the problem of how
to choose the exact control function to minimize the position error. At this point,
the 1/s2 transfer function of the actuator poses no challenge. Unfortunately, the
transfer function of real actuators always departs significantly from 1/s2, exhibiting
high-frequency resonant modes which limit the usable bandwidth of the actuator.
As we know, these resonant modes vary greatly with temperature and time and
from one actuator to another. This variation makes it necessary to attenuate the
resonances suﬃciently so that the worst-case actuator, the servo remains stable.
Another important factor is that the actuator is under constant disturbance forces:
cooling air, vibration, electrical cabling, and gravity. All act on the actuator under
varying conditions to accelerate it in one direction or another. Constant forces must
not be allowed to oﬀset the heads from the target. The solution to this problem is
to construct a type-one position loop. All the above factors need to be taken into
account when doing the servo design work [87].
1.3 Contributions And Organizations of Thesis
In this thesis our research emphasis is the optimal control applications in the hard
disk drive servo systems, mainly the robust and perfect tracking control and the
H2 optimal control. The contributions of this thesis can be summarized as,
12
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1. The continuous-time robust and perfect tracking (RPT) controller has been
developed for the single-stage actuator hard disk drive. The implementation
has been carried out and the results show satisfactory;
2. The robust and perfect tracking control has been applied to the dual-stage
actuator hard disk servo systems and two kinds of control design concepts
are proposed. One is to design a continuous-time RPT controller for VCM
and a PI controller for the micro-actuator; The other is to design a discrete-
time RPT controller for the micro-actuator and a conventional controller for
VCM actuator;
3. The H2 optimal control design has been used to find the performance limi-
tation regarding to Track Mis-registration (TMR) budget improvement.
4. In H2 control design, the perturbation method has been used to solve the
singular cases that are commonly existing in the hard disk servo systems.
The proposed solution provides an easy and straightforward way to tune the
controller for better performance.
5. H2 optimal control design in dual-stage hard disk servo has been studied. To
make the design more implementable, H2 optimal control design with PQ
method has been proposed and the design results are given.
The outline of this thesis is made as follows:
In Chapter 2, we will give the methods of modeling the actuators in hard disk
drives. The modeling work is based on the measured frequency response data




In Chapter 3, the fundamentals of the RPT control and H2 optimal control will be
briefly described. For the RPT control, special coordinate basis (SCB) will be first
introduced as an important tool. Then the design algorithms of RPT control will
be stated. For H2 optimal control, the basic concept, problem formulation and the
solutions will be given.
In Chapter 4, we will tackle the problem of a servo system design for a conventional
hard disk drive with a single voice-coil-motor (VCM) actuator using the robust
and perfect tracking (RPT) approach. The implementation results of the RPT
controller are compared with those of a PID controller. The results show that the
servo system with our RPT controller has much better performance than the PID
one has.
In Chapter 5, we will apply RPT control to the dual-stage actuator hard disk
drive servo systems. Two kinds of control schemes are proposed. One is to make
use of the RPT control design work for VCM loop and design a PI controller for
the micro-actuator loop. The design philosophy is to push the micro-actuator
servo bandwidth as high as we desire. The simulation and implementation results
are given. The other design is to apply the discrete-time RPT control to the
micro-actuator loop, while the traditional control applies to the VCM loop. We
formulate its design work into a robust and perfect tracking problem, in which
a measurement feedback controller can be obtained. For the primary actuator
servo loop, the conventional method is applied to make the servo loop stable and
let it have slow response to the reference. The simulation results show that the




In Chapter 6, we will present an optimal track following control design proce-
dure that can find the theoretical highest Track-Per-Inch (TPI) in hard disk drives
(HDDs). By formulating the HDD servo system into an H2 optimal control prob-
lem, we find that the problem of obtaining the minimal 3σpest (or achieving the
highest achievable TPI), is equivalent to minimizing the H2 norm in the hard disk
drives. Thus, the standard output feedback H2 optimization procedure could be
used. The design method is applied to both the single-stage actuator system and
the dual-stage actuator system. At last, the newly developed PQ method has




Modeling And Identification of
Hard Disk Drive Actuators
Before carrying out the control design for the hard disk drive servo, we should
obtain the models of the actuators used the hard disks at first. The accuracy of
the identified models has its dramatic impact on the following control design. Too
high accuracy of the identification will make the control design work complicated.
Normally the high order of the resultant controller makes the implementation
unrealistic. At the same time, any variation of the model parameters may make the
closed loop unstable or the performance degraded. On the other hand, a too coarse
identified model will have the plant dynamics neglected and result in the unrealistic
control design too. Currently with the development of electronics, many modeling
algorithms have been embedded in the firmware of the measurement instruments.
However, these algorithms are far from being perfect to obtain the desired models.
Sometimes the error of the identified model by the firmware is even not acceptable
or misleading. There is always the need to develop some identification methods to
obtain the models of the actuators. So in this chapter, the basic concepts of the
system identification and modeling methods for the actuators in hard disk drives
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Figure 2.1: Modeling process
will be discussed.
2.1 Steps of System Identification
In this chapter, we consider the discrete-time plant model, since the input and
output data are sampled at the discrete-time point. As shown in Fig. 2.1, e(k) is
the noise of the model. The model of this process can be given as,
z(k) = h(k)θ + e(k) (2.1)
Step 1. Identification object: the model type, accuracy requirement, the approach
of identification and so on should be decided before the identification.
Step 2. Priori knowledge: before identifying a given process, we also need to
have some understanding about the process, such as: non-linear extent, time-
variance or time-invariance, pure delay and so on. These help us to determine
the structure of the model.
Step 3. Design of the experiment: it is necessary to make some kind of exper-
iment to observe the process, that is, to use perturbations as input signals
17
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and observe the corresponding changes in the process output and some other
observable variables. In order to get the realistic models, it is often nec-
essary to carry out the experiments during normal operation. That means
the perturbation of the system must be small so that the process is hardly
disturbed.
A. Selection of input signal:
In order to ensure the process is identifiable, the input signal must satisfy
certain requirements:
1. Both the state space and input-output models satisfy linear in parame-
ters.
2. There is persistent excitation, that means frequency components con-
tained in the input;
3. The least requirement is that all dynamic of the process should be con-
tinually excited by the input signal. That means the spectrum of the
input signal must cover the spectrum of the process.
4. The selected input signal should give the highest precision to the iden-
tified model.
B. Selection of sampling period:
Proper choice of the sampling rate depends on properties of the signal, recon-
struction method and purpose of the system. Shannon’s Sampling Theorem
indicates: A continuous-time signal f(t) with a Fourier transform that is
zero outside the interval (−ω0,ω0), i.e., the maximal frequency of f(t) is less
than ω0, is given uniquely by its values in equidistant points if the sampling
frequency is higher than 2ω0. The continuous-time signal can be recovered
18
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where ωs is the sampling frequency, h is the sampling period.
So in order to reconstruct an unknown band-limited continuous-time signal
from samples of that signal, one must use a sample rate at least twice as
fast as the highest frequency of the unknown signal. For the closed-loop
control, the choice of sampling period must be based on the bandwidth (or
rising time) of the closed-loop system. Reasonable sampling rates should be
10-30×bandwidth, or 4-10×rising time.
Equivalently, the sampling period can be chosen as,
T0 =
T95%
5 ∼ 15 (2.3)
where, T0 is the sampling period, and T95% is the time when the step response
of the process reaches 95%.
Step 4. Data processing: in order to ensure the identification accuracy, we need
to restrict the data and frequency regions to the range that we are interested.
Step 5. Identify the model structure: the choice of the model structure is one of the
basic steps in the formulation of the identification problem. Model structure
identification includes two parts, the model structure pre-assumption and
the model parameter identification.
Step 6. Model validation: to evaluate the accuracy of the identification, an ap-
proach is needed to evaluate the correctness and the validity of the model.
This approach has been considered by STEPAN [105] who considered the
variation of the amplitude margin with the system dynamics, i.e., the loss
function.
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2.2 Dual-actuator Structure in Hard Disk Drives
As we know, the linear voice coil motor actuators have been working in most of
the disk drives from the 1950’s to the 1980’s. It is thus understandable that to
overcome the limitations of VCM in the hard disk drives, adding a micro-actuator
to the system would be a reasonable attempt in next step. This type of dual-stage
servo system has already become a common architecture for optical recording.
But the complexity and cost of manufacturing the dual-stage actuators, together
with the impressive performance of the single-stage actuator, prevented the use of
the dual-stage actuators in hard disk drives. Now with the development of hard
disk drives, the research interest of dual-stage actuator hard disk drives becomes
stronger and stronger.
We first check the mechanism of dual-stage actuators in hard disks, especially the
piezo-electric micro-actuator. The piezoelectric eﬀect is an electro-mechanic phe-
nomenon having the elastic variables, stress and strain, and the electric variables,
displacement and field. The deformation is linear with respect to the applied field
and changes sign when the electric field is reversed. The equations of state for the
piezoelectric eﬀect may be expressed in the general form by
D = dX + 6xE
x = sE + dE
where D is the dielectric displacement, X is the stress, E is the applied electric
field, sE is the compliance coeﬃcients, x is the strain, and d is the piezoelectric
constant.
Besides the ease with which we can increase the servo bandwidth using a dual-
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stage actuator, there are several other advantages that the dual actuator system
has over the single VCM actuator. The micro-actuator is not subjected to the
disturbances caused by the ball-bearing friction, the mechanical resonance from
the suspension and pivot or bias caused by the flex cable.
To control a dual-stage actuator, we need to find its plant model at first. Some
instrument, such as the digital spectrum analyzer (DSA), could help to find the
transfer functions of the measured models from the collected frequency response
data. But due to the limitations of the algorithms inside the DSA, those plant
models obtained by DSA are always of higher order than expected or even show
some unexpected zeros or poles. This adds the complexity to the control design
or even oﬀers the misleading data for identification of the plant model. Thus, to
find some eﬃcient identification algorithm is necessary. Next we will present the
identification work of the dual-stage actuator, micro-actuator first, then followed
by voice coil motor (VCM).
2.3 Modeling And Identification of Micro-actuator
Prediction-error Identification Approach
To obtain the micro-actuator mode, the prediction-error approach, one of black-
box identification method is considered. It includes the following three steps [86].
1. Parameter Identification Suppose a system is described as
y(k) = G(z−1)u(k) +H(z−1)e(k) (2.4)
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where u(k) and z(k) are process input and output, e(k) is the noise input










A(z−1) = 1 + a1z
−1 + a2z
−2 + · · ·+ anaz−na
B(z−1) = b1z
−1 + b2z
−2 + · · ·+ bnbz−nb
D(z−1) = d1z
−1 + d2z
−2 + · · ·+ dnbz−nd
(2.5)
The predictor is:
yˆ(k|θ) = [1−H−1(z−1, θ)]y(k) +H−1(z−1, θ)G(z−1, θ)u(k) (2.6)
where θ =

a1 · · · ana b1 · · · bnb d1 · · · dnd
=T
is the parameter vec-
tor of the system.
Then, the prediction error given by a model is
6(k, θ) = y(k)− yˆ(k|θ) (2.7)
Define the loss function as






where l(·) is a scalar-valued positive function; ZN = [y(1), · · · , y(N), u(1), · · · , u(N)]
is a set input and output data from experiment test.
Then the desired system parameters can be obtained by minimization of this
loss function, i.e.
θˆN = argminVN(θ, ZN) (2.9)
2. Determination of Model Order The loss function VN(θ, ZN) also can
be used to determining the order of a system. If the order of a model is
lower than that of the system, then the value of loss function will decrease
significantly with the increase of the order of model. However, when the
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order of model is higher than that of the system, the increase of model’s
order will not provide any more innovation for parameter identification, thus
the value of VN(θ, ZN) will not decrease much. Therefore, the system’s order
can be determined based on the decrease rate of VN (θ, ZN).
3. Model Validation The third step of prediction error identification method
is to verify the correctness of the obtained model. Define the residues of the
model as,
6(k, θ) = y(k)− yˆ(k|θ) = Hˆ−1(z−1, θ)[y(k)− Gˆ(z−1, θ)u(k)] (2.10)
Obviously, if the model is correct, Gˆ(z−1, θ) = G0(z−1) and Hˆ−1(z−1, θ) =
H0(z
−1), the residual will tend to a white noise sequence e(k). However, the
non-whiteness of the residues does not necessarily mean that the model is
incorrect. In that case, the cross-correlation of the input u and residues 6,
can be used to verify the model. If u and 6 are independent, this means that
all information in the residues is explained by the process model Gˆ, then we
can conclude that the estimate is correct. Otherwise the result is incorrect.
The cross-correlation of u and 6 is
R6u(τ ) = E{6(t+ τ)u(t)} (2.11)
where E{·} is expected value. If residues and input are independent, as
N → ∞,
√
NR6u → N (0, P ), where P = ∞k=−∞R6(k)Ru(k), and N(0, P )
means the Normal distribution with mean 0 and variance P . Let Nα be the











⎭ = α (2.12)
where P{·} is probability. Define the following null hypothesis:
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If H0 is accepted, then we can say that the model is acceptable with the
probability of 1− α.
2.4 The Micro-actuator Model
The secondary stage actuator in a hard disk could be a piezoelectrically actuated
suspension (developed by HTI, Fujitsu and etc.), an actuated slider (developed
by IBM, TDK and etc.) or an actuated head (developed by University of Tokyo
and etc.). Ideally, the actuated head puts together the micro-actuator and the
read/read sensor, and yields the best control resolution. The actuated suspen-
sion places the micro-actuator far away from the read/write head and has worse
performance than actuated head. However, actuated suspension has a mechanical
amplification of about 4 to 10 times, and thus oﬀer larger displacement in the
read/write head. Generally, the piezoelectrically actuated suspension has good
response speed, high positioning accuracy, almost infinite small positioning ability
and durability. Also, compared with the actuated slider and head, it is easier to
make and easier to wire. Although the performance is not as good as the actuated
slider, it still gains much popularity and has been used as the bridge between the
single-stage control and the dual-stage MEMS based control. Here, we will mainly
use the actuated suspension as the tested plant for our control algorithms as it is
readily available for the experimental purpose. Nevertheless, the algorithms can be
directly applied to MEMS based actuated head and slider without diﬃculty, pro-
vided those MEMS actuators provide reasonable amount of displacement coverage.
As discussed before, the choice of sampling frequency depends on the properties of
the signal, reconstruction method and the bandwidth (or rise time) of the closed-
loop system. Usually the reasonable sampling rates is 10-30 times of bandwidth,
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Figure 2.2: Value of loss function for models with diﬀerent orders
or 4-10 times of rise time. In our specific experiment, the white random noise is
used as excitation signal, and the sampling period is selected as 7.6294× 10−6s.
In some cases, due to the experimental limitations, only the velocity of the com-
bined dual-actuator movement can be measured reliably. Hence we can only iden-




z − 1V elocity (2.14)
where Ts is the sampling period.
Fig. 2.2 shows the values of the loss function for micro-actuator models with diﬀer-
ent orders. Then it follows that order of the micro-actuator model is 4. By using
the parameter estimate approach given above, we can get the final continuous-time
model as
Gm(s) =
−9.137× 103s3 + 2.180× 109s2 − 1.763× 1013s+ 6.007× 1018
s4 + 3.021× 104s3 + 1.203× 1010s2 − 1.088× 1014s+ 1.966× 1019
(2.15)
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cross−correlation between input and residuals
Figure 2.3: Model validation test
Fig. 2.3 shows the values of cross-correction function between inputs and residuals
of the above model. It can be seen that all the data are within 95% confidence
region, hence the above model is acceptable with probability 95%. Fig. 2.4 gives an
example of the modeling application. The figure shows that the frequency response
of the model closely matches the measured data.
2.5 Modeling And Identification of Voice Coil
Motor
The frequency domain identification method [24, 114] is applicable to minimum
phase process. We assume that the transfer function of a minimum-phase is given
by
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b0 + b1s+ b2s
2 + · · ·+ bmsm
1 + a1s+ a2s2 + · · ·+ ansn , (n > m) (2.16)
Its corresponding frequency response is then given by
G(jω) =
(b0 − b2ω2 + b4ω4 + · · ·) + jω(b1 − b3ω2 + b5ω4 − · · ·)












α(ωi) = b0 − b2ω2i + b4ω4i − · · ·
β(ωi) = b1 − b3ω2i + b5ω4i − · · ·
σ(ωi) = 1− a2ω2i + a4ω4i − · · ·
τ (ωi) = a1 − a3ω2i + a5ω4i − · · ·
(2.18)
Let R(ω) and I(ω) be the real and imaginary part of measured frequency response
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of the system. The frequency response error between the model and the measure-
ment is given by
ε(jω) = [R(ω) + jI(ω)]− N(jω)
D(jω)
(2.19)






Unfortunately, this is a nonlinear optimization problem, and it is diﬃcult to solve.





The original problem now becomes a linear optimization problem. Using (2.17)






Therefore, J can be minimized by finding bˆ0, bˆ1, · · · , bˆm and aˆ0, aˆ1, · · · , aˆn such that,
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+2[ωiτ(ωi)R(ωi) + σ(ωi)I(ωi)− ωiβ(ωi)][−ω2i I(ωi)]}|a2=aˆ2 = 0
...
(2.23)


















V0 0 −V2 0 V4 · · ·
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V2 0 −V4 0 V6 · · ·
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T1 S2 −T3 −S4 T5 · · ·
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0 U4 0 −U6 0 · · ·
U4 0 −U6 0 U8 · · ·
0 U6 0 −U8 0 · · ·
































The desired parameters of the corresponding transfer function model are obtained
by solving the above equations.
The VCM Model




















where y and v are the position(tracks) and the velocity of the R/W head. ky is the
position measurement gain and kv =
kt
m
, where kt is the current-force conversion
coeﬃcient and m is the mass of VCM. The transfer function of the VCM model
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However, with the torsional mode of the suspension, coupling from VCM to micro-
actuator, and the gain of VCM driver kd taken into consideration, a second order





s2 + 2ξnwns+ w2n
(2.30)





s2 + 2ξnwns+ w2n
(2.31)
With a double integrator in VCM structure, the VCM gain is very high at low
frequency, and drops very fast with the increase of frequency. It means that the
diﬀerent level of input signal should be used at diﬀerent frequency to get correct
experiment data. Due to this special characteristic of VCM, the swept sine signal
is used instead of random noise as exciting signal. We divide the working frequency
region into 4 parts, each part with diﬀerent input signal level, i.e., the frequency
range from 10Hz to 50 Hz with input signal voltage level of 40 mV; the frequency
range from 50 Hz to 100 Hz with input signal level of 600 mV; the frequency
range from 100 Hz to 2 kHz with input signal level of 2 Volt.; the frequency range
from 2KHz to 4 kHz with input signal level 1 volt. By combining these frequency
response together, the final VCM model can be obtained,
Gv(s) =
1.9642× 1016
s2(s2 + 1.280× 103s+ 5.536× 108) (2.32)
We can see from the Fig. 2.5 that the frequency response of the above model
matches the measured data very well.
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Figure 2.5: Frequency response of VCM model
2.6 Summary
In this chapter, we introduce the modeling and identification of the voice coil
motors and piezoelectrically actuated suspension that are used in the hard disk
servo systems. Frequency domain identification method is adapted because it is
easy to use the time averaging for swept sine excitations. The VCM and the second
stage actuator can thus be modeled as transfer function of appropriate order for
the tracking control design in the following chapters.
In the next chapter, we will provide the necessary control design fundamentals
that are going to be used in this thesis. The remaining part of the thesis will be
focused on the RPT design and the H2 optimal control design for both single-stage




In this chapter, we will briefly review the optimal control methods that have been
considered in this thesis, that are the newly developed robust and perfect tracking
control (RPT control) and H2 optimal control. First, to understand the RPT
control much better, we will give the concept of the special basis coordination
(SCB), which plays a very important role in the RPT control. Then, the details
of the RPT control design is described step by step. At last, H2 optimal control
is introduced.
3.1 Special Coordinate Basis (SCB) [100]
Before talking about the newly-developed robust and perfect tracking control
method, let’s look at the system transformation tool that is used in the latterly
used optimal control designs. Besides Jordan Canonical Form, Brunovsky canon-
ical form and so on, the so-called Special Coordinate Basis (SCB) plays an im-
portant role in optimal control, for it clearly displays the structural properties of
the linear systems. In this section, the purpose is to recall SCB and to state its
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properties pertinent to the work in the following chapters.
Formed by Saberi and Sannuti [99, 100], the SCB exhibits several important in-
variant subspaces in a natural way and thus connects our work to the geometric
theory of linear systems. Additionally, SCB decomposes the states, input and
output spaces of a system into several distinct parts. In so doing, SCB displays
explicitly both the finite and infinite zero structure of a given system. This implies
that via SCB, it is easy to compute the stable as well as the unstable invariant
zeros; it is straightforward to understand or look into the various properties of
linear systems, such as, invertibility and etc. Moreover, each part of the state
space decomposition provided the geometric theory of linear systems, namely the
stabilizable weakly unobservable subspace and the detectable strongly controllable
subspace. Because of this, SCB forms an integral part of the analysis and design
work. To be specific, SCB is used to verify some subspace inclusion conditions;
SCB is used to construct the computationally feasible algorithms for solving the
algebraic Riccati equations, linear matrix inequalities, etc; SCB is used to arrive
at the computationally feasible algorithms for constructing the set of all RPT or
H2 optimal controllers of a given architecture. SCB software packages that imple-
ment the above special coordinate basis are available in LAS by Chen [8] and in
MATLAB by Lin [79].
3.1.1 Transformation of continuous-time system using SCB
Let us consider a linear time-invariant system Σ∗ characterized by the quadruple
(A,B,C,D) or in the state space form,
l
x˙ = A x + B u,




where x ∈ IRn, u ∈ IRm and y ∈ IRp are the state, the input and the output of Σ∗.








where m0 is the rank of matrix D. In fact, U can be chosen as an orthogonal
matrix. Hence hereafter, without loss of generality, it is assumed that the matrix
D has the form given on the right hand side of (3.2). One can now rewrite the





























where the matrices B0, B1, C0 and C1 have appropriate dimensions. For sim-
plicity, we will focus in this section the special coordinate basis for the case when
(A,B,C,D) is right invertible and has no invariant zeros in Cl +, as this will be good
enough for the development of our results in this report. We have the following
theorem.
Theorem 1 Given the linear system Σ∗ of (3.1), which is right invertible and has
no invariant zeros in Cl +, there exist
1. Coordinate free non-negative integers n−a , n
0
a, nc, nd, md ≤ m −m0 and qi,
i = 1, · · · ,md, and
2. Non-singular state, output and input transformations Γs, Γo and Γi which
take the given Σ∗ into a special coordinate basis that displays explicitly both
the finite and infinite zero structures of Σ∗.
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The special coordinate basis is described by the following set of equations:


























































































a + C0dxd + u0, (3.10)
and for each i = 1, · · · ,md,
x˙i = Aqixi + Li0y0 + Lidyd +Bqi
⎡






yi = Cqixi , yd = Cdxd. (3.12)
Here the states x−a , x
0







i=1 qi, while xi is of dimension qi for each i = 1, · · · ,md. The control vectors
u0, ud and uc are respectively of dimensions m0, md and mc = m−m0−md while
the output vectors y0 and yd are respectively of dimensions p0 = m0 and pd = md.











, Cqi = [1, 0, · · · , 0]. (3.13)




We can rewrite the special coordinate basis of (A,B,C,D) given by Theorem 1 in
a more compact form,
A˜ = Γ−1s (A− B0C0)Γs =
⎡
⎢⎢⎢⎣
A−aa 0 0 L
−
adCd









































0 0 0 Cd
]
. (3.16)
We also introduce the following geometric subspaces:
Definition 1 (Geometric Subspaces V+ and S+). The weakly unobservable
subspaces of Σ, V+, and the strongly controllable subspaces of Σ, S+, are defined
as follows:
1. V+(Σ) is the maximal subspace of IRn which is (A + BF )-invariant and is
contained in Ker(C + DF ) such that the eigenvalues of (A + BF )|V+ are
contained in Cl + for some constant matrix F .
2. S+(Σ) is the minimal (A+KC)-invariant subspace of IRn containing Im(B+
KD) such that the eigenvalues of the map which is induced by (A+KC) on
the factor space IRn/S+ are contained in Cl + for some constant matrix K.
2
3.1.2 Properties of Special Coordinate Basis
In what follows, we state some important properties of the above special coordinate
basis pertinent to our present work. It is clear that the special coordinate basis
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decomposes the state-space into several distinct parts. In fact, the state-space X
is decomposed as
X = X−a ⊕ X 0a ⊕ X+a ⊕ Xb ⊕ Xc ⊕ Xd. (3.17)
Here X−a is related to the stable invariant zeros, i.e., the eigenvalues of A−aa are the
stable invariant zeros of Σ. Similarly, X 0a and X+a are respectively related to the
invariant zeros of Σ located on the imaginary axis and in the open right half plane.
On the other hand, Xb is related to the right invertibility, i.e., the system is right
invertible if and only if Xb = {0}, while Xc is related to left invertibility, i.e., the
system is left invertible if and only if Xc = {0}. Finally, Xd is related to zeros of
Σ at infinity.
There are interconnections between the special coordinate basis and various invari-
ant geometric subspaces. Furthermore, we let V−=VX and S−=SX, if Cl X=Cl −∪Cl 0;
V+=VX and S+=SX, if Cl X=Cl +; and finally V∗=VX and S∗=SX, if Cl X=Cl . 2
Property 1 Various components of the state vector of the special coordinate basis
have the following geometrical interpretations:
1. X−a ⊕ X 0a ⊕ Xc spans V−(Σ∗).
2. X+a ⊕ Xc spans V+(Σ∗).
3. X−a ⊕ X 0a ⊕ X+a ⊕ Xc spans V∗(Σ∗).
4. X+a ⊕ Xc ⊕ Xd spans S−(Σ∗).
5. X−a ⊕ X 0a ⊕ Xc ⊕ Xd spans S+(Σ∗).
6. Xc ⊕ Xd spans S∗(Σ∗). 2
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ad ]) is control-
lable. 2
Property 3 Invariant zeros of Σ∗ are the eigenvalues of Aaa, which are the
unions of the eigenvalues of A−aa and A
0
aa. Σ∗ is said to be minimum phase if all its
invariant zeros are in Cl −. Thus, for minimum phase Σ∗, we have n0a = 0. 2
Property 4 Σ∗ has m0 = rank (D) infinite zeros of order 0. The infinite zero
structure (of order greater than 0) of Σ∗ is given by ST∞(Σ∗) = {q1, q2, · · · , qmd},
i.e., each qi corresponds to an infinite zero of Σ∗ of order qi. 2



















and S+(Σ∗) = IRn. 2
The proof of the above property along with the proofs of all other important
properties of the special coordinate basis of linear systems were reported recently
in Chen [10].
3.2 Robust and Perfect Tracking (RPT) Control
The problem of perfect regulation and its related topics were heavily investigated
by many researchers in the 1970’s and early 1980’s. The perfect regulation problem
via state feedback was studied by Kwakernaak and Sivan [73], Francis [26], Kimura
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[71], and Scherzinger and Davison [102], and was completely solved by Lin et al
[80]. The solution to the problem of perfect regulation via measurement output
feedback for a general linear systems has only been reported by Chen et al [13].
The problem of robust and perfect (RPT) tracking is to design a controller such
that the resulting closed-loop system is asymptotically stable and the controlled
output almost perfectly tracks a given reference signal in the presence of any initial
conditions and external disturbances. By almost tracking we mean the ability of a
controller to track a given reference signal with arbitrarily fast settling time in the
face of external disturbances and initial conditions. More specifically, we consider





x˙ = A x + B u + E w, x(0) = x0,
y = C1 x + D1 w,
h = C2 x + D2 u + D22 w,
(3.19)
where x ∈ IRn is the state, u ∈ IRm is the control input, w ∈ IRq is the external
disturbance, y ∈ IRp is the measurement output, and h ∈ IRf is the output to
be controlled. We also assume that the pair (A,B) is stabilizable and (A,C1) is
detectable. For future reference, we define ΣP and ΣQ to be the subsystems char-
acterized by the matrix quadruples (A,B,C2, D2) and (A,E,C1,D1) respectively.
Given the external disturbance w ∈ Lp, p ∈ [1,∞), and any reference signal vector,
r ∈ IRf with r, r˙, · · ·, r(κ−1), κ ≥ 1, being available for feedback, and r(κ) being
either a vector of delta functions or in Lp, the robust and perfect tracking (RPT)
problem for the system (3.19) is to find a parameterized dynamic measurement
and reference feedback control law of the following form
l
v˙ = Acmp(ε)v +Bcmp(ε)y +G0(ε)r + · · ·+Gκ−1(ε)r(κ−1),
u = Ccmp(ε)v +Dcmp(ε)y +H0(ε)r + · · ·+Hκ−1(ε)r(κ−1),
(3.20)
such that when (3.20) is applied (3.19), we have
1. There exists an ε∗ > 0 such that the resulting closed-loop system with r = 0
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and w = 0 is asymptotically stable for all ε ∈ (0, ε∗];
2. Let h(t, ε) be the closed-loop controlled output response and let e(t, ε) :=
h(t, ε)− r(t). Then, for any initial condition of the state, x0 ∈ IRn,
Jp(x0, w, r, ε) := ,e,p → 0 as ε→ 0. (3.21)
We introduce some additional information besides the reference signal r, i.e.,
r˙, r¨, · · · , r(κ−1), as additional controller inputs in the above formulation. Note that
in general, these additional signals can easily be generated without any extra costs.
We also note that our formulation covers all possible reference signals that have the
form, r(t) = tk, 0 ≤ k <∞. Thus, our method could be applied to approximately
track reference signals, which have a Taylor series expansion at t = 0. This can be
done by truncating the higher order terms of the Taylor series of the given signal.
Also, it is simple to see that when r(t) ≡ 0, the proposed problem is reduced to
the well known perfect regulation problem with measurement feedback.
We will first derive a set of necessary and suﬃcient conditions under which the
proposed robust and perfect tracking (RPT) problem is solvable for the given
plant (3.19). In fact, we will show the suﬃciency of these conditions by explicitly
constructing two types of parameterized control laws: one is of full order, i.e., its
dynamical order is equal to n, the order of the plant, and the other is of reduced
order, i.e., its dynamical order is less than n.
Theorem 2 Consider the given system (3.19) with its external disturbance w ∈
Lp, p ∈ [1,∞), and its initial condition x(0) = x0. Then, for any reference signal
r(t), which has all its i-th order derivatives, i = 0, 1, · · · ,κ − 1, κ ≥ 1, being
available for feedback and r(κ)(t) being either a vector of delta functions or in Lp,
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the proposed robust and perfect tracking (RPT) problem is solvable by the control
law of (3.20) if and only if the following conditions are satisfied:
1. (A,B) is stabilizable and (A,C1) is detectable;
2. D22 +D2SD1 = 0, where S = −(DI2D2)†DI2D22DI1(D1DI1)†;
3. ΣP, i.e., (A,B,C2,D2), is right invertible and of minimum phase;
4. Ker(C2 +D2SC1) ⊃ C−11 {Im(D1)}. 2
The solutions to the state feedback case and measurement feedback case are given
in [13].
3.2.1 State feedback Case:
When all states of the plant are measured for feedback, the problem can be solved
by a static control law. We construct in this subsection a parameterized state and
reference feedback control law,
u = F (ε)x+H0(ε)r + · · ·+Hκ−1(ε)r(κ−1), (3.22)
which solves the robust and perfect tracking (RPT) problem. It is simple to note
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x˙ = A x + B u + E w
y = x
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C2 = [−If 0 0 · · · 0 C2 ] , D2 = D2. (3.27)
It is then straightforward to show that the subsystem from u to e in the augmented
system (3.24), i.e., the quadruple (A,B,C2,D2), is right invertible and has the
same infinite zero structure as that of ΣP. Furthermore, its invariant zeros contain
those of ΣP and f× κ extra ones at s = 0. We are now ready to present a step-by-
step algorithm to construct the required control law of the form (3.22).
Step S.1. This step is to transform the subsystem from u to e of the augmented
system (3.24) into the special coordinate basis of Theorem 1, i.e., to find
non-singular state, input and output transformations Γs, Γi and Γo to put it
into the structural form of Theorem 1 as well as in a small variation of the
compact form of (3.14) to (3.16). It can be shown that the compact form of
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Step S.2. Choose an appropriate dimensional matrix Fc such that
Accc = Acc − BcFc (3.30)
is asymptotically stable. The existence of such an Fc is guaranteed by the
property that (Acc, Bc) is completely controllable.
Step S.3. For each xi of xd, which is associated with the infinite zero structure of




(s− λij) = sqi + Fi1sqi−1 + · · ·+ Fiqi−1s+ Fiqi (3.31)
with all λij being in Cl
−. Let
Fi = [Fiqi Fiqi−1 · · · Fi1 ] , i = 1, · · · ,md. (3.32)
Step S.4. Next, we construct













































Step S.5. Finally, we partition
F (ε) = [H0(ε) · · · Hκ−1(ε) F (ε) ] , (3.37)
where Hi(ε) ∈ IRm×f and F (ε) ∈ IRm×n. This ends the constructive algo-
rithm. 2
We have the following result.
Theorem 3 Consider the given system (3.19) with its external disturbance w ∈
Lp, p ∈ [1,∞), its initial condition x(0) = x0. Assume that all its states are
measured for feedback, i.e., C1 = I and D1 = 0. For any reference signal r(t),
which has all its i-th order derivatives, i = 0, 1, · · · ,κ−1, κ ≥ 1, being available for
feedback and r(κ)(t) being either a vector of delta functions or in Lp, the proposed
robust and perfect tracking (RPT) problem is solved by the control law of (3.22)
with F (ε) and Hi(ε), i = 0, 1, · · · ,κ− 1, as given in (3.37). 2
3.2.2 Solutions to Measurement Feedback Case:
We will consider two types of measurement feedback control laws, one full order
controllers whose dynamical order is equal to the order of the given system and
the other reduced order controllers with a dynamical order that is less than the
order of the given system. Without loss of generality, we assume throughout this
subsection that D22 = 0. If it is nonzero, it can always be washed out by the
following pre-output feedback,
u = Sy, (3.38)
with S as given in the second item of Theorem 2. The following are constructive
algorithms for both full and reduced order measurement and reference feedback
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controllers, which, under the conditions of Theorem 2, solve the proposed robust
and perfect tracking problem.
A. Full Order Measurement and Reference Feedback
The following is a step-by-step algorithm for constructing a parameterized full
order measurement and reference feedback controller, which solves the robust and
perfect tracking problem.
Step F.1. For the given reference r(t) and the given system (3.19), we first assume
that all the state variables of (3.19) are measurable and follow the procedures




x˙ = A x + B u + E w
y = x
e = C2 x + D2 u
(3.39)
Then, we follow Steps S.1 to S.5 of the algorithm of the previous subsection
to construct a state feedback gain matrix
F (ε) = [H0(ε) · · · Hκ−1(ε) F (ε) ] . (3.40)
Step F.2. Let ΣQa be characterized by a matrix quadruple
(AQa, EQa, CQa, DQa) := (A, [E In ] , C1, [D1 0 ]) . (3.41)
This step is to transform this ΣQa into the special coordinate basis of The-
orem 1. Because of the special structure of the matrix EQa, it is simple to
show that ΣQa is always right invertible and is free of invariant zeros. Uti-
lize the results of Theorem 1 to find non-singular state, input and output
















B0cQ 0 In−k 0









, Γ−1oQ [D1 0 ]ΓiQ =
}
Ip−k 0 0 0
0 0 0 0
]
, (3.44)
where k = p− rank(D1). It can be verified that the pair (A,C1) is detectable









Step F.3. Let KcQ be an appropriate dimensional constant matrix such that the
eigenvalues of the matrix











are all in Cl −. Next, we define a parameterized observer gain matrix,
K(ε) = −ΓsQ
}
B0cQ +Kc0Q LcdQ +KcdQ/ε
B0dQ AddQ + Ik/ε
]
Γ−1oQ . (3.47)









v −K(ε) y +BH0(ε) r + · · ·+BHκ−1(ε) r(κ−1),
u = F (ε) v +H0(ε) r + · · ·+Hκ−1(ε) r(κ−1).
(3.48)
This completes the construction of the full order measurement and reference
feedback controller. 2
Theorem 4 Consider the given system (3.19) with its external disturbance w ∈
Lp, p ∈ [1,∞), its initial condition x(0) = x0. If Conditions 1 to 4 of Theorem 2
are satisfied, then, for any reference signal r(t), which has all its i-th order deriv-
atives, i = 0, 1, · · · ,κ − 1, κ ≥ 1, being available for feedback and r(κ)(t) being
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either a vector of delta functions or in Lp, then the proposed robust and perfect
tracking (RPT) problem is solved by the parameterized full order measurement
and reference feedback control laws as given in (3.48). 2
B. Reduced Order Measurement and Reference Feedback
For simplicity of presentation, we assume that matrices C1 and D1 have already












where D1,0 is of full row rank. Before we present a step-by-step algorithm to con-
struct a parameterized reduced order measurement and reference feedback con-
troller, we first partition the following system
l
x˙ = A x + B u + [E In ] w˜,
y = C1 x + [D1 0 ] w˜,
(3.50)





















































Obviously, y1 = x1 is directly available and hence need not to be estimated. Next,
we define ΣQR to be characterized by
(AR, ER, CR, DR) =
w











It is again straightforward to verify that ΣQR is right invertible with no finite and
infinite zeros. Moreover, (AR, CR) is detectable if and only if (A,C1) is detectable.
We are ready to present the following algorithm.
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Step R.1. For the given reference r(t) and the given system (3.19), we again
assume that all the state variables of (3.19) are measurable and follow the




x˙ = A x + B u + E w
y = x
e = C2 x + D2 u
(3.54)
Then, we follow Steps S.1 to S.5 of the algorithm of the previous subsection
to construct a state feedback gain matrix
F (ε) = [H0(ε) · · · Hκ−1(ε) F (ε) ] . (3.55)
Let us partition F (ε) in conformity with x1 and x2 of (3.51) as follows,
F (ε) = [F1(ε) F2(ε) ] . (3.56)
Step R.2. Let KR be an appropriate dimensional constant matrix such that the
eigenvalues of






are all in Cl −. This can be done because (AR, CR) is detectable.
Step R.3. Let
GR(ε) = [−KR0, A21 +KR1A11 − (AR +KRCR)KR1 ] , (3.58)
and
Acmp(ε) = AR +B2F2(ε) +KRCR +KR1B1F2(ε),
Bcmp(ε) = GR(ε) + (B2 +KR1B1) [ 0, F1(ε)− F2(ε)KR1 ] ,
Ccmp(ε) = F2(ε),





Step R.4. Finally, we obtain the following reduced order measurement and refer-




v˙ = Acmp(ε) v +Bcmp(ε) y +G0(ε) r + · · ·+Gκ−1(ε) r(κ−1),




where for i = 0, 1, · · · ,κ− 1,
Gi(ε) = (B2 +KR1B1)Hi(ε). (3.61)
This ends the construction of the reduced order measurement and reference
feedback controller. 2
Theorem 5 Consider the given system (3.19) with its external disturbance w ∈
Lp, p ∈ [1,∞), its initial condition x(0) = x0. If Conditions 1 to 4 of Theorem 2 are
satisfied, then, for any reference signal r(t), which has all its i-th order derivatives,
i = 0, 1, · · · ,κ − 1, κ ≥ 1, being available for feedback and r(κ)(t) being either a
vector of delta functions or in Lp, then the proposed robust and perfect tracking
(RPT) problem is solved by the parameterized reduced order measurement and
reference feedback control laws of (3.60). 2
As its counterpart in the continuous-times domain, the robust and perfect tracking
problem in discrete-time domain has been solved by Chen et al [16]. About the
details of the solvability conditions, the algorithms to the solutions of state feedback
case and measurement feedback case, please refer to [16].
3.3 H2 Optimal Control
H2 Optimal Control is another important optimal control method that we consid-
ered in the hard disk drives. The objective of a control system is to achieve some
certain performance specifications besides internal stability. One way to describe
the performance specifications is the size of the certain signals, i.e., norms of the
signals. In this part, it is assumed that the prescribed performance specifications
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are reflected in the way the exogenous signals ω and the controller output z are
selected. Moreover, H2 norm, with H∞ norm as well, of the closed-loop transfer
function Tzw(σ × σC) would reflect how tightly the performance specifications are
met. The main motivation of the choice of H2 norm as a performance index is the
stochastic interpretation of the H2 norm of a transfer function G(s). That is, given
a controlled linear system with disturbance inputs being independent zero mean
white noises with unit power spectral density, the RMS norm of the controlled
output is in fact the H2 norm of the closed-loop transfer matrix. As such, the
choice of performance index as the square of the H2 norm of a closed-loop transfer
matrix is natural for the case when the disturbance and measurement noises are
modeled as stochastic processes with fixed know power spectrum.
In what follows, at first, we describe the definition of H2 optimal control problem.
Later on, we describe the infima, existence conditions for the continuous-time H2
optimal control problem. At last, we give the algorithm to solve such H2 optimal
static measurement feedback control law.
In an H2 optimal control problem, we need to deal with three fundamental issues:
(1) the determination of the value of infima γ∗p and γ
∗
sp, (2) the development of
the necessary and suﬃcient conditions for the existence of the H2 controllers for a
given plant Σ, and (3) the development of the necessary and suﬃcient conditions
for the uniqueness of the proper H2 optimal controller for a given plant Σ.
Regarding the existence of an optimal controller, it is well known that such a
controller always exists for a regular H2 optimal control problem as long as the
given system is internally Cl −-stabilizable. But, for the singular H2 optimal control










Figure 3.1: Illustration of H2 optimal problem
3.3.1 H2 Optimal Control Problem
Consider a system Σ as in Fig. 3.1. The realization of the transfer function G is





x˙ = A x + B u + E w
y = C1 x + D1 w
z = C2 x + D2 u
(3.62)
where x ∈ _n is the state, u ∈ _n the control input, ω ∈ _l the disturbance
input, y ∈ _p the measurement output, and z ∈ _q the output to be controlled
(or controlled output). The H2 optimal control problem for system Σ by proper




v˙ = Ac v + Bc y
u = Cc v + Dc y
(3.63)
which minimizes the H2-norm of the closed-loop transfer function from ω to z
J(Σ× Σc) :=, Tzω(Σ× Σc) ,22 (3.64)
The closed-loop system Σ×Σc, namely the interconnection of the given system Σ
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and the controller Σc, can then be described by,
Σ× Σc :
l
x˙cl = Acl v + Bcl y













, Ecl = (E +BDcD1 BcD1 ) (3.66)
Ccl = (C2 +D2DcC1 D2Cc ) , Dcl = D2DcD1 (3.67)
where xc is the state of the controller. We say that the controller Σc is internally
stabilizing when applied to the system Σ, if all eigenvalues of the closed-loop system
lie in the left-half of complex plane.
3.3.2 Infima of H2 optimal problem
By Parseval’s theorem, H2 norm of transfer function Tzω is defined as,








Equivalently , Tzω ,2 can be defined as







where tzω(t) is the weighting function or the unit impulse response matrix of Tzω(s).
The infimum of an H2 optimal control problem over the class of proper controller
is:
γ∗2 := inf{, Tzω ,2 |Σcisproper and internally stabilizesΣ}. (3.70)
One can study a given H2 optimal control problem for a given plant Σ by study-
ing in turn a Disturbance Decoupling Problem with Measurement Feedback for a
certain auxiliary system [101].
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We introduce the auxiliary system ΣPQ to find the infima. And we need to compute
two unique semi-stabilizing solutions P andQ of two specific continuous-time linear
matrix inequalities whose data depends on the originalH2 optimal control problem.
Here,
F (P ) ≥ 0, (3.71)
and
G(Q) ≥ 0. (3.72)
where
F (P ) :=
}
AIP + PA+ C I2C2 PB + C
I
2D2

















Here the matrices A, B, E, C1, D1, C2 and D2 are the data that characterizes the
system Σ in (3.62). We know that there exist the unique semi-stabilizing solutions
P and Q to the above inequality of (3.73) and (3.74). Moreover, such a solution
is positive semi-definite, rank minimizing and is the largest among all symmetric
solutions. Thus, assuming that (A,B) is Cl −-stabilizable, compute the solution P





has n columns, DP has m columns, such that





[CP DP ] , (3.75)








Q ] . (3.76)
Then we have the following theorem,
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Theorem 6 Consider an H2 optimal control problem as defined by (3.62) for a
system Σ. Assume that (A,B) is Cl −stabilizable and (A,C1) is detectable. Then
the infimum γ∗p , as defined above, of the considered H2 optimal control problem
over the class of proper Cl −-admissible controllers, has the value given by
γ∗p = {tr[EIPE] + tr[(CPQC IP ]}
1
2
= {tr[EIPE] + tr[(AIP + PA+ C I2C2)Q]}
1
2 (3.77)
where P and Q are respectively the unique semi-stabilizing, and thus positive
semi-definite and rank minimizing, solutions of the CLMIs of (3.71) and (3.72).
Moreover, the value of the infimum of ,Tzw(Σ × ΣC),2 over the class of proper
Cl −admissible controllers is the same as the infimum of ,Tzw(Σ × ΣC),2 over the
class of strictly proper Cl −-admissible controllers, i.e. γ∗p = γ
∗
sp. 2
Another expression for γ∗p can be given as,
γ∗p = {tr[C2QC I2] + tr[(QAI +AQ+ EEI)]}
1
2 . (3.78)
As Theorem 6 points out, for the continuous-time system here, the value of the
infimum of an H2 optimal control problem over the class of proper Cl
−-admissible
controllers is the same as that over the class of strictly proper Cl −-admissible
controllers. However, it is not so for the discrete-time systems.
For an H2 optimal control problem for a system with C1 = I and D1 = 0, a
system in which the state is available for feedback. Also, assume that (A,B) is
Cl −-stabilizable. Then the infimum of the considered H2 optimal control problem






where P is the unique semi-stabilizing, and thus positive semi-definite and rank
minimizing, solution of the CLMI of (3.71). Moreover, the value of the infimum of
the considered H2 optimal control problem remains the same as in (3.79) even if
the class of controllers in the definition of the infimum is taken as the class of all
static feedback Cl −-admissible controllers.
3.3.3 The Existence Conditions
The next step is to develop the necessary and suﬃcient conditions for the existence
of an H2 optimal controller, after finding the infima γ∗sp and γ
∗
p . There exists an
H2 optimal proper controller ΣC for the give plant Σ, i.e., there exists a controller
ΣC of the form of (3.63) such that the closed-loop transfer function Tzw(Σ× ΣC)
has the H2 norm γ∗p given in (3.77) if and only if (A,B) is Cl
−-stabilizable, (A,C1)
is Cl −-detectable, and
1. 1. Im [EQ] ⊆ V−(Σ2PQ),
2. 2. Ker [CP ] ⊇ S−(Σ1PQ),
3. 3. AS−(Σ1PQ) ⊆ V−(Σ2PQ),
4. 4. V−(Σ1PQ) ⊆ V−(Σ2PQ).






˙xPQ = A xPQ + B uPQ + EQ wPQ
yPQ = C1 xPQ + DQ wPQ
zPQ = CP xPQ + DP uPQ
(3.80)
and, Σ1PQ and Σ2PQ are subsystems of ΣPQ with Σ1PQ := (A,EQ, C1, DQ) and
Σ2PQ := (A,B,CP , DP ).
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For the regular case, a proper and/or a strictly proper H2 optimal controller al-
ways exists as long as the given system is internally Cl −-stabilizable. Moreover,
in order to compute the value of the infimum, and to characterize an H2 opti-
mal controller, one needs to solve for two stabilizing solutions P and Q of two
continuous-time algebraic Riccati equations (H2-CAREs) as opposed to solving
for two semi-stabilizing solutions P and Q of two CLMIs.
Recall the definition what conditions the regular H2 optimal control problem im-
poses on the given plant Σ. When measurement feedback controller are considered,
for regularity, (1)D1 must be surjective and the subsystem Σ1 of Σ must have no
invariant zeros on the imaginary axis Cl 0, and (2) D2 must be injective and the
subsystem Σ2 of Σ must have no invariant zeros on the imaginary axis Cl
0. Simi-
larly, when state feedback controller are considered, i. e., when C1 = I, D1 = 0,
for the regularity, D2 must be injective and the subsystem Σ2 of Σ must have no
invariant zeros on the imaginary axis Cl 0.
When the plant satisfies the regularity conditions described above, the semi-stabilizing
solution of the CLMI F (P ) ≥ 0 given in (3.71) is equal to the stabilizing solution
P of the following H2-CARE,
AIP + PA+ C I2C2 − (PB + C I2D2)(DI2D2)−1(BIP +DI2C2) = 0, (3.81)
and the semi-stabilizing solution Q of the CLMI G(Q) ≥ 0 given in (3.72) is equal
to the stabilizing solution Q of the following H2-CARE,
AQ+QAI + EEI − (QC I1 + EDI1)(D1DI1)−1(C1Q+D1EI) = 0. (3.82)
When the given system Σ satisfies the regularity conditions for measurement feed-
back, let D1 be surjective, D2 be injective, and the subsystems Σ1 and Σ2 of Σ
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have no invariant zeros on the imaginary axis Cl 0. Then, there exist an H2 optimal
proper controller ΣC , such that the closed-loop system Σ × ΣC is internally Cl −-
stable, and the closed-loop transfer function Tzw(Σ× ΣC) has the H2 norm γ∗p , if
(A,B) is Cl −-stabilizable, and (A,C1) is Cl
−-detectable.
For the special case of state feedback in regular case, i.e., let D2 be injective, and
the subsystem Σ2 of Σ have no invariant zeros on the imaginary axis Cl 0. Then,
there exists a static or dynamic tate feedback law such that the closed-loop system
Σ×ΣC is internally Cl −-stable, and the closed-loop transfer function Tzw(Σ×ΣC)
has the H2 norm γ∗p , when (A,B) is Cl
−-stabilizable. In the following chapters, we
will deal with some servo issues in hard disk drives with H2 optimal control. To
simplify the servo design procedure, we prefer to solving the H2-CAREs instead of
finding the solution of CLMIs.
3.3.4 H2 Suboptimal State and Measurement Feedback Con-
trol
As noted here, H2 optimal controller exists only under some specific conditions.
As described previously, for the singular plant that does not satisfy the regularity
conditions, only the suboptimal H2 controller exists. Thus, the design work is to
find a satisfying suboptimal controller.
Actually, all the controllers that guarantee the stability of the closed-loop system
can be considered as the suboptimal controller. The suboptimality can be given
through the notion of attaining anH2 norm of the chosen transfer matrix arbitrarily
close to the infimum of such H2 norms. In this regard, a sequence or a family of
controllers can be called suboptimal, if one can select a controller {ΣC(6)|6 > 0}
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from the family such that the resulting H2 norm is within an arbitrarily given
value, say 6, from the infimum. For continuous-time system, an H2 suboptimal
sequence of controllers always exists whenever the pair (A,B) is Cl −-stabilizable
and the pair (A,C1) is Cl
−-detectable. Similarly, for the discrete-time system, the
conditions are (A,B) is Cl @-stabilizable and (A,C1) is Cl
@-detectable. To construct
an H2 suboptimal sequence of controllers, the so-called perturbation method has
been developed. In chapter. 6, we will apply this method to carry out the H2
optimal design work in hard disk drive and the details of perturbation method
will be given. As stated in [101], although it is numerically ill-conditioned, the
perturbation method is compact and elegant. It is the reason why it has been
taken into account.
3.4 Summary
In this chapter, the fundamental concepts of some optimal control design methods
have been briefed. The RPT method that makes use of the SCB tool could be
applied to casting the track following problem in hard disk servo to a standard
RPT problem. Then, the basic concept and design procedure of H2 optimal control
are briefed. The H2 optimal control design is considered for this optimal design
method always is based on the optimal index of the performance limit. Thus, the
servo problem could be formulated and the performance limit in the hard disk
drive could be investigated. In the next few chapters, we will apply these methods
for the VCM based hard disk drive and dual-stage actuator hard disk drive that
are described in Chapter 2.
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As pointed out in previous chapters, the disk drives provide important data-storage
medium for computers and other data-processing systems. We also know that the
two main functions of the R/W head positioning servomechanism in disk drives
are track seeking and track following. Track seeking moves the R/W head from the
present track to a specified destination track in minimum time using a bounded
control eﬀort. Track following maintains the head as close as possible to the
destination track center while information is being read from or written to the
disk. Track density is the reciprocal of the track width. It is suggested that on
a disk surface, tracks should be written as closely spaced as possible so that we
can maximize the usage of the disk surface. This means an increase in the track
density, which subsequently means a more stringent requirement on the allowable
variations of the position of the heads from the true track center.
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The prevalent trend in hard disk design is towards smaller hard disks with increas-
ingly larger capacities. This implies that the track width has to be smaller leading
to lower error tolerance in the positioning of the head. The controller for track
following has to achieve tighter regulation in the control of the servomechanism.
Current hard disk drives use a combination of classical control techniques, such as
lead-lag compensators, PI compensators, and notch filters. These classical meth-
ods can no longer meet the demand for hard disk drives of higher performance.
Many control approaches have been tried, such as LQG and/or LTR approach (see
e.g., [45] and [117]), H∞ almost disturbance decoupling approach (see e.g., [14]),
and adaptive control (see e.g., [88]) and so on. Although much work has been done
to date, more studies need to be conducted to use some recently developed control
methods to achieve better performance.
This chapter focuses on the control design of the Voice Coil Motor (VCM) actuator
for hard disk R/W heads. We will first obtain a model of the VCM actuator
and then cast the overall servo system design into a RPT design framework. A
first order dynamic measurement feedback controller is then designed to achieve a
robust and perfect tracking for any step reference. Our controller is theoretically
capable of making the Lp-norm of the resulting tracking error with 1 ≤ p < ∞
arbitrarily small in faces of external disturbances and initial conditions. Some
trade-oﬀs are then made in order for the RPT controller to be implementable using
the existing hardware setup and to meet physical constraints such as sampling rates
and the limit of control of the system. The implementation results of the RPT
controller are compared with those of a PID controller. The results show that
our servo system is simpler and yet has faster seeking times, lower overshoot and
higher accuracy.
61
CHAPTER 4. ROBUST AND PERFECT TRACKING CONTROL: SINGLE-STAGE ACTUATOR CASE
The outline of this chapter is as follows: in the next section, we identify a fourth
order model for the VCM actuator of a typical hard disk drive. The model is
obtained using the frequency response identification method described in previ-
ous chapter. In Section 4.2, we cast our servo design problem into a robust and
perfect tracking control framework to obtain a family of first order measurement
feedback controllers. It is parameterized by a tuning parameter ε, which can be
tuned such that the overall design meets desired design specifications. The exper-
imental results of the RPT control system are given in Section 4.3 with a detailed
comparison with the results of a PID controller. Finally, the concluding remarks
and comments are drawn in Section 4.4.
4.2 Control System Design Using the RPT Ap-
proach
We now present the servo system design for the actuator by the identification
method in the previous section. Basically, almost all commercially available hard
disk drive servo systems up-to-date are designed using conventional PID approach.
For drives with a single VCM actuator, designers would encounter problems if they
wish to push up the tracking following speed. Usually, there will be some huge
peak overshoot in step response. Thus, in practice, one would have to make trade-
oﬀs between the track following speed and overshoot by selecting appropriate PID
controller gains. We introduce in this section the robust and perfect tracking
(RPT) control technique. Such an approach will enable the designer to design a
very low order control law, and moreover, the resulting closed-loop system will
have fast track following speed and low overshoot as well as strong robustness. We
recall briefly the theory and design procedure of the RPT approach. The detail
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proof could be found in previous preliminary chapter.
We consider a general linear system with external disturbances described by the
following state space model Σ,
x˙ = A x + B u + E w, x(0) = x0
y = C1 x + D1 w





where x ∈ IRn is the state variable of the system, u ∈ IRm is the control, w ∈ IRk
is the external disturbance, y ∈ IRq is the measurement output, and h ∈ IRf is the
output to be controlled. For simplicity, we will only consider a step reference signal
r(t) ∈ IRf in this chapter. Then the robust and perfect tracking (RPT) problem is
to design a parameterized controller of the following form Σv(ε),
x˙v = Avv(ε) xv + Bvy(ε) y + Bvr(ε) r
u = Cvv(ε) xv + Dvy(ε) y + Dvr(ε) r
M
(4.2)
where xv ∈ IRnv is the state variable of the control law, such that the following
properties hold:
1. The resulting closed-loop system comprising the system Σ of (4.1) and the
control law Σv(ε) of (4.2) is internally stable for all ε ∈ (0, εT], where εT is a
positive scalar; and
2. Let e = h− r. For any w ∈ Lp, p ∈ [1,∞), and any initial condition x0, the
resulting tracking error satisfies
,e,p → 0, as ε→ 0. (4.3)
Obviously, e is a function of ε. The above property implies that the output
to be controlled h is capable of tracking the reference r in zero time in faces
of external disturbances and initial conditions.
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It is shown in [83] that the above RPT problem is solvable if and only if the
following conditions are satisfied:
1. (A,B) is stabilizable and (A,C1) is detectable;
2. (A,B,C2, D2) is minimum phase and right invertible;
3. Ker(C2) ⊇ C−11 {Im(D1)} := {v |C1v ∈ Im(D1)}.
Note that for the case when D1 = 0, item 3 above is equivalent to Ker(C2) ⊇
Ker(C1). In what follows, we will give an algorithm that constructs a reduced
order measurement feedback control law to solve the RPT problem under the









⎥⎥⎥⎦ · 1(t) = α · 1(t), (4.4)
where 1(t) is the unit step function, and α1, α2, · · ·, αf are the magnitudes of the
step functions. Thus, we have
r˙(t) = α · δ(t), (4.5)
where δ(t) is a unit impulse function. Then, we obtain an auxiliary system Σaux,
which combines the original system Σ of (4.1) and the reference signal r(t), as the
following
x˙ = A x + B u + E w
y = C1 x + D1 w





















































It can be easily shown that the quadruple (A,B,C2,D2) has the same infinite
zero structure and the same stable invariant zeros as those of (A,B,C2, D2), and
is right invertible as well but with f additional invariant zeros at the origin. The
construction algorithm involves two step main stages: In the first stage, we will
construct a static state feedback law for Σaux of (4.6) which will solve the RPT
problem for the case when y = x, i.e., all the states of Σ are available for mea-
surement. Then, in the second stage, we design a reduced order measurement
feedback control law that will recover the performance of the static state feedback
law designed in the first stage.
The plant of VCM is obtained using the modeling method given in previous chap-
ter. The transfer function of VCM is, shown in Figure 4.1,
Gv(s) =
4.3817× 1010s+ 4.3247× 1015
s2(s2 + 1.5962× 103s+ 9.7631× 107) . (4.11)
The details of the continuous-time RPT control design algorithm is given in Chap-
ter 3.2. We now ready to move on the design of our proposed servo system. We
will design a servo system that meets the following design specifications:
1. The control input should not exceed ±2 volts due to physical constraints on
the actual VCM actuator.
2. The overshoot and undershoot of the step response should be kept less than
5% as the R/W head can start to read or write within ±5% of the target.
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Figure 4.1: Frequency response of VCM model
3. The 5% settling time in the step response should be less than about 1 mil-
liseconds. that is used as the sampling frequency in many commercial disk
drives.
From experience that we gained in designing PID controllers, we know that it is
quite safe to ignore the resonance models of the VCM actuator if we are focusing
on tracking performance. Thus, we will consider only a second order model for the
VCM actuator at this stage. We will then put the resonance modes back when
we are to evaluate the performance of the overall design. Thus, we will use the













y = h = [ 1 0 ] x, (4.13)
in our design. It is simple to verify that the above system satisfies the solvability
conditions for the RPT problem. The corresponding auxiliary system in the format
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Following the construction algorithm for the RPT controller, we obtained a para-
meterized first order measurement feedback control law of the form (4.2) with
Avv(ε) = −7800/ε
Bvy(ε) = −4.842× 107/ε2
Bvr(ε) = 1.62× 106/ε2







Results in Figure 4.2, Figure 4.3 and Figure 4.4 are obtained using a Matlab
package. They clearly show that the RPT problem is solved as we tune the tuning
parameter ε to be smaller and smaller. Unfortunately, due to the constraints of
the physical system, i.e., the limits in control inputs and sampling rates, as well
as resonance modes, it is impossible to implement a controller that will track the
reference in zero time. We would thus have to make some compromises in the
track following speed because of these limitations. After several trials, we found
that the controller parameters of (4.15) with ε = 0.9 would give us a satisfactory
performance. We then discretize it using a bilinear transformation with a sampling
frequency of 4 kHz. Note that it was shown in Chen andWeller [12] that the bilinear
transformation does not introduce additional nonminimum phase invariant zeros





CHAPTER 4. ROBUST AND PERFECT TRACKING CONTROL: SINGLE-STAGE ACTUATOR CASE
Figure 4.5 shows that the step response of the overall system comprising the fourth
order model of the VCM actuator (we now put the resonance modes back into
the VCM actuator model) and the discretized RPT controller, meets the design
specifications. In actual hard disk drive manufacturing, the resonant frequency ωn
of the VCM actuator for the same batch of drives might vary from one to the other.
A common practice in the disk drive industry is to add some notch filters in the
servo system to attenuate these resonant peaks as much as possible. Surprisingly,
our RPT controller is capable of withstanding the variation of resonance frequencies
as well.
Figure 4.6 shows the step responses of the closed-loop systems of our RPT con-
troller and the VCM model with two diﬀerent resonant frequencies: one is 1.125
kHz, which is β = 75% of the nominal value, and the other is 2.25 kHz, which is
β = 150% of the nominal resonant frequency. Normally, the VCM actuator has
about 5 % to 10 % damping range. Considering the worse situation, we chose
the 25 % to 50 % changes of the nominal values. The results show that the RPT
controller is very robust with respect to the change of resonant frequency in the
actuator.
Although we do not consider the eﬀects of run-out disturbances in our problem
formulation, it turns out that our simple first order controller is capable of re-
jecting the first few modes of the run-out disturbances, which are mainly due to
the imperfectness of the data tracks and the spindle motor speeds. The run-out
disturbances commonly have frequencies at the multiples of about 55 Hz in the
year of 1998, and about 100 120 Hz after year of 2000. We simulate these
run-out eﬀects by injecting two diﬀerent sinusoidal signals into the measurement
output, i.e., the new measurement output is the sum of the actuator output and
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Figure 4.2: Responses of the closed-loop systems with parameterized RPT con-












































Figure 4.3: Responses of the closed-loop systems with parameterized RPT con-
troller when ε = 0.01.
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Figure 4.4: Responses of the closed-loop systems with parameterized RPT con-
troller when ε = 10−5.
the run-out disturbance. Figure 4.7 shows the simulation result of the output re-
sponse of the overall servo system comprising the fourth order model of the VCM
actuator model and the discretized RPT controller with a fictitious run-out distur-
bance injection w˜(t) = 0.5 + 0.1 cos(110πt) + 0.05 sin(220πt) and a zero reference
r(t). Figure 4.8 shows the simulation result of the output response of the over-
all servo system comprising the fourth order model of the VCM actuator model
and the discretized RPT controller with a fictitious run-out disturbance injection
w˜(t) = 0.5+0.1 cos(240πt)+ 0.05 sin(480πt) and a zero reference r(t). The results
show that the eﬀects of such a disturbance to the overall response are minimal.
A more comprehensive test on run-out disturbances, i.e., the position error signal
(PES) test on the actual system will be presented in the next section.
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Figure 4.6: Step responses of the closed-loop system with diﬀerent resonant fre-
quencies.
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Figure 4.7: Output response of the closed-loop system due to 55Hz run-out dis-
turbance.













Dashed: Run−out Disturbance 
Solid: System Response 
Figure 4.8: Output response of the closed-loop system due to 120Hz run-out dis-
turbance.
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4.3 Implementation Results
In this section, we present the actual implementation results of our design and
their comparison with those of a PID controller. Two major tests are presented:
one is the track following of the closed-loop systems and the other is the posi-
tion error signal (PES) test, which is considered to be a major factor in design
hard disk drive servo systems. Our controller was implemented on an open hard
disk drive with a TMS320 digital signal processor (DSP) and a sampling rate of 4
kHz. Closed-loop actuation tests were performed using a Laser Doppler Vibrome-
ter (LDV) to measure the R/W head position. The resolution used for LDV was
1µm/Volt. This displacement output is then fed into the DSP, which would then
generate the necessary control signal to the VCM actuator. A digital signal ana-
lyzer (DSA) was used to assist in obtaining the frequency response of the overall
control system. It can inject a swept sinusoidal reference signal, then read the
output displacement from the LDV and calculate the frequency Bode plot using
this information. Altogether, two sets of experiment were performed, one using
the RPT controller and the other using a PID controller reported in Goh [31].
4.3.1 Track Following Test
The solid-line curve in Figure 4.9 shows the experimental step response of the RPT
controller. In this figure, the response of the RPT controller is shown together
with that of a PID controller of Goh [31] as a comparison. Note that the actual
response of the closed-loop system with the RPT controller is slightly faster and its
overshoot is slightly larger (about 7%) compared to the simulation results given in
the previous section. The 5% settling time is about 1.6 milli seconds, which surely
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meets the design specifications. Figure 4.10 shows the experimental closed-loop
Bode plot. It shows that the system has a closed loop bandwidth of about 500 Hz.
At the roll-oﬀ frequency, there is no discernible resonance peak.
The dotted-line curve in Figure 4.9 shows the step response of the PID controller
of Goh [31] (again using a 4kHz sampling rate). The PID controller had a usual
structure and was tuned such that it could have fast time response. It is given by
u =
0.13z2 − 0.23z + 0.10
z2 − 1.25z + 0.25 (r − y). (4.16)
Unfortunately, the overshoot of the controller is rather high, about 50% and this is
a result of trading improved settling time at the expense of higher overshoot. To
achieve a settling time of 4-5 milli seconds, it is necessary to tune the PID controller
such that the overshoot is significant. Figure 4.11 shows the experimental closed-
loop Bode plot of the PID controller. The closed loop bandwidth of this servo
system is also about 500 Hz, with a slight peak of about 7 dB at the roll-oﬀ
frequency. This resonance peak would result in additional tracking errors close to
the bandwidth frequency.
We believe that the shortcoming of the PID control is mainly due to its structure,
i.e., it only feeds in the error signal, y − r, instead of feeding in both y and r
independently. We trust that the same problem might be present in other control
methods if the only signal fed is y− r. The PID control structure might be simple
as most of researchers and engineers have claimed. However, our RPT controller is
even simpler, i.e., the RPT controller is of the first order and the PID controller is
of the second order. But, we have fully utilized all available information associated
with the actual system.
Unfortunately, we could not compare our results with those of other methods
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mentioned in the introduction. Most of references we found in the open literature
contained only simulation results in this regard. Some of implementation results
we found were, however, very diﬀerent in nature. For example, Hanselmann and
Engelke of [45] reported an implementation result of a disk drive servo system
design using the LQG approach with a sampling frequency of 34 kHz. The overall
step response of [45] with a higher order LQG controller and higher sampling
frequency is worse than that of ours.
4.3.2 Position Error Signal Test
The disturbances in a real hard disk drive are usually considered as a lumped dis-
turbance at the plant output, also known as run-outs. Repeatable run-outs (RRO)
and non-repeatable run-outs (NRRO) are the major sources of track following er-
rors. RRO is caused by the rotation of the spindle motor and consists of frequencies
that are multiples of the spindle frequency. NRRO can be perceived as coming from
three main sources: vibration shocks, mechanical disturbance and electrical noise.
Static force due to flex cable bias, pivot-bearing friction and windage are all compo-
nents of the vibration shock disturbance. Mechanical disturbances include spindle
motor variations, disk flutter and slider vibrations. Electrical noises include quan-
tization errors, media noise, servo demodulator noise and power amplifier noise.
NRRO are usually random and unpredictable by nature, unlike repeatable run-
outs. They are also of a lower magnitude (see e.g., [28]). A perfect servo system
of hard disk drives should reject both the RRO and NRRO.
In our experiment, we have simplified the system somewhat by removing many
sources of disturbances, especially that of the spinning magnetic disk. Therefore,
we have to actually add the run-outs and other disturbances into the system manu-
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Solid:     RPT Controller
Dashed: PID Controller
(a). Output responses.





















Solid:     RPT Controller
Dashed: PID Controller
(b). Control signals.
Figure 4.9: Implementation result: Step responses of closed-loop systems with
RPT and PID controllers.
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ally. Based on previous experiments, we know that the run-outs in real disk drives
is mainly composed of the RRO, which is basically sinusoidal with a frequency of
about 55 Hz, equivalent to the spin rate of the spindle motor. By manually adding
this “noise” to the output while keeping the reference signal to zero, we can then
read oﬀ the subsequent position signal as the expected PES in the presence of run-
outs. In disk drive applications, the variations of the R/W head from the center
of track during track following, which can be directly read oﬀ as the position error
signal (PES), is very important. Track following servo systems have to ensure that
the PES is kept to a minimum. Having deviations that are above the tolerance
of the disk drive would result in too many read or write errors, making the disk
drive unusable. A suitable measure is the standard deviation of the readings, σ.
A useful guideline is to make the 3σ value less than 5% of the track width, which
is about 0.1µm for a track density of 10-15 kTPI (kilo tracks per inch).
Figures 4.12 and 4.13 show the tracking errors of robust and perfect tracking
controller and PID controller respectively, under the disturbance of the run-outs.
The 3σ value is about 0.095µm for the RPT controller, and about 0.175µm for the
PID controller. Again, the RPT controller does better than the PID one in the
PES test.
4.4 Conclusion
In this chapter, a robust and perfect tracking controller design for a hard disk
drive servo system has been reported. The RPT controller has a much better
performance in track following as well as in the PES tests compared to those of
the PID controller as well as other controllers. The RPT controller has the minimal
77

















































































Figure 4.11: Implementation result: Closed-loop frequency response of system with
PID controller.
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Figure 4.12: Implementation result: Histogram of the PES test with the RPT
controller.










Figure 4.13: Implementation result: Histogram of the PES test with the PID
controller.
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overshoot and undershoot and much faster settling time. The closed-loop Bode
plot of the overall servo system with the RPT controller also does not have any
significant roll-oﬀ peak, which is typically present in PID controllers.
The RPT controller utilized is first order. This is one order lower in comparison
with the PID controller and would allow for quicker execution of the DSP codes
during implementation. This would be an important consideration when the sam-
pling rate of the disk drive servo is pushed higher to meet the increasing demands
on the servo performance. The current results can be further improved if we used
a better VCM actuator and arm assembly, with a higher resonance frequency. The
control input limit has not been reached and theoretically, we should be able to
tune the controller to achieve even faster settling time and higher servo bandwidth.
This will be a subject of our future work.








In the previous chapter, we presented the robust and perfect tracking control for
the single-stage actuator hard disk drive, published earlier in [33]. In this chapter,
we will apply the robust and perfect control in the dual-stage actuator hard disk
drives, which is supposed to be the servo system for ultra high density magnetic
recording.
As we described in the previous chapters, the hard disk drive industry is always
trying to increase greater data storage capacity in disk drives while reducing their
size. Thus the smaller disk drives can be fitted into portable computers like laptops
and notebooks. The consumers are also demanding more capacity, as computer
software and application become more complicated and require more storage ca-
pacity. More capacity on smaller disk drives implies an increase in areal density.
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This increase in areal density has enabled the HDD industry to drive increase the
capacity at about 70% and even higher per year. But it is diﬃcult for the conven-
tional VCM to provide such a high servo bandwidth because of its large mass, low
resonant frequency and the non-linear response of the ball-bearing friction. The
large mass of the VCM actuator (compared with the typical micro-actuator) means
that a high power increase is required to eﬀect the servo bandwidth increase. At
the same time, current VCM actuator are aﬀected by the mechanical resonance
due to the carriage, coil and the ball-bearing pivot because of the non-collocation
of the actuator and the read/write head, or so-called sensor. This resonance can be
as low as 1 to 2 kHz and it is a major obstacle to achieving higher servo bandwidth.
Presently, even with the best VCM and the assembly design, it is diﬃcult to achieve
a closed-loop bandwidth of more than 1kHz. Furthermore, the conventional VCM
actuator has ball-bearings. The eﬀect of this is to vary the low frequency gain
according to the amplitude of the input current. The cutoﬀ frequency of the actu-
ator’s transfer function also increase when the current decreases. This especially
aﬀects the positioning of the actuator in a small displacement. When the displace-
ment is small, the input current is small and this would mean a low gain for the
actuator.
In this chapter, we will use the RPT control design method. When designing the
RPT controller, we sued the following specifications that are commonly used,
• Stroke of the micro-actuator is less than 1µm.
• Combined servo bandwidth has to be above 1.5-2.0 kHz.
• The primary actuator should work to track in the low frequencies, while the
secondary actuator would track in the high frequency signals.
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• The settling time for one track seek should be less than 1 millisecond, and
at the steady state the micro-actuator should settle at zero.
5.2 Control Structure of Dual-stage Actuator
For our work, based on the control specifications and objective, we came up with
the following control strategy illustrated in Figure 5.1. The primary actuator
control loop will remain as stated in previous chapter, in other words, the servo
performance of the primary loop is unchanged.
To improve the servo loop performance, we add the secondary servo loop such
that its control objective is to bring any remaining error to zero. Therefore, we
will obtain a dual control system in which the primary actuator will still operate
as before. In addition, the secondary actuator would act whenever the primary
actuator is unable to eﬀect the necessary control. This occurs during two moments,
during transient response on track seeks and when the frequency of the reference
signal is above the servo bandwidth of the primary actuator. Theoretically, the
dual-stage actuator system would thus have the following advantages:
• The settling time will be improved since the secondary actuator has a higher
bandwidth and is thus faster. Hence during the transient moments when the
system is settling, it will correct for any error before VCM responds.
• The servo bandwidth of the dual control scheme would increase, since the
secondary actuator would track any high frequency reference up to its servo
bandwidth.
• The secondary actuator would automatically correct any additional errors
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present in the primary actuator, such as frictional non-linearity and bias.
The actual VCM position cannot be measured during implementation as we can
only read oﬀ the combined displacement output of the dual-stage actuator. Hence,
it is necessary to employ an estimator for the primary actuator position. The
individual control loops can be derived in any way, as long as they are inherently
stable and they meet the individual servo bandwidth requirements.
The VCM and the arm assembly that we used for the experiment came from an
old hard disk drive, hence its low resonance frequency is around 1kHz. We set a
relatively low target of about 500 Hz for the primary closed-loop servo bandwidth.
The secondary loop servo performance would ultimately be the servo performance
of the dual actuator servo system as well. Hence it could need to achieve the 1.5
kHz to 2.0 kHz open-loop 0 dB crossover frequency target set for the realization
of 20-25 kTPI track density.
5.3 Robust and Perfect Tracking Control Design
of Dual-stage Actuator (I)
5.3.1 System Models
All work regarding this work was done on the prototype dual-stage actuator (de-
signed by Data Storage Institute, Singapore, see Figure 5.1). This physical model
given in this section includes the coupling eﬀects between the actuators.
Figure 5.2 shows the estimated and experimental bode plot of the primary actuator
(Dotted is the estimated model). It should be noted that the VCM and the arm
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Figure 5.1: Prototype dual-stage actuator
assembly we used was taken oﬀ an old disk drive. Hence, it has a very low resonance
frequency compared to the current ones used in the disk drives in the market. The
piezoelectric actuator is also attached, acting as a slider instead of the normal fixed
slider we see in disk drives. Any coupling eﬀect between the actuators would have
been modeled as we allowed the other actuator to be free moving while doing the
system identification for one of them. The experimental bode plot for the micro-
actuator can be found in Figure 5.3 with the doted line showing the identified plant
in the unit of Hz.








3.0221× 103s+ 1.3954× 109
s2 + 2.2326× 104s+ 2.8413× 109 (5.2)
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Figure 5.3: Bode plot of micro-actuator (estimated ane experimental)
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5.3.2 Individual Servo Loop Controller Design
Having obtained the system models, we proceeded to the design of the controllers
for the individual servo loops. We decided to use a Robust and Perfect Tracking
(RPT) controller for the primary actuator servo loop and a PI controller for the
secondary actuator servo loop. We chose a 20 kHz sampling frequency, assumed
that the sampling rate to be at least 6-10 times of the bandwidth. Since there is
physical limitations for the higher sampling rate in the implementation, 20 kHz is
a reasonable compromise. The state space equation and the transfer function of
the discrete-time controllers are given below.
Following the Robust and Perfect Tracking Design procedure (details given in
previous chapters), the primary actuator controller is obtained as follows,
xv(k+1)=−0.04xv(k)+15178.933r(k)−453681.43y(k)
u(k)=−3.4267×10−7xv(k)+0.03973r(k)−0.18421y(k) (5.3)
where u1(k) is the dual-stage actuator output and u2(k) is the reference and y(k)
is the control output.
Applying the conventional phase compensation method, we could obtain the sec-







where y(k) is control output and x(k) is the position error signal (PES).
Looking at the micro-actuator bode plot in Figure 5.2, it is obvious that it performs
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Figure 5.4: Photograph of experiment setup
almost like a direct gain amplifier within the expected working frequency range of
up to several kHz. Hence, the estimator used in our controller can be simplified
by assuming a constant gain factor for the micro-actuator system and estimating
the primary actuator position using this assumption.
5.3.3 Implementation Results
To test the controller we designed, a simplified test platform was built up, as in
the previous chapter. The control codes were written on the TMS320C40 DSP
chip, which comes up on the dSPACE DSPC32 board, with on-board D/A and
A/D channels. The DSP controller would feed the command signal to both the
VCM driver and the piezo-amplifier, which provides the necessary inputs to the
two actuators. The position of the arm assembly will be read by the Laser Doppler
Vibro-meter (LDV) and feed back into the DSP controller as input. Note that we
are equating the distance of 1 µm to be approximately one track, which corresponds
to the track density of higher than 25 kTPI. Figure 5.4 is a photograph of the
experimental setup.
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We look at several aspects of the controller performance, including one-track seek,
track following and the open-loop frequency response. Figure 5.5 shows the one
track seek response using the dual-stage actuator and the corresponding controller
design discussed earlier. The 10% track settling time is about 0.8 ms, much better
than the control specification. The overshoot is about 20%. Note that the system
performs as expected, with the VCM step response being generally unchanged
while the micro-actuator acts to complement the VCM during the transient stage.




















Figure 5.5: One track seek using dual-stage actuator
Note also that the micro-actuator automatically corrects for any position errors,
including any steady state error. This might not be apparent in Figure 5.5 but in
Figure 5.6, which shows a 3 track seek, the micro-actuator actually eliminates the
steady state error from the primary actuator due to the dead zone and bias errors.
To visualize the improved track following performance, we injected noise into the
89
CHAPTER 5. ROBUST AND PERFECT TRACKING CONTROL: DUAL-STAGE ACTUATOR CASE
system, based on actual experimentally derived noise model. The resulting Position
Error Signal (PES) is read from LDV, which would give an indication of the noise
rejection performance of the dual-stage actuator system. Figure 5.7 shows the
resulting histogram of the PES signal. The standard deviation works out to be
0.0611 µm. From the result, we can conclude that the dual-stage actuator would
be able to meet the tracking requirements if we limit the tracking errors to around
5-6 % (assuming 1 track is about the width of 1 µm). For comparison, the 3σ value
we derived for a single actuator (VCM) using a typical PID controller is around
0.14 to 0.17 µm, close to 3 times that of the value for the dual-stage actuator.

















Figure 5.6: Three track seek using dual-stage actuator
The frequency response of the system also indicates improved performance. Fig-
ure 5.8 shows the experimental closed-loop frequency bode plot for the dual-stage
actuator system. The closed-loop bandwidth (-3 dB) for the controller was found
to be around 1.1 kHz. Although slightly lower than the specification of 1.5-2.0
kHz, we can attribute the reason to the inferior primary actuator used. With a
better primary actuator, we might be able to improve the bandwidth further.
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Figure 5.8: Closed-loop bode plot of dual-stage actuator system
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5.4 Robust and Perfect Tracking Control Design
of Dual-stage Actuator (II)
In this section, we will present another design that the RPT approached applied.
Diﬀerent from the previously given dual-stage actuator control design work [32],
here the RPT control for the discrete-time systems is considered.
5.4.1 Robust and Perfect Tracking Control for Discrete-
time Systems
The problem of almost robust and perfect tracking for discrete-time system has
been studied by Chen, Lin and Liu(2000) [16]. We recalled in the following the
main results of their work.





x(k+1) = A x(k) + B u(k), x(0) = x0,
y(k) = C1 x(k)
h(k) = C2 x(k) + D2 u(k).
(5.5)
Given the discrete-time system (5.5) with initial condition x(0) = x0 and the
reference r(k) with r(k + d), 0 ≤ d ≤ κd, being known for a non-negative integer
κd, the (κd,κ0) almost perfect tracking problem, where κ0 is another non-negative
integer, is to find a dynamic measurement feedback control law in the following
form,
l
v(k+1) = Acmpv(k) +Bcmpy(k) +G0r(k) + · · ·+Gκdr(k + κd),
u(k) = Ccmpv(k) +Dcmpy(k) +H0r(k) + · · ·+Hκdr(k + κd),
(5.6)
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such that when (5.6) is applied to (5.5),
1. The resulting closed-loop system is internally stable; and




|e(k)| = 0, (5.7)
i.e., e(k) = 0, or h(k) = r(k), for all k ≥ κ0.
The following theorem is due to Chen et al [16].
Theorem 7 Consider the single input single output discrete-time plant (5.5) with
D2 = 0, x(0) = x0, and with i) (A,B) being stabilizable and (A,C1) being ob-
servable; and ii) ΣP being right invertible and of minimum phase. Let the relative
degree of ΣP be given as ST∞(ΣP) = {qmd}, and let the controllability index of
(AI, C I1) be C = {k1, · · · , kp}, with k1 ≤ · · · ≤ kp. Then, the (κd,κ0) almost perfect
tracking problem is solvable for any reference with κd = qmd and κ0 = qmd +kp−1.
2
Following is a step-by-step design procedure for the robust and perfect tracking
controller.
Step 1. Find nonsingular state, output and input transformations Γs, Γo and Γi,
which will take ΣP into the standard format of the special coordinate basis
(see Sannuti and Saberi 1987), i.e.,
x = Γsx˜, h = Γoh˜, u = Γiu˜, r = Γor˜, (5.8)
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hd = Cqmdxd = xd1, (5.13)
where δ(T) = T(k + 1), the triple (Aqmd , Bqmd , Cqmd ) has the special struc-
ture(see Chen, Lin and Liu 2000). and define a new controlled output,
h˜n(k) = hd(k + qmd) (5.14)
Then,y˜n can be expressed as




da Edd ] and Dˇ2 = 1, (5.16)
Let A˜ = Γ−1s AΓs and B˜ = Γ
−1
s BΓi, and let ΣˇP characterized by (A˜, B˜, Cˇ2, Dˇ2).
It is simple to show that the auxiliary system ΣˇP is right invertible and of
minimum phase with no infinite zeros.
Step 2. Obtain a state feedback control law
u˜(k) = F˜ x˜(k) + H˜r˜n(k), (5.17)
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where
r˜n(k) = rd(k + qmd) (5.18)
and
F˜ = − [E−da Edd ] , H˜ = 1 (5.19)
Step 3. Find a reduced order observer. Assume that matrices C1 have already
been transformed into the following forms,
C1 = [ 1 0 ] (5.20)
.
Step 3.R.1. We first partition the following system
l
x(k+1) = A x(k) + B u(k)
y(k) = C1 x(k)
(5.21)



























where δ(x1) = x1(k+1) and δ(x2) = x2(k+1). Obviously, y1 = x1 is directly
available and hence need not be estimated. Next, let ΣQR to be characterized
by
(AR, ER, CR, DR) =
w











It is straightforward to verify that ΣQR is right invertible with no finite and
infinite zeros. Moreover, (AR, CR) is detectable if and only if (A,C1) is de-
tectable. Now we assume that (A,C1) is observable therefore (AR, CR) is also
observable
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Step 3.R.2. Find a gain matrix KR such that AR + KRCR has all its
eigenvalues at the origin and
(AR +KRCR)
kp−2 ≡ 0. (5.24)
Step 3.R.3. Let
GR = [−KR0, A21 +KR1A11 − (AR +KRCR)KR1 ] , (5.25)
Acmp = AR +B2F2 +KRCR +KR1B1F2
Bcmp = GR + (B2 +KR1B1) [ 0, F1 − F2KR1 ]
Ccmp = F2






F = [F1 F2 ] = Γi ∗ F˜ ∗ Γ−1s (5.27)
and
G = (B2 +KR1B1)H. (5.28)
where,
H = Γi ∗ 1 ∗ Γ−1o (5.29)
Step 4 Construct the final measurement feedback controller




v(k+1) = Acmpv(k) +Bcmpy(k) +Gr(k + qmd)
u(k) = Ccmpv(k) +Dcmpy(k) +Hr(k + qmd)
(5.30)
Let xs(k)=x2(k)−v(k)+KRx1(k). It is straightforward to verify that the closed-
loop system comprising the given system (5.5) and the reduced order measurement
feedback control law of (5.30) can be rewritten as follows,
xs(k+1) = (AR +KRCR)xs(k), (5.31)
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x(k+1) = (A+BF )x(k)− BF2xs(k) +BHr(k+qmd), (5.32)
h(k) = C2x(k). (5.33)
Thus, it is simple to see that the closed-loop system is asymptotically stable as
A + BF and AR +KRCR have eigenvalues inside the unit circle. Clearly, for any
initial condition, (5.31) implies that xs(k) = 0 for all k ≥ kp − 1. Hence, for
k ≥ kp − 1, (5.32) and (5.33) reduce to
x(k+1) = (A+BF )x(k) +BHr(k+qmd), (5.34)
h(k) = C2, (5.35)
which are precisely the same as the closed-loop dynamics under the state feedback
law. If we treat x(kp − 1) as a new initial condition to (5.34) and (5.35), it will
take another qmd steps for h to precisely track the reference r. Thus, we have
h(k) = r(k) for all k ≥ qmd + kp − 1. Hence, the (κd,κ0) almost perfect tracking
problem is solved by the control law (5.6) with κd = qmd and κ0 = qmd + kp − 1.
5.4.2 RPT Design for Dual-stage Actuator
Based on the dual-stage actuator models described in previous sections, we will
formulate the Robust and Perfect Tracking problem. The structure of the closed-
loop dual-stage actuator system is shown in Figure 6.1.
And the following design specifications are supposed to be met:
1. Stroke of the dual-stage actuator is about 1µm, that is higher than the track
width in 20k track-per-inch (TPI) hard disks.
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Figure 5.9: dual-stage actuator servo system with weighting functions
2. The settling time for one track seek, should be less than 1 ms, and at the
steady state the dual-stage actuator should settle at zero.
3. Both the overshoot and the undershoot of the step response should be kept
less than 5% as the R/W head can start R/W operation within ±5% of the
track.
4. The secondary micro-actuator is designed to take most of the track following
work, while the VCM servo loop remains stable.
5. Both of the control input saturations for VCM and micro-actuator are chosen
as ±2V to meet the need of for the DSP-based controller implementation.
Considering the limitation of the digital devices in implementation, the sampling
frequency is chosen at 10 kHz. Thus the discretized models of VCM and micro-
actuator are found as,
Gvcm(z) =
0.06657z3 + 0.5125z2 + 0.4952z + 0.0614
z4 − 0.679z3 − 0.7621z2 − 0.4387z + 0.8799 (5.36)
Gma(z) =
0.433z3 + 0.2864z2 + 0.2065z + 0.03726
z4 + 0.9321z3 + 0.8407z2 + 0.3285z + 0.0498
(5.37)
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For the micro-actuator servo loop, applying the RPT algorithm described in pre-
vious section, a discrete-time RPT controller has been found of the form,


















0.0562 0.3257 0.1457 −0.0193
3.8165 1.5687 2.5846 2.8117
2.0403 0.8052 1.0842 1.5421
−1.7537 −1.1645 −1.4919 −1.6383
⎤










Ccma = [ 0.5078 0.2176 0.1352 0.1387 ] ,Dcma = [ 0 2.3092 ] . (5.40)
For VCM servo loop, the design work is comparatively simple. Since our objective
is to ensure the VCM servo loop stable while the micro-actuator is doing most work
of the tracking, a conventional phase compensation controller with the position
error signal as input is found as follows,
Gcvcm(z) =
1.4× 10−6z − 1.267× 10−6
z − 0.3333 (5.41)
5.4.3 Simulation Results
In this section, the design work is illustrated by the simulation results. The simu-
lation results are done by using the Matlab and its SIMULINK package [79]. The
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resolution of Laser Doppler Vibrometer (LDV), that is used to measure the dis-
placement of the combined actuator output, is 2µm/Volt. Thus, the amplitude of
the reference is chosen at 0.5.
During the servo design, it is found that the system can be pushed to have a very
fast time response to the reference. But the oscillation of the system output occurs.
Thus, to reduce the overshoot and limit the control signal at the same time, we
let the reference input arrive at the final set point in several steps. Then the
performance of the compensated closed-loop system in the discrete-time domain is
examined at first.
Then the design work is examined in the sample-data system by SIMULINK, in
which the simulation results resemble the realistic system dynamics better. The
block diagram of the sample-data simulation process is shown in Figure 5.10. Fig-
ure 5.11 shows the step response of the closed-loop dual-stage actuator system.
The settling time is 0.5ms, as same as its counterpart in the discrete-time domain.
It is noted that there are some tiny oscillations. But the overshoot and undershoot
are all below 1%, our design specification is met. The micro-actuator control signal
is shown in Figure 5.12.
The RPT controller for the micro-actuator has been implemented and the results
are shown in Figure 5.13 and Figure 5.14.
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Figure 5.10: Simulation diagram of the dual-stage actuator system




















Simulated microactuator output in discrete−time system 
Simulated micro−actuator output in sample−data system 
Figure 5.11: Time response of dual-stage actuator in sample-data system
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Figure 5.12: Micro-actuator control signal in sample-data system





















Figure 5.13: Measured step response in implementation
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Figure 5.14: Measured control signal of micro-actuator
5.5 Concluding Remarks
In this chapter we presented two schemes of RPT control designs in the dual-stage
actuator hard disk drives. First, using a dual-stage actuator designed by the Data
Storage Institute (DSI) of Singapore, we were able to design and implement a
suitable controller for the system, which met the control specifications. It had a
fast track settling time of around 0.8 ms with an overshoot of about 20%. During
track following, we can expect PES readings with a standard deviation of about
0.0611µm (about 6% of a track). The closed loop bandwidth (-3dB) was found
to be about 1.1 kHz, but that can be further improved. This dual-stage actuator
system would be a viable solution to the current tracking accuracy problem that the
hard disk industry is experiencing. Although it is known that the single actuator
hard disk has broken the barrier of 25k TPI, the dual-stage actuator scheme could
help the hard disk drive development to go even further.
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Later, we applied the robust and perfect tacking(RPT) control to design a high
performance compensated dual-stage actuator servo system. In our design, the
micro-actuator is designed to do most of the tracking work. So two individual
controllers for VCM and the micro-actuator have been found. The simulation
results in both discrete-time and sample-data systems show that the proposed
control design method can achieve the excellent performance, that is, a very fast
time response and almost no overshoot. Further implementation of such control
design in dual-stage actuator is expected, after the RPT controller for the micro-
actuator has been tested.
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H2 Optimal Control Towards The
Highest TPI
6.1 Introduction
As discussed previously, the areal density of magnetic hard disk drives has been
growing at 100% every year. The recording bit aspect ratio is expected to decrease
from 20:1 to 4:1 and even further for the rotating magnetic recording systems of
100 Gb/in2 and above, due to the advantage of better signal-to-noise ratio when
increasing the track density faster than the linear density.
This rapid trend requires a significant improvement of the actuator positioning
servo system. The 3σpest , that is the standard deviation of the true position error
signal or true PES (denoted as pest), is often used as a measure of the tracking
accuracy during the reading and writing operation. For a given mechanical system,
improving the performance of the track following controller to achieve a higher
tracking accuracy is one of the cost eﬀective ways to increase the Track-Per-Inch
(TPI).
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In the previous chapters, we show that the newly developed RPT design method
works well in the single-stage and dual-stage actuator hard disk servo systems [32,
33, 76]. At the same time, many other control methods have been used to minimize
the 3σpest, which determines the read/write tracking misregistration (TMR). Those
include LQG/LTR (see [62]), optimal control (see [69, 78, 124]), robust control
(see [33]), multi-rate control (see [29, 48, 17]), dual-stage actuator control (see
[49, 23, 58, 59, 104, 2]) and so on, have been studied so far. All the presented design
work could achieve faster response time, what is more, higher positioning accuracy.
In other words, higher TPI could be obtained in the presented designs. However,
all the work done in previous chapters did not show how accurate positioning
or how high TPI could be achieved by the presented optimal methods. But the
highest achievable TPI has not be fully investigated yet. If the highest achievable
TPI can be found, the control design eﬀort towards higher TPI by any other linear
methods can be evaluated. This will be the focus point in this chapter.
This chapter presents an optimal tracking following control design approach that
could minimize the 3σpest of the hard disk drive servo system for given the distur-
bance and noise models. In this chapter the relationship between the TMR and
H2 norm is studied at first. Later the corresponding H2 output feedback problem
of this specific problem is formulated and the algorithm to solve this problem is
given. The simulation results using the proposed design method are given with
the numerical examples. Both single-stage actuator servo system and dual-stage
actuator servo system are studied. For the dual-stage case, the H2 optimal control
mixed with PQ method is considered for the practical design implementation.
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6.2 TMR and H2 Optimal Control Problem
In this section, we first establish the relationship between the TMR andH2 optimal
control problem. Then a general description of an H2 optimal output feedback
control problem is given, followed by the algorithm to obtain the optimal controller.
This algorithm allows us to design an optimal or suboptimal output feedback
controller which can achieve the highest TPI in the HDD servo systems.
The structure of the typical hard disk drive servo system is shown in Figure 6.1.
The actuator can be of either a single-stage one or a dual-stage one. For simplicity
of analysis, we assume that the repeatable run-outs (RRO) are eliminated by some
eﬀective methods, such as feed-forward methods, without aﬀecting the closed-loop
stability. In this case, the non-repeatable run-out (NRRO), that can be classified
into three categories: input disturbance, output disturbance and measurement
noise, is the key component that decides the read/write TMR [22, 54, 55, 1, 39, 124].
The input disturbance refers to all the disturbances that act as torque disturbance,
such as disturbances caused by the D/A quantization noise, power driver noise,
and the air-turbulence upon the actuator, etc; The output disturbance refers to
all the disturbance due to non-repeatable motions of the disk, which are directly
added to the relative position of the R/W head and the servo track. Other noise
sources such as media noise, servo demodulator noise, etc, can be considered as
measurement noise [89, 90].
In order to achieve the highest TPI, one would have to minimize TMR subject to
all the NRRO sources described above. For simplicity, we only considered the σpest
as the source of TMR, where σpest in (6.1) is the standard deviation of the true
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Figure 6.3: H2 output feedback problem of general HDDs
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Here n in (6.1) is the number of the true PES samples.
To associate σpest with a control design problem, consider the H2 norm and H2
optimal control. The H2 norm of a system can be interpreted as the RMS value of
the output when the system is driven by independent zero mean white noise with
unit power spectral densities.
To associate TMR withH2 norm, in the typical hard disk drive shown in Figure 6.1,
all the NRRO sources are all considered colored noise, that are generated by the
white noises passing through their individual filters. Let the disturbance vector
be the NRRO sources and the true PES be the output, the transfer function from
these noises to the true PES ypest is defined as Tzw. Thus in the HDD systems,
when the number of the collected true PES samples, n in (6.2), is large enough,







It is easy to see that the H2 norm of Tzw, can be approximated proportional to
the standard deviation of true PES signal. Therefore, the control design problem
to minimize TMR can be treated as an H2 optimal control problem. Thus, the
optimal control problem can be formulated from this illustrated HDD servo system,
as shown in Figure 6.3 and the standard algorithm of H2 optimal control can be
applied.
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6.3 H2 Output Feedback Optimal Problem and
Controller Design





x˙ = A x + B u + E w
y = C1 x + D1 w
z = C2 x + D2 u
(6.3)
with x ∈ _n being the state, u ∈ _n the control input, ω ∈ _l the disturbance
input, y ∈ _p the measurement output, and z ∈ _q the output to be controlled
(or controlled output).
6.3.1 Control Design for Regular Case
According to the developed H2 optimal control theory, an optimal measurement
feedback controller exists in a regular H2 optimal problem which satisfies the fol-
lowing specific regularity conditions [101],
1. D2 is injective, i.e., D2 is of maximal column rank;
2. the subsystem (A,B,C2,D2) has no invariant zeros on the imaginary axis;
3. D1 is surjective, i.e., D1 is of maximal row rank;
4. the subsystem (A,E,C1,D1) has no invariant zeros on the imaginary axis;
In the case the above conditions are not satisfied, the H2 output feedback problem
is called ’singular’.
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v˙ = Ac v + Bc y
u = Cc v + Dc y
(6.4)
with v ∈ _k being the dynamic order of Σc.
By solving the Algebra Ricatti Equations (AREs) directly [101],
Σc :
l
v˙ = (A+BF +KC1) v − K y
u = F v
(6.5)
where
F = −(DT2D2)−1(DT2 C2 +BTP ) (6.6)
and
K = −(QCT1 + EDT1 )(D1DT1 )−1 (6.7)
and where P ≥ 0 and Q ≥ 0 are the solutions of the following ARE’s respectively,
ATP + PA− (PB + CT2 D2)(DT2D2)−1(DT2 C2 +BTP ) + CT2 C2 = 0 (6.8)
and
QAT +AQ− (QCT1 + EDT1 )(D1DT1 )−1(D1ET + C1Q) + EET = 0 (6.9)
The H2 norm minimized of the closed-loop transfer matrix Tzw(Σ × Σc) over all
stabilizing proper controller is denoted by γ∗2 ,
γ∗2 := inf {, Tzw(Σ× Σc) ,2 |Σc internally stabilizes Σ}.
(6.10)
For the regular problem described above, the minimal H2 norm of transfer function
Tzw associated with the output feedback case is given by,
,Tzw,2 = {trace(ETPE) + trace[(ATP + PA+ CT2 C2)Q]}1/2. (6.11)
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6.3.2 Control Design for Singular Case
When the H2 optimal problem is singular, the only recourse is to seek a sub-
optimal controller that guarantees the internal stability of the closed-loop system.
Actually, a family of sub-optimal controllers can be found that could attain an H2
norm arbitrarily close to the infimum.
To find a sequence of suboptimal controllers, the so-called perturbation method
can be applied because of its compactness and elegance. By adding some dummy























Obviously, if 6 = 0, we just add some zeros. Sequentially, define another two new
matrices,
E˜ = [E 6I 0 ] and D˜1 = [D1 0 6I ] (6.13)





x˙ = A x + B u + E˜ w
y = C1 x + D˜1 w
z = C˜2 x + D˜2 u
(6.14)
where E˜, D˜1, C˜2 and D˜2 are constructed via the so-called perturbation approach
given before. Obviously, D˜2 is of maximal column rank and (A,B, C˜2, D˜2) is free
of invariant zeros for any 6 > 0. Thus, Σ˜ satisfies the conditions of regular output
feedback problem, and hence we can apply the previously stated procedures for
regular problem to find appropriate controllers. The controllers works for the
original system for suﬃciently small 6.
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6.3.3 Optimal Control Design Procedure Summary
For the typical hard disk drive system described in previous section, we can for-
mulate the H2 problem as following,
x = (xhdd xid xod xmn )
I ;





Ahdd 0 0 0
0 Aid 0 0
0 0 Aod 0
0 0 0 Amn
⎞
⎟⎟⎟⎠ ;











C1 = (Chdd Cid Cod Cmn ) ;
D1 = (Did Dod Dmn ) ;
C2 = (Chdd Cid Cod 0 ) ;
D2 = 0; (6.15)
Here the state vector x, {xhdd, xid, xod, xmn}I, are the state variables from the ac-
tuator, input disturbance filter, output disturbance filter and measurement filter
in Figure 6.2. The disturbance vector ω, {ωid,ωod,ωmn}I, includes the white noise
sources that eﬀect before the process disturbance filter and the measurement noise
filter. Σhdd(Ahdd, Bhdd, Chdd, Dhdd), Σid(Aid, Bid, Cid, Did), Σod(Aod, Bod, Cod, Dod)
and Σmn(Amn, Bmn, Cmn, Dmn) denote the disk drive actuator, the input distur-
bance filter, the output disturbance filter and the measurement noise filter individ-
ually, and all these plants are assumed strictly proper. In the problem formulation,
the input disturbance is considered as a lumped disturbance on the plant output.
In many cases, because of the high gain property of VCM plant, the optimal
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solution can not easily be obtained by solving the AREs. It is quite common to
find a suboptimal output feedback controller for a given HDD plant. For the ease of
application, the optimal control design procedure of both the regular and singular
systems can be summarized as follows,
Step 1: Establish the actuator model, disturbance model, and measurement noise
model.
Step 2: Formulate the standard H2 optimal problem, as described by (6.15).
Step 3: Check the regularity property of the resulting H2 optimal problem.
Step 4: If the H2 optimal problem is regular, the resultant output feedback con-
troller is given in (6.5), by solving the related Riccati equations (6.8) and
(6.9). Otherwise, for a singular H2 problem, augment the plant output to
make the problem regular. Solve the Riccati equations (6.8) and (6.9) to find
an H2 suboptimal controller. Reducing 6 by half and solving (6.8) and (6.9)
each time, until the resulting H2 norm of the resultant controller converges
within the calculation precision.
Step 5: if the problem is ill-conditioned, use time scaling (substitute t with τ = ω0t
in Laplace Transformation) method to reduce the ill numerical condition until
these Ricatti equations can be solved [27].
After obtaining the optimal or suboptimal controller, time domain and frequency
domain simulations can be performed to check the performance of the controller
before implementation.
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6.4 Single-Stage Actuator Case
First, we formulate the H2 problem in the single-stage actuator system. In such
a system, the Voice Coil Motor (VCM) works as the only actuator to drive the
head assembly and the slider. The structure of such a servo system is similar to
the system shown in Figure 6.2, with VCM as the HDD actuator.





In the optimal control design described in this paper, the filter models of the input
disturbance, output disturbance and measurement noise will play the vital roles.
Here the approximate filter models of the NRRO sources are obtained from the
measured PES data in a commercial hard disk drive. They are denoted as Gid(s),
God(s) and Gmn(s) individually, shown in (6.19).
Gid(S) =
72400s2 + 4.4× 108s− 1.21× 1013
s3 + 59000s2 + 8× 108s+ 4.13× 109 (6.17)
God(s) =
62500s2 − 1.28× 109s + 1.92× 1013
s3 + 35400s2 + 1.68× 109s+ 3.85× 1012 (6.18)
Gmn(s) =
9280s2 − 4.08× 108s+ 6.89× 1012
s3 + 6210s2 + 4.06× 108s+ 1.21× 1012 (6.19)
Then the proposed optimal control design in the previous section is applied. During
the control design, to approach the limit of the suboptimal controller, we push the
6 till there is no solution to the Riccati equations (6.8) and (6.9). Finally, the 6
at 5× 10−8 returns a suboptimal H2 output feedback controller that is considered
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Figure 6.5: H2 and PID controllers in single-stage case
nearly optimal, shown Figs. 6.5.
The bode plots of the open-loop compensated system, the sensitivity and comple-
mentary sensitivity function are shown in Figure 6.6 and Figure 6.7 respectively.
The phase margin and gain margin of the open-loop compensated system by this
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Figure 6.7: Functions of sensitivity and complementary sensitivity by H2 and PID
control in single-stage case
H2 controller are 75 degrees and 15 dB respectively. In Figure 6.7, the diﬀerence
of the slopes of the sensitivity functions of H2 and PID control in the low fre-
quency is due to the diﬀerent design methods. During the proposed H2 optimal
design, in order to obtain the minimized TMR, we added no integrator to improve
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Figure 6.8: Step responses of compensated system by H2 and PID



























Figure 6.9: Spectrum of true PES by H2 control single-stage case
the system performance in the low frequency. We then discretize it using bilinear
transformation with the sampling frequency at 15 kHz.
A PID controller is used for comparison here. This PID controller has a usual
structure and was tuned to have fast time response and small overshoot. It’s given
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Figure 6.10: Histogram of true PES by H2 control in single-stage case
by
Gpid(z) =
1.667× 10−5z2 − 3.202× 10−5z + 1.536× 10−5
4.211× 10−7z2 − 4.211× 10−7z (6.20)
with its bode plot shown in Figure 6.5.
To show the performance of the H2 controller tracking, the time responses of a
step reference of both H2 controller and PID controller are shown in Fig 6.8. The
spectra and histogram of true PES signal by theH2 controller is shown in Figure 6.9
and Figure 6.10.
To show that the obtained controller is close to the ‘optimal’ one, we let the
parameters in the estimator and the controller randomly vary within ±10% and
±5%, the resulting 3σpest was shown in Figure 6.11. Thus we found that the
obtained H2 output feedback controller can give us the minimal TMR. It verifies
the described theory that we can obtain a nearly ‘optimal’ controller by pushing
the tuning parameter 6 smaller, thus the obtained H2 norm approaches the optimal
value in a certain range.
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Figure 6.11: Simulated TMR against the controller parameters’ variation





























Figure 6.12: H2 output feedback problem of dual-stage actuator
Consider the dual-stage actuator system as shown in Figure 6.12. In the dual-stage
actuator, a piezoelectric micro-actuator (MA) works in tandem with the VCM to
do the fine positioning, while VCM does the coarse positioning [49, 23, 58, 104, 2].
Here the whole dual-stage actuator is considered as a dual-input and single-output
(DISO) system, where the two inputs, uvcm and uma, are the control signals to
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control the VCM and the MA individually. So by following the guideline as in
(6.15), the H2 problem in the dual-stage actuator can be formulated. We use
Σma(Ama, Bma, Cma,Dma) to denote the micro-actuator and the dual-stage actua-













Chdd = (Cvcm Cma ) ;






































Figure 6.13: Bode plot of Micro-actuator (MA)
For the dual-stage actuator system in the example, all the models of VCM, noise
filter and disturbance filter are the same. The model of the micro-actuator Gma(s)
in (6.22) is a fourth order one, shown in Figure 6.13.
Gma(s) =
−0.3352s4 + 16400s3 + 1.052× 109s2 + 3.376× 1013s+ 3.472× 1018
s4 + 2460s3 + 2.99× 109s2 + 4.14× 1012s+ 1.81× 1018 (6.22)
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Figure 6.14: Bode plots of VCM controller, micro-actuator controller and open
loop compensated system









Figure 6.15: Histogram of true PES by H2 in dual-stage actuator
Due to the high order of the H2 problem in dual-stage actuator, we push the 6
till 1 × 10−3 before there is no solution to the Ricatti equations. The obtained
H2 output feedback controllers for VCM and micro-actuator shown in Figure 6.14,
with the open-loop compensated system together.
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The phase margin (95 degrees) and gain margin (22 dB) are even better than the
single-stage system, showing better robustness performance. The histogram of true
PES signal is shown in Figure 6.15. The step response of the dual-stage system
compensated by H2 control is shown in Figure 6.16.




















Dual−stage actuator combined displacment 
Micro−actuator displacment 
VCM displacement 
Figure 6.16: Step response of H2 compensated system in dual-stage case
It’s found that during the track following mode, the micro-actuator does most
of the positioning work while the VCM actuator works less. Compared with the
published control design work on the dual-stage actuator, the control design results
appear diﬀerent because we have not taken any weighting functions of VCM and
micro-actuator into consideration during the design. Thus, to find a more practical
control for the implementation purpose, we consider the H2 optimal control using
PQ method in the following section.
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6.6 Dual-stage Case: H2 Design Using PQMethod
To make the H2 optimal design work more implementable in the dual-stage case,
the H2 control using PQ method is applied [103]. The new method is proposed by
Steven J. Schroeck and William C. Messner. This method could reduce the prob-
lem of dual-input/single-output (DISO) system control design work to two single-
input/single-output (SISO) design problems, that are well-suited to frequency re-
sponse design techniques. The first part of the PQ design is to design a stabilizing
compensator for an auxiliary feedback system. This auxiliary compensator para-
meterizes the two output blocks of the single-input/dual-output controller such as
the zeros of the parallel system formed by cascade of the controller with the plant
are stable. The auxiliary compensator also determines the relative contribution to
the output of the two parallel subsystems of the DISO system. The second SISO
compensator design is used to ensure that the feedback system is stable and that
performance and robustness specifications are achieved. So in this part, we try to
apply the so-called PQ method and H2 to find an implementable design scheme
for high TPI in the dual-stage actuator hard disks.
The control structure is shown in Figure 6.17. Briefly, the first step is to select the
controllers C1(s) and C2(s) simultaneously to address the issues of stable zeros,
relative output contribution and the interference. Then the next is to carry out
the H2 design for the equivalent system GSISO, where
GSISO(s) = C1(s)GV CM(s) + C2(s)GMA(S). (6.23)
In the first stage of design, the ratio of output contributions from VCM and micro-
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Figure 6.17: H2 and PQ method compensated system block diagram










The product of PQ should have large magnitude ((1) at low frequency and small
magnitude (U1) at high frequency. Large magnitude PQ implies a large relative
contribution from the VCM actuator, while the small magnitude PQ implies a large
relative contribution from the fine actuator. When the PQ is nearly 1, the outputs
from VCM and micro-actuator have almost the same magnitude. The phase of PQ
determines the relative phase of the outputs of GMA(s) and GV CM(S), and how
much the two subsystems interfere.
Following the PQ method, we choose the transfer function of C1(s) as
C1(s) =
105.4s2 + 1.211× 105s+ 5.206× 107
s2 + 7613s+ 1.449× 107 , (6.25)
and C2(s) is chosen as 1.
Then, we apply the proposed H2 optimal design to find a controller for the equiv-
alent SISO system shown in Figure 6.17.
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Then, the parallel structure of VCM with C1(s) and micro-actuator with C2(s)
are equivalent to a SISO system. The proposed H2 control illustrated in the
single-stage case is applied and the controller is found. The step response of the
compensated dual-stage actuator system is shown in Figure 6.18. The bode plots
of the controllers for VCM and micro-actuator, and the open loop compensated
system are shown in Figure 6.19.






















Dual−stage actuator output 
Microactuator output 
Figure 6.18: Step responses of H2 using PQ method compensated system
The summary of the controllers’ performance is shown in Table I. The theoretical
TMR in the second column of Table I are calculated from the obtained H2 norms
by (6.11). From Table I, it is found that compared with PID control, the proposed
H2 optimal control design could improve the TMR budget by about 10% in the
single-stage case than the PID control. Furthermore, it’s found that the dual-stage
actuator HDD can achieve a higher TPI than that of the single-stage actuator.
Since the suboptimal controller in dual-stage case has not been tuned ‘optimal’
enough due to the ill condition, the compensated dual-stage actuator system has
only about less than 10% improvement in TMR than the single-stage case. Last,
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Solid: Open loop from reference to output
Figure 6.19: Bode plots of controllers and open loop transfer functions by H2 using
PQ method
Measured TMR (µin.) Theoretical TMR (µin.)
PID (single-stage) 2.11
H2 Control (single-stage) 1.93 1.81
H2 Control (dual-stage) 1.79 1.73
H2 using PQ (dual-stage) 1.98 1.96
Table 6.1: Summary of controller performances
the resulting TMR of the H2 control using PQ method is shown. In the such a
system compensated by H2 control with PQ method, we can not establish the
direct relationship between H2 norm and TMR budget. So it’s not surprising that
the TMR improvement by the H2 using PQ method is even less than that in the
single-stage case.
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6.7 Summary and Discussion
In this chapter, we have considered the problem of finding the highest achievable
TPI or equivalently the lowest TMR, via the H2 optimal control. The relationship
between TMR andH2 norm has been found first, thus, the problem of finding TMR
minimum can be equaled to an H2 optimal problem. To find a straightforward and
easy solution to such H2 problem, the perturbation method has been proposed to
solve the corresponding H2 problem of singular case, that is common in the hard
disk drive servo systems. Thus a family of sub-optimal H2 controllers could be
found. By properly tuning, the resulting H2 norms could be found very close to
the minimum. The similar design and algorithm have been applied to the dual-
stage actuator hard disk drive systems as well. To compare the design performance,
the conventional PID control has also been applied to the same system. All the
performance results are compared and the proposed H2 design shows better TMR
improvement and corresponding higher TPI could be achieved. The proposed
algorithm can be used to find a benchmark for the evaluation of other linear design





With the progress made so far in this thesis, the servo design in a special plant, the
hard disk drive, have been studied extensively. Many servo algorithms, especially
RPT control and H2 optimal control, have been considered and implemented.
The RPT control has been applied to both the single-stage actuator and dual-
stage actuator HDD servo systems. First in the single-stage actuator disk drives,
it’s found that RPT control has much better performance in the track following
mode as well as in the PES test, compared with PID control. The very small
overshoot and undershoot, plus the fast settling time of RPT controller, make RPT
control superior to the conventional methods. Its simple structure and lower order
make itself also easily implemented in the real practice. Since the control signal of
RPT controller is far from the control output saturation, further improvement is
expected to be done with RPT approach via fine tuning.
The dual-stage actuator seems a good solution to the hard disk industry when it
129
CHAPTER 7. CONCLUSIONS AND SUGGESTIONS
enters the new millennium. Here the robust and perfect tracking approach seems a
good choice for future dual-stage actuator hard disk drives. At first, we applied the
continuous-time RPT approach to the VCM loop and the conventional PID control
to the micro-actuator loop. Then, we applied the recently developed discrete-time
robust and perfect tracking control approach to the dual-stage actuator hard disk
drive. The simulation and implementation results show that the RPT control in
the dual-stage HDD servo can achieve a very fast response time and nearly no
overshoot.
The last concern in this thesis is to find the performance boundary of TMR budget
improvement via the optimal control in the hard disk drive servo. To minimize
the TMR budget, i.e., 3σpest, which is the standard deviation of the true PES
signal, the H2 optimal control has been studied and implemented. Based on the
models of the disturbances and noise and by properly defining the variables, the
H2 output feedback problem has been formulated to obtain the minimal TMR.
The resulting output feedback H2 optimal controllers have been found, both in the
single-stage and dual-stage actuator HDDs. The TMRs obtained via H2 optimal
control show that the H2 optimal control is an eﬀective way to find the theoretical
minimal value of TMR budget. In the same way, the highest achievable TPI can
be calculated sequentially. In most cases, the problem of minimizing the H2 norm,
equivalently minimizing the TMR budget to have the highest TPI, is a problem
of more scientific relevance, than that from the engineering point of view, with
less considerations of the robustness of the compensated systems to the external
disturbances and control input saturations. However, the study on finding the
control system performance limitations is an eﬀective and straightforward way to
evaluate control design works by any other control methods.
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7.2 Suggestions For Future Work
Based on the design work that we have carried out and the higher performance re-
quirements put by fast development of hard disk industry, we propose the following
work should be done in the future study,
1. More research work of RPT control application in hard disk servo should be
done. In single-stage HDD, we have obtained very good results to beat the con-
ventional PID control. Anyway, there is still space to improve RPT control design
work via fine tuning of the RPT controller. RPT control should be very useful in
the settling control design, since it is regardless of the initial value of the system.
2. In the dual-stage hard disk drive servo design, both the continuous-time and
discrete-time robust and perfect tracking control have been applied. When we
apply the optimal control design in the practice, choosing the weighting functions
for VCM and micro-actuator loops is a long procedure based on the tedious trials.
How to apply the RPT to the dual-stage actuator systems without the tedious
work of choosing weighting functions remains an interesting topic.
3. In the control design of finding TPI limitation viaH2 optimal control, the models
of the disturbances and noise play important roles. So, modeling the disturbances
and noises accurately is very important for the control design and performance
evaluation. The orders of these models should be the compromise between the
design accuracy and calculation resolution. Further attention should be paid to
while we carry out the optimal design towards the highest TPI study. During our
research, it is found that the input disturbance in the hard disk drives, i.e., the
torque disturbance, contributes most to the positioning error. To find an eﬀective
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method or algorithm to model the disturbances, especially the input disturbances
from the measured PES, should be studied intensively.
4. Another concern is the use of the perturbation method in theH2 optimal design.
One of the perturbation in H2 control is that the ill condition may be generated
and the wrong result will be returned when we push the controller towards the
limit via the perturbation method. So we need to find a way to solve the singular
H2 problem and avoid the ill condition at the same time. The special coordinate
basis and the LMI, seems to be a good alternative to solve the optimal problem
while avoiding the ill condition of perturbation method. Further study on this
topic is expected.
5. When we carry out H2 design to investigate the performance limit, the robust-
ness of the system subject to the disturbance and noise was put to the secondary
consideration. To get a much more practical design work with higher performance
and strong robustness, the mixed H2 and H∞ control is a good solution. An H2
optimization problem with H∞ norm limitation in a sampled data system should
be studied in the hard disk drives.
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