ABSTRACT The Information Bottleneck method is a powerful and generic tool from the field of machine learning. It compresses an observation to a quantized variable while attempting to preserve the mutual information shared with a relevant random variable. This paper describes a new application of the Information Bottleneck method in communications. It explains in detail, how the Information Bottleneck method can be applied to construct discrete message passing decoders for regular low-density parity-check codes. The obtained decoders process only unsigned integers and use only simple lookup tables as node operations. As a consequence, the decoders can be implemented using only unsigned integer arithmetic which makes them significantly simpler and faster than the state-of-the-art decoders which process real valued log-likelihood ratios. Anyway, included results show that the considered discrete message passing decoders perform surprisingly close to optimum message passing decoders and even outperform state-of-the-art decoders, such as the min-sum decoder. We aim to take the reader on a journey from the theoretical idea of the Information Bottleneck method to a complete design framework for the considered discrete decoders. Several included figures and examples illustrate the decoder construction process and its analysis.
I. INTRODUCTION
The Information Bottleneck method was introduced by Tishby et. al. in [1] . It is a generic information theoretical framework introducing the key concept of relevance through another variable. The Information Bottleneck method aims to achieve two information theoretical goals simultaneously. An observation Y shall be compressed to a compact representation T while one aims to preserve mutual information shared with a relevant variable X . The method has been used in several fields, e.g., neuroscience [2] , [3] , astronomy [4] , image processing [5] and machine learning [6] , elaborately in the past. New possible applications in the deep learning context still emerge and are of great interest [7] . In contrast, there are so far only few applications in communications. Some important works that prove and investigate the applicability of the Information Bottleneck method for communications problems are [8] - [11] . These works mostly focus on network coding schemes designed using the Information Bottleneck method and on quantizer design.
In this paper, we will demonstrate new applications of the Information Bottleneck method in the design of detectors with highly efficient hardware implementation. Construction of a quantizer which preserves the relevant information on the transmitted modulation symbols in a digital transmission system and the decoding of low-density parity-check (LDPC) codes with the Information Bottleneck method will be explained in detail. LDPC codes are very powerful error correcting channel codes. They already play an important role in numerous modern communication standards. Unfortunately, iterative message passing algorithms typically used for decoding of LDPC codes have high hardware complexity. This hardware complexity makes using LDPC codes for high throughput applications and also for wireless receivers with limited computational resources a challenging task. The most powerful message passing algorithm for decoding of LDPC codes is belief propagation decoding. In belief propagation decoding, messages are propagated back and forth the edges of a bipartite decoding graph which consists of variable and check nodes. The complexity of belief propagation decoding mainly results from two issues. First, the passed messages are real valued log-likelihood-ratios (LLRs). To obtain best performance, long bit word representations of these messages are required in the hardware. Quantized implementations suffer from performance degradations, especially if only a few bits are used for quantization [12] . Second, the check node operation in a belief propagation decoder is a transcendent function which has to be evaluated for varying inputs extremely often. Finding suboptimal message passing algorithms that require relatively low implementation efforts, but perform close to belief propagation has been addressed in the past [13] - [15] and still is a hot topic [16] . Several different approaches to this problem exist. The most popular is using the min-sum approximation for the check node operation [14] . Also improved approximations extending the min-sum approximation have been proposed in the past [15] , [17] , [18] . Typically, these improved approximations try to minimize the remaining difference between the exact check node operation and the min-sum operation by postprocessing. Of course, such postprocessing again adds some additional complexity.
This paper describes a more information theoretical approach to the design of node operations for LDPC decoders which uses the Information Bottleneck method. Although the underlying ideas originate from information theory, the resulting decoders also tackle several implementation problems:
• LLRs are not needed in the decoder.
• Only unsigned integers from a small alphabet are processed during the entire decoding process. Thus, only unsigned integer arithmetic is required for decoding.
• Computationally complex node operations are replaced by simple lookup operations.
Anyway, the considered decoders offer performance very close to belief propagation and even outperform suboptimum approximations such as the min-sum algorithm. Already in [13] , Richardson and Urbanke described decoding algorithms with discrete or finite message alphabets. In [19] , Kurkoski et al. introduced a systematical concept for construction of such discrete decoders which uses mutual information as a design criterion. They proposed to use a greedy mutual information maximizing quantizer design algorithm to find lookup tables serving as node operations in a discrete decoder. The decoding thresholds of the resulting decoders were investigated, but no performance results for practical decoders were presented in [19] . Anyway, the innovative idea of this work was choosing an output message from a finite set of integers such that it shares a desired huge amount of mutual information with the bit this message represents. This focal idea laid the foundation for later works [20] , [21] . Here, the decoder construction scheme from [19] which is based on a density evolution technique was modified by application of an optimum quantizer design algorithm from [22] in the density evolution process and shown to obtain decoders with performance close to belief propagation decoding. At the same time in [23] and [24] we proposed to use an Information Bottleneck algorithm in density evolution to construct the node operations. Both approaches enable to design discrete LDPC decoders with close to optimum performance [20] , [21] , [23] - [25] . This paper explains the construction of discrete LDPC decoders with the Information Bottleneck method in detail. It summarizes and extends our preliminary works [23] - [25] . Our aim is to take the reader on a journey which leads from the theoretical idea of the Information Bottleneck method to a complete framework that enables to construct a discrete LDPC decoder for a regular LDPC code. Many examples and illustrations are included to explain the decoder construction process.
It is worth mentioning, that also other promising approaches to reduce the complexity of the LDPC decoding process exist in the literature, for example, non-surjective finite alphabet iterative decoders (NS-FAIDs) [16] . However, such alternative approaches are beyond the scope of this paper.
The next section starts with a brief overview of Information Bottleneck theory. Afterwards in Section III, design of a channel output quantizer with the Information Bottleneck method will be addressed. A dedicated Information Bottleneck algorithm for this problem will be introduced. In Section IV, it is explained how the node operations in an LDPC decoder can be designed with the very same algorithm in a density evolution scheme. Moreover, a trellis diagram will be introduced which helps to visualize and implement the resulting node operations. In Section V the performance of the resulting decoders is investigated using bit error rate simulations. Section VI finally concludes the paper.
We assume that the reader is familiar with fundamentals on binary LDPC codes, state-of-the-art message passing decoding techniques and fundamental terms of information theory. We use the following notation: Random variables are denoted by capital letters (e.g., X ), realizations of random variables are denoted by lower case letters (e.g., x). Sets and in particular the event spaces of random variables are denoted by calligraphic letters (e.g., x ∈ X ). I(X ; Y ) is the mutual information between random variables X and Y . Pr(X = x) is the probability of event X = x. The probability distribution of X is denoted p(x). The joint distribution of X and Y is p(x, y) = p(x|y)p(y). The Kronecker delta function is denoted δ(x). Vectors are printed in bold letters. We define all vectors as column vectors. Superscript T denotes a transposed vector, e.g., x T . More specific notations are introduced on appearance.
II. INFORMATION BOTTLENECK THEORY
This section introduces the Information Bottleneck method and summarizes an algorithm from the literature which is the foundation of the algorithms used for Information Bottleneck processing in the remainder of the paper. VOLUME 6, 2018 FIGURE 1. Visualization of the Information Bottleneck problem setup. Observed random variable Y and relevant random variable X share mutual information I(X ; Y ). The aim is determination of an optimum compression mapping p(t |y ) such that I(T ; Y ) is minimized while I(T ; X ) is maximized.
A. THE INFORMATION BOTTLENECK METHOD
The Information Bottleneck method was introduced in [1] . It is a mathematical framework that is connected to the well-known rate-distortion theory, but despite some similar ideas, rate-distortion theory and the Information Bottleneck method are quite distinct: While rate-distortion theory aims to minimize an expected distortion measure under compression of the original data, the Information Bottleneck method uses the concept of relevance through another variable which shall be preserved under compression. The problem setup of the Information Bottleneck method is illustrated in Figure 1 and explained in the following. Discrete random variables X and Y , where Y is observed and X is not, are considered. The variables X and Y share mutual information
In communications typically the base 2 for the logarithm in (1) is used and the pseudo-unit bit is added. In addition to X and Y , a third variable T is introduced. Variable T is supposed to be a compressed representation of Y . Variables X −→ Y −→ T form a Markov chain. In the Information Bottleneck method Y is termed the observed variable. X is called the relevant variable and T is the compression variable. The key idea is to compress Y to T and thus to minimize I(Y ; T ) in a way that preserves the maximum possible mutual information I(T ; X ). I(X ; Y ) is an upper bound for I(T ; X ) as processing of Y cannot generate any additional information on X . The compression relation between Y and T is described by the conditional distribution p(t|y). In [1], Tishby et. al. handled the side constrained optimization problem of finding a suitable p(t|y) which maximizes I(T ; X ) and minimizes I(Y ; T ) using the Lagrange method. The Lagrangian multiplier β ≥ 0 is connected to the information constraint on I(T ; X ) and often termed the trade-off parameter of the Information Bottleneck method. The corresponding Lagrangian is
and has to be minimized over the set of all valid conditional distributions p(t|y) for a fixed β ≥ 0. The choice of β ≥ 0 allows to trade preservation of relevant information I(T ; X ) The algorithm inputs p(x, y ), β ≥ 0 and |T |. The algorithm delivers the compression mapping p(t |y ). Distributions p(x|t ) and p(t ) follow from equations (5), (6) .
for compression. Letting β −→ +∞ results in a desired maximum preservation of relevant information under a constraint for the cardinality of the event space of T . As it is derived in [1] , any solution minimizing (2) needs to have the implicit form
where Z (y, β) is a normalization function ensuring t p(t|y) = 1 ∀y ∈ Y and
is the Kullback-Leibler divergence between p(x) and q(x). The solution (3) is implicit because due to the Markov chain relation X −→ Y −→ T , the joint distribution p(x, y, t) = p(t|y)p(x, y) and consequently also p(x|t) depend on p(t|y), i.e.,
Moreover, p(t) is given by
Several existing Information Bottleneck algorithms, for example, the iterative Information Bottleneck algorithm described in [1] and the so called sequential Information Bottleneck algorithm from [6] , iterate between p(t|y), p(t) and p(x|t) in order to minimize L{p(t|y)}. The inputs and outputs of an Information Bottleneck algorithm are illustrated in Figure 2 . The algorithm uses joint probability distribution p(x, y) which connects the relevant random variable and the observation as input. Furthermore, it inputs the cardinality |T | of the event space of the compression variable and the trade-off parameter β. The algorithm delivers the compression mapping p(t|y), the posterior distribution of the relevant variable given the compression variable, i.e., p(x|t) and the probability distribution p(t). Since p(x, t) = p(x|t)p(t), essentially the algorithm also delivers p(x, t) as illustrated in Figure 2 . This joint distribution p(x, t) will later be needed in the design of discrete decoders. The first iterative Information Bottleneck algorithm was introduced in [1] . This algorithm is related to the famous Blahut-Arimoto algorithm [26] which solves rate-distortion 4056 VOLUME 6, 2018 problems. Numerous other Information Bottleneck algorithms are consolidated in [27] . The problems addressed in the remainder of this paper require deterministic mappings p(t|y), i.e., p(t|y) ∈ {0, 1} ∀(t, y) and β −→ +∞. Recall that β −→ +∞ refers to a desired maximum amount of preserved relevant information I(T ; X ) for a given cardinality |T | of the compression variable T . A deterministic mapping p(t|y) directly corresponds to a functional connection between T and Y , i.e., t = f (y) which can be implemented in a lookup table. Mathematically, for a deterministic mapping t = f (y), p(t|y) = δ(t − f (y)). The sequential Information Bottleneck algorithm from [6] only optimizes over deterministic mappings p(t|y). It is the foundation of a dedicated Information Bottleneck algorithm for construction of discrete LDPC decoders presented later.
Throughout the entire paper it will be important to be able to identify which variable is relevant, which one is observed and which one refers to the compression variable of the Information Bottleneck framework. We always label observed variables Y . Relevant variables are denoted X and compression variables are always labeled T . Although often indices and superscripts are added, the respective letters always relate to the role the variables play in the Information Bottleneck problem setup.
B. THE SEQUENTIAL INFORMATION BOTTLENECK ALGORITHM
The sequential Information Bottleneck algorithm was proposed in [6] for unsupervised document classification and is also described in [27] . It is perfectly suited for the problems considered in this paper for several reasons:
• The algorithm only optimizes over deterministic mappings p(t|y).
• Numerical stability in the case β −→ +∞ is guaranteed.
• The algorithm can be adapted to specific requirements of decoder generation and quantizer design easily. In the following, without loss of generality, we consider the particular event spaces
of the observed and the compression random variable. The particular elements of the event spaces of the involved variables do not affect the mutual information I(X ; Y ), I(T ; X ) and I(T ; Y ) as the mutual information depends only on the probability distributions of the involved random variables. This allows us to represent the elements of Y and T by unsigned integers. Typically, we will consider |T | to be a power of two, i.e., |T | = 2 q , q ∈ N in this paper. Then, q is the number of bits required to store t ∈ T in hardware.
The processing of the sequential Information Bottleneck algorithm is summarized in the following and illustrated in Figure 3 exemplarily. In the illustrated example in Figure 3 The cluster membership of an element y ∈ Y is indicated by a deterministic mapping p(t|y). This deterministic mapping p(t|y) maps all y inside a cluster to the corresponding t ∈ T which identifies the respective cluster. Y t denotes the cluster referring to t ∈ T . Mathematically, a cluster Y t is a subset of Y and the union of all clusters is the event space Y of the observed random variable.
Starting from the initial clustering, the algorithm moves single elements y into a so called singleton cluster which consists of only one element y. At the beginning of the algorithm element y = 0 is taken out of its current cluster which is Y 0 in the considered example in Figure 3 . Note that the desired clustering of Y shall consist of |T | clusters, but including the singleton cluster there now exist |T | + 1 clusters. To obtain a simple notation, we define the additional singleton cluster to be cluster Y |T | . In the shown example, Y |T | = Y 4 . Of course, moving elements between the clusters modifies p(t|y). Essentially, a new cluster Y |T | has been added and therefore t can take an additional value. As a consequence, p(x|t) and p(t) have to be updated according to (5) and (6) after an element y has been moved into the singleton cluster.
After the update step, the sequential Information Bottleneck algorithm merges the singleton cluster into one of the original clusters Y t to reduce the number of clusters to |T | again. All original clusters Y t , t ∈ {0, 1, . . . , |T | − 1} are considered as target clusters. The merging possibilities are illustrated as arrows connecting the singleton cluster to the possible target clusters in Figure 3 . The target cluster is determined by a minimum decision on so called merger costs C(Y |T | , Y t ) that need to be calculated for all possible target clusters. VOLUME 6, 2018 The merger costs C(Y |T | , Y t ) decide which target cluster is chosen to reduce the number of clusters to the desired number of |T | again. Therefore, their definition is essential. Understanding the merger cost definition from [6] , [27] requires to divide the Lagrangian (2) by −β < 0. This yields a modified Lagrangian
which has to be maximized. According to the maximization aim of (9), the sequential Information Bottleneck algorithm merges the singleton cluster into the target cluster minimizing the loss of (9) which results from the merging procedure. The merger costs C(Y |T | , Y t ) simply correspond to the change of L {p(t|y)} that results from merging the singleton cluster Y |T | into cluster Y t . Note that for β −→ +∞ the coefficient of I(T ; Y ) in (9) vanishes and the merger costs simply are the respective changes of mutual information I(T ; X ) that result from merging Y |T | into a particular target cluster Y t . This change of (9) resulting from merging the singleton cluster Y |T | = {y} into one of the other clusters can be calculated in closed form. Adapting [27] to our notation, for β −→ +∞ the merger costs are given by
where D
} is the Jensen-Shannon divergence with weights π 0 , π 1 and
The Jensen-Shannon divergence D
is a convex combination of two Kullback-Leibler divergences. It is calculated as (14) wherep(x) = π 0 p(x) + π 1 q(x) [6] , [27] .
The algorithm repeats the draw and merge steps for all y ∈ Y sequentially in the explained manner and stops when the obtained clustering does not change any more. Clearly, the algorithm is a greedy optimization algorithm. It is not guaranteed to find a global maximum of (9). This is why it has to be run with several different initial clusterings and the obtained p(t|y) corresponding to the largest L {p(t|y)} has to be chosen.
III. INFORMATION OPTIMUM CHANNEL OUTPUT QUANTIZATION
In this section we adapt the sequential Information Bottleneck algorithm from [6] , [27] to tailor it to the problem of finding optimum channel output quantizers for the binary input additive white Gaussian noise (AWGN) channel. Quantization of the channel output is mandatory for the application of discrete LDPC decoders and the presented quantizer design algorithm will be used to construct a suitable quantizer later. Consider any code bit x ∈ {0, 1} from a binary LDPC codeword which is transmitted over a symmetric AWGN channel with binary phase shift keying (BPSK) modulation. The bit is first mapped onto a bipolar modulation symbol s(x) = −2 x + 1. Symbol s(x) ∈ {−1, +1} passes the AWGN channel and the continuous channel output Y is observed. The prior distribution p(x) is assumed to be p(x) = 1/2 for both possible bit values x ∈ {0, 1}. Then the joint distribution p(x, y) is given by
where σ 2 n is the channel noise variance. Since the sequential Information Bottleneck algorithm can only handle discrete variables, Y needs to be discretized in a fine resolution. Discretization of Y is illustrated in Figure 4 exemplarily. A symmetric channel output interval [−M , +M ] is discretized into uniformly spaced representation values, as illustrated at the top. Each representation value corresponds to a real valued channel output. Instead of considering this real value, the discretized channel outputs are simply enumerated using integers y ∈ Y, as it is illustrated at the bottom of Figure 4 . In the shown example, |Y| = 20. Using a minor abuse of notation, from now on the discretized channel output obtained by this fine discretization is labeled Y . Please note that for the considered BPSK, the discrete channel outputs y ∈ {0, 1, . . . , |Y| − 1} are sorted increasingly by their channel LLR in Figure 4 . The respective channel LLR of a particular channel output y is given by
where the second equality only holds because we have assumed equal probabilities for both possible x ∈ {0, 1}. The leftmost y = 0 corresponds to the most negative LLR L ch (x|y) and the rightmost y = |Y| − 1 = 19 corresponds to the most positive LLR L ch (x|y). A quantizer mapping the discrete output Y to a quantized variable T is considered. This quantizer is described by a deterministic mapping p(t|y). Our aim is to find a quantizer p(t|y) which maximizes the mutual information I(T ; X ) under a constraint for cardinality |T |. Construction of such a quantizer is equivalent to finding optimum clusters of all y ∈ Y such that the mutual information I(T ; X ) is maximized. The relation to the Information Bottleneck method for β −→ +∞ is obvious.
Before we can introduce our new Information Bottleneck algorithm for quantizer design, we have to recapitulate the separating hyperplane condition from [22] in brief. The separating hyperplane condition shall not be elaborated here in detail. Its mathematical background is quite complicated and described in [22] . In contrast, we only explain its main consequence.
In our notation, the separating hyperplane condition from [22] can be summarized as follows: There exists a quantizer p(t|y) which maximizes I(T ; X ) under a constraint for |T | with clusters Y t that all consist of contiguous integers if the y ∈ Y are sorted according to increasing channel LLR L ch (x|y). As a consequence, finding a suitable p(t|y) which maximizes I(T ; X ) degenerates to finding optimum boundaries separating the clusters Y t . Such boundaries are illustrated in Figure 5 exemplarily.
We propose a modified sequential Information Bottleneck algorithm for the considered quantization problem which uses this preliminary observation. The algorithm is summarized in Algorithm 1 and its processing is described in the following. Algorithm 1 also contains exemplary illustrations of all explained steps. The main idea is taking advantage of the fact that only the boundaries separating the clusters have to be optimized. Moreover, the proposed algorithm takes the symmetry of the transmission channel into account which shall be preserved under quantization.
At the beginning, the discretized channel outputs are clustered into |T | clusters. The clustering is symmetrical such that
and all clusters consist of contiguous integers (first illustration). After the initial clustering has been performed, the algorithm processes |T |/2 − 1 pairs of neighbored clusters (Y t , Y t+1 ) sequentially by counting over t in the for loop in Algorithm 1. In the shown example in Algorithm 1,
Please note that we start counting the clusters at index 0. So the first pair of clusters is (Y 0 , Y 1 ). The rightmost element y in cluster Y 0 is put into a singleton cluster. For the considered symmetric channel, the element y = |Y|−1−y implies channel LLR L ch (x|y ) = −L ch (x|y) and thus can be considered to be a counterpart element of y. In order to keep channel symmetry, element y is drawn together with element y and put into another singleton element y = |Y|−1−y is merged into the opposite direction to keep symmetry. The left boundary of cluster Y 5 moves to the right. Taking the rightmost y ∈ Y 0 and the corresponding counterpart element y out of their current clusters is repeated until the elements are merged back into their original clusters for the first time. Then the algorithm takes the leftmost element y from Y 1 and the corresponding counterpart y and repeats equivalent steps (fourth and fifth illustration). In the illustrated case, the clustering does not change in this second repeat/until step. However, a change would be possible, if cluster Y 0 had not changed in the first repeat/until loop. Once the elements y and y were put back into their original clusters, the algorithm increments t and moves on to the next cluster pair (Y 1 , Y 2 ). Here the algorithm applies exactly the same draw and merge operations of the elements neighbored directly to a cluster boundary. The process is repeated in the for loop of Algorithm 1 for all cluster pairs (Y t , Y t+1 ), t ∈ {0, 1, . . . , |T |/2 − 2} until cluster pair (Y |T |/2−2 , Y |T |/2−1 ) was handled. In the shown minimal example, (Y 1 , Y 2 ) already is the last cluster pair handled in the for loop of Algorithm 1.
The described cluster processing is repeated until the resulting clustering does not change any more. Using this simple technique, only the boundaries of the clusters are optimized. The number of merger costs that have to be calculated is reduced drastically in comparison to the original sequential Information Bottleneck algorithm as only two possible merging possibilities are considered in each step.
In [22] , a globally optimum algorithm guaranteed to find a quantizer which maximizes I(T ; X ) for a given output cardinality |T | is provided. Using this algorithm as a reference enables to evaluate the proposed Information Bottleneck quantizer design algorithm Algorithm 1. Figure 6 shows the resulting quantization regions for varying channel noise variances σ 2 n of the algorithm presented in [22] and the proposed algorithm. For comparison to [22] , we used the same parameters as in [22] and used the same way to illustrate the resulting quantizers: The symmetric channel output interval [−2, +2] was discretized into |Y| = 2000 representation values. Then the quantization algorithms were applied to obtain a quantizer with |T | = 8 output levels. Algorithm 1 was run for 15 randomly chosen initial clusterings and the best found solution was used. Figure 6 leads to the conclusion that the quantizer limits obtained by both algorithms do not differ significantly and can be considered to be practically equivalent. The algorithm in [22] has cubic complexity in the number discrete channel outputs |Y|. The complexity of the proposed algorithm is dominated by the complexity of the merger cost calculation which is linear in the cardinality |X | of the modulation alphabet. In this application |X | = 2. Even in the worst case, where almost all y move in a run of the while loop in Algorithm 1, less than |Y| merger costs have to be calculated. This results in linear complexity in |Y| for each loop iteration. Unfortunately, the number of iterations of the outer while loop and the number of elements that move in a particular run of the while loop cannot be predicted in general. Clearly, these numbers depend on the initial clustering. However, we always found the number of runs of the outer while loop to be much smaller than |Y|. As a consequence, the quantizers were found much faster than with [22] . A more detailed comparison of the complexity of the two algorithms is skipped in this paper because the focus lies on designing LDPC decoders. For notational convenience, we will add the label ch to t to illustrate that the t ch ∈ T are quantized values from the transmission channel. Alphabet T will be used as output alphabet for several Information Bottleneck algorithms in the remainder of the paper. A side effect of quantizer construction with the Information Bottleneck method is that the design algorithm delivers p(x|t ch ). This conditional distribution enables calculation of LLRs from a quantized output index t ch ∈ T as
It is noteworthy that this eliminates the need of an algorithmic identification of optimum representations for the found quantization regions when a conventional LDPC decoder shall be applied. However, we are interested in a discrete LDPC decoder which accepts only the quantization interval indices t ch ∈ T , i.e., unsigned integers as inputs. Therefore, in the considered transmission system the quantizer only outputs unsigned integers t ch ∈ T corresponding to the index of the quantization region a particular received sample falls into, as illustrated at the top of Figure 6 .
IV. CONSTRUCTION OF DISCRETE LDPC DECODERS WITH THE INFORMATION BOTTLENECK METHOD
State-of-the-art LDPC decoders evaluate node operations by processing of LLRs or probability measures. In contrast, the considered discrete decoders shall only work on unsigned integers from the channel output quantizer. As a consequence, the node operations have to be replaced with suitable functions for generation of the messages propagated into the decoding graph. In the following we describe the design and the decoding process of such a discrete message passing decoder. The message passing scheduling in a discrete decoder is identical to the flooding scheduling typically used in state-of-the-art decoders. The considered decoder stops if all parity-checks are satisfied or when the maximum allowed number of decoder iterations i max has been reached.
A. CHECK NODE DECODING FUNCTIONS FROM THE INFORMATION BOTTLENECK METHOD
First, we consider the beginning of the iterative decoding process in a discrete LDPC decoder. The channel knowledge has to be passed from the variable nodes to the connected check nodes. In the discrete decoder, the integers from the considered mutual information maximizing quantizer are passed from the variable nodes to their connected check nodes directly. The check nodes now generate extrinsic information for all their d c neighbored variable nodes. As extrinsic information has to be generated, a total of d c − 1 incoming messages have to be processed to generate an outgoing message for one particular target edge. This situation is illustrated schematically for one particular check node and one particular target edge in Figure 7 . The outgoing message passed along the target edge is t c . In the shown example, the outgoing message for the rightmost edge is considered. Message generation has to be performed equivalently for all other connected edges. The incoming messages processed to generate t c are y c l , l ∈ {0, 1, . . . , d c − 2}. We add the superscript c to all mathematical symbols referring to the check nodes. To keep the notation as simple as possible, we label the code bit the outgoing message is generated for x c . The other d c −1 bits connected to a certain check node are labeled b c l , l ∈ {0, 1, . . . , d c−2 }. Using this notation, the LDPC code implies the connection
Since the incoming messages y c l in Figure 7 at the beginning of the decoding process come directly from the quantizer, all y c l are elements of the quantizer alphabet, that is, y c l ∈ T . In principle, the message alphabet of t c can be chosen freely. 
The task the check node is facing to generate outgoing message t c ∈ T which is highly informative about x c is illustrated in Figure 8 In [19] , it was proposed to deal with the exponential complexity in the node degree by a splitting of the node operation t c = f c (y c ) into a series of d c − 2 partial operations. The principle is illustrated in Figure 9 for the considered check VOLUME 6, 2018 node operation. Each black square in Figure 9 corresponds to a partial operation which inputs two integers and outputs a single integer. For a formal description, we introduce vectors (24) for m ≥ 1. Since we are facing the initial decoding step, where all messages y c l come directly from the channel output quantizer, all p(b c l , y c l ) in (23) and (24) correspond to the joint distribution p(x, t ch ) from the quantizer design algorithm described in Section III. Only the labels of the respective variables change from x to b c l and from t ch to y c l due to the desired Information Bottleneck notation.
We also apply Algorithm 1 to the construction of the partial node operations. Recall that sorting the event space of the observed variable by LLRs .
is required to apply this algorithm. Calculating these LLRs reveals that for the current problem sometimes several y c m result in the same LLR. This is illustrated in the two leftmost columns in Table 1 for an exemplary AWGN channel that was quantized to |T | = 4 output levels using Algorithm 1 and the first partial node operation f c 0 (y c 0 ). Since all y c l come directly from the channel output quantizer, the conditional distribution p(y c l |b c l ) corresponds to the channel transition probability p(t ch |x) which is provided at the top of Table 1 for the considered example. In Table 1 Table 1 illustrate that sorting all y c 0 and grouping y c 0 according to the same LLR together, allows to sort the groups of y c 0 in a unique order. We enumerate these groups using unsigned integersỹ c 0 as shown in the rightmost column. 
B. VARIABLE NODE DECODING FUNCTIONS FROM THE INFORMATION BOTTLENECK METHOD
Once the check nodes have generated outgoing messages for all connected variable nodes using the obtained lookup tables and passed their outgoing messages to the connected variable nodes, a variable node update has to be performed. Again, we consider the message generation of a particular variable node for one particular target edge, as illustrated in Figure 11 . In the shown example, the outgoing message for the central connected check node is considered. The explained message generation has to be performed equivalently for all other connected check nodes. To generate extrinsic information on a code bit, the variable node processes d v − 1 incoming messages from its connected check nodes and one additional message from the channel. We add the superscript v to mathematical symbols referring to the variable nodes in the following. We define the incoming message from the channel output quantizer to be message y v 0 . Likewise as for the check nodes, we consolidate the processed messages in vector y v . The outgoing message is t v ∈ T . In contrast to the check node, for the variable node all incoming messages represent the same code bit. This bit is denoted x v . The variable node design process is vastly identical to the check node design process as the variable node faces a very similar task as the check node. Its outgoing message t v shall be highly informative about the code bit x v . The number of possible vectors y v also grows exponentially with the variable node degree. As a consequence, the described splitting procedure into partial operations also is applied for the variable nodes. We define vectors 
In (28) 
. When the final bit decision is made, a slight difference occurs. Then d v incoming messages from the connected check nodes, thus d v + 1 messages in total, have to be processed as not extrinsic but a-posteriori information shall be obtained and all edges connected to a particular variable node have to be taken into account. An additional partial operation is designed for this final bit decision.
Finally, the implementation of the variable node operation in the first decoder iteration requires to store d v lookup tables with |T | 2 entries each. Equivalently as for the check nodes, the tables used to generate the messages for all d v target edges of a variable node are identical and all variable nodes use identical tables.
So far, we have described how lookup tables for the first check node update and the first variable node update in a discrete LDPC decoder can be found using the Information Bottleneck method. However, in an LDPC decoder the variable and check node operations have to be executed iteratively. Thus an iterative technique to design the node operations for each decoder iteration is required. This technique is described in the following.
C. DISCRETE DENSITY EVOLUTION
Density evolution is an iterative technique typically considered for code design and asymptotic performance evaluation of LDPC codes [13] , [28] . It aims to track the conditional distributions of the LLR messages in a state-ofthe-art decoder given the bit they represent over the decoder iterations. During the iterative tracking process, the assumption of a cycle free Tanner graph of the parity-check matrix is made. This assumption implies that messages received along different edges are independent which is an idealistic assumption because Tanner graphs of parity-check matrices typically have cycles. Density evolution enables to determine the decoding threshold of an LDPC code ensemble and to design powerful irregular codes [29] . In this work, a density evolution like technique is applied to obtain the joint distributions p(b c l , y c l ) in (23), (24) and p(x v , y v l ) in (28) and (29) for all decoding iterations. In fact, the technique described for the generation of the check and variable node lookup tables so far is already the elementary operation of the discrete density evolution process. Just as the iterative decoding process, the construction of the lookup tables has to be performed iteratively. In the first decoding iteration, the variable nodes will pass messages generated using the constructed lookup tables to the check nodes. As a consequence, the joint distribution (23) and (24) now is given by p(
which is a side product of the lookup table generation for the variable nodes. We add the iteration (i) as a superscript to the output distributions of the Information Bottleneck algorithms used for construction of the node operations. New lookup tables for the partial check node operations which are matched to the new output distribution p (1) 
of the variable nodes have to be designed for the check node operation in iteration i = 1. Despite the fact that p(b c l , y c l ) in (23) and (24) now is given by p (1) 
, the applied design principle for this operation is exactly the same as in Section IV-A.
Similarly, once the check node lookup tables were generated for the decoding iteration i = 1, an updated variable node message mapping for iteration i = 2 has to be generated based on the output distribution p (1) (x c , t c ) from the check node design process. Applying the described passing of the distributions between variable and check node construction iteratively yields lookup operations for each decoder iteration. This iterative construction process is termed discrete density evolution because it tracks the joint probability distributions of the discrete messages passed in the decoder and the bits these messages represent. Moreover, it yields the desired lookup tables that serve as node operations in the discrete decoder.
Once all parity-checks have succeeded or the maximum number i max of iterations is reached, the final bit decision, has to be made. For this purpose, the variable nodes process d v +1 messages because all incoming messages from the connected check nodes and the quantized channel value have to be taken into account. Since in each iteration, the decoder checks if all parity checks are satisfied, the decoder also has to be able to perform the final bit decision in each iteration. As it was explained in the preceding section, during discrete density evolution, an extra partial operation for the final bit decision is designed and stored for this step. The corresponding output distribution p (i) (x v , t v d v −1 ) in iteration i of the Information Bottleneck algorithm for this step is labeled p (i) (x v , t v out ) and will be used later for further analysis of the decoder.
D. TRELLIS BASED NODE OPERATIONS
The evaluation of partial operations t c m = f c m (y c m ) and
can be visualized and implemented in a trellis structure. This trellis structure helps to visualize the resulting node operations and enables a simple implementation. Only the current state index t c m has to be stored while running through the trellis diagrams. In order to illustrate the idea we consider the resulting clustering for the check node operation shown at the bottom of Figure 10 again. Interpreting the first incoming message y c 0 as an initial state in a trellis diagram, the partial operation corresponding to the shown clustering can be described using the leftmost trellis segment in Figure 12 . To store the shown trellis structure in a simple manner, for the check nodes a length i max (d c − 2)|T | 2 vector w c is used. This vector holds all d c − 2 lookup tables generated in the discrete density evolution process for all partial node operations of the check nodes in all of the i max iterations. Recursive indexing in this vector implements the check node operation: We separate the vector into length |T | 2 subvectors. Each of this subvectors refers to one partial check node 
Just as the check nodes, the obtained variable node message mappings can be visualized in a trellis. Figure 13 shows the resulting trellis diagram of a degree d v = 3 variable node in the first decoder iteration (i = 1). Please note that the last trellis segment is only used for the final bit decision and t v d v −2 = t v 1 is the outgoing message to be passed along a particular edge. The final bit decision can be done by simply comparing the final state index t v d v −1 at a variable node to |T |/2. This is a desirable effect from application of Algorithm 1 to the design of the partial node operations. The algorithm was designed to keep symmetry and therefore the upper half of all trellis states corresponds to negative LLRs while the lower half corresponds to positive LLRs.
For the variable nodes in iteration i + 1, the output of the m-th partial node operation is stored in a vector w v at 
where again for m = 0, t v m−1 has to be replaced with y v 0 . The total length of vector w v is i max |T | 2 d v . The respective trellis states are
The only differences between the variable node operation and the check node operation are the iteration specific offsets.
E. DECODING THRESHOLDS AND MISMATCHED DECODER DESIGN
Since the proposed design technique of the discrete node operations is computationally expensive, it is desirable to generate the discrete LDPC decoders offline and only for one particular E b /N 0 . Then the designed lookup tables in the discrete LDPC decoders have to be used mismatched to the actual E b /N 0 . This raises the question how to identify a particular E b /N 0 used for the generation of the lookup tables which offers good performance if the decoder is used mismatched to the actual channel quality. We will call the E b /N 0 the lookup tables are generated for, the design E b /N 0 of the decoder. In the following, we describe a simple method to identify a design E b /N 0 for the decoder which offers good performance also if the decoder is used mismatched to the actual E b /N 0 . Discrete density evolution delivers p (i) (x v , t v out ) in each iteration. This joint distribution allows to calculate the mutual information I (X v ; T v out ), describing the reliability of the bit decision for the variable node output in a particular decoder iteration. The decoder aims to maximize the mutual information I (X v ; T v out ) in each iteration i. All information about a bit x v is obtained, if I (X v ; T v out ) = 1 bit. To identify a good design E b /N 0 , the mutual information I(X v ; T v out ) is tracked over the iterative density evolution process. Figure 14 shows example curves of I(X v ; T v out ) for the (3, 6)-regular LDPC ensemble and message alphabet cardinality |T | = 16 over the decoder iterations for varying design E b /N 0 . In Figure 14 , the aim of approaching I (X v ; T v out ) = 1 bit is achieved for all E b /N 0 ≥ 1.22 dB but not for E b /N 0 ≤ 1.21 dB. This behavior corresponds to the well-known threshold behavior of LDPC ensembles under iterative message passing decoding which can also be observed for the discrete decoder. For the investigated (3, 6)-regular ensemble, the decoding threshold is between E b /N 0 = 1.21 dB and E b /N 0 = 1.22 dB when the obtained discrete node operations are used for decoding. In practice, the maximum number i max of decoder iterations has to be limited in order to meet delay or power consumption constraints. We found that a decoder which was designed such that I (X v ; T v out ) approaches 1 bit, in the last decoder iteration offers good performance over a wide range of E b /N 0 , even when the decoder is used mismatched. If, for example, a maximum of i max = 50 decoder operations shall be performed, Figure 14 tells that a decoder should be generated for a design E b /N 0 of approximately 1.27 dB (dashed curve in Figure 14) . The curve approaches I (X v ; T v out ) ≈ 1 bit in the decoder iteration i = 50. During our investigation, we found that minor changes of the design E b /N 0 do not affect the bit error rate performance of the decoders significantly, as long as the mutual information I (X v ; T v out ) approaches 1 bit in the final decoder iteration. However, message mappings designed such that I (X v ; T v out ) ≈ 1 bit at i << i max suffer from losses. If, for example, the decoder corresponding to the dashed curve was used for a maximum of i max = 100 iterations, it would suffer from losses. A detailed explanation of this effect has to be found in the future. A possible explanation is that the decoder overestimates the reliability of the iterative decoding process, if I(X v ; T v out ) ≈ 1 bit for several iterations. Moreover, we found that if the lookup tables are designed such that I (X v ; T v out ) does not approach 1 bit, but saturates to a value much smaller than 1 bit, the resulting decoder suffers from an early error floor. Our suspicion is that in this case, the decoder underestimates the reliability of the iterative decoding process. Also here a more detailed explanation has to be found in the future. Anyway, with the presented technique, a discrete decoder with good performance over a wide range of E b /N 0 can be constructed, as it will be shown in the next section.
V. PERFORMANCE INVESTIGATION
This section investigates the channel output quantizers from Section III and the performance of the discrete decoders described in Section IV using bit error rate simulations. For these simulations, three exemplary regular LDPC codes were taken from the public database [30] and applied in a data transmission scheme, as it is described in the following. The labels of the codes and their most important parameters are summarized in Table 2 . The distinct codes are referenced as code a), b) and c) in the following, as they are listed in Table 2 . All used codes have code rate R c = 1/2. The codeword length differs between the codes and is also provided in Table 2 . The codes have been chosen for exemplary demonstration of the performance. We obtained similar results for other codes as well [24] . Figure 15 shows a general illustration of the setup used to obtain the results presented in this section. The upper branch shows the transmitter which was applied for all conducted simulations. The transmitter encodes binary random input blocks using a code from Table 2 . The encoder delivers binary codewords which are mapped onto bipolar BPSK modulation symbols by a modulator. The modulation symbols are then transmitted over an AWGN channel with a certain E b /N 0 . We have used several distinct receiver structures in order to evaluate the performance of the quantizers designed with Algorithm 1 and the considered discrete decoding principle. All receiver structures used in the following are compactly consolidated in Figure 16 and labeled R1, R2 and R3. Please note that in order to stay consistent with Figure 15 , the signal flow through the receivers in Figure 16 is from the right to the left, as it is indicated by the arrows between the respective receiver components.
The upmost receiver is labeled R1 and serves as a reference receiver which uses a conventional LLR based decoding algorithm. No quantization of the channel output is performed. Instead, channel LLRs are calculated from the output of the FIGURE 16. Receiver structures applied to evaluate the performance of the proposed channel output quantizers and the considered discrete decoders. The upper two receivers perform conventional decoding using belief propagation or the min-sum algorithm with and without channel output quantization, respectively. The bottom receiver uses the proposed discrete decoding principle.
AWGN channel in double precision and fed to the decoder directly. This receiver shall serve as a reference which tells the bounds of the considered transmission system with all receiver components implemented using floating point arithmetic and without quantization beyond the limits of double precision. Receiver R1 is considered to either apply belief propagation or min-sum decoding. Both decoding algorithms will be considered in the following investigation.
Below receiver R1, receiver R2 is introduced. Receiver R2 uses a q bit channel output quantizer designed using Algorithm 1. The quantizer delivers unsigned integers t ch from the set T = {0, 1, . . . , 2 q − 1}, q ∈ N. LLRs are calculated from these quantized indices using (18) and fed to a belief propagation decoder or a min-sum decoder. Please note that despite the channel output is quantized to 2 q different integers, the LLRs fed to the decoder have double precision and also the applied LLR based decoder in R2 uses double precision. Therefore, the only difference between R1 and R2 is that R2 applies channel output quantization, while R1 works on the non-quantized channel output. Just as receiver R1, R2 is considered to either perform belief propagation or min-sum decoding. Also for R2, both variants will be investigated. Comparing R1 with R2 for identical decoding algorithms reveals the loss induced by the channel output quantizer designed with Algorithm 1.
Finally, receiver R3 which is shown at the bottom of Figure 16 uses the proposed discrete channel decoder and therefore is working directly on the quantized indices delivered by the proposed channel output quantizer. The applied decoder uses a message alphabet cardinality |T | = 2 q , such that channel and decoder messages both require the same number of bits to be stored in hardware.
All decoders appearing in the distinct receivers perform an allowed maximum number of i max = 50 iterations. They perform a parity-check in each iteration and carry out the final bit decision as soon as all parity-checks are satisfied, or the maximum number of decoder iterations is reached. The main parameters of the applied decoders and quantizers are compactly provided below the respective components in Figure 16 , at a glance.
The following subsections describe the conducted experiments with the shown receiver chains and summarize the obtained results.
A. QUANTIZER INFLUENCE
At first, the influence of the proposed Information Bottleneck channel output quantizer from Section III shall be analyzed. For this purpose, we have compared receiver R1 with belief propagation decoding and receiver R2 with q = log 2 |T | bit channel output quantization and the same decoding algorithm for code a). We have swept the bit width q of the channel output quantizer in order to determine the minimum bit width q required to make receiver R2 with channel output quantization approach the performance of receiver R1 without channel output quantization. Doing so, we aimed to determine the minimum quantization bit width q required to reduce the quantization loss to a negligible level. The respective bit error rates are shown in Figure 17 and labeled with the applied receivers R1 and R2 in the legend, respectively. For R2, the bit width q of the applied quantizer is also included in the legend. The difference between a curve for R2 with q bit channel output quantization and the non-quantized reference R1 in Figure 17 reflects the loss over E b /N 0 caused by the channel output quantizer with the respective bit width q. Results are provided for q ∈ {1, 2, 3, 4}. The results illustrate that q = 4 bit quantization with the proposed Information Bottleneck quantizer from Section III reduces the quantization loss to a small fraction of a decibel over E b /N 0 . For a bit error rate of 10 −6 the quantization loss is much smaller than 0.1 dB. In the next subsection, curves for receiver R2 with 4 bit channel output quantization will be included for comparison FIGURE 17. Bit error rate for (3, 6)-regular LDPC code a) on AWGN channel. Receiver R1 applies belief propagation decoding to non-quantized channel outputs. Receiver R2 performs channel output quantization with bit width q and also applies belief propagation decoding. Quantization using q = 4 bit reduces the loss of the proposed channel output quantizer to a negligible level.
with receiver R3 due to this observation. Only curves for quantized channel output, that is, receiver R2 and not R1, offer a fair comparison with the discrete LDPC decoder in receiver R3 because the information loss following from channel output quantization here is identical for the compared receivers, if the same quantization bit width q is used for R2 and R3. Moreover, analog-to-digital conversion has to be applied in all practical receivers, making the comparison of the proposed receiver R3 with a receiver with coarsely quantized channel output even more interesting.
B. COMPARISON OF DISCRETE DECODERS, BELIEF PROPAGATION AND MIN-SUM DECODERS
Next, we aim to compare the performance of the proposed discrete decoding principle with the performance of belief propagation and min-sum decoding. For this purpose, we have conducted bit error rate simulations using receiver structures R1, R2 and R3 for codes a), b) and c) and consolidated the obtained results in Figure 18 . As it is labeled, each plot in Figure 18 shows results for one code from Table 2 (top: code a), middle: code b), bottom: code c)). A legend valid for all three plots is only included in the bottom plot of Figure 18 to avoid overlapping the shown curves in the other plots. According to the results presented in the last subsection, receivers R2 and R3 applied q = 4 bit quantization and therefore, the discrete decoder included in receiver R3 also worked on a message alphabet with only |T | = 2 4 = 16 distinct unsigned integers. The total size of the static vectors w c and w v required to store the trellis logics for the variable and check nodes in receiver R3 in this configuration is 43.75 kilobyte. Just as in the preceding subsection, the included curves for R1 serve as reference curves which FIGURE 18. Bit error rates for exemplary (3, 6)-regular LDPC codes and receivers R1, R2 and R3. R2 and R3 apply 4 bit channel output quantization and the proposed discrete decoder in R3 uses message alphabet cardinality |T | = 16. The dashed curves show reference curves for receiver R1 without quantization of the channel output and LLR based decoding algorithms.
visualize the bounds of a double precision scheme with the respective decoding algorithms and without quantization of the channel output (dashed red curves for belief propagation and min-sum decoding, respectively). The lookup tables for the discrete decoder in R3 were constructed according to the proposed choice of the design E b /N 0 for the discrete LDPC decoder described in Section IV-E. Therefore, the discrete LDPC decoder was constructed for design E b /N 0 ≈ 1.27 dB and used mismatched.
First, we discuss a comparison of the curves for receiver R2 with belief propagation decoding (solid black curves, • marker) and receiver R3 with the proposed discrete decoder (solid black curves, × marker) in Figure 18 . The shown curves illustrate that the discrete decoder in R3 can achieve losses smaller than 0.1 dB over E b /N 0 for all investigated codes in the shown range of E b /N 0 with a message alphabet consisting of only 16 different unsigned integers. For the very short code c) no loss is visible at all. A comparison of the curves for receiver R2 with min-sum decoding (solid black curves, marker) with the ones for receiver R3 reveals that R3 outperforms R2 with min-sum decoding for all investigated codes. For code a) and a bit error rate of 10 −6 the loss of R2 in comparison to R3 is approximately 0.4 dB over E b /N 0 . For code b) and the same bit error rate, it is comparable. For the extremely short code c), the loss of R2 with min-sum decoding in comparison to R3 decreases, but R2 with min-sum decoding is still outperformed by R3. At a bit error rate of 10 −3 , R2 with min-sum decoding looses approximately 0.2 dB in comparison to R3 with the proposed discrete decoder. The loss decreases slightly for higher E b /N 0 . Finally, we note that receiver R3 with discrete decoding also performs extremely close to the double precision receiver R1 with belief propagation decoding (dashed red curves, • marker) for all investigated codes which is a remarkable result since R3 only processes unsigned four bit integers for decoding. Furthermore, receiver R1 with nonquantized channel output and min-sum decoding (dashed red curves, marker) is outperformed by receiver R3 for all investigated codes in the shown range of E b /N 0 .
The performance gaps between the distinct decoders vary for codes a), b) and c). Please recall, that the three codes have the same rate, but very different codeword lengths (cf. Table 2 ). The observation of varying performance gaps between the distinct decoding algorithms for different codeword lengths touches the topic of finite length effects of LDPC codes under message passing decoding. Such finite length effects are hard to analyze and exceed the scope of this paper.
As the most important results of this section, we summarize that the proposed discrete decoder in receiver R3 with message alphabet cardinality |T | = 2 4 = 16 significantly outperforms the min-sum decoder applied in receiver R2 which applies the same channel output quantization as R3. Even in receiver R1, which does not apply channel output quantization, the min-sum decoder is outperformed by the discrete decoder in R3. Moreover, the discrete decoder can achieve the performance of a belief propagation decoder applied in receivers R1 and R2 up to a small fraction of a decibel over E b /N 0 . These observations were made for all investigated codes.
VI. CONCLUSION
Discrete LDPC decoders were developed by application of the Information Bottleneck method in a density evolution scheme. The main idea is to generate lookup tables that replace the classical node operations in an LDPC decoder. These lookup tables are designed using an Information Bottleneck algorithm. The Information Bottleneck method is applied to generate lookup tables which maximize the mutual information between the discrete messages passed in the LDPC decoder and the bits these messages represent in each decoder iteration. The resulting decoders have performance very close to belief propagation decoders for the investigated regular LDPC codes, but work exclusively on unsigned integers. The presented decoding principle has the potential to reduce the influence of hardware constraints because it minimizes the number of bits needed to store the decoder messages and replaces all complex computations in the decoder with lookup tables. While this paper describes the considered decoding method in detail and mainly offers information theoretical insights, a quantification of practically achievable gains in an implementation has to be carried out in future work. We have already performed an implementation of the proposed decoding principle on a digital signal processor. Here, we found that the proposed decoders offer a significantly higher throughput in the order of about 30% compared to state-of-the-art decoders [31] . Finally, we add the remark that a generalization of the proposed decoding principle for irregular LDPC codes is not a straightforward generalization, as one might suspect. A generalization of the presented decoder construction framework for irregular LDPC codes will also have to be considered in future work. 
