Recent advances in microscopy techniques make it possible to study the growth, dynamics, and response of complex biophysical systems at single-cell resolution, from bacterial biofilms to tissues. In contrast to ordered crystals, it is less obvious how one can reliably distinguish two amorphous yet structurally different cellular materials. Here, we introduce a topological distance between disordered structures that compares local graph neighborhoods of the microscopic cell-centroid networks. Building on an efficient algorithmic implementation, we first show that this metric can reliably distinguish between random ellipsoid packings of various aspect ratios and polydispersivity. We then demonstrate the broad applicability of this framework to non-equilibrium systems by analyzing synthetic data from active Brownian particle simulations at different values of particle density and activity; in this case, our approach succeeds in reconstructing the two-dimensional activity-density phase-space from static simulation snapshots alone. Finally, by measuring the topological distance between unsorted experimental images of fly embryo wings in various developmental stages, we are able to recover their temporal ordering without prior knowledge about the underlying dynamics.
Discrete particulate objects, from atoms to cells, compose the majority of physical and living systems. Modern microscopy and simulation techniques enable us to study the elementary building blocks of solids [1, 2] , colloidal and granular materials [3] [4] [5] , bacterial films [6, 7] , and tissues [8] with unprecedented resolution over large scales. These experimental and computational advances have highlighted the importance of local spatial organization [9] and disorder [10] for the global behaviors of both equilibrium and non-equilibrium materials, spurring substantial theoretical efforts to link discrete microstructure with macroscale properties. Prime examples include the recent successful characterizations of epithelial cell (EC) layers and other cellular materials through the geometric [11, 12] and topological [13] [14] [15] [16] analysis of Voronoi and Delaunay tesselations [17] . In spite of such major progress, high-resolution data continue to pose fundamental conceptual and practical challenges regarding the faithful low-dimensional representation and classification of discrete disordered structures. In this context, a key question of physical relevance is whether one can detect non-equilibrium dynamics, recover phase space dimensions and parameters, and infer temporal ordering from a topological analysis of static snapshots alone.
To tackle this problem, we introduce here the notion of a topological Wasserstein (TW) distance by combining ideas from statistical topology [13-15, 18, 19] and optimal transport theory [20] with non-equilibrium statistical mechanics. The TW metric compares two arbitrary discrete material structures by quantifying the statistical differences in the local network topology of their Delaunay triangulations ( Fig. 1) . Intuitively, computing TW(A, B) amounts to estimating the smallest number of edge-flips needed to make the local network topology of material A statistically indistinguishable from the local network topology of material B. Physically, this procedure can be interpreted as finding the average lowest-energy path connecting two disordered structures, and we provide an efficient algorithm for realizing this computationally demanding task for systems with ∼ 10 6 particles [21].
To demonstrate the practical potential of this framework for the analysis of both equilibrium and nonequilibrium systems, we consider three archetypical applications: First, we show that the TW metric successfully distinguishes jammed disordered packings of both monodisperse and polydisperse ellipsoids. Thereafter, we analyze data from active Brownian particle (ABP) simulations to demonstrate that the TW distance detects nonequilibrium activity from instantaneous snapshots, thus allowing the reconstruction of non-equilibrium phase diagrams without recourse to time resolved data. Finally, by measuring the pairwise TW distances between unsorted experimental images of a developing fruit fly wing, we are able to reconstruct the correct temporal ordering and find that wing development is characterized by a decrease in topological entropy.
To define the TW distance, we consider the specific example of a 2D EC layer as shown in Fig. 1(a) , although all subsequent definitions generalize to arbitrary point sets in R 2 or R 3 . Our starting point is the cell centroid positions and their associated Delaunay triangulations [17] , which are overlaid in Fig. 1(a) . In practice, it is often sufficient to take the positions of the EC nuclei as vertices of the Delaunay network [23] . If two random realizations of such networks are generated by the same physical or biological process, they will have different vertex positions and topology, but their local statistical properties (local connectivity patterns, etc.) will be identical provided the networks are sufficiently large. This fact has been exploited previously to define entropic [14] and earth mover's distances between cell complexes [15] . Here, we extend these ideas to define a physically motivated topological metric that measures statistical differences in the local Delaunay triangulations around vertices. Specifically, we define for each vertex a local neighborhood of radius r, which consists of all the vertices that are not more than r edges away from the central vertex (see red subgraph corresponding to r = 2 in Fig. 1a ). We found that r = 2 suffices for many practical applications whereas r = 1 struggles to reconstruct a 2D phase space [21] . Although r can, in principle, be chosen arbitrarily large, this becomes computationally expensive; we therefore focus on the case r = 2 from now on. The local neighborhoods of two vertices are of the same topological type i if they are graph-isomorphic. Counting the occurrences of the various neighborhood types i across all vertices yields a characteristic probability distribution P (i) ≥ 0 that defines the statistical state of the EC layer.
To provide an intuitive physical motivation for the TW metric, let us recall that the Delaunay network is invariant under infinitesimal perturbations and can change only through a topological T1 transition ( Fig. 1b ). For EC layers there is an energy barrier to T1 transitions [24] , and so the energy cost to transform from one neighborhood type to another is directly related to the number of T1 transitions required. For other packed systems there typically exist similar energetic cost for changing neighbors through T1 transitions. Motivated by this, we can define the energetic distance between two neighborhoods as the minimum number of T1 transitions separating them. This mathematically well-defined metric [21, 25] induces naturally a secondary graph structure, known as the flip graph [26] , where nodes correspond to neighborhood types i and are linked with an edge if they are one T1 transition away from each other (Fig. 1c ). The minimum path length between two nodes on the flip graph is the smallest number of T1 transitions needed to move between the corresponding neighborhood types. Moreover, the distribution P (i) of neighborhood types in the EC layer can now be viewed as a distribution on the nodes i of the flip graph (blue box in Fig. 1d ).
Armed with this intuition, we can now define the TW distance between the Delaunay triangulations of two materials A and B in a natural manner as the earth mover's or, equivalently, Wasserstein distance [20] between their neighborhood distributions P A and P B over the flip graph: If P A (i) is the probability of neighborhood i occuring in material A, and P B (j) is the probability of neighborhood j occuring in material B, then a transport map, γ ij ≥ 0, from A to B satisfies j γ ij = P A (i), i γ ij = P B (i), see Fig. 1(d) . Then, the TW distance between A and B is
where d(i, j) is the distance between the neighborhoods i and j on the flip graph, and the minimum is taken over all possible transport maps γ = (γ ij ). We emphasize that, in contrast to widely used entropic distances measures between distributions [14] , the definition of TW uses the physically relevant information encoded in the metric structure d(i, j) of the underlying observable space, which in our case reflects the typical energy cost of a topological T1 transitions between network motifs. As a consequence, TW generally outperforms purely entropic Kullback-Leibler/Jensen-Shannon divergences when one needs to distinguish complex structures that are characterized by weakly overlapping distributions; see Ref. [27] and the Supplemental Material [21] for explicit examples. For large systems, the minimization problem (1) becomes computationally challenging. We combined two algorithmic insights [21] to calculate TW efficiently for disordered materials with millions of particles. Building on a modification of the Weinberg algorithm [28] , our numerical scheme [21] first determines the flip-graph distances d(i, j) of N observed neighborhood motifs in O(N ) steps. Given d(i, j), the minimization over the transport maps {γ ij } can be recast as an minimum cost flow problem [20, 21] , which is efficiently solved with linear programming [29] . To demonstrate the broad applicability of our TW algorithm, we focus in the remainder on three applications relevant to current major research areas: colloidal packings, collective far-from-equilibrium dynamics, and tissue development.
Recent advances in the fabrication of geometrically complex colloids [3, 4] and confocal imaging techniques [6] have led to a renewed practical and theoretical interest in the characterization of granular [5, 30] and biological materials [6, 7] . Of particular importance in this context are the often fundamentally different behaviors of monodisperse [31] and polydisperse [32] colloidal systems. While the former are much better understood theoretically, the latter are often practically more relevant to natural systems and processes, such as particle segregation seen in industrial agriculture, cereals, or avalanches [33] . To demonstrate the usefulness of the TW framework for capturing the statistical differences between and across mono-and polydisperse systems, we generated jammed disordered packings of 10,000 ellipsoids using an event driven packing code [34] . Specifically, we were interested in distinguishing two different pathways for transitioning from a monodisperse packing of spheres (ellipsoids with aspect ratio 1:1) to a monodisperse packing of ellipsoids with aspect ratio 1:3 ( Fig. 2a ). The first 'monodisperse' transition path was realized by simulating 12 monodisperse packings of ellipsoids with aspect ratios varying from 1:1 to 1:3 (bottom path in Fig. 2a ). The second 'polydisperse' transition path was realized by simulating 12 different binary mixtures of 1:1 and 1:3 ellipsoids (top path in Fig. 2a ). Computing the TW distances between all 24 × 24 pairs of simulations produces the symmetric TW distance matrix shown in Fig. 2 (b). Given this matrix, it is natural to seek a faithful low-dimensional embedding in Euclidean space R d that approximately preserves the TW distance structure. To construct the embedding we choose Multi-Dimensional Scaling (MDS), a generalized principal component (PC) analysis based on the TW distance [35] . Since each pathway corresponds to a one-dimensional (1D) manifold (as only one parameter is varied in each case), the phase space can be embedded in R 2 ; indeed the R 2 embedding clearly distinguishes the two different pathways ( Fig. 2c ). To systematically find the dimension of the phase space, we calculate the residual variance; the dimension at which the residual variance levels off gives the dimension of the space [21, 36] . This criterion correctly identifies the ellipsoid embedding as 2D ( Fig. 2d ). More broadly, this example suggests that the combination of TW distance and MDS embedding can be used to discover phase spaces from configurational snapshots alone.
To test this idea, we turn to the challenge of detecting far-from-equilibrium states, a problem of major current interest in the study of biological and active matter [37, 38] . Specifically, we are interested in whether the TW metric makes it possible to infer non-equilibrium dynamics from instantaneous configurational snapshots. As a generic model system, we consider active Brownian particle (ABP) simulations [39] in which the ABPs move with a preferred speed v in a plane, interact with steric repulsion, and undergo rotational diffusion [21] . To sample a 2D non-equilibrium phase space, we performed simulations at different volume fractions φ and activity values v; three representative partial snapshots can be seen in Fig. 3 (a). Following the same procedure as above, we computed the Delaunay tessellations of the ABP-centroid positions from each snapshot and then the associated r = 2 motif distributions for each simulation (φ, v). The TW distance matrix for all simulation pairs is depicted in Fig. 3(a) . Notably, the first two principal components of the associated MDS embedding recover the phase space spanned by volume fraction and activity parameter (Fig. 3b,c) . In particular, the second principal component correlates closely with activity, demonstrating that the TW metric detects the transition to far-from-equilibrium dynamics (large v), which is recovered by the embedding without need for time-resolved data (Fig. 3c ).
In practice, if the underlying parameters are unknown, interpretation of the principal components directly from the data is desirable. From the observed motif distributions P (i), we can compute the topological Shannon entropy [40] , S = − i P (i) ln P (i). Strikingly, S explains the first MDS principal component ( Fig. 3d ).
Last but not least, let us demonstrate how the TW framework can be used to reconstruct temporal ordering from ensemble measurements [41] . To this end, we consider shuffled images ( Fig. 4a -e) of developing fruit fly embryo wings from 3 separate experiments [8, 22] . Using the Delaunay triangulation of the cell centroids, we computed the TW distance matrix of the shuffled images ( Fig. 4f ), which after hierarchical clustering [42] reveals three developmental main phases (Fig. 4g ). The MDS embedding reveals a 1D structure, with the first principal component corresponding to time (Fig. 4h ), allowing the temporal ordering of the data (Fig. 4j ). Interestingly, wing development is characterized by a decrease in topological entropy S (Fig. 4i ).
To conclude, the approach presented here of distance deriving from topological optimal transport with a physically motivated cost function, is broadly applicable to high resolution experiments and simulations, from single-cell RNA-sequencing [43] and cryo-electron microscopy [44] , to structural transitions in living [6, 11] and nonliving [3] matter. In particular, the underlying framework enables a direct comparison of the topological statistical properties of a wide range of fundamentally different systems, the only requirement being that transitions between basic motifs (Delaunay neighborhood structures, DNA strings, etc.) can be mapped onto a joint flip-graph structure. Given a set of points X in R n , the Voronoi tessellation partitions R n into regions known as Voronoi cells. A point y is in the Voronoi cell associated with x ∈ X if y is closer to x than to any other z ∈ X \ {x}. The Delaunay triangulation is a graph with vertices at the points in X, with two points sharing an edge if their corresponding Voronoi cells share a face. For more properties refer to [S1].
Interior and exterior points
For simulations with periodic boundary conditions the Deluanay graph extends periodically and there are no boundary cases. For simulations or experiments that are not periodic, there exist exterior points on the edge which may have quite different properties from points in the bulk. We do not wish to include edge effects and so we only take local networks of radius r for points at least r edges away from exterior points. Exterior points are identified by calculating the alpha shape, or concave hull [S2]. In short, a point is an exterior point if a circle (or sphere in R 3 ) of radius α can intersect that point without enclosing any other points. For every point x i , there is a largest circle which intersects x i , but does not include any other points; call its radius α i . For the non-periodic Drosophila example, α = 2×(median α i ) identifies cells on the edge without incorrectly identifying interior points ( Fig. S1 ).
Storing and comparing networks
Many thousands of topologically distinct networks were observed, requiring fast methods to store and compare them. The approach taken here was to replace each network with a vector of integers that uniquely represents its topological type. Once represented as a vector, the networks can be stored as a dictionary with an O(ln N ) cost to read for N topologically distinct graphs. Calculating the probability distribution for N networks is then O(N ln N ), rather than the O(N 2 ) cost that would be required if one used an algorithm that could only compare two graphs at a time. The final case is when vertex 3 is also deleted, so an alternative path to vertex 4 must be found, as in (c). Here, note that as the network is a triangulation, vertices 2 and 3 are connected to a common vertex, vertex 5 which is in the local network of radius 1 for both. So 1 and 5 are connected as the local network of radius 1 is connected around 2, but 5 and 4 are also connected as the local network of radius 1 is connected around 3. Therefore an alternative path from A to B can be found, hence the network remains connected.
To encode the topology we use a modified Weinberg algorithm. The Weinberg algorithm uniquely encodes the topology of a triply connected planar graph, where triply connected means at least three vertices need to be removed to disconnect the graph [S4, S5] . The local network is triply connected, see Fig. S2 .
In short, Weinberg's algorithm canonically labels Eulerian circuits, and from all possible Eulerian circuit picks the lexographically first labeling. This labeling is taken as the vector; every isomorphic graph has the same vector and if two graphs have the same vector they are isomorphic. The procedure for finding the Eulerian circuit from a given oriented starting edge is detailed in algorithm 1, and the canonical labeling for a particular starting edge is detailed in algorithm 2. The total algorithm is described in algorithm 3.
Algorithm 1 Trémaux's algorithm for finding an Eulerian circuit in a directed graph with a particular edge to be traversed first [S4] . 1: Input: A directed graph and a chosen edge. 2: The first vertex is the source of the chosen edge, the first step is to the destination of the edge. No edge is traversed twice and future steps are made according to the following rules: 3: If a new vertex is reached, exit this vertex with the outgoing edge to the right of the edge that you entered from. 4: If a previously visited vertex is reached, exit, if possible, towards the vertex that you were previously at. 5: If a previously visited vertex is reached, and it is not possible to exit towards the vertex that you were previously at, exit to the nearest available outgoing edge to the right. 6: If there are no edges available, the algorithm terminates, and a Eulerian circuit has been found. Algorithm 2 Canonical labeling for a graph using a specific oriented edge to start. A worked example is shown in Fig. S3 .
1: Input: an undirected graph and an edge for which a direction is chosen. 2: Replace every edge of the graph with two directed edges oriented in opposite directions. 3: Take the Eulerian circuit starting with the chosen edge according to algorithm 1. 4: Label the starting vertex as 1, and as the circuit is traversed, label every new vertex reached with consecutive integers. 5: The labeling vector for this starting edge is the ordered record of vertices that are seen as the circuit is traversed (so if a vertex is crossed n times it appears in the vector n times). Find canonical labeling as described in algorithm 2 with the edge oriented outwards. 4: end for 5: Do the above for the mirrored embedding of the network as well. Collect all resulting labelings. 6: All of the labelings are vectors of integers with length 2|E|. Lexographically sort these vectors and take the first sorted vector. This first vector is the Weinberg vector for the network.
Weinberg's algorithm as described in [S4] differers from algorithm 3 in that it traverses every edge in both directions rather than just the edges originating at the central vertex and so recognizes the same graph with different embeddings as isomorphic. The local Delaunay network is a near triangulation meaning all of the faces are triangular except the one at infinity [S6] , so there is only one embedding that we will observe (together with the mirrored embedding). We also only define isomorphism between egocentric networks to mean the networks are isomorphic and they have the same central vertex (it is possible for an egocentric network to have two possible candidates for the central vertex, although these are quite rare in practice). Therefore to check if two egocentric networks are isomorphic we need only consider the labelings that start by moving away from the central vertex. If they are isomorphic they share the same labelings. The resulting vector will not be the same as the vector calculated by trying all edges, but still works as a topological identifier when compared only to other vectors calculated in the same manner.
FIG. S3. Calculation of a labeling vector from a specific starting edge for an example local network of radius 1. The edge labeled e1 is the starting edge, and the first step is from vertex 1 to vertex 2. Next we exit to the right along edge e2 to vertex 3. We have reached a new vertex so we exit to the right along edge e3. Vertex 1 has been visited before so we take edge e4 back to vertex 3. Vertex 3 has been visited before, but we have already used edge e3, so take the nearest available edge to the right, edge e5, onto vertex 4. We continue as before, using algorithm 2, until we run out of edges. The edges are labeled in the order in which they are used. The canonical labeling is the record of which vertices are visited, which is (1,2,3,1,3,4,1,4,2,4,3,2,1).
The algorithm in [S4] finds the Weinberg vector in O(E 2 ) time, as finding the path and labeling it (which can be done simultaneously) takes O(E) time, and this must be done for 2|E| edges. By only taking the edges that start at the central vertex, which is typically O(6), the calculation grows like O(E) as the size of the local network grows. For local networks of radius r = 2 this typically allows the algorithm to run 10-20 times faster.
Calculating the flip graph
Given N observed networks, we wish to calculate which are connected by an edge in the flip graph, from which the minimum path length between two networks gives a measure of distance between them. This measure of distance is similar to the Levenshtein distance between two strings, although in that case distances are calculated, as needed, using dynamic programming [S7] . Here, path lengths on the flip graph give distances, but this requires checking if up to N (N − 1)/2 edges exist. Instead we are able to calculate the flip graph in O(N E 2 ) time using algorithm 4. The central insight is that after a T1 transition or flip, path distances to the central vertex either do not increase or do not decrease, as proved in Fig. S4 . After flipping, the new graph need not be a local network, but due to the claim in Fig. S4 , for one of the local networks, flipping means the other local network is a subgraph of the flipped graph FIG. S4. Claim: A topological transition, or flip, either does not increase all minimum path lengths from a specific vertex, or it does not decrease all minimum path lengths. That is to say, given a vertex, there cannot exist a vertex that gets closer after flipping and a vertex that gets further away. Proof: Suppose A is our chosen vertex, B is a vertex which gets further away after flipping, and C is a vertex which gets closer after flipping. Therefore the pre-flip minimum path from A to B goes through the edge that will be flipped, and there are no other paths from A to B of the same length. In particular, if n is the distance between D and A, then n + 1 must be the path distance between E, F , and A, else flipping would not increase the distance. However, this means that no post-flip minimum path from A to C can go through the edge connecting E to F as they are both the same path length from A. This means that the flip does not affect the path length from A to C, a contradiction which proves the claim. (see Fig. S5 ). Since this requires calculating a Weinberg vector for potentially each edge of a network, the total cost is O(N E 2 ).
The flip graph is connected, but in practice this calculation often yields a disconnected graph. This occurs when the path between two states goes through states that were not observed in the N observed networks (but do theoretically exist). If this occurs for a few isolated states that make up a negligible proportion of the total, then the largest connected component can be taken and these isolated states can be ignored. If the number of disconnected states is large, then the N observed networks can be augmented by additional networks observed in a Poisson-Voronoi process or similar [S5] , and a larger flip graph can be calculated. for edges in network do
4:
Check if edge can be feasibly flipped [S6] . If it can check to see if the distances to the central vertex do not decrease (From claim in Fig. S4 finding at least one distance that increases or decreases suffices, and this can be done in the neighborhood of the flip).
5:
If the distances do not decrease, find the new local network around the central vertex, which will be a subgraph of the flipped network.
6:
Connect the vertices corresponding to the original local network and the new local network in the flip graph. The MDS embedding has no residual variance for dimension ≥ 2 suggesting that the data is 2D, whereas the Isomap embedding with knn = 2 has almost no residual variance for a 1D embedding, correctly identifying that the data lies on a 1D manifold. Isomap with knn = 5 suggests the data lies on a 2D manifold.
Calculating the TW distance
The topological Wasserstein (TW) distance is defined to be the earth mover's distance between two probability distributions on the flip graph,
where the sum is taken over all pairs of networks i, j, d(i, j) is the minimum path length on the flip graph between networks i and j, and γ is a map between distributions satisfying
Rather than optimize over all possible maps γ, the problem can be rephrased as a minimum cost flow problem over the flip graph [S8] . This is done by first converting to a minimum cost flow problem over the complete graph on N vertices, where the weight, or cost, on the edge between i and j is d(i, j), and each vertex is a source or sink with strength P A (i) − P B (i). This is then equivalent to solving on the flip graph, because the cost of sending mass directly from i to j is the same cost as sending it through the minimum length path between i and j.
The minimum cost flow is converted into the standard formulation, by taking two additional nodes, one a source, one a sink, and connecting every existing source to the new source by an edge with a capacity of the existing source strength and connecting every existing sink to the new sink by an edge with demand of the existing sink strength. With the exeption of the new source and sink, all other sources and sinks are then set to strength 0. To reduce the stiffness of the problem, each capacity was multiplied by 1 + 10 −5 and each demand was multiplied by 1 − 10 −5 . Under this relaxation of the problem, the algorithm always converged, and the additional error was found to be ∼ 0.005%. For significantly larger or stiffer problems, approximations to optimal transport, such as entropic regularization are possible [S8] , but were not required here.
Residual variance
The residual variance is defined as 1 − R 2 (D, D U ), whereD is the (Euclidean) distance matrix in the embedded space, D U is an unembedded distance matrix, and R 2 is the linear correlation coefficient [S9] . To calculate the residual variance, we do not take the TW distance matrix, instead we take D U as the Isomap distance matrix derived from the TW distance matrix [S9] . In short, this means replacing the TW distance between two points with their distance along the manifold; local distances are preserved and global distances become a sum of local distances along the path between two points [S9] . Local here means the k nearest neighbors of a point (knn), where k is a parameter to be chosen. The dimension of the manifold on which the points lie is the dimension for which the residual variance becomes negligible or does not decrease for higher dimensional embeddings [S9] . Both volume fraction and activity are recovered as coordinates, but do not correlate as strongly with the principal components of the embedding as the MDS embedding ( Fig. 3 main text) . (e) Both in the MDS and Isomap embedding there is somewhat of a plateau after two dimension, but only Isomap definitively shows that the underlying space is 2D.
To understand why Isomap produces the most accurate estimate of dimension, consider the example of a 2D spiral; a 1D manifold with non-trivial embedding in 2D Euclidean space (Fig. S6a) . The 2D MDS embedding maintains the spiral (Fig. S6b) , as does a 2D Isomap embedding with a large number of neighbors (Fig. S6c) . In contrast, a 2D Isomap embedding using 2 neighbors "unrolls" the shape to get a straight line (Fig. S6d) . Therefore, Isomap can correctly identify the manifold as 1D, whereas MDS incorrectly identifies the manifold as 2D (Fig. S6e) . That said, the MDS embedding preserves the non-trivial structure of the manifold in 2D; for this reason we stick with MDS embeddings for visualization purposes.
For the ellipsoid packing and ABP examples, using the Isomap distance matrix to calculate the residual variance correctly recovers the dimension of the subspaces, unlike MDS (Fig. S7b,e ). The number of neighbors used was chosen to be large enough to make the Isomap embedding consistent with the MDS embedding, whilst being small enough to "unroll" the manifold (Fig. S7a,c,d ).
Active Brownian particles
Simulations of 2D active Brownian particles (ABPs) were performed with 2,000 particles following the method described in [S10] , which we briefly outline here. Periodic boundary conditions were used for a box of size L × L. Let r i and θ i describe the center position and the orientation of the i-th particle respectively. The over-damped dynamics of each particle is governed by the following equations,
wheren i = [cos θ i , sin θ i ] describes the orientation of the i-th particle, v is the self-propulsion speed, and µ is the mobility. F ij is a pairwise soft repulsive force such that F ij = 0 when the particles i and j are not overlapping, and F ij = k(a i + a j − r ij )r ij with r ij = ||r i − r j || andr ij = (r i − r j )/r ij when the particles overlap. Eq. (S3) is a stochastic differential equation with Gaussian white noise, η i (t), satisfying η i (t)η j (t ) = 2v r δ ij δ(t − t ), where v r is the the rotational diffusion rate. The radius of i-th particle a i is drawn from a uniform distribution between 0.8a and 1.2a. The domain size L is computed from the volume fraction φ and the radii of the particles L = i πa 2 i /φ. Choosing mean particle radius a as the unit of length and the elastic time scale τ = (µk) −1 as the unit of time, the parameter space is reduced to the effective self-propulsion speedṽ = v/(aµk), the packing fraction φ and the effective A custom, highly parallelized code employing graphics processing units (GPUs) was developed to perform the simulations. We use a standard explicit Euler scheme to numerically integrate the dimensionless form of Eq. (S2) and (S3) from t = 0 to t = 5000τ with a time step ∆t = 0.01τ . Only the snapshot of t = 5000τ is used to calculate the TW distances, no dynamic information is used.
Following [S10], we neglect translational noise, although activity becomes equivalent to translational noise in the limit where the orientational correlation time becomes much smaller than the mean free time between collisions. For a given volume fraction, this limit will be realized as v → 0, so reducing v makes the system closer to a thermal system [S10] . That said, phase separation for active particle systems is a distinctly non-equilibrium phenomenon, making much of our simulated phase space far from equilibrium [S10] .
Comparison with Jensen-Shannon
The Wasserstein or earth mover's distance is only one of many possible metrics that could be taken between two distributions. Another possible distance is the Jensen-Shannon (JS) distance which has also been used to distinguish cellular structures [S11] . It is defined by
where the sum is taken over all networks i, and P A i is the probability of observing network i in distribution A, similarly for P B i . The JS distance is an entropic distance between distributions, based on the idea of mutual information. It does not use any notion of distance between networks, only using their isomorphism classification. This has the drawback that while it can distinguish distinct distributions, it cannot tell to what degree they are different, for example all non-overlapping distributions are JS distance 1 away from eachother regardless of their particular forms [S12] .
For monodisperse packings with varying aspect ratio (Fig. S8a) , both the TW distance, and the JS distance are consistent across different simulations with the same parameters (Fig. S8b,c) . Unlike the JS distance, the TW distance recognizes different simulations of 1:3-4 ellipsoids as very similar to each other. The distance matrix was embedded in a 1D space, the true dimension of the manifold on which the data lies, using MDS. For the TW distance this recovers the correct ordering of aspect ratios, whereas the JS distance is unable to separate some of the larger aspect ratio packings, Fig. S8d ,e.
For dense enough phase spaces, both the JS and TW distances should be able to predict which points are neighbors, even if the JS distance cannot tell how far distant points are. For this reason it is not surprising that both distances, when embedded in 2D using MDS, recover the phase space for the ABP simulations ( Fig. S9a,b,d,e ). However, while the residual variance for the TW distance clearly indicates that the phase space is 2D (Fig. S9c) , and a 2D embedding recovers over 98% of the variance, the JS distance shows no clear preference for any dimension, and even a 6D embedding recovers only 90% of the variance (Fig. S9f) . The inability of the JS distance to tell how closely related networks are is a significant drawback when limited data is available. In this regime, the true distribution is not sampled well; while this would reduce the accuracy for all distances, a distance that has no concept of similarity between networks will particularly struggle. To see this, imagine the extreme case where for each distribution we take only the one network that occurs most frequently. The TW distance may still provide information about the distributions, but the JS distance will give all distances as 0 or 1. To test this intuition, we took jammed disordered packings of 10,000 ellipsoids for aspect ratios 1:1-2.5 (Fig. S10a) , and subsampled them, retaining either 1000, 100, or 20 local networks. The TW and JS distances were calculated (Fig. S10b,d) , as were their MDS embeddings, (Fig. S10c,e ). The correct MDS embedding is recovered for the TW distance even when only 20 local networks from each simulation are available, and this is consistent across simulations. For the JS distance, the MDS embedding is incorrect even for 100 local networks. While the correct ordering is recovered for 1000 local networks, there is hardly any separation between the 1:2 and 1:2.5 ellipsoids in the MDS embedding, unlike the 4 clear clusters that are apparent for all TW MDS embeddings. Therefore, in the case when limited data is available, the TW distance outperforms the JS distance.
Choice of radius r
To capture the local ordering around a point we take the local network of radius r. The larger r is, the more local information we capture, but also many more distinct networks are observed with corresponding increase in computational cost. Taking the ABP simulations as an example, 320 simulations of 2000 particles were performed, so 640,000 networks were computed in total. For r = 1, O(20) distinct networks were observed, for r = 2, O(30, 000) were observed and for r = 3, O(500, 000) were observed. This means that computing optimal transport exactly for r ≥ 3 becomes computationally infeasible, but could be solved approximately using entropic regularization [S8] . However, since r = 2 contains sufficient information to recover the phase space, the question becomes whether r = 1 may be sufficient as well. Although taking r = 1 works to some extent, it is not sufficient to recover the 2D phase space for the ABP simulations, Fig. S11 . Using the MDS embedding for r = 1, over 99.6% of the variance is in the first principal component (compared to 97.5% for r = 2), suggesting, erroneously, that the manifold is 1D, despite the true phase space lying on a 2D manifold.
To understand why taking r = 1 is insufficient, we calculated the flip graph for all ABP simulations, and calculated the frequency at which each local network was observed ( Fig. S12 ). Neglecting a negligible fraction of the total networks observed (< 0.1%), the flip graph is simply a 1D, or path, graph and the networks tell us only how many neighbors each Voronoi cell has. Euler's theorem tells us that the average number of neighbors will be 6, and as demonstrated in Fig. S12 , the number of neighbors remains close to 6. Therefore, the distribution is approximately 1D; if the fraction of 5 sided shapes is p 5 , then the fraction of 7 sided shapes is p 7 ≈ p 5 , and the fraction of 6 sided shapes is p 6 ≈ 1 − 2p 5 , meaning the whole distribution is approximately described by a single parameter. While in reality there are further degrees of freedom, the fact that the distribution is almost 1D explains why r = 1 will struggle to reconstruct a 2D or higher phase space.
[S1] F. Aurenhammer Theory 29, 551 (1983) . p 4 = 0.02 p 6 = 0.51 p 5 = 0.24 p 7 = 0.19 p 8 = 0.03 p 9 = 0.01 p 10 < 0.01
FIG. S12. The flip graph for r = 1 is essentially 1D and contains only the number of sides of each Voronoi cell. All ABP simulations were combined and the flip graph calculated for local networks of radius r = 1. Each node of the flip graph is drawn in purple with the area of the node representing the proportion of local networks found in this state. The nodes that were not drawn represent less than 0.1% of the total neworks seen. Each node has the local network that it represents overlayed.
