The Model
We require the following de nitions. For any sets of symbols and S with S , let A : ! S be the homomorphism, called projection on S, de ned by extending the map ! S given by:
Let L(M) be the language recognized by machine M. The shu e of the languages L 1 and L 2 , written L 1 L 2 , is the language consisting of the strings x 1 y 1 x 2 y 2 : : :x n y n formed by concatenating substrings such that x 1 x 2 : : : x n 2 L 1 and y 1 y 2 : : :y n 2 L 2 for some n (the substrings x 1 and y n may be empty). Finally, let dagger (y) be the closure of the shu e operation: L y = fwjfor some n: w = w 1 w 2 : : : w n ; w i 2 L for all ig.
We model a concurrent system as a collection of coupled nite state automata (FSAs) with additional restrictions expressed as a set of recursive languages on the alphabets of the FSAs. The acceptance of a symbol by an automaton represents the occurrence of an event in the concurrent system. An event may represent a normal action of a component, such as initiating a communication with another component, or an error, such as waiting forever for a communication that never takes place. An execution of the concurrent program is thus modeled by a string of event symbols.
Formally, a concurrent system is a triple (M; R; T) where M is a set of FSAs M 1 ; : : :; M n with alphabets 1 ; : : :; n , R is a set of recursive restriction languages R 1 ; : : :; R m with alphabets A 1 ; : : : ; A m , where A i for all i, and T = S i i is a terminal alphabet.
A string t 2 T represents a legal behavior or trace of the concurrent system if there exists a string s 2 with T (s) = t where i (s) 2 L(M i ) for all i and A j (s) 2 R j for all j.
An example of the use of this model to describe a system of two processes communicating by asynchronous message passing is given in the next section. This formulation is a somewhat more general version of the formal de nition of constrained expressions given in 3]. That formulation allows as restriction languages only those generated by the standard regular operators (concatenation, union, and Kleene star) plus shu e and dagger. It follows from 1] that all recursively enumerable languages are given by constrained expressions. Allowing arbitrary recursive languages as restrictions, as in our model, thus represents no increase in power, although it may make application of the model somewhat simpler and more convenient.
The Method
Given a concurrent program represented in the above model, we generate a system of linear inequalities re ecting much, but not all, of the semantics of the representation to determine if any executions of the concurrent program exist that satisfy certain properties. Essentially, the method nds a possible execution of the concurrent program by nding traces of each process and then enforcing a weaker consistency criterion between these traces than is speci ed in the restriction languages.
When generating equations for the FSAs M 1 ; : : :; M n , it is useful to picture each FSA as a directed graph in the standard way. An execution of the concurrent program will correspond to a path through each FSA from the start state to a nal state. We assign a transition variable x a to each transition arc a in the FSAs of the concurrent program.
The variable associated with an arc will represent the number of times that arc is crossed in the paths. We also assign an accept variable f i to each nal state i of the FSAs that will be one if and only if the path through that FSA ends at this nal state and will be zero otherwise. We then generate a ow equation for each state i in an FSA stating that the ow into the state (i.e., the total number of times paths enter the state) must equal the ow out of the state (i.e., the total number of times paths leave the state). The start state of each FSA has an implicit ow in of one, and each nal state has an extra ow out represented by its accept variable. The ow equations imply that, in any nonnegative integer solution, exactly one accept variable in each FSA will have the value one.
Suppose that a symbol belongs to two alphabets i and j . Then an occurrence of in a string corresponding to an execution represents the occurrence of an event in the processes corresponding to M i and M j . In such a case, we must add an equation stating that the numbers of occurrences of in the traces of those processes is the same. In other words, we must equate the sum of the transition variables for arcs of M i labeled by with the corresponding sum for M j .
In addition to the equations generated in this fashion from the FSAs M 1 ; : : :; M n , we generate equations and inequalities re ecting the restrictions imposed by the R j . If a restriction language R j is regular, we can generate equations from an FSA accepting it, exactly as described above. (Indeed, even expressions involving the shu e and dagger operators can be handled this way: by ignoring order, shu e can be treated as concatenation and dagger can be treated as Kleene star). Then, for each symbol 2 A j and each i such that 2 i , we add an equation stating that the sum of the variables for arcs labeled by is the same in the FSA accepting R j and in M i , just as for symbols belonging to two FSA alphabets. In practice, we have made use of restriction languages that are simple enough that the additional inequalities can be expressed directly in terms of the variables from the M i , avoiding the creation of many new variables and equations and reducing the size of the IP problems that must be solved. (An example of this is given below.) We have not attempted to formalize a procedure for e ciently generating inequalities from arbitrary recursive languages. Figure 1 shows the equations for a simple concurrent program with two processes that use channels with in nite message bu ers to communicate. Here, +a represents the sending of a message to channel a and ?a represents the reception of a message from channel a. Consistent communication over a channel a is enforced by the restriction (+a ? a) y (+a) (this expression generates strings having the property that, in any pre x, the number of ?a's never exceeds the number of +a's). From this we extract the relation that the number of +a event symbols must be greater than or equal to the number of ?a event symbols in any string representing an execution. (This is exactly the relation that would be generated by treating the dagger as a Kleene star, but we express it in terms of the transition variables already associated with the +a and ?a symbols.)
Every execution trace will have a corresponding solution to the inequality system we generate. However, not all solutions to the inequality system correspond to actual traces. The conditions represented by the inequality system are thus necessary, but not su cient. There are two reasons for this. First, we ignore information about the order of event symbols given by the restriction languages. In the example of Figure 1 , there is no execution in which process 1 executes ?a; +b and process 2 executes ?b; +a since any interleaving of these two strings violates the restriction for channel a or b, but since the number of events is consistent with relations derived from the restrictions, this would correspond to a solution to the inequality system. The second reason that the conditions are not su cient is that the ow equations do not completely capture the semantics of the FSAs. The events in which a process engages in a legal execution must lie along a single path, however, the presence of cycles in the FSA graph can allow extra circular
ows. An example of this is the solution to the inequalities of Figure 1 in which x 1 = x 4 = x 6 = x 7 = f 2 = f 5 = 1 and all other variables are zero.
The analyst usually searches for traces with certain properties by adding additional inequalities to the system. For example, an analyst might ask whether there is an execution in which more messages are sent to channel b than are received from that channel by adding the inequality x 2 + x 3 ? x 5 > 0. Similarly, if we added transitions labeled with symbols representing permanent blocking of the process to the example, the analyst would seek executions in which a process waits forever to receive a message by adding an inequality stating that the sum of the variables corresponding to the particular symbol is greater than or equal to one.
The ow equations can also be generated directly from regular expressions. For this algorithm, picture the regular expression parsed into a tree where leaf nodes are labeled Figure 2 shows the regular expression (ab) (a _ cb) so parsed. We create environment variables for the nodes representing the number of times the node \occurs" in the derivation of the trace (e.g., the lower left sequence node in Figure 2 occurs twice in the derivation of the string ababcb). Each variable has an associated scope consisting of a set of nodes that must occur the same number of times (e.g., a sequence node and its operands). To accomplish this, we assign an environment variable to the root node and the children of OR and STAR nodes. Then we let the scope of each environment variable be the node to which it belongs and all descendants of that node down to but not including the next node with its own environment variable. In Figure 2 , the nodes with assigned variables are labeled with the variable and the nodes in the scope of a particular variable are labeled with that variable in parentheses.
We write the following equations in these variables. First, we set the variable of the root node to one, indicating that exactly one string is to be generated for this process. Second, for each OR node, we generate an equation stating that the number of times that the OR node occurs equals the sum of the numbers of times that its operand nodes occur. At STAR nodes, the appropriate inequality expressing the fact that an operand of the STAR does not occur unless the STAR node does is of the form x s x o ? x o 0, where x s is the variable associated with the STAR node and x o is the variable associated with the operand. (Since our variables are constrained to be nonnegative, this says that x o must be zero if x s is.) Since solving systems of nonlinear inequalities is very much more di cult than solving linear systems, in our application of this method we have simply ignored these quadratic inequalities. (We have de ned, but not used, a technique for approximating this quadratic inequality with a linear one.) Just as with cycles in the generation of equations from FSAs, this can produce solutions that will not correspond to any legitimate execution of the process. Figure 2 shows the equations generated from the given regular expression. Additional inequalities would be generated from the restriction 
Implementation and Application
This method for generating inequalities re ecting necessary conditions that must be satis ed by system traces has been implemented as part of the constrained expression toolset 3] and applied to a variety of concurrent systems. Our experiments with the toolset clearly show that these necessary conditions are strong enough to settle many of the questions arising in analysis of concurrent systems. Furthermore, the results also show that the method can be used e ectively with concurrent systems that are far too large for most other existing analysis methods to be practically applied. Here, we brie y describe the toolset, focusing on the components that generate and solve inequalities, and give some of the experimental results. More detailed descriptions of the tools and discussion of additional experiments are given in 3]. The constrained expression toolset is intended for use in analyzing concurrent system designs written in an Ada-like design notation called CEDL, and has ve major components. In normal use, an analyst would rst use the deriver to produce a constrained expression from a CEDL design. The restriction languages (called constraints) needed for the constrained expression representation of CEDL systems are all regular; the output of the deriver thus consists of a set of regular expressions. This constrained expression would then be supplied as input to the constraint eliminator, which uses regular language intersection techniques to produce an equivalent constrained expression that can be analyzed more e ectively. For reasons of e ciency, the constrained expression produced by the eliminator consists of regular languages represented as regular expressions, FSAs, or in a hybrid form we call regular expression deterministic nite automata (REDFAs) 3, 7] that yields particularly compact systems of inequalities. The inequality generator then produces systems of inequalities from this constrained expression using the methods just described, augmented by inequalities representing the analyst's queries about the behavior of the concurrent system. An integer programming package determines whether the system of inequalities has any integer solutions and, if it does, produces one with appropriate properties (typically, in our applications, one that minimizes some measure of size). Finally, if a solution is found, a behavior generator performs a highly constrained reachability analysis to determine whether the solution corresponds to a trace of the concurrent system being analyzed, and to produce such a trace if one exists.
Input to the inequality generator is a constrained expression produced by the deriver from a CEDL design and possibly modi ed by the constraint eliminator. Each task (asynchronous process) in the design is represented by a regular expression, an FSA, or an REDFA. The inequality generator produces a system of equations for each task, as described above. It then generates additional inequalities re ecting the constraints arising in the constrained expressions derived from CEDL designs. (For reasons of e ciency, we have chosen to sacri ce some of the language independence and build some knowledge of the CEDL constraints into the inequality generator.) The inequality generator provides a menu-driven interface that allows the analyst to formulate queries and to specify one of several objective functions for integer linear programming, and facilities that assist the analyst in interpreting the solutions found by the integer programming tool. The inequality generator is written in Common LISP. A complete description of this tool can be found in 2].
The integer programming component of the toolset is a branch-and-bound integer programming system that uses the MINOS optimization package 12] to solve the LPrelaxations of the integer programming problems. We refer to the tool that incorporates our branch-and-bound code and MINOS as IMINOS (Integer MINOS). The IMINOS tool takes an inequality system and associated objective function in the standard MPS le format as input. The input le is produced by the inequality generator. At each branchand-bound iteration, IMINOS uses depth-rst search to determine which active tree node to examine. We have experimented with three relatively naive strategies for selecting branching variables. Although we have obtained fairly good results with one of these strategies, we have begun to implement a strategy based on special ordered sets that makes use of semantic information from the constrained expression to choose branching variables 4].
We chose to base the integer programming component of the toolset on MINOS for several reasons, including the availability and robustness of MINOS and the relative ease of adding the branch-and-bound mechanism to it, despite some drawbacks. While the performance of IMINOS has been very satisfactory for demonstrating the feasibility of the general approach, further development of the toolset will require improved integer programming methods. We are therefore also investigating special-purpose algorithms for the solution of the network ow problems with side constraints that are generated by our method.
As mentioned above, the constrained expression toolset has been applied to analyze a variety of concurrent system designs, including designs for some standard problems like the dining philosophers and readers-and-writers, a protocol for distributed mutual exclusion, and an automated self-service gas station. Many of these experiments are described in 3]; here we brie y describe some of the results of experiments with several sizes and versions of the dining philosophers problem.
In the basic CEDL system, each fork and each philosopher is represented by a separate task, and a philosopher picking up or putting down a fork is modeled by a rendezvous at the up or down entry, respectively, of the fork task. Thus, in the system with n philosophers, there are 2n tasks. This system can deadlock when each philosopher picks up one fork. One of the standard ways to prevent this deadlock is to introduce a \host" or \butler" who ensures that all the philosophers do not attempt to eat at the same time. We have modeled this by introducing an additional host task and modifying the philosopher tasks so that a philosopher calls the enter entry of the host before attempting to pick up the rst fork and calls the leave entry of the host after putting down the second fork. 60 120 1141 960  158  74  629  80 160 1521 1280  248  75  883  100 200 1901 1600  399  120  1249  host  20  41 603 1261  157  65  467  30  61 903 2491  538  58  1223  40  81 1203 4121  1516  81  2941  incorrect  20  41 607 1305  222  54  716  host  30  61 905 2523  537  119  1540  40  81 1205 4163  1603  865  4070 Figure 3: Performance on Dining Philosophers Problems
The host accepts calls at enter as long as no more than n ? 2 philosophers are currently attempting to eat, and accepts calls at leave at any time.
The rst 3 lines of the table in Figure 3 give some information about the performance of the toolset on versions of the basic system having 60, 80, and 100 philosophers when analyzed to determine whether a philosopher can be permanently blocked after picking up a fork. The columns of the table give the number of philosophers, the number of tasks, the size of the system of inequalities produced by the inequality generator (inequalities variables), the time used by the inequality generator, the time used by IMINOS, and the total time used by the constrained expression toolset. (All times are given in CPU seconds on a DECstation 3100, and include both system and user time.) In each case, the toolset produces a system trace displaying a deadlock in which each philosopher has picked up one fork.
The next three lines of Figure 3 give the same information for 20-30-and 40-philosopher versions of the system with host, also analyzed to determine whether a philosopher can be permanently blocked after picking up a fork. In each case, the toolset correctly reports that such blocking is impossible. In these cases, the constraint eliminator is used to modify the constrained expressions produced by the deriver in order to allow the inequality system to better re ect the dependence of control ow in the host task on the value of the variable counting the number of philosophers attempting to eat. This process, together with the additional entry calls in the philosopher tasks, results in a signi cantly larger system of inequalities for the dining philosophers with host than for the system without host having the same number of philosophers. For comparison, the last three lines of the gure give the results of the same analysis on systems in which the host task was modi ed to erroneously allow all the philosophers to attempt to eat at the same time (the condition guarding the enter entry was changed). In the cases with the incorrect host, the toolset produces a trace displaying deadlock.
Discussion
The approach to analysis of concurrent systems we have described is based on a formal model in which the possible traces of the executions of a concurrent system are represented by a language over an alphabet of event symbols. The model is powerful enough to represent all recursively enumerable sets, and has been used with a variety of design and programming languages and notations, including languages with asynchronous and synchronous communication primitives and Petri nets. The approach involves the generation and solution of systems of inequalities that must be satis ed by all execution traces of the particular system being analyzed; the inequalities thus represent necessary, but, in general, not su cient, conditions for a string to correspond to an execution.
The approach has been implemented as part of the constrained expression toolset, a collection of prototype tools for automated analysis of concurrent system designs written in an Ada-based design language. Experiments with this toolset, some of which are described above, have demonstrated that the necessary conditions represented by our inequalities are strong enough to answer many of the questions of interest in the analysis of concurrent systems. For example, our method of generating inequalities can be used to answer such questions as whether a component process can become permanently blocked or whether a resource will always be used in the intended mutually exclusive fashion 3]. The experiments have also shown that the method is practical for use with systems that approach, or even exceed, realistic sizes for concurrent system designs, in marked contrast with the results reported for most other analysis methods that have been implemented.
Because the inequalities represent only necessary, but not su cient, conditions, solutions to the system of inequalities may not correspond to execution traces of the system being analyzed. Thus, when the system of inequalities is inconsistent, our method rigorously establishes that no execution of the system has the particular property of interest to the analyst. When a solution to the system of inequalities is found, however, we do not know that an execution with the desired property exists. (The behavior generator in the constrained expression toolset uses heuristic search to settle this question in many cases, as illustrated by the dining philosophers experiments reported above.) Our method is thus less accurate than methods based on construction of the full state space of the concurrent system. In general, however, the number of states that such methods must examine is exponential in the number of processes in the system. Because our method avoids constructing the full state space, it can be practically applied to much larger systems than such reachability-based methods. For example, Karam and Buhr 10] indicate that their approach \is e ective for designs with a complexity in the order of 10-20 tasks" and suggest the use of a knowledge-based system for designs with 50 to 100 tasks. Similarly, Young et al. 16] suggest that a reasonable granularity for analysis of designs is \in the neighborhood of 8 processes." As indicated in the previous section, our method has been successfully used with systems having 200 or more processes.
Various methods have been proposed to reduce the complexity of determining the full state space. Among the most promising of such methods is the \stubborn sets" approach of Valmari 13] . By systematically reducing the number of states that need to be examined in order to establish a particular property of the system, this method can, for example, detect deadlock in the basic dining philosophers system in time that is linear in the number of philosophers. The range of useful application of this method is not completely clear at the present time | for the dining philosophers with host, for example, deadlock detection remains exponential in the number of philosophers.
Other methods for analyzing concurrent systems include those based on proving theorems in some logical structure associated with the system, those approaches that examine executions of a completed system or some simulation of it, and the T-invariant method proposed by Murata, Shenker, and Shatz 11] . In general, the theorem-proving methods are hard to automate, and it is di cult to assess their complexity and generality. Although testing and simulation methods are relatively straightforward to implement, they are limited in the extent to which they can explore the space of potential executions of a system. This limitation, problematic even for sequential software systems, is more severe in concurrent or distributed systems, since the nondeterministic interleaving of concurrent activities in such systems dramatically increases the number of possible executions.
The method of Murata, Shenker, and Shatz 11] is very close in spirit to ours. In their approach, certain Petri nets are derived from Ada tasking programs, and the T-invariants of these nets are determined. These T-invariants are integer solutions to homogeneous systems of linear equations that represent necessary conditions for deadlock-free execution of the original programs, and are rst used to detect and remove certain \inconsistency" deadlocks and then to guide the construction of a reachability graph to determine whether \circular" deadlocks are possible. At present, this approach has not been fully automated.
Our approach has also been extended to analyze timing properties of concurrent systems 5]. Ongoing and planned research includes the extension of our method to in nite executions, so that it can be used to answer questions about fairness and starvation, improvements in the way our method handles questions involving the order of occurrences of events, and the development of special techniques for analyzing concurrent systems containing arbitrary numbers of copies of some processes.
The approach to analysis of concurrent systems described in this paper thus has a number of advantages in comparison to other proposed approaches. It can be used with a variety of programming and design notations, and does not involve the enumeration of the full state space of the concurrent system being analyzed. Experiments with an implementation have shown that the approach can be e ectively applied to systems that approach or exceed realistic sizes for concurrent system designs and that it can be used to answer a variety of interesting questions about those systems. Furthermore, by converting questions about the behavior of concurrent systems into ones of linear algebra and integer programming, our method brings a large and well-developed body of mathematical methods to bear on the concurrent system analysis problem.
