Numerical computation of shape gradients from Eulerian derivatives is essential to wildly used gradient type methods in shape optimization. Boundary type Eulerian derivatives are popularly used in literature. The volume type Eulerian derivatives hold more generally, but are rarely noticed and used numerically. We investigate thoroughly the accuracy of Galerkin finite element approximations of the two type shape gradients for optimization of elliptic eigenvalues. Under certain regularity assumptions on domains, we show a priori error estimates for the two approximate shape gradients. The convergence analysis shows that the volume integral formula converges faster and generally offers better accuracy. Numerical experiments verify theoretical results for the Dirichlet case. For the Neumann case, however, the boundary formulation surprisingly converges as fast as the volume one. Numerical results are presented.
Introduction
With the development of computer sciences, shape optimization has become important and promising in many fields of engineering (cf [14, 19, 22, 37, 41] ), e.g., structural mechanics [7] , acoustics [34] , computational fluid dynamics (see e.g., [25, 37, 38] ), etc. Analytic approaches can be applied to study existence and regularity [11, 14] . For shape design of complex systems in practice, numerical methods such as gradienttype algorithms are usually employed instead to seek "approximately" optimal shapes. One can adopt two strategies: optimize-then-discretize [19, 41] and discretize-then-optimize [7] . They are not equivalent at certain circumstances. For the former, the so-called Eulerian derivative and corresponding shape gradient of a shape functional are usually required by shape sensitivity analysis for sensitivity calculation of shape functionals with respect to domain variations (see e.g., [14, 41] ). In 1907, Hadamard computed the Eulerian derivative of the first eigenvalue of a clamped plate with C ∞ smooth boundary [18] . Later, a structure theorem was developed by Zolésio for general shape functionals on C ζ+1 -domains (ζ ≥ 0). By the structure theorem, the Eulerian derivative can be expressed as a boundary integral. Due to the attractive concise appearance, this type Eulerian derivative has caused much attention both in shape optimization theory [14, 41] and most existing numerical shape gradient algorithms (see e.g. [37] ). But this type Eulerian derivative actually fails to hold when the boundary does not satisfy the required smoothness. Another more general type Eulerian derivative expressed as a domain integral then can be used instead [14] . The two type Eulerian derivatives are equivalent through integration by parts if the boundary is regular enough.
For shape gradient computations, numerical approaches such as finite elements, finite differences (see e.g. [45] ) and boundary element methods [4] are used to solve the state and possible adjoint constraints. Galerkin finite element method (cf. [10] ) is popular for discretizations of PDEs in shape optimization (see e.g. [19, 32, 43, 46, 48] ). This method based on domain triangulation is flexible to shape representation and shape changes in shape optimization.
The accuracy of finite element approximations of shape gradients seems to be essential for implementation of numerical optimization algorithms. Delfour and Zolésio (Remark 2.3 on pp. 531 [14] ) pointed that "the boundary integral expression is not suitable since the finite element solution does not have the appropriate smoothness under which the boundary integral formula is obtained ". Pironneau et al. (pp 210 [33] ) presented convergence analysis for consistent approximations of boundary shape gradients in linear elliptic problems. Bergren [8] remarked that "the sensitivity information-directional derivatives of objective functions and constraints needs to be very accurately computed in order for the optimization algorithms to fully converge". The use of domain expressions of Eulerian derivatives seems to be more promising. Recently, Hiptmair et al. [24] first showed that the Galerkin finite element approximation of shape gradient in the volume integral type converges faster and is more accurate than that in the boundary integral for linear elliptic problems. The volume formulations of shape gradients are derived and used for numerical shape optimization algorithms in magnetic induction tomography [23] and parabolic diffusion problems [40] , respectively. Shape gradients are popular in boundary form when combined with the level set method for shape optimization (see e.g. [3, 12, 31, 32, 34] ). Recently, the volume type Eulerian derivatives were also incorporated numerically into the level set method for shape and topology optimization [13, 30] . In [27] , an eigenvalue shape optimization problem was transformed to be an optimal control problem and a priori error estimates were obtained after finite element discretizations.
In this paper, we prove convergence for Galerkin finite element approximations of shape gradients in eigenvalue optimization. The motivations arise from the following aspects. First, eigenvalue problems in optimal shape design have fundamental importance for science and engineering, especially in structural mechanics (see. e.g., [2, 7, 14, 21, 39, 41, 45] ). Second, finite element approximations to shape gradients of eigenvalues in boundary formulations are wildly used for numerical algorithms in eigenvalue optimization (see e.g., [2, 4, 14, 21, 34, 35, 41] and references therein). Third, numerical evidence shows that the potential advantages for using the new volume shape gradients in algorithms for shape optimization of Laplace eigenvalue problems [47] . To the best of our knowledge, there is no literature reported on convergence analysis of the approximate shape gradients in boundary/volume formulation for eigenvalue problems. For both Dirichlet and Neumann Laplace eigenvalue problems [4, 11, 21, 26, 29, 35] , we prove convergence of the finite element approximations to shape gradients in both boundary and volume formulations. A priori error estimates are presented first in an infinite-dimensional operator norm. Numerical results are presented for verifying convergence of approximate shape gradients.
The rest of the paper is organized as follows. Laplace eigenvalue problems with Dirichlet and Neumann boundary conditions are presented in Section 2. Shape calculus is briefly introduced to give the Eulerian derivatives of eigenvalues in the forms of boundary and volume integrals. In Section 3, under certain regularity assumptions on domains, we present a priori convergence analysis of the finite element approximations to shape gradients in boundary and volume formulations. In Section 4, numerical results are presented for verifying convergence of approximate shape gradients as well as effectiveness of shape gradient algorithms in shape optimization. Brief conclusions are drawn in Section 5.
Problem formulation
Let Ω be a bounded domain in R d (d = 2, 3) with Lipschitz continuous boundary ∂Ω. We consider the Laplace eigenvalue problem: (Ω) when p = 2. For readability, we use the same notations for Sobolev norms of vector-valued and scalar functions.
The variational formulation of (1) is to find λ ∈ R, 0 = u ∈ V such that [6] (∇u,
where
) for the Dirichlet (Neumann) boundary condition. Due to the positiveness, self-adjointness and the compactness of the inverse of negative Laplacian operator, there exists a sequence of eigenpairs {(λ i , u i )} ∞ i=0 as solutions of (2) with eigenvalues
and corresponding eigenfunctions u 1 , u 2 , · · · , which can be normalized with
where δ ij is the Kronecker delta. Note that for the case of Neumann boundary condition, λ 1 ≥ 0. A typical optimization problem consists of minimizing some eigenvalue of (3) subject to a volume constraint [4, 11, 21, 26, 35 ].
A priori error estimates for Laplace eigenvalue problems
We consider the standard Ritz-Galerkin finite element method [10] for discretization and approximation of the variational formulation (2) [9] . For the shape gradient deformation algorithm we shall present, the domain Ω here at each iteration is naturally assumed to be a polygon/polyhedron, which can be triangulated exactly with no geometric error introduced.
Remark 2.1. For Dirichlet Laplace eigenvalue problems on planar polygonals (see Remark 4.2 [6] ), we have the following regularity result similar as linear elliptic problems [17] . Let ωπ (0 < ω ≤ 2) be the maximal interior angle of the vertices of Ω. Then, we have the for a Laplace eigenfunction u such that
i.e., r can be 1 +
, more delicated discussions required to be made for the Poisson equation and we assume that
Consider a family of triangulations {T h } h>0 satisfying that Ω = ∪ K∈T h K, where the mesh size h := max K∈T h h K with h K := diam{K} for any K ∈ T h . Let {V h } h>0 be a family of finite-dimensional subspaces of H 1 0 (Ω). For the linear Lagrange elements,
} in the Dirichlet case with P 1 (K) denoting the set of piecewise linear polynomials on K and
in the Neumann case. Denote r := 1 + s with 0 < s ≤ 1. Throughout, we shall denote by C a general constant, which may differ at different occurrences and may depend on the mesh aspect ratio and the shape of Ω, but it is always independent of eigenfunction and the mesh size h. We assume that the mesh family {T h } h>0 is regular so that the following approximation property holds [10] :
Suppose moreover that the mesh is quasi-uniform, i.e.,
based on which the inverse inequality holds (see e.g. Theorem 4.5.11 [10] ). The weak formulation for conforming finite element approximation of the problem (2) reads: find λ h ∈ R and 0 = u h ∈ V h such that
For (6), there exist a finite sequence of eigenvalues
and corresponding eigenvectors
which can be assumed to satisfy
For i = 1, 2, · · · , we suppose that k i is the lowest index of the ith distinct eigenvalue of (2) with l i being its multiplicity. More precisely, suppose that
We have the following a priori error estimates on approximate eigenvalues and eigenfunctions.
Lemma 2.2. Assume that Ω is a polygon/polyhedron and {T h } h>0 are quasi-uniform. Let (λ ki+j−1 , u ki+j−1 ) and (λ ki+j−1,h , u ki+j−1,h ) be an eigenpair of (2) and (6), respectively with
and u 1 , u 2 , · · · can be chosen so that (7) holds and
Proof. By combining (3.25) [28] and Theorem 5.1 [5] , we obtain the first two a priori error estimates above.
To prove the last inequality, we first have
where we have omitted the subscript k i + j − 1 for notational simplicity. On the other hand,
Using the operator interpolation theorem (Lemma 22.3 [42] ) to (8) and (9), we have
Note that this Lemma has included results for the special case of simple eigenvalues, i.e., l i = 1. In following, we omit the index number for a specific eigenvalue and eigenfunction for simplicity. Let (λ, u) and (λ h , u h ) be eigenpairs of (2) and (6), respectively.
Let us first define the Ritz projection P h :
Lemma 2.3. Let assumptions in Lemma 2.2 hold with s = 1. Then,
Proof. We take (2), (6) and (10). Then, we have
Then, by the Cauchy-Schwarz inequality and triangle inequality,
where the Poincaré inequality is used in the last inequality. Therefore,
using Lemma 2.2.
Proof. By triangle inequality, we have
By (8.5.4) on pp. 230 [10] and the approximation property (4.4.28) on pp. 110 [10] ,
By inverse inequality and Lemma 2.3, we have
A combination of (13), (14) and (15) allows the conclusion to hold.
Shape sensitivity analysis
As a tool in shape optimization, shape calculus/shape sensitivity analysis can be performed by the velocity (speed) method [14, 41] and the perturbation of identity method [37] . The two approaches are equivalent in the sense of first-order expansion with respect to domain perturbations. We recall basic shape calculus using the speed method (Sec. 2.9, pp. 54 and pp. 98 of [41] ).
For a variable t ∈ [0, τ ) with τ > 0, we introduce a velocity field
being the space of continuously differentiable transformations of R d . Then, we define a family of transformations T t : Ω → Ω t with Ω t = T t (V)(Ω). For x = x(t, X) ∈ Ω t with X ∈ Ω, it satisfies the following flow system dx dt
For some domain Ω, a shape functional depending on the shape is denoted by J(Ω) with J(·) : Ω → R. Denote V = V(0, X) in the following for simplicity.
if the limit exists [14] . 
We remark that non-differentiable cases occur when, e.g., the Eulerian derivative exists but the mapping V → dJ(Ω; V) is nonlinear. Such cases occur for the shape functionals of multiple eigenvalues.
if the limit exists.
Material derivatives on the boundary ∂Ω can be defined analogously. When taking into account the strong (or weak) convergence in W (Ω) for the limit, the material derivative will be more specified as a strong (or weak) version.
The structure theorem [10, Corollary 1, pp. 480] states that the boundary Eulerian derivative of shape functional depends only on the normal part of the velocity on the boundary when certain smoothness of the boundary is satisfied. The volume formulation of Eulerian derivative actually holds with less smoothness requirement on boundary [30] and offers more accuracy [24] . By the speed method, we can obtain the Eulerian derivatives of simple as well as multiple eigenvalues for both Dirichlet and Neumann boundary conditions. Denote V n = V(0)| ∂Ω ·n. The Eulerian derivative of an eigenvalue λ = λ(Ω) (depending on Ω) in the direction V is defined to be
For a simple eigenvalue, let (λ, u) be an eigenpair of the problem (2). Then, λ(Ω) is shape differentiable and
where DV denotes the Jacobian of V. If, furthermore, Ω is convex or if it is of class C 2 , then the boundary Eulerian derivative of Dirichlet eigenvalue
If Ω is of class C 3 for the Neumann case, then the boundary Eulerian derivative
where the tangential gradient
(See in Appendix the formal derivations of (20)- (22) for self-containedness of the paper). For u sufficiently regular, the expression (20) corresponds to those appearing concise in [21] :
However, it is not appropriate to use (23) for discretization. The usual C 0 Lagrange finite element discretization of (23) fails to hold since ∇u h is not continuously differentiable. We thus consider (20) for discretization.
For the multiple eigenvalue case, we simplify λ ki as λ and let u i (i = 1, 2, · · · , l) be its eigenfunctions satisfying (4) . Then, λ is no longer shape differentiable. Two strategies can be considered: the sub-differential and directional derivatives [21, 39, 41] . We adopt the latter to follow closely the derivations of directional derivatives for the Dirichlet case as in Theorem 2.5.8 [21] or [39] . Then we can have the following results for both boundary conditions: Proposition 2.8. Assume that λ = λ(Ω) is a multiple eigenvalue of order l ≥ 2 for (1) with Dirichlet boundary condition. Let u 1 , u 2 · · · , u l be an L 2 -orthonormal basis of the eigenspace associated with λ, then the Eulerian derivative is one of the eigenvalues of the matrix M ∈ R l×l with the entry
If, furthermore, Ω is convex or if it is of class C 2 , then
In the case of Neumann boundary condition,
If Ω is of class C 3 , then
with i, j = 1, · · · , l.
A priori error estimates of approximate shape gradients in Eulerian derivatives
With the Galerkin finite element method for discretizations of the Laplace eigenvalue problem, we compute the approximate Eulerian derivatives and resulting shape gradients. We will analyze the convergence rates with a priori error estimates in an infinite-dimensional operator norm. For simplicity, we will only discuss the Dirichlet case. The results below however can be similarly extended to the Neumann case. We will consider both cases of simple and multiple eigenvalues. We first discuss the case of simple eigenvalues. In last section, dλ(Ω; V) is now simplified as λ (Ω; V). In order to differentiate notations for the boundary and volume type Eulearian derivatives, we denote (20) and (21) by λ (Ω; V) Ω and λ (Ω; V) ∂Ω , respectively. The finite element approximations of (20) and (21) then read respectively:
and
In the continuous setting,
For the case of multiple eigenvalues, denote the matrices (resp. eigenvalues)
) corresponding to (24) and (25), respectively. The approximations of (24) and (25) are m
and m
with i, j = 1, 2, · · · , l. The corresponding matrices (resp. eigenvalues) are denoted by
), respectively. For each simple/multiple eigenvalue case, a priori error estimates are presented for two type (volume and boundary) finite element approximations of Eulerian derivatives and corresponding shape gradients. We first consider the case of simple eigenvalues and then the multiple case.
Remark 3.1. In most cases for shape gradient algorithms, the domain is polyhedral and thus no geometric errors are introduced after triangulations. We will not consider the geometric approximation errors when performing convergence analysis of approximate Eulerian derivatives. When the domain is smooth, e.g., C 2 , for boundary formulas of Eulerian derivatives to hold, we assume that the geometric errors can be negligible by using isoparametric finite elements or fine meshes on boundaries.
Simple eigenvalue case
For the continuous formulas (20) - (21), we present convergence analysis of the approximate Eulerian derivatives with the volume integral (28) and boundary integral (29) , respectively. For the volume type, we have Theorem 3.2. Let assumptions in Lemma 2.2 hold. Let (λ, u) be a single eigenpair of (2) and (λ h , u h ) be its Galerkin Lagrange finite element approximation in (6) . Then,
If V ∈ H 2 (Ω) d and u ∈ W 2,4 (Ω), we further have
Proof. First, we have by (20) , (28) and the triangle inequality
For the first term in R.H.S. of (34),
where Lemma 2.2 is used in the last inequality. For the second term in R.H.S. of (34), we have analogously
For the third term in R.H.S. of (34), simple estimations yield
where Cauchy-Schwarz inequality is used. In (37), u L 2 (Ω) = 1 and
with u h L 2 (Ω) = 1 and Lemma 2.2 being used. Therefore,
Substituting (35), (36) and (39) into (34) allows (32) to hold. Now we prove (33) when V ∈ H 2 (Ω) d and u ∈ W 2,4 (Ω). Each term on R.H.S. of (34) is estimated differently from above due to different regularities on u and V. By Hölder's inequality, Lemma 2.2, Lemma 2.4, and Sobolev embedding theorem, we have
respectively. For the third term in R.H.S. of (34), simple estimations by Hölder's inequality, Sobolev embedding theorem, and (38) with s = 1 yield
in which
Thus, the conclusion follows by unifying the above results.
Remark 3.3. In [24] , H 2 regularity is assumed for convergence analysis of approximate shape gradients in linear elliptic problems. We remark that the H 2 regularity fails to hold since the polyhedral domain, e.g., polygon, may easily lose convexity during shape evolutions. Therefore, it is reasonable to assume less regularity in convergence analysis of approximate shape gradients. In Theorem 3.2, the more general regularity H 1+s (0 < s ≤ 1) assumption is thus made for (32) . Moreover, another new result (33) is obtained under more regularity W 2,4 on u and different H 2 regularity instead of W 1,∞ on V. This kind of result is absent in [24] and will be used for convergence analysis in Section 4 below. Now, we perform convergence analysis for the approximate boundary Eulerian derivative (29) . We have to first assume that Ω is convex (d = 2) or C 2 such that u ∈ H 2 (Ω) for the continuous boundary formula (25) to hold. 
Proof. By (21) and (29), we first have
where we have used the Hölder inequality in the last inequality. By the trace theorem [1] , (43) implies that
Then, the conclusion follows using the a priori error estimates in the norm W 1,∞ (Ω) [10] :
What left now is to prove (45) . First, we split the error and use the triangle inequality to obtain
where (10) . In (46), the error estimate for the first term on the R.H.S. is standard (Corollary 8.1.12 [10] ):
To estimate P h u − u h W 1,∞ (Ω) , the methods we use are different for d = 2 and d = 3. We discuss them separately. For d = 2, by the inverse inequality (see e.g., [10] ), discrete Sobolev inequality (Lemma 4.9.2 of [10] ) and Lemma 2.3, we obtain
For d = 3, we have to use different arguments since no result as Lemma 4.9.2 of [10] is available. Let p < 3. By the inverse inequality [10] , Theorem 7.10 and its remark in [16] 
with Γ(·) denoting the gamma function. Using Hölder's inequality
in (49) and choosing p such that (3 − p)| log h| = p, we get
Since
using Sobolev embedding Theorem and (50) in the last two inequalities, (51) implies that
Finally, a combination of (47), (48) and (52) allows us to arrive at (45).
Remark 3.5. Comparing with Theorem 3.2, more regularity on u is required in Theorem 3.4. However, the converge rate (interpreted as O(h 1− ) for any small > 0) obtained in Theorem 3.4 is lower than O(h 2 ) in Theorem 3.2.
Multiple eigenvalue case
Now we turn to the more complicated multiple eigenvalue case. We show the a priori error estimates for the approximate volume and boundary Eulerian derivatives. The directional derivatives for this case are stated in Proposition 2.8. We first recall Weyl's inequality for estimating perturbations of the spectrum in matrix theory [44] . 
) the eigenvalues of A (resp. A h ). Then, max
Proof. We first obtain symmetry of A − A h since both A and A h are symmetric. Then, the spectral norm and eigenvalues satisfy that A − A 
Thus, max
The result follows from the known condition on perturbation bounds of entries.
Then, we obtain for approximations (30) and (31) of multiple eigenvalues. 
Assume that u i ∈ W 2,∞ (Ω) for the boundary formula (i = 1, 2, · · · , l). We have
Proof. We can modify the arguments in Theorems 3.2 and 3.4 for the simple eigenvalue case to obtain that
for i, j = 1, · · · , l and > 0. By Lemma 3.6, the conclusions follow.
Remark 3.8. The results of Laplacian above may can be generalized for a self-adjoint and uniformly elliptic second-order differential operator L such that
with, e.g., coefficients a 0 (x) and a ij (x) ∈ C 1 (Ω) for i, j = 1, · · · , d.
Numerical results
We perform numerical experiments with FreeFem++ [20] . We consider only the cases of simple eigenvalues for simplicity. Examples corresponding to both Dirichlet and Neumann boundary conditions are presented. We choose three computational domains in R 2 : unit square, unit disk and a L-shaped domain ((−1, 1) 2 missing the upper right quarter). In Fig. 1 , one level of triangulation is illustrated. To study h-convergence, uniform refinement is employed. The eigenfunctions in the first two cases have enough smoothness and even can be extended to entire functions, whereas the eigenfunction on the L-shaped domain has a singularity at the reentrant corner. Lagrange Linear element is employed in all cases. We approximate the first eigenvalue and the first non-zero eigenvalue for the Dirichlet boundary condition and Neumann boundary condition, respectively. We first verify numerically the theoretical results in Section 3. The shape gradient for simple eigenvalue is a linear and continuous operator on
) and belongs to its dual space either in the volume or boundary type Eulerian derivative. As noted in [24] , it is challenging to compute numerically in the continuous infinite-dimensional operator norm for the approximate shape gradients. This norm can be approximately replaced by a more tractable one on a finite-dimensional subspace of
More precisely, given a positive integer γ as in [24] , we consider approximate operator norm on a finite-dimensional space consisting of vector fields in
, whose components are multivariate polynomials of degree not more than γ. We replace the W 1,∞ -norm with the more easily computable H 1 -norm due to the equivalence of norms over finite-dimensional spaces. Finally, we compute the approximate dual norms
We take a basis
γ+d denoting the combination coefficient and
∈ R q×q be the Gramian matrix associated with the H 1 (Ω) inner product. For the simple eigenvalue case, the errors (54) can be obtained by simply computing
where E = E Ω or E ∂Ω corresponds to w = w Ω or w ∂Ω with the vectors
Dirichlet cases
For square, uniform triangulation is used. The exact first eigenpair is 2π 2 , 2 sin(πx 1 ) sin(πx 2 ) . In Fig.   2 , a linear finite element approximation of the first eigenfunction with h = √ 2/256 is illustrated, where the quadratic and linear convergence rates of approximate shape gradients in approximate operator norms agree well with the predicted results of Theorems 3.2-3.4. For disk, the exact first eigenpair is
where j 0,1 is the first zero of the Bessel function J 0 and R is the radial variable. The quasi-uniform triangulations based on uniform refinement are used. See Fig. 3 the computed eigenfunction under the finest mesh. The convergence of approximate shape gradients coincides well with theoretical results. We use quasi-uniform meshes and compute the finite element solution on a fine mesh with 850523 degrees of freedom as the reference solution in Fig. 4 . The eigenfunction of L-shaped domain belongs to H 5 3 − (Ω) and thus the H 2 -regularity for this eigenvalue problem does no hold. The approximate volume shape gradient is more accurate and converges faster than the boundary type.
Neumann cases
The first non-zero eigenvalue for square is multiple and we consider to optimize the second one. The exact eigenpair is (2π 2 , 2 cos πx 1 cos πx 2 ). For disk, we consider approximate the first exact non-zero eigenpair
In Figs. 6(b) and 6(d), the quadratic convergence rates of the boundary integral formula is unexpected, as has been observed in [36] for elliptic problem with Neumann boundary condition. For L-shape domain which does not guarantee the H 2 -regularity of the eigenfunction, we show in Fig. 5 that the volume integral expression is superior to the boundary integral expression in terms of both accuracy and convergence rates. Finally, see Fig. 6 the measured errors for the two boundary conditions in both square and disk when the multivariate polynomials of degree γ = 2. The accuracy and converge rates agree well with those above when γ = 3, which shows that the possible independent choice of γ on computing the operator norm on the finite-dimensional subspace of multivariate polynomials vector fields.
Conclusions
We have performed comprehensive convergence analysis for Galerkin finite element approximations of the shape gradients for Dirichlet/Neumann type elliptic eigenvalue problems in shape optimization. The a priori error estimates have been presented for the two types of approximate shape gradients in Eulerian derivatives. The convergence analysis for the volume type is performed under not restrictive assumptions on regularities of eigenfunctions and thus domains. For the Dirichlet case, theoretical analysis as well as numerical results have shown that the volume type formula converges faster and usually offers better accuracy. For the Neumann case, however, the boundary formulation is surprisingly competitive with the volume type. A combination of (A.5), (A.6) and (A.7) yields the result (20) . If, furthermore, Ω is convex or if it is of class C 2 , then u ∈ H 2 (Ω) ∩ H 1 0 (Ω) [6] . We can simplify the volume integral expression (20) as a boundary integral expression (21) . Taking 
