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methods being among the most popular. 1 However, the dynamic properties of speech signals make the STD task more challenging. The literature contains a variety of STD techniques that use different approaches to match query utterances with reference speech, with template matching-based utterance spotting being one of the most commonly used methods. 2 Speech recognition using vector quantization and dynamic time warping (DTW) models are the most relevant examples of such systems, but there are some challenges associated with the DTW approach that must be resolved. [3] [4] [5] Query-by-example (QbyE), keyword/filler, and large vocabulary continuous speech recognition methods have also been used in the literature. Most existing QbyE methods [4] [5] [6] [7] [8] [9] [10] and STD approaches [11] [12] [13] [14] use DTW and its variations. 3, 15, 16 Over the past decade, most related research has focused on the novelty of template representation methods. [17] [18] [19] [20] [21] For example, an acoustic segmentation modelbased STD 10 amalgamates self-organizing models, query matching, and query modeling processes. Similarly, other work 14 introduces a template combination-based STD method that deploys segmental DTW and a self-similarity matrix comparison between speech utterances. In addition to QbyE and STD methods, isolated word recognition is related to STD, but it's less complicated due to speech signals' discreteness and isolation. The literature consists of several variations of isolated word matching that exploit different approaches for pattern recognition. 
S p e e c h R e c o g n i t i o n
For instance, one approach 22 extracts features for test and reference utterances in the form of mel-frequency cepstrum coefficient (MFCC) vectors forwarded to a DTW model that measure the warping distance. Similarly, signal-dependent matching for isolated word recognition 23 performs better by using a fast Fourier transform for feature extraction and an enhanced version of DTW. Likewise, an improved DTW technique 24 based on dynamic weight allocation to short time energy and zero cross rate (ZCR) for the endpoint detection produced better performance in speech recognition rate.
Despite the fact that existing methods have improved DTW-based STD to deal with the time-warping phenomenon more effectively, the tradeoff between distance matrix pruning and DTW performance in terms of warping distance accuracy is still challenging. [3] [4] [5] The boundary constraints on the distance matrix improve the computation cost but sacrifice a significant amount of DTW performance. 3 In addition, the uni-source information used in DTW to measure the warping distance provides an unreliable spotting decision. Because of DTW's unsupervised model, it would be much better to use multisource information for distance calculation, to make spotting decisions that would increase system reliability. This article introduces a novel STD approach that amalgamates several techniques to improve existing STD template matching-based methods. For the first time, a temporal-spectral feature-based silence removal is deployed along with the Dempster-Shafer theory (DST) to fuse the evidences from multiple information resources to produce a reliable spotting decision for query utterance. We also provide a detailed mathematical formulation of the DST for the proposed task, along with experimental results and performance analysis.
Material and Methods
Our proposed STD methodology entails data collection, mathematical modeling, and an analysis of statistical results. We conducted experiments on several datasets shown in Table 1 . For the long speech phrase STD experiments, we used two speech corpuses, Mobio 25 and Wolf, 26 from Instituto de Investigacion Agropecuaria de Panama (IDIAP). These datasets consist of very large-scale spoken contents recorded by a variety of speakers as a composition of single, binary, and group discussions. In addition, we conducted a case study on a speech dataset acquired from 30 speakers with diverse ethnic backgrounds, ages, and genders. The data was recorded in a noiseless lab environment using a vocal dynamic microphone with a builtin noise filter.
Formulation of the Spoken Term Detection
A composite of techniques is sequentially combined to build the proposed STD system. The inputs to the system are query and reference speech utterances, which are then processed by a sequence of speech enhancement, framing, feature representation, similarity belief calculation, and probabilistic modeling approaches to make the final decision of query utterance match/mismatch. Figure 1 show the workflow for the proposed STD approach, followed by the detailed formulation of all subcomponents.
The existence of silent segments and background noise interference in speech signals causes misidentification and therefore must be resolved in preprocessing. In the first step, background noise is reduced to a minimum level of S p e e c h R e c o g n i t i o n signal-to-noise ratio by using spectral subtraction 27 independently in the frequency bands corresponding to the auditory critical bands. The next step is to remove the silent segments from the speech signal. The literature contains several methods for silence removal based on signal energy, spectral centroid, and ZCR. 28, 29 For the voiced segments, we use a robust pitch-tracking method 30 to estimate the fundamental frequency (F 0 ) using the temporal-spectral information. As the F 0 doesn't exist in the silent part of speech, these frames can be eliminated. All frames with the F 0 components are produced as voiced segments. For the unvoiced frame detection, we used energy and ZCR features. 28 Voiced and unvoiced frames outputs are combined to reconstruct a silence-free speech signal that's used for further processing. Figure 2 shows the sequential steps used for the silent segment removal and construction of the silence-free speech signal.
Dynamic Speech Filter and Feature representation
The silence-free speech signal is next decomposed into overlapped frames of 30-millisecond duration and forwarded to a dynamic noise filter that uses wavelet decomposition to filter out unnecessary frequency bands and temporal information. Wavelet decomposition has successfully been used as a powerful spectral analysis tool and can effectively compress information about the nonstationary signal into a piece of local information. Moreover, it reveals the scale-wise organization of singularities, thus allowing for the selection of the strongest events using a simultaneous time-frequency domain representation. 31 Figure 3 shows a block diagram for the MFCC and wavelet energy feature extraction process. Energy in a frequency level is measured by integrating the intensity magnitudes over time and can be represented as
where n represents the total number of coefficients in a frequency scale, E Scale represents the total energy measure for a scale, and y represents the output coefficients produced by wavelet decomposition for a scale. The above procedure is applied to each scale and the corresponding energy vector is measured. Scales containing an energy magnitude of less than a preset threshold are eliminated. The optimal threshold value is chosen by conducting experiments on a large dataset, as presented in Table 1 . A receiver operating characteristic (ROC) curve is achieved by varying threshold values from 0 to 1 with a lag of 0.01 (see Figure 4) . The best compromise between sensitivity and specificity for STD performance is achieved with a threshold value of 0.7. The energy magnitude of noisefree approximation and detailed coefficients is then used as a feature set. Simultaneously, the MFCC's features are extracted from the query and reference speech utterance that has been used as the most powerful and distinctive in terms of human speech representation. 22, 32 In the next step, feature vectors (MFCCs and energy) for query and reference frames are normalized and used with Euclidean distance to measure the degree of similarities between query and reference frames. Output similarity scores from Euclidean distance represent the evidence (beliefs) provided by MFCCs and energy-based features that are further processed by the DST for belief combination.
Mathematical Formulation of Multiple belief Combination
The similarity beliefs from the previous step are forwarded to an evidence combination process that uses the DST to provide a combined spotting belief while taking into account the corresponding weights and model incomprehension. An interesting advantage of the DST is its simplicity when handling complex multilayered situations in which the system can be decomposed into many layers of simpler states and then beliefs can be propagated upward, combining with sibling layer states to build an overall belief. 33 For the proposed STD method, let E = {m(mfcc), WDe} represent the set of belief resources in the form of MFCC and wavelet spectral energy. The exclusive assessment classes consist of two elements, that is, H = {match, mis_match}. For each belief resource in E and assessment class H, a degree of belief b n is allocated by the Euclidean distance described earlier to indicate the confidence measure when evaluating the degree of fulfillment of a certain feature. The relative weights for belief resources are set by conducting offline experiments (discussed later) such that 0 ≤ w i ≤ 1 and w mfcc = 0.75; w wav = 0.25. Basic probability assignments for each belief resource. Let m n,i represent the basic probability mass indicating the 
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The remaining probability mass m H,i , which is unallocated to belief resources, can be represented as
where N = 2 represents the total number of assessment classes and m H,i can be further dissolved into m H i , and
calculates the amount to which final belief resources haven't yet been evaluated to separate classes due to the relative significance of belief resources after their aggregation. Equation 5 calculates the amount to which belief resources can't be evaluated to separate classes due to the imperfect evaluation of belief resources.
Combined probability assignments.
The next step is to aggregate the probability masses of E = {m(mfcc), WDe}to compose a combined evaluation for the query utterance match/ mismatch decision that's formalized by the following equations: 
where i = {1, 2} denotes the number of belief resources for N assessment classes. The term m n,1 .m n,2 in Equation 6 estimates the probability of E = {m(mfcc), WDe} endorsing the output decision to be evaluated to H n . The probabilities of m(mfcc) and WDe supporting the final decision to be evaluated to H n are denoted by m n,1 .m H,2 and m H,1 .m n,2 , respectively: . ] estimates the probability that a final decision hasn't yet been evaluated to separate classes because of the relative significance of m(mfcc) and {WDe} after both belief resources have been integrated. The basic probability mass (m n ) and remaining probability mass (m H ) are normalized using K as a normalization factor such that m m 1. 
The degree of belief that remains unallocated during our evaluations is represented by b H . Equations 2 through 12 provide a combined degree of belief for the evaluation grades that are further used for the decision making of query utterance spotting.
Results and Discussions
We evaluated the proposed STD approach's performance by using different statistical metrics for binary classification 34, 35 in the form of query utterance match/mismatch decision. These metrics include sensitivity, specificity, accuracy, likelihood ratios, absolute error, execution time, and F-score. Figure 5 compares individual performances with existing constrained and conventional DTW-based STD techniques. In terms of sensitivity, the performance of DST-based STD is better than the MFCC and waveletsbased approaches by a factor of 2 and 5 percent, respectively, implying that deployment of the DST both increases STD and improves performance in terms of decision making. Despite the fact that the search space in DTWC is less than the traditional DTW, the latter is better than the former in terms of STD outcomes. Similarly, the likelihood ratios (LR+, LR-) we used to measure diagnostic accuracy indicate that LR-for the DSTbased approach is negligible (that is, 0.03), compared to 0.2 for the DTW and 0.9 for DTWC. In addition, the F-score indicated our approach's effectiveness. The spotting decision for query utterance varies with respect to decision boundary setting. An optimal threshold value for the decision boundary is selected by using the ROC curve that shows the tradeoff between true positive and false positive rates for various threshold settings. The smaller the threshold for a decision boundary, the higher the sensitivity, and vice versa. Experiments are conducted on the datasets presented in Table 1 , and ROC curves are achieved by changing threshold scales (from 0 to 1) for various approaches (see Figure 6 ). The decision boundary at the 0.85 threshold value provides the optimistic tradeoff between true positive and false positive rates. In addition to optimal threshold value selection, the ROC curves in Figure 6 manifest the superiority of the DST-based STD as compared to the state-of-the-art DTW. Another aspect of the ROC curves shown in Figure 6 is validation of the silenceremoval approach introduced in this article. The area under the curve for energy and spectral centroid-based silence removal is far less than our proposed pitch detection, ZCR, and energy-based approach.
Weight Allocation to Basic Attributes Equations 2 and 3 indicate the dependencies of basic probabilities in DST on the relative weights allocated to the belief resources {m(mfcc), WDe}. To set up the optimal weights, we conducted experiments on the aforementioned dataset with discrete values for attribute weights (from 0 to 1 with a lag of 0.01) to retrieve the ROC curve (see Figure 7) . The ROC indicates that the optimal compromise between false positive rate and sensitivity is achieved at w mfcc = 0.75; w wav = 0.25. The higher weight for the MFCC feature set indicates higher dependency on the spotting decision compared to wavelet-based spectral features. However, the individual performances of both attributes {m(mfcc), WDe} are less than the combined beliefs shown in Figure 5 , which validates the importance of the DST for STD. Table 2 shows experimental results for a case study conducted over multilingual utterances. Information about the dataset is shown in terms of total number of occurrences, length, speaker gender, language, and query utterances. As the proposed STD is based on feature-based template matching without model training, system performance is independent of query and reference phonemes' structure and the spoken language. It can be observed from the output statistical metrics (sensitivity, specificity, accuracy, LR+, and LR-) that the query utterance detection rate is achieved consistently, regardless of spoken keywords. The statistical results also demonstrate the robustness of the proposed STD approach as compared to the DTW-and constrained DTWbased methods. Figure 8 demonstrates a test case for the query utterance Albert, indicating the robustness of the proposed approach in terms of synchronized spotted locations (peaks) in the reference speech corresponding to each query utterance position (ground truth). Table 3 demonstrates m (mean) and s (standard deviation) values of Type I and II errors for five different approaches that indicate the superiority of the proposed DST-based STD over existing approaches. Sensitivity and accuracy increased from 56 percent and 80 percent to 97.5 percent and 93 percent, respectively, by using the proposed pitch tracking, energy, and ZCR-based silence removal as compared to existing techniques. 28, 36 Furthermore, pitch detection-based silence removal not only enhances Table 3 . Impact of silence-removal techniques on STD approaches in terms of accuracy, sensitivity, and mean square error using the dataset described in Table 1 . S p e e c h R e c o g n i t i o n DST-based performance but also improves the performance of other approaches, validating the effectiveness of the proposed approach. Figure 9 shows the execution time for the aforementioned STD approaches being calculated for 50 query utterances. The efficient computation cost (0.0013 s) is achieved by using the mean MFCC-based approach. However, a very small overhead in terms of computation time (0.00005 s) needed for DST implementation produced a significant improvement in STD performance (see Table 3 ). The accuracy rate increased to 92 percent by using the proposed DST-based approach, compared to 86 percent of MFCCand wavelet-, and 76 percent of DTWbased approaches. Despite the efficient accuracy rate (91 percent) produced by the constrained DTW, the true detection of query utterances dramatically decreased to only 26 percent, which fails the main objective of STD. Also, conventional and constrained DTW use a high-dimensional features set, which increases the search space, 37 resulting in high execution time (0.02 s). Similarly, the simultaneous time-frequency analysis in wavelet decomposition needs comparatively higher computation time (0.019 s). These statistics validate the significance of information combination from multiple belief resources to make a reliable decision for query utterance spotting.
Proposed approaches Existing approaches
T his study presents an efficient query utterance spotting technique comprising speech enhancement using a newly introduced silence removal method, dynamic noise filtration, feature extraction, belief combination and reasoningbased decision making. A novel approach for pitch tracking-based voiced segment detection and energy and ZCR-based unvoiced segment detection helps to remove the silence segments from speech signal. The research outcomes serve to explore different aspects in the related area of research in the future. For instance, vocal tract normalisation would deal better the challenges associated with the speaker-independent spoken term detection. Similarly, the impact of varying combinations of information sources can be analyzed to further explore the system reliability and performance.
