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Abstract
Cohomology rings of various classes of groups have curious duality properties expressed in
terms of their local cohomology (Benson and Carlson, Trans. Amer. Math. Soc. 342 (1994)
447{488; Bull. London Math. Soc. 26 (1994) 438{448; Greenlees, J. Pure Appl. Algebra 98
(1995) 151{162; Benson and Greenlees, J. Pure Appl. Algebra 122 (1997) 41{53, J. Algebra
192 (1997) 678{700; Symonds, in preparation). We formulate a purely algebraic form of this
duality, and investigate its consequences. It is obvious that a Cohen{Macaulay ring of this sort
is automatically Gorenstein, and that its Hilbert series therefore satises a functional equation,
and our main result is a generalization of this to rings with depth one less than their dimension:
this proves a conjecture of Benson and Greenlees (1997). c© 2000 Elsevier Science B.V. All
rights reserved.
MSC: 13D45; 13H10; 20J05; 20J06; 57T10
1. Introduction
It has recently emerged that the rings of coecients of equivariant cohomology theo-
ries very often have remarkable duality properties. It is the purpose of the present paper
to formulate the duality purely algebraically in a particularly favourable case, and to
investigate its ring theoretic implications. We give a little background in Appendix A,
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but readers nding the denition of interest as commutative algebra in its own right
may ignore the topology.
Before we describe the duality properties, we need some terminology. Rings arising
as coecients of cohomology theories are Z-graded, and in this paper all elements and
ideals are required to be homogeneous. These rings are also graded-commutative in the
sense that rs=(−1)deg(r)deg(s)sr for all elements r; s. Graded-commutative rings are very
close to being commutative, and we want to apply the techniques of commutative alge-
bra to them. Since left and right ideals coincide, the notions of a Noetherian ring and
a prime ideal behave as in the commutative case. The formula mr:=(−1)deg(r)deg(m)rm
allows one to consider left modules as right modules, and we henceforth restrict our-
selves to left modules. If R is of characteristic 2 then R is itself commutative; in general
the subring Rev of even degree elements is commutative, and the inclusion induces a
bijection of primes. Readers uncomfortable with graded-commutative rings should note
that our constructions may be made using only the structure of a module over the
commutative subring Rev.
For the rest of the paper, R will be a Noetherian graded-commutative local ring of
dimension r, with maximal ideal m and residue eld k. We also suppose R is connected
in the sense that it is zero in negative degrees and R0 = k.
To state the duality property we use Grothendieck’s local cohomology functors
Hm(). Since R is Noetherian, these calculate the right derived functors of the m-power
torsion functor on graded R-modules M 7!  mM = fx 2 M jmsx = 0 for s 0g:
Hm(M) = R
 mM:
Notice that since M is graded, the local cohomology module Him(M) is a graded
module, and we write Hi;jm (M) for the degree j part. Readers uncomfortable with
graded-commutative rings may interpret m as the maximal ideal of Rev throughout.
Local cohomology detects depth in the sense that depth(M) = minfi jHim(M) 6= 0g,
so that R is Cohen{Macaulay if and only if Hm(R) is concentrated in degree r; in this
case R is then Gorenstein if and only if Hrm(R) is isomorphic to DR=Homk(R; k) up
to a shift of degrees.
Remark 1.1 (Grading conventions). Since we are much concerned with modules non-
zero in both positive and negative degrees, it is essential to be clear about grading
conventions. All grading will be cohomological (upper indexing), and R is concentrated
in degrees 0 and above. Other constructions are graded in the standard way. Thus
(DR)n =Homnk(R; k) =Homk(R
−n; k), and DR is concentrated in degrees 0 and below.
In general Homnk(M;N ) =
Q
i Homk(M
i; N i+n).
We also use topological notation to denote shifts in degrees. Thus (M)n =Mn−1,
and we refer to M as the (cohomological) suspension of M ; the alternative notation
M =M (1) is also widely used.
We are now equipped to dene the class of rings we wish to study.
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Denition 1.2. We say that R has a local cohomology theorem with shift v (or that
R is an LCTv ring) if there is a spectral sequence
Es; t2 = H
s; t
m (R)) vDR
with dierentials
du : Es; tu ! Es+u;t−u+1u
and so that du : Es;u ! Es+u;u is a map of R modules.
The interest in LCTv rings arises from a number of examples supplied by the coho-
mology of groups.
Example 1.3. (a) If R = H(G; k) for a nite group G, then R admits a local coho-
mology theorem with shift 0 [11].
(b) If R = H(BG; k) for a compact Lie group of dimension w, and if the adjoint
representation is orientable over k then it admits a local cohomology theorem with
shift −w [4].
(c) If R = H(G; k) for a k-orientable virtual Poincare duality group G of virtual
dimension v, then it admits a local cohomology theorem with shift v [5].
(d) If R=H(G; k) for a p-adic Lie group G of dimension v then it admits a local
cohomology theorem with shift v [6].
The existence of an LCTv structure is a form of duality, since the E2 term is covariant
in R, whilst the spectral sequence converges to DR, which is contravariant. For example,
if R is an LCTv ring and Cohen{Macaulay, then the spectral sequence collapses to give
an isomorphism Hrm(R)=
v−rDR, showing that R is also Gorenstein. Conversely, it is
immediate that any Gorenstein ring is an LCTv ring for some v.
Our main result, Theorem 5.4, describes the consequences of an LCTv structure on
a ring which is almost Cohen{Macaulay in the sense that its depth is one less than
its dimension. In particular, we prove a conjecture of Benson and the rst author
for the rings of Example 1.3(b) above, by giving a pair of functional equations (see
Theorem 6.2) for the Hilbert series of any almost Cohen{Macaulay LCTv ring. Benson
and Carlson [2,3] had previously proved the analogous result for cohomology rings of
nite groups as in Example 1.3(a), by using the particular features of the denition of
the cohomology ring.
We show in Section 7 that Grothendieck’s method of dual localization shows that the
localization of an LCTv ring at a prime of dimension d is an LCTv−d ring. Accordingly,
our results for r-dimensional LCTv rings of depth r−1 or r allow us to deduce Corol-
lary 7.4 that any LCTv ring R is generically Gorenstein, and also very well behaved
in codimension 1.
Readers particularly interested in the applications to cohomology rings may not be
familiar with standard methods of local cohomology, so we have therefore explained
various well-known methods from commutative algebra at some length, particularly in
Section 2. For a general background we suggest [19].
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2. Implications of local duality
In this section we record a number of consequences of local duality that are central
to the analysis. These are all well known [17], but some readers may appreciate the
simplicity of the proofs in our case.
Let R be an r-dimensional connected graded-commutative local ring with maximal
ideal m and residue eld k. Throughout this section M will be a nitely generated
R-module, although our main interest is in the case M = R.
By Noether normalization we may choose a polynomial subring ~RR over which
R is nite; for deniteness we suppose the generators of ~R are in even degrees
a1; a2; : : : ; ar , and we let a= a1 + a2 +   + ar .
Remark 2.1. In what follows, the primary objects are R-modules. However, it is
sometimes convenient to establish various properties by considering the underlying
~R-module, and we pause to clarify this:
(1) The Matlis duality functor is dened on an R-module M by DM=HomR(M;E(k)).
Note that E(k)=HomR(R; k), and hence we have DM=HomR(M;E(k))=Homk(M; k)=
Hom ~R(M; ~E(k)).
(2) Throughout we shall be discussing local cohomology relative to the maximal
ideal of the ambient ring. Since
p
~mR = m, where ~m is the maximal ideal of ~R, for
every R-module M we have Hi~m(M) =H
i
m(M); it should therefore cause no confusion
if we always write Hm for local cohomology functors for the maximal ideal.
(3) It is now clear that the depth of an R-module, the dimension of its support
and the dimension of its associated primes can be established by considering it as an
~R-module.
(4) If M is a nitely generated R-module, it is a nitely generated ~R-module, so
Him(M) is an Artinian ~R-module.
The principal ingredient in our analysis is local duality [16]. We shall use the graded
version (suitable forms are immediate from [12, 3.8] or [7, 3.6.19]), which states that
for any nitely generated R-module M ,
DHim(M) = 
aExtr−i~R (M;
~R):
Working with the dual of local cohomology allows us to measure the signicance of
local cohomology modules by their dimension. Since DHim(M) is nitely generated,
its dimension is equal to that of its support.
Lemma 2.2.
dim(DHim(M))  i:
Proof. For a prime } of dimension d let ~} be the inverse image of } in ~R, also of
dimension d. Since ~R} is a regular local ring of dimension r − d we see
Extr−i~R (M;
~R) ~} = Ext
r−i
~R}
(M}; ~R}) = 0
for r − i> r − d.
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The top local cohomology module is particularly well behaved and plays a special
role: its dual is the canonical module 
 = DHrm(R) of R.
Lemma 2.3. All associated primes of 
 are of dimension r.
Proof. There is an exact sequence 0 ! ~F ! R ! Q ! 0 of ~R-modules where ~F
is a free ~R-module of nite rank and Q has non-zero annihilator. Accordingly 
 =
DHrm(R) = Hom ~R(R; ~R) is a submodule of Hom ~R( ~F; ~R) = ~F .
The other useful fact [17] about 
 is that it satises Serre’s condition S2 (its local-
ization at } has depth  2 if ht(})  2 and depth 1 if ht(}) = 1). We will have
occasion to include a proof of this in Lemma 5.2 below.
An immediate corollary of local duality allows us to discuss Hilbert series.
Corollary 2.4. If M is a nitely generated R-module then for each i the local coho-
mology module Him(M) is nite in each degree.
Proof. It suces to observe DHim(M)=Ext
r−i
~R
(M; ~R) is a nitely generated ~R-module.
Although local cohomology modules are all supported at m, we can use duality
to give a useful way of localizing local cohomology modules. Grothendieck’s dual
localization functor
L} : R-mod ! R}-mod
for a prime } is dened by
L}M = D((DM)}):
Here the innermost D is duality for R and the outer one is duality for R}. Note that
if } is graded and the localization and duality are both interpreted in the graded
sense, L} takes graded modules to graded modules, and Matlis duality works as usual
[7, 3.6.16].
Lemma 2.5. If the prime } has dimension d and M is a nitely generated R-module
then
L}Him(M) = H
i−d
m (M}):
Proof. Note that ~R} is a regular local ring of dimension r − d, and then apply local
duality:
(DHim(M))}=
aExtr−i~R (M;
~R)}=aExtr−i~R} (M};
~R})= DH (r−d)−(r−i)m (M}):
Reasonable behaviour in a module is reected in the small size of its lower local
cohomology.
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Lemma 2.6. If M is an R-module of dimension n with no associated primes of di-
mension <n then dimDHdm(M)  d− 1 for d<n.
Proof. Suppose d<n and } is a prime of dimension d. By hypothesis, M} is of depth
 1. Therefore DHdm(M)} = DH 0m(M}) = 0 and } is not in the support of DHdm(M).
3. The LCT approximation map
We now begin the investigation of LCTv rings as in Denition 1.2. Thus, we suppose
R is a graded connected local ring and there is a spectral sequence
Es; t2 = H
s; t
m (R)) vDR:
Note immediately that we have an edge homomorphism
rHrm(R)! vDR
with dual
 : R! v−r
:
We call  the LCT-approximation, and it is of central importance.
Lemma 3.1.
ker() = fx 2 R j dim(Rx)  r − 1g:
Proof. The spectral sequence shows that the kernel has a nite ltration by subquo-
tients of DH 0m(R); DH
1
m(R); : : : ; DH
r−1
m (R). It therefore consists of elements generating
a submodule of dimension  r − 1 by Lemma 2.2. Conversely, since every associated
prime of 
 is r-dimensional by Lemma 2.3, every element generating a submodule of
dimension  r − 1 lies in the kernel.
It follows that  is injective if R is unmixed (i.e. if all associated primes of R have
dimension r).
We may make a weaker statement about cok().
Lemma 3.2. cok() is of dimension  r − 2.
Proof. The spectral sequence shows that the cokernel has a nite ltration by sub-
quotients of DH 0m(R); DH
1
m(R); : : : ; DH
r−2
m (R). It therefore has dimension  r − 2 by
Lemma 2.2.
There is a very convenient way to package a renement of these observations, and
we turn to it in Section 7. However in the meanwhile we give a criterion for  to be
an isomorphism.
J.P.C. Greenlees, G. Lyubeznik / Journal of Pure and Applied Algebra 149 (2000) 267{285 273
4. When is R quasi-Gorenstein?
We say that R is quasi-Gorenstein if the canonical module 
=DHrm(R) is isomorphic
to a suspension of R. Thus an r-dimensional ring is Gorenstein if and only if it is
quasi-Gorenstein and of depth r.
Lemma 4.1. Suppose R is equidimensional and unmixed. The following three condi-
tions on a prime } in R of dimension d are equivalent.
1. ht(})  2 and depth(R}) = 1.
2. There is a regular a 2 R such that } is an embedded prime of (a).
3. } is a minimal prime of Supp(DHd+1m (R))
Proof. (1) , (2) If an element a 2 } is a non-zero divisor, it is regular on R}. If R}
is of depth 1, the regular sequence a cannot be extended, and hence R=(a) is of depth
0. The argument is reversible. The conditions on height and embeddedness correspond.
(1) , (3) The requirement depth(R})=1 is equivalent to H 1}(R) 6= 0. But H 1}(R)=
D(DHd+1m (R)}) and hence DH
d+1
m (R)} 6= 0, or equivalently, } is in the support of
DHd+1m (R). It is minimal in this support since the fact that R is equidimensional and
unmixed implies that DHd+1m (R) is supported in dimension (d+1)− 1 by Lemma 2.6.
Remark 4.2. An R-module M is S2 in the sense of Serre if depth(M})  minf2;
dim(R})g for every prime } of R. It follows that if R is unmixed, then R is S2 if and
only if no prime satises Condition (1) of Lemma 4.1.
Corollary 4.3. If R is equidimensional and unmixed; then the set of primes } satis-
fying the equivalent conditions of Lemma 4:1 is nite.
Proof. For each i, the set of minimal primes of Supp(DHim(R)) is nite because
DHim(R) is nitely generated.
Theorem 4.4. Suppose R is equidimensional and unmixed; and that it satises a local
cohomology theorem with shift v. The LCT-approximation map  : R! v−r
 is an
isomorphism if and only if R is S2.
Proof. We have remarked that R is S2 if and only if it satises the equivalent conditions
of the lemma.
It is known that 
 is S2 [17] (or see Lemma 5.2 below), hence if  is an isomor-
phism, R is S2.
For the converse we show that if  is not an isomorphism then R is not S2. Since
R is equidimensional and unmixed, the canonical map is injective, and the cokernel
has dimension  r − 2 by Lemma 3.2. Now if  is not an isomorphism 
=R 6= 0. Let
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a 2 R be a regular element such that a
R. Thus,
aR a
R
and hence a
=aRR=aR. But R=aR has equidimension dim(R)−1, while a
=aR=
=R
has dimension  r − 2 by Lemma 3.2. If } is a minimal prime of a
=aR, then }
is associated to R=aR, and } is an embedded associated prime of (a), so that by
Lemma 4.1 R is not S2.
5. Interaction with Grothendieck’s spectral sequence
We begin by recalling Grothendieck’s spectral sequence from [17]. We shall see
that its form is quite dierent to that of the local cohomology theorem. Firstly, it is
contravariant in R, both at the E2 and in the target. Secondly, each entry E
p;q
2 is itself
an R module. Its construction is quite formal and applies to any ring.
Proposition 5.1. There is a spectral sequence
Ep;q2 = H
p
m(DH
r−q
m (R))) DR;
where the target is concentrated in total degree r. The dierentials du : E
p;q
u !
Ep+u;q−u+1u are maps of R-modules.
Proof. Given a nitely generated module M we have  m Hom ~R(M;N )=Hom ~R(M; mN ).
Furthermore,  m preserves injectives and Hom ~R(M; ) takes injectives to  m-acyclic
modules [17]. Hence we obtain two composite functor spectral sequences converging
to the same cohomology
Ep;q2 = H
p
m(Ext
q
~R
(M;N ))) Rp+q( m Hom ~R(M; ))(N )(= Extp~R(M;HqmN ) = E
p;q
2 :
In particular if N is Cohen{Macaulay, the second spectral sequence collapses. We are
interested in the special case M = R and N = ~R.
Next observe that Hrm( ~R)=D
a ~R, where a is the sum of the degrees of the polynomial
generators of ~R. This is injective, and there is an isomorphism Hom ~R(R;D ~R)=DR, so
we nd the spectral sequence takes the form
Ep;q2 = H
p
m(DH
r−q
m (R))) DR;
where the target is concentrated in total degree r.
It is useful preparation to recall the following application.
Lemma 5.2 (Grothendieck [17]). The canonical module 
 satises Serre’s Condition
S2.
Proof. Consider the above spectral sequence for the localized ring R} where } is a
prime of height h. The entries E0;02 and E
1;0
2 necessarily survive to E1. If h  1 this
shows E0;02 = 0, and if h  2 we also have E1;02 = 0. Thus 
 is S2.
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Case 0: R is Cohen{Macaulay
Lemma 5.3. If R is Cohen{Macaulay; then 
 is of depth r and Hrm(
) = DR. If in
addition R is an LCTv-ring then DR=r−vD
 and hence
Hrm(
)=r−vD
:
Proof. The rst statement is immediate from the fact that Grothendieck’s spectral
sequence collapses. The next isomorphism is the LCT-approximation.
Case 1: R is almost Cohen{Macaulay. It is the analysis of this case which gives us
our main theorem. One innovation of our approach is that we deduce module theoretic
consequences, rather than simply conditions on Hilbert series. To state the condition
we recall that a module M of dimension d is said to be Gorenstein if it is nitely
generated R-module of depth d and Hdm(M) is a suspension of DM .
We also use the abbreviation = DHr−1m R.
Theorem 5.4. If R is almost Cohen{Macaulay and satises a local cohomology the-
orem with shift v then
(i) 
 is of depth r and Hrm(
)=r−vD
.
(ii)  is of depth r − 1 and Hr−1m ()=r−1−vD.
Thus 
 is Gorenstein of dimension r and  is Gorenstein of dimension r − 1.
Proof. First, consider Grothendieck’s spectral sequence: it is concentrated on the two
rows q=0 and 1. Since it converges to DR concentrated in total degree r, we conclude
that for p  r − 1 the d2 dierential gives an isomorphism
Hp−2m ()=Hpm(
)
and there is an exact sequence
0! Hr−2m  d2!Hrm
! −aDR! Hr−1m ! 0:
On the other hand, if R has a local cohomology theorem we have the exact sequence
0! v−r+1! R! v−r
! 0:
Because R has depth r − 1, and  has dimension  r − 1, applying local cohomology
gives the isomorphisms
Hp−1m 
=Hpm
for p  r − 2, the exact sequence
0! Hr−2m (v−r
)! Hr−1m (v−r+1)! Hr−1m (R)! Hr−1m (−r
)! 0
and the isomorphism
Hrm(R)=v−rH rm(
):
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Combining the rst two displayed isomorphisms we obtain
Hpm(
)=−1Hp−3m (
) and Hp−1m ()=−1Hp−4m ()
for p  r − 1. Hence 
 is of depth r and  is of depth r − 1 as required. The four
term exact sequence now becomes the isomorphism of Part (ii).
Examples of Aoyama [1] show that the depth d of 
 for an almost Cohen{Macaulay
ring may take any value 2  d  r, so the theorem is a signicant restriction.
6. Hilbert functions
If M is a graded k-module of nite dimension in each degree, we may consider its
Hilbert function (or Poincare series). We view this as an element of the Grothendieck
group of Z-graded k-modules, and accordingly write [M ] for it. We view this as a
doubly innite power series in t so that [sM ] = ts[M ]. If M is a nitely generated
R-module then [M ] may be viewed as the expansion of a rational function [M ] rf (t)
about t =1, but we retain separate notation for the Hilbert function and the associated
rational function.
Once again we consider a polynomial subring ~R of R. Notice that if ~R has genera-
tors in degrees a1; a2; : : : ; ar , the Poincare series [ ~R]rf (t) = 1=(1− ta1 )(1− ta2 )    (1−
tar ). This gives the equality [ ~R]rf (1=t) = (−1)rta[ ~R]rf (t) of rational functions, where
a= a1 + a2 +   + ar . Note also that DHrm( ~R) = a ~R.
Case 0: R is Cohen{Macaulay. Any ring with local cohomology theorem which is
Cohen{Macaulay is automatically Gorenstein. Stanley has shown [23] that any graded
Gorenstein ring satises a functional equation. In the presence of a local cohomology
theorem, we may give a more direct proof, which also prepares the way for our result
in the almost Cohen{Macaulay case.
Proposition 6.1. If R is a Cohen{Macaulay ring of dimension r with a local coho-
mology theorem then its Hilbert rational function satises the functional equation
[R]rf (1=t) = t
−v(−t)r[R]rf (t):
Proof. In the Cohen{Macaulay case R= ~R ⊗ F0 for some nite graded k-module F0.
This gives the two equations
1. [R] = [ ~R][F0],
2. [DHrm(R)] = [DH
r
m( ~R)][F
_
0 ] = t
a[ ~R][F_0 ],
where F_0 is the k-dual of F0. If in addition R has a local cohomology theorem with
suspension v then v−rDHrm(R)=R, and this allows us to combine the above statements
to give
[ ~R][F0] = tv−r+a[ ~R][F_0 ]:
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In short, [F0] is self-dual up to suspension in the sense that
[F0] = tv−r+a[F_0 ]:
In terms of rational functions this states
[R]rf (t) = [ ~R]rf (t)[F0]rf (t) = t
v−r+a[ ~R]rf (t)[F
_
0 ]rf (t) = (−1)rtv−r[R]rf (1=t)
as required.
Case 1: R is almost Cohen{Macaulay. Benson and Carlson [3] have shown that
the cohomology ring of a nite group satises a pair of functional equations, and it
has been conjectured by Benson and Greenlees [4] that this also holds for cohomology
rings of classifying spaces of compact Lie groups (although a sign in [4] is incorrect for
odd dimensional rings). We prove an arbitrary almost Cohen{Macaulay ring satisfying
a local cohomology theorem satises such functional equations.
Theorem 6.2. Suppose R is of depth r − 1 and dimension r; and that it satises a
local cohomology theorem with shift v. Then the Hilbert function of R satises the
following pair of functional equations:
[R]rf (1=t)− t−v(−t)r[R]rf (t) = (−1)r−1(1 + t)[DHr−1m (R)]rf (t)
and
[DHr−1m (R)]rf (1=t) = t
−v(−t)r−1[DHr−1m (R)]rf (t):
Proof. In the almost Cohen{Macaulay case we have a short exact sequence
0! ~R⊗ F1 ! ~R⊗ F0 ! R! 0
for suitable nite graded k-modules F1 and F0. Taking local cohomology and dualizing,
this gives the exact sequence
0 DHr−1m (R) a ~R⊗ F_1  a ~R⊗ F_0  DHrm(R) 0:
In terms of Grothendieck groups these give two equations
[R] = [ ~R]([F0]− [F1]); (1)
[DHrm(R)] = t
a[ ~R]([F_0 ]− [F_1 ]) + [DHr−1m (R)]: (2)
If R has a local cohomology theorem with suspension v, then we obtain a short
exact sequence
0! v−r+1DHr−1m (R)! R! v−rDHrm(R)! 0:
In terms of Hilbert functions this gives
[R] = tv−r[DHrm(R)] + t
v−r+1[DHr−1m (R)]:
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This allows us to combine Eqs. (1) and (2) to give
[ ~R]([F0]− [F1]) = tv−r(ta[ ~R]([F_0 ]− [F_1 ]) + [DHr−1m (R)]) + tv−r+1[DHr−1m (R)]
= tv+a−r[ ~R]([F_0 ]− [F_1 ]) + tv−r(1 + t)[DHr−1m (R)]:
In terms of rational functions this gives the rst of the conjectured equations
[R]rf (t)− (−1)rtv−r[R]rf (1=t) = tv−r(1 + t)[DHr−1m (R)]rf (t):
We have seen in Theorem 5.4 that  = DHr−1m (R) enjoys the Gorenstein duality
property.
The module  is of dimension  r − 1 and we have =r−1−vDHr−1m (). It is
therefore of dimension r−1 if it is non-zero. As before  is a nitely generated module
over the (r−1)-dimensional ring R=ann(), and hence by Noether normalization it is a
nitely generated module over an (r− 1)-dimensional polynomial ring with generators
in degrees b1; b2; : : : ; br−1. Since it is Cohen{Macaulay, it is a free module, so we
conclude as before that
[]rf (t) = (−1)r−1tv−(r−1)[]rf (1=t):
7. Localization of the spectral sequence
So far we have concentrated on what can be said about the whole ring, at the expense
of adding hypotheses. In this section, we note that for any ring with a local cohomology
theorem, its localizations at primes of height 0 and 1 are very well behaved.
Lemma 7.1. If R has a local cohomology theorem with suspension v and } is a
prime of dimension d then R} admits a local cohomology theorem with shift v− d.
Proof. Apply the exact functor L} to the spectral sequence. We obtain a new spectral
sequence with
L}E
s;
2 = L}H
s
m(R) = H
s−d
m (R})) vL}DR:
Now, we calculate L}DR=D((DDR)})=D(R}). Finally, note that it remains only to
regrade the spectral sequence with E
s−d;
u = L}E
s;
u .
One advantage is that if we choose a prime of dimension r or r − 1 we obtain a
collapsed spectral sequence. We rst examine the 0 and 1 dimensional cases to which
we are reduced by localization, and then return to deduce conclusions for arbitrary
rings.
Proposition 7.2. If R is zero dimensional with a local cohomology theorem of shift
v then
R= H 0m(R)=vDR
and R is a Gorenstein ring with dualizing shift v.
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Proposition 7.3. If R is one dimensional with a local cohomology theorem of shift v
then H 0m(R) is Gorenstein with dualizing shift v:
DH 0m(R) = 
−vH 0m(R):
The dualizing module 
 is also Gorenstein: it has the property that H 0m(
) = 0 as
usual and
H 1m(
)=1−vD
:
Proof. If R is a one dimensional ring the spectral sequence amounts to a short exact
sequence
0! H 1m(R)! vDR! H 0m(R)! 0
or dualizing, to a sequence
0 −1DH 1m(R) −vR DH 0m(R) 0
and DH 0m(R) has only m associated to it. Now consider the six term exact sequence
of local cohomology modules: it splits into two isomorphisms. Indeed, by Lemma 2.3,

 = DH 1m(R) only has one dimensional associated primes, so that H
0
mDH
1
mR = 0 and
hence
−vH 0m(R)=H 0m(DH 0m(R)) = DH 0m(R);
where the equality arises since DH 0m(R) has only m associated to it. This states
that H 0m(R) is self-dual with dualizing dimension v. Since DH
0
m(R) is 0-dimensional,
H 1m(DH
0
m(R)) = 0 and so
−1H 1m(
) = 
−1H 1m(DH
1
m(R))=−vH 1m(R) = −vD
:
This leads to the following general conclusion about the good behaviour of a general
ring R with local cohomology theorem in codimension 0 and 1.
Corollary 7.4. If R is an r-dimensional ring with local cohomology theorem of shift
v then
(1) R is generically Gorenstein (ie its localization at any minimal prime is
Gorenstein).
(2) R is almost Gorenstein in codimension 1 in the sense that R has the following
behaviour localized at a prime } of height 1. If } is of dimension d; let 
0 =
DHd+1m (R) and 
0 =DHdm(R) (so that 

0 =
 and 0 = if d= r − 1): There is a a
short exact sequence
0! v−d0} ! R} ! v−d−1
0} ! 0;
where both 
0}=DH
d+1
m (R)} and both 
0
}=DH
d
m(R)} are Gorenstein. More precisely;
v−d0}=D0};
and 
0 has the property that DHdm(

0)} = 0 and
v−d−1
0} = DH
d+1
m (

0)}:
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Proof. Part (1) is clear, since the localized spectral sequence gives
L}Hdm(R)=v−dL}DR:
For Part (2) we give more details. The one dimensional case gives the short exact
sequence
0! L}Hd+1m (R)! v−dDR} ! L}Hdm(R)! 0
or equivalently, a short exact sequence
0 −1
0}  d−vR}  0}  0:
Considering the six term local cohomology exact sequence we obtain two isomor-
phisms: since DHd+1m (R)}=DH 1m(R}) only has associated primes of dimension 1 it
has zero H 0m, and since DH
d
m(R)} = DH
0
m(R}) is zero dimensional it has zero H
1
m.
Thus we nd
d−vL}Hdm(R) = 
d−vH 0m(R})=H 0m(DHdm(R)}) = DHdm(R)};
or dualizing
v−d0} = 
v−dDHdm(R)}=D(DHdm(R)}) = D0}:
Similarly,
d−vL}Hd+1m (R) =
d−vH 1m(R})=−1H 1m(DHd+1m (R)})
=−1L}Hd+1m (DH
d+1
m (R));
or dualizing
v−d
0} = 
v−dDHd+1m (R)}=DHd+1m (DHd+1m (R))} = DHd+1m (
0)}:
8. Minimal associated primes of dual local cohomology
In this section we formalize the geometric content of our results, and in the special
case of mod p cohomology of groups, we use a theorem of Quillen to relate this in
turn to the group theory.
We have been concerned with the defect of local rings, dened by def (R)=dim(R)−
depth(R), and we now consider the defect stratication of X = Spec(R). Thus, we let
Xi = f} 2 Spec(R) j def (R})  ig
Evidently this gives a chain of inclusions
X = X0X1X2   XX+1 = ;:
We write X 0i = Xi n Xi+1 for the ith pure stratum. Thus X 00 = X0 n X1 is the Cohen{
Macaulay locus (which we have shown is also the Gorenstein locus) and X 01 =X1 nX2
is the almost Cohen{Macaulay locus (which we have shown is the almost Gorenstein
locus).
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Now suppose } is a prime of height h and dimension d, so that r  h+d. Because
DHim(R)} = DH
i−d
m (R}) we see that if } 2 Supp(DHim(R)) then } 2 Xh+d−i, and
conversely, if } 2 X 0h+d−i then } 2 Supp(DHim(R)). This shows the defect only ever
decreases under localization and hence the chain terminates with = def (R).
For the remainder of the discussion we assume that R is equidimensional, so that
h+ d= r for all primes. Thus
Xi = Supp(DHr−im (R)) [ Supp(DHr−i−1m (R)) [    [ Supp(DHr−m (R)):
Corollary 8.1. If R is equidimensional and aj = ann(DH
j
m(R)) = ann(H
j
m(R)) then
Xi = V (ar−i) [ V (ar−i−1) [    [ V (ar−):
In particular Xi is a closed set.
From Lemma 2.2 the minimal primes over aj have dimension  j, and hence Xi is
of dimension  r − i.
We now focus on the case when R is the modp cohomology of a classifying space
of a compact Lie group or virtual duality group. Quillen [20,21] has given a description
of the variety of R, and in particular its minimal primes. We briey recall Quillen’s
stratication of the variety. For an elementary abelian group A and an algebraically
closed eld K of characteristic p, let XA(K) = A ⊗ K . This denes a variety XA, and
we take X+A = XA n
S
B A XB. Restriction denes a map
a
A
XA ! XG;
where the coproduct is over elementary abelian subgroups of G and XG is the variety
of H(BG). Quillen shows that
XG =
a
(A)
X+G;A;
where X+G;A is the image of XA, and the coproduct is now over conjugacy classes of ele-
mentary abelian subgroups. Furthermore X+G;A = X
+
A =WG(A) where
WG(A) = NG(A)=CG(A).
The following lemma is useful in understanding Quillen’s ltration.
Lemma 8.2. For any prime }; let m(}) denote the set of minimal primes contained
in }. The set m(}) depends only on the Quillen pure stratum X+G;A containing }.
Proof. Closed Quillen strata XG;A and XG;B intersect in unions of strata XG;C for sub-
groups C of conjugates of A and B.
The signicant feature for us is that the mod p Steenrod algebra Ap acts on R.
Quillen has shown [21, 12.1] that any prime invariant under the Steenrod opera-
tions Pi for i  0 is equal to the prime }(E) obtained by pullback from the minimal
prime of H(BE) for an elementary abelian subgroup under the restriction map
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R = H(BG) ! H(BE). This shows that any P-invariant prime determines a con-
jugacy class of elementary abelian subgroups, and therefore has a group theoretic
counterpart.
Proposition 8.3. The minimal primes over ai are invariant under the Steenrod algebra;
and hence dene a union of Quillen closed strata; namely the one dened by the set
Ei = fE j}(E) is minimal over aig
of elementary abelian subgroups of G closed under conjugacy.
Proof. First note that Him(R) is an Ap-module: to see this, observe that Ap acts
via dierential operators, and apply the result of [18] that Him(R) is a D-module. It
follows that its annihilator ai is Ap-invariant, and the rst clause is immediate from
[22, 11.2.3]. The rest follows from the description of the Quillen stratication.
This shows that the defect stratication is subordinate to the Quillen stratication,
and in particular the minimal primes of Xi are Quillen strata. This generalizes Duot’s
theorem [24] that the associated primes of R are Quillen strata. Indeed, an associated
prime of R of height h is a minimal prime of Hr−hm (R) by local duality.
Appendix A. Topological background
Although equivariant topology plays no role at all in this paper except to provide
examples which show the theory is not vacuous, it still seems worth providing a little
background. For simplicity, suppose G is a nite group. There are certainly interesting
adaptions to the cases of compact Lie groups, discrete virtual duality groups, and also
to p-adic analytic groups, and we comment below on how they aect the discussion.
There are various interesting examples of cohomology theories F(). Three to bear in
mind are (1) ordinary cohomology with coecients in a eld k, (2) K-theory and (3)
bordism. These may be applied to the classifying space BG, and we consider the ring
R= F(BG), and the R-module F(BG). It is natural to expect a universal coecient
theorem
Exts; tF(F(BG); F)) F(BG):
Note in particular that both the E2 term and the target are contravariant in BG. In
case (1) the universal coecient theorem collapses to state D(F(BG))=F(BG), and
since the cohomology is nite in each degree, this gives F(BG)=DR. It is natural to
expect more generally that the universal coecient theorem arises from an equivalence
RD(F(BG)) ’ R, in some derived category, where D() = HomF(; F): this will be
given a precise meaning below.
So far these are formal properties which are to be expected in any theory. However
in many examples (such as the three listed above [11,10,15]) a much more interesting
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relationship arises out of good behaviour of an associated equivariant theory: there is
a spectral sequence
Hs; tI (F
(BG))) F(BG);
where I = ker(F(BG) ! F). Note that this too connects F(BG) with F(BG) but
its E2 term is contravariant in G whilst it converges to F(BG), which is covariant.
A derived category form of this would be an equivalence
R I (R) ’ F(BG):
Combining the local cohomology theorem with the universal coecient theorem we
obtain a form of duality for the ring R= F(BG):
RD  R I (R) ’ R
in some derived category of R-modules.
In the discussion so far we were not obliged to discuss equivariant cohomology
theories at all. However, the natural statements are in terms of the equivariant co-
homology FG(EG  X ) and homology FG(EG  X ). For cohomology the change of
groups isomorphism FG(EG  X )=F(EG G X ) is straightforward, and generalizes
directly to the various classes of innite group. However, in homology the isomor-
phism FG (EG  X )=F(EG G X ) involves a transfer and therefore a suspension or
twisting. For example if G is a compact Lie group
FG (EG  X; EG  )=F(EG G ((X; ) (D(ad(G)); S(ad(G)));
where (D(ad(G)); S(ad(G))) is the pair consisting of the unit disc and unit sphere of
the adjoint representation. The eect of this is to give a statement like
RD  R I (R) ’ −vR;
where −v is some invertible functor on the derived category. It would be interesting
to investigate the implications of such an algebraic statement along the lines of the
present paper.
We nish by giving a context in which the heuristic derived category statements are
true. For this we need to work with highly structured ring and module spectra, and
more precisely, in the category of S-algebras of Elmendorf et al. [8]. We thus suppose
that the representing spectrum F is an S-algebra, and use the highly structured ination
of Elmendorf and May [9] to view it as an equivariant S-algebra. To emphasize the
algebraic content, we write RHom for function spectra. The articles [13,14] provide an
introduction to some of the constructions used here.
Proposition A.1. Suppose F is a complex orientable S-algebra; and G is a compact
Lie group. If F(BG) is Noetherian and I = ker(F(BG) ! F) then there is an
equivalence
RD  R I  RHom(EG+; F) ’ RHom(EG+; F)
of equivariant RHom(EG+; F)-modules; where RD(M) = RHomF(M;F).
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Remark A.2. The equivariant homotopy of the right-hand side is R=F(BG+). There
are various spectral sequences for calculating the equivariant homotopy of the left-hand
side, their initial terms are related to Ext;F (H
;
m (R); F).
Proof. By [8, IV.4] the universal coecient theorem is realized by an equivalence
RHomF(F ^ BG+; F) ’ RHom(BG+; F)
of non-equivariant F-modules. We need to work with G-spectra so we note that the
universal coecient equivalence is obtained by passage to Lewis{May xed points
from the equivalence
RHomF(F ^ EG+; F) ’ RHom(EG+; F)
of equivariant RHom(EG+; F)-modules.
Now the local cohomology theorem (see [14] for a proof in this context) is an
equivalence
F ^ EG+ ’ R I  RHom(EG+; F);
and the result follows by combining the two.
It may be worth comparing this statement with a more elementary one, which can
be viewed as a generalization of Anderson duality. If R is any S-algebra, with R
Noetherian and I is an ideal of R we may form the R-module R IR. There is a
spectral sequence
H;I (R
)) (R IR)
for calculating its homotopy. Given an R-module E we may consider the duality functor
RD(M)=RHomR(M;E), and the composite RD R I (R). A particularly familiar case
occurs when (R; I) is local and E is the injective envelope of the residue eld. If R is
Gorenstein, RD R I (R) has homotopy −vR for some v, and hence RD R I (R) ’
vR. More generally, we remark that if M is an R-module of projective dimension
 1 there is an R module M with M = M, and M is unique up to equivalence.
Thus if R is Cohen{Macaulay and DHrI (R
) is of projective dimension 1, we can
again identify the R-module RD  R IR. Usually this will not be a suspension of R,
but rather a wedge of several. Thus Proposition A.1 states that RHom(EG+; F) behaves
very much like a Gorenstein ring.
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