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Identification of Va rieaa ted ~~ 
Coloring in Skin Turn& 
Neurul Network vs. Rule-Bused Induction Methods 
n 1985, Ca-A Journal for Clinicians I publicized the “ABCD’s” of malignant 
melanoma [I]. This article and a previous 
article in 1982 [2] had noted the sharp rise in 
malignant melanoma incidence, up over 15 
times since the 1930s; the sharpest current 
increase for any cancer, except for lung can- 
cer in women [l, 2,3]. It was apparent from 
the photographs and attendant medical in- 
formation that the classical concept of nodu- 
lar malignant melanoma had become 
outdated. The classic deadly blue-black or 
brown growing nodule did not adequately 
describe early malignant melanoma. Now, 
variegated coloring is the term often used to 
describe the varied hues present in malignant 
melanoma, often including tan, brown, and 
red, and sometimes shades of pink and blue. 
Variegated coloring is believed to be one of 
the most predictive features for malignant 
melanoma, yet it remains undefined except 
by example [ I ,  21. In this article, we describe 
the use of neural networks for automatic 
identification of variegated coloring. 
Induction Methods 
In a previous article [4], automatic induc- 
tion, that is, the process of producing a general 
classification algorithm from a set of examples, 
was used to generate a classification rule to 
determine if variegated coloring was present in 
a given skin tumor image. The mechanism 
used in that research was an algorithm known 
as ID3, which operates by generating decision 
trees that are based on the input example data. 
ID3 can hatldle large amounts of data, with 
processing time growing only linearly with the 
complexity of the problem [5]. The algorithm, 
incorporated into the 1st Class Fusion software 
[6], was used in the previous article [4] to 
develop decision trees (coded in the C pro- 
gramming language) included in software used 
to classify skm tumors and skin tumor features. 
Neural networks are a mathematical model for 
the human brain. They may be considered to 
be another general category of induction meth- 
ods. The basic neural network unit may 
called the artificial neuron [7], with outpdt 
firing or not fuing depending on input, just as 
the human neuron does. Neural networks are 
based on the process of finding the best set of 
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coefficients, or weight vectors, that mini- 
mize a given error function. Neural networks 
can thus be said to ‘‘learn,” because they 
classify new input patterns into output pat- 
terns based on previous experience. In this 
way, neural networks perform induction. 
Nestor Development System 
For this research, the Nestor Develop- 
ment System (NDS) [8] was chosen for neu- 
ral network implementation. NDS is aneural 
network development tool named after the 
mythical king Nestor, the prudent, eloquent, 
and wise king of Pylos. It is designed to solve 
pattern recognition problems of any kind. At 
the heart of NDS is a neural network, intro- 
duced in 1980, called a Restricted Coulomb 
Energy (RCE) network. 
RCE Architecture 
The RCE network consists of three proc- 
essing layers; viz., an input layer, a middle 
or internal layer, and an output layer, as 
shown in Fig. 1 .  Cells (processing elements) 
in the input layer register the values of the 
input patterns. Each cell in the output layer 
corresponds to the category to which the 
input pattern belongs. Cells in the middle 
layer construct the mapping that ensures that 
the output cell for the correct category fires 
in response to a given input pattern. Each 
input cell is connected to all cells in the 
Output Layer 7 
Middle Layer 
Input Layer 
ith cell in the middle layer is connected to the jth 
cell in the input layer via wij weight connection. 
Middle layer cells are connected to the output 
layer cells via a unit strength connection. 
Direction of the arrows indicate the flow of signals 
from input layer to output layer. 
1. RCE network topology. 
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middle layer by a weight connection, wij, 
connecting the ith middle-layer cell to the 
j th input layer cell. Each middle cell is 
connected to one and only one cell in the 
output layer via a unit-strength connec- 
tion. Each middle-layer cell is committed 
to one category of patterns. All internal 
cells committed to a particular category of 
output pattern are connected to a single 
output cell. For example, suppose there 
are two output patterns, A and B, and three 
middle-layer cells, 1, 2, and 3, with cells 
1 and 2 committed to pattern A, and cell 3 
committed to pattern B. Middle layer cells 
1 and 2 develop a connection to the output 
cell representing pattern A, and cell 3 de- 
velops a connection to the output cell rep- 
resenting pattern B , as shown in Fig. 1. 
RCE is related to a model of neural 
information storage that likens the mem- 
ory of the system to a collection of nega- 
tive electrostatic charges at fixed sites in 
the feature space [8]. Clamping a pattern 
vector onto the input layer is analogous to 
introducing a positive test charge into a 
system of negative electrostatic charges. 
In the RCE network, the input vector will 
be finally stored in the form of weight 
connections associated with a particular 
middle-layer cell. This result is analogous 
to a positive charge moving under the in- 
fluence of an electrostatic field until it 
comes to rest at one of the sites of negative 
charge. The RCE terminology reflects the 
fact that the memory sites are somewhat 
shielded or decoupled from one another 
[8]. The cell threshold associated with the 
middle-layer cells limits the attraction of 
any given memory to some local neighbor- 
hood surrounding the memory site. This 
decoupling allows training to affect only 
local areas of the memory. 
Learning Scheme 
The learning in the RCE network con- 
1. Committing the middle-layer cells. 
2. Adjusting the threshold values. 
First, input pattern values at each input 
cell are passed through the wij weight con- 
nections to the middle-layer cells, where 
wij is the weight connection from the ith 
middle-layer cell to thejth input layer cell. 
Outputs of middle-layer cells are passed 
through unit strength connections to the 
output layer cells. Each cell, i, in the mid- 
dle layer has a transfer function of thresh- 
old value hi. The threshold function of the 
ith middle-layer cell can be visualized as 
a circular region of radius h;, with center, 
wj, within the space of all possible signals 
input to the neural network, as shown in 
Fig. 2. (This is a simplification of the 
sists of two steps: 
Transfer function of a middle layer cell cwld 
be represented as a disk-shaped region 
shown above. The cell fires for signals(S1) 
I ing within the circular region, and does not 
signals entering the middle layer cell from 
input layer. 
f r ‘  re for signals(S2) lying outside. S1, S2 are 
2. Transfer function of a middle-layer 
cell. 
actual situation, as the actual transfer func- 
tion covers a given complex region in n- 
space. Circular transfer functions would, of 
course, either overlap or leave uncovered 
regions, but we may distortthetransferfunc- 
tion space to simplify the concept.) If a 
signal, s, entering a middle-layer cell, i, 
falls within the circular region Si for the 
ith middle-layer cell, the ith middle-layer 
cell “fires.” Then, the output cell connected 
to the ith middle-layer cell fires. Training 
modifies the connections of middle-layer 
cells to output cells, generally adding more 
middle-layer cells, and changes the thresh- 
old values or radii of middle-layer transfer 
functions as detailed below. 
There are three kinds of error signals, 
viz., + 1 ,  - 1  and 0. If an output cell, repre- 
senting a given category of patterns, is not 
firing (off) when it should be firing (on), 
an error signal +1 is generated for that 
output cell. If an output cell is firing (on) 
when it should be not firing (off), an error 
signal -1  travels from that cell back into 
the middle layer. If the output cell is fir- 
inglnot firing properly, as it is required, 
then the error signal sent back to the mid- 
dle layer is 0. 
Error signal of +1: 
An error signal of + I  traveling from the 
kth output cell into the system causes a new 
middle-layer cell to be committed. Its output 
is connected to the kth cell in the output 
layer, and its weight connections to the input 
layer assume the values of the current input 
pattern: 
wy =fi, j = l,..,n 
Here, i is the new middle-layer cell being 
committed andh.0’ = l,..,n) is the current 
input pattern. The threshold value of the cell 
is set at some positive value, hi. 
Error signal of -1: 
If an error signal of - 1 is sent from the kth 
output unit back into the system, then the 
system responds by reducing the threshold 
values (h;) of all the middle-layer cells that 
are active (firing) and connected to the kth 
output cell. This activity shrinks the circular 
transfer function region, shown in Fig. 2, and 
tends to turn the middle-layer cell off. 
Error signal of 0: 
In this case, the middle-layer cells con- 
nected to the output cell (which is sending 0 
error signal) are not modified. 
Comparison of RCE with Other 
Neural Network Models 
The patterns that the system learns during 
training are stored in the weight vectors be- 
tween the input layer and the output layer. 
The number of cells in the middle layer 
grows automatically as a function of the 
complexity of the problem. This automatic 
growth makes network development easier 
than for other network models in which a 
trial and error procedure is necessary to fix 
the number of hidden units or middle-layer 
cells. 
An important property of the RCE net- 
work is that it can store an arbitrarily large 
number of patterns without degrading the 
performance of the system. The RCE net- 
work can store as many learned patterns as 
there are sites available in the space. In the 
RCE model, the number of middle-layer 
units grows with the input patterns so the 
memory, or sum of learned patterns, of the 
network is not limited by the architecture 
with which the initial training is started. 
In the RCE networks, the cell threshold 
associated with the middle-layer cells limits 
the attraction of any given memory to some 
local neighborhood surrounding the mem- 
ory site. This in turn allows training to affect 
only local areas of the memory. These local 
changes to memory can thus be made at 
arbitrary points in time, without the need to 
retrain the system on a global basis (i.e., 
repeat all instances of all categories from the 
original training set). This time-saving fea- 
ture contrasts with other network models 
requiring the whole training process to be 
repeated when new patterns are introduced 
in the training set. 
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Nestor Learning System 
The Nestor Learning System (NLS) is 
composed of multiple RCE networks along 
with a controller module. The controller in- 
tegrates the responses of the component 
RCE networks into a system response and, 
on the basis of corrective feedback from an 
instructor, directs the training of the net- 
works in the system. In the NLS, each RCE 
network processes a user-defined feature 
subset. By virtue of the feature subset it is 
processing, a particular RCE network may 
be trained to make unambiguous, correct 
decisions about patterns belonging to certain 
categories. For other categories, the part- 
tioning may be such that no single RCE 
network has enough information to reliably 
classify the event. In such cases, an RCE 
network can develop category mappings that 
at least allow it to indicate likely pattern 
categories for the input. The NLS correlates 
the answers of several such networks in an 
attempt to identify the pattern. In addition, 
the controller can further partition feature 
subsets, constructing, in effect, new net- 
works when no existing networks or combi- 
nations can make the required identification 
[8]. Thus, NLS combines several RCE net- 
works into a complex neural network pattern 
recognition system. 
Database for Detection of 
Variegated Coloring 
Variegated coloring was determined for 
each of 250 tumors by two dermatologists as 
described in Ref. [4]. The two dermatol- 
ogists agreed on presence or absence of vari- 
egation in each of these tumors. The 
dermatologists found SO of these tumors to 
be variegated, and 200 to be non-variegated. 
This same data set was used in the current 
project, with the entire 250 member set di- 
vided into training and test sets by the same 
method as previously described. We sum- 
marize here the steps used in image process- 
ing to detect variegated coloring: 
1. Color averaging 
2. Feature masking 
3. Color space segmentation 
4. Object filtering 
5. Object labeling 
6. Feature identification 
These steps are presented in detail in Ref. 
191. Features such as rulers and other mis- 
leading artifacts are masked out in the sec- 
ond step by filling this portion of the 
digitized image with zeros. Segmentation of 
the image into four colors by the color cell 
technique was used (as in Ref. [9]). The 
current research compares the use of neural 
networks to accomplish step 6, feature iden- 
tification, to the heuristic and rule-based in- 
duction methods used in previous research. 
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Results obtained using ID3 
/NO 
0 1  I I I I I I I I I 
Training Set Size as Percent of Entire Set 
4. ID3 results for automatic detection of variegated coloring with a data set of 250 
tumors, varying training-set size as percent of entire set. The results for the expert- 
defined explicit heuristic are as shown, with 68 percent accuracy for the entire set. 
These results were obtained in the previous study, using the ID3 automatic induc- 
tion algorithm [4]. 
the cases is used for training. Figure 3 also 
shows a trainingltest accuracy of 68 percent, 
obtained with the expert-defined heuristics. 
This rate is a lower diagnostic accuracy than 
provided by either the neural network or the 
automatic induction models. 
Discussion 
Recently, increasing attention has been 
devoted to medical application of implicit 
induction methods. These data-derived ex- 
pert systems have rules that are not under- 
stood by experts, as opposed to explicit 
expert systems, with expert-defined heuris- 
tics. During the last decade, many man- 
hours were spent on explicit expert systems 
in various medical and non-medical fields, 
attempting to capture the expert’s knowl- 
edge with rule-based systems. We have 
found our best expert-defined heuristics, 
both on the variegation problem and in skin 
cancer recognition in general, to be unsatis- 
factory for clinical application. In contrast, 
automatic induction methods, for example 
those obtained with the 1st Class Fusion ID3 
algorithm, can provide high diagnostic accu- 
racy with large training set sizes. Neural 
networks have been applied to other clinical 
problems [ 11-14], with at least one example 
of neural network clinical accuracy signifi- 
cantly exceeding that of physicians [ 141. We 
noted limitations of performance for our 
neural network model. Improved perform- 
ance might be obtained with a combination 
of several levels of Nestor neural networks 
or with preprocessing of the data. Results are 
presented here for only a single level of 
Nestor, without preprocessing, to provide 
direct comparison between a single level of 
Nestor neural network and an automatic in- 
duction rule-based algorithm. In our do- 
main, for the diagnosis of variegated 
coloring, a single level of Nestor neural net- 
work method performs better than the ID3 
rule-based automatic induction for small 
training-set sizes, and worse than rule-based 
automatic induction for larger training-set 
sizes. It is not possible to draw general con- 
clusions from our comparison of automatic 
induction methods. 
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