Abstract. Let R = k[x1, . . . , xn] be a polynomial ring over a field k of characteristic zero and R be the formal power series ring k [[x1, . . . , xn]]. If M is a D-module over R, then R ⊗R M is naturally a D-module over R. Hartshorne and Polini asked whether the natural maps
Introduction
Let k be a field of characteristic zero. Let R be the polynomial ring in n variables over k, and let R be the formal power series ring in n variables over k. Consider the rings D = D(R, k) (resp. D = D( R, k)) of k-linear differential operators on R (resp. R). In this paper we investigate the behaviors of de Rham cohomology of graded D-modules under completion, which is motivated by a question posed in [3, is not an isomorphism of k-spaces for i = 0 or i = 1. (In fact, the map for i = 0 is not surjective and the map for i = 1 is not injective.)
In the situation of Theorem 1.1(a), since the ideal I is homogeneous, the D-modules H j I (R) are graded (which means here that the partial derivatives ∂ i act as k-linear maps of degree −1). On the other hand, the example of Theorem 1.1(b) is not a graded D-module (∂ 1 acts as a k-linear map of degree 2). Hartshorne and Polini ask [3, p. 18] whether the completion maps on de Rham cohomology are isomorphisms if M is a graded holonomic D-module.
The main result of this paper is the following:
Theorem A (Theorem 4.1). Let M be a finitely generated graded left D-module.
(a) The natural map
is an isomorphism of k-spaces.
As Theorem 1.1(b) shows, even Theorem A(a) may fail if M is not graded. The hypothesis of finite-dimensionality in Theorem A(b) is also necessary: see Remark 4.2 below.
Note that in the statement of Theorem A the graded D-module M is not assume to be holonomic. However, if M is a graded holonomic D-module, then all of its de Rham cohomology spaces are finite-dimensional, so we immediately obtain a positive answer to Hartshorne and Polini's question: Corollary 1.2. Let M be a graded holonomic left D-module. For all i ≥ 0, the completion map
After briefly recalling some preliminary materials and fixing notation in section 2, we study the completion operation on D-modules in section 3. Hartshorne and Polini observe that if M is a local cohomology module of R (and therefore holonomic), R ⊗ R M is again holonomic; we prove this statement for arbitrary holonomic M in this section. Finally, in section 4, we give a proof of Theorem A. We conclude by outlining a shorter proof that, if M is a graded holonomic left D-module, then H i dR (M ) and H i dR ( R ⊗ R M ) have the same dimension (this shorter proof has the deficiency that it says nothing about whether the natural completion maps are isomorphisms).
Preliminaries
In this section, we collect some preliminary materials on (graded) D-modules and de Rham cohomology. Much of the basic material is recalled already in Hartshorne and Polini's [3] as well as the authors' earlier [6] ; we will assume the reader is familiar either with the introductory sections of those papers or with the basic reference [1] . In particular, we will assume the reader is familiar with the notion of a holonomic D-module.
2.1. Notation. Throughout this paper, k is a field of characteristic zero. We denote by R = k[x 1 , . . . , x n ] the polynomial ring over k in the variables x 1 , . . . , x n for some n ≥ 1, and by R = k[[x 1 , . . . , x n ]] the formal power series ring over k in the same variables. Observe that R is the m-adic completion of R, where m ⊆ R is the maximal ideal generated by x 1 , . . . , x n .
Objects without "hats" will be associated with the ring R, and the corresponding objects with "hats" will be associated with R. Therefore, we will write D for the ring D(R, k) of k-linear differential operators on R and D for the ring D( R, k) of k-linear differential operators on R. Recall that D (resp. D) is generated over R (resp. over R) by the partial differentiation operators ∂ 1 , . . . , ∂ n . A "D-module" M will always be assumed to be a left module, unless stated otherwise, and similarly for D-modules.
If M is a D-module, we denote by M its completion R⊗ R M (see section 3). Observe that if M is not finitely generated as an R-module, this object need not be isomorphic to the m-adic completion of M ; the notation M and term "completion" are therefore somewhat abusive. Likewise, D is not being regarded as an adic completion of the non-commutative ring D. 
The summand corresponding to such an i-tuple will be written as
with the usual exterior algebra conventions for rearranging the wedge terms, and extended by linearity to the direct sum. The cohomology objects h i (Ω 
where R i is the degree-i component of R). We say that M is a graded D-module if for all l ∈ Z and 1 ≤ i ≤ n, we have
There is an entirely analogous notion of graded right Dmodule. If M is a finitely generated graded D-module, M admits a resolution by finite free graded D-modules.
2.4.
Transposition. There is a natural transposition operation that converts left D-modules to right D-modules and vice versa. (This is not described in the reference [1] ; see [2, §16] 
for all f ∈ R, extended to all of D by k-linearity (observe that the same operation makes sense for formal power series). If M is a right D-module, the transpose M τ of M is the left D-module defined as follows: we have M τ = M as Abelian groups, and the left D-action * on M τ is given by δ * m = m · τ (δ) for all δ ∈ D and m ∈ M (= M τ ). The transpose of a graded left D-module is a graded right D-module, and conversely.
The completion functor for D-modules
Let M be a D-module. As observed by Hartshorne and Polini in [3, §6] , the R-module R ⊗ R M can be given a natural structure of D-module. (Recall from section 2 that we will abuse notation by writing M for this R-module.) In this section, we study the basic properties of the functor M → M from D-modules to D-modules.
As a special case of [4, Lemma 1.2.1], we have the following recipe for prescribing D-module (resp. D-module) structures on R-modules (resp. R-modules):
Lemma 3.1. Let M be an R-module. To give M a structure of D-module extending the given Rmodule structure is the same as to give pairwise commuting k-linear maps ∂ i : M → M such that, for all 1 ≤ i ≤ n, all r ∈ R, and all m ∈ M , we have ∂ i (rm) = r∂ i (m) + ∂ i (r)m. (The analogous statement for R-modules M also holds.)
We will, however, write ∂ i m or ∂ i ·m instead of ∂ i (m), reserving the notation ∂ i (−) for application of ∂ i to elements of R or R. 
Then (extending by R-linearity) we obtain a structure of D-module on M . Furthermore, using this D-module structure, the operation M → M is a functor from D-modules to D-modules.
Proof. By Lemma 3.1, it suffices to check that for all r ∈ R and 1 ≤ i ≤ n, the actions of ∂ i r − r∂ i and ∂ i ( r) on the pure tensor s ⊗ m coincide. Indeed, we have
since ∂ i is a derivation. It follows that M is a D-module. For the functoriality, suppose that δ : M → N is a map of D-modules. We claim that
is a map of D-modules. Since δ is clearly R-linear, it is enough to show that
for all i and all pure tensors s ⊗ m ∈ M , for which we simply calculate:
using the D-linearity of δ. This completes the proof.
The definition of the D-structure on M just given depends a priori on the choice of coordinates {x i , ∂ i }. There is an alternative, coordinate-free definition which we will also find useful below. There is an isomorphism D ⊗ D M ∼ = R ⊗ R M of (left) D-modules, where the D-module structure on the left-hand side is the one just described, and the D-module structure on the right-hand side is the one given in Proposition 3.2.
Proof. Since D is free as an R-module on the monomials in ∂ 1 , . . . , ∂ n , there is a natural isomorphism R ⊗ R D ∼ = D as R-modules, given by r ⊗ δ → rδ. This is also an isomorphism of right D-modules, where the right D-module structure on R ⊗ R D is given by right multiplication on the second tensor factor. It follows that we have isomorphisms
of k-spaces, where the first two are the obvious canonical isomorphisms. It is clear that elements of R act in the same way on both sides, and that the composite isomorphism (reading left to right) carries r ⊗ R m to r ⊗ D m (and therefore r ⊗ R (δ · m) to rδ ⊗ D m). Therefore, we need only check that the action of ∂ i is respected. Given a pure tensor r ⊗ R m ∈ R ⊗ R M , we have
, which is carried by the composite isomorphism to
On the other hand, we have (using the D-module structure on D ⊗ D M defined in the present proposition)
since ∂ i is a derivation. The proof is complete.
We next record some basic properties of the functor M → M . Note that by Proposition 3.3, we may view M either as R ⊗ R M or as D ⊗ D M , whichever is more convenient. A priori, the notation D is ambiguous, referring on the one hand to the ring D( R, k) and on the other hand to the Rmodule R ⊗ R D endowed with a D( R, k)-module structure. Part (b) of the following proposition removes this ambiguity. 
Proof. We let {F l D} l≥0 (resp. {F l D} l≥0 ) denote the order filtration on D (resp. D), and gr D (resp. gr D) the commutative associated graded ring with respect to this filtration. We have gr
Choose a good filtration {G p M } p≥0 of M , and let gr M be the associated (finitely generated) graded gr D-module. For each p, write G p M for G p M = R ⊗ R G p M , which we identify with an R-submodule of M . Clearly ∪ p≥0 G p M = M . Moreover, for all i and p and all m ∈ G p M , we have 
The map κ induces a morphism of complexes of k-spaces
by simply applying κ to each summand of each object of the complex Ω • (M ), and therefore induces maps
The goal of this section is to prove the following result, our main theorem: Theorem 4.1. Let M be a finitely generated graded D-module.
(a) The natural map (a) There are natural maps
Proof. Choose a graded free resolution F • of M as a D-module. Since M is finitely generated over D, we may assume that each F j is finite free, but possibly with shifts in the grading. That is, we have F j = ⊕ β j l=1 D(γ l,j ) for some β j ≥ 0 and some integers γ l,j . Then Tor 
, where τ (B j ) denotes the matrix whose entries, still homogeneous elements of D, are the transposes of the entries of B j .
The completion F • is a free resolution of M as a D-module (with F j ∼ = D β j ) and Tor
, again by definition. The matrices defining the differentials in the complex F • are the same as those in F • (that is, all entries are homogeneous elements in the subring D ⊆ D), so that the complex R τ ⊗ D F • is isomorphic to
of k-spaces for all j ≥ 0, which we again denote ι j .
First we show that ι j is injective on homology for all j ≥ 0. Let z ∈ ⊕ β j l=1 R(γ l,j ) be a cycle. Assume that the image of z under ι j is a boundary, i.e., that there is y ∈ R β j+1 such that τ (B j+1 )(y) = z. Write each component of y as a formal sum of homogeneous components. Since every entry of τ (B j+1 ) is homogeneous and every component of z is a polynomial, we can write y = y 1 + y 2 where each component of y 1 is a polynomial and the order of each component of τ (B j+1 )(y 2 ) is greater than the maximal degree of all components of z. It is clear now that τ (B j+1 )(y 1 ) = z and τ (B j+1 )(y 2 ) = 0. Since each component of y 1 is a polynomial, z is a boundary in the complex R β• . This implies the injectivity of ι j on homology, proving part (a). Now assume that dim k Tor D j (R τ , M ) < ∞ for some j ≥ 0. We show that ι j is an isomorphism on homology. Suppose that z is a cycle in R β j . Since the homology h j (R β• ) is finite-dimensional, there is an integer s j such that, when restricted to graded pieces of degree greater than s j , the complex R β• is exact at the jth spot. Write z as a formal sum of homogeneous components. Each homogeneous component of sufficiently large degree, considered by itself, is a cycle in R β• (because the entries of the differential matrix τ (B j ) are homogeneous) and therefore is a boundary as well. The formal sum z ′ of all such components is therefore a boundary in R β j , and all components of z − z ′ are polynomials. That is, z − z ′ belongs to ⊕ β j l=1 R(γ l,j ). Thus z differs by a boundary from a cycle in ⊕ β j l=1 R(γ l,j ); i.e., ι j is surjective on homology. This completes the proof of part (b) and the proposition. 
where the vertical maps are induced by M → M and the horizontal ones are isomorphisms.
Proof. 
Recall that the natural map of complexes
of k-spaces, which we have denoted by κ • , induces the maps κ i on cohomology. Choose a free resolution F • of M as a D-module. As in Proposition 4.3, we obtain a chain map
inducing the maps ι j on homology. Now consider the totalized tensor product complexes (
• (observe that there is a natural map of complexes of k-spaces from the former totalized complex to the latter). We obtain a diagram
where all four horizontal arrows are quasi-isomorphisms (by the balancing of Tor, [8, Theorem 2.7.2]) and both squares are commutative. From this, by passing to (co)homology, it follows that we have commutative diagrams
of k-spaces for all i ≥ 0.
Proof of Theorem 4.1. It follows from Proposition 4.3 that for all i ≥ 0, ι n−i is an isomorphism in the diagram in Proposition 4.4. Since the horizontal arrows in that diagram are also isomorphisms, so is κ i , completing the proof. Remark 4.6. If one assumes that M is graded and holonomic, then there is a short proof that the two k-spaces in Theorem 4.1 have the same dimension, using recent results from [5] and [6] . To thi send, let M be a graded holonomic D-module. Then by Proposition 3.5, M is also holonomic. Therefore, both H i dR (M ) and H i dR ( M ) are finite-dimensional k-spaces, so it suffices to check that H i dR (M ) and (Here E is the injective hull of k = R/m as an R-module; E is also an Rmodule and R ⊗ R E = E, so both Es are the same, and E is also the injective hull of k = R/ m as an R-module.) Therefore we need only show that Ext 
