Herein, an averaging theory for the solutions to Cauchy initial value problems of arbitrary order, "-dependent parabolic partial dierential equations is developed. Indeed, by directly developing bounds between the derivatives of the fundamental solution to such an equation and derivatives of the fundamental solution of an \averaged" parabolic equation, we bring forth a n o v el approach to comparing x-derivatives of @ t u "
for each x; t (i.e. pointwise). The exibility aorded by studying fundamental vis-a-vis specic solutions of these equations not only permits "-dependent Cauchy data and provides a unied method of treating all x derivatives of u " up to order 2p 1 but also proves an invaluable tool when considering related problems of stochastic averaging. Our development w as motivated by and retains a strong resemblance to the classical theory of parabolic partial dierential equations. However, it will turn out that the classical conditions under which fundamental solutions are known to exist are somewhat unsuitable for our purposes and a modied set of conditions must be used.
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However, precise conditions under which x " converges uniformly over [0; T ] t o x 0 w ere not established until the works of Bogoliubov (see [4] ), Gikhman [7] , and Besjes [3] . Subsequently, a v eraging principles were extended (using probabilistic methods) by Khas'minskii [8] to second order parabolic partial dierential equations (pdes) with the form @ t u " (x; t) = b i (x; t " )@ x i u " (x; t) (5) +c(x; t " )u " (x; t) + d ( x; t " ): More recently, Bensoussan et al. [2] and Zhikov et al. [10] developed other averaging principles for parabolic pdes and Watanabe [9] initiated investigations of stochastic averaging principles for second order parabolic equations with random coecients.
In the present note, we extend the theory of (deterministic) averaging for parabolic pdes by developing a theory directly for the derivatives of the fundamental solution of arbitrary-order parabolic equations. For concreteness, we will use the multi-index notation of L. Schwartz (see Section 2 to follow) and consider the C N -valued system of parabolic equations (for each " > 0) @ t u " (x; t) = X j k j2p
A k (x; t=")@ k x u " (x; t) + f " ( x; t) subject to u " (x; 0) = ' " (x) (6) with the limit equation @ t u(x; t) = X j k j2p
A 0 k (x)@ k x u(x; t) + f ( x; t) subject to u(x; 0) = '(x): (7) Then, under general regularity conditions on the coecients (see Theorem A of Section 2) fundamental solutions " and exist for (6) respectively (7), and, furthermore, (9) are continuous solutions to respectively (6) and (7) . By bounding the dierence @ k x [ " (x; t; ;) (x; t; ;)] 8x; 2 < d ; 0 t 1 ; ">0 ; j k j<2 p ; (10) and making use of classical bounds for @ k simultaneously for all jkj < 2p without any apriori constraints on '; ' " ; f ; f " :Moreover, in the stochastic setting A k (x; t=") whence " (x; t; ;) will not only be "-dependent but also random. However, A 0 k (x) and (x; t; ;) will remain non-random and the bounds on (10) applied almost surely will permit replacing the random "-dependent k ernel " (x; t; ;) with the non-random, "-homogeneous, averaged kernel (x; t; ;) = ( x; t ;) in problems of stochastic averaging: This approach has been employed in Dawson and Kouritzin [5] .
In many applications the pdes of interest will not immediately have the desired form but rather will satisfy equations like @ v " (x; ) = " X j k j2p
A k (x; )@ k x v " (x; ) + g " ( x; ) subject to v " (x; 0) = ' " (x): (12) However, (6) can easily be recovered via the substitutions t = " ;u " ( x; t) : = v " (x; t=") and f " (x; t) : = 1 " g " (x; t="): Alternatively, in other applications the original pdes may h a v e higher order derivatives in t: However, by i n troducing new variables (see e.g. pp. 238-9 of Friedman [6] ) these equations can often be reduced to the case considered here.
Our proof will utilize several well-known bounds for fundamental solutions, introduce supplementary equations where the x-dependence of the coecients in (6) and (7) is replaced with an auxiliary parameter, and adhere to the long-established parametrix method. Therefore, our development will retain many similarities to the classical literature for parabolic pdes. On the other hand, our proof is not short of novelties. For instance, through modest use of analysis and pde theory we reduce our problem to that of establishing convergence for certain objects (dened in (34) and (43) of Subsection 3.1) as " ! 0 on spaces of continuous functions with unbounded domain. Relative compactness for these objects is then established by imposing only a slightly strengthened version of the regularity conditions required for existence of our fundamental solutions to (6) and (7) . It is only then that we will require our basic hypothesis that Z t 0 A k y; s " A 0 k (y)ds ! 0 as " ! 0;
for each y 2 < d and t 2 [0; T ] (i.e. pointwise) to show that the only possible limit for either object in (34) or (43) is 0. Moreover, the classical conditions for existence of fundamental solutions to (6) (for each ") which are uniformly bounded in " and thereby useful for our problem would require an assumption like:
A For each jkj = 2 p; the principle coecient) A k (x; t=") i s c o n tinuous in t uniformly with respect to (x; t; ") 2 < d [0; 1) (0; 1]: Obviously, this condition would not allow our principle coecients fA k g jkj=2p to depend on t or " and our work would result in a rather uninteresting averaging theory. Therefore, we eschew this condition entirely and instead show (in Lemma 5 of Subsection 3.4) that the classical theory still holds without Assumption (A) if one imposes a slightly stronger uniform-parabolic-type condition than is customary.
Our note is organized as follows: Section 2 contains the notation and conditions required to state and prove our result as well as the result itself. The proof of this result is rst sketched in Subsection 3.1 and then proved in Subsections 3.2 and 3.3. To a v oid complicating the proof unnecessarily several subsidiary lemmas have been placed in Subsection 3.4. The reader may nd it beneciary to keep a separate copy of Subsection 3.1 handy while reading Subsections 3.2, 3.3, and 3.4. Likewise, for any v ector 2 C d and d-tuple of non-negative i n tegers k; we dene k :
(18) Finally, R e A and ImA will denote the real and imaginary parts of a complex matrix A, a _ b and a^b will be used to denote the maximum respectively minimum of two real numbers a; b; and a m;n n;m b m;n will imply that there is a constant c > 0 such that ja m;n j c j b m;n j for all n; m: The latest notation being a natural extension to the Vinogradov symbol.
The following Conditions will be assumed throughout this note:
C1 The system (6) The following theorem is a variation on Theorems 2 and 3 in Chapter 9 of Friedman [6] . It can be proved by combining Lemma 5 of Subsection 3.4 herein with the proofs of said theorems on pp. 251-257 of [6] . Actually, this theorem would still hold under a w eaker version of (C4).
Theorem A: Suppose Regularity Conditions (C1-C4) hold. Then, there exist (forward) fundamental solutions " and to the equations @ t z " (x; t) = X j k j2p
A k (x; t " )@ k x z " (x; t) and @ t z(x; t) = X j k j2p x as " ! 0 the remaining two factors are required to allow a uniform result over all 0 t T and x; 2 < d : Indeed, it can be seen from the proof in the sequel that these factors can be replaced by other functions that grow e v en slower as jj ! 1 and t ! 0:
The only motivation for the present factors was to simplify the right hand side of (28). 
3.1. Sketch of Proof. Our proof relies heavily on the classical theory summarized in Chapters 1 and 9 of Friedman [6] . Indeed, we will follow the general plan outlined there by rst, in Subsection 3.2, using Fourier transform techniques to establish bounds for the fundamental solutions of
for all y 2 < d : T o make our presentation manifest, suppose Z " and Z denote the for all " > 0 ; 0 t 1 ; : = + i 2 C d and y 2 < d : (ii) Use (i) to show that f " g ">0 is relatively compact in a space of continuous, bounded C NN -valued functions with unbounded domain. Since this space will be complete the argument reduces to showing f " g ">0 is totally bounded which is done by showing restrictions onto compact sets are totally bounded and then convolving a nite 4 -net for such restrictions with \nice" kernels to produce an appropriate net for the unrestricted functions. (iii) Next, our main hypothesis (27) is used to show that the set of limit points (as " ! 0) for " is the single point 0. The convergence of " to 0 implied by (ii) and (iii) will yield a desirable bound on " (t; ; y;). (iv) Then, a variation-ofconstants-based argument is used to show that V " V is bounded in terms of " from which it follows by taking inverse Fourier transforms and applying Cauchy's integral theorem that for any d vector of non-negative i n tegers b there exists a constant c = c b;; > 0 and a function 1 () = 1 ;b;; () independent o f ( x; t; ; ; y) and satisfying lim "!0 1 (") = 0 such that @ b x [Z " (x ;t;y;) Z(x ;t;y;)] In Subsection 3.3, we also follow the classical theory somewhat by using the parametrix method to develop our desired bounds between the fundamental solutions of (6) and ( (43) Then, using only basic vector calculus, we show " m;k converges to 0 in a space of continuous, bounded functions with unbounded domain according to the program in (i-iii) above and conclude that there exists a function 2 () independent o f ( x; t; ; ; m; k) and satisfying lim "!0 2 (") = 0 such that Z t 
Indeed, letting > 0 be an arbitrary positive constant and availing ourselves of (61) and (34) 
and consider the restrictions, " j 0 ; of " to 0 : Clearly, 0 is a compact subset and f " j 0 ; 0 < " 1 g is relatively compact whence totally It follows easily by (72) and (73) that f a 1 ; :::; a n g forms a nite -net for f " ; 0 < " 1 g and f " ; 0 < " 1 g is relatively compact in C B (): Now, we show that the only possible limit point for f " ; 0 < " 1 g as " ! 0 i s 0 :
In fact, it follows from integration by parts, (56-59), Condition (C3), our hypothesis (27) and the dominated convergence theorem that Z t 
as " ! 0 provided x 6 = y and y 6 = . The cases jmj < q ; j k j < q ; j m j = q;jkj< q ; and jmj = q;jkj = q are handled similarly and it only remains to establish (106), (111), Proof. (136) holds for n = 1 so we assume that it holds for all 1 n n 0 < q + d: ; j'(y;s)jdyds:
The following lemma is used throughout Subsections 3.3 and 3.4. Part (i) follows inter alia from the proof of Theorem 2 (see the equation following Equation (4.15) on p. 254) in Friedman [6] . Part (ii) is a simple consequence of Lemma 7 p. 253 of Friedman [6] . 
