Long-time instabilities have been observed in various scenarios of numerical simulation for seismic wave propagation. They appear as slowly magnifying spurious oscillations in the seismograms at the late stage of the simulation. Their magnifying speed is typically much slower than the magnifying speed observed when the CFL condition is violated. The simulations can therefore continue to proceed for a relatively long period without floating-point overflow. The impact of the long-time instabilities on the simulation accuracy at the early stage can be negligible in some cases. In existing literatures, spatial-filtering techniques that, in principle, average the solution within certain spatial range at the same time level, are typically utilized to control the long-time instability. In this paper, we present an alternative time-filtering approach that, in principle, averages the solution at different time levels of the same spatial location, to control the long-time instability. Comparing with the spatial filtering, the advantages of this time-filtering approach lie in its flexibility, particularly when boundaries or interfaces are involved, its simplicity and low additional arithmetic operations, at the expense of extra memory cost. When application of the time filtering is localized to regions where long-time instabilities are emitted from, for example, a boundary or an interface layer, the additional cost is negligible when compared with the cost of wave simulation. For linear wave equations, this time-filtering approach can be understood as the introduction of artificial diffusion. Its application has impact on the accuracy of the solution and the restriction of the time step size. We present an indicator-based approach to adjust the filtering parameters both spatially and temporally, in order to provide the best tradeoff between accuracy and stability. The indicator is calculated heuristically by monitoring the spurious oscillation as the simulation evolves in time.
INTRODUCTION
Long-time instabilities, appearing as slowly growing high-frequency oscillations in the seismograms at the late stage of the simulation, have been observed in many simulation scenarios of seismic wave propagation problems, particularly when special boundary or interface treatment is involved. For example, long-time instability was observed in Givoli & Cohen (1995) when attempted to apply a Kirchhoff-type nonreflecting boundary condition. The remedy proposed therein is to use the dissipative Lax-Wendroff scheme, which amounts to introducing a Laplacian type filter in space. Another example is the finite-difference wave modeling with the discontinuous-grid discretization. For example, in both Kristek et al. (2010) , where staggered grid is considered, and Zhang et al. (2013) , where full grid is considered, long-time instabilities are observed and controlled successfully with spatial-filtering techniques. The Lanczos filter is proposed in Kristek et al. (2010) while the Gaussian filter is proposed in Zhang et al. (2013) . Furthermore, in Gao et al. (2015) , long-time instability is also encountered when imposing the free-surface boundary condition in elastic medium for non-flat topography with an immersed boundary method. In order to control the long-time instability, an additional Laplacian term was introduced to the first-order velocity-stress formulation of the wave equation to provide artificial diffusion therein.
Since the long-time instability only affects the late stage of the simulation, while impacts very little on the simulation accuracy at the longfei.gao@ujf-grenoble.fr early stage, they may have been neglected in various cases. As a consequence, there is a lack of substantial discussion on this issue in the geophysical exploration community. For the long-time instability associated with the treatment of flat free surface in elastic wave simulation, we refer the readers to Hestholm (2003) , where the first-order velocity-stress formulation is considered and the series work of Stacey (1994 Stacey ( , 2000 Stacey ( , 2003 , where the second-order displacement formulation is considered, as well as Ilan & Loewenthal (1976) for relevant information. However, for more general cases, at least to the knowledge of the authors, the mechanism that generates the long-time instability, which can be case-dependent, has yet to be clearly understood. It is generally suspected that the high-frequency noises incurred by the numerical discretization techniques, particularly those concerning treatment of the boundaries or interfaces, are responsible for the appearance of longtime instability. It is reported in Givoli & Cohen (1995) that the long-time instability appears later for smaller time steps, and for solution with lower-frequency content. It is also reported in Gao et al. (2015) that smaller temporal or spatial discretization size can alleviate the long-time instability issue, in terms of both the appearance stage and the frequency range. These observations serve as numerical evidences to the belief that this long-time instability is linked with nonstandard numerical discretization. Among the limited literature in the geophysical exploration community on the long-time instability issue, the spatial averaging or filtering approach is generally utilized to maintain stable simulation. However, in a related research field, i.e., the field of meteorological study, where the long-time instabilities are more frequently encountered and battled (e.g., Kurihara 1965; ?; Asselin 1972; Durran 1991; ?) , the dominant approach to mitigate the long-time instability has been the time filtering. Specifically, the Robert-Asselin (RA) time filter (e.g., ?Asselin 1972) and its variants (e.g., ??) seem to have been the method of choice in the meteorological community. Intrinsically, the RA filter amounts to introducing the second-order time derivative of the solution, up to a multiplicative coefficient, as an additional term to the underlying equation, as a mechanism to damp out the highly oscillatory modes. Variants of the RA filter that introduce to the equations additional terms that are higher than second order time derivatives also exist, e.g., Marsaleix et al. (2012) ; ?); ?); Moustaoui et al. (2014) .
In this paper, we propose the time-filtering approach, as an alternative to the spatial averaging or filtering approach, to the geophysical exploration community with the aim of controlling the long-time instability. The rest of this paper is organized as follows. We first present several model problems to demonstrate the long-time instability issue. The time-filtering approach is then presented as a remedy to the longtime instability issue. Its mathematical formulation and numerical implementation pertinent to the seismic wave propagation problems will be discussed thoroughly. An indicator-based approach to monitor the long-time instability and adjust the time-filtering parameter dynamically is presented subsequently. Numerical examples are provided in each section to assist the discussion. Finally, we give our perspectives on future research directions and then conclude the paper.
MODEL PROBLEMS

The Lorenz system
The Lorenz system (Lorenz 1963 ) is a system of ordinary differential equations (ODEs), simplified from the mathematical model of atmospheric convection. As shown in (1), scalars x, y and z are the state variables, depending on the time variable t only. Scalars σL, ρL and βL are the deterministic system parameters.
This simple three-equation nonlinear system is known for its chaotic character and has been widely used as a test platform in the meteorological research field to examine the time filters or time integration schemes in general (e.g., Durran 1991; ?; Moustaoui et al. 2014) .
To demonstrate the long-time instability issue and its link with the choice of numerical discretization, we solve (1) with the following parameter set: σL = 12, ρL = 12, βL = 6 and initial condition: x = −10, y = −10, z = 25 at time t = 0, same as in Durran (1991) . We use the MATLAB (MATLAB 2013) command 'ode45' to provide the reference solution, where the time step size is determined automatically and dynamically based on the error estimation by comparing the results of 4th-order Runge-Kutta and 5th-order Runge-Kutta explicit schemes. We also use the leapfrog scheme with two different time step sizes, i.e., ∆t = 5e-03s and ∆t = 5e-05s respectively, to solve (1). For all three cases, the simulation is performed for 0.5s. The time history of variable x is plotted in Figure 1 .
From Figure 1 , we can see that all three solutions agree very well at the early stage of the simulation. However, after around 0.3s simulation, spurious high-frequency oscillations become observable in the solution corresponding to the leapfrog scheme with a coarse time step size (5e-03s). On the other hand, simulations using 'ode45' and leapfrog with a fine time step size (5e-05s) remain stable for 0.5s.
Nonreflecting boundary condition
In this model problem, we replicate the Figure 6 in Givoli & Cohen (1995) to demonstrate the long-time instability caused by the application of a Kirchhoff-type nonreflecting boundary condition (NRBC), originally proposed in Ting & Miksis (1986) . The nondimensionalized 1D Figure 1 . Long-time instability is observable for the leapfrog scheme with coarse time step size, i.e, ∆t = 5e-03s.
wave equation as shown in (2) is considered, where x ∈ [0, +∞) and t ∈ [0, +∞). The solution is assumed to be at rest for t < 0.
The exact solution of (2) is
For this simple 1D model problem, the continuous Kirchhoff-type NRBC takes the form of
where Bin and Bout are the locations of the prescribed inner and outer boundaries to truncate the semi-infinite medium. Solution in the entire domain [0, Bout] is of interest. Domain [Bin, Bout] is the boundary layer used to absorb the outgoing waves. The configuration parameters are set as c = 1, g = sin(t), Bout = 1. The simulation domain [0, Bout] is discretized with 10 grid points, corresponding to grid spacing ∆x = 0.1 while the time step size ∆t is set as 0.05. We note here that due to the choice that Bin and Bout are placed on the grid points, the application of the Kirchhoff-type NRBC (4) is simply an assignment operation. We test the Kirchhoff-type NRBC for two cases, where Bin = 0.7 and Bin = 0.9, respectively. We discretize equation (2) with the finite-difference scheme as shown in (5)
for i ≥ 1 and n ≥ 1, where U n i stands for the discretized solution of u at grid point i and time step n. The discretized solution at i = 0 and at n = 0 are imposed through the boundary condition and initial condition in (2), respectively.
In Figure 2 , we plot the time history of the numerical solution at Bout for the two test cases, where Bin = 0.7 and Bin = 0.9, respectively, compared against the analytical solution (3). The legend label 'Ndis' stands for the distance in between Bin and Bout in terms of the spatial grid spacing. We kept this label to be consistent with the Figure 6 in Givoli & Cohen (1995) . Ndis = 3 corresponds to Bin = 0.7 while Ndis = 1 corresponds to Bin = 0.9. We observe in Figure 2 that for the case Bin = 0.7, i.e., Ndis = 3, long-time instability becomes visible after around 15 seconds simulation while for the case Bin = 0.9, i.e., Ndis = 1, the simulation maintains stable for 25 seconds.
Discontinuous grid
For real earth model, the near-surface region is usually associated with low velocity speeds, highly heterogenous media and complex topographic features. Therefore, low-order scheme with fine grid-spacing is preferable for simulation in the near-surface region, due to the accuracy concern. However, using such scheme for the entire simulation domain can be impractical for realistic problems due to the associated heavy computational burden. It is then desirable to separate the numerical discretization of the near-surface region from the rest of the targeted domain, where high-order scheme with coarse grid-spacing is preferable. This leads to the idea of discontinuous-grid simulation, which has been previously investigated in, for instance, Jastram & Behle (1992) ; Jastram & Tessmer (1994) ; De Lilla (1997); Robertsson & Holliger (1997) ; Aoi & Fujiwara (1999) ; Hayashi et al. (2001) ; Kristek et al. (2010) ; Zhang et al. (2013) .
However, long-time instability can arise in discontinuous-grid simulation (e.g., Hayashi et al. 2001; Kristek et al. 2010; Zhang et al. 2013) , particularly when the ratio between the coarse and fine grid-spacing is large. The usage of injection as the fine-to-coarse grid transfer operator is believed to be responsible for the appearance of the long-time instability. A spatial averaging approach was proposed in Hayashi et al. (2001) to mitigate the long-time instability while a spatial filtering approach was adopted in Kristek et al. (2010) and Zhang et al. (2013) .
In the following, we demonstrate the long-time instability issue associated with the discontinuous-grid simulation by a numerical example. Specifically, we solve the 2D isotropic elastic wave equation (6) with the following physical parameters: density ρ = 1000kg/m 3 , P-wave velocity VP = 5640m/s and S-wave velocity VS = 2870m/s. In (6), Vx and Vz stand for the horizontal and vertical particle velocity, respectively; σxx, σxz and σzz are the stress components; λ and µ are the elastic Lamé parameters; SR is the Ricker source term with peak frequency 5Hz and delay time 0.25s, applied on the σxx and σzz stress components to mimic an explosion. Figure 3 illustrates the simulation domain, which is a rectangle with the coordinate on the x-direction spans from 0m to 3384m and the coordinate on the z-direction spans from 0m to 1692m. The z-direction is pointed upwards. A horizontal artificial interface is placed at z = 1269m to separate the low-order-fine-grid and high-order-coarse-grid simulation regions. Above the artificial interface, the secondorder staggered-grid (?) finite-difference stencil is employed with grid spacing h = 14.1m. Below the artificial interface, the fourth-order staggered-grid stencil (Levander 1988 ) is employed with grid spacing H = 42.3m. The ratio between the coarse and fine grid-spacing, i.e., H /h, is 3. In terms of the number of grid points, the fine grid is of size 240 × 30 while the coarse grid is of size 80 × 30. The leapfrog time integration scheme with time step size ∆t = 0.001s is used for both regions. Additionally, free-surface boundary condition is imposed at the top border of the rectangular domain while PML layers are appended on the other three borders to mimic a semi-infinite medium. The source is placed at point (x = 338.4m, y = 1551.0m), i.e, 141.0m below the free surface. We record the solution at receiver location (x = 3355.8m, y = 1670.85m), i.e., 3017.4m to the right of the source and 21.15m below the free surface.
The presentation in Kristek et al. (2010) has explained very well the mechanism, particularly the grid manipulation, of the discontinuousgrid simulation with the staggered-grid discretization. Although the numerical configuration is slightly different here due to the usage of different spatial-discretization orders in the coarse-grid and fine-grid regions, the concepts therein apply here straightforwardly. Thereby, we refer the readers to Kristek et al. (2010) for implementation details regarding the discontinuous-grid simulation with staggered-grid discretization and only highlight our particular choices on several key components in the following.
Specifically, the interface is placed on the sub-grid of the normal stress components. The overlap region between the coarse grid and fine grid has thickness of two coarse grids, starting at the interface and extending upwards, towards the free surface. The fine-to-coarse grid transfer is done via injection. This is made possible by deliberately choosing the grid-spacing ratio H /h to be an odd number (3 in this case) so that the coarse grid points is a subset of the fine grid points inside the overlap region. The coarse-to-fine grid transfer is done via linear interpolation. These particular choices of the fine-to-coarse and coarse-to-fine grid transfer operators may not be optimal. However, they suffice to demonstrate the long-time instability issue and the effect of time filtering later on.
With the setup described above, we perform the simulation for 20000 time steps, i.e., 20 seconds. The simulated seismogram of Vz recorded at the receiver is shown in Figure 4 , compared against the uniform-grid solution and the analytical solution. The uniform-grid solution is simulated using the second-order staggered-grid finite-difference stencil everywhere with grid spacing 14.1m and leapfrog integration scheme with step size 0.001s. The analytical solution is calculated with the code provided at http://www.spice-rtn.org/library/ software/EX2DVAEL.html for the Garvin's problem (e.g., De Hoop 1960; Berg et al. 1994 ). Figure 5 and Figure 6 display the zoomed-in plots of the first 2 seconds and the last 2 seconds of the seismogram shown in Figure 4 , respectively.
From Figures 4-6, we can see that at the early stage of the simulation, the discontinuous-grid solution is accurate for both the body wave (first arrival) and the surface wave (second arrival). However, long-time instability starts to develop at the late stage of the simulation, appearing as the highly oscillatory wave signal in the seismogram, and becomes visible after about 15 seconds of simulation. Remark 1. In this specific example, the time when the high-frequency oscillation starts to become visible is heavily affected by the simulation configuration. For instance, if we place the interface and the source at 141m and 70.5m below the free surface, respectively, and keep every other parameter unchanged, the amplitude of the high-frequency oscillation will exceed the surface wave amplitude within 8s, much sooner than the example shown in Figure 4 -6. On the other hand, the time step size seems to have very little influence on the arrival time of the long-time instability for this example. For instance, the moment when the amplitude of the high-frequency oscillation reaches 5% of the maximum surface wave amplitude is merely postponed to 17.371s for time step size 0.0005s, from 17.111s for time step size 0.001s.
TIME FILTERING -A GENERIC APPROACH TO COUNTERBALANCE THE LONG-TIME INSTABILITY
Mathematical description
Given the repeated and widely scattered appearances of the long-time instability, it is desirable to counterbalance it with a generic approach, which does not require significant modification of the underlying numerical methods and meanwhile, can be applied to a wide range of problems. We present the time filtering as one such approach.
By time filtering, we mean replacing the solution at a given time step by a combination of the solution at neighboring time steps. Given the popularity of the explicit time integration schemes in the seismic community, we will only focus on the kind of time filtering that preserves the explicit character. This means that the solution at the neighboring time steps used for time filtering are already available when time filtering is applied.
As long as a given time-dependent PDE (system) is solved numerically with time integration schemes, we have access to the time history of the entire discretized representation of the solution, readily to be used for time filtering. Therefore, the time-filtering approach is generic to problems described by time-dependent PDEs. Meanwhile, the time filtering acts as a post-processing operation for the time integration scheme at each time step. Its application does not require modification of the underlying discretization methods, but merely requires limited amount of extra calculations and storage space. Therefore, the time-filtering approach is easy to implement and resource-friendly. Moreover, unlike spatial filtering, the time filtering is localized to each spatial grid point. This can be advantageous when the filtering region is close to or include a boundary or interface, in which case the time filtering can be applied readily while the spatial filtering may require extra care for the boundary or interface.
The essence of the time filtering can be illustrated by considering the simple scalar ODE (7), which admits oscillatory solution u = e ıωt where ı = √ −1. Analysis regarding the behavior of different numerical methods on (7) can be found in Kurihara (1965) ; Asselin (1972); Durran (1991) ; ?); ?), among others.
Discretizing (7) with the standard three-level leapfrog scheme leads to the following relation:
where U n is the discretized solution at time step n and ∆t is the time step size.
Assuming the relation U n+1 = AU n between two neighboring time steps, we have the following quadratic equation for the amplification rate A:
Denoting the two solutions of (9) as A + and A − , respectively, we have
Given 1 − ω 2 ∆t 2 ≥ 0, both A + and A − have modulus 1, which means that the leapfrog scheme is amplitude-preserving. Among the two solutions, A + corresponds to the physical mode of the solution while A − corresponds to the computational mode, which is caused by numerical artifacts. For an in-depth analysis about the physical mode and computational mode admitted by the leapfrog scheme, we refer the readers to the course notes at http://kiwi.atmos.colostate.edu/group/dave/at604.html, Chapter 4. Now, let us look at the mechanism and effect of the Robert-Asselin (RA) (e.g., ?Asselin 1972) time-filtered leapfrog scheme on (7). After obtaining U n+1 , we filter U n with the following formula:
where ν > 0 is the numerical parameter controlling the effectiveness of filtering, U n denotes the filtered solution at time step n and U n+1 is the 'raw' solution at time step n + 1 updated from the following modified leapfrog scheme:
Together, equations (12) and (11) constitute the formulae of the RA-filtered leapfrog scheme. Canceling out U n−1 from (11) and (12), we obtain
Therefore, we have
Substituting (13) into (12), we obtain the relationship between U n+1 , U n and U n−1 as in equation (14):
Assuming again that U n+1 = AU n , we obtain the quadratic equation for the amplification rate A of the time-filtered leapfrog scheme:
The two solutions of (15) are
Once again, A + corresponds to the physical mode of the solution while A − corresponds to the computational mode. Given 1 − ν 2 2 − ω 2 ∆t 2 ≥ 0, both A + and A − have modulus smaller than 1. Therefore, the simulation will remain stable and the amplitude of the solution will decay as the time step matches forward. Moreover, for the modulus of A + , we have
From (16), we can see that given the same time step size ∆t and fixed parameter ν, the higher frequency content in the physical solution is damped more severely. We also notice that the relation 1 − ν 2 2 − ω 2 ∆t 2 ≥ 0 imposes stronger restriction on the time step size ∆t than in the case of the unfiltered leapfrog, i.e., 1 − ω 2 ∆t 2 ≥ 0.
We note here that, up to a multiplicative coefficient, the term (11) is an approximation of the secondorder time derivative of u, i.e., ∂ 2 u ∂t 2 . Therefore, applying time filtering (11) can be linked with modifying the original differential equation by appending a second-order time derivative of the solution. In the case of first-order system of acoustic or elastic wave equations, this is equivalent to introducing a Laplacian type spatial operator to the original wave equations. Intuitively speaking, the diffusive nature of this operator smooths out the solution and in doing so, provides stability for the simulation. As a side-effect, the modeling accuracy can be degraded due to the smoothing. On the other hand, the second order spatial derivatives in the Laplacian type operator also leads to stronger restriction on the time step size. These connections and effects will be further discussed in the subsequent sections and appendices.
Implementation of the time filtering
In the following, we demonstrate the implementation of the time filtering for the model problems presented in Section Model problems. Since the time-filtering technique is designed based on a modification of the time integration scheme and the temporal differential operators involved in different wave propagation models are simple and similar, we believe that the implementation of the time filtering can be easily transported to other cases.
Lorenz system
Formulae (11) and (12) can be applied directly to the Lorenz system (1). Using the same configuration as used for Figure 1 and parameter ν = 0.08, the simulation result for coarse time step size ∆t = 5e-03s is also stable, as shown in Figure 7 . Figure 7 . Within 0.5s simulation, long-time instability is no longer observable for the time-filtered leapfrog scheme with coarse time step size, i.e, ∆t = 5e-03s.
NRBC
For the second-order wave equation presented in (2), instead of (5), we apply the modified leapfrog scheme as shown in (17), which can be linked with modifying the original equation (2) by appending the fourth-order time derivative of the solution, up to a multiplicative coefficient. Since our main interest here is on the staggered-grid scheme applied on the first-order velocity-stress formulation of the wave equation due to its popularity in the seismic community, we will omit the analysis for scheme (17) on the second-order equation (2) in the main body of this paper. For readers who have interest, we refer to Appendix A for more details.
In ( still amounts to being calculated with the unfiltered solution. By doing so, the only extra calculation compared with the unfiltered leapfrog scheme (5) is the application of the time filtering at (17e).
Using the same configuration as used for Figure 2 and parameter β = −0.02, the simulation results is stable even for the case with Ndis = 3, as shown in Figure 8 . The choice of the value of the parameter β is also discussed in Appendix A.
Discontinuous grid
Since the application of the time filtering can be localized to each spatial grid point individually and isolated from the way that the spatial derivatives are approximated, we omit the discontinuous-grid spatial-discretization character in the upcoming discussion. Instead, we focus on the application of time filtering on the leapfrog staggered-grid time discretization in general. The resulted algorithm can be applied to the discontinuous grid simulation with no difficulty.
The idea is to introduce the second-order time derivatives of the wavefield components into the PDE system (6) to provide stabilization, Figure 8 . Long-time instability is no longer visible for the case B in = 0.7, i.e., N dis = 3, after 25 seconds simulation.
resulting in the following modified PDE system (18).
A rationale behind this modification can be obtained by inspecting the derivation of the Lax-Wendroff scheme, which is known to be dissipative and have the effect of stabilization. Defining U as the solution vector [Vx, Vy, σxx, σxz, σzz] T , the derivation of the Lax-Wendroff scheme can start by writing out the Taylor expansion of U n+1 , i.e., the evaluation of U at the n + 1 time step, with respect to time variable t:
The Lax-Wendroff scheme is then derived by substituting the terms ∂U ∂t n and ∂ 2 U ∂t 2 n in (19) with the homogeneous version of (6), i.e., (6) without the source terms, which results in the expression of U n+1 in terms of U and its spatial derivatives at time step n, hence the two-level Lax-Wendroff scheme. If we reorganize (19) as
it is clear that the application of the Lax-Wendroff scheme to (6) amounts to applying the forward Euler scheme to a modified version of (6) by appending the second-order time derivative of the solution, which provides the dissipative character and stabilization. In Appendix B, we present the analysis regarding the application of the time-filtered leapfrog staggered-grid scheme on the 1D wave equation as a further justification.
The subsequent question is how to numerically implement this second-order time derivative in the leapfrog staggered-grid time discretization configuration. Although the leapfrog scheme formally involves three different levels of time steps, solution at the middle step is never stored, or even calculated in the staggered time stepping configuration, thanks to the alternating dependence between the velocity and stress components in the velocity-stress formulation (6). This leads to a practical difficulty on time-filtering the leapfrog staggered-grid scheme as we do not have enough time history of the solution to approximate its second-order time derivative.
Denoting the right-hand-sides of the homogeneous version of (6) as ax, az, axx, axz and azz, respectively, we observe that ax, az, axx, axz and azz are the first-order time derivatives of Vx, Vz, σxx, σxz and σzz, respectively, if the source terms are neglected. At each time step, we obtain the approximations of ax, az, axx, axz and azz through spatial differencing schemes, which can be used to approximate the second-order time derivatives of the solution by central-differencing, provided that we store the approximations of ax, az, axx, axz and azz from the previous time step. This leads to the following time-filtered leapfrog staggered-grid algorithm. In Algorithm 1, integer NT stands for the total amount of time steps to be simulated and integer n stands for the current time step. The velocity wavefield components are placed at integer time steps while the stress wavefield components are interlined in the middle of two neighboring velocity time steps. We use the superscript to indicate the discretized solution at a particular time step.
The spatial differencing schemes used at lines 2 and 6 can be any simple or complicated scheme at choice, and do not have to be uniform for all the spatial grid points. The leapfrog integration scheme at lines 4 and 8 has its usual form as follows:
where subscript C can stand for xx, xz or zz and
where subscript C can stand for x or z , respectively.
The time filtering at lines 3 and 7 has the form:
where subscript C can stands for xx, xz or zz and
where subscript C can stands for x or z , respectively. We note here that one of the time filtering at line 3 or line 7 in Algorithm 1 can be omitted, yet still provide stabilization to the simulation. We refer the readers to Appendix B for more information. In practice, we may want to omit the time filtering for the wavefield components to which the source excitation is applied, since the source terms are not taken into account in the intuitive derivation presented before.
Recognizing the term βC∆t a n+1/2 C − a n−1/2 C in (22) as an approximation of βC∆t 2 d 2 V n C dt 2 , the coefficient βC∆t 2 should be at the scale of ∆t 2 , motivated by comparing with equation (19). Similar argument applies to (21). However, the particular choice of βC still needs to be tailored for the underlying problem and algorithm. One may need to go through a trial-and-error process to arrive at the suitable range of parameter choice. For the discontinuous grid simulation presented in the section of Model problems, we choose βC = 0.02 for the following simulation test. Additionally, the time filtering does not have to be applied at all the grid points. Instead, we can localize the application of time filtering to the region where we believe the instability is emitted from. For the case of the discontinuous grid simulation, we only apply the time filtering to the velocity components on the fine grid in the thin horizontal layer where fine-to-coarse grid transfer (injection) takes place, consisting of only 6 fine grid points in depth. For a rationale behind this choice of time-filtering region, one can consult the discussion about the mechanism of the long-time instability and its numerical treatment presented in Hayashi et al. (2001) ; Kristek et al. (2010) ; Zhang et al. (2013) .
Using the same configuration as being used for Figures 4-6 and parameters βx = βz = 0.02 and βxx = βxz = βzz = 0, the timefiltered discontinuous grid simulation is stable for 20 seconds simulation, as shown in Figures 9-11 . Moreover, the filtering operation takes roughly 0.95% of the overall computational time for this example.
ADAPTATION OF THE TIME-FILTERING PARAMETER
Motivation
As demonstrated in the section of Mathematical description, application of the time filtering can effectively damp out the high-frequency noise and ensure stability of the simulation. However, it also decreases the amplitude of the solution as a side effect. Given the propagating nature of waves, it is desirable to adapt the time-filtering parameter so that stronger time filtering is applied when and where the highfrequency noise has a stronger presence, and vice versa. This kind of parameter adaptation requires monitoring the solution history. In this section, we provide a heuristic indicator to monitor the presence of high-frequency noise in the solution, based on which the time-filtering parameter is adjusted accordingly.
In the field of meteorology, due to the nonlinearity of the governing PDE systems under interest, the regions where instability arises Figure 9 . The discontinuous-grid simulation is stable with time filtering.
cannot be predicted in advance. As a result, there, the time filtering is typically applied at the entire simulation domain. Moreover, monitoring the solution history over the entire simulation domain can be very demanding on computational resources. We believe that these are the reasons that adaptation of the time-filtering parameter is not of great interest within the meteorological community. On the contrary, for the linear wave equations that we are interested in, the long-time instability is typically associated with non-standard numerical treatment for either boundaries or interfaces. Spatially localizing the time filtering to boundary or interface layers accordingly can save both the calculations and memory storage significantly. The associated computational cost is essentially one-dimension lower than the cost of the wavefield simulation, which makes it numerically achievable to locally monitor the solution history and adapt the time-filtering parameter.
A heuristic indicator
Intuitively speaking, for a signal oscillates around zero, higher frequency implies that the sign of the signal alternates more frequently. This is evident by comparing Figures 5 and 6 , where the appearance of high-frequency noise leads to rapid sign alternation in the seismogram. Therefore, the number of sign alternations within certain number of previous time steps can serve as an indicator of the presence of highfrequency noise. We emphasize here that this kind of indicator is local to each individual spatial grid point, same as the time filtering itself.
However, if high-frequency noise with small amplitude is superposed on a low-frequency signal, it may not lead to rapid sign alternation in the signal itself, as illustrated in Figure 12(a) , where the composite signal y is the sum of low-frequency component y1 = sin(2πt) and high-frequency component y2 = 0.1 sin(20πt). Instead, we observe in Figures 12(b) and 12(c) that the sign alternation in the derivatives of the composite signal is rapid as the differentiating operation effectively amplifies the high-frequency component. Therefore, it is better to use the number of sign alternations in the derivatives of the signal as the indicator as they provides better detection of the high-frequency noise.
We note here that in a time-filtered wave simulation algorithms, e.g., Algorithm 1, both the first-order and second-order time derivatives of the solution are intermediate results. Specifically, the first-order derivative is approximated for the wavefield updating while the secondorder derivative is approximated for the time filtering, cf. the term a n+1/2 f −a n−1/2 f ∆t in equation (22). Higher oder derivatives may provide better indication for the long-time instability, but will incur additional cost and complexity. In practice, we always build the indicator based on the second-order time derivative of the solution. The additional calculation incurred by the indicator is merely the counting of the sign alternations while the additional memory needed is merely an register per spatial grid point being filtered. We note here that more complicated indicators may provide better indication and this simple heuristic indicator may not be effective for all cases. Suppose that we use the number of sign alternations within NC previous time steps as the indicator, denoted as SA, we present in the following how to link the filtering parameter βC with the indicator SA. For a pure sinusoid with single frequency f , the number of sign alternations within NC time steps is roughly 2 N C (1/f )/∆t . We select two frequencies fmin and fmax, leading to indicator values NC,min and NC,max respectively, and associate filtering parameters βC,min and βC,max respectively. NC,min corresponds to the point where the presence of high-frequency noise starts to be plausible while NC,max corresponds to the point where the presence of high-frequency noise is more certain. βC,min does not have to be zero, in which case some background time filtering is applied as a prevention measure, regardless of the indicator value. The time-filtering parameter βC is determined using the formula in (23). In other words, βC is determined through linear interpolation when NC is in between NC,min and NC,max.
Numerical example
When the wave travels through the filtering layer transversely, as in the case of the discontinuous-grid simulation with time filtering in the interface layer, the decrease of amplitude in the seismogram is hard to observe as the interaction between the wave and the filtering layer is limited. The decrease of amplitude can be observed more obviously when the wave travels alongside the filtering layer, as in the case of surface wave simulation with time filtering in the free-surface layer. In the following, we demonstrate the benefit of using adaptive time-filtering parameter with an example involving surface wave propagation. Specifically, we use the same simulation configuration as in Example 1 of Gao et al. (2015) , where long-time instability is observed when applying an immersed free-surface boundary treatment. The accompanying code can be downloaded at http://seiscope2.obs. ujf-grenoble.fr/IMG/zip/IBT_codes.zip . We briefly sketch the simulation configuration in the following and refer the readers to Gao et al. (2015) for more details.
The isotropic elastic wave equation in velocity-stress formulation with density ρ = 1000kg/m 3 , P-wave velocity VP = 5640m/s and S-wave velocity VS = 2870m/s is simulated on a 2D quadrilateral domain with the free surface tilted for roughly 30
• from the horizontal line. Explosive source with Ricker wavelet of 5Hz peak frequency is applied at 141m below the free surface, which is within one minimum Swavelength and close enough to generate strong surface wave. Second-order staggered-grid finite-difference stencil and leapfrog integration scheme are used for wavefield simulation. The free-surface boundary condition is imposed through the immersed boundary method described in Gao et al. (2015) . In Example 1 of Gao et al. (2015) , the long-time instability is controlled by the introduction of artificial diffusion to the velocity updating equations, which amounts to spatial filtering, obtaining the seismograms of Vz as shown in Figure 13 , which is identical to Figure 3 of Gao et al. (2015) . On the right-side y-label of Figure 13 , λ stands for the minimal S-wavelength, which is 229.6m, corresponding to S-wave velocity 2870m/s and maximum frequency 12.5Hz. The finite-difference solution demonstrates good agreement with the analytic solution, which is generated by the source code provided at http://www.spice-rtn.org/library/software/EX2DVAEL.html for the Garvin's problem. However, decreased amplitude of the surface wave in the finite-difference solution can be observed from the comparison, as a side effect of the artificial diffusion.
Alternatively, we can control the long-time instability through time filtering. Applying time filtering, localized to the thin layer beneath the free surface that consists of 3 grid points, on the velocity components only with fixed filtering parameter βx = βz = 0.5, which leads to the most satisfactory result among performed simulation tests with fixed filtering parameter, we obtain the seismograms as shown in Figure  14 , where the amplitude agreement of the surface wave is much better than in Figure 13 .
On the other hand, using adaptive filtering parameter with βz,min = 0.05, βz,max = 1, fmin = 5, fmax = 10 and indicator based on monitoring the second-order time-derivative of Vz, we obtain the seismograms as shown in Figure 15 . Filtering parameter βx is simply assigned the value of βz at the nearby grid point. The filtering operation takes roughly 0.39% of the overall computational time. We note here that due to the numerical dispersion associated with leapfrog and staggered-grid scheme, if without any filtering, the simulated surface wave would overshoot its analytical counterpart at the crest while undershoot at the trough, cf. Figure 4 of Gao et al. (2015) . We observe that in Figure 15 , the simulated surface wave keeps this character whereas in Figure 14 , the simulated surface wave undershoots its analytical counterpart at both the crest and the trough. Therefore, comparing the results in Figures 14 and 15 , we consider the time filtering for Figure  15 , i.e., with adaptive filtering parameter, as the one that provides better balance between accuracy and stability. This subtle visual difference can be better illustrated by the time-frequency misfit quantification (TFMQ) (cf. Kristeková et al. 2006 Kristeková et al. , 2009 . We use the same criteria as in Gao et al. (2015) for TFMQ, which is repeated in the following for integrity. Specifically, the analytic solution is used as the reference solution while global normalization is applied to obtain the misfit quantification results. The frequency content range is specified as [0.05Hz, 50Hz]. Using the terminologies in (Kristeková et al. 2006 (Kristeková et al. , 2009 , the single-valued time-domain envelope misfit (term max(abs(TEM)) in the User's guide) and the single-valued time-domain phase misfit (term max(abs(TPM)) in the User's guide) are presented in Tables 1 and 2 as the measurement of the amplitude misfit and phase misfit, correspondingly. The source Figure 13 . Long-time instability is controlled by the introduction of artificial diffusion. Decreased amplitude in the simulated surface wave is obvious.
code used for TFMQ is downloaded from http://www.nuquake.eu/Computer_Codes/index.html. Tables 1 and 2 confirm that using adaptive filtering parameter does have less impact on the surface wave amplitude. Time filtering 15 Figure 14 . Long-time instability is controlled by time filtering with fixed parameter.
FUTURE PROSPECTS
At this moment, the precise applicable scope of the proposed time-filtering technique is still unclear. Based on the facts that the timefiltering technique is designed based on a modification of the time integration scheme, and the temporal differential operators involved in different wave propagation models are similar and simple, we are optimistic about its portability to other simulation scenarios, such as the viscoelastic or anisotropic media. In particular, we think it may improve the stability of the acoustic anisotropic wave simulation. However, its effectiveness and influence for other simulation scenarios still require extensive study and careful validation on a case-by-case basis, which will be left for future study. On the other hand, the time-filtering technique that we presented here is an adaptation of the simple RA-filter developed in the meteorological community. More sophisticated time-filtering techniques have been developed for meteorological study. Their applicability and necessity to instabilities arising in the seismic wave simulations remain to be studied.
CONCLUSION
In this article, we demonstrated the issue of long-time instability in seismic wave simulations, associated with nonstandard boundary or interface treatment, by the display of several model problems. The time-filtering technique is presented as a generic approach to remedy the long-time instability, which acts as a post-processing step on the time integration scheme. It has the advantages of being flexible with respect to boundaries or interfaces with low additional cost, particularly when its application is restricted to boundary or interface layers. Mathematical analysis and numerical examples have been presented to demonstrate its effectiveness on controling long-time instability, as well as its side-effects on accuracy and time step size restriction. Finally, an indicator-based dynamical adjustment of the filtering parameter is presented to provide better balance between accuracy and stability. We believe that the time-filtering technique, which is easy to comprehend and implement, can be useful to the seismic community on providing reliable simulation.
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APPENDIX A
Analysis of the time-filtered leapfrog scheme on the 1D second-order displacement formulation of the wave equation
Here, we provide the von Neumann analysis results associated with the second-order wave equation (2) and its numerical scheme (17).
Using α to denote the constant c∆t ∆x 2 , we have relations
and
derived from (17c) and (17e), respectively. Canceling out U n−1 i
from (24) and (25), we obtain the following relation concerning only the unfiltered solution:
Considering a single spatial discrete Fourier mode e ıi∆xξ of the solution and assuming the amplification rate of this mode between two neighboring steps is A, the above relation leads to the cubic equation (27) 
where γ = e ı∆xξ − 2 + e −ı∆xξ , or γ = 2 cos(∆xξ) − 2 in terms of trigonometric functions.
Given a fixed ∆x, the highest spatial frequency that can be represented by the grid is ξ = π ∆x , corresponding to the case when the wave signal alternates sign between every two neighboring spatial grid points. The lowest spatial frequency that can be represented is ξ = π Nx∆x ,
where Nx is the number of total spatial discretization points, corresponding to the case where the entire domain only represents half of the wavelength. Therefore, we have π /Nx ≤ ∆xξ ≤ π. For simplicity and generality, we relax the lower bound to 0, corresponding to an infinite length medium, and obtain 0 < ∆xξ ≤ π. Consequently, we have 0 > γ ≥ −4 with γ close to 0 corresponding to low-frequency mode and γ close to −4 corresponding to high-frequency mode. The analytic formulae for the roots of (27) is very complicated, we omit the messy expressions here. Instead, we demonstrate the amplitude change of A with respect to parameters β and γ in Figure 16 . For the parameter ranges that we choose, (27) exhibits one real root, whose modulus is shown in Figure 16 (a), and two complex conjugate roots, which have the same modulus, shown in Figure 16 (b). Figure  16 (a) corresponds to the computational mode whereas Figure 16 (b) corresponds to the physical modes.
In Figure 16 , the horizontal axis corresponds to the parameter β, the vertical axis corresponds to the modulus of A while different lines correspond to different values of γ. Specifically, lines 0 to 8 correspond to the anchor points that equidistantly section the interval [−4, 0] with line 0 corresponds to γ = 0 and line 8 corresponds to γ = −4. Line 0 coincides with |A| = 0 in Figure 16 (a) and |A| = 1 in Figure  16 (b), respectively. This is easy to see by setting γ = 0 in (27) , which then reduces to A(A − 1) 2 = 0. The value of α is set to be 0.25, which corresponds to the choice of ∆t = 0.05 and ∆x = 0.1 in the leapfrog scheme (5). From Figure 16 , it is clear that by setting β to a small negative number, all three roots of (27) have amplitude smaller than 1, which leads to stable simulation. Specifically, we used β = −0.02 in the simulation for Figure 8 . For the wave equation presented in (2), the input signal has temporal frequency 1 /2π. Given that the wave velocity c = 1, the spatial frequency is also 1 /2π, which corresponds to γ ≈ -2.5e-4. It then follows that the modulus of the roots corresponding to the physical modes is roughly 1−1.6e-10. Thereby, for this specific case, the impact of time filtering on the accuracy of the frequency that we are solving for is negligible.
We note here that Figure 16 does not automatically give us the best choice of β since we typically do not know what is the frequency (range) of the numerical noise that causes the long-time instability. The choice of β still needs to go through a trial-and-error process. However, Figure 16 do tell us the sign and a rough range of β to search for, as well as providing us a quantification of the time-filtering impact on the accuracy of the frequency (range) that we are interested in. (27), with respect to parameters β and γ.
where the parameters CV and Cσ can be chosen as, for instance, CV = 1 ρ and Cσ = ρc 2 . Since the von Neumann analysis concerns only the interior of the simulation domain, we omit the boundary conditions here. Also omitted is the mechanism that generates the wave, such as the source terms or initial conditions. First, we consider the leapfrog staggered-grid scheme with time filtering on both V and σ, as shown in (29).
(f iltering) σ
where αV = CV ∆t ∆x and ασ = Cσ ∆t ∆x while βV and βσ are the time-filtering parameters. We notice here that when the filtering of V n i takes place at (29e), the quantities σ n−1/2 i+1/2 and σ n−1/2 i−1/2 are already filtered. However, in practice, instead of repeating the calculation, we would prefer to store the difference σ 
In the following, we consider a special case of (28) with CV = Cσ = 1. In this case, we have αV = ασ = ∆t /∆x, denoted with α. We also set βV = βσ for simplification and denote both terms with β. Same as in Figure 16 of Appendix A, we demonstrate the modulus change of A with respect to parameters β and γ in Figure 17 for the case α = 0.5. For the parameter ranges that we choose, equation (30) exhibits one real root and two conjugate complex roots. Figure 17 (a) corresponds to the real root whereas Figure 17 (b) corresponds to the two conjugate complex roots. The interpretation of Figure 17 is the same as for Figure 16 . Figure 17 (b) indicates that we should choose β > 0 in order to provide stabilization, consistent with the intuition that we obtained from the Lax-Wendroff scheme, cf. (19). Figure 17(a) gives us an rough upper bound of parameter β at around 0.25. For β > 0.25, some of the computational modes can be amplified, leading to unstable simulation. We also observe from Figure 17 (a) that computational mode with higher frequency starts to become unstable for smaller β. (30), with respect to parameters β and γ.
Next, we consider the leapfrog staggered-grid scheme with time filtering on V only, as shown in (31). The case of filtering σ alone is very similar. In fact, for the choice of parameters CV = 1 and Cσ = 1 in (28), the two cases are equivalent. 
The amplification rate A satisfies the following quadratic equation, A 2 − (2 + βV ασγ + αV ασγ)A + (1 + βV ασγ) = 0.
Only two roots exist for (32), both corresponding to physical modes. Scheme (31) does not allow computational mode for PDE system (28).
For the parameter ranges that we choose, these two roots are a complex conjugate pair, which have the same modulus. In Figure (18) , we plot the modulus of the two roots against β for different values of γ for the case α = 0.5. Once again, Figure 18 indicates that we should choose β > 0 to provide stabilization. Moreover, scheme (31) admits bigger range of β for stable simulation, compared with scheme (29). On the other hand, with the same value of β, scheme (29) tends to be more effective in damping the high-frequency modes, according to the comparison of Figures 17 and 18 . Since the damping effectiveness can be compensated by using bigger β, we do not observe clear advantage of using scheme (29), i.e., filtering both V and σ. Therefore, we prefer scheme (31) over scheme (29) due to its simplicity and reduced cost. (32), with respect to parameters β and γ.
For scheme (31), we consider the impact of time filtering on the time step size in the following. The roots A1 and A2 for equation (32) can be expressed as follows: A1 = 2 + αγ(α + β) 2 + α 2 γ 2 (α + β) 2 + 4α 2 γ 2 ; (33a) A2 = 2 + αγ(α + β) 2 − α 2 γ 2 (α + β) 2 + 4α 2 γ 2 .
Assuming the discriminant α 2 γ 2 (α + β) 2 + 4α 2 γ ≤ 0 for all γ ∈ [−4, 0), this leads to relation α + β ≤ 1. In this case, A1 and A2 are a conjugate complex pair, whose amplitude satisfies
Since γ < 0, we conclude that |A| ≤ 1. Therefore, α + β ≤ 1 is a sufficient condition for stable simulation. On the other hand, assuming the discriminant α 2 γ 2 (α + β) 2 + 4α 2 γ > 0 for some γ ∈ [−4, 0), A1 and A2 will be both real, with A1 > A2. We need A1 ≤ 1 and A2 ≥ −1 to have stable simulation. It turns out that A1 ≤ 1 is trivially satisfied while A2 ≥ −1 leads to requirement α + β ≤ β 2 − 4 /γ for any γ ∈ [−4, 0). In practice, β is usually a small number comparing with α or − 4 /γ. Consequently, we omit the β 2 term in the above inequality relation and arrive at α + β ≤ 1 again.
Therefore, we consider α + β ≤ 1 as the time step restriction of scheme (31) for system (28) with parameters CV = Cσ = 1 and βV = βσ. Indeed, application of the time filtering penalizes the time step size. The above analysis can be easily extended to the situation when standard staggered grid scheme is applied to the 2D or 3D nondimensionalized acoustic wave equation in the pressure-velocity formulation with time-filtering similar to (31c) applied on all velocity components, which leads to the time step restriction α + β ≤ 1 /2 and α + β ≤ 1 /3, respectively.
