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Abstract 
Bernhard, P.J., ST. Hedetniemi and D.P. Jacobs, Efficient sets in graphs, Discrete Applied Mathemat- 
ics 44 (I 993) 99-I 08. 
The efficiency of a set S of vertices in an undirected graph G=( V,E) is defined to be E(S)= I { 13 I VE V-S 
and I? is adjacent to exactly one vertex in S} I, i.e., the number of vertices in V-S that are dominated by 
exactly one vertex in S. The efficiency of a graph G=( L’,E) equals the maximum efficiency of any subset 
S of vertices of V. A linear time algorithm is presented for computing the efficiency of an arbitrary tree 
and an NP-completeness proof is given for the problem of deciding if an arbitrary planar bipartite 
graph has a set S such that E(S)&, for some positive integer k. 
1. Introduction 
Let G = (V, E) be an undirected graph, and let v E V. Then the open neighborhood 
of u, denoted N(u), is the set {U 1 u E V- {u} and (u, U) E E}. For a set S of vertices 
in V, we define ED(S) = {u 1 u E V-S and /N(o) n S 1 = I}. We say that ED(S) is the 
set of vertices in I/- S that are efficiently dominated by S. We define the efficiency 
of S as E(S) = JED(S)/, and the efficiency of a graph G as E(G) = max{&(S) / S c V}. 
The notion of an independent efficient dominating set in a graph was first defined 
by Bange, Barkauskas and Slater [l] to be an independent set of vertices S for which 
ED(S) = V- S. Noting that not every graph has an independent efficient dominating 
set, they then showed how to compute F(T), the maximum number of vertices that 
can be independently efficiently dominated in tree T, in linear time. Subsequently 
Correspondence to: Professor P.J. Bernhard, Department of Computer Science, Clemson University, 
Clemson, SC 29634-1906, USA. 
0166-218X/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
100 P.J. Bernhard et al. 
Cockayne, Hartnell, Hedetniemi and Laskar [3] defined the efficient dominating 
number of a graph G, denoted y,(G), as the minimum cardinality of any set S for 
which ED(S) = I’- S. An interesting aspect of this definition is that there are graphs 
for which the only efficient dominating set is the set I/ itself. 
In a somewhat related paper, Farley and Schacham [6] defined an open irredundant 
set S to be a set such that for every vertex o E S there exists a vertex w E N(u) n (I/- S) 
that is not adjacent to any vertex in S - { 0). Stated in terms of efficiency, an open 
irredundant set S has the property that every vertex VEX efficiently dominates at 
least one vertex in I/- S. The notion of an open irredundant set arises in the study 
of ethernets, in which two (or more) vertices can simultaneously broadcast a 
message to any vertex within range of their broadcasts. If a third vertex is within 
range of two (or more) of these broadcasts then a “collision” occurs and the third 
vertex does not receive any broadcast message. In an open irredundant set S, 
therefore, each vertex o ES can successfully broadcast a message to at least one 
vertex in I/- S, even if all vertices in S broadcast heir messages simultaneously. The 
(upper) open irredundance number of a graph G, denoted OIR(G), equals the 
maximum number of vertices in an open irredundant set in G. In [S] Farley and 
Proskurowski present a linear time algorithm for computing the value OIR(T) for 
any tree T. In [7] Fellows, Fricke, Hedetniemi and Jacobs show that the general 
problem of deciding whether an arbitrary graph has an open irredundant set of size 
r k, for some positive integer k, is NP-complete. 
In this paper, we study a dual of the Farley and Schachum parameter. Instead 
of wanting to know the maximum number of vertices that can simultaneously and 
successfully broadcast a message in an “ethernet” graph, we want to know the max- 
imum number of vertices that can simultaneously receive a broadcast message in an 
“ethernet” graph. We call this number the efficiency of the graph. The reader 
should note that this notion of efficiency differs from that of Bange, Barkauskas, 
and Slater [l] in that we do not require a dominating set to be independent. We pre- 
sent a linear time algorithm for computing the efficiency of an arbitrary tree, and 
we show that the problem of deciding if an arbitrary planar bipartite graph has an 
efficient set of size L k, for some positive integer k, is NP-complete. 
2. A linear time algorithm for computing E(G) for trees 
In this section we show that c(G) can be computed in linear time for an arbitrary 
tree T. We present a dynamic programming algorithm that is based on a recursive 
definition of rooted trees and a method for constructing linear time algorithms for 
k-terminal graphs, which was developed by Wimer [lo]. Among others, algorithms 
using this method have been given by Bange, Barkauskas and Slater [l], and by 
Bern, Lawler and Wong [2]. 
Let T= (V, E) be any tree with root r, and let S c I’. Then any such (tree-set) pair 
(T, S) can be classified into one of the following four classes: 
Efficient sets in graphs 101 
[11={(W)) rES1, 
[2] ={(T,S) j r$S and lN(r)17Sj =0}, 
[3]={(T,S)jr@Sand IN(r)nSi=l), 
[4]={(T,S)IreSand IN(r)nS/>l}. 
The above classes, in addition to the following composition operation, will be used 
in the design of our algorithm. Let T, = (V,, E,) and T2 = ( V2, E2) be trees with roots 
rl and r,, respectively. In addition, let 
I/= V, u V,, 
E=ErUGu{(rr,r~)). 
Then the composition of Tl and T2, denoted T, 0 T2, is the tree T= (V, E) with root 
rr. 
We can derive a set of recurrences in terms of the above classes using this com- 
position operation. Throughout the following let T, T, and T2 be as above, let 
S c V, S, = S II V, and S, = S fl V,. Then it can be determined which classes the pairs 
(T,, S,) and (T,, S,) can be in, given the class for (r S). For example, if (T, S) E [I] 
then it must be the case that rl ES since r, is the root of T. In addition r, E V, since 
rl is also the root of T,. Consequently, it must be that rl E Sn V, = S, and hence 
(T,, S,) E [l]. On the other hand, no such constraint can be imposed on (T,, &) and 
hence it could be from any of the four classes. It follows that 
VI c 111 o111 u 111 o121 u 111 o131 u 111 o141. 
It can easily be verified that 
111 o111 u 111 oPI u 111 o131 u 111 O 141 c ill 
and hence 
ill= 111 o [ll u 111 o PI u 111 o 131 u 111 O 141. 
In a similar manner we can derive the following recurrences: 
PI= [21°[21U PI0 [3lU [21°[419 
[31 = 121 O 111 u 131 O [21 u 131 o131 u [31 O 141, 
[41 = 131 O 111 u [41 O VI u 141 lJ[21 u 141 o131 u 141 o[41. 
Note that the above recurrence equations establish a relationship between a pair 
(T, S) in a particular class and it’s possible decomposition pairs (T,, S,) and (T,, S,). 
The equations are based on the relationship that the roots of the trees T, T, and T2 
have to their respective neighborhoods and to the set S. However, the equations do 
not express a relationship between e(S), ~(5’~) and E(&). Nevertheless, for each of 
the above equations we can establish a corresponding numeric recurrence. For 
lli14 let 
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q(T)=max{e(S)) SC Vand (T,S)E[~]}. (1) 
It should be noted that for some trees T the above equation will leave a;(T) un- 
defined. For example, if T consists of a single vertex r, then al(T) = 0, a2(T) = 0, 
but a,(T) and ad(T) are undefined since N(r) = 0. In such a case we set ai = -co. 
Given this definition of ai we can now construct the required numeric recur- 
rences. 
Let (KS) =(Tl,Sl)o(Tz,S2) and assume that (T,S)E [l] with E(S) =al(T). Thus, 
since we know that 
it follows that (T,S) is the result of one of four possible compositions. 
Case 1: (T,, S,) E [l] and (T2, S,) E [l]. In this case E(S) = e(Si) + E(&) and e(Si) = 
aI and &(&)=al(Tz). Because, for example, if E(S,)<~,(T~) then we can sub- 
stitute for Si another set S; for which aI = E(S;)>E(S~) and produce a set 
S’=S; U S, for which s@‘)>&(S), which contradicts the maximality of E(S). 
Case 2: (T,, SJ E [l] and (T,, S,) E [2]. In this case E(S) = a,(T) = E(S,) + E(&) + 1 = 
a,(T,)+a,(T,)+ 1. Again, if either &(Sl)<al(T,) or &(S2)<a2(T2) we would contra- 
dict the maximality of E(S). 
Case 3: (T,, S,) E [l] and (T,, S,) E [3]. In this case E(S) = al(T) = E(S,) + E(&) - 1 = 
ai + %(T,) - 1. 
Case 4: (T,, S,) E [l] and (T2, S,) E [4]. In this case one can see that E(S) = a,(T) = 
W1)+G)=al(Th+a4(T,). 
Thus, 
a,(T) = max{W’i) + ai(T2), ai + a2(T,) + 1, ai + adT2) - 1, 
adT,) + adT2)). 
In a similar manner we can derive the following equations corresponding to classes 
]21-141. 
a#“) = max{aOi) + G?), az(T,) + a3(T,), az(Ti) + a4(r2)>, 
~0) = max(a2(Ti) + ai + 1, a3(Ti) + az(T2), a3(T,) + as(G), 
M’i) + aOS1, 
a,(T) = max{as(T,) + ai - 1, a4(T,) + ai( MT,) + a#& 
a,(G) + asG% a,(Ti) + a,(G)). 
Finally, if SC I/ then (T,S) is in [l] U [2] U [3] U [4]. Furthermore, if S is such that 
E(S) is maximum for all S c V, then E(S) = max{ a,(T), az(T), a3(T), a,(T)}. In light 
of this, computing E(T) reduces to determining max{ a,( T), a2( T), a3(T), a4( T)}. 
This can be done recursively by using the recursive equations for ai given above, 
where 1 ~i~4, and the decomposition operation 0. An algorithm for computing a 
vector X= {a,(T), a2(T), a3(T), a4(T)} is shown in Fig. 1. Note that in the case where 
Tconsists of a single vertex, the vector returned by the algorithm is X= (40, -03, -00). 
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(0) Procedure E(T); 
(1) Input: Tree T=(V,E); 
(2) Output: Vector X= (al(T),az(T),a3(T),a4(T)); 
(3) Variables: Vectors XI and X2. 
(4) begin 
(5) if lVl=l then 
(6) return((O, 0, --m, -m)); 
(7) else begin 
(8) Decompose T into T, = (V,, El) and Tz = (V,, El); 
(9) Call &(Tl); 
(10) Call E( T,); 
(11) Let XI and X2 be the vectors returned from the recursive calls, where XI = (a,(T,), a2(T,), 
(12) adTd,adTd) and X2 = (adTZ),a2(Td~adGXadTZ)); 
(13) X(1):=max(a~(T~)+a~(Tz),a~(T~)+az(r2)+1,a~(Tl)+a3(Tz)-1,a~(T~)+~4(T2)); 
(14) X(2) :=max{a2(T,)+az(T2Xa2(T,)+a3(T2Xa2(T,)+a4(T2)); 
(15) ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
(16) X(4) :=max{a3(T1)+~1(Tz)- 1,a4(T~)+al(TzXa4(T~)+uz(~),a4(T~)+a3(Tz), 
(17) dT)+aUi)J; 
(18) return(X); 
(19) end; 
(20) end; 
Fig. 1. Algorithm for computing an efficiency vector for a tree T. 
If the above algorithm is implemented using any of the standard linear data struc- 
tures for trees then each step in the algorithm, including the decomposition on line 
(8), can be performed in constant time. It follows that if n = ) V/1 then the algorithm 
operates in O(n) time. 
As stated in Section 1, Bange, Barkauskas, and Slater [l] have presented a linear 
time algorithm for computing F(T), the maximum number of vertices that can be 
independently efficiently dominated in a tree T. This result has been generalized by 
Grinstead and Slater [9}, who showed that F(G) could be computed in linear time, 
if G is a series-parallel graph. In a similar manner, we expect that the algorithm 
presented in this section could also be generalized to series-parallel graphs. 
3. Complexity of computing E(G) for arbitrary graphs 
We begin by defining a problem that we call Efficient Set. 
Instance: Graph G = (V, E), positive integer k<I V) . 
Question: Does there exist a set SC V with c(S)? k? 
First we will show that if k is fixed then the Efficient Set problem can be solved 
in polynomial time. In doing so we will make use of the following lemmas. 
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Lemma 1. Let G = (V, E) be an undirected graph, let S, D c V where S fl D = 0 and 
ID/ = k. In addition, suppose that S efficiently dominates D. Then there exists a set 
S’ c S such that IS’ j I k and S’ efficiently dominates D. 
Proof. Let S’ = {u ( u E S, and u is adjacent to some vertex in D} . Since ID / = k it 
follows that IS’/ I k. Otherwise, some vertex in D would have to be adjacent to 
more than one vertex in S. In such a case S would not efficiently dominate D. Cl 
Lemma 2. Let G = (V, E) be an undirected graph, where n = ) V 1, e = lE 1, and let 
S C_ V. Then e(S) can be computed in O(max(n, e)) time. 
Proof. Let L be a list of the elements in S. For each vertex u E S, we can examine 
each vertex w in N(o) and add one to an accumulated egree of w. After doing this 
we need only examine the accumulated egrees of all vertices and count those whose 
accumulated egree is one. All of this can clearly be done in O(max(n, e)) time. 0 
Using Lemmas 1 and 2, we now show that if k is fixed then the Efficient Set prob- 
lem can be solved in O(nke2) time. 
Theorem 3. Let G = (V, E) be an undirected graph, where n = 1 V 1. In addition, let 
kr 1 be fixed. Then determining if e(G)> k can be solved in O(nk+2) time. 
Proof. Given an undirected graph G = (V, E), where E(G) 2 k, it must be the case 
that there exist sets S, D c V such that S fl D = 0, ID ( 1 k, and S efficiently dominates 
D. Furthermore, assume without loss of generality that 1 D 1 = k, otherwise we could 
arbitrarily remove vertices from D to obtain a new set D’ such that ID’ I = k. In addi- 
tion we can also assume without loss of generality that 1 S ( I k, by Lemma 1. Conse- 
quently an algorithm to test if E(G) 2 k need only generate and compute E(S) for 
each S c V where 1s j I k. The total number of such subsets is If=, (q), which is 
O(n k). Since computing E(S) can be done in O(max(n, e)) time by Lemma 2, and 
since O(max(n,e)) is 0(n2), it follows that determining if c(G)> k can be done in 
O(nk+‘) time, for any fixed k? 1. 0 
We now show that when k is not fixed the Efficient Set problem is NP-complete. 
In doing so we will make use of the following problem called Exact Cover by 3-Sets 
(X3 C). 
Instance: A finite set X with IX I = 3q and a collection C of 3-element subsets of X. 
Question: Does C contain an exact cover for X, that is, a subcollection C’ c C 
such that every element of X occurs in exactly one member of C’? 
Fact. X3C is NP-complete [S]. 
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Theorem 4. Efficient Set is NP-complete. 
Proof. A nondeterministic algorithm could guess a subset S c V of the vertices and, 
by Lemma 2, verify in deterministic polynomial time whether E(S) 2 k. Hence the 
problem is in NP. In order to show the NP-completeness, we reduce X3C to the Ef- 
ficient Set problem as follows. 
Let X=(x1,x2, . . . . xsq} and C={C,,C~,..., cm} be an instance of X3C, where q 
and m are positive integers. We will show how to construct an undirected graph 
G = (V, E) and a positive integer k< ( V / such that C contains an exact cover for X 
if and only if E(G) 2 k. First, construct a set V= U;= 1 L$ of vertices, where 
v={c;j lri_cm), 
V,={xi 1 lli53q}, 
b={y;) lri_cm+3q}, 
Kt= {SP>l 
Q={z; (15ilm+3q}. 
Next, construct a set C= U:= 1 Ei of edges, where 
Et={(ci,xj) IxjEci}, 
EI={(Xi,yj) ( lsis3q, I<j~m+3q}, 
EJ={(yi,Sp)I lsism+3q}, 
E4={(sp,zi) I lsi_cm+3q}. 
For future reference we will refer to the subgraph formed by the vertices V, U V, U V, 
and the edges Es U Ed as the balancing component. Finally, let k = 2m + 9q. Clearly 
the above reduction can be performed in time that is polynomial in m and q. We 
now show that the set C contains an exact 3-cover for X if and only if E(G) 2 k. 
Only if: Suppose that C contains an exact 3-cover C’c C and define a set of ver- 
tices S c V as S= {ci ) CiE C’} U {sp}. It can easily be verified that E(S) = k, and 
hence E(G) 2 k. 
If: Now suppose that e(G) -r k and let S be a set of vertices where E(S) 2 k. 
Observation 1. sp E S. 
If sp $ S, then none of the vertices in V, could contribute to ED(S). Hence, the 
only vertices that could contribute to ED(S) are those in I$, where 1 sis4. It 
follows that E(S) is at most 2m + 6q + 1 <k. 
Observation 2. Xi$S, l~i~3q. 
Suppose to the contrary that Xi E S for some i. Then since sp E S from Observa- 
tion 1, it follows that none of the vertices in Vs could contribute to ED(S). Hence, 
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the only vertices that could contribute to ED(S) are those in V,, V, - {xi} and &. 
It follows that c(S) is at most 2m + 6q- 1 <k. 
Observation 3. yi$S, lsism+3q. 
Suppose to the contrary that _Yi E S for some i. Then since sp E S and Xie S for all 
i from Observations 1 and 2, respectively, it follows that the only vertices that could 
contribute to ED(S) are those in V,, V, - { ri> and V,. It follows that E(S) is at 
most 2m+9q-l<k. 
Observation 4. Zi$S, lsism+3q. 
Suppose to the contrary that Zi E: S for some i. Then since sp E S and Xi@ S for all 
i from Observations 1 and 2, respectively, it follows that the only vertices that could 
contribute to ED(S) are those in V,, V, and Vs - {zi}. It follows that E(S) is at most 
2m+9q-l<k. 
Now define a set C’ c C as C’= (ci / Ci E S}. It follows from the above observa- 
tions that C’ is an exact 3-cover for X. If not, then either some Xi E S is not covered 
by any set in C’, or some xi E X is covered by more than one set in C’. In either case 
the vertex Xi does not contribute to ED(S). Hence, given the above observations, 
the only vertices that could contribute to ED(S) are those in V, - {Xi}, V3 and V, . 
It follows that E(S) is at most 2m + 9q - 1 <k. Cl 
The reader will note that in the above construction the only edges in the resulting 
graph G join vertices in the sets 5 and l$+ 1, where 1 sis4. The graph G is there- 
fore bipartite. Hence we have the following corollary. 
Corollary 5. Efficient Set is NP-complete for bipartite graphs. 
We will now show how to modify the above reduction so that the resulting graph 
is planar, in addition to bipartite. First note that the graph resulting from the reduc- 
tion will consist of two nonplanar subgraphs. The first consists of the vertices in 
V, U V, and the edges in El. The second consists of the vertices in V, U V, and the 
edges in E2. These subgraphs can be made planar in which case the entire graph 
will be planar. This is done as follows. 
The first nonplanar subgraph is made planar by using a reduction from planar 
X3C, which is also NP-complete [4]. The second subgraph is made planar by con- 
structing a separate balancing component for each Xi, where 1 I ir3q. Specifical- 
ly, given an instance of planar X3C, the following graph is constructed. 
V, = {Ci ) 1 lism}, 
V,={Xi 1 llis3q}, 
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v,={y/( lsir3q, 15jlm+3q}, 
v,={sp,) lsi13q}, 
&=(2/I 15i53q, lsj5m+3q}, 
E,={(ci,xj) (xjeci}, 
E,={(Xi,ri’) 1 lli13q, lljrm+3q}, 
E3={(yij’Spi) 1 lli13q, Iljlm+3q}, 
E4={(Spi,Zii) 1 lli13q, Iljlm+3q}. 
It can be verified that the resulting graph is planar. In addition, if we let k= 
3q + 6qm + 18q2 then, as in the proof for Theorem 4, it can be verified that the set 
C contains an exact 3-cover for Xif and only if E(G) 2 k. Hence, we have the follow- 
ing corollary. 
Corollary 6. Efficient Set is NP-complete for planar bipartite graphs. 
4. Approximating E(G) 
In this section we consider the existence of absolute approximation algorithms for 
computing e(G). Using the terminology of [8], an instance of the Efficient Set max- 
imization problem consists of an undirected graph G = (V, E). For any such instance 
G = (V, E), a candidate solution for G is a set S c V. An optimal solution for G is 
a candidate solution for G such that c(S) is maximum. 
An algorithm A is an approximation algorithm for the Efficient Set problem if 
given any instance Z, it finds a candidate solution for I. If an approximation algo- 
rithm A returns a set S when given an instance Z, then we denote E(S) by A(Z). tn 
addition we denote E(G) by OPT(Z). Finally, an approximation algorithm A is said 
to be an absolute approximation algorithm if there exists a positive integer k such 
that for all instances Z, /A(Z) - OPT( 5 k. 
Using a standard proof technique in Carey and Johnson [8] and the fact that the 
efficiency of a graph is additive over disjoint unions, we can prove the following 
result. 
Theorem 7. Unless P = NP, there is no polynomial time absolute approximation 
algorithm for the Efficient Set problem. 
For a proof of the above theorem we refer the interested reader to a similar proof 
given for Theorem 6.7 in [8] for the maximum independent set problem for graphs. 
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