Abstract. We generalize the L p spectral cluster bounds of Sogge for the Laplace-Beltrami operator on compact Riemannian manifolds to systems of orthonormal functions. The optimality of these new bounds is also discussed. These spectral cluster bounds follow from Schatten-type bounds on oscillatory integral operators.
Introduction
In this paper we are interested in concentration properties of orthonormal systems of eigenfunctions or quasi-modes corresponding to large eigenvalues of the Laplace-Beltrami operator on a manifold. Let (M, g) be a smooth, compact Riemannian manifold without boundary of dimension N 2. We denote by ∆ g the Laplace-Beltrami operator on M, which is a self-adjoint, non-negative operator in L 2 (M), defined with respect to the Riemannian volume measure dv g on M. We emphasize that we use the geometric, rather than the analytic sign convention for the Laplacian. For any λ 0, we define the spectral projector
and the spectral cluster
(The upper bound (λ + 1) 2 can be replaced by (λ + C) 2 for any fixed constant C > 0, without changing the following results qualitatively.)
Let Q ⊂ E λ be a subspace and let (f j ) j∈J be an orthonormal basis in Q. Then
is independent of the choice of the basis and our goal is to obtain bounds on the L p/2 (M) norm of ρ Q for 2 p ∞ in terms of λ and |J| = dim Q. Note that for p = 2 we have ρ
quantifies concentration properties of functions in Q in some averaged sense; see, for instance, Remark 9 below.
The two extreme cases Q = E λ and dim Q = 1 have been studied in detail and are classical results in semi-classical analysis and spectral geometry. We recall the optimal remainder estimate in Weyl's law for the eigenvalues of ∆ g , due to Avakumović [2] and Levitan [14] and vastly generalized by Hörmander [11, Thm. 1.1] , which says that
The usual proof of these asymptotics (see, e.g., [11, Lem. 4.3] or [25, Sec. 4.2] ) proceeds by first showing that ρ
with some C > 0 independent of λ 1. By Hölder's inequality, this bound with p = ∞ implies a similar bound for any 2 p ∞. We also note the elementary fact that lim sup λ→∞ λ −N Tr 1(∆ g < λ 2 ) > 0 implies that lim sup
Therefore, for any 2 p ∞ the power of λ in the bound (3) cannot be decreased. Since all L p/2 norms of ρ E λ are of the same order, we interpret (3) and (4) as a non-concentration property of ρ E λ . Bounds in the other extreme case dim Q = 1 are a celebrated result of Sogge [23, Thm. [25, Thm. 5.1.1] ). Namely, for any f ∈ E λ we have
2.2] (see also
with some C > 0 independent of f and λ 1, where
For any M and for any p, the power s(p) is sharp in the sense that there exist f λ ∈ E λ with ||f λ || L p / ||f λ || L 2 ∼ λ s(p) as λ → +∞. The quotient ||f || L p / ||f || L 2 measures in some sense the "concentration" of the function f , hence Sogge's result may be seen as an optimal concentration estimate for functions in spectral clusters of the Laplacian. The fact that different L p/2 norms grow differently with λ for different p's means that there is a concentration phenomenon and the piecewise definition of s(p) reflects the fact that there are two competing concentration mechanisms, which will also become relevant for us later on.
Our main result in this paper is a bound which interpolates in an optimal way between the two extreme cases Q = E λ and dim Q = 1. We shall show that (see Theorem 2)
with some C independent of Q and λ 1, where We emphasize that (6) coincides with Sogge's bound (5) for dim Q = 1 and with the sharp Weyl-law bound (3) for Q = E λ (recalling also (4)).
At least for N = 2 and M = S 2 our bound is optimal in the following strong sense (see Theorem 4) . For any 2 p ∞ and any r λ with 1 ≪ r λ ≪ dim E λ there is a subspace Q λ ⊂ E λ with dim Q λ ∼ r λ and, for some c > 0,
The crucial point in our bound (6) is that the exponent α(p) > 1. In fact, applying the triangle inequality in the definition of ρ Q and estimating each function f j using Sogge's bound (5) we obtain
which, however, is not optimal. Therefore the crucial point which leads to the decrease from 1 to 1/α(p) and which has been ignored in the 'triangle inequality' derivation of (8) is the orthogonality of the functions f j . The observation that orthonormality improves the dependence on the number of functions as compared to a simple use of the triangle inequality was originally made in [16, 17, 15] in the context of the Sobolev inequality and was recently extended to the Strichartz inequality in [7, 8] . Here we will develop our method from [8] further to prove (6) . In particular, as was noticed by Sogge, L p -bounds on spectral clusters can be reduced to estimates on oscillatory integral operators. A first step in our proof of (6) is thus to prove bounds on oscillatory integral operators for systems of orthonormal functions. Since oscillatory integral operators appear in other contexts as is discussed below, our new results on such operators may have other applications as well, for instance, in relation to resolvent bounds (as was done for the resolvent of the Laplacian in R N in [8] ). We will discuss these bounds and their history in detail in the next section.
The proof of our optimality result (7) is rather involved and uses both WKB methods and facts about spherical harmonics. Essentially, we are dealing with WKB approximations of sums of squares of quasi-modes (after separation of variables, the functions are no longer eigenfunctions of the same one-dimensional operator) and the major difficulty is to control their oscillations. We hope that the techniques that we develop in the proof will be relevant to related problems in mathematical physics and many-body quantum mechanics.
Our work raises the following open questions, which we think might be worth further investigation. First, while on spheres M = S N −1 the distinction between eigenspaces and spectral clusters disappears, we would like to emphasize that the functions f j building up ρ Q may be sums of eigenfunctions corresponding to different eigenvalues (between λ 2 and (λ + 1)
2 ). Restricting to eigenspaces instead of spectral clusters might lead to improved bounds, depending on the manifold. For instance, for M = T 2 , (5) can be improved for eigenfunctions with p = 4, and also (2) can be improved. Another question concerns our optimality construction (7) . It would be interesting to prove optimality for general manifolds in the spirit of the original work of Sogge. This article is organized as follows. In Section 1, we prove bounds on oscillatory integral operators for orthonormal functions. In Section 2, we apply these results to prove the generalization (6) of Sogge's bounds to orthonormal functions, and discuss further optimality aspects of our bound. Finally, in Section 3, we prove the optimality on M = S 2 for a fixed number of functions.
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Schatten bounds on oscillatory integral operators
An operator T λ acting on functions f ∈ L 1 (R N ) by the following relation
is called an oscillatory integral operator. Here, the function a ∈ C
is the phase function, and λ > 0 is a parameter which typically becomes large. The problem of understanding the behavior of the norm ||T λ || L p →L q as λ → +∞ is a central result in harmonic analysis and we refer, for instance, to [29, Sec. IX] and [25, Ch. 2] for background information.
The following theorem generalizes existing bounds on oscillatory integral operators to systems of orthonormal functions.
This assumption implies that for any (x 0 , y 0 ) ∈ supp a there is a neighborhood V of y 0 in
is a hypersurface, and we assume in addition that for all (x 0 , y 0 ) ∈ supp(a), the surface S (x 0 ,y 0 ) has non-zero Gauss curvature at ∇ x ψ(x 0 , y 0 ).
Then, there exists C > 0 such that for any λ 1, for any orthonormal system
. [27, Thm. 10] when N 3. These authors were motivated by the restriction problem for the Fourier transform (see, e.g., [29, 25] ). In particular, the single-function version of Theorem 1 implies the Stein-Tomas restriction theorem [27, Thm. 3] , [30] , and our multi-function generalization of it leads to a multi-function generalization of the Stein-Tomas restriction theorem. We have proved this generalization in [8, Thm. 4 ] using a different, less general method. Remark 1. We briefly explain how to recover [8, Thm. 4 ] from Theorem 1. Let S ⊂ R N be a compact surface with non-zero Gauss curvature. Locally, we can write it as the graph of some function h. We thus apply Theorem 1 with ψ(x, y) = x · (y, h(y)), which satisfies the non-degeneracy and the curvature conditions, and with a(x, y) = β ′ (x)β(y), where β is some localization function. Changing variables x ′ = λx and taking the limit λ → +∞ leads to the Stein-Tomas restriction theorem from [8] .
Remark 2. Analytically, assumption (11) means the following: It follows from (10) that for any (x 0 , y 0 ) ∈ supp a there is a (unique up to sign) vector e ∈ S N −1 so that y → e·∇ x ψ(x 0 , y) has a critical point at y = y 0 , and then (11) says that det ∂ 2 ∂y i ∂y j e · ∇ x ψ(x 0 , y 0 )
Once Theorem 1 is known, it is not difficult to obtain a result applicable to the phase function ψ(x, y) ∼ |x − y|. It is actually this corollary which will be used in the next section about spectral clusters.
As a result, for any (x 0 , y 0 ) ∈ supp a there is a (unique up to sign) vector e ∈ S N −1 so that x → e · ∇ x ψ(x 0 , y) has a critical point at y = y 0 , and our further assumption is that For any (x 0 , y 0 ) ∈ supp(a), the previous assumptions implies that there exists a neigh-
Then, there exists C > 0 such that for any λ 1, for any orthonormal system (f j ) ⊂ L 2 (R N ) and any set of coefficients (ν j ) ⊂ C, we have
This corollary for a single function can be found, for instance, in [ [23, 5] . on the right side. If we would only use the single function versions of these theorems and the triangle inequality, we would only get the larger quantity |ν j | on the right side. This gain is due to the orthogonality of the functions f j . Our optimality results in this paper and in [8] 
and Corollary 3 is equivalent to the estimate
In fact, these are the formulations that we will prove.
Proof of Theorem 1. According to Remark 5 we may prove (12 
for all t ∈ R and λ 1, and for some C > 0 independent of t and λ. These two bounds imply that for any functions W 1 , W 2 ,
where in the second estimate we used that for any operator A acting on functions on
Here A(·, ·) denotes the integral kernel of an integral operator A. Using complex interpolation between these two bounds as in [8, Prop. 1], we deduce that
, we have proved (12) .
Proof of Corollary 3. According to Remark 5 we may prove (13) , and to do so, we follow the arguments of [25, Cor. 2.2.3] . Define the matrix
and let (x 0 , y 0 ) ∈ supp(a). Since the rank of M(x 0 , y 0 ) is N − 1, there exists 1 j 0 N such that the matrix M(x 0 , y 0 ) with the j th 0 column removed has maximal rank N − 1. By continuity, there is a neighborhood V of (x 0 , y 0 ) such that for all (x, y) ∈ V, M(x, y) also has maximal rank N − 1 when the j th 0 column is removed. By compactness of supp (a), we may cover supp (a) by a finite number of such neighborhoods (V k ). If (ϕ k ) is a partition of unity subordinated to (V k ), we define T (k) λ to be the oscillatory integral operator with phase ψ and amplitude aϕ k . Then, using T λ = k T (k) λ and hence
, it is enough to estimate a single W T (k)
λ . Up to exchanging coordinates, we may assume that j 0 = N and we write y ∈ R N as y = (y ′ , t) with y ′ ∈ R N −1 and t ∈ R. Up to reducing V if necessary, we may also assume that V is a product of neighborhoods V =
. In particular, it also has non-vanishing Gauss curvature at ∇ x ψ(x, y ′ , t), implying that for any fixed t ∈ V t 0 , the phase function ψ(·, ·, t) satisfies the assumptions of Theorem 1. The operator T λ,t defined as
thus satisfies the estimate of Theorem 1. We may write T λ as
implying that
We deduce from this representation and from Theorem 1 that
provided that the constant C > 0 appearing in Theorem 1 is uniform in the parameter t ∈ V t 0 , which is the case since it is uniform as soon as there is a positive lower bound on the Gauss curvatures of the surfaces involved.
Spectral cluster bounds
We apply the oscillatory integral operator bounds of the previous section to the study of spectral clusters, as explained in the introduction. Our main result is the following. 
2 ) the spectral projection of ∆ g onto the spectral cluster
Then, there exists C > 0 such that for any orthonormal system (f j ) j∈J ⊂ E λ and for any (ν j ) j∈J ⊂ C, we have
where
As explained in [8] , bounds for systems of orthonormal functions like (14) can be formulated in a more compact way using operators. Given an orthonormal system (f j ) j∈J ⊂ E λ and coefficients (ν j ) j∈J ⊂ C as in the statement of Theorem 2, one can build the operator
where we used Dirac's notation |u v| for the operator (|u v|)g := v, g u, for all u, v, g ∈ L 2 (M). Then, the quantity on the left side of (14) is the density associated to the operator γ:
where γ(·, ·) denotes the integral kernel of γ. Hence, Theorem 2 can be reformulated as the following result.
Theorem 3.
Under the same assumptions as in Theorem 2, there exists C > 0 such that for any operator γ on
where the exponents s(p) and α(p) are the same as in Theorem 2, and the Schatten class S α(p) was defined in Remark 5.
Remark 6. Again using [8, Prop. 1], the statement of Theorem 2 is equivalent to the estimate
for some C > 0 independent of W and λ 1.
The next remark explains the connection between Theorem 2 and the results in our earlier paper [8] 
where the operator T S N−1 is the Fourier multiplier by a delta function on S N −1 ,
and dσ denotes the surface measure on S N −1 . If we denote by T (r) the operator defined in an analogue fashion as T S N−1 replacing the sphere of radius 1 by the sphere of radius r > 0, a scaling argument implies that
In the case of R N , the operator Π λ is just the Fourier multiplier by the characteristic function of the annulus {ξ ∈ R N , λ 2 |ξ| 2 (λ + 1) 2 } and hence, using
and the triangle inequality, we find that
One can then obtain the same inequality in the remaining range 2 p
inequality (that we just obtained) with the trivial p = 2 inequality (that just uses the fact that Π λ is a bounded operator on L 2 (R N ) with operator norm 1). Hence we have obtained the analogue of (16) Remark 8. From a wider perspective Theorem 2 (in particular, in the equivalent form (16)) belongs to a class of trace ideal inequalities for operators of the form β( ∆ g )W , where W is a multiplication operator on M and β is a function on [0, ∞). Such bounds have a long history on R N (see [20, Chp. 4] ) and the basic form of this inequality goes back to Kato, Seiler and Simon [20, Thm. 4.1] . This inequality has a simple generalization to manifolds which we record in the appendix (Theorem 24) since we have not found it in the literature. While this inequality gives the optimal trace ideal for a large class of functions β, the point of Theorem 2 is that for β(τ ) = 1(λ τ λ + 1) this general inequality can be improved by taking the oscillatory character of the eigenfunctions into account. This is done through the results from Section 1.
as a measure of the concentration of the function ρ γ . This can be made more quantitative using the bound
Thus, (15) shows that ρ γ concentrates on a set of measure at least λ
The bound (17) follows for instance from the pqr-lemma [9, Lem. 2.1] and we briefly sketch its proof. We have for any 0 < τ 1 
, so that the right side becomes ρ γ L 1 /2, whereas the left side does not exceed τ 2 |{ρ γ > τ 1 }|. This yields (17) .
We now discuss the optimality of (14) and (15) . Since it involves two exponents s(p) and α(p), optimality can be understood in several ways. We discuss here two basic notions of optimality and defer the discussion of a stronger notion to the next subsection.
Remark 10 (Optimality of s(p)). We claim that, whatever the value of α(p) is, the bound (14) cannot hold with a smaller power of λ than 2s(p). This follows from the optimality of Sogge's bound (5) by choosing only a single function (i.e., |J| = 1), in which case the right side becomes independent of α(p).
The optimality of the exponent α(p) is more delicate to discuss: indeed, since the space E λ is finite-dimensional, all the Schatten norms are equivalent on E λ . However, estimating the Schatten norm in S α by the norm in S β with β > α gives an additional factor (dim E λ ) 1/α−1/β , which grows with λ. Hence, one could artificially increase the exponent α(p) up to also increasing s(p), but then the inequality would become non-optimal when |J| = 1. As a consequence, the optimality of α(p) only makes sense when the power of λ in (14) is fixed, and we take it to be the sharp one 2s(p).
Remark 11 (Optimality of α(p)). We claim that, if s(p) is given by the value in the theorem, then the bound (14) cannot hold with a larger value of α(p) than that given in the theorem. This follows by taking (f j ) to be an orthonormal basis of E λ and all ν j = 1. Indeed, with this choice the left side of (14) is bounded from below by
whereas the right side is given by Cλ
. Therefore it follows from (4) and the fact that
that α(p) cannot be increased above the value given in the theorem (provided we insist on the value s(p) from (5)).
Remark 12. Just like Sogge's theorem, our Theorem 2 remains valid when ∆ g is replaced by a classical pseudo-differential operator of order 1 for which the cosphere {x ∈ T * x M : p(x, ξ) = 1} are strictly convex, where p(x, ξ) denotes the principal symbol of the operator. This follows essentially by the same proof, except that we invoke the parametrix from [25, Lemma 5.1.3].
Proof of Theorem 2. We prove the inequality (16) for p = 2,
, ∞ and then the general result follows by interpolation.
The case p = 2 is trivial because α(p) ′ = ∞ and s(p) = 0, so it amounts to the bound ||Π λ || L 2 →L 2 C, which is true with C = 1 since Π λ is a projection.
For the case p = ∞, we use the fact that by the pointwise Weyl law (3) with p = ∞, there exists C > 0 such that for all x ∈ M one has
By orthogonality, one has
and thus
2 . This implies the trace class bound
the desired estimate for p = ∞.
We now come to the case p =
, which is the core of the proof. The general strategy is the same as in the proof of [25, Thm. 5.1.1], which relies on a parametrix for the propagator e it √ ∆g . We could appeal directly to [25, Lemma 5.1.3] (which goes back to Hörmander [11] and is summarized, for instance, in [3, Thm. 4] ), where such a parametrix is obtained even in the general case where ∆ g is replaced by any classical pseudo-differential operator of order 1. However, we prefer to follow the strategy of the paper [24] based on the classical Hadamard parametrix construction, which is more elementary in the specific case of the Laplace-Beltrami operator.
Let ε > 0 be a parameter that we will later choose small, but independent of λ. We claim that there is a Schwartz function χ on R satisfying |χ| We obtain the operator inequality
with C = (inf [0,1] |χ| 2 ) −1 . Therefore, the claimed bound will follow if we can prove that for a suitable ε > 0
The operator χ( ∆ g − λ) can be described locally on M using the following lemma, coming from [25, Lem. 5. 
where the integral kernel of the operator R λ satisfies
for some C > 0 independent of λ, and the operator K λ can be described locally in the following fashion. For any x 0 ∈ M, there exist systems of coordinates W ⊂ V ⊂ R N around x 0 , and a function a : V × W × R + → C with the bounds
which is furthermore supported on
The proof of Lemma 13 in [25] is valid not only for the Laplace-Beltrami operator but also for elliptic pseudo-differential operators. However, as pointed out in [24, 26] , it can be proved in a more elementary fashion (that is, not relying on pseudo-differential calculus) using the Hadamard parametrix. We recall briefly this construction in Appendix A for the sake of completeness.
The remainder term R λ is more regular than what we want to prove. In fact, (20) leads to the bound
On the other hand, after multiplying by a localizing partition of unity, we can consider (χ( ∆ g − λ) − R λ )(x, y) as a function on R N × R N of the form (22) . The key observation now is that the phase function (x, y) → d g (x, y) satisfies the assumptions of Corollary 3 as explained, for instance, in [5, p. 831-832] : the image of y → (∇ x d g )(x, y) is the geodesic sphere centered at x, which has non-zero curvature by Gauss' lemma. Therefore, Corollary 3 in the form (13) implies that
Here we implicitly sum over a finite partition of unity and estimate the Jacobian coming from the change of variables. This yields the claimed bound (19).
3. Optimality 3.1. Statement of the optimality result. The goal of this section is to prove the optimality of the inequality
if 2 p 6,
for all 0 γ Π λ , where Π λ is from (1) with ∆ g denoting the Laplace-Beltrami operator on S 2 with respect to its standard metric. More precisely, we already mentioned that the power of λ on the right side of (23) is optimal in two cases (and this is true on any M, not only for M = S 2 ): (i) when rank γ ∼ 1, which was the case studied by Sogge and (ii) when rank γ ∼ rank Π λ by Weyl's law. Hence, it is natural to look at the intermediate case where 1 ≪ rank γ ≪ rank Π Λ . We prove that for any sequence (r λ ) with lim λ→+∞ r λ = +∞, lim
there exists a sequence of projections (γ λ ) such that rank γ λ ∼ r λ as λ → +∞ and
for λ large enough. Since rank Π λ ∼ 2λ in the case of S 2 , the assumptions on r λ are satisfied, for instance, for r λ = λ ζ with ζ ∈ (0, 1). Let us now explain how to build the projection γ λ , by recalling what happens in the rank one case which was studied by Sogge. On S 2 , we denote the L 2 -normalized spherical harmonics by (Y m ℓ ), with ℓ ∈ N and −ℓ m ℓ. They satisfy the equation
The spherical harmonics Y ±ℓ ℓ saturate the Sogge bound (5) in the range 2 p 6, in the sense that |Y
for ℓ large enough. This can be seen by explicit computation, using the fact that
where c ℓ is a normalization constant. On the other hand, the spherical harmonics Y 0 ℓ saturate Sogge's bound (5) in the range 6 p +∞:
These two facts in hand, it is not a surprise that the saturation of (23) 
In particular, the bound (23) is saturated by γ is motivated by the fact that this operator saturates the inequality for p close to 2, while γ (∞) ℓ saturates the inequality for p close to ∞.
We prove the following pointwise bounds on ρ γ (#) ℓ . We parametrize points in S 2 as usual by (θ, ϕ) ∈ (0, π) × (0, 2π), which stands for the point (sin θ cos ϕ, sin θ sin ϕ, cos θ) ∈ R 3 .
Proposition 15. Let (r ℓ ) and (γ 
(2) There are c > 0, η 1 > 0, and L 1 such that for all ℓ L, for all η 1 r ℓ /ℓ θ π/2, and for all ϕ ∈ [0, 2π] we have
In fact, our proof will show that, with possibly different constants, the reverse inequalities in the proposition hold as well in the same parameter regime. In Subsection 3.4 we provide a heuristic semi-classical interpretation of this proposition.
In the case # = 2, this proposition implies a concentration of ρ γ (2) ℓ on a neighborhood of the equator of area (r ℓ /ℓ) 1/2 , with an amplitude (ℓr ℓ ) 1/2 . This is coherent with the case r ℓ ∼ 1, knowing that |Y ℓ ℓ | 2 concentrates on a neighborhood of size ℓ −1/2 of the equator, with an amplitude ℓ 1/2 . In the case # = ∞, the proposition implies a concentration of ρ γ (∞) ℓ on a neighborhood of the north pole of area (r ℓ /ℓ) 2 (recall that the area measure on the sphere is sin θ dθ dϕ), with an amplitude ℓ. This is coherent with the case r ℓ ∼ 1, knowing that |Y 
2.1]).
In passing we we mention that the above region of concentration contains the L 1 -norm of order r ℓ = Tr γ (#) ℓ for case # = 2, whereas the L 1 norm coming from the region of concentration is only o(r ℓ ) for # = ∞.
Proof of Theorem 4 assuming Proposition 15. By the first estimate of Proposition 15 we have for all ℓ L,
which has the desired behaviour in ℓ (we used the fact that cos θ 1/2 for all θ ∈ [0, η 2 (r ℓ /ℓ) 1/2 ), for ℓ large enough). Similarly, by the second estimate of Proposition 15 we have for all ℓ L,
, which has the right behaviour in ℓ (we used the fact that sin θ θ for all θ).
The rest of this section will be devoted to the proof of Proposition 15. It follows from WKB bounds on the spherical harmonics Y m ℓ , in the two regimes m ∼ r ℓ or ℓ−m ∼ r ℓ . Asymptotics of single spherical harmonics in these regimes are already known (see for instance [19] ), but for the sake of completeness we present in the appendix a proof of the estimates that we need. Once the behaviour of a single Y m ℓ is understood, one has to sum the |Y
. This is a serious difficulty which we have not seen discussed in the literature. The problem are the oscillations in Y m ℓ and our key to controlling them is Lemma 20, where the numbers η 1 and η 2 will be determined. 
and therefore our task is to find lower bounds on the functions g are associated Legendre polynomials and we recall some facts about these functions in the appendix.) It is somewhat more convenient for us to work instead with the functions
As we will explain in the appendix, the functions v m ℓ satisfy the equations
with the normalizations
Here we have set
We will approximate v m ℓ by the WKB method on the following interval I (#) ℓ , depending on the case # = 2 or ∞,
Here η 1 and η 2 are two parameters to be determined later on. Before introducing the WKB approximations, we collect some bounds on the size of Q ℓ,m on the interval I (#)
ℓ . The proof is postponed to the appendix.
Lemma 16. Let η 1 > 2 and η 2 < √ 2.
(1) There are c 1 , c 2 > 0 and L 1 such that for all ℓ L, all ℓ − 2r ℓ m ℓ − r ℓ , and all θ ∈ I (2)
(2) There are c 1 , c 2 > 0 and L 1 such that for all ℓ L, all r ℓ m 2r ℓ , and all
This lemma implies, in particular, that Q ℓ,m < 0 on I
for all sufficiently large ℓ. We now define the WKB approximations
The following proposition states that (a constant multiple of) the y ℓ,m is a good approximation to v m ℓ . The proof is more or less standard, but we present it for the sake of completeness in the appendix. 
Note that y ℓ,m is (at least on average) comparable with |Q ℓ,m |, and therefore the remainder in (34) is by a factor of r −1 ℓ smaller than the main term. The next lemma discusses the behavior of the normalization constants as ℓ → ∞. While one can probably give a self-contained proof of this result, we will use explicit formulas of spherical harmonics and Legendre functions. We defer the proof to the appendix.
Lemma 18. Let η 1 > 2 and η 2 < √ 2. There are C > 0 and L 1 such that for all ℓ L and for all ℓ − 2r ℓ < m ℓ − r ℓ or r ℓ m < 2r ℓ we have
We now come to the the crucial ingredient in our proof of Proposition 15, namely a lower bound on the WKB approximations. Its proof will be given in the next subsection.
Proposition 19 (Control of the oscillations). There are
where the sum is over all ℓ − 2r ℓ < m ℓ − r ℓ or r ℓ m < 2r ℓ .
With these ingredients at our disposal we will now complete the Proof of Proposition 15 assuming Proposition 19. According to (28) and (29) we have for all
where the sum is taken over ℓ − 2r ℓ < m ℓ − r ℓ if # = 2 and r ℓ m < 2r ℓ if # = ∞. In order to bound the right side from below, we first observe that if a, b ∈ C satisfy |a − b| εc and |b| c, then
In fact,
We apply (37) with a = v 
Summing over the same range of m as in (36) and applying Proposition 19 we obtain
Finally, the bounds from Lemmas 16 and 18 yield for all sufficiently large ℓ,
In view of (36) this is the claimed bound for # = ∞. For # = 2 we use, in addition, cos θ 1 to get the claimed bound. ′ ℓq
.
According to Lemma 20 we finally conclude
On the other hand, again by Lemmas 18 and 16,
which proves the result for large enough ℓ.
Thus, it remains to prove Lemma 20. Our main tool is the following Kuzmin-Landau inequality [10, Thm 2.1] (see also [18] ).
We recall the proof of this inequality for the sake of completeness.
and summation by parts (Abel transform) imply that
As a consequence, we may estimate
Since cot in decreasing in (0, π) and h k is non-increasing, we have
Finally, we notice that
and bound tan(h 1 /4) tan((2π − ε)/4) = cot(ε/4) and cot(h K /4) cot(ε/4).
Finally, we are in position to give the Proof of Lemma 20. Since S ℓ,m is an odd function, we only need to prove the inequality on I (#) ℓ ∩ [0, ∞). We want to deduce it from the Kuzmin-Landau inequality with Φ m = 2S ℓ,m + πm and therefore we want to prove that
is non-increasing and separated away from 0 and 2π.
In order to prove monotonicity we use concavity of the square root and compute on I 
This implies
This is the required separation condition if we choose η 2 < π/(2C ′ ). (We emphasize that this argument is not circular. The constant C ′ seems to depend on η 2 through the use of Lemma 16, but, in fact, we can make this constant independent of η 2 by applying the lemma with some fixed η 2 < √ 2. Therefore the constant is not affected if afterwards we decrease η 2 .)
For # = ∞ we get similarly
This implies
1 + π and the required separation follows if we choose η 1 > 2C ′ /π. (Similarly as before, enlarging η 1 is compatible with Lemma 16.) The lemma now follows from Lemma 21.
3.4.
Heuristics. Finally, we would like to provide some heuristic explanation of the pointwise bounds in Proposition 15. The arguments in this subsection are rather informal and it is not clear to us how to make them rigorous, which is why we have chosen an alternative approach. Nevertheless we think they provide an intuitive picture which might be useful in related situations. Multiplying the equation (48) for g m ℓ by sin 2 θ, we obtain
which we may rewrite as
The operator
has the semi-classical form
The operator H is self-adjoint on L 2 ((0, π), w(θ) dθ), and semi-classically one expects to have the pointwise asymptotics for all θ ∈ (0, π)
(To check that this is, indeed, the right scaling for semi-classics, one can verify it when w, a, and V are constant functions). The functions g m ℓ are not exactly the eigenfunctions of the operator H, due to the additional (non self-adjoint) term h 2 sin 2θ d/dθ in the equation (38) for g m ℓ . However, since hd/dθ is semi-classically of order one, the term h 2 sin 2θd/dθ should formally be of lower order and not contribute to the asymptotics. As a consequence, we should have
In the regime # = ∞, we have a = r ℓ , b = 2r ℓ , θ ∼ r ℓ /ℓ, and in the regime # = 2 we have
, which give the same asymptotics as in Proposition 15. This concludes our heuristic derivation of Proposition 15.
Appendix A. The wave propagator in local coordinates
In this appendix we sketch the proof of Lemma 13, following the arguments of [24, 26] . We first write
and we will make use of the Fourier transform representation
The operator χ(− ∆ g − λ) can be included in the remainder R λ since
for some C independent of λ. 
and with a (main part) K t described in detail below. We choose ε τ and note that the integral kernel of
uniformly in λ and can therefore be included in R λ . We now describe the integral kernel of the operator K t in local coordinates, as explained in 
Here d g (x, y) denotes the geodesic distance between x and y and the distributions E ν are defined for instance in [13 
for k, ℓ ∈ N. Here, the distribution is understood in the sense of [25, Thm. 0.5.1] Next, let δ and ε be constants with 0 < δ < ε τ . We claim that, if we restrict ourselves to t with t ∈ [δ, ε], then we may assume that the functions α ν in (40) are supported in
In fact, the phase function ξ → rξ 1 ± t|ξ| is non-degenerate if t ∈ [δ, ε] and r ∈ (δ/2, 2ε). Therefore, we have the kernel bound
, which again can be absorbed in R λ . Therefore, by multiplying α with a smooth cut-off function, we may achieve the claimed support condition on α.
We now consider a Schwartz function χ on R with Fourier transform which has a support in [δ, ε] . Integrating (41) on t, the contribution of K t to the integral kernel of the operator A λ may thus be written as a finite linear combination of functions of the form
, and k, ℓ ∈ N. Using the fast decay of χ (ℓ) , we see that the contribution of the last integral for |ξ| / ∈ [(1/C)λ, Cλ] is fast decaying in λ (in the space L ∞ x,y for instance), and it is thus enough to consider integral kernels of the form
, for some C > 0, and the phase function
For (x, y) fixed, the function (t, ξ) → Ψ(x, y, t, ξ) has a unique critical point (t, ξ) = (d g (x, y), −e 1 ) which is non-degenerate (uniformly in (x, y) in the considered region). By [25, Cor. 1.1.8], we may thus write
with a k,ℓ having the desired behaviour (21) , and noticing that Ψ(x, y, d g (x, y), −e 1 ) = −d g (x, y) concludes the sketch of proof of Lemma 13.
Appendix B. WKB approximation
where P m ℓ are the associated Legendre polynomials. We will use the following few facts about these functions:
For (46) (28) we see that the function g m ℓ satisfies the equation
and ( by (29) and we easily deduce the equation (30) and the normalization (31). We also note that Proof of Lemma 16. We first consider the case # = 2. Define k := ℓ − m, and write
Therefore,
Let ε > 0. Then for ℓ large enough and for all θ ∈ I (2)
2 )ℓr ℓ . Since η 2 < √ 2, we can choose ε > 0 small enough so that c 2 := 2(1 − ε) − (1 + ε)η 2 2 > 0. This is the claimed upper bound.
For the lower bound, we have similarly
Let ε > 0 and note that for ℓ large enough and θ ∈ I Since η 1 > 2 we can choose ε > 0 small enough so that c 2 := 1 − (1 + ε)
> 0. This is the claimed upper bound.
For the lower bound, we use which is the claimed lower bound (for any fixed choice of ε).
B.3.
Reminder on the WKB approximation. In order to prove Proposition 17 we will use the following version of the WKB approximation, which can be found, for instance, in Furthermore, defining y 2 (x) = y 1 (−x) and y 2 (x) = y 1 (−x) for all x ∈ I, the function y 2 solves −y This, together with the upper and lower bounds on Q ℓ,m (0) from Lemma 16, implies that |c ℓ,m | 2 is bounded from above and from below by a positive constant times ℓ in both cases # = 2 and # = ∞.
The proof in the case ℓ + m odd is similar, using (47) instead of (46), and is omitted.
