Recommender systems (RS) are an integral part of many online services aiming to provide an enhanced user-oriented experience. Machine learning (ML) models are nowadays broadly adopted in modern state-of-the-art approaches to recommendation, which are typically trained to maximize a user-centred utility (e.g., user satisfaction) or a business-oriented one (e.g., profitability or sales increase). They work under the main assumption that users' historical feedback can serve as proper ground-truth for model training and evaluation. However, driven by the success in the ML community, recent advances show that state-of-the-art recommendation approaches such as matrix factorization (MF) models or the ones based on deep neural networks can be vulnerable to adversarial perturbations applied on the input data. These adversarial samples can impede the ability for training high-quality MF models and can put the driven success of these approaches at high risk. As a result, there is a new paradigm of secure training for RS that takes into account the presence of adversarial samples into the recommendation process.
INTRODUCTION AND CONTEXT
In the frenetic times of the 21st century, where users are facing a new form of information explosion that is exhausting the Webspace, recommender systems have emerged as a principal defence strategy against consumer over-choice. Recommender systems have drastically facilitated the user experience (with lots of services) by embracing user-centred design best practices as they provide an interactive experience and personalize the informational flows for each user independently but also taking into consideration the collaborative behaviour of other users.
Different recommendation models use as input explicit or implicit user feedback and/or item features. Based on the available information, three classes of recommendation models can be defined: collaborative filtering (CF), content-based filtering (CBF) models and hybrid ones [27] . CF builds on the fundamental assumption that personal tastes correlate and users who expressed similar taste in the past tend to agree in future as well [13] . In order to compute predictions, CF approaches to measure the appeal of each unknown item for a given user by analyzing the correlations among the behavioural data of users, which can be implicit (their previous clicks, check-ins) or explicit (their rating scores). On the other hand, CBF [19] relies only on the interactions of single users together with item content features/attributes to create a model of users (aka user profiles) that represents the nature of their interests. Among the main paradigm of recommendation, collaborative filtering (CF) models have been the practical choice of industrial engines and the subject for highest academic research, due to their superb recommendation quality compared with content-based filtering (CBF) models, when sufficient amount of interaction data are available.
We find it insightful to provide a historical development of CF models, which can be divided into several overlapping research lines described below and illustrated in Figure 1 . Classical non-neural CF era: the beginning of this era dates back to the 1990s and it is still ongoing. The research in this era is characterized as the one in which research on RS is mainly focused on improving the utility (usefulness) of recommendations commonly measured in terms of either accuracy of estimating ratings (e.g., evaluated in terms of RMSE, MAE) or accuracy of estimating rankings (a.k.a. top-N recommendation accuracy). Almost three decades on CF research, have resulted on a rich set of CF models (and evaluation metrics), which can be roughly placed into one of the categories of memory-based such a nearest neighborhood approaches, and linear model-based based on matrix factorization (MF) latent factor models [11] .
Development history of CF models
In the course of time, other measures such as diversity and novelty of recommendations became important. Therefore in early the 2000s, part of research in the RS community was focused on improving the beyond-accuracy measures including (but not limited to) novelty, diversity and coverage. Furthermore, several research works were focused on stability and robustness of CF models in the presence of attacks such as fake ratings. These type of shilling attacks were hand-engineered and were usually designed to alter true user rating distribution for a malicious purpose or profit-driven motivations such as market penetration [10, 16] .
CF + side information era: "Recommendation is not a one-sizefits-all problem" [11] . In the early 2000s, the quest for designing domain-dependant recommendation models was on the rise. Part of this owed to the fact that the start of 21st century was coinciding with the period in which mobile/smartphones, PDAs and tablets were ubiquitously available and they were, in fact, responsible for the generation of torrents of digital data, such as images, text, audio, videos. All these sources of information motivated a new generation of hybrid CF models, which could use the information beyond the user interaction, known as CF models using side information.
A large body of works has been published on such hybrid CF models. They can be classified based on if these model resort to side information related to users and items, such as social networks [3] , user-contributed information (tags, metadata reviews) [24] , multimedia content such image and audio signal [9] and the information related to the interaction between users and item, e.g., time [1] . 1 Regardless of the approach and domain, the main concentration of the research in this period was on improving recommendation accuracy and beyond-accuracy measures. 1 We can see context-aware recommendation models, a child of this era.
Deep neural CF era:
In the most recent years, recommendation models based on deep learning (DL) or "neural" technology have become predominately important. Deep neural networks (DNN) received a hype after the convolutional neural network (CNN) architecture named AlexNet proposed by Krizhevskyet et. al. reached a ground-breaking accuracy for image classification in 2012 [22] . A large part of this success owes in the availability of large labelled datasets and computational resources nowadays, which allows the system to learn a massive amount of model parameters and ultimate high-quality features [23] .
Although DNNs have been used to solve a variety of tasks in RS domain, such as feature extraction (e.g., via using CNNs), sequence and temporal modelling (e.g., via using RNNs), here we keep our attention on the CF preference predicting model. In this line, a growing number of research works have used DNNs to parameterize MF with neural architectures, which in turn enables them to model the interaction between users' and items' latent factors in a non-linear fashion thus giving them the capability to model/solve more complex inference problems [18, 34] . Again, the success in RS evaluation here has been evaluated based on a dominant paradigm based on accuracy and/or beyond-accuracy aspects depending on the application in question.
Secure trustful CF era: In [15] , the authors demonstrate that by adding small adversarial perturbations to an image of pandas, they can fool a well-trained classifier to misclassify the image as a gibbon with high confidence and the impact of perturbations added is barely observable with naked eyes. As DNN became powerful to solve many inference problems in various domains including ML and RS, security of the models became more critical.
The main objective of AML-RecSys is to study effective ML architectures and training procedures in the design space of RS with the introduction of an adversarial component. If we look at attack scenarios, what makes AML-RecSys different from shilling attacks identified in the classical non-neural CF model era is that shilling attacks are hand-engineered fake user profiles whereas AML-RecSys deals with an automated process to generate perturbed profiles or content. AML-RecSys is a reminder of the metaphoric proverbial: "Security is sometimes thought of like a chess game between two players. For a player to win, it is not only necessary to have an effective strategy, but one must also anticipate the opponent's response to that strategy" [20] .
Although the research in AML-RecSys is characterized by aiming to improve the robustness and stability of recommendation models, we will show that it can be used to improve the general performance of recommendation toward improved accuracy and various other objectives among others including improved beyondaccuracy recommendation capability, improved dynamic negative sampling in pairwise learning or complementary fashion outfit recommendation (e.g., recommending pair of jeans that match a given shirt).
OUTLINE OF THE TUTORIAL
In this section we present the proposed tutorial schedule.
Introduction to Recommender Systems (20 mins) We start the tutorial with a general introduction to recommender systems. RSs support user's decision making process by pointing them to a small set of items (top-N list [2] ) out of a large catalogue [36] . We present typical models of RS as collaborative filtering (CF), content-based filtering (CBF) and hybrid thereof [27] .
Deep Learning in RS: (20 mins) We give a brief introduction on how the DL field has been exploited to solve recommendation tasks. For instance, collaborative deep learning (CDL) [31] , is a deep CF model that completes the user-item feedback matrix by learning a deep representation of users-items relations jointly with the extraction of deep latent features from items' side information; network-based collaborative filtering (NCF) [18] learns user-item interactions representation directly through a multi-layer perceptron, and collaborative denoising auto-encoders (CDAE) [34] is a state-of-the-art auto-encoder-based approach that reconstructs the user-feedback sparse profile in the output layer by integrating also users, and items, side information. Other intriguing and state-of-the-art applications of DL in recommendation domain are convolutional neural networks (CNNs) for automatic feature extraction (e.g., audio and visual features [7, 8] ), and recurrent neural networks (RNNs) for sequence modeling of user preferences [26] .
Adversarial Machine Learning in RS: (115 mins) AML is a field of machine learning which has been introduced to demonstrate the possibility of failure for current deep models under adversarialperturbed examples [29] . We present an in-depth analysis of how AML techniques have been applied to solve a variety of recommendation task, covering the following topics:
(1) Notions of AML. We present here basic definitions of AML of adversarial examples, adversarial perturbations, adversaries, adversarial training and the description of GAN [14] .
(2) Foundations of AML-RecSys. We present here a categorization of the two AML application in recommendation scenarios: the adversarial regularization and the GAN-based recommendation. In particular, we examine and present two pioneer works for each of AML-RecSys. Adversarial Personalized Learning (APL) [17] verifies the effectiveness of adversarial perturbations against recommender models (i.e., matrix factorization) and applies adversarial regularization techniques to make the system more robust to adversarial noise. This work is at the core of different novel works on recommender models [30, 35] Information Retrieval-GAN (IRGAN) [32] is the first attempt to unifies generative and discriminative information retrieval models under a unique framework. They use the proposed GAN-based framework into item recommendation task with surprising results by outperforming baseline recommender models (r.g., BPR and LambdaFM) on both precision and rankingbased performances. The proposed approach has inspired a lot of GAN-based recommender models [4, 6] (3) Categorization based on the goals. We identify two main adversarial goals in recommendation scenario: (a) improve robustness of recommender model and (b) improve the utility of recommender system. The first goal focuses on applications of AML to attack RS to deteriorate the recommendation performance and protect the system. This goal can be modelled as a minimax game played between an adversary, who crafts adversarial examples in order to alter RS performance, and the recommender engine, that is trained with different techniques to became robust to such noise. The second goal is based on the application of AML to improve the utility of recommendation performances. For instance, the minimax-game is applied to improve the performance of RecSys by generating more informative negative samples, instead of randomly chosen ones, in order to learn better users and items latent vectors in learning-to-rank tasks [12, 33] , as well as to fit the generator of a GAN-based architecture in predicting missing scores (e.g., ratings, implicit feedback) by leveraging either user-item side content [6, 32] or contextual information [4, 37] . There are also GAN-based solutions to augment training dataset [5] in order to generate data that follows the real data distribution.
(4) Application Domains. AML-RecSys has been applied in different domains. We have classified them into four main groups: Media & Entertainment, E-Products, Social-Computing, and Informationbased domains. It is interesting to observe the use of the transferability and generative properties of GAN-based solutions in the case we want to recommend complementary items [21, 28] , and cross-domain recommendation [12, 25] .
(5) Technical Analysis. We present technical and architectural solutions in recommender systems looking at the application of adversarial learning. Particularly, we structure the discussion by considering a classification in GAN-based and Adversarial-learningbased solutions.
Conclusions, Grand Challenges and Discussion (25 mins) We round off the tutorial by giving a brief summary, communicating the main take away messages, and providing some practical guidelines for researchers new to the area of AML-RecSys. Via the identification and discussion of the grand challenges, we further guide researchers new to the topic, and hopefully, help them shape their ideas for future research directions on this interesting field. Such challenges include, among others: (i) the development of approaches to identify possible security issues of deep learningbased recommendation models, in particular in the light of recent advances in adversarial machine learning, (ii) propose novel defence approaches to improve the robustness of the recommendation system and (iii) promote the research towards novel recommendation models that can exploit the advances of AML verified in the computer vision domain.
SUPPORT MATERIALS.
The tutorial is supported by a GitHub page with an overview of the program, tutorial slides, all the references and presenters details 2 .
