Abstract
Introduction
3D reconstruction from images has been extensively studied in the past and several methods and techniques exist providing results with good accuracy (e.g. [13] ). In the case of catadioptric images (which are omnidirectional), 3D reconstruction is more complex. 3D reconstruction based on central catadioptric systems has already been done. In this paper we study the problem of reconstruction in the case of non-central catadioptric systems.
In the case of central catadioptric systems the epipolar geometry has already been derived and studied. Geyer and Daniilidis [4] have studied these issues as well as Svoboda and Pajdla [11] . Most of the results obtained for 3D reconstruction with pinhole cameras can be used. Several algorithms and geometrical work have been proposed and implemented [1] [2] [3] .
For non-central catadioptric vision systems some related work can be found in [5, 7, 8] .
In this paper we propose the 3D reconstruction of scene points as well as the estimation of rigid motion. This problem has been addressed, for example, by using bundle adjustment. However, this paper makes no central projection assumption and thus there is no closed loop or implicit projection function that could be used in the bundle model. There is also no model of the first and second derivatives of the projection function and consequently the bundle adjustment method can't be used.
Therefore, our aim is to study the 3D reconstruction and the pose estimation or motion estimation for a catadioptric vision system, making no central projection assumption. We prove that this framework can be extended to any catadioptric system and the basic idea can actually be used with any vision system. To demonstrate the generality of the method we also address the case of a general pinhole camera.
General Framework
The basic idea presented in this paper is the following. Let us consider an arbitrary black box camera such that one is able to calculate the incident direction of the light rays that are projected into a given image point (see figure 1) . The incident direction is represented by the Plücker matrix Ä. There is no assumption of central projection.
If the camera moves to another position (with rigid transformation Ì ) and tracking an image point along both frames, it is possible to calculate the incident ray in both positions: ½ and ¾ . Each of the Plücker matrices of the lines ½ and ¾ , Ä ½ and Ä ¾ , are in the proper reference frame, before and after the motion. Since both are related by the rigid transformation Ì , the Plücker line matrix Ä ¾ is given by Ì Ì Ä ¾ Ì in the initial one. The 3D point reconstructed is the intersection of both lines Ä ½ and Ì Ì Ä ¾ Ì . However, the transformation Ì is not known.
Given the lines of the incident directions Ä ½ and Ì Ì Ä ¾ Ì in the initial reference frame, one is able to intersect them and recover È . The problem then becomes how to estimate a transformation Ì such that both lines intersect in È .
Some geometrical relations have been derived to support our framework. For background textbooks in projective geometry see [6, 9] ). 
Pose Estimation and 3D Reconstruction
After recovering the incident direction from a single point in the image in both reference frames, the problem becomes the recovery of the transformation Ì between both coordinate systems.
Any nonlinear minimization algorithm can be applied to this problem in order to estimate the transformation Ì subject to proposition 1. However, there are multiple solutions guaranteeing this condition, as long as the transformed line is on the pencil of planes defined by the line. The goal is to find out which rigid transformation Ì should be chosen so that both lines intersect in the correct point È .
The estimation of such transformation is only possible if three or more arbitrary points are used. The only transformation that assures the intersection of all the pairs of lines is the rigid transformation Ì we are seeking. Figure 2 represents a catadioptric vision system in two positions and the corresponding incident directions intersecting in three 3-space points.
The second and step in the overall algorithm is the estimation of the 3-space points that project on the image. Since all pairs of the estimated incident directions intersect, the 3D points to reconstruct are the intersections of the lines. Its expression is given by proposition 2.
Pinhole Camera
The application of this framework to a pinhole camera can serve as a reference to compare the implementation with other camera models.
The camera projection model used is Ô Ñ Ã ¡È Ö Ó ¡ È ¿ , where Ã is the intrinsic parameters matrix. Given Ã and any image point tracked along at least two frames, one has to recover the incident direction of light rays for all frames. The line that represents the incident direction is recovered in the local reference frame, not taking into account the motion between frames.
To invert the projection model we arbitrate the value of one of the coordinates, say ½ , and one can thus obtain a point in the incident direction. Expressing the other two coordinates in relation to the third, it yields the following expression for the point in the incident light ray:
The coordinates of two points are then known from the incident direction, the origin of the reference frame (Ç
¢ ¼ ¼ ¼ ½ £
) and point . The corresponding Plücker matrix that we search for, representing the incident direction, is given by Ä Ç ¡ Ì ¡ Ç Ì , where is the Ø coordinate of point .
This recovers the incident direction given the intrinsic parameters and one image point tracked along the frames.
Catadioptric Camera
The advantages of a wide field of view justify the use of catadioptric vision systems in many applications. Although some particular configurations of the camera in relation to the mirror produces a central projection system, in the general case the central projection constraint is relaxed to enable other important characteristics (e.g. zooming). The relaxation of the central projection constraint has many implications in the model and in the algorithms used. There is no general projection model since each point has its own viewpoint (see [5, 12] ). This turns the method presented in this paper into an important tool to reconstruct the scene.
The catadioptric vision system used is one of the most common -a curved mirror given by a quadric and a pinhole camera. Consider a quadric mirror represented by the ¢ matrix É so that Ì É ¼ for all points on its surface. To calculate the incoming light ray that reflects to the camera, one should first calculate the reflected ray direction and intersect it with the mirror surface.
Using the same reasoning applied to the pinhole camera, the direction Ä must be intersected with the quadric.
Proposition 3
The intersection points Ê of the full rank quadric É with the line given by the Plücker matrix Ä is given by the eigenvectors of matrix ÄÉ.
Proof:
The To find the incident direction of the incoming ray the reflection law is used. It is known that the angle between incident and reflected rays with the normal vector is equal. The geometric construction represented in figure 3 is used to calculate one point in the incoming ray. As shown in figure 3 , is the point on the incoming ray such that the angle between line (Ä , join of points Ê and ) and the normal AE (Ä AE , join of points Ê and ) is the same as the angle between the reflected ray Ö (Ä Ö , join of point Ê and ) and the normal line AE . is any point of the normal line yielding . The value of the parameter is such that the angles of incidence and reflection are equal. It can be solved with a second degree equation.
Having calculated the value of , the incident direction is computed with points Ê and . The method presented in section 2 can then be used.
Experiments and Conclusions
Images of the real world with structured indoor scenes are used to test the rigid motion estimation and 3D reconstruction models presented. The images were taken by a catadioptric system composed by a ¼ ¢ ¼ resolution pinhole camera with zoom and an hyperbolic mirror. Tests performed in simulated data shows good results for the estimation of both the motion and 3D coordinates of points.
The results of the experiments with real images are shown in table 1. The motion transformation is recovered for each pair using the corners of a chess board panel. Although 3D reconstruction is performed, since the correct 3D coordinates of the points are not known, the estimated values are not shown. Five different motion pairs were used, including only translation along the reference axis, only rotation and both translation and rotation. 
