Introduction
Reflectance emerging from the water surface may be detected by remotely operated sensors and used for the estimation of the concentrations of chlorophyll-a (Chl-a) and other constituents dissolved and suspended in water. Water quality assessment using optical sensors mounted on space-borne satellites has been proved as a fruitful method for the estimation of phytoplankton density and productivity in open seas over regional (Joint and Groom, 2000) and global (Field et al., 1998) scales. Estimation of water quality parameters by remotely operated sensors has also been applied in inland water bodies but to a lesser extent; the high variability of the composition of constituents in inland and coastal waters causes difficulties in reliable interpretation of the optical information contained in the light reflected from water surface. In open ocean wa-ters, where concentrations of non-algal particles and colored dissolved organic matter (CDOM) are closely correlated with phytoplankton density, Chl-a concentration is typically estimated on the basis of the reflectance in the blue and green portions of the electromagnetic spectrum (Gordon and Morel, 1983) . In inland and coastal waters, most of which are turbid and productive, however, these spectral regions are of limited value in retrieving Chl-a concentration because the concentrations of non-algal particles and CDOM are uncorrelated with phytoplankton concentration, and they have strong overlapping absorption features in the blue spectral region, which makes the blue reflectance an unreliable indicator of the concentration of Chl-a. On the other hand, the optical information in the red and the near-infra-red (NIR) regions is reliable for estimating Chl-a concentration in turbid productive waters, as the absorption effects of non-algal particles and CDOM largely fade in those portions of the electromagnetic spectrum (e.g., Gitelson, 1992; Gons, 1999; Schalles, 2006) .
A variety of algorithms have been developed for retrieving Chl-a concentration in turbid productive waters based on the optical information in the red and NIR regions acquired at water level. These include the ratio of the reflectance peak near 700 nm in the NIR region to the reflectance at 670 nm in the red region (Chl-a absorption peak), the ratio R705/R670 (Gitelson, 1992; Dekker, 1993; Han and Rundquist, 1997) , and the position of the NIR reflectance peak (Gitelson, 1992) . Using vector analysis, Stumpf and Tyler (1988) showed that the ratio of reflectances in the NIR and the red bands of space-borne sensors, such as AVHRR (Advanced Very High Resolution Radiometer) and CZCS (Coastal Zone Color Scanner), can be used to identify phytoplankton blooms and estimate Chl-a concentrations above 10 mg m −3 in turbid estuaries. Gons (1999) used the ratio of reflectances at 704 nm and 672 nm as well as the reflectance at 775 nm to construct an algorithm for assessing a wide range of Chl-a concentrations. Gons et al. (2002 Gons et al. ( , 2005 adapted this algorithm for use with MERIS (MEdium Resolution Imaging Spectrometer) satellite imagery by using reflectances at 708 nm, 665 nm, and 778 nm instead of the original bands and reported highly accurate estimates of Chl-a concentration retrieved from MERIS images. Close correlations between Chl-a concentrations and three-band combinations (Hoge et al., 1987; Yacobi et al., 1995; Pierson and Strombeck, 2000) and even a four-band combination (Le et al., 2009) in the red and NIR regions have been reported.
Previous work showed that NIR-red algorithms based on a conceptual, semi-analytical model for pigment retrieval in optically deep media can provide accurate satellite-derived estimates of pigment concentrations in turbid productive waters (Dall'Olmo et al., 2003; Dall'Olmo and Gitelson, 2005; Gitelson et al., 2008) . The model was formulated as follows:
where R(λ 1 ), R(λ 2 ), and R(λ 3 ) are the reflectance values at wavelengths λ 1 , λ 2 , and λ 3 , respectively. λ 1 is in a spectral region such that R(λ 1 ) is maximally sensitive to absorption by Chl-a. λ 2 is in a spectral region such that R(λ 2 ) is minimally sensitive to absorption by Chl-a and its sensitivity to absorption by other constituents is comparable to that of R(λ 1 ). λ 3 is located in a spectral region such that R(λ 3 ) is minimally affected by absorption due to any constituent, and is therefore used to account for the variability in scattering amongst water samples. For waters that do not have significant concentrations of non-algal particles and CDOM, the subtraction of R −1 (λ 2 ) in the model may be omitted (Dall'Olmo and Gitelson, 2005) , leading to a special case of two-band NIR-red model (Stumpf and Tyler, 1988) :
where λ 1 is in the red region while λ 3 in the NIR region beyond 730 nm.
Another two-band model, which is different in its formulation from the previously mentioned two-band model is (Gitelson, 1992 ):
where λ 1 is in the red region and λ 2 is in the region of the reflectance peak around 700-710 nm. The accuracy of algorithms, developed on the basis of Eqs. (1) and (3)(1) and (3) and optical information acquired from water at surface level, was evaluated with spectral bands available on MERIS and proven to be a reliable tool for turbid productive waters with Chl-a concentrations in the range 2-83 mg m −3 .
The goal of the current study was to test the applicability of the NIR-red algorithms, based on MERIS and MODIS (MODerate resolution Imaging Spectroradiometer) spectral bands, in an aquatic environment that is characterized by a range of Chl-a concentrations (less than 25 mg m −3 ) typical for coastal and mesotrophic inland waters.
Material and methods
Data presented in the current study were acquired in four campaigns on Lake Kinneret, Israel, in May and June 2009, totaling 56 samplings. Lake Kinneret is a warm, monomictic lake with a surface area of 164 km 2 , average volume of 4100 mm 3 , and an average annual recharge of about 450 mm 3 . The mean and maximum depths are 23 m and 43 m, respectively, when the mean lake level is 209 m below sea level. The work was done in the pelagic region, where water depth was >10 m and the stations were unlikely to be influenced by bottom reflectance, considering the lake water transparency (Yacobi, 2006) .
Acquisition of data in the lake
Secchi depth was measured by the aid of a 25-cm white disk.
Hyperspectral reflectance measurements were taken from a boat using two intercalibrated Ocean Optics ® USB2000 radiometers, each with a coupled 2048-element linear CCD-array detector. Data were collected in the range 400-900 nm with a sampling interval of 0.3 nm, spectral resolution of 1.5 nm, and signal-to-noise ratio above 250. Radiometer 1, equipped with a 25° field-of-view optical fiber, was pointed downward to measure the below-surface upwelling radiance, L up (λ), at na-dir. The tip of the optical fiber was kept just below the water surface by means of a 2-m long, hand-held dark pole. To simultaneously measure incident irradiance E inc (λ), radiometer 2, connected to an optical fiber fitted with a cosine collector, was pointed upward and mounted on top of a 2.5 m tall mast. To match the transfer functions of the radiometers, intercalibration of the instruments was accomplished by measuring simultaneously the upwelling radiance L cal (λ) from a white Spectralon ® reflectance standard (from Labsphere, Inc., North Sutton, NH) with known reflectance R cal (λ), and the corresponding incident irradiance E cal (λ). The remote sensing reflectance at nadir was computed as:
where π is used to transform the irradiance reflectance into remote sensing reflectance, n is the refractive index of water relative to air (taken as equal to 1.33), F(λ) is the spectral immersion factor computed after Ohde and Siegel (2003) , and t is the water-to-air transmittance (taken as equal to 0.98).
To simulate surface reflectances in satellite spectral bands, measured reflectances were averaged in the spectral bands of MODIS: band 13: 662-672 nm, and band 15: 743-753 nm, and MERIS: band 7: 660-670 nm, band 9: 703-713 nm, and band 10: 748-755.5 nm.
The NIR-red models were used in the following forms: Two-Band MODIS NIR-red model based on (Equation (2)) Chl-a (R band 13 ) −1 × (R band 15 )
Three-band MERIS NIR-red model based on (Equation (1)):
Two-Band MERIS NIR-red Model based on (Equation (3)):
Chl-a (R band 7 ) −1 × (R band 9 ) (7)
Laboratory analysis
Water samples collected at each station were processed in the laboratory within 1 h after collection. The samples were filtered onto glass-fiber filters (Whatman GF/F), extracted in 90% acetone, and left overnight at 4 °C in the dark. Chl-a concentration was determined fluorometrically (Holm-Hansen et al., 1965) , following clarification of the extract by centrifugation for 3 min at 1100 g. The concentration of total suspended solids (TSS) was determined by filtering a known volume of water sample onto GF/F filters and drying the filters for 24 h at 105 °C. Organic matter content (OMC) of the particulate material was measured as the component lost by ignition, i.e., following combustion at 530 °C; carbon content was assumed to be 50% of OMC (Eckert and Parparov, 2006) .
Results
Chl-a concentration ranged from 4.6 to 20.8 mg m −3 and TSS from 3.3 to 5.6 g m −3 . Organic matter comprised 62-85% of suspended particles. The temporal variation of Chl-a concentration in Lake Kinneret was far below the expected variation based on the multi-annual record of the lake (Yacobi, 2006) . The decline of temporal variation is also paralleled by the decline of spatial variability of Chl-a concentration. Phytoplankton was dominated by mostly small species of cyanophytes, diatoms, chlorophytes, and dinoflagellates in varying proportions throughout the May-June period when the study was conducted. High phytoplankton density in the lake is mostly affiliated with the presence of the large dinoflagellate Peridinium gatunense, which displays a conspicuous patchy distribution, with a difference of two orders of magnitude between the lowest and highest densities. However, Peridinium did not develop dense populations in 2009 and small forms dominated phytoplankton. Chl-a showed a weakly linear correlation with TSS, with r 2 = 0.49 (n = 31, p < 0.001). Secchi depth ranged from 1.7 to 3.9 m and was nonlinearly correlated with Chl-a (r 2 = 0.57, n = 56, p < 0.001). These relationships demonstrate that the samples were collected from a meso-eutrophic, case 2 water body.
Prominent features of the reflectance spectra
All reflectance spectra collected in this study had a similar shape, although with wide variations in magnitude (Figure 1 ). Reciprocal of reflectance, which is a proxy of absorption coefficient (Gordon et al., 1975) , demonstrates the unique effects of optically active constituents (Figure 2 ) and highlights the effect of water absorption at wavelengths longer than 600 nm, especially beyond 690 nm, where there is a rapid increase in absorption by water. Peaks and troughs can be clearly seen in the reciprocal reflectance spectra shown in Figure 2 . Total absorption coefficient was high in the blue range of the spectrum with a conspicuous peak at 440 nm, which was followed by a smooth decline to a prominent trough in the green region, with minor changes in slope at 492 nm, 515 nm, and 551 nm. A minimum in absorption coefficient was seen in the green region around 560 nm. The minimum was followed by a mild increase until about 650 nm due to increase in water absorption (Figure 2 ). The main features in the red region are a peak around 670 nm due to Chl-a absorption and a prominent minimum of the reciprocal reflectance around 700 nm. This minimum is caused by the combination of decreasing absorption by Chl-a and increasing absorption by water; it corresponds to a peak in reflectance (Figure 1) . 
Performance of the NIR-red models
The optimal spectral bands in the models-Equations (1) and (3)-might vary for water bodies with different optical properties, and an optimization technique should be employed in order to refine the choice of wavelengths λ 1 , λ 2 , and λ 3 (Dall'Olmo and Gitelson, 2005) . To find the positions of optimal wavelengths for our data set, we calculated spectra of the root mean square error (RMSE) of Chl-a concentration estimation for λ 1 , λ 2 , and λ 3 using techniques suggested in Dall'Olmo and Gitelson (2005) - Figure 3 . The lowest RMSE for λ 2 was found around 702 nm whereas the lowest RMSE for λ 3 occurred in a wide range from 710 to 760 nm with minimal values near 713 nm (Figure 3a) . The lowest RMSE values for λ 1 appeared to occur in the range 660 to 670 nm with a definite minimum at 665 nm (Figure 3b) . A decrease in RMSE values for λ 1 was also observed in the range from of 420 to 490 nm, but the values were not as low as those observed in the red region.
Two important points are: (i) the positions of optimal wavelengths coincided with those found for lakes in the Midwest U.S. and in the Chesapeake Bay (Dall'Olmo and Gitelson, 2005; Gitelson et al., 2008 Gitelson et al., , 2009 ) and (ii) all three MERIS spectral bands corresponded to spectral regions of minimal RMSE values (shadowed areas in Figure 3 for MERIS bands 7, 9 and 10).
Reciprocal reflectance at 665 nm, where absorption by Chla is maximal, was virtually independent of Chl-a concentration (Figure 4a ). It shows that other factors strongly affect the reflectance in this spectral region (e.g., scattering by suspended matter and absorption by CDOM among others). Subtraction of the reciprocal reflectance at 708 nm from the reciprocal reflectance at 665 nm, the first term in the three-band model (Equation (1)), resulted in the removal of most of these effects, as (R 665 -1 -R 708 -1
) was positively correlated with Chl-a concentration, with r 2 > 0.86 (Figure 4b) , though affected by scattering by inorganic particles. Multiplication of (R 665 -1 -R 708 -1 ) by the reflectance at 753 nm, as in the three-band model (Equation (1)), significantly minimized the effect of scattering by inorganic particles and resulted in a closer relationship with Chl-a concentration, with r 2 > 0.93 (Figure 4c) . A two-band model (Equation (3)), widely used for Chl-a estimation (Gitelson, 1992) , was also accurate (r 2 > 0.94) (Figure 4d ). Thus, both the three-band (Equation (1), Figure 4c ) and the two-band (Equation (3), Figure 4d ) models had close relationships with Chl-a concentration, with high correlation coefficients. In all cases a non-linear regression produced a better fit than a linear regression, but the latter still yielded high values of correlation coefficient. The two-band MODIS NIR-red model (Equation (5)), which was based on the approach of Stumpf and Tyler (1988) , yielded a moderate correlation with Chl-a concentration (r 2 = 0.52, Figure 5a) . Due to the merely moderate correlation of the twoband MODIS NIR-red model with Chl-a concentrations and its general inability to accurately estimate low-to-moderate Chla concentrations (Moses et al., 2009a) , no attempt was made to calibrate this model or do further assessment of its accuracy in estimating Chl-a concentration.
The three-band (Equation (6)) and two-band (Equation (7)) NIR-red models with simulated MERIS bands yielded very high correlations with Chl-a concentration, with quadratic polynomial best fit functions (Figure 5b, c) . The linear relationships between the model values and Chl-a concentrations The MERIS-based three-band and two-band NIR-red models were previously parameterized and calibrated in small and shallow lakes in Nebraska, USA, where Chl-a concentrations ranged from 2 to 200 mg m −3 . For Chla concentrations not surpassing 25 mg m −3 , the relationships between the models and Chl-a concentration for the Nebraska lakes dataset were as follows: As can be seen, the coefficients of Equation (9) for the twoband NIR-red model is similar to the model calibrated using data from Nebraska lakes, Equation (11).
We applied the two-band and three-band algorithms calibrated using Nebraska lakes data (Equations (10) and (11)) to the data collected in Lake Kinneret. The results of this validation test are presented in Figure 6 . For the two-band model, the relationship between the estimated (Chl est ) and measured Chl (Chl meas ) concentrations was:
Chl est = 0.985Chl meas + 0.6814 (12) with the RMSE of the estimated Chl-a concentration less than 1.25 mg m −3 and the mean normalized bias below 5.5% (Figure 6a ). For the three-band model, the relationship was Chl pred = 1.386Chl meas − 5.0202 (13) with an RMSE of 2.61 mg m −3 and the mean normalized bias below 46% (Figure 6b ). While the two-band algorithm calibrated in Nebraska was very accurate in estimating Chl-a concentrations over the entire range in Lake Kinneret (Figure 6c) , the three-band algorithm was accurate only for Chl-a concentrations above 10 mg m −3 and exhibited a significant underestimation at lower Chl-a concentrations (Figure 6d ).
Discussion

Optical effect of water constituents
Seldom are pigment features as clearly evident in reflectance spectra as seen in our study. That is particularly the case in productive waters, where non-pigmented particles and CDOM mask the pigment signature in the blue range of the electromagnetic spectrum (e.g., Dekker, 1993; Schalles, 2006) . The troughs at 440 nm and 670 nm are formed by Chl-a absorption, and the prominent peak around 560 nm is an outcome of minimum absorption by all pigments. Although the optical signature of Chl-a around 670 nm is clearly identified in all but the most oligotrophic waters (Schalles, 2006) , the appearance of a trough around 440 nm, is not common in spectra acquired in productive coastal and inland waters. The optical activity of detritus and CDOM declines exponentially from 400 nm towards longer wavelengths, but in productive water is often high enough to mask pigment absorption (Gege and Albert, 2006) . The effect of the absorption of CDOM on reflectance is often a major factor that renders the blue range of the electromagnetic spectrum ineffective for use in estimating Chla concentration in productive waters. But, CDOM concentration in Lake Kinneret during the time period of the reported study was extremely small (absorption coefficient of filtrate passing through a 0.45 μm filter at 440 nm, was <0.06 m −1 ). Therefore, only detritus was the potential component to interfere with pigment absorption. Subtracting the concentration of organic matter (OM) harbored by phytoplankton from the total OM, we estimate that the concentration of non-algal OM during our study was, on average, less than 1.6 g m −3 . Even if all non-algal OM is considered as detritus, we assume that the relatively low concentration was not high enough to mask the absorption signature of phytoplankton, and the small variation in detritus concentration was not sufficient to modify the impact of pigments on the reflectance spectra. The spectral feature at 514-515 nm is probably the imprint of the absorption of fucoxanthin and peridinin, harbored by diatoms and dinoflagellates, respectively. These carotenoids have a maximum absorption in solution at around 470 nm and the assumption is that the shift in vivo is 40 nm (Bidigare et al., 1990) . Thus, the impact of the presence of diatoms and dinoflagellates should peak at around 510 nm.
The optimal NIR-red model for estimating Chl-a concentration
We tested several other NIR-red models, to which references were made in the Introduction section, on our dataset, and found that most of them can give reasonably accurate estimates of Chl-a concentration. However, the correlation coefficients for the regression between the estimates from the aforementioned models and measured Chl-a concentrations were mostly not higher than 0.6-0.7, which is significantly lower than those achieved for the MERIS-based two-band and three-band NIR-red models. An exception was the model suggested by Gons et al. (2002 Gons et al. ( , 2005 . The estimates from this model, which is based on the ratio R 708 /R 665 , were highly correlated with Chl-a (r 2 > 0.93). However, in addition to the ratio R 708 /R 665 , Gons' model involves reflectance in NIR region at 778 nm, which is in the region of very high water absorption and, thus, very low reflectance. Hence, while performing well for data taken with field spectrometers at water surface level, this model is quite susceptible to effects arising from low signal-to-noise ratio in the detector and residual effects from at- mospheric correction when applied to satellite data, whereas the two-band model-Equation (3)-is not affected by these factors to the same degree.
While the MERIS-based two-band NIR-red model gave consistently highly accurate estimates over the entire range of Chl-a concentrations in our dataset, the three-band NIR-red model yielded less accurate estimates for Chl-a concentrations less than 10 mg m −3 . The three-band model, which involves the use of information acquired at λ 3 to remove the effects of particulate backscattering, is theoretically robust. However, it relies on the assumption of spectral uniformity of backscattering coefficient over the entire range of wavelengths (λ 1 -λ 3 ), thus, between 660 and 750 nm. Such an assumption may be invalid for inland waters (Gons, 1999; Oki and Yasuoka, 2002) . Moreover, there are also documented instances of non-uniform backscattering in the visible and NIR regions and evidences that the pattern of this non-uniformity might vary across water bodies (Herlevi, 2002; Kutser et al., 2009; Aas et al., 2005) . The effects of such non-uniformity in backscattering coefficient will have a higher impact on the accuracy of the three-band model at low Chl-a concentrations. Moreover, with the two-band model spanning a lower range of wavelengths than the three-band model, the effects of the spectral non-uniformity of backscattering will be less pronounced in the twoband model. We, therefore, postulate that the spectral nonuniformity of backscattering coefficient is a primary factor that caused the MERIS-based three-band NIR-red model to be less accurate than the MERIS-based two-band NIR-red model at Chl-a concentrations lower than 10 mg m −3 . Thus, the MERISbased two-band NIR-red model seems to be the most optimal model for estimating low-to-moderate Chl-a concentrations in turbid productive waters such as Lake Kinneret.
Conclusions
The reflectance spectra in the dataset were relatively uniform, i.e., the location of peaks and troughs showed only minor shifts with changes in Chl-a concentration. The MERISbased NIR-red models had a consistent close correlation with Chl-a concentration. The rationale behind the waveband choice for the construction of NIR-red algorithms for turbid productive waters have been outlined in a recent review (Gitelson et al., 2011) , and tested in several campaigns in different water bodies (Gitelson et al., 2008 Moses et al., 2009a) . The MERIS-based NIR-red algorithms developed, parameterized, and calibrated for lakes in Nebraska, were reliable for estimating Chl-a concentration in Lake Kinneret. Similar results were obtained when the algorithms calibrated for lakes in Nebraska were used to estimate Chl-a concentrations in the Azov Sea, Russia, using actual MERIS data (Moses et al., 2009b ) and when they were applied to reflectances simulated by the radiative transfer model, Hydrolight (Gilerson et al., 2010) . This strongly suggests that the MERIS-based NIR-red algorithms, especially the two-band NIR-red algorithm, do not need to be re-parameterized for waters with varying biophysical characteristics, and have a strong potential for being applied universally for turbid productive waters around the globe. Our study shows the robustness of the MERIS-based NIR-red algorithms at low-to-moderate Chl-a concentrations, which are typical for mesotrophic waters around the globe. However, further tests need to be done to validate the universal applicability of these algorithms for inland and coastal waters.
