We describe a shape derivative approach to provide a candidate for an optimal domain among non-simply connected planar domains with two boundary components. This approach is an adaptation of the work on the extremal eigenvalue problem for the Wentzell-Laplace operator developed by Dambrine, Kateb and Lamboley [9].
Introduction
The problem of finding domains that maximize or minimize a given eigenvalue or functions of eigenvalues of an elliptic operator turns out to be very difficult to solve. One reason why finding these domains could be challenging lies in the fact that to prove existence, regularity, shape, etc, it is necessary to use tools borrowed from different areas of mathematics. In particular, areas such as calculus of variations, differential geometry, analysis and partial differential equations among others.
Even for classical eigenvalue problems such as the Dirichlet eigenvalue problem and Neumann eigenvalue problem, there are still a good number of open problems in terms of the spectral geometry for lower eigenvalues (see [5] ).
Probably the first person in working on shape optimization of eigenvalues of boundary value problems was Lord Rayleigh. Rayleigh conjectured that for simply connected bounded planar domains, the first Dirichlet eigenvalue of the Laplacian satisfies the inequality λ 1 (Ω)|Ω| 1/2 ≥ √ πλ 1 (D). He presented several cases where the equality is achieved when Ω = D and λ 1 (D) is the least positive zero of the Bessel function J 0 (r) [15] . In 1923 and 1924 Faber and Krahn proved independently Rayleigh's conjecture, their result is now known as the Faber-Krahn inequality [4] , [13] . In 1951, Pólya and Szëgo also showed that the inequality λ 1 (Ω)|Ω| 1/2 ≥ √ πλ 1 (D) can be refined by using Steiner symmetritation on Ω [14] , [16] .
In the case of the Neumann eigenvalues, Kornhauser and Stakgold in 1952, conjectured that among domains Ω of prescribed area, the circle maximizes µ 1 (Ω)|Ω| ≤ µ 1 (D)π, where µ 1 is the first simple nontrivial eigenvalue [12] . It was later in 1954, that Szëgo proved Kornhauser and Stakgold's conjecture in [16] , and in 1956 Weinberger generalized Szëgo's result to the N −dimensional case [17] .
It is worth to mention that in the case of the Neumann eigenvalues, the minimization problem happens to be easy and it follows from the construction of a rather simple domain, namely a rectangle. Thus, for Neumann eigenvalues the interesting problems are about the domains that maximize them.
Our focus is on a different boundary condition for the Laplacian, namely, we are interested in the so called Steklov eigenvalue problem, given by −∆u = 0, x ∈ Ω, (1.1) ∂ n u = λu, x ∈ ∂Ω, where ∂ n u is the outer normal derivative and u ≡ 0. The Steklov problem arises in the modeling of the vibration of a free membrane whose whole mass is uniformly distributed on ∂Ω [7] .
The Steklov eigenvalues satisfy the following variational characterization, λ n (Ω) = min where φ j is the eigenfunction associated to the j-th eigenvalue. Since the Steklov eigenvalues correspond to the eigenvalues of a positive, formally self-adjoint pseudodifferential operator of order one, its spectrum satisfies 0 = λ 0 (∂Ω) < λ 1 (∂Ω) ≤ λ 2 (∂Ω) ≤ · · · ≤ λ n (∂Ω) ≤ λ n+1 (∂Ω) ≤ . . . ,
where the 0-th eigenvalue corresponds to the constant eigenfunction.
For the Steklov eigenvalues we can consider the problem of maximizing or minimizing them. It turns out that similarly to the Neumann case, the maximization problem is the more interesting one. Although the construction of a minimizing domain is not as easy as in the Neumann case, it is still possible to find one for which lim →0 λ n (Ω ) = 0 , where Ω is constructed by joining two copies of the unit disk through a rectangle of width 3 , and length [6] . Thus, when considering the maximization problem, a well-known result for planar domains is given by Weinstock's inequality, which states that in the class of simply-connected bounded domains, the unit disk D is a maximizer for the normalized first Steklov eigenvalue λ 1 (Ω)|∂Ω| [18] . This normalization is considered, so the problem of maximizing this product is equivalent to maximize λ n (Ω) with a fixed perimeter constraint on Ω [8] . The generalization of Weinstock's result to higher dimensions was proved by Brock [1] . It states that the ball maximizes the first nontrivial Steklov eigenvalue among open sets of given volume.
It turns out that, compared with the results mentioned above for the first Dirichlet eigenvalue and first nontrivial Neumann eigenvalue, the assumption of simply-connectivity on the domain needs to be kept in order for Weinstock's result to hold. One example when Weinstock's inequality fails is given by annuli.
The Steklov eigenvalues on an annulus Ω with outer radius r o = 1 and inner radius r in = are given by
From the Steklov eigenvalue formula given by (1.3) and taking small enough, it follows that λ 1 (Ω )|∂Ω | > 2πσ 1 (D), showing that Weinstock's inequality fails [8] .
Knowing that Weinstock's inequality does not hold on bounded planar annular domains, one may ask if among such domains, there exists a domain (or domains) that provides a maximizer for the first normalized Steklov eigenvalue. The conjecture is that among bounded planar domains with one hole (that is, domains whose complement has two connected components one of which is bounded and the other one unbounded) and Lipschitz boundary, the annulus whose inner radius determines the maximum of the function λ 1 (Ω )|∂Ω | is the maximizer. In other words the annulus whose inner radius gives the maximum of the curve showed in Figure (1 This note shows that in a local sense, the annulus with outer radius r o = 1 and inner radius specified above, provides a critical domain for λ 1 (Ω)|∂Ω| in the class of bounded planar domains with one hole, fixed outer boundary given by S 1 and sufficiently smooth inner boundary. As a consequence we have that such critical domain is a candidate for a maximizer of such shape functional. The fact that this particular annulus is a critical domain, suggests that the candidate for maximizer could be symmetric, and with well known topological and geometrical properties.
Shape Calculus
In this section we present a brief introduction to the theory of shape calculus. We mainly focus on the tools needed to prove that an annulus provides a critical domain for the first nontrivial Steklov eigenvalue. All of the definitions and theorems needed to prove such statement as well as a detailed presentation about the theory of shape calculus and geometries can be found in [11] and [10] .
The core idea of shape calculus is to develop differential calculus on a more abstract setting than the one we usually encounter in a first semester of freshmen calculus. We begin our presentation by introducing the concept of shape functional which is the function that we want to differentiate in some sense. The simplest examples of shape functionals that we encounter are given by
In order to study variations of a shape functional, we want to consider perturbations of the given domain Ω. This perturbation will be defined by means of the transformation T t : Ω → Ω t defined by
where the vector field satisfies V ∈ W 3,∞ (Ω, R N ) (see Theorem 3.4 [9] ) The condition on V ensures that the one parameter family of domains (Ω t ) t≥0 remains in the admissible family A that is being considered. In particular these vector fields are meant to preserve the topological assumptions made on the original domain Ω.
Once we have established the perturbations of the original domain Ω we need to introduce the concept of Eulerian derivative. This derivative will allow us to study how the given shape functional varies through the family of perturbed domains.
Definition 2.2. For any vector field
, the Eulerian derivative of the domain functional J(Ω) at Ω in the direction of a vector field V is defined as the limit
where
From this definition it is possible to conclude that for a function u lying in a suitable function space, the functional
has Eulerian derivative given by
where u = ∂ t u(t, x)| t=0 is the shape derivative, V n is the normal component of the vector field V at t = 0 , H = ∆b is the mean curvature on ∂Ω and b is the oriented distance to Ω It is important to mention that we are considering the derivative of the shape functional in only one direction, namely, the direction given by the vector field V .
Shape derivative of eigenvalues and eigenfunctions
To study how the eigenvalues and eigenfunctions change with respect to changes in the original domain, we need to study first regularity properties of the related quantities. We use most of the results related to the Wentzell boundary value problem given by
A completed study and proofs of statements related with the Wentzell eigenvalues and eigenfunctions is presented in [9] .
For the sake of completeness, we present the most relevant results regarding the regularity of the eigenvalues and eigenfunctions of the Wentzell eigenvalue problem. The following Theorem guarantees that even though a multiple eigenvalue of an elliptic operator is not shape differentiable (see, [11] ), one still can compute the shape derivatives of their "branches". These branches arise as a result of perturbations of the domain by the vector field V .
, and λ a multiple of the eigenvalue of the problem
Then, there exists m (the multiplicity of the eigenvalue) real-valued continuous functions t → λ i (t) and m functions t → u Theorem 1 therefore guarantees the needed regularity properties of eigenfunctions and eigenvalues, which allows us to consider their shape derivatives. As the next Theorem shows, it is possible to derive a boundary value problem whose solution is determined by the shape derivative of the eigenfunction solving problem (3.2).
Theorem 2 (Dambrine-Kateb-Lamboley, [9] ). For an eigenpair path (λ(t), u t ) of Ω t , the shape derivative u = (∂ t=0 u t )| t=0 of the eigenfunction u t for the Wentzell problem satisfies
Notice that the boundary value problem in Theorem 2 involves the shape derivative of the eigenvalue. From this expression then it is possible to obtain explicit formulas for λ (0) for both cases when λ is a simple or a multiple eigenvalue.
For the case when λ is a simple eigenvalue, multiplying both sides of the boundary condition in Theorem 2 by the normalized eigenfunction u and taking integrals in both sides of the equality gives the proof to the following Theorem.
Theorem 3 (Dambrine-Kateb-Lamboley, [9] ). If λ is a simple eigenvalue and u the corresponding normalized eigenfunction then, the map t → λ(t) is analytic and its derivative respect to the domain at t = 0 is given by:
As mentioned before, when the eigenvalue λ is of multiplicity m, we no longer have differentiability. However, from Theorem 1, we know that for t small enough, on the perturbed domain Ω t there will be m eigenvalues λ i (t), i = 1, . . . , m for which it is possible to compute the derivative in the sense given by the Theorem 4.
Theorem 4 (Dambrine-Kateb-Lamboley, [9] ). Let λ be a multiple eigenvalue of order m ≥ 2. Then each t → λ i (t) for i ∈ 1, N has a derivative near 0, and the values of (λ i (0)) i∈ 1,N are the eigenvalues of the matrix M (V n ) = (M jk ) 1≤j,k≤m defined by
The proof of Theorem 4 is similar to the proof of Theorem 3. The important component of the proof is to notice that the solution to the problem (3.3) on Ω t can be decomposed as u = m j=1 c j u j where each u j are the associated eigenfunctions in the associated eigenspace. A consequence of Theorem 4 is that balls in R N are critical domains for the Wentzell eigenvalue. The following corollary present an explicit formula for the entries of the matrix M defined in Theorem 4.
Corollary 1 (Dambrine-Kateb-Lamboley, [9] ). If Ω is a ball of radius R and λ the first nontrivial Wentzell eigenvalue, with multiplicity n. The shape derivative of the maps t → λ i (t), i = 1, . . . , n given by Theorem 1 are the eigenvalues of the matrix
where C(n, R) = (n+1)(1+β
Knowing that the eigenvalues of the matrix defined by equation (3.4) are the shape derivatives of the branches of the first Wentzell eigenvalue, the next step is to identify under what conditions these eigenvalues are either all zero or they satisfy a certain condition under which it is possible to conclude that a ball provide a critical shape.
A vector field V is said to be volume preserving at first order if ∂Ω V n dσ = 0. i.e if the normal component of the vector field is orthogonal to constants in L 2 (∂Ω). The next proposition states that if the deformation of the domain is produced by a volume preserving vector field then the eigenvalues of the matrix in (3.4) are all zero.
Proposition 1 (Dambrine-Kateb-Lamboley-2016, [9] ). If V preserves volume, then the following statements are equivalent:
If the matrix defined by formula (3.4) is not the null matrix then, in order to conclude that under volume preserving deformations, balls are still critical domains, it is necessary to introduce the subgradient ∂λ of λ defined by ∂λ = [inf i=0,...,n λ i (0), sup i=0,...,n λ i (0)]. The following proposition makes clear the need of introducing this subgradient.
Proposition 2 (Dambrine-Kateb-Lamboley-2016, [9] ). When Ω is a ball of radius R, then
for all volume preserving deformations.
Thus, if the vector field is volume preserving but the matrix is not null, Proposition 2 states that at least the sum of the eigenvalues is zero, which implies that at least one of the branch of the multiple eigenvalue is increasing and one is decreasing, so the ball is a critical domain for the maximum of the eigenvalue branches.
The normalized eigenvalue
We now focus our attention on showing that an annulus produces a critical domain for the normalized first nontrivial Steklov eigenvalue among the class of Lipschitz bounded planar domains with one hole.
In order to prove this, we take advantage of the results presented in section (3) regarding the first Wentzell eigenvalue with β ∈ R and then once these results are established we obtain our results by considering the particular case β = 0.
Derivatives of normalized eigenvalues
We begin by considering A to be the class of admissible domains consisting of bounded connected Lipschitz planar domains with, genus zero and two boundary components. In other words, the class A intuitively is the class of bounded planar domains with a hole. We also consider the shape functional J : A → [0, ∞] defined by J(Ω) = |∂Ω|λ(Ω), where | · | denotes the Lebesgue measure on ∂Ω.
Our first goal is to obtain an expression for the Eulerian derivative of J. Note that the functional J is the product of two shape functionals both of which have derivative in the Eulerian sense (see [11] page 54 for the derivative of | · |). Our first step is to prove that for the functional J, the product rule holds in the sense of Eulerian differentiation. That the functional J defined above has Eulerian derivative is a consequence of the following lemma. Lemma 1. Let be I and H be two shape functionals defined on a class A of admissible domains, both of which have Eulerian derivative dI(Ω, V ) and dH(Ω, V ) respectively at Ω in the direction of a vector field V ∈ W 3,∞ (Ω, R N ), then the shape functional J, define by J(Ω) = I(Ω)H(Ω) has Eulerian derivative at Ω in the direction of a vector field V and the derivative dJ(Ω, V )
Proof. It follows from the definition of the Eulerian derivative (2.2).
Before moving on, we would like to state that in terms of notation we use indistinctly the notations dJ(Ωt) dt | t=0 and dJ(Ω, V ) to make reference to the Eulerian derivative at Ω in the direction of a vector field V . Now that we know that the product rule is holds in the sense of Eulerian differentiation, we proceed to find and expression for the Eulerian derivative of the shape functional given by the normalized first nontrivial Wentzell eigenvalue.
Consider the eigenpair (λ(t), u t ) satisfying the boundary value problem
Multiplying the boundary condition by a test function φ t such that ∂ n φ t = 0, (see [9] , [2] ) and integrating by parts over the boundary ∂Ω t , we get the following weak formulation
taking the derivative with respect to t in equation (4.3) and evaluating it at t = 0 we have the following terms (see also, [3] )
From formula (2.3) we have that the term
where we have used the fact that
Proposition 5.1 in [3] ) to go from the first equality to the second. Now,
Here we are using the fact thaṫ φ(∂Ω; V (0)) = ∇ τ φ(∂Ω) · V (0), see Proposition 2.77 page 101 and Proposition 2.89 page 114 in [11] ) and we also have φ (∂Ω; V ) =φ(∂Ω; V (0)) − ∇φ(∂Ω), V (0) R N + ∂ n φ V (0), n R N which implies φ (∂Ω; V ) = ∂ n φ V (0), n R N = 0 and hence ∇ τ φ = 0. The dot notationφ(∂Ω, V ) is the material derivative of φ(∂Ω), in the direction of the vector field V [11] . Thus,
The first integral term in (4.13) can be written as
Since ∂ n φ = 0, using Theorem B.2 in [3] we obtain
(4.14)
Now we focus in the second term of II, using (2.3) again we have
based on our choice of φ, we have (∂ n uφ) t=0 = (∂ n u) φ and since
Using the fact that ( n) = −∇ τ V n (see, Proposition B.1 in [3] ) we get that (4.16) becomes
where in the last equality in (4.17) we use the relation ∆u − ∆ τ u = H∂ n u + ∂ 2 nn u and the identity
Similarly, using formula (2.3) we get that the second term in III can be written as
Thus, I, II and III can be written respectively as:
where in (4.20) we have used the fact that ∆u = 0 and div τ (V n ∇ τ u) = ∇ τ V n ·∇ τ u+V n div τ (∇ τ u) (see, Pag 91 in [11] ). Then from (4.19), (4.20) and (4.21) we get the following expression
Reordering the expression obtain in (4.22) we have
Then (4.23) provide the following expression, which is analogous to the one given by Theorem 2
where K(V ) is the Eulerian derivative of the perimeter at time t = 0 i.e. (see, page 55 in [11] )
Then using the Wentzell boundary condition we obtain.
|∂Ω|(−β∆
Following the proof for the derivative of a simple eigenvalue in [9] , if we multiply both sides of the equality in (4.25) by the normalized eigenfunction u and integrate over ∂Ω, we obtain that the left-hand side gives:
where the first equality follows from Green's identities and the last equality is just the boundary condition. On the other hand, the terms in the right hand side give
where in (4.31) we have used the normalization condition ∂Ω u 2 dσ = 1 also used in the proof of Theorem 3 (see [9] ). Then from (4.27), (4.28), (4.29), (4.30), (4.31) we have
therefore, using the expression found in (4.32) what we have proved is the following proposition.
Proposition 3. If λ is a simple eigenvalue of the Wentzell problem then the map t → |∂Ω t |λ(t)
has derivative at t = 0 given by
where λ (0) is given by Theorem 3.
Since in our case we are dealing with a multiple eigenvalue, Proposition 3 is not the one that we are interested in. However, we can modify it to get an analogous result for the case of a multiple eigenvalue. As in the simple case, the computations and ideas follow those found in [2] and [3] .
We begin by considering a smooth branch t → (u(t, x), λ(Ω t )) corresponding to a multiple eigenvalue λ of the Wentzell eigenvalue problem (this branch in itself is simple so it satisfies the boundary condition of the boundary value problems in Theorem 2. In our case, it satisfies the boundary condition
, where u i are the normalized eigenfunctions of the eigenspace associated to λ, multiplying both sides of (4.34) by u j and integrating over ∂Ω we get that the left hand side of (4.34) satisfies
On the other hand, working term by term with the right hand side we get
Then, using the expression for u obtained in (4.34) and the expressions (4.36), (4.37),(4.38), (4.39), (4.40), (4.41) and (4.42) we obtain
which we can rewrite as
Setting N ij = ∂Ω u i u j dσ = δ ij we can write (4.44) in the following form
and therefore That is, the derivatives of (λ i (t)|∂Ω t |) t=0 are the eigenvalues of the matrix
In other words, the product rule holds in the sense described by equation (4.47) . That is
where we have used λ (0) = (λ i (0)) is the set of eigenvalues of M and where M is defined in Theorem 4.
The annulus case
Now that we have some tools for the shape derivative of a normalized Wentzell eigenvalue, we concentrate our work for the particular case of the normalized first nontrivial eigenvalue. As we mentioned at the beginning of this section, we will focus our attention in showing that an annulus produces a critical domain for the normalized first nontrivial Steklov eigenvalue among the class of Lipschitz bounded planar domains with genus zero and two boundary components.
For the case of an annulus solutions to ∆u = 0 are given by
, since we want f k to be the eigenfunction associated to corresponding eingenvalue λ k , the constants A k , A k satisfy the following system
We consider an annulus Ω = D \ B(0, ), with ∈ (0, 1). For this domain Ω , the signed distance b is defined as . Thus,
Since we are interested in the Steklov eigenvalues, setting β = 0 we get that the entries of the matrix defined in Theorem 4 on ∂D are given by
Similarly on ∂B(0, ) we get
and
Thus, the matrix defined in Theorem 4 for the domain Ω is given by S = −M + M with entries
Now that we know the related quantities for the particular case of an annulus Ω we will consider perturbations of such domains. One of the simplest perturbations that we can consider is the one in which the outer boundary remains fixed while we "deform" the inner boundary. Thus, for this type of deformations, we consider a vector field V ∈ C((0, ); V k (D)) satisfying V | ∂D = 0. Let g 1 = g 2 = G and set
Then, since the condition V | ∂D = 0 makes M = 0, the entries of the matrix M can be writen in a more compact way as follows,
In addition to the condition V | ∂D = 0, we also consider the following decomposition of the normal component V n of V on ∂B(0, ). We write V n (θ) = ω r n + ω l n (θ), with ω r n = k is the component that produces radial symmetric deformations of the inner boundary, and ω l n produces deformations that are length preserving. Note that this decomposition is possible since we can write V n as follows. Notice also that in writing V n in this form, we are considering deformations that preserve the length of the inner boundary once a radial deformation has been applied at a given "instant".
Given that λ 1 has multiplicity two, we have from Theorem 1, that there exists two maps (4.66) that are differentiable in a neighborhood 0. Then using the decomposition V n = ω r n + ω l n with ω r n = k, for some constant k, we then write
Since M R is a scalar matrix, then the eigenvalues of M = M R + M N R are the sum of the eigenvalues of M R and the eigenvalues of M N R . Thus, the derivatives of the branches t → λ 1,1 (t), t → λ 1,2 (t) when we consider V n = k + ω l n are given by λ 1,1 (0) = λ 1,1,N R (0) + λ 1,1,R (0) and
Without loss of generality let t → λ 1,1 (t) be the smallest of the two branches and let us use the notation λ 1,1 (t) = λ 1,1 (Ω t ), so Ω = Ω 0 then noting that |∂Ω t | = 2π + 2π( − tk) and using Lemma 1 we have 
