The following is a first report on an investigation which became possible with the availability of the 25,000 sets of correlated random normal deviates, 3000 of which were published in Fieller, Lewis & Pearson's (1955) Tracts for Computers, no. XXVI. The object which we set ourselves was to study with the aid of these data the sampling distributions of, and relationships between, three measures of rank correlation; in the case where the basic variables which have been ranked follow bivariate normal distributions.
We shall use the following notation. Suppose that there are n pairsof associated rankings u,, u2, ..., U, and v,, v,, ..., v,, where the integers ui (i = 1,2,...,n) may be taken in ascending order 1,2, ...,n and the vi are a permutation of these integers. We shall consider in the present paper the two following measures of correlation between these rankings: (a) Spearman's coefficient which we denote by r,. This is simply the product moment correlation coefficient of ui, vi and may be computed from the sum of squared differences where rs = 1-6Ss/(n3-n).
( b ) Kendull's coefficient, 7,which we denote by rK. This may be computed as follows. For every integer ui count the number of vj with vj > ui and j > i; then add these counts to obtain the posit,ive score PK.Then Both r, and rK lie between + 1 and -1. We shall not be concerned liere with ties among the u's or v's.
The followiiig is a third coefficient which has been computed for all the sampling data and which we hope to consider later:
(c) The Fisher-Ya.tes coefficient. Let ((i / n) be a so-called normal order statistic, i.e. the expected value of the it11 largest standardized deviate in a sample of n observations from a normal population. Then we may attach these score values to both the u rankings and the v rankings. Fisher & Yates (1938, p. 50) have suggested that a measure of rank correlation might be obtained from the product moment correlation coefficient of these scores, namely IF = 5 t(i1 n) t(vi I n) Tables X X and XXI) . As an approximation to the actual productmoment correlation coefficient, r,,, in a normal sample r, clearly has much to recommend it; but the only discussions of this coefficient of which we are aware are those by Jeffreys (1948, pp. 209-10) and Hoeffding (1951, pp. 86-9) .
(1.2) Xome known results on the distribution theory of rs and r, For a comprehensive summary of the older results, the reader may consult Kendall (1948) and Moran (1950) . Briefly these are as follows:
For independent random rankings (i.e. for random permutations of the vi) the complete distributions of rs and rK have been obtained for small n by combinatorial enumeration. Adequate approximations have been evolved for larger n.
In the case of correlated rankings it is first necessary to specify the nature of the dependence. A discussion of this problem of appropriate population models was given by Daniels (1950) , and very recently Mallows (1957) has developed a new form of approach related to paired-comparison theory. I n the present paper we start from the assumption that the n pairs of rankings ui, vi have arisen as the rank numbers in a sample of n pairs of correlated normal variates. Thus, if xi, yi (i = 1,2, . . .,n) denote a random sample of n paired observations from a bivariate normal population having correlation coefficient p, we suppose that the xi are arranged in order of magnitude and that vi is the rank of y,. This model has received considerable attention and a certain number of theoretical results are known. Thus we have 6 G(rs) = -( n + 1 ) n {sin-lp +(n-2) sin-I ip) (Moran, 1948) , var (rs) = l/n(l -1.563465p2+ 0*304743p4+ 0.155286p6+ 0.061552ps +0.022099p10+ ...).
(6) Equation (6) is a large sample approximation due to Kendall(1949) and David, Kendall & Stuart (1951) . As we shall see below, it does not appear to be very accurate when the sample size is as small as 10. Turning to r,, we have 2 b(rK)= -sin-lp (Greiner, 1909) , (Esscher, 1924) . (8) n(n-1) [ I -(~~i n -~~)~+ 2 (~-2 )
'
As far as we are aware, no results are available for the higher moments or cumulants of rs or r, , but Sundrum (1953) showed how the third and fourth moments of rK might be obtained in the general case. He also used some random sampling results to give empirical values for these moments, assuming underlying normal correlation, in the single casep = 1/ 42. As can be seen from equations (6) and (8), the standard deviations of rs and r, change with p. Further, as might be anticipated from the parallel case of the product moment correlation coefficient r,,, the shape of the sampling distributions are found to change with p. Thus, when we get away from the problem of using rank correlation coefficients in tests of independence, we a t once run into difficulties. The lack of results for dependent rankings has made it difficult to compare the relative merits of different rank coefficients in detecting dependence, nor has it been possible to use these coefficients for a comparison of correlation in different populations. If we accept the underlying bivariate normal struc-ture, then we are faced with the distributional problem; if we do not accept this, then we have also to look for a simple definition of non-parametric dependence.
( 1.3) The present results and their bearing on these difiulties While we do not claim to have solved all these difficulties we hope, in this paper, to have compiled evidence which shows that the problem is capable of a simple solution provided the rankings arise from the class of population models specified below. We proceed as follows:
(A) We start with r&nkings generated by sampling from a bivariate normal parent with correlation p. With the help of extensive sampling experiments backed by analytical approximation, we show that if n is not too large the z-transforms are approximately normally distributed with variances nearly independent of p. I n fact
The expectation of zK can be expressed approximately as a simple function of p, making use of the expressions for &(rK) and var (r,) given in (7) and (8) . The approximation to the expectation of zs is less satisfactory in small samples owing to the inadequacy of the expression (6) for var (rs)*. It should be noted, however, that, just as in using the z-transformation for r,,, a knowledge of the' precise expectation of the transformed variable is not necessary in a number of the test procedures that become available.
(B) The results in A can clearly be extended to a much wider class of parental distributions. If we start from a bivariate normal distribution of x, y and introduce new variates
, the rankings of X and Y will clearly be identical with those of x and y provided the functions f and g are monotonic. Thus, the simple results under A will also apply to rankings generated by the wider class of bivariate distributions of X, Y. Conversely, starting from any bivariate distribution $ ( X , Y) we can always find monotonic transformations X = f(x), Y = g(y) to standardized normal variates x and y. The resulting bivariate distribution $(x, y) will not necessarily be bivariate normal, but we think it likely that in practical situations it woiild not differ greatly from this form.? This is a field in which further investigation would be of considerable interest.
(C) Summarizing the resultsof A and B,we may state that if the rankings are generated by one of a wide class of distributions of paired variables$ X, Y, then the z transforms of the rank correlation measureizs, zK can be regarded as normal variates with variances dependent only on the sample size, and given approximately in equations (10). Further, within this class of bivariate populations, either of the z transforms is an unbiased estimate of a function of.the correlation p. This is the correlation in the bivariate distribution obtained after distortion to normality of the marginal distribution of X and Y. p may be regarded as a non-parametric measure of dependence. Without the need to specify p, simple tests of * The approximation to the expectation of z contains the variance of r ; see equation (13)below. t Johnson (1949) considered a particular case of surfaces having the property of being convertible into the bivariate normal form through the application of his S Band SUtransformations to the marginal distributions.
$ It is of course realized that other models of non-parametric dependence have been suggested in which the ranks are not generated by a parental bivariate distribution. Such models are not considered here.
significance may be applied to the z values to determine whether two or more samples are likely to have come from populations with a common p. (D) Within these conditions it is possible to make approximate comparisons of the relative merits of the rank coefficients rs and r, (and later we hope of r,). In particular, we may compare their power in detecting differences in population p values.
THE EXPERIMENTAL DISTRIBUTIONS OF SPEARMAN'S COEFFICIENTS
AND KENDALL'S (2.1) The distributions of r, and r, The experimental sampling made full use of the 25,000 sets of correlated normal deviates referred to in $ 1.1. Thus, we had 2500 samples with n = 10, 833 with n = 30 and 500 with n = 50. For each value of n we had samples from nine bivariate norma1 populations, namely those with p = 0.1 (0.1) 0.9. The samples of 10, 30 and 50 were independent in the sense that the 25,000 cards containing the basic data were re-shuffled between each of the three experiments. The basic calculations for our study were all carried out in the Mathematics Division of the National Physical Laboratory. The samples were formed and ranked on the Division's punched card installation under the supervision of Miss M. U. Thomas. She was responsible, also, for the calculation of all the values of 8, (of equation (1)) and 8, (the numerator on the right-hand side of equation (4)) and for that of P, (of equation (3)) for samples of size 10. The values of P, for samples of sizes 30 and 50 were obtained on the Deuce digital computer by Mr T. Vickers and Mr B. W. Munday. An account of the methods used will be given in a later paper; we plan also to print the observed frequency distributions corresponding to the various coefficients.
Comparison of the observed mean values of r, with the theoretical values of equation (5) and of the means and variances of r, with equations (7) and (8)is only useful as a check on the representative character of the random samples. This check has been made and passed satisfactorily; the observed values are not reproduced here. Examination of the variance of r, is however necessary, equation (6) giving an approximation only to the true value.
(2.
2) The variance of r, The Kendall formula (6) does not give the correct values of l / ( n -1) and 0 to var (r,) when p = 0 and 1, respectively. A purely empirical adjustment is obtained by substituting n -1for n as divisor and adding a term + 0.019785p12 which reduces the variance to zero when p = 1, so that we have 1 var (r,) = ----(1 -1.563465p2f0.304743p4+ 0.155286p6 n -1 Table 1contains for each of the three sample sizes, (a) the estimated variance from equation ( l l ) , (b) the observed variance from the sampling experiment, (c) smoothed values of (b) obtained by a rough graphical process. These last values are made use of in $3.2 below. It will be seen that for n = 10, the modified Kendall formula (11) gives values which for p 2 0.3 are consistently smaller than the observed values. The theoretical approximation is also too small, but less noticeably so, when n = 30. It seems clear .that for small samples var (r,) cannot be accurately expressed as the product of a function of n and a function of p. Below, when approximating to the variance of z, = tanh-lrs we have therefore used the smoothed observed values of var (r,) taken from the third columns of (3.1) The transformation and its justiification Our object is to find transformations of r, and r, which will give variances approximately independent of p and will a t the same time make the distributions roughly normal. The basic distributions of r, and rK become increasingly skew as Ip I ct 1. It is natural that we should consider R. A. Fisher's z transform which proved so successful in the case of the product moment correlation coefficient r,, in normal samples. If we write in general z = tanh-l r = 4 log, -l + r 1 -r' then the cumulants of z may be expanded in series in terms of the cumulants of r. The leading terms of the expansions for the mean and variance of z are given in equations (13) and (14):
r ) The distribution of r depends only on the single parameter p and it will be seen that to a first approximation the z transformation may be expected to stabilize the variance of a statistic r if the ratio of var ( r )to ( 1-;i;2) 2 is independent of p, or nearly so. We have given these ratios in Table 2 , Fs, rK and var ( r K )being obtained exactly from equations ( 5 ) , (7) and (8), respectively, and for var (rs) we have used the smoothed observed values from Table 1 . The ratios are least constant for n = 10 where, in particular, there is a definite increase for p = 0.9. Further useful comment must await the calculation of ~, ( r ) and ~, ( r ) and a fuller study of the expansions for the cumulants of z, but in the meantime we have felt no hesitation in going further with the use of the z transforms. Frequency tables of the distributions of zs and zK have been obtained and the following sections are concerned with comments on the mean values and variances obtained from these tables and with the normality of the distributions. Table 3 we compare ( a ) the observed mean values of zs found from the experimental data; (b) the approximate theoretical value of b(zs) given by the first two terms of (13), namely where %is calculated from (5)andvar (rs) is thesmoothedobservedvalue alreadyreferred to ; (c) the second or 'corrective term' from the right-hand side of (15). Owing to the fact that; in a few samples of 10, the rankings of the two variates were in perfect agreement, some values of rs (and r,) are unity and the corresponding z, (and zK) become infinite.* The means and variances tabled omit these observations which in any case form a very small part of a distribution of 2500 observations. We first, however, made estimates of the mean and varianceof z, using the technique for a censored distribution, but the difference in results was not large enough to be of importance. Having regard to the standard errors quoted below the tablet it will be seen that the differences between observation and approximate theory are not significant except perhaps in the case of p = 0.9. 'The corrective term is of some im.portance in small samples with large p, but is steadily reduced in importance as n increases. In the case of the transformed product moment correlation coefficient a similar, if less important, effect is present. derived from equation (8).Again, the differences between observation and the approximation appear only to be significant when p = 0.9. The corrective term is important for n = 10 and p large; it is smaller in proportion than the corresponding term in the approximation to mean 2, .
3) The variances and standard deviations of z, and zK Tables 5 and 6 contain the observed variances and standard deviations for the transformed variables*. Comparison with Table 2 shows that the first term in the expansions for var (2,) and var (2,) is definitely not adequate when n = 10 and still somewhat in defect for the larger samples. These points are brought out by a comparison of the mean values given at the bottom of the tables for the eight cases p = 0.1 to 0.8. Apart from the extreme case with p = 0.9, the change in the variance of z with p is not very great. We shall not attempt now to discuss the changes further. The figures, however, suggest that for most practical purposes if p < 0.8 it will be justifiable to assume a constant variance for z, for any given sample size not greatly exceeding 50. The expressions given below are not, however, to be regarded as asymptotic results.
Assuming that we may use the observed mean values given a t the bottom of Tables 5  and 6 we may then look for a general empirical expression for the variance of the form
where b is an integer. We suggest the use of the following:
For Spearman's coefficient 1.060 1.03
The resulting approximations for the standard deviations of z, and zK when n = 10, 30 and 50 are given a t the bottom of the right-hand side of Tables 5 and 6 where they may be compared with the individual sampled values and the means of the latter for p = 0.1 to 0.8. We think that except for p > 0.8, the approximation can be safely used in tests of significance for 10 < n < 50, provided, of course, that the underlying conditions discussed in 5 1.3 are applicable to the data.
I n the case of n = 10 three difficulties arise in examining the fit of a normal curve to the experimental distributions. In the first place, as mentioned above, in a few samples there was complete agreement between the two rankings so that r , and r, were unity and z, and z, were consequently infinite. These observations have to be omitted in calculating the momei~ts of z; alternatively, moments could be estimated using the technique for dealing with truncated observations. Secondly, while possible values for rs and r, are equally spaced, the possible values of z, and z, occur at intervals which increase with the z value. For n = 10, where the number of permissible values is relatively small, i t is a little difficult to know what criterion of normality to adopt. Finally, the distributions of r, exhibit, particularly for low values of p, the 'saw-edged' character noted by Kendall (1948, p. 47) in the case of independence. These factors all make it difficult to know how to * For n = 30, 50 the variances tabled ere rn,, but for n = 10 they are k, = m, N / ( N-1).
assess the importance of excessive values of x2, when comparing the observed distributions with fitted normal curves. Although we have not yet available all the values of P,(z), it appears, as in the case of the z transform of the product moment correlation coefficient, that the z distributions are somewhat lepcokurtic (P2> 3).
For n = 30 and 50 we have fitted a certain number of normal curves to the z distributions.
The result of applying the x2test for goodness-of-fit is summarized in Table 7 . Apart from three values of x2which are over 30, the fits appear very reasonable. It is clear that the matter needs further investigation, but we doubt whether even in samples as small as 10, the assumption of a normal z distribution will lead to any serious misinterpretation of a significance test. Table 7 . Normal curve Jits to observed distributions of zs and z, In broacl terms the power of discrimination of any one of the possible correlation measures depends upon the rapiclity with which its sampling distributions draw clear of one another as the population p changes. If, for example, for a given value of n, the distribution of rs for p = 0.2 does not sensibly overlap the distribution for p = 0.8, then if a single sample of n is drawn from each population a test of significance will always establish a difference in populat'ion p values. The amount of overlap can of course be seen most directly in the distributions of r, and r , (or 8, and P , ) which we hope to publish later.
If the distributions of the z's were normal with a standard deviation cr,which is fixed for a given sample size, the efficiency of discrimination would depend on the way in which the scale of mean z expressed in standard measure (i.e. B(z)/c~,) opened out asp is increased from 0 to 1. Without assuming a constant a;,we can obtain a rough measure of local sensitivity by calculating the ratios (E, -Z,)/,/(S~~ +sz2)of (a) the differences between pairs of consecutive observed means given in Table3 (or 4),to ( b ) the square roots of the sum of the correspoiiding pair of observed variances from Table 5 (or 6).
These ratios are given in Table 8 for both Spearman's and Kendall's z.We have also given corresponding ratios for the product moment correlation coefficient, taking b(z) and ui from the full Fisher expansions as corrected by Gayen (1951, p. 236) . Having regard to sampling fluctuations, it is clear that we cannot establish any difference in sensitivity between the two rank coefficients for n = 10. At 7' = .30 and 50 and for p > 0.6 the ratio for z, is consistently larger than for zs, which suggests a possible advantage for Kendall's coefficient. More detailed examination of this point is however needed. It will be noted, as expected, that the product moment coefficient is throughout more sensitive to changes in p than either of the rank coefficients. I n all cases for a given difference in p, the power of discrimination increases with p. 
Concluding remarks
Besides putting on record the basic sampling distributions we hope in a further paper to carry our investigations further in a number of directions, in particular to give parallel results for the coefficient r, of equation (4).
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