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We prove that under certain topological conditions on the set of universal elements of a
continuous map T acting on a topological space X , that the direct sum T ⊕Mg is universal,
where Mg is multiplication by a generating element of a compact topological group. We
use this result to characterize R+-supercyclic operators and to show that whenever T is a
supercyclic operator and z1, . . . , zn are pairwise different non-zero complex numbers, then
the operator z1T ⊕ · · · ⊕ znT is cyclic. The latter answers aﬃrmatively a question of Bayart
and Matheron.
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1. Introduction
All topological spaces in this article are assumed to be Hausdorff and all vector spaces are supposed to be over the ﬁeld K
being either the ﬁeld C of complex numbers or the ﬁeld R of real numbers. As usual, R+ is the set of non-negative real
numbers, Q is the ﬁeld of rational numbers, Z is the set of integers, Z+ is the set of non-negative integers, N is the
set of positive integers and T = {z ∈ C: |z| = 1}. Symbol L(X) stands for the space of continuous linear operators on a
topological vector space X and X∗ is the space of continuous linear functionals on X . For each T ∈ L(X), the dual operator
T ∗ : X∗ → X∗ is deﬁned as usual: (T ∗ f )(x) = f (T x) for f ∈ X∗ and x ∈ X . It is worth noting that if X is not locally convex,
then the elements of X∗ may not separate points of X . A family F = {Fa: a ∈ A} of continuous maps from a topological
space X to a topological space Y is called universal if there is x ∈ X for which the orbit O (F , x) = {Fax: a ∈ A} is dense
in Y . Such an x is called a universal element for F . We use the symbol U(F) for the set of universal elements for F . If X is a
topological space and T : X → X is a continuous map, then we say that x ∈ X is universal for T if x is universal for the family
{Tn: n ∈ Z+}. That is, x is universal for T if the orbit O (T , x) = {Tnx: n ∈ Z+} is dense in X . We denote the set of universal
elements for T by U(T ). That is, U(T ) = U({Tn: n ∈ Z+}). In order to formulate the following theorem, we need to recall
few topological deﬁnitions. A topological space X is called connected if it has no subsets different from ∅ and X , which are
closed and open. A topological space X is called path connected if for each x, y ∈ X , there is a continuous map f : [0,1] → X
such that f (0) = x and f (1) = y. A topological space X is called simply connected if for any continuous function f : T → X ,
there exist a continuous function F : T × [0,1] → X and x0 ∈ X such that F (z,0) = f (z) and F (z,1) = x0 for any z ∈ T.
Next, X is called locally path connected at x ∈ X if for any neighborhood U of x, there exists a neighborhood V of x such
that for any y ∈ V , there is a continuous map f : [0,1] → X such that f (0) = x, f (1) = y and f ([0,1]) ⊆ U . A space X is
called locally path connected if it is locally path connected at every point. Equivalently, X is locally path connected if there
is a base of topology of X consisting of path connected sets. Finally, we recall that a topological space X is called Baire if
for any sequence {Un}n∈Z+ of dense open subsets of X , the intersection of Un is dense in X . We say that an element g of a
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has a generator, is abelian. If T : X → X and S : Y → Y are two maps, we use the symbol T ⊕ S to denote the map
T ⊕ S : X × Y → X × Y , (T ⊕ S)(x, y) = (T x, Sy).
The following theorem is a generalization of the Ansari theorem on hypercyclicity of the powers of a hypercyclic operator
in several directions.
Theorem 1.1. Let X be a topological space, T : X → X be a continuous map and g be a generator of a compact topological group G.
Assume also that there is a non-empty subset Y of U(T ) such that T (Y ) ⊆ Y and Y is path connected, locally path connected and
simply connected. Then the set {(Tnx, gn): n ∈ Z+} is dense in X × G for any x ∈ Y .
In the case when X is compact and metrizable, the above theorem follows from Theorem 11.2 in the paper [10] by
Furstenburg. Our proof is based on the same general idea as in [10], which is also reproduced in the proofs of main results
in [7,17]. We would like to mention the following immediate corollary of Theorem 1.1.
Corollary 1.2. Let X be a topological space, T : X → X be a continuous map and g be a generator of a compact topological group G.
Assume also that there is a non-empty subset Y of U(T ) such that T (Y ) ⊆ Y and Y is path connected, locally path connected and
simply connected. Then Y × G ⊆ U(T ⊕ Mg), where Mg : G → G, Mgh = gh.
If X is a topological vector space and T ∈ L(X), then a universal element for T is called a hypercyclic vector for T and the
operator T is called hypercyclic if U(T ) = ∅. Moreover, x ∈ U({sT n: s ∈ K, n ∈ Z+}) is called a supercyclic vector for T and T
is called supercyclic if it has supercyclic vectors. Similarly T is called R+-supercyclic if the family F = {sT n: s ∈ R+, n ∈ Z+}
is universal and elements of U(F) are called R+-supercyclic vectors for T . We refer to surveys [13,14,19] for additional
information on hypercyclicity and supercyclicity. The question of characterizing of R+-supercyclic operators on complex
Banach spaces was raised in [3,17]. Maria de la Rosa has recently demonstrated that the answer conjectured in [3,17] is
indeed true. We obtain the same result in the more general setting of topological vector spaces by means of applying
Theorem 1.1.
Theorem 1.3. A continuous linear operator T on a complex inﬁnite dimensional topological vector space X is R+-supercyclic if and
only if T is supercyclic and either the point spectrum σp(T ∗) of the dual operator T is empty or σp(T ∗) = {z}, where z ∈ C \ {0} and
z/|z| has inﬁnite order in the group T.
Recall also that a vector x from a topological vector space X is called a cyclic vector for T ∈ L(X) if span{Tnx: n ∈ Z+}
is dense in X and T is called cyclic if it has cyclic vectors. In [11] it is observed that if T is a hypercyclic operator on a
Banach space, then T ⊕ (−T ) is cyclic. It is shown in [2] that if T is a supercyclic operator on a complex Banach space and
z1, . . . , zn are pairwise different complex numbers such that zk1 = · · · = zkn = 1 for some k ∈ N, then z1T ⊕ · · · ⊕ znT is cyclic.
It is also asked in [2] whether the condition zk1 = · · · = zkn = 1 can be removed. The next theorem provides an aﬃrmative
answer to this question.
Theorem 1.4. Let n ∈ N and T be a supercyclic continuous linear operator on an inﬁnite dimensional topological vector space X. Then
for any pairwise different non-zero z1, . . . , zn ∈ K, the operator z1T ⊕ · · · ⊕ znT is cyclic.
Theorem 1.1 is proved in Section 2. In Section 3 we formulate few connectedness related lemmas, needed for application
of Theorem 1.1. The proof of these lemmas is postponed until the last section. Section 4 is devoted to some straightforward
applications of Theorem 1.1. In particular, it is shown that Ansari’s theorems [1] on hypercyclicity of powers of a hypercyclic
operator and supercyclicity of powers of supercyclic operators, the León-Saavedra and Müller theorem [17] on hypercyclicity
of rotations of hypercyclic operators and the Müller and Peris [7] theorem on hypercyclicity of each operator Tt with
t > 0 in a strongly continuous universal semigroup {Tt}t0 of continuous linear operators acting on a complete metrizable
topological vector space X , all follow from Theorem 1.1. In Section 5, Theorem 1.3, characterizing R+-supercyclic operators,
is proven. Theorems 1.4 is proved in Section 6. In Section 7 we discuss the structure of supercyclic operators T with
non-empty σp(T ∗), prove cyclicity of ﬁnite direct sums of operators satisfying the Supercyclicity Criterion with the same
sequence {nk} and raise few questions.
2. Proof of Theorem 1.1
Lemma 2.1. Let X be a topological space with no isolated points and T : X → X be a continuous map. Then T (U(T )) ⊆ U(T ).
Moreover, each x ∈ U(T ) belongs to O (T , T x) \ O (T , T x).
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O (T , x) \ {x} is also dense in X . Hence T x ∈ U(T ). Thus T (U(T )) ⊆ U(T ). Since T x ∈ U(T ), we have x ∈ O (T , T x). It re-
mains to show that x /∈ O (T , T x). Assume that x ∈ O (T , T x). Then x = Tnx for some n ∈ N and O (T , x) is ﬁnite: O (T , x) =
{T kx: 0  k < n}. Since any ﬁnite set is closed in X , O (T , x) = O (T , x) = X . Hence X is ﬁnite and therefore does have
isolated points. This contradiction completes the proof. 
The following two lemmas are well-known and could be found in any textbook treating topological groups, see, for
instance [15].
Lemma 2.2. A closed subsemigroup of a compact topological group is a subgroup.
Lemma 2.3. Let G be a compact abelian topological group, g ∈ G and g = 1G . Then there exists a continuous homomorphism
ϕ : G → T such that ϕ(g) = 1.
We would also like to remind the following topological fact, see for instance [8].
Lemma 2.4. Let X be a topological space, Y be a compact topological space and π : X × Y → X be the projection: π(x, y) = x. Then
the map π is closed.
We also need the following lemma, which borrows heavily from the constructions in [7,17].
Lemma 2.5. Let X be a topological space,Λ be a subsemigroup of the semigroup C(X) of continuous maps from X to X and U = U(Λ)
be the set of universal elements for the familyΛ. Let also G be a compact abelian topological group andϕ : Λ → G be a homomorphism:
ϕ(T S) = ϕ(T )ϕ(S) for any T , S ∈ Λ. For each x, y ∈ X we denote
Nx =
{(
T x,ϕ(T )
)
: T ∈ Λ} and Fx,y = {h ∈ G: (y,h) ∈ Nx}. (2.1)
Then
(a1) Fx,y is closed in G for any x, y ∈ X and Fx,y = ∅ if x ∈ U ,
(a2) Fx,y F y,u ⊆ Fx,u for any x, y,u ∈ X,
(a3) Fx,x = H is a closed subgroup of G for any x ∈ U , which does not depend on the choice of x ∈ U and for any x, y ∈ U , Fx,y is
a coset of H,
(a4) the function f : U × U → G/H, f (x, y) = Fx,y is separately continuous and satisﬁes f (x, y) = f (y, x)−1 , f (x, y) f (y,u) =
f (x,u), and f (x, x) = 1G/H for any x, y,u ∈ U . Moreover, if T ∈ Λ and x, y, T y ∈ U , then f (x, T y) = ϕ(T ) f (x, y).
Proof. (a1) Closeness of Fx,y follows from the closeness of Nx and the obvious equality {y}× Fx,y = Nx ∩ ({y}× G). Assume
now that x ∈ U , y ∈ X and Fx,y = ∅. Then for any h ∈ G , (y,h) does not belong to the closed set Nx ⊂ X × G . Hence we can
pick open neighborhoods Uh and Vh of y and h in X and G respectively such that (Uh × Vh)∩ Nx = ∅. Since G is compact,
the open cover {Vh: h ∈ G} has a ﬁnite subcover {Vh1 , . . . , Vhn }. Then
(G × U )∩ Nx ⊆
n⋃
j=1
(Uh j × Vh j )∩ Nx = ∅, where U =
n⋂
j=1
Uh j .
From the deﬁnition of Nx it follows that the set {T x: T ∈ Λ} does not intersect U , which is open in X and non-empty since
y ∈ U . This contradicts universality of x for Λ.
(a2) Let a ∈ Fx,y and b ∈ F y,u . We have to demonstrate that ab ∈ Fx,u . Let U be any neighborhood of u in X and V be any
neighborhood of 1G in G . Pick a neighborhood W of 1G in G such that W · W ⊆ V . Since b ∈ F y,u , there exists T ∈ Λ such
that T y ∈ U and b−1ϕ(T ) ∈ W . Since T is continuous, T−1(U ) is a neighborhood of y. Since a ∈ Fx,y , there exists S ∈ Λ
such that Sx ∈ T−1(U ) and a−1ϕ(S) ∈ W . Then T Sx ∈ T (T−1(U )) = U and (ab)−1ϕ(T S) = a−1ϕ(S)b−1ϕ(T ) ∈ W · W ⊆ V
(here we use commutativity of G). That is, (T Sx,ϕ(T S)) ∈ U × abV . Therefore the set {(Rx,ϕ(R)): R ∈ Λ} intersects any
neighborhood of (u,ab) in X × G . Thus, (u,ab) ∈ Nx and ab ∈ Fx,u .
(a3) Let x ∈ U . By (a1) and (a2) Fx,x is closed non-empty and satisﬁes Fx,x Fx,x ⊆ Fx,x . Thus, Fx,x is a closed subsemigroup
of the compact topological group G . By Lemma 2.2, Fx,x is a closed subgroup of G . Let now x, y ∈ U . According to (a2)
Fx,y F y,y F y,x ⊆ Fx,x . By (a1), we can pick a ∈ Fx,y and b ∈ F y,x . It follows that aF y,yb = abF y,y ⊆ Fx,x . Since Fx,x and F y,y
are subgroups of G and abF y,y ⊆ Fx,x , we have F y,y = abF y,y(abF y,y)−1 ⊆ Fx,x . Similarly Fx,x ⊆ F y,y . Hence Fx,x = F y,y
and therefore the subgroup H = Fx,x does not depend on the choice of x ∈ U . Now by (a2) Fx,yH = Fx,y F y,y ⊆ Fx,y . Thus
aH ⊆ Fx,y . On the other hand, by (a2) Fx,y F y,x ⊆ Fx,x = H . Hence Fx,yb = bFx,y ⊆ H and therefore Fx,y ⊆ b−1H . That is, Fx,y
is contained in a coset of H and contains a coset of H . It follows that Fx,y is a coset of H .
(a4) According to (a3) the function f : U × U → G/H , f (x, y) = Fx,y is well deﬁned. Let x, y,u ∈ U . By (a3)
Fx,y F y,u ⊆ Fx,u . According to (a4) Fx,y , F y,u and Fx,u are cosets of H . Hence Fx,y F y,u = Fx,u . It follows that f (x, y) f (y,u) =
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Fx,x = H , we have f (x, x) = 1G/H . Assume now that T ∈ Λ and T y ∈ U . From the deﬁnition of Fx,y , it immediately follows
that ϕ(T ) ∈ F y,T y . Hence f (x, T y) = f (x, y) f (y, T y) = ϕ(T ) f (x, y).
It remains to demonstrate that f is separately continuous. Since f (y, x) = f (x, y)−1, it suﬃces to verify that for any ﬁxed
x ∈ U , the function θ : U → G/H , θ(y) = f (x, y) is continuous. Let A be a closed subset of G/H and A0 = π−1(A), where
π : G → G/H is the canonical projection. Clearly θ−1(A) = {y ∈ U : Fx,y ⊆ A0} coincides with π1(Nx ∩ (U × A0)), where
π1 : U × G → U is the projection onto U : π1(v,h) = v . Since G is compact, Lemma 2.4 implies that the map π1 is closed
and therefore θ−1(A) = π1(Nx ∩ (U × A0)) is closed in U . Since A is an arbitrary closed subset of G/H , θ is continuous. 
The following lemma is a particular case of Lemma 2.5.
Lemma 2.6. Let X be a topological space with no isolated points, T : X → X be a continuous map, g be an element of a compact
abelian topological group G and U = U(T ). For each x, y ∈ X we denote
Nx =
{(
Tnx, gn
)
: n ∈ Z+
}
and Fx,y =
{
h ∈ G: (y,h) ∈ Nx
}
. (2.2)
Then conditions (a1)–(a3) of Lemma 2.5 are satisﬁed and
(a4′) the function f : U×U → G/H, f (x, y) = Fx,y is separately continuous and satisﬁes f (x, y) = f (y, x)−1 , f (x, T y) = g f (x, y),
f (x, y) f (y,u) = f (x,u), f (x, x) = 1G/H for any x, y,u ∈ U .
Proof. We apply Lemma 2.5 with Λ = {Tn: n ∈ Z+} and ϕ : Λ → G , ϕ(Tn) = gn . Conditions (a1)–(a3) follow directly from
Lemma 2.5 and so does (a4) since T (U) ⊆ U according to Lemma 2.1 and ϕ(T ) = g . 
Before proving Theorem 1.1, we would like to introduce some notation. Clearly, for any continuous function f : [a,b] → T,
there exists a unique, up to adding an integer, continuous function ϕ : [a,b] → R such that f (t) = e2π iϕ(t). Then the number
ϕ(b) − ϕ(a) ∈ R is uniquely deﬁned and called the winding number of f (sometimes also called the index of f or the
variation of the argument of f ). We denote the winding number of f as w( f ). We would also like to remind the following
elementary and well-known properties of the winding number.
(w0) If f : [a,b] → T is continuous and f (a) = f (b), then w( f ) ∈ Z. Moreover, if also g : [a,b] → T is continuous, g(a) =
g(b) and there exists continuous h : [a,b] × [0,1] → T satisfying h(t,0) = f (t), h(t,1) = g(t) and h(a, s) = h(b, s) for
t ∈ [a,b] and s ∈ [0,1], then w( f ) = w(g).
(w1) If a < b < c and f : [a, c] → T is continuous, then w( f ) = w( f |[a,b])+ w( f |[b,c]).
(w2) If f : [a,b] → T, h : [c,d] → [a,b] are continuous, h(c) = a, h(d) = b, then w( f ◦ h) = w( f ).
(w3) If f : [a,b] → T is continuous and u ∈ T, then w(u f ) = w( f ).
(w4) If f : [a,b] → T is continuous and not onto, then |w( f )| < 1.
The following lemma is a key ingredient of the proof of Theorem 1.1. It seems also that it has a potential for different
applications.
Lemma 2.7. Let X be a path connected, locally path connected and simply connected topological space, T : X → X be continuous
and g be an element of a compact abelian topological group G. Assume also that there exists a continuous map f : X → G such that
f (T y) = g f (y) for any y ∈ X. Then either g = 1G or O (T , x) is closed in X for any x ∈ X.
Proof. Assume that there exists x ∈ X such that the orbit O (T , x) is non-closed and g = 1G . By Lemma 2.3, there exists
a continuous homomorphism ϕ : G → T such that z = ϕ(g) = 1. Since T has no closed subgroups except T and Un =
{u ∈ T: un = 1} for n ∈ N, we see that ϕ(G), being a non-trivial closed subgroup of T, coincides either with T or with Un
for some n  2. Let r = ϕ ◦ f . Since ϕ and f are continuous, r is a continuous map from X to T. Moreover, from the
properties of ϕ and f it follows that
r(T v) = zr(v) for any v ∈ X . (2.3)
Case ϕ(G) = Un for some n  2. Since z = 1, (2.3) implies that r(T v) = r(v) for any v ∈ X . Hence r(X) consists of more
than one element. Thus, r is a continuous map from X to T, whose range, being a subset of ϕ(G), is ﬁnite and consists of
more than one element. The existence of such a map contradicts connectedness of X .
Case ϕ(G) = T. Pick y ∈ O (T , x) \ O (T , x) and z0 ∈ T \ {r(y)}. Since r is continuous, r−1(T \ {z0}) is a neighborhood
of y in X . Since X is locally path connected, we can pick a neighborhood U of y such that U is path connected and
U ⊆ r−1(T \ {z0}). Since y ∈ O (T , x), we can pick n ∈ Z+ such that Tnx ∈ U . Since U is path connected, there is continuous
γ0 : [0,1] → U such that γ0(0) = y, γ0(1) = Tnx. Since X is path connected, there is continuous α : [0,1] → X such that
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integer and therefore non-zero. Next, since y ∈ O (T , T x) \ O (T , x), we see that the set {k ∈ N: T kx ∈ U } is inﬁnite. Thus we
can pick m ∈ N such that Tn+mx ∈ U and m|w(β1)| > 2. Since Tn+mx ∈ U and U is path connected, there exists continuous
γ1 : [0,1] → U such that γ1(0) = Tn+mx and γ1(1) = y.
Consider the path ρ : [0,m+ 2] → X deﬁned by the formula
ρ(t) =
⎧⎨
⎩
γ0(t) if t ∈ [0,1);
Tn+k−1α(t − k) if t ∈ [k,k + 1), 1 km;
γ1(t −m− 1) if t ∈ [m+ 1,m + 2].
(2.4)
Since Tn+k−1α(1) = Tn+kα(0) = Tn+kx for 1  k  m, γ0(1) = Tnα(0) = Tnx, Tn+m−1α(1) = γ1(0) = Tn+mx and γ0(0) =
γ1(1) = y, we see that ρ is continuous and ρ(0) = ρ(m + 2). Since X is simply connected, there exists a continuous
map τ : [0,m + 2] × [0,1] → X such that τ (0, s) = τ (m + 2, s), τ (t,0) = ρ(t) and τ (t,1) = x0 ∈ X for any s ∈ [0,1] and
t ∈ [0,m + 2]. Thus, r ◦ τ provides a homotopy of the path r ◦ ρ : [0,m + 2] → T and a constant path. According to (w0),
w(r ◦ ρ) = 0. Then by (w1),
0 = w(r ◦ ρ) =
m+1∑
j=0
w(r ◦ ρ|[ j, j+1]).
Since γ0 and γ1 take values in U ⊆ r−1(T \ {z0}), r ◦ ρ|[0,1] and r ◦ ρ|[m+1,m+2] take values in T \ {z0}. According to (w4),
|w(r ◦ ρ|[0,1])| < 1 and w(r ◦ ρ|[m+1,m+2]) < 1. Thus, by the last display,∣∣∣∣∣
m∑
j=1
w(r ◦ ρ|[ j, j+1])
∣∣∣∣∣< 2.
On the other hand, from (2.4) and (2.3) we see that for each j ∈ {1, . . . ,m},
r ◦ ρ(t) = r(Tn+ j−1α(t − j))= zn+ j−1r(α(t − j))= zn+ j−1β(t − j) for any t ∈ [ j, j + 1].
Thus, according to (w2) and (w3), w(r ◦ ρ|[ j, j+1]) = w(β) for 1 j m. Hence
2>
∣∣∣∣∣
m∑
j=1
w(r ◦ ρ|[ j, j+1])
∣∣∣∣∣= ∣∣mw(β)∣∣=m∣∣w(β)∣∣> 2.
This contradiction completes the proof. 
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. We can disregard the case of one-element X for its triviality. Let x ∈ Y and Nx be the set deﬁned
in (2.2). By Lemma 2.6, the set H = Fx,x = {h ∈ G: (x,h) ∈ Nx} is a closed subgroup of G . We shall show that H = G . By
Lemma 2.6, there exists a separately continuous function f : Y × Y → G/H such that f (v, T y) = g f (v, y) for any v, y ∈ Y .
Consider the function ψ : Y → G/H , ψ(y) = f (x, y). Then ψ is continuous and ψ(T y) = gψ(y) = (gH)ψ(y) for any y ∈ Y .
Since x ∈ Y ⊆ U(T ), the orbit O (T , x) is dense in X . On the other hand, since T (Y ) ⊆ Y , O (T , x) ⊆ Y and therefore Y
is dense in X . Since X is not one-element, then so is Y . Since Y is connected, Y has no isolated points. By Lemma 2.1,
x ∈ O (T , T x) \ O (T , T x). Hence O (T , T x) is not closed in Y . Lemma 2.7, applied to the restriction of T to Y , implies that
gH = 1G/H . On the other hand, g is a generator of G and therefore gH is a generator of G/H . It follows that the group G/H
is trivial. That is, H = G .
By Lemma 2.6, for each y ∈ Y , the set Fx,y = {h ∈ G: (y,h) ∈ Nx} is a coset of H in G . Since H = G , we have Fx,y = G for
any y ∈ Y . Hence Y × G ⊆ Nx . Since Y is dense in X , the last inclusion implies that Nx = X × G . Thus, {(Tnx, gn): n ∈ Z+}
is dense in X × G . 
3. Connectedness
Let X be a topological vector space. We can consider the corresponding projective space PX . As a set PX consists of
one-dimensional linear subspaces of X . We deﬁne the natural topology on PX by declaring the map π : X \ {0} → PX ,
π(x) = 〈x〉 continuous and open, where 〈x〉 is the linear span of the one-element set {x}. If X = Kn+1, then PX is the
usual n-dimensional (real or complex) projective manifold. Note that if T ∈ L(X) is injective, it induces the continuous map
T P : PX → PX , T P 〈x〉 = 〈T x〉. Finally, we can consider the space P+X of the rays in X . Namely, the elements of P+X are
the rays [x] = {tx: t  0} for x ∈ X \ {0} and the topology on P+X is deﬁned by declaring the map π+ : X \ {0} → P+X ,
π(x) = [x] continuous and open. Clearly, P+X is homeomorphic to the unit sphere in X if X is a normed space.
In order to apply Theorem 1.1, we need the following lemmas.
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Lemma 3.2. If X is a topological vector space of real dimension 3, then X \ {0} is path connected, locally path connected and simply
connected.
Lemma 3.3. If X is a complex topological vector space, then PX is path connected, locally path connected and simply connected.
Lemma 3.4. If X is a topological vector space of real dimension  3, then P+X is path connected, locally path connected and simply
connected.
The proof of the above lemmas comes as a combination of well-known facts and application of standard techniques
of inﬁnite dimensional topology. We include the complete proofs for convenience of the reader, but ban them to the last
section.
Remark. It is worth noting that if X is a real topological vector space of dimension  2, then PX fails to be simply
connected.
4. First applications of Theorem 1.1
In this section, we derive a handful of known results and their slight generalizations from Theorem 1.1. We start with
proving of a few corollaries of Theorem 1.1.
We need the following theorem, proved in [25], which is a generalization to arbitrary topological vector spaces of a
result known previously for locally convex topological vector spaces.
TheoremW. Let T be a continuous linear operator on an inﬁnite dimensional topological vector space X. If T is hypercyclic, then p(T )
has dense range for any non-zero polynomial p. If T is supercyclic and the space X is complex, then the point spectrum σp(T ∗) is
either empty or a one-element set {z} with z ∈ C \ {0}. If σp(T ∗) = ∅, then p(T )(X) is dense in X for each non-zero polynomial p. If
σp(T ∗) = {z}, then p(T )(X) is dense in X for any polynomial p such that p(z) = 0. Finally, if T is supercyclic and the space X is real,
then anyway, there exists z0 ∈ C \ {0} such that p(T )(X) is dense in X for any real polynomial p such that p(z0) = 0.
Corollary 4.1. Let T be a hypercyclic continuous linear operator on a topological vector space X and g be a generator of a compact
topological group G. Then {(Tnx, gn): n ∈ Z+} is dense in X × G for any x ∈ U(T ). In other words, U(T ⊕ Mg) = U(T )× G.
Proof. Let P = K[z] be the space of polynomials on one variable. By Theorem W, p(T ) has dense range for any p ∈P \ {0}.
Thus O (T , p(T )x) = p(T )(O (T , x)) is dense for any x ∈ U(T ). It follows that the set U(T ) is invariant under p(T ) for any
p ∈P \{0}. Let x ∈ U(T ) and X0 = {p(T )x: p ∈P}. Since each p(T )x with non-zero p belongs to U(T ), we see that the linear
map p → p(T )x from P to X0 is one-to-one and onto and the restriction of T to the invariant subspace X0 is injective.
According to Lemma 3.2, Y = X0 \ {0} is path connected, locally path connected and simply connected. Since Y ⊆ U(T ) and
T (Y ) ⊆ Y , from Theorem 1.1 it follows that {(Tnx, gn): n ∈ Z+} is dense in X × G . 
Similar property can be proven for supercyclic operators. First, we observe that supercyclicity of an injective operator
T ∈ L(X) can be interpreted as universality of the induced map T P , T P (〈x〉) = 〈T x〉 on the projective space PX . Namely,
x ∈ X is supercyclic for T if and only if 〈x〉 is universal for T P .
Corollary 4.2. Let X be an inﬁnite dimensional complex topological vector space and T ∈ L(X) be supercyclic. Then for any supercyclic
vector x for T and any generator g of a compact topological group G, {(zT nx, gn): n ∈ Z+, z ∈ C} is dense in X × G.
Proof. Let x be a supercyclic vector for T .
Case σp(T ∗) = ∅. Consider the linear space X0 = {p(T )x: p ∈P}. Exactly as in the proof of Corollary 4.1, we have that X0
is inﬁnite dimensional and dense in X , the restriction of T to the invariant subspace X0 is injective and each non-zero
element of X0 is a supercyclic vector for T . It follows that each element of the projective space PX0 is universal for
the induced map T P . By Lemma 3.3, PX0 is path connected, locally path connected and simply connected. Theorem 1.1
implies that {(TnP 〈x〉, gn): n ∈ Z+} is dense in PX0 × G and therefore in PX × G . The latter density means that {(zTnx, gn):
n ∈ Z+, z ∈ C} is dense in X × G .
Case σp(T ∗) = ∅. By Theorem W, there exists w ∈ C\{0} such that σp(T ∗) = {w}. Multiplying T by w−1, we can, without
loss of generality, assume that w = 1. Pick non-zero f ∈ X∗ such that T ∗ f = f . Clearly f (x) = 0. Indeed, otherwise the orbit
of x lies in ker f and x is not even a cyclic vector for T . Multiplying f by a non-zero constant, if necessary, we may
assume that f (x) = 1. Let Z = {x ∈ X: f (x) = 1}. It is straightforward to verify that T (Z) ⊆ Z and u ∈ Z is a supercyclic
vector for T if and only if u is universal for the restriction T |Z of T to Z . Now, the set Y = {p(T )x: p ∈ P, p(1) = 1} is a
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Hence each element of Y is universal for T |Z . Moreover, according to Lemma 3.1, Y being an aﬃne subspace of X , is path
connected, locally path connected and simply connected. By Theorem 1.1, {(Tnx, gn): n ∈ Z+} is dense in Z × G . Hence
{(zTnx, gn): n ∈ Z+, z ∈ C} is dense in X × G . 
It is worth noting that an analog of Corollary 4.2 fails for supercyclic operators on real topological vector spaces. Indeed,
let t ∈ R \Q, A be a linear operator on R2 with the matrix
A =
(
cos2πt sin2πt
− sin2πt cos2πt
)
and B be any hypercyclic operator on a real topological vector space X . It is easy to verify that T = A ⊕ B is a supercyclic
operator on R2 × X , g = e2π it is a generator of T, while {(zTnx, gn): n ∈ Z+, z ∈ R} is not dense in (R2 × X) × T for
any x ∈ R2 × X . On the other hand if we impose the additional condition that p(T ) has dense range for any non-zero
polynomial p, the result extends to the real case. One has to use the fact that a vector is R-supercyclic if and only if it is
R+-supercyclic [3] and apply Theorem 1.1 exactly as in the ﬁrst case of the above proof with PX0 replaced by P+X0 and
T P by T P+[x] = [T x]. Of course, one has to use Lemma 3.4 instead of Lemma 3.3 to ensure the required connectedness. This
leads to the following corollary.
Corollary 4.3. Let X be a real topological vector space and T ∈ L(X) be a supercyclic operator such that p(T ) has dense range for
any non-zero p ∈ P . Then for any supercyclic vector x for T and any generator g of a compact topological group G, {(sT nx, gn):
n ∈ Z+, s > 0} is dense in X × G.
4.1. The Ansari theorem
Applying Corollary 4.1 in the case when g is a generator of an n-element cyclic group G , carrying the discrete topology,
we immediately obtain the following statement, which is the Ansari theorem [1] on hypercyclicity of powers of hypercyclic
operators.
Corollary 4.4. Let X be a topological vector space, T ∈ L(X) and n ∈ N. Then U(Tn) = U(T ). In particular T n is hypercyclic if and only
if T is hypercyclic.
The supercyclicity version of the Ansari theorem for operators on a complex topological vector space follows similarly
from Corollary 4.2. In order to incorporate the real case, we need the following non-linear analog of the Ansari theorem.
The advantage compared to the direct application of Theorem 1.1 is that in the case of ﬁnite group G , one can signiﬁcantly
relax the topological assumptions on the set of universal elements.
Proposition 4.5. Let X be a topological space with no isolated points, n ∈ N and T : X → X be a continuous map such that U(T ) is
connected. Then U(Tn) = U(T ).
Proof. Let g be a generator of the cyclic group G of order n (carrying the discrete topology) and x ∈ U(T ). By Lemma 2.6
the set H = Fx,x deﬁned in 2.2 is a subgroup of G , each Fx,y for y ∈ U(T ) is a coset of H , the map ψ : U(T ) → G/H ,
ψ(y) = Fx,y is continuous and ψ(T kx) = gkH . Since g is a generator of G , it follows that ψ is onto. Since G/H is ﬁnite,
ψ is continuous and U(T ) is connected, it follows that G/H is trivial. That is, H = G . Hence Fx,y = H for any y ∈ U(T )
and therefore U(T ) × G is contained in the closure of the orbit O (T ⊕ Mg, (x,1)). From Lemma 2.1 we see that U(T )
contains O (T , x) and therefore is dense in X . Hence (x,1) is universal for T ⊕ Mg . Since G carries the discrete topology,
{T kx: gk = 1} is dense in X . The latter set is exactly O (Tn, x). Thus x ∈ U(Tn). That is, U(T ) ⊆ U(Tn). The opposite inclusion
is obvious. 
It is worth noting that the original proof of Ansari [1] can also be adapted to prove the last proposition. Our point was
to show that the result follows also from Lemma 2.6.
Corollary 4.6. Let X be a topological vector space, T ∈ L(X) and n ∈ N. Then the sets of supercyclic vectors for T n and T coincide. In
particular T n is supercyclic if and only if T is supercyclic.
Proof. It is well known that if X is ﬁnite dimensional, then supercyclic operators do exist on X if and only if the real di-
mension of X does not exceed 2. In this case we can easily see that the required property is satisﬁed. Thus we can assume
that X is inﬁnite dimensional. Consider the space X0 = {p(T )x: p ∈ P}. Since X0 is dense in X , it is inﬁnite dimensional.
Moreover, the restriction of T to X0 is injective. By Theorem W, there exists z0 ∈ C such that the set {p(T )x: p(z0) = 0} con-
sists of supercyclic vectors for T . Thus the set Y = {〈p(T )x〉: p(z0) = 0} consists of universal elements of the induced map
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〈x〉 ∈ U(TnP ). It follows that x is a supercyclic vector for Tn . 
4.2. The León–Müller theorem
Let X be a topological vector space. Recall that the pointwise convergence topology on L(X) is called the strong operator
topology. We say that an operator S ∈ L(X) is a generalized rotation if the strong operator topology closure G of {Sn: n ∈ Z+}
in L(X) is a compact subgroup of the semigroup L(X) and the map (x, A) → Ax from X × G to X is continuous.
Proposition 4.7. Let X be a topological vector space, T ∈ L(X) and S ∈ L(X) be a generalized rotation. Then T is hypercyclic if and
only if {SnTn: n ∈ Z+} is universal and U(T ) ⊆ U({SnTn: n ∈ Z+}). If additionally T S = ST , then T is hypercyclic if and only if ST
is hypercyclic and U(T ) = U(ST ).
Proof. Let G be the strong operator topology closure of {Sn: n ∈ Z+} in L(X). Since S is a generalized rotation, G is
compact and the map Φ : X × G → X , Φ(x, A) = Ax from X × G to X is continuous. Let x ∈ U(T ). By Corollary 4.1, the set
Ω = {(Tnx, Sn): n ∈ Z+} is dense in X × G . Since Φ is onto and continuous Φ(Ω) = {SnTnx: n ∈ Z+} is dense in X . Hence
x ∈ U({SnTn: n ∈ Z+}). Thus U(T ) ⊆ U({SnTn: n ∈ Z+}).
Assume now that T S = ST . Then SnTn = (ST )n for each n ∈ Z+ . Hence U(T ) ⊆ U(ST ). Clearly S is invertible and S−1 is
also a generalized rotation. Hence U(ST ) ⊆ U(S−1(ST )) = U(T ). Thus U(T ) = U(ST ). 
If X is a complex topological vector space and z ∈ T, then obviously, the rotation operator zI is a generalized rotation.
Applying Proposition 4.7 with S = zI , we immediately obtain the León-Saavedra and Müller theorem [17] on hypercyclicity
of rotations of hypercyclic operators.
Corollary 4.8. If T is a hypercyclic continuous linear operator on a complex topological vector space X and z ∈ T, then zT is hypercyclic
and U(zT ) = U(T ).
If a X1, . . . , Xn are complex topological vector spaces, X = X1 × · · · × Xn and z1, . . . , zn ∈ T, then the operator S ∈ L(X),
S = z1 I ⊕ · · · ⊕ zn I is a generalized rotation. Applying Proposition 4.7 with this S , we get the following slight generalization
of the León–Müller theorem.
Proposition 4.9. Let T j ∈ L(X j) for 1 j  n be such that T = T1 ⊕ · · · ⊕ Tn is hypercyclic. Then for any z = (z1, . . . , zn) ∈ Tn, the
operator Tz = z1T1 ⊕ · · · ⊕ znTn is also hypercyclic and U(T ) = U(Tz).
Similar proof with application of Corollary 4.2 instead of Corollary 4.1 gives the following supercyclic analog of Proposi-
tion 4.7.
Proposition 4.10. Let X be a complex topological vector space, T ∈ L(X) and S ∈ L(X) be a generalized rotation. Then T is supercyclic
if and only if F = {sSnTn: n ∈ Z+, s ∈ C} is universal and any supercyclic vector for T is universal for F . If additionally T S = ST ,
then T is supercyclic if and only if ST is supercyclic and the operators T and ST have the same sets of supercyclic vectors.
Applying Proposition 4.10 with S = z1 I ⊕ · · · ⊕ zn I , we also get the following corollary.
Proposition 4.11. Let X j be complex topological vector spaces and T j ∈ L(X j) for 1  j  n be such that T = T1 ⊕ · · · ⊕ Tn is
supercyclic. Then for any z = (z1, . . . , zn) ∈ Tn, the operator Tz = z1T1 ⊕ · · · ⊕ znTn is also supercyclic and the sets of supercyclic
vectors for T and Tz coincide.
Remark. The same argument allows to replace ﬁnite direct sums of operators in Propositions 4.9 and 4.11 by, for instance,
countable c0 or p (1 p < ∞) sums of Banach spaces.
4.3. Hypercyclicity of members of a continuous universal semigroup
Recently, Conejero, Müller and Peris [7] have proven that if {Tt}t0 is a strongly continuous semigroup of continuous
linear operators acting on a complete metrizable topological vector space X and the family {Tt : t ∈ R+} is universal, then
each Tt with t > 0 is hypercyclic. We show now that this theorem is also a corollary of Theorem 1.1.
Proposition 4.12. Let {Tt}t0 be semigroup of continuous linear operators acting on a topological vector space X. Assume also that
the map (t, x) → Ttx from R+ × X to X is continuous. Then U(Tt) = U(Ts) for any t, s > 0. That is, either Tt for t > 0 are all
non-hypercyclic or Tt for t > 0 are all hypercyclic and have the same set of hypercyclic vectors.
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s, t > 0. If t/s ∈ Q, then t/s = m/n for some m,n ∈ N. Then Tnt = Tms and according to the Ansari theorem (Corollary 4.4),
we have U(Tt) = U(Tnt ) = U(Tms ) = U(Ts). It remains to consider the case t/s /∈ Q. In this case z = e2π is/t is a generator
of T. Let x ∈ U(Ts) and y ∈ X . By Corollary 4.1, the set {(Tnsx, zn): n ∈ Z+} is dense in X × T. Hence, we can pick a net
{nα}α∈D of non-negative integers such that Tnα sx → y and znα → e−2π is . Since znα = e2π inα s/t and znα → e−2π is , we can
pick a net {mα}α∈D of non-negative integers such that s(nα + 1) − tmα → 0. That is, tmα = snα + bα , where {bα} is a net
in R+ , converging to s. Using continuity of the map (a, x) → Tax, we see that Ttmα x = Tbα Tsnα x → Ts y since bα → s and
Tsnα x → y. Hence Ts y ∈ O (Tt , x) for any y ∈ X . Since Ts is hypercyclic, it has dense range and therefore O (Tt , x) is dense
in X and x ∈ U(Tt). Thus, U(Ts) ⊆ U(Tt). 
The following observation belongs to Oxtoby and Ulam [21]. We present it in a slightly more general form, although the
proof does not need any changes.
Proposition 4.13. Let M be a Baire separable metrizable space and {Tt}t0 be a semigroup of continuous maps from M to itself such
that the map (t, x) → Ttx from R+ × M to M is continuous and the family {Tt : t ∈ R+} is universal. Then for almost all t ∈ R+ in the
Baire category sense, Tt is universal. In particular, there exists t > 0 such that Tt is universal.
Taking into account that the map (t, x) → Ttx is continuous for any strongly continuous semigroup {Tt}t0 of continuous
linear operators on a Baire topological vector space and combining Proposition 4.13 with Proposition 4.12, we immediately
obtain the following corollary, which is exactly the Conejero–Müller–Peris theorem.
Corollary 4.14. Let {Tt}t0 be a strongly continuous semigroup of continuous linear operators on a Baire separable metrizable topo-
logical vector space such that the family {Tt : t ∈ R+} is universal. Then each Tt for t > 0 is hypercyclic and Tt for t > 0 share the set
of hypercyclic vectors.
5. A characterization ofR+-supercyclic operators
The proof of Theorem 1.3 naturally splits in two cases: when σp(T ∗) is empty and when σp(T ∗) is a singleton. The case
σp(T ) = ∅ is covered by the following proposition by León-Saavedra and Müller [17]. They prove it for operators on Banach
spaces, however, virtually the same proof works for operators acting on arbitrary topological vector spaces (just replace
sequence convergence by net convergence).
Proposition LM. Let X be a complex topological vector space and T ∈ L(X) be a supercyclic operator such that σp(T ∗) = ∅. Then T is
R+ supercyclic. Moreover the sets of supercyclic and R+-supercyclic vectors for T coincide.
It remains to consider the case when σp(T ∗) is a singleton.
Proposition 5.1. Let X be a complex topological vector space and T ∈ L(X) be a supercyclic operator such that σp(T ∗) = {z} for some
z ∈ C\{0} such that z/|z| has inﬁnite order inT. Then T isR+ supercyclic. Moreover the sets of supercyclic andR+-supercyclic vectors
for T coincide.
Proof. Since any R+-supercyclic vector for T is supercyclic, it suﬃces to verify that any supercyclic vector for T is R+-
supercyclic. Replacing T be |z|−1T , if necessary, we can, without loss of generality, assume that |z| = 1. Let x ∈ X be a
supercyclic vector for T . It suﬃces to show that x is R+-supercyclic for T . Let f ∈ X∗ be a non-zero functional such that
T ∗ f = zf and f (x) = 1 (the last condition is just a normalization). Consider the aﬃne hyperplane Z = {u ∈ X: f (u) = 1}
and a map S : Z → Z , S(u) = z−1Tu. The map S is indeed taking values in Z since f (Su) = z−1 f (Tu) = z−1(T ∗ f )(u) =
z−1zf (u) = f (u) = 1 for any u ∈ Z . It is also clear that S is continuous. Let P1 = {p ∈P: p(z) = 1} and Y = {p(T )x: p ∈P1}.
First, we shall demonstrate that Y is a dense subset of Z , S(Y ) ⊆ Y and Y ⊆ U(S). Indeed, let y ∈ Y . Then y = p(T )x
for some p ∈ P1. Since f (y) = f (p(T )x) = (p(T ∗) f )(x) = p(z) f (x) = 1, we have y ∈ Y and therefore Y ⊆ Z . Next, Sy =
z−1T y = q(T )x, where q(t) = z−1tp(t). Since q(z) = z−1zp(z) = p(z) = 1, we have Sy ∈ Y and therefore S(Y ) ⊆ Y . Next,
since x is supercyclic for T , the set A = {sT nx: n ∈ Z+, s ∈ C \ {0}} is dense in X . By Theorem W, p(T )(A) = {sT n y: n ∈ Z+,
s ∈ C \ {0}} is also dense in X . Since A ⊂ X \ ker f and the map Φ : X \ ker f → Z , Φ(y) = y/ f (y) is continuous and onto,
we have that Φ(p(T )(A)) is dense in Z . On the other hand, it is easy to see that Φ(p(T )(A)) = O (S, y). Thus y ∈ U(S)
and therefore Y ⊆ U(S). Now, Y is an aﬃne subspace of X and therefore, Lemma 3.1 implies that Y is path connected,
locally path connected and simply connected. Since z has inﬁnite order in T, z is a generator of T. Applying Theorem 1.1,
we see that {(Sn y, zn): n ∈ Z+} is dense in Z × T for any y ∈ Y . In particular, {(Snx, zn): n ∈ Z+} is dense in Z × T. By
deﬁnition of S , {(z−nTnx, zn)} is dense in Z × T. Consider the map Ψ : Z × T → X , Ψ (u, s) = su. Clearly Ψ is continuous
and Ψ (Z ×T) = Z0 = {u ∈ X: | f (u)| = 1}. Therefore the set Ψ ({(z−nTnx, zn): n ∈ Z+}) = {Tnx: n ∈ Z+} is dense in Z0. Since
{su: s ∈ R+, u ∈ Z0} is dense in X , we see that {sT nx: n ∈ Z+, s ∈ R+} is also dense in X . That is, x is an R+-supercyclic
vector for T . 
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Propositions LM and 5.1, T is R+-supercyclic. It remains to show that if σp(T ∗) = {z} with z ∈ C \ {0} and z/|z| having ﬁnite
order in T, then T is not R+-supercyclic. Replacing T be |z|−1T , if necessary, we can, without loss of generality, assume
that |z| = 1. Then z ∈ T has ﬁnite order. Let G be the ﬁnite subgroup of T generated by z. Pick a non-zero f ∈ X∗ such that
T ∗ f = zf . Let x ∈ X . Then for any s ∈ R+ and n ∈ Z+ , f (sT nx) = szn f (x) ∈ A = f (x)GR+ . The set A, being a ﬁnite union of
rays, is nowhere dense in C. Since f : X → C is open, the set f −1(A) is nowhere dense in X . Hence {sT nx: n ∈ Z+, s ∈ R+},
being a subset of f −1(A), is nowhere dense in X . Thus x is not an R+-supercyclic vector for T . Since x ∈ X is arbitrary, T
is not R+-supercyclic. 
6. Cyclic direct sums of scalar multiples of a supercyclic operator
We shall repeatedly use the following elementary observation.
Lemma 6.1. Let T be a continuous linear operator on a topological vector space X, x ∈ X and L be a closed linear subspace of X such
that T (L) ⊆ L, L is contained in the cyclic subspace C(T , x) = span{T kx: k ∈ Z+} and x+ L is a cyclic vector for the quotient operator
T˜ ∈ L(X/L), T˜ (u + L) = Tu + L. Then x is a cyclic vector for T .
Proof. Let U be a non-empty open subset of X and π : X → X/L be the canonical map π(x) = x+ L. Since x+ L is a cyclic
vector for T˜ , there exists p ∈ P such that p(T˜ )(x + L) ∈ π(U ). Hence we can pick w ∈ L such that w + p(T )x ∈ U . That is,
w belongs to the open set −p(T )x + U . Since w ∈ L ⊆ C(T , x), we can ﬁnd q ∈ P such that q(T )x ∈ −p(T )x + U . That is,
(p + q)(T )x ∈ U . Thus {r(T )x: r ∈P} is dense in X and therefore x is a cyclic vector for T . 
The proof of Theorem 1.4 is different in the cases K = R and K = C. We start with the more diﬃcult complex case.
6.1. Proof of Theorem 1.4. Case K = C
Lemma 6.2. Let n ∈ N, z = (z1, . . . , zn) ∈ Tn, G be the closure in Tn of {zm: m ∈ Z+}, T be s supercyclic operator on a complex
topological vector space X, u be a supercyclic vector for T , x = (u, . . . ,u) ∈ Xn and S = z1T ⊕ · · · ⊕ znT . Then A = B, where
A = {sSkx: k ∈ Z+, s ∈ C} and B = {(w1 y, . . . ,wn y): y ∈ X, w ∈ G}.
Proof. By Lemma 2.2, G is a closed subgroup of Tn . By Corollary 4.2, the set C = {(sT ku, zk): k ∈ Z+, s ∈ C} is dense
in X × G . Consider the map
ϕ : X × G → B, ϕ(v,w) = (w1v, . . . ,wnv).
Clearly ϕ is continuous and onto. Hence ϕ(C) = A is dense in B . Thus, A = B . 
Corollary 6.3. Let n,k ∈ N, k  n and z = (z1, . . . , zn) ∈ Cn be such that |z j| = 1 for 1  j  k and |z j | < 1 if j > k, z′ =
(z1, . . . , zk) ∈ Tk and G be the closure in Tk of {(z′)m: m ∈ Z+}, T be s supercyclic operator on a complex topological vector space X,
u be a supercyclic vector for T , x = (u, . . . ,u) ∈ Xn and S = z1T ⊕ · · · ⊕ znT . Then A ⊇ B, where
A = {sSkx: k ∈ Z+, s ∈ C} and B = {(w1 y, . . . ,wk y,0, . . . ,0): y ∈ X, w ∈ G}.
If additionally, the numbers z1, . . . , zk are pairwise different, then the cyclic subspace C(S, x) contains the space
Lk =
{
v ∈ Xn: v j = 0 for j > k
}
.
Proof. The inclusion A ⊇ B follows immediately from Lemma 6.2 and the inequalities |z j | < 1 for j > k. Assume now that
z1, . . . , zk are pairwise different. Clearly A ⊆ C(S, x). Hence B ⊆ C(S, x). Since C(S, x) is a linear subspace of Xn , span(B) ⊆
C(S, x). It remains to demonstrate that span(B) ⊇ Lk . Let j ∈ {1, . . . ,n}, v ∈ X and v j ∈ Xn be deﬁned as v jj = v and v jl = 0
for l = j. Since vectors {v j: v ∈ X, 1 j  k} span Lk , it suﬃces to show that v j ∈ span(B). Let e j ∈ Ck be the jth basic
vector: e jj = 1 and e jl = 0 for l = j. Since z1, . . . , zk are pairwise different, the matrix {zlj}kj,l=1 is invertible: its determinant
is the Van der Monde one. Hence, there exist α1, . . . ,αk ∈ C such that
e j =
k∑
j=1
α j(z
′) j and therefore v j =
k∑
j=1
α j
(
z j1v, . . . , z
j
k v
)
.
Since each (z j1v, . . . , z
j
k v) belongs to B , we see that v
j ∈ span(B). Thus, Lk ⊆ span(B). 
Proof of Theorem 1.4. Case K = C. Let n ∈ N, T be a supercyclic continuous linear operator on a complex topological
vector space X , u be a supercyclic vector for T and z1, . . . , zn be pairwise different non-zero complex numbers. Let also
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to n. The case n = 1 is trivial. Without loss of generality, we may assume that 1 = |z1| |z2| · · · |zn|. Let m ∈ {1,n} be
the maximal number for which |z1| = · · · = |zm|. Then z1, . . . , zm are pairwise different elements of T. By Corollary 6.3, the
space Lm = {v ∈ Xn: v j = 0 for j >m} is contained in the cyclic subspace C(S, x). It is also clear that S(Lm) ⊆ Lm and Xn/Lm
is naturally isomorphic to Xn−m and the quotient operator S˜(v + Lm) = Sv + Lm , acting on Xn/Lm is naturally similar to
zm+1Tm+1 ⊕· · ·⊕ znTn . From the induction hypothesis it follows that x+ Lm is a cyclic vector for S˜ . According to Lemma 6.1,
x is a cyclic vector for S . 
6.2. Proof of Theorem 1.4. Case K = R
Lemma 6.4. Let 0 < t1 < · · · < tn and T be a supercyclic operator on a real topological vector space X. Then S = t1T ⊕ · · · ⊕ tnT is
cyclic.
Proof. Without loss of generality, we can assume that tn = 1. Let x be a supercyclic vector for T . We shall demonstrate that
u = (x, . . . , x) is a cyclic vector for S . We use the induction with respect to n. The case n = 1 is trivial. Assume that n  2
and the statement is true for a sum n − 1 positive scalar multiples of a supercyclic operator. Since T is supercyclic and
t j < 1 for j < n, we see that
L = {0} × · · · × {0} × X ⊂ {sSnu: s ∈ R, n ∈ Z+}.
In particular, L is contained in the cyclic subspace C(S,u). Obviously S(L) ⊆ L and Xn/L is naturally isomorphic to Xn−1
and the quotient operator S˜(v + L) = Sv + L, acting on Xn/L is naturally similar to t1T ⊕ · · · ⊕ tn−1T . From the induction
hypothesis it follows that u + Lm is a cyclic vector for S˜ . According to Lemma 6.1, u is a cyclic vector for S . 
In order to incorporate negative multiples, we need the following elementary observation.
Lemma 6.5. Let X be a topological vector space and T ∈ L(X) be such that T (X) is dense in X and T 2 is cyclic. Then S = T ⊕ (−T ) is
cyclic.
Proof. Let x be a cyclic vector for T 2. We shall demonstrate that (x, x) is a cyclic vector for S . Indeed, for any p ∈ P ,
p(S2)(x, x) = (p(T 2)x, p(T 2)x) and Sp(S2)(x, x) = (Tp(T 2)x,−Tp(T 2)x). Since T 2 is cyclic and T has dense range, we see
that the cyclic space C(S, (x, x)) contains the spaces L0 = {(u,u): u ∈ X} and L1 = {(u,−u): u ∈ X}. Since X × X = L0 ⊕ L1,
we see that C(S, (x, x)) = X × X and therefore (x, x) is a cyclic vector for S . 
Proof of Theorem 1.4. Case K =R. Let A = {|z j |: 1  j  n} and t1, . . . , tk be such that t1 < · · · < tk and A = {t1, . . . , tk}.
Since z j are real, we see that {z1, . . . , zn} ⊆ {t1, . . . , tk,−t1, . . . ,−tk}. Thus, it is enough to show that R0 = R⊕ (−R) is cyclic,
where R = t1T ⊕ · · · ⊕ tkT . The Ansari theorem (Corollary 4.6) implies that T 2 is supercyclic. By Lemma 6.4, the operator
R2 = t21T 2 ⊕ · · · ⊕ t2n T 2 is cyclic. Since T is supercyclic, the range of T is dense and therefore the range of R is dense. By
Lemma 6.5, R0 = R ⊕ (−R) is cyclic. 
7. Concluding remarks
It would be interesting to investigate possibilities of extension of Lemma 2.5 to the case of non-commutative group G .
The latter could be useful in studying of universality of non-commuting families of operators.
7.1. Universal semigroups
The Conejero–Müller–Peris theorem on hypercyclicity of members of a strongly continuous universal semigroup of linear
operators on a complete metrizable topological vector space fails for semigroups labeled by Rn+ for n 2.
Example 7.1. Take a compact weighted backward shift S on 2. The operator etS is hypercyclic for each t ∈ R, t = 0 (see, for
instance, [12]). Take c > ‖eS‖ and consider the operators Tt,s = cs−tetS ⊕ cs−t I acting on 2 ⊕ K. From hypercyclicity of S
it follows that the family {Tt,s: t ∈ Z+, s ∈ R+} is universal and therefore the strongly continuous semigroup {Tt,s}t,s∈R2+
is universal. On the other hand, Tt,s − cs−t I has non-dense range for any (t, s) ∈ R+ . By Theorem W each Tt,s is non-
hypercyclic. It is also easy to see that {Tt,s: (t, s) ∈ Z2+} is non-universal.
Thus, members of a universal strongly continuous semigroup {Tt}t∈R2+ may be all non-hypercyclic and {Tt}t∈Z2+ may
be non-universal. This means that in order to extend the theorem on hypercyclicity of members of a strongly continuous
universal semigroup, we need some extra assumptions about the semigroup. The next question seems to be natural and
interesting.
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from C to L(X) such that T0 = I and Tz+w = TzTw for any z,w ∈ C. Assume also that the family {Tz: z ∈ C} is universal. Is it true
that each Tz with z = 0 is hypercyclic? What about holomorphic semigroups, labeled by a sector in C?
Holomorphic universal semigroups of bounded linear operators on Banach spaces have been treated in [4], where it is
shown that every complex separable inﬁnite dimensional Banach space X supports a holomorphic uniformly continuous
mixing semigroup {Tz}z∈( π2 ) , where (π2 ) is the sector {reiϕ : r  0, |ϕ| < π2 }, and {Tz}z∈( π2 ) is said to be (topologically)
mixing if, for any pair (U , V ) of non-empty open subsets of X , there is r0 > 0 such that T (z)(U )∩ V = ∅ as soon as |z| > r0.
It is worth noting that {Tz} is mixing if and only if {Tzn : n ∈ N} is universal for any sequence {zn} such that |zn| → ∞. It is
possible to show that the above result admits a stronger form. Namely, any separable inﬁnite dimensional complex Banach
space supports a mixing group {Tz}z∈C .
7.2. Remarks on Theorem 1.4
For completeness of the picture we include a generalization of Lemma 6.5 in the case K = C.
Lemma 7.3. Let n ∈ N and T be a continuous linear operator with dense range on a complex topological vector space X such that T n
is cyclic. Let also z = e2π i/n. Then the operator S = T ⊕ zT ⊕ z2T ⊕ · · · ⊕ zn−1T is cyclic.
Proof. Let x be a cyclic vector for Tn . Then L = {r(Tn)x: r ∈ P} is dense in X . Since T has dense range, the spaces
T (L), . . . , Tn−1(L) are also dense in X . It suﬃces to verify that u = (x, . . . , x) ∈ Xn is a cyclic vector for S . Let M = C(S,u),
0 k n− 1 and r ∈P . Then
Skr
(
Sn
)
u = (T kr(Tn)x, zkT kr(Tn)x, . . . , zk(n−1)T kr(Tn)x) ∈ M.
Thus, M contains the vectors of the shape (a, zka, . . . , zk(n−1)a) for a ∈ T k(L) and 0 k n− 1. Since M is closed and T k(L)
is dense in X , we see that
M ⊇ Nk =
{(
a, zka, . . . , zk( j−1)a
)
: a ∈ X} for 0 k n − 1.
Finally, the matrix {zkl}n−1k,l=0 is invertible since its determinant is a Van der Monde one. Invertibility of the latter matrix
implies that the union of Nk for 0 k n− 1 spans Xn . Hence M = Xn and therefore u is a cyclic vector for S . 
Lemma 7.3 shows that under the condition zk1 = · · · = zkn = 1, the requirements on the operator T in Theorem 1.4 can be
weakened. Namely, instead of supercyclicity of T it is enough to require cyclicity of T k and the density of the range of T . For
general z j this is however not true. For instance, the Volterra operator V ∈ L(L2[0,1]), V f (t) =
∫ t
0 f (s)ds has dense range,
all powers of V are cyclic, while V ⊕ 2V is non-cyclic [20]. The latter example also provides means for an elementary proof
of the fact that the Volterra operator V is not weakly supercyclic (= not supercyclic on L2[0,1] with weak topology), which
also follows from a rather involved general theorem in [20], providing a suﬃcient condition for a bounded linear operator
on a Banach space to be not weakly supercyclic.
Corollary 7.4. The Volterra operator V acting on L2[0,1] is not weakly supercyclic.
Proof. Consider the operator J : L2[0,1] → L2[0,1], J f (x) = f ( 1−x2 ). It is easy to see that 2 J V = V ∗ J . We show that V ⊕2V
is not cyclic. Indeed, assume that ( f , g) is a cyclic vector for V ⊕2V . Then f = 0 and J∗ f = 0 since J∗ is injective. Using the
equation 2 J V = V ∗ J , it is easy to verify that the orbit {(V ⊕ 2V )n( f , g): n ∈ Z+} is lying in the kernel of the continuous
functional Φ(u, v) = 〈u, J g〉 − 〈v, J∗ f 〉 on H = L2[0,1] × L2[0,1], where 〈x, y〉 = ∫ 10 x(t)y(t)dt . Since J∗ f = 0, we have
Φ = 0, which contradicts cyclicity of ( f , g) for V ⊕ 2V . Since cyclicity of an operator on a Banach space is equivalent to
cyclicity with respect to the weak topology, V ⊕2V is non-cyclic on H with weak topology. By Theorem 1.4, V is not weakly
supercyclic. 
It seems to be an appropriate place to reproduce the following question by Sophie Grivaux.
Question 7.5. Let T be a continuous linear operator on a Banach space X such that T ⊕ T is cyclic. Does it follow that T 2 is cyclic?
7.3. Cyclicity of direct sums of operators satisfying the Supercyclicity Criterion
The following important suﬃcient condition of supercyclicity is provided in [19] for Banach space operators. In the
general setting it is a corollary of the following result of Bés and Peris [5, Theorem 2.3 and Remark 2.6]. Recall that an
inﬁnite family F of continuous maps from a topological space X to a topological space Y is called hereditarily universal if
each inﬁnite subfamily of F is universal.
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metrizable topological vector space X. Then the following conditions are equivalent:
(p1) The family {Tn ⊕ Tn: n ∈ Z+} is universal;
(p2) There is an inﬁnite set A ⊆ Z+ such that {Tn: n ∈ A} is hereditarily universal;
(p3) There exist a strictly increasing sequence {nk} of non-negative integers, dense subsets E and F of X and maps Sk : F → X for
k ∈ Z+ such that Tnk x → 0, Sk y → 0 and Tnk Sk y → y as k → ∞ for any x ∈ E and y ∈ F .
We say that a continuous linear operator T on a separable Baire metrizable topological vector space X satisﬁes the
Supercyclicity Criterion [19] if there exist a strictly increasing sequence {nk}k∈Z+ of positive integers, a sequence {sk}k∈Z+ of
positive numbers, dense subsets E and F of X and maps Sk : F → X for k ∈ Z+ such that Tnk Sk y → y, skT nk x → 0 and
s−1k Sk y → 0 as k → ∞ for any x ∈ E and y ∈ F . From Theorem BP it immediately follows that any operator T satisfying the
Supercyclicity Criterion is supercyclic. Moreover it follows that T satisﬁes the Supercyclicity Criterion if and only if T ⊕ T is
supercyclic.
Lemma 7.6. Let T j for 1 j  k be continuous linear operators on separable Bairemetrizable topological vector spaces X j all satisfying
the Supercyclicity Criterion with the same sequence {nl}l∈Z+ . Then there exists an inﬁnite subset A of N and sequences {s j,l}l∈A,1 jn
of positive numbers such that the family F = {s1,l T l1 ⊕ · · · ⊕ sk,l T lk: l ∈ A} is hereditarily universal.
Proof. Let {nl}l∈Z+ be a strictly increasing sequence of positive integers such that each T j satisﬁes the Supercyclicity Crite-
rion with this sequence. Then, for each j ∈ {1, . . . ,k}, we can pick a sequence {s j,nl }l∈Z+ of positive numbers, dense subsets
E j and F j of X j and maps S j,l : F j → X j for l ∈ Z+ such that Tnlj S j,l y → y, s j,nl T nlj x → 0 and s−1j,nl S j,l y → 0 as l → ∞ for
any x ∈ E j and y ∈ F j . Then F = F1 × · · · × Fk and E = E1 × · · · × Ek are dense in X = X1 × · · · × Xk . Let
Sl = s−11,nl S1,nl ⊕ · · · ⊕ s−1k,nl Sk,nl : F → X and Tl = s1,nl T
nl
1 ⊕ · · · ⊕ sk,nl T nlk ∈ L(X).
From the above properties of s j,nl and S j,l it follows that Tl Sl y → y, Tlx → 0 and Sl y → 0 as l → ∞ for any x ∈ E and
y ∈ F . It is also easy to see that Tl have dense range and commute with each other. By Theorem BP, there is an inﬁnite
subset B of Z+ such that the family {Tl: l ∈ B} is hereditarily universal. Clearly this family has the required shape. 
The following result shows that if we restrict ourselves to operators, satisfying the Supercyclicity Criterion, then cyclicity
of ﬁnite direct sums is satisﬁed not only for scalar multiples of the same operator.
Theorem 7.7. Let T j for 1  j  k be continuous linear operators on separable Baire metrizable topological vector spaces X j all
satisfying the Supercyclicity Criterion with the same sequence {nl}l∈Z+ . Then the direct sum T1 ⊕ · · · ⊕ Tk is cyclic.
Proof. By Lemma 7.6, there exists an inﬁnite subset A of Z+ and positive numbers {s j,l}l∈A, 1 jk such that the family
F = {Sl = s1,l T l1 ⊕ · · · ⊕ sk,l T lk: l ∈ A} is hereditarily universal. Denote sl = (s1,l, . . . , sk,l) ∈ Rk+ . Replacing A by a smaller
inﬁnite subset of Z+ , if necessary, may assume that sl/‖sl‖∞ → s ∈ Rk+ as l → ∞, l ∈ A. Clearly ‖s‖∞ = 1. Without loss of
generality, we can also assume that 1= s1  s2  · · · sk . Let m ∈ N be such that 1m k, sm = 0 and s j = 0 if m< j  k.
Let x = (x1, . . . , xk) be a universal vector for the family F . It suﬃces to show that x is a cyclic vector for S = T1 ⊕ · · · ⊕ Tk .
We shall use induction with respect to k. For k = 1, the statement is trivial. Assume that k  2 and it is true for the
direct sums of less than k operators. Denote X = X1 × · · · × Xk . First, we shall show that N = {u ∈ X: u j = 0 for j >m} is
contained in the cyclic subspace C(S, x). Let w ∈ N . Since x is universal for F , there exists a strictly increasing sequence
{nl}l∈Z+ of elements of A such that s j,nl T nlj x j → w j/s j if 1 j m and s j,nl T nlj x j → 0 if j >m. Consider the polynomials
pl(z) = ‖snl‖∞znl . Since sk/‖sk‖∞ → s ∈ Rn+ as k → ∞, k ∈ A, we obtain pl(S)x → (w1, . . . ,wm,0, . . . ,0) = w as l → ∞,
l ∈ A. Hence w ∈ C(S, x) and therefore N ⊆ C(S, x). Clearly S(N) ⊆ N . On the other hand X/N is naturally isomorphic to
Xm+1 × · · · × Xn and the quotient operator S˜(u + N) = Su + N , acting on X/N is naturally similar to Tm+1 ⊕ · · · ⊕ Tn . From
the induction hypothesis it follows that x+ N is a cyclic vector for S˜ . According to Lemma 6.1, x is a cyclic vector for S . 
7.4. Strongly n-supercyclic operators
Recently Feldman [9] has introduced the notion of an n-supercyclic operator for n ∈ N ∪ {∞}. A continuous linear oper-
ator T on a topological vector space X is called n-supercyclic for n ∈ N if there exists an n-dimensional linear subspace L
of X such that its orbit {Tnx: n ∈ Z+, x ∈ L} is dense in X . Such a space L is called an n-supercyclic subspace for T . Clearly,
1-supercyclicity coincides with the usual supercyclicity. In [9], for any n ∈ N, n  2, a bounded linear operator T on 2 is
constructed, which is n-supercyclic and not (n−1)-supercyclic. In [6], the question is raised whether powers of n-supercyclic
operators are n-supercyclic. The question remains open. It is worth mentioning that the answer becomes aﬃrmative if we
replace n-supercyclicity by a slightly stronger property.
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subspaces of X can be endowed with the natural topology. That is we consider the (open) subset Xn of all linearly
independent n-tuples x = (x1, . . . , xn) ∈ Xn with the topology induced from Xn and declare the map πn : Xn → Pn X ,
πn(x) = span{x1, . . . , xn} continuous and open. Observe that PnKm for m  n is the classical Grassmanian manifold.
We say that L ∈ Pn X is a strongly n-supercyclic subspace for T ∈ L(X) if each T k(L) is n-dimensional and the sequence
{T k(L): k ∈ Z+} is dense in Pn X . An operator is strongly n-supercyclic if it has a strongly n-supercyclic subspace. Clearly,
strong 1-supercyclicity is equivalent to supercyclicity and strong n-supercyclicity implies n-supercyclicity. The advantage of
strong n-supercyclicity lies in the fact that it reduces to universality of the self-map of Pn X induced by T . Thus, using
connectedness of Pn X we can prove that the powers of a strongly n-supercyclic operators are strongly n-supercyclic by
means of applying Proposition 4.5 in pretty much the same way as we did it for supercyclic operators. It is worth noting
that n-supercyclic operators, constructed by Feldman in [9], are in fact strongly n-supercyclic. This leads to the following
question.
Question 7.8. Are n-supercyclicity and strong n-supercyclicity equivalent?
We would also like to reproduce the following interesting question raised in [6,9].
Question 7.9. Let n ∈ N and T be an n-supercyclic operator on a complex topological vector space X such that σp(T ∗) = ∅. Is it true
that T is cyclic?
7.5. Supercyclic operators with non-empty point spectrum of the dual
Our ﬁnal remark concerns the following claim made in [16]:
(L) any supercyclic operator T on a complex Banach space X satisfying σp(T ∗) = {z} with z ∈ C \ {0} is similar to the oper-
ator of the shape z(S ⊕ IC), where S is a hypercyclic operator and IC is the identity operator on the one-dimensional
space C.
If (L) was true, we could have signiﬁcantly simpliﬁed the proof of the characterization of R+-supercyclicity in Section 5.
Unfortunately, this statement is false. It will be shown along with a characterization of supercyclic operators with non-empty
σp(T ∗).
If T is a supercyclic operator on a complex topological vector space, then by Theorem W, either σp(T ∗) = ∅ or
σp(T ∗) = {z} with z ∈ C \ {0}. In the latter case, there is a non-zero f ∈ X∗ such that T ∗ f = zf . It is clear that Y = ker f
is a closed invariant subspace for T of codimension 1. Pick any e ∈ X such that f (e) = 1. Then X = Y ⊕ 〈e〉  Y × C.
Since T ∗ f = zf , we have T e = z(e + u), where u ∈ Y . Thus, T is naturally similar to the operator zSu ∈ L(Y × C), where
Su(y, t) = (Sy + tu, t) and S = z−1T |Y ∈ L(Y ). Thus, any supercyclic operator, whose dual has non-empty point spectrum, is
similar to a scalar multiple of an operator of the shape Su . It remains to ﬁgure out when an operator Su is supercyclic.
Lemma 7.10. Let Y be a topological vector space S ∈ L(Y ), u ∈ Y and
Su ∈ L(Y ×K), Su(y, t) = (Sy + tu, t). (7.1)
Then (x, s) is a supercyclic vector for Su if and only if s = 0 and u − s−1(I − S)x is a universal vector for the family {pn(S): n ∈ N},
where
pn(z) =
n−1∑
j=0
z j . (7.2)
Proof. If s = 0, then O (Su, (x, s)) is contained in Y × {0} and (x, s) can not even be a cyclic vector for Su . Assume now that
s = 0. Then (x, s) is a supercyclic vector for Su if and only if (y,1) is a supercyclic vector for Su , where y = s−1x. Direct
calculation shows that for any n ∈ N,
Snu(y,1) =
(
Sn y + pn(S)u,1
)= (y + pn(S)(u − (I − S)y),1).
It immediately follows that {zSnu(y,1): n ∈ Z+, z ∈ K} is dense in Y × K if and only if {y + pn(S)(u − (I − S)y):
n ∈ N} is dense in Y . Since the translation by y is a homeomorphism from Y to itself, the latter happens if and only if
{pn(S)(u− (I − S)y): n ∈ N} is dense in Y . Thus, (y,1) is a supercyclic vector for Su if and only if u− (I − S)y is a universal
vector for {pn(S): n ∈ N}. It remains to recall that y = s−1x. 
Corollary 7.11. Let Y be a topological vector space S ∈ L(Y ), u ∈ Y and Su ∈ L(Y × K) be deﬁned by (7.1). Then Su is supercyclic
if and only if the coset u + (I − S)(Y ) contains a universal vector for the family {pn(S): n ∈ N}, where pn are polynomials deﬁned
in (7.2).
It becomes a natural question to study universality of the family {pn(S): n ∈ N}.
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F is universal if and only if S is hypercyclic. Moreover, (I − S)(U(S)) ⊆ U(F) ⊆ U(S).
Proof. If S is hypercyclic, then by Theorem W, I − S has dense range. The same holds true if F is universal. Indeed,
assume that there is x ∈ U(F) and I − S has non-dense range. Then the closure Z in Y of I − S(Y ) is invariant for S and
Z = Y . Consider the operator S˜ : Y /Z → Y /Z , S˜(y + Z) = Sy + Z . Clearly x + Z is universal for A = {pn (˜S): n ∈ N}. On
the other hand, from the deﬁnition of Z it follows that S˜ is the identity operator on Y /Z and therefore A = {nI: n ∈ N}.
The latter system is obviously non-universal. This contradiction shows that I − S has dense range if F is universal. Thus,
we can assume from the beginning that (I − S)(Y ) is dense in Y . It follows that if x ∈ U(F), then (I − S)x ∈ U(F). Since
pn(S)(I − S)x = x − Snx, universality of (I − S)x for F implies that x is hypercyclic for S . Hence universality of F implies
hypercyclicity of S and U(F) ⊆ U(S). Now if x ∈ U(S), then the sequence pn(S)(I− S)x = x− Snx is dense in X and therefore
(I − S)x ∈ U(F). Thus hypercyclicity of S implies universality of F and (I − S)(U(S)) ⊆ U(F). 
Lemma 7.13. Let Y be a topological vector space, S ∈ L(Y ), u ∈ Y and Su ∈ L(Y ×K) be deﬁned by (7.1). Assume also that 1 /∈ σp(S∗).
Then Su is similar to S0 = S ⊕ IK if and only if u ∈ (I − S)(Y ).
Proof. First, assume that u ∈ (I − S)(Y ). Then u = v − Sv for some v ∈ Y . Consider the operator Λ ∈ L(Y × K), Λ(x, s) =
(x+ sv, s). Clearly Λ is invertible and Λ−1 ∈ L(Y ×K), Λ−1(x, s) = (x− sv, s). It is easy to see that Λ−1SuΛ = S0. Thus, Su
is similar to S0.
Assume now that Su is similar to S0. That is, there exists Λ ∈ L(Y × K) such that Λ is invertible, Λ−1 is con-
tinuous and Λ−1SuΛ = S0. Since σp(S∗) = ∅, ker(S∗0 − I) is the one-dimensional space spanned by the functional
f0 ∈ (Y ×K)∗ , f0(y, t) = t . Since (S∗u − I) f0 = 0, we see that ker f0 = Y ×{0} must be Λ-invariant. Since S0(0,1) = (0,1) and
(0,1) /∈ Y × {0}, Λu must have an eigenvector (x, t) /∈ Y ×{0} corresponding to the eigenvalue 1. Since t = 0, we can, without
loss of generality, assume that t = 1. Thus, Su(x,1) = (x,1). It follows that Sx+ u = x. That is, u = (I − S)x ∈ (I − S)(X). 
Corollary 7.14. Let Y be a topological vector space S ∈ L(Y ), u ∈ Y and Su ∈ L(Y × K) be deﬁned by (7.1). If u is universal for
{pn(S): n ∈ N}, where pn are polynomials deﬁned by (7.2) and u /∈ (I − S)(Y ), then Su is supercyclic and not similar to S0 = S ⊕ IK .
Proof. Supercyclicity of Su follows from Corollary 7.11. By Lemma 7.12, S is hypercyclic and therefore by Theorem W,
σp(S∗) = ∅. By Lemma 7.13, Su is not similar to S0 = S ⊕ IK . 
Corollary 7.15. Let Y be a Baire separable metrizable topological vector space and S ∈ L(Y ) be a hypercyclic operator such that
(I − S)(Y ) = Y . Then there is u ∈ Y such that the operator Su deﬁned by (7.1) is supercyclic and not similar to S0 = S ⊕ IK .
Proof. Since S is hypercyclic, Lemma 7.12 implies that the family F = {pn(S): n ∈ N} with pn being the polynomials
deﬁned in (7.2) has dense set of universal elements. Since the set of universal elements for any family of maps taking
values in a second countable topological space is a Gδ-set [13], U(F) is a dense Gδ-subset of the Baire space Y . Hence
U(F) is not contained in (I − S)(Y ). Indeed, assume that U(F) ⊆ (I − S)(Y ). Since (I − S)(Y ) = Y , there is w ∈ Y such that
w /∈ (I − S)(Y ). Since (I − S)(Y ) is a linear subspace of Y , (I − S)(Y )∩ (w + (I − S)(Y )) = ∅. Hence U(F)∩ (w +U(F)) = ∅.
Thus U(F) and w + U(F) are disjoint dense Gδ-subsets in Y . The existence of such subsets is impossible since Y is Baire.
Thus, we can choose u ∈ U(F) \ (I − S)(Y ). According to Corollary 7.14, Su is supercyclic and not similar to S0 = S ⊕ IK . 
To illustrate the above corollary, we consider the weighted backward shifts on 2. If {wn}n∈N is a bounded sequence
of positive numbers, then the operator Tw : 2 → 2 acting on the canonical basis as Twe0 = 0, Twen = wnen−1 for n > 0
is called an backward weighted shift. Clearly Tw is compact if and only if wn → 0 as n → ∞. According to Salas [22], any
operator S = I + Tw is hypercyclic. On the other hand, I − S = −Tw is not onto whenever the sequence w is not bounded
from below by a positive constant. In particular, for any compact backward weighted shift T , S = I + T is hypercyclic and
I − S is not onto. Thus, by Corollary 7.15, we can choose u ∈ 2 such that Su is supercyclic and not similar to S ⊕ IK . Thus,
the statement (L) is indeed false.
From Lemmas 7.10 and 7.12 it follows that supercyclicity of Su implies hypercyclicity of S . Moreover, supercyclicity
of S0 is equivalent to hypercyclicity of S . It is natural therefore to consider the question whether hypercyclicity of S implies
supercyclicity of Su for any vector u. The following example provides a negative answer to this question even in the friendly
situation when Y is a Hilbert space.
Proposition 7.16. There exists a hypercyclic operator S ∈ L(2) and u ∈ 2 such that the operator Su ∈ L(2 × K) deﬁned by (7.1) is
not supercyclic.
Proof. Consider the backward weighted shift T ∈ L(2) with the weight sequence wn = e−2n , n ∈ N and let S = I + T .
Let also u ∈ 2, un = (n + 1)−1 for n ∈ Z+ . According the above cited theorem of Salas, S is hypercyclic. It remains to
demonstrate that Su is not supercyclic.
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{pn(S): n ∈ N} with pn being the polynomials deﬁned in (7.2). By Lemma 7.12, U(F) ⊆ U(S) and therefore (u + T (2)) ∩
U(S) = ∅. That is, there exists x ∈ 2 such that u + T x is a hypercyclic vector for S . We are going to obtain a contradiction
by showing that ‖Sn(u + T x)‖ → ∞ as n → ∞.
Taking into account that Sn = (I + T )n =∑nk=0 (nk)T k , we see that for each y ∈ 2,
(
Sn y
)
j =
n∑
k=0
(
n
k
)
y j+ke−k(k+1) for any j,n ∈ Z+. (7.3)
Applying this formula to y = u, we obtain
∥∥Snu∥∥ ∣∣(Snu)0∣∣= An, where An =
n∑
k=0
(
n
k
)
(k + 1)−1e−k(k+1) for any n ∈ Z+. (7.4)
Now since x ∈ 2, c = sup j∈Z+ |x j | < ∞. Hence |(T x) j | ce−2 j−2. Substituting these inequalities into (7.3), we see that
∣∣(SnT x) j∣∣ c
n∑
k=0
(
n
k
)
e−2 j−2k−2e−k(k+1) = ce−2 j Bn for any n, j ∈ Z+, where Bn =
n∑
k=0
(
n
k
)
e−(k+1)(k+2). (7.5)
Summing up the inequalities in (7.5), we obtain
∥∥SnT x∥∥ ∞∑
j=0
∣∣(SnT x) j∣∣ cBn
∞∑
j=0
e−2 j < 2cBn for any n ∈ Z+. (7.6)
In order to demonstrate that ‖Sn(u + T x)‖ → ∞ as n → ∞, it is enough to show that An → ∞ and Bn = o(An) as
n → ∞. Indeed, then from (7.4) and (7.6) it immediately follows that ‖Sn(u + T x)‖ → ∞. Applying the Stirling formula to
estimate
(n
k
)
(k + 1)−1e−k(k+1) , we see that there exist positive constants α and β such that whenever 1 k n1/2,
αk−3/2
(
nk−1e−k
)k  (n
k
)
(k + 1)−1e−k(k+1)  βk−3/2(nk−1e−k)k. (7.7)
From (7.7) it follows that if {kn} is a sequence of positive integers such that 2kn − lnn = O (1), then for any a < 1/4,
An 
(
n
kn
)
(kn + 1)−1e−kn(kn+1)  ea(lnn)2 for all suﬃciently large n.
Hence An → ∞. Using (7.7), we immediately see that
A′n =
∑
0k<(lnn)/4
(
n
k
)
(k + 1)−1e−k(k+1) = o(eb(lnn)2) for any b > 3/16.
From the last two displays we have A′n = o(An). Then
B ′n =
∑
0k<(lnn)/4
(
n
k
)
e−(k+1)(k+2)  A′n = o(An).
On the other hand, for (lnn)/4 k n, we have (k + 1)e−2k−2 < 4n−2 lnn and therefore(
n
k
)
e−(k+1)(k+2) 
(
n
k
)
(k + 1)−1e−k(k+1)4n−2 lnn.
Hence
(Bn − B ′n) 4n−1 lnn(An − A′n) 4n−2 lnnAn = o(An).
Thus, Bn = B ′n + (Bn − B ′n) = o(An), which completes the proof. 
Appendix A. Proof of Lemmas 3.1–3.4
Recall that a subset U of a topological vector space X is called balanced if tx ∈ U for any x ∈ U and t ∈ K with |t| 1. It
is well known [23] that any topological vector space has a base of neighborhoods of zero consisting of balanced sets.
Proof of Lemma 3.1. Let x, y ∈ X . Then fx,y : [0,1] → X , fx,y(t) = (1− t)x+ ty is continuous, fx,y(0) = x and fx,y(1) = y. If
W is a base of neighborhoods of zero in X consisting of balanced sets, then {x+ W : x ∈ X, W ∈W} is a base of topology
of X consisting of path connected sets. Indeed, for any x ∈ X , W ∈W and w ∈ W the continuous path fx,x+w connects x
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locally path connected. Finally, let f : T → X be continuous. Then h : [0,1] × T → X , h(t, s) = t f (s) is a contraction of f .
Thus, X is simply connected. 
We shall use the following well-known properties of connectedness.
(c1) A path connected topological space X is simply connected if and only if the space C(T, X) of continuous maps from T
to X with the compact-open topology is path connected;
(c2) If X is a locally connected (has a base of topology consisting of connected sets), then any connected component of X
is closed and open.
Lemma A.1. Let X be a topological vector space and A be the subset of C(T, X \{0}) consisting of continuous functions f : T → X \{0}
with ﬁnite dimensional span( f (T)). Then A is dense in C(T, X \ {0}).
Proof. Let f ∈ C(T, X \ {0}). For any n ∈ N consider the function fn : T → X such that fn(e2π it) = (k + 1 − nt) f (e2π ik/n) +
(nt − k) f (e2π i(k+1)/n) for t ∈ [k/n,k + 1/n], 0 k  n. It is straightforward to see that fn are well deﬁned, continuous and
the sequence fn is convergent to f in C(T, X). Taking into account that fn does not take value zero for suﬃciently large n
and span( fn(T)) is at most n-dimensional, we obtain density of A in C(T, X \ {0}). 
Proof of Lemma 3.2. Let W be a base of neighborhoods of zero in X consisting of balanced sets. Consider the family
B = {x+ W : x ∈ X, W ∈W, 0 /∈ x + W }. Clearly B is a base of topology of X \ {0}. As in the proof of Lemma 3.1, we see
that B consists of path connected sets and therefore X \ {0} is locally path connected. Next, for any x,u ∈ X \ {0}, we can
pick y ∈ X such that 0 /∈ [x, y] ∪ [y,u]. Then gx,y,u : [0,1] → X \ {0},
gx,y,u(t) =
{
(1− 2t)x+ 2ty if 0 t  1/2,
(2− 2t)y + (2t − 1)u if 1/2< t  1
is continuous, g(0) = x and g(1) = u. Thus, X \ {0} is path connected.
Next, let f ∈ C(T, X \{0}). Pick W ∈W such that 0 /∈ f (T)+W . Then the set Ω f ,W = {g ∈ C(T, X \{0}): (g− f )(T) ⊆ W }
is a neighborhood of f in C(T, X \ {0}). Moreover, Ω f ,W is path connected. Indeed, for any g ∈ Ω f ,W , the continuous
path F : [0,1] → C(T, x + W ), F (t)(s) = (1 − t)g(s) + t f (s) connects g and f and never leaves Ω f ,W . Since the family
{Ω f ,W : 0 /∈ f (T)+W } is a base of topology of C(T, X \{0}), we see that C(T, X \{0}) is locally path connected. Assume that
X \ {0} is not simply connected. According to (c1), C(T, X \ {0}) is not path connected. Thus, there is f ∈ C(T, X \ {0}) that
can not be connected with a constant map by a continuous path. By (c2) the connected component Ω of f in C(T, X \{0}) is
open. According to Lemma A.1, the family A of g ∈ C(T, X \{0}) with ﬁnite dimensional span(g(T)) is dense in C(T, X \{0}).
Hence we can pick g ∈ Ω and an R-linear subspace L of X such that 3 dim L < ∞ and g(T) ⊆ L. On the other hand, it is
well known [24] that Rn \ {0} is simply connected for n 3. Thus, we can connect g with a constant map by a continuous
path x0 lying within C(T, L \ {0}) ⊆ C(T, X \ {0}). We have obtained a contradiction. 
Lemma A.2. Let X be a topological vector space and f : [0,1] → PX be continuous. Then there exists continuous g : [0,1] → X \ {0}
such that f = π ◦ g. Similarly, for any continuous f0 : [0,1] → P+X, there exists continuous g0 : [0,1] → X \ {0} such that f0 =
π+ ◦ g0 .
Proof. Taking into account that f ([0,1]) and f0([0,1]) are metrizable and compact, we see that π−1( f ([0,1])) and
π−1+ ( f0([0,1])) are complete metrizable subsets of X . Consider multivalued functions f˜ : [0,1] → 2X and f˜0 : [0,1] → 2X ,
f˜ (t) being f (t) considered as a subset (one-dimensional subspace) of X and f˜0(t) being f0(t) considered as a subset (ray)
of X . It is easy to see that these multivalued maps satisfy all the conditions of Theorem 1.2 [18] by Michael and there-
fore for any t0 ∈ [0,1] and any x0 ∈ f˜ (t0) (respectively, x0 ∈ f˜0(t0)) there exists a continuous map ht0,x0 : [0,1] → X such
that ht0,x0 (t0) = x0 and ht0,x0 (t) ∈ f˜ (t) (respectively, ht0,x0 (t) ∈ f˜0(t)) for any t ∈ [0,1]. Now it is a routine exercise to show
that required functions g and g0 can be obtained as ﬁnite sums of the functions of the shape ϕ · ht0,x0 with continuous
ϕ : [0,1] → (0,∞). 
LemmaA.3. Let X be a complex topological vector space. Then for any continuous f : T → PX, there exists continuous g : T → X \{0}
such that f = π ◦ g.
Proof. By Lemma A.2, we can ﬁnd continuous h : [0,1] → X \ {0} such that f (e2π it) = π(h(t)) for any t ∈ [0,1]. Since h(0)
and h(1) are both non-zero elements of the one-dimensional space f (1), there is z ∈ C \ {0} such that h(1) = z−1h(0).
Let r > 0 and s ∈ R be such that z = reis . Now it is easy to see that the function g : T → X \ {0} deﬁned by the formula
g(e2π it) = (1+ (r − 1)t)eisth(t) for 0 t < 1 satisﬁes the required conditions. 
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that f = π+ ◦ g.
Proof. By Lemma A.2, there is a continuous h : [0,1] → X \ {0} such that f (e2π it) = π(h(t)) for any t ∈ [0,1]. Since h(0) and
h(1) are both non-zero elements of the ray f (1), there is r > 0 such that h(1) = r−1h(0). Clearly, the function g : T → X \{0}
deﬁned as g(e2π it) = (1+ (r − 1)t)h(t) for 0 t < 1 satisﬁes the required conditions. 
Proof of Lemma 3.3. For every linearly independent x, y ∈ X , we consider the path hx,y : [0,1] → PX , hx,y(t) =
〈(1 − t)x + ty〉. Clearly each hx,y is continuous, hx,y(0) = 〈x〉 and hx,y(1) = 〈y〉. Thus, any two distinct points of PX can
be connected by a continuous path and therefore PX is path connected. If W is a balanced neighborhood of zero and
x ∈ X are such that 0 /∈ x+ W , then for any y ∈ x+ W with 〈y〉 = 〈x〉, the path hx,y connects 〈x〉 and 〈y〉 and never leaves
π(x+W ). Thus, π(x+W ) is path connected. Since the family of π(x+W ) forms a base of topology of PX , we see that PX
is locally path connected. Let now f : T → PX be a continuous map. If X is ﬁnite dimensional, then PX is homeomorphic
to PCn for some n ∈ N. The latter spaces are known to be simply connected [24]. If X is inﬁnite dimensional, we use
Lemma A.3 to ﬁnd a continuous map g : T → X \ {0} such that f = π ◦ g . According to Lemma 3.2, there is continuous
ϕ : [0,1] ×T → X \ {0} and x0 ∈ X \ {0} such that ϕ(0, s) = g(s) and ϕ(1, s) = x0 for any s ∈ T. The map π ◦ ϕ provides the
required contraction of the closed path f in PX . 
Proof of Lemma 3.4. The proof of path connectedness, local path connectedness of P+X is exactly the same as the above
proof for PX . Simple connectedness of P+X in the case of ﬁnite dimensional X follows from the fact that then P+X is
homeomorphic to the (n − 1)-dimensional sphere Sn−1 if the real dimension of X is n. Since Sk is simply connected for
k  2 [24], P+X is simply connected if X has ﬁnite real dimension  3. If X is inﬁnite dimensional, the proof of simple
connectedness of P+X is the same as for PX for complex X with the only difference that we use Lemma A.4 instead of
Lemma A.3. 
Remark. The relative diﬃculty of some of the above lemmas is due to the fact that we consider general, not necessarily
locally convex, topological vector spaces. The locally convex case is indeed elementary because of the guaranteed rich supply
of continuous linear functionals.
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