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Abstract
We present a detailed computation of the fully exclusive cross section of p+ p¯→ W+ +
γ +X with X = 0 and 1 jet in the framework of the factorization theorem and dimensional
regularization. Order αS and photon bremsstrahlung contributions are discussed in the
MS mass factorization scheme. The resulting expressions are ready to be implemented
numerically using Monte Carlo techniques to compute single and double differential cross
sections and correlations between outgoing pairs of particles.
2I INTRODUCTION.
Ever since Mikaelian’s discovery of a zero in the amplitude of the partonic subprocess q+ q¯ →
W+γ [1], radiative production of W bosons has been discussed as a way of testing the validity
of the Electroweak Theory. The study of differential distributions in p + p¯ → W + γ + X
may be the best way to place bounds on the magnitude of the magnetic dipole and electric
quadrupole moments of the W boson. Deviations from the Standard Model could show up as
a shift of the photon distributions near the dip that is a reflection of the partonic zero. The
QCD corrections to the reaction p + p¯ → W + γ +X and its deviations from the Standard
Model have been studied in [2],[3],[4],[5] and other references therein. These papers have
been mainly devoted to the analysis of single photon distributions, photon-W boson pair
mass correlations and charged lepton-photon pseudorapidity correlations and they either
neglect or approximate the photon bremsstrahlung contributions.
When computing the photon inclusive process in [2] and [3] all the singularities associated
with a jet emitted in a collinear or a soft region of phase space were regularized by analyt-
ically performing all the integrals associated with the jet and the W boson in n space-time
dimensions. Although the numerical advantage of this procedure is obvious -one is left with
only photon variables to be integrated over numerically- the predictive power of the whole
computation is limited by the fact that one looses information about the energies and angles
of the jet and the W boson.
In the present work we redo the exact first order calculation reported in [2] in an exclu-
sive fashion. We present analytical results for the integrands needed in the computation of
physical observables related to any of the outgoing particles in the reactions p+ p¯→W++γ
and p + p¯ → W+ + γ + jet. Using these results we will extend the studies of the Elec-
troweak and QCD sectors of the Standard Model by providing a complete set of single and
double differential distributions and correlations including the W boson and, when applica-
ble, the jet. Deviations of the experimental data from the theoretical predictions could not
only mean new physics in the Electroweak sector, but would also probe the QCD behavior
and the underlying photon bremsstrahlung processes. In particular, an inadequate photon
bremsstrahlung approximation would also result in deviations from the predicted photon
single and double differential distributions and correlations.
The method that we employ for computing exclusive cross sections is based on the one
used by Mele et. al. in the context of Z0 pair production and production of heavy quarks [6].
This method allows for control of all soft and initial (final) state collinear singular regions of
phase space in the framework of dimensional regularization and the factorization theorem.
We consider three different scenarios: (1) the 2-body inclusive production of W+ and γ,
(2) the exclusive production ofW+, γ and 1 jet and (3) the exclusive production ofW+ and γ
accompanied by 0 jet. In all three cases we take into account exact O(αS) QCD contributions
in the MS mass factorization scheme. Contributions arising from photon-quark and photon-
gluon fragmentation functions (generically called “photon bremsstrahlung contributions”)
are also included in our discussion.
In Section II we present a detailed review of the process p+ p¯→W++γ+X for X = 0, 1
jet in the framework of the parton model and the factorization theorem.
In Section III we show how the cancellation of singularities is performed in an exclu-
sive fashion in each of the hard scattering channels of our process in the framework of n
dimensional regularization.
3Section IV is devoted to the definition of the three experimental scenarios and their
corresponding cuts.
We end our study in Section V with a discussion of the numerical implementation of the
several expressions for the cross sections, together with a listing of the relevant formulae.
Results for total, single and double differential cross sections and correlations between
pairs of outgoing particles are given in a separate paper [7].
4II THE PROCESS p + p¯ → W+ + γ + X, THE PAR-
TON MODEL AND THE FACTORIZATION THE-
OREM.
II.A Introduction.
We are considering the hadronic processes given by
p+ p¯→W+ + γ , (2.1)
and
p+ p¯→W+ + γ + jet . (2.2)
In what follows we will omit the charge index “+” when referring to the W+ boson. In
the framework of the parton model we can formally write the hadronic 2-body inclusive
differential cross section in the following way:
∑
X
D2σH
DQ1DQ2
[p(P1) p¯(P2)→ W (Q1) γ(Q2) X ] =
∑
i,j,k
(∫ 1
0
du1
∫ 1
0
du2
∫ 1
0
du3 Dip(u1)Djp¯(u2)Dγk(u3)
×∑
x
D2σP
DQ1DQ2
[
i(u1P1) j(u2P2)→W (Q1) k(Q2
u3
) x
])
, (2.3)
where
∑
X is a sum over sets X of physical particles integrated over their phase space.∑
i,j,k denotes sums over partons i, j, k (by partons we mean quarks, antiquarks, gluons and
photons.)
∑
x is a sum over sets x of outgoing partons integrated over their phase space. In
n dimensional space-time DQ1 and DQ2 are generically given by:
DQi =
dn−1 ~Qi
(2π)n−12Qi,0
, (2.4)
where Qi is an n-momentum vector with space components ~Qi and time component Qi,0.∑
xD
2σP/DQ1DQ2 formally denotes the “bare” partonic 2-body inclusive differential cross
section, which can be directly computed using perturbation theory in the Standard Model.
DiA(u) for A = p, p¯ are the bare partonic densities. The bare fragmentation function Dγk(u)
gives the photon momentum fraction density when a parton of type k and momentum q
fragments into a photon of momentum uq and any number of hadrons. After renormaliza-
tion has been performed the bare partonic cross sections in (2.3) contain soft and collinear
singularities coming from virtual corrections as well as integration over phase space of non-
empty sets of outgoing partons x. Cancellation of soft singularities will occur after addition
of the soft pole terms in the virtual corrections with the soft pole terms in the corresponding
emission processes. By virtue of the factorization theorem [8] the bare partonic densities and
the bare fragmentation function are defined to contain singularities that cancel against the
remaining collinear singularities in the bare partonic cross sections so that the hadronic cross
5section on the LHS of (2.3) is a finite quantity. This procedure is implemented at a specific
mass factorization scaleM . We will define this scale to equal the renormalization scale µ. To
avoid complicating the subsequent formulae this scale dependence is not explicitly written,
except where necessary for the discussion. According to the factorization theorem we can
rewrite the singular bare partonic 2-body inclusive cross section in terms of non-singular
“hard scattering cross sections”:
∑
x
D2σP
DQ1DQ2
[i(p1) j(p2)→W (Q1) k(Q2) x] =
∑
a,b,c,xa,xb,xc
(∫ 1
0
dv1
∫ 1
0
dv2
∫ 1
0
dv3 d
xa
ai (v1)d
xb
bj (v2)d
xc
kc(v3)
×∑
y
D2σ
DQ1DQ2
[
a(v1p1) b(v2p2)→W (Q1) c(Q2
v3
) y
])
, (2.5)
where
∑
yD
2σ/DQ1DQ2 denotes a 2-body inclusive hard scattering differential cross section.
dxaai (v) denotes the splitting function of parton i into a parton a and a set of par-
tons xa with a carrying a momentum fraction v of its parent parton i. These splitting
functions factorize the collinear singularities contained in the bare partonic cross section∑
xD
2σP/DQ1DQ2 and they can be exactly computed order by order in perturbation
theory. In this way (2.5) is solved perturbatively for the hard scattering cross sections∑
yD
2σ/DQ1DQ2.
Using (2.5) in (2.3) we can rewrite the hadronic 2-body inclusive differential cross section
in terms of only non-singular quantities:
∑
X
D2σH
DQ1DQ2
[p(P1) p¯(P2)→W (Q1) γ(Q2) X ] =
∑
a,b,c
(∫ 1
0
dτ1
∫ 1
0
dτ2
∫ 1
0
dτ3 fap(τ1)fbp¯(τ2)fγc(τ3)
×∑
x
D2σ
DQ1DQ2
[
a(τ1P1) b(τ2P2)→W (Q1) c(Q2
τ3
) x
])
. (2.6)
The parton densities fap(τ), fbp¯(τ) and the fragmentation function fγc(τ) are defined by:
fap(τ) =
∑
xa,i
∫ 1
τ
du
1
u
dxaai (
τ
u
)Dip(u)
fbp¯(τ) =
∑
xb,j
∫ 1
τ
du
1
u
dxbbj (
τ
u
)Djp¯(u)
fγc(τ) =
∑
xc,k
∫ 1
τ
du
1
u
Dγk(u)d
xc
kc(
τ
u
) , (2.7)
and are obtained by fitting data of deep inelastic scattering to results of perturbation theory
at a given mass factorization scale M . At present there is not enough data available to fit
the photon fragmentation functions so one has to rely upon an approximation, for example,
the so called leading-log-approximation [9],[10].
In the computation of hadronic quantities we use (2.6) with
a, b ǫ {q, q¯, g} and c ǫ {q, q¯, g, γ} where q, q¯ and g denote quark, antiquark and gluon respec-
tively. The photon (γ) is treated in a dual way: it is a hadron, i.e. an observable final state
6particle, and it is also a parton of our Lagrangian. In our 1-body inclusive computation in [3]
we only considered contributions from fγγ and neglected fγc for c ǫ {q, q¯, g}. In the present
work we include the four contributions keeping terms up to O(αSααW ), where αS, α and αW
are the strong, electromagnetic and electroweak fine structure constants.
II.B Contributions from fγγ.
The leading photon-photon splitting function is given by d{ }γγ (τ/u) = δ(1− τ/u), i.e. when
no partons are emitted from the photon. This leading order splitting function can be iden-
tified with the bare fragmentation function Dγγ(u) when zero hadrons are fragmented from
the photon. Using this in (2.7) we obtain the leading contribution to the photon-photon
fragmentation function
fγγ(τ) = δ(1− τ) . (2.8)
Setting c = γ in (2.6) and keeping hard scattering contributions up to O(αSααW ) we obtain
∑
X
(
D2σH
DQ1DQ2
)γγ
[p(P1) p¯(P2)→ W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
{
fqp(τ1)fq¯p¯(τ2)
(
D2σ
DQ1DQ2
[q(τ1P1) q¯(τ2P2)→ W (Q1) γ(Q2)]
+
D2σ
DQ1DQ2
[q(τ1P1) q¯(τ2P2)→W (Q1) γ(Q2) g]
)
+fqp(τ1)fgp¯(τ2)
D2σ
DQ1DQ2
[q(τ1P1) g(τ2P2)→W (Q1) γ(Q2) q]
+fgp(τ1)fq¯p¯(τ2)
D2σ
DQ1DQ2
[g(τ1P1) q¯(τ2P2)→W (Q1) γ(Q2) q¯]
+ (q ←→ q¯)
}
.
(2.9)
Note that the lowest order hard scattering cross section is always equal to the corresponding
lowest order bare partonic cross section, as we will verify in subsections F,G and H.
II.C Contributions from fγq and fγq¯.
Setting c = q and c = q¯ in (2.6) we obtain for these contributions:
∑
X
(
D2σH
DQ1DQ2
)γq
[p(P1) p¯(P2)→W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
∫ 1
0
dτ3
×
{
fqp(τ1)fgp¯(τ2)fγq(τ3)
D2σ
DQ1DQ2
[
q(τ1P1) g(τ2P2)→W (Q1) q(Q2
τ3
)
]
+fgp(τ1)fqp¯(τ2)fγq(τ3)
D2σ
DQ1DQ2
[
g(τ1P1) q(τ2P2)→W (Q1) q(Q2
τ3
)
]}
(2.10)
7and
∑
X
(
D2σH
DQ1DQ2
)γq¯
[p(P1) p¯(P2)→W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
∫ 1
0
dτ3
×
{
fgp(τ1)fq¯p¯(τ2)fγq¯(τ3)
D2σ
DQ1DQ2
[
g(τ1P1) q¯(τ2P2)→W (Q1) q¯(Q2
τ3
)
]
+fq¯p(τ1)fgp¯(τ2)fγq¯(τ3)
D2σ
DQ1DQ2
[
q¯(τ1P1) g(τ2P2)→W (Q1) q¯(Q2
τ3
)
]}
.
(2.11)
II.D Contributions from fγg.
Setting c = g in (2.6) we have:
∑
X
(
D2σH
DQ1DQ2
)γg
[p(P1) p¯(P2)→W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
∫ 1
0
dτ3
×
{
fqp(τ1)fq¯p¯(τ2)fγg(τ3)
D2σ
DQ1DQ2
[
q(τ1P1) q¯(τ2P2)→W (Q1) g(Q2
τ3
)
]
+ (q ←→ q¯)
}
.
(2.12)
In B, C and D sums over flavors of quarks q and antiquarks q¯ satisfying the electric
charge conservation for production of W+ are implicit. For a more detailed discussion on
the way we treat this issue see section IV of [3]. The contributions from C and D will be
referred to as “photon bremsstrahlung contributions”.
II.E The incoming hard scattering channels.
We can now regroup all terms in B, C and D according to three partonic channels in the
incoming hard scattering state:
∑
X
(
D2σH
DQ1DQ2
)qq¯
[p(P1) p¯(P2)→W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
×
{
fqp(τ1)fq¯p¯(τ2)
(
D2σ
DQ1DQ2
[q(τ1P1) q¯(τ2P2)→W (Q1) γ(Q2)]
+
D2σ
DQ1DQ2
[q(τ1P1) q¯(τ2P2)→W (Q1) γ(Q2) g]
8+
∫ 1
0
dτ3 fγg(τ3)
D2σ
DQ1DQ2
[
q(τ1P1) q¯(τ2P2)→ W (Q1) g(Q2
τ3
)
])
+ (q ←→ q¯)
}
(2.13)
∑
X
(
D2σH
DQ1DQ2
)qg
[p(P1) p¯(P2)→ W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
×
{
fqp(τ1)fgp¯(τ2)
D2σ
DQ1DQ2
[q(τ1P1) g(τ2P2)→ W (Q1) γ(Q2) q]
+fgp(τ1)fqp¯(τ2)
D2σ
DQ1DQ2
[g(τ1P1) q(τ2P2)→W (Q1) γ(Q2) q]
}
+
∫ 1
0
dτ1
∫ 1
0
dτ2
∫ 1
0
dτ3
×
{
fqp(τ1)fgp¯(τ2)fγq(τ3)
D2σ
DQ1DQ2
[
q(τ1P1) g(τ2P2)→W (Q1) q(Q2
τ3
)
]
+fgp(τ1)fqp¯(τ2)fγq(τ3)
D2σ
DQ1DQ2
[
g(τ1P1) q(τ2P2)→ W (Q1) q(Q2
τ3
)
]}
(2.14)
∑
X
(
D2σH
DQ1DQ2
)gq¯
[p(P1) p¯(P2)→W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
×
{
fgp(τ1)fq¯p¯(τ2)
D2σ
DQ1DQ2
[g(τ1P1) q¯(τ2P2)→ W (Q1) γ(Q2) q¯]
+fq¯p(τ1)fgp¯(τ2)
D2σ
DQ1DQ2
[q¯(τ1P1) g(τ2P2)→ W (Q1) γ(Q2) q¯]
}
+
∫ 1
0
dτ1
∫ 1
0
dτ2
∫ 1
0
dτ3
×
{
fgp(τ1)fq¯p¯(τ2)fγq¯(τ3)
D2σ
DQ1DQ2
[
g(τ1P1) q¯(τ2P2)→W (Q1) q¯(Q2
τ3
)
]
+fq¯p(τ1)fgp¯(τ2)fγq¯(τ3)
D2σ
DQ1DQ2
[
q¯(τ1P1) g(τ2P2)→W (Q1) q¯(Q2
τ3
)
]}
.
(2.15)
II.F Factorization in the qq¯ channel.
Let us write (2.5) for i = q, j = q¯ and k = γ:
∑
x
D2σP
DQ1DQ2
[q(p1) q¯(p2)→W (Q1) γ(Q2) x] =
∑
a,b,c,xa,xb,xc
(∫ 1
0
dv1
∫ 1
0
dv2
∫ 1
0
dv3 d
xa
aq (v1)d
xb
bq¯ (v2)d
xc
γc(v3)
9×∑
y
D2σ
DQ1DQ2
[
a(v1p1) b(v2p2)→W (Q1) c(Q2
v3
) y
])
.
(2.16)
We will solve (2.16) at O(ααW ) and O(αSααW ) so only x = { } and x = {g} contribute on
the LHS. By constraining the sums on the RHS so that xa ∪ xb ∪ xc ∪ y ⊆ x we obtain at
O(α0S):
D2σ(0)
DQ1DQ2
[q(p1) q¯(p2)→W (Q1) γ(Q2)] = D
2σP (0)
DQ1DQ2
[q(p1) q¯(p2)→ W (Q1) γ(Q2)]
(2.17)
and at O(αS):
D2σ(1)
DQ1DQ2
[q(p1) q¯(p2)→ W (Q1) γ(Q2)]
+
D2σ(1)
DQ1DQ2
[q(p1) q¯(p2)→W (Q1) γ(Q2) g] =
D2σP (1)
DQ1DQ2
[q(p1) q¯(p2)→ W (Q1) γ(Q2)]
+
D2σP (1)
DQ1DQ2
[q(p1) q¯(p2)→W (Q1) γ(Q2) g]
+
αS
2πǫ
∫ 1
0
dv P qq(v)
D2σ(0)
DQ1DQ2
[q(vp1) q¯(p2)→ W (Q1) γ(Q2)]
+
αS
2πǫ
∫ 1
0
dv P q¯q¯(v)
D2σ(0)
DQ1DQ2
[q(p1) q¯(vp2)→ W (Q1) γ(Q2)] ,
(2.18)
and the corresponding equations for p1 ←→ p2. In deriving (2.17) and (2.18) we have used
the following splitting functions:
d
{ }
ai (v) = δaiδ(1− v)
d{g}aq (v) = −
αS
2πǫ
P qq(v)δaq
d
{g}
bq¯ (v) = −
αS
2πǫ
P q¯q¯(v)δbq¯ (2.19)
and the definition:
P ij(v) ≡ Pij(v)− ǫKij(v) (2.20)
with
1
ǫ
≡ 1
ǫ
− γE + ln(4π) (2.21)
and ǫ ≡ (4 − n)/2. The running strong fine structure constant is αS = g2S(µ)/4π. In the
MS mass factorization scheme Kij(v) = 0 for all relevant i, j in this and the following two
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subsections.
For i = j = q(q¯) we have:
Pqq(v) = Pq¯q¯(v) = CF
[
(1 + v2)
{
1
1− v
}
0
+
3
2
δ(v − 1)
]
= CF
[
(1 + v2)
{
1
1− v
}
v0
+
(
3
2
+ 2 ln (1− v0)
)
δ(1− v)
]
(2.22)
with ∫ 1
0
dv
{
1
1− v
}
v0
f(v) ≡
∫ v0
0
dv
f(v)
1− v +
∫ 1
v0
dv
f(v)− f(1)
1− v (2.23)
where 0 ≤ v0 < 1 and the color factor is given by CF = 4/3.
In an analogous way, setting i = q, j = q¯, k = g in (2.5) we obtain:
D2σ(1)
DQ1DQ2
[q(p1) q¯(p2)→W (Q1) g(Q2)] = D
2σP (1)
DQ1DQ2
[q(p1) q¯(p2)→W (Q1) g(Q2)] .
(2.24)
II.G Factorization in the qg channel.
Setting i = q, j = g and k = q in (2.5) and again keeping terms up to O(αSααW ) we can
only have x = { }, thus constraining the sums on the RHS to xa ∪ xb ∪ xc ∪ y = { }. We
obtain at O(αS):
D2σ(1)
DQ1DQ2
[q(p1) g(p2)→ W (Q1) q(Q2)] = D
2σP (1)
DQ1DQ2
[q(p1) g(p2)→W (Q1) q(Q2)] .
(2.25)
Resetting k = γ in (2.5) we can now only have x = {q}, thus constraining the sums on the
RHS to xa ∪ xb ∪ xc ∪ y = {q}. We obtain at O(αS):
D2σ(1)
DQ1DQ2
[q(p1) g(p2)→ W (Q1) γ(Q2) q] =
D2σP (1)
DQ1DQ2
[q(p1) g(p2)→ W (Q1) γ(Q2) q]
+
αS
2πǫ
∫ 1
0
dv P q¯g(v)
D2σ(0)
DQ1DQ2
[q(p1) q¯(vp2)→W (Q1) γ(Q2)]
+
α
2πǫ
∫ 1
0
dv P γq(v)
D2σ(1)
DQ1DQ2
[
q(p1) g(p2)→W (Q1) q(Q2
v
)
]
(2.26)
and the corresponding equations for p1 ←→ p2. The following splitting functions have been
used when deriving (2.26):
d
{q}
bg (v) = −
αS
2πǫ
P q¯g(v)δbq¯
d{q}γc (v) = −
α
2πǫ
P γq(v)δcq (2.27)
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with
Pq¯g(v) =
v2 + (1− v)2
2
Pγq(v) = (eˆq)
2 1 + (1− v)2
v
(2.28)
where eˆq = −1/3 is the charge of the outgoing quark q on the LHS of (2.26), in units of e
and α = e2(µ)/4π is the running electromagnetic fine structure constant.
II.H Factorization in the gq¯ channel.
Analogously to the previous case, setting i = g, j = q¯ and k = q¯, γ in (2.5) and keeping up
to O(αSααW ) we obtain:
D2σ(1)
DQ1DQ2
[g(p1) q¯(p2)→ W (Q1) q¯(Q2)] = D
2σP (1)
DQ1DQ2
[g(p1) q¯(p2)→W (Q1) q¯(Q2)]
(2.29)
and
D2σ(1)
DQ1DQ2
[g(p1) q¯(p2)→ W (Q1) γ(Q2) q¯] =
D2σP (1)
DQ1DQ2
[g(p1) q¯(p2)→W (Q1) γ(Q2) q¯]
+
αS
2πǫ
∫ 1
0
dv P q¯g(v)
D2σ(0)
DQ1DQ2
[q(vp1) q¯(p2)→ W (Q1) γ(Q2)]
+
α
2πǫ
∫ 1
0
dv P γq¯(v)
D2σ(1)
DQ1DQ2
[
g(p1) q¯(p2)→W (Q1) q¯(Q2
v
)
]
(2.30)
and the corresponding equations for p1 ←→ p2. In deriving (2.30) we have used the following
splitting functions:
d{q¯}ag (v) = −
αS
2πǫ
P qg(v)δaq
d{q¯}γc (v) = −
α
2πǫ
P γq¯(v)δcq¯ (2.31)
with
Pqg(v) =
v2 + (1− v)2
2
Pγq¯(v) = (eˆq¯)
2 1 + (1− v)2
v
(2.32)
where eˆq¯ = −2/3 is the charge fraction of the outgoing antiquark q¯ on the LHS of (2.30), in
units of e.
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III EXCLUSIVE CANCELLATION OF SINGULAR-
ITIES.
III.A Introduction.
In order to compute the hard scattering cross sections required in (2.13)-(2.15) using (2.17),
(2.18), (2.24)-(2.26), (2.29) and (2.30) we first need the bare partonic cross sectionsD2σP/DQ1DQ2
on the RHS of these equations evaluated in n = 4− 2ǫ space-time dimensions.
When computing phase space integrations of outgoing massless particles singularities
appear in regions of phase space where one of these particles is collinear to any other massless
on-shell parton or where one of the outgoing massless gauge bosons is soft. Since we are
tagging the outgoing photon, we don’t have to worry about singularities associated with
integration over the photon’s phase space.
With this in mind we will classify the 2 to 3 body Feynman amplitudes according to the
way the outgoing massless particle q, q¯ or g which is integrated over is attached to the rest of
the legs of the diagram. In Fig. 1 we have decomposed the 2 to 3 body Feynman amplitude
for the partonic reaction q + q¯ → W + γ + g into three pieces: M qq¯→Wγg = M qq¯Ia+M qq¯Ib+M qq¯III :
q(p1)
q(p2)
W+
γ
g =
Mqq→ Wγ g
q(p1)
q(p2)
W+
γ
g
+
MqqIa
q(p1)
q(p2)
W+
γ
g
+
MqqIb
g
g
q(p1)
q(p2)
W+
γ
g
MqqIII
Figure 1. Decomposition of the 2 to 3 body Feynman amplitude in the qq¯ channel.
The labels “g” near the solid vertices at the end of the incoming quark and antiquark legs
in the amplitude M qq¯III mean that these vertices do not contain the outgoing gluon. Arrows
show the direction of the fermionic charge and the W+ charge. The momenta p1 and p2 are
always incoming. The shaded blobs denote the inclusion of all possible Feynman diagrams
(except for the mentioned constraints in M qq¯III .) If we integrate the squared matrix element
over the phase space of the outgoing gluon summed over physical polarizations the
∑ ∣∣∣M qq¯Ia ∣∣∣2
and
∑ ∣∣∣M qq¯Ib
∣∣∣2 pieces of the squared matrix element have collinear and soft singularities while
the interference term (
∑
M qq¯IaM
⋆qq¯
Ib + c.c) has only soft singularities. Other pieces of the
squared matrix element have no singularities.
For the partonic reaction q + g → W + γ + q we have M qg→Wγq =M qgIb +M qgII +M qgIII ,
as shown in Fig. 2.
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q(p1)
g(p2)
W+
γ
q =
Mqg→ Wγ q
q(p1)
g(p2)
W+
γ
q
+
MqgIb
q(p1)
g(p2)
W+
γ
q
+
MqgII
q q
q(p1)
g(p2)
W+
γ
q
MqgIII
Figure 2. Decomposition of the 2 to 3 body Feynman amplitude in the qg channel.
In this case, only the
∑ |M qgIb |2 and ∑ |M qgII |2 pieces of the squared matrix element have
collinear singularities, with no soft singularities in this channel.
In Fig.3 we show the analogous decomposition for the partonic reaction g + q¯ →
W + γ + q¯: Mgq¯→Wγq¯ = Mgq¯Ia +M
gq¯
II +M
gq¯
III . As in the previous case, only the
∑∣∣∣Mgq¯Ia ∣∣∣2
and
∑∣∣∣Mgq¯II ∣∣∣2 pieces of the squared matrix element heve collinear singularities and no soft
singularities are present in this channel.
g(p1)
q(p2)
W+
γ
q =
Mgq→ Wγq
g(p1)
q(p2)
W+
γ
q
+
MgqIa
g(p1)
q(p2)
W+
γ
q
+
MgqII
q
q
g(p1)
q(p2)
W+
γ
q
MgqIII
Figure 3. Decomposition of the 2 to 3 body Feynman amplitude in the gq¯ channel.
We will develop the above decompositions in more detail for each channel in subsections
III.B, C and D.
The 2 to (2 + l) body partonic differential cross section for the W + γ + X production
process is defined in n dimensions of phase space by:
dσP(2+l) =
1
N
1
2s
DQ1DQ2Dk1 · · ·Dkl(2π)nδn(p1 + p2 −Q1 −Q2 − k1 · · · − kl)
×∑ |M |2 ,
(3.1)
where we have averaged over N possible incoming states of different polarizations and colors
and the sum on the RHS is over polarizations and colors of all particles. Q1 and Q2 are the
n-momenta of the W+ boson and the photon respectively. The variables in (3.1) are defined
in the following way:
s = 2p1 · p2
DQ1 =
1
2(2π)n−1
∣∣∣ ~Q1∣∣∣n−2√∣∣∣ ~Q1∣∣∣2 +M2W
d
∣∣∣~Q1∣∣∣ dΩn−2 (Qˆ1 (θ1, . . . , θn−2))
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DQ2 =
1
2(2π)n−1
∣∣∣~Q2∣∣∣n−3 d ∣∣∣~Q2∣∣∣ dΩn−2 (Qˆ2 (φ1, . . . , φn−2))
Dk1 = Dk =
1
2(2π)n−1
∣∣∣~k∣∣∣n−3 d ∣∣∣~k∣∣∣ dΩn−2 (kˆ (ψ1, . . . , ψn−2)) .
(3.2)
The angle differentials in (3.2) are generically given by:
dΩn−2 (pˆ (α1, . . . , αn−2)) ≡ d cosα1 sinn−4 α1 · · · d cosαn−3 sin0 αn−3dαn−2 .
(3.3)
To account for the experimental cuts on the outgoing particles that define the experimental
scenario under consideration we have to include on the RHS of (3.1) an extra factor of
C(Q1, Q2, k1, . . . , kl). These cuts may be expressed in a covariant way in terms of Θ step
functions as we will see in more detail in section IV. In the rest of this chapter and the
following sections we omit the charge index “+” when referring to the W+ boson.
III.B The qq¯ channel.
The 2 to 2 body total partonic cross section for the reaction qq¯ → Wγ may be written in
the following way:
∫
DQ1DQ2
D2σP
DQ1DQ2
[q(p1)q¯(p2)→W (Q1)γ(Q2)] =
1
4N2c
1
2s
Θ (β(s))Φ(s)
∫ 1
−1
d cos θ1 sin
−2ǫ θ1
∑∣∣∣M qq¯→Wγ(s, b)∣∣∣2
(3.4)
with
Nc = 3
Φ(s) =
22ǫ
Γ(1− ǫ)
(
4π
s
)ǫ 1
16π
β1−2ǫ(s)
β(s) = 1− ρ(s)
ρ(s) ≡ M
2
W
s
. (3.5)
The only independent invariants in the squared matrix elements in (3.4) are s and
b ≡ 2p1 ·Q2 = s
2
β(s)(1 + cos θ1) . (3.6)
The rest of the invariants may be expressed in terms of b and s as follows
2p1 ·Q1 = s− b
2p2 ·Q1 = b+M2W
2p2 ·Q2 = s−M2W − b
2Q1 ·Q2 = s−M2W . (3.7)
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In (3.4) we chose the (n − 1)-th axis to be the one pointing in the direction of ~p1. The
integration over the angles θ2, . . . , θn−2 has been performed because there is no dependence
on them in the 2 to 2 body squared matrix element. To account for the experimental cuts
on the outgoing particles we implicitly include an extra factor of C(Q1, Q2, 0) on the RHS
of (3.4). In (3.5) and subsequent equations the unprimed variables refer to variables in the
center of mass system of the incoming partons.
To obtain the 2 to 3 body partonic cross section for the reaction qq¯ →Wγg we define a
primed reference frame in the Wγ center of mass system such that the n-momenta are given
by:
p′1 = p
′
1,0 (1, 0, . . . , 0, 0, 1)
p′2 = p
′
2,0 (1, 0, . . . , 0, sin η
′, cos η′)
k′ = k′0 (1, 0, . . . , 0, sinψ
′, cosψ′)
Q′1 =
∣∣∣ ~Q′1
∣∣∣

Q′1,0∣∣∣~Q′1∣∣∣ , . . . , sin θ
′
1 sin θ
′
2 cos θ
′
3, sin θ
′
1 cos θ
′
2, cos θ
′
1


Q′2 =
∣∣∣ ~Q′1
∣∣∣ (1, . . . ,− sin θ′1 sin θ′2 cos θ′3,− sin θ′1 cos θ′2,− cos θ′1) .
(3.8)
The 2 to 3 body total partonic cross section in the qq¯ channel may thus be written as follows:
∫
DQ1DQ2
D2σP
DQ1DQ2
[q(p1)q¯(p2)→ W (Q1)γ(Q2)g] =
1
4N2c
1
2s
(4π)ǫ−2
Γ(1− ǫ)
Γ(1− 2ǫ)
s1−ǫ
2π
∫ 1
ρ(s)
dx Φ(sx)(1− x)1−2ǫ
∫ 1
−1
dy
(
1− y2
)−ǫ
×
∫ 1
−1
d cos θ′1 sin
−2ǫ θ′1
∫ π
0
dθ′2 sin
−2ǫ θ′2
∑∣∣∣M qq¯→Wγg(s, a, b, c, d)∣∣∣2
(3.9)
where
y ≡ cosψ
k0 = (1− x)p1,0 = (1− x)
√
s
2
. (3.10)
We implicitly include on the RHS of (3.9) the factor C(Q1, Q2, k). We have chosen as
independent invariants s and:
a ≡ 2p1 · k = s
2
(1− x)(1− y)
b ≡ 2p1 ·Q2 = 2p′1,0
∣∣∣~Q′1
∣∣∣ (1 + cos θ′1)
c ≡ 2k ·Q2 = 2k′0
∣∣∣ ~Q′1∣∣∣ (1 + sinψ′ sin θ′1 cos θ′2 + cosψ′ cos θ′1)
d ≡ 2p2 ·Q2 = 2p′2,0
∣∣∣~Q′1∣∣∣ (1 + sin η′ sin θ′1 cos θ′2 + cos η′ cos θ′1)
(3.11)
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so we have the following dependent invariants:
2p1 ·Q1 = s− a− b
2p2 ·Q1 = M2W + a+ b− c
2Q1 ·Q2 = b+ d− c = sx−M2W
2Q1 · k = s−M2W − b− d
2p2 · k = s−M2W + c− a− b− d =
s
2
(1− x)(1 + y) .
(3.12)
All invariants can now be expressed in terms of s, x, y, cos θ′1 and cos θ
′
2 by solving for all the
necessary quantities in the primed reference frame:
p′1,0 =
√
s
4
(
1 + x+ (1− x)y√
x
)
p′2,0 =
√
s
4
(
1 + x− (1− x)y√
x
)
Q′1,0 =
√
sx
2
(
1 +
M2W
sx
)
Q′2,0 =
∣∣∣ ~Q′1
∣∣∣ =
√
sx
2
(
1− M
2
W
sx
)
=
√
sx
2
β(sx)
cos η′ = 1−
(
8x
(1 + x)2 − (1− x)2y2
)
cosψ′ =
1− x+ y(1 + x)
1 + x+ y(1− x)
k′0 =
√
s
2
(
1− x√
x
)
.
(3.13)
Looking at (3.9) it is clear that the soft divergences will be present in those pieces of
squared matrix element that contain a factor (1− x)−2, while the collinear divergences will
be due to factors of (1− y)−1 or (1 + y)−1 in the squared matrix element. The squared
matrix element for the qq¯ channel can be written as:
∑∣∣∣M qq¯→Wγg∣∣∣2 =∑∣∣∣M qq¯Ia ∣∣∣2 +∑∣∣∣M qq¯Ib ∣∣∣2 + (∑M qq¯IaM qq¯∗Ib + c.c.)+ remain .
(3.14)
The type Ia matrix element (see Fig.1) can be written in the following way:
MIa [q(p1, l1, λ1)q¯(p2, l2)→W (Q1)γ(Q2)g(k, c, λ)] =
gST
c
l′
1
l1
[(2pρ1 − /kγρ) uλ1(p1)]α
2p1 · k ǫ
λ
ρ(k) M [q (p1 − k, l′1, α) q¯(p2, l2)→W (Q1)γ(Q2)]
(3.15)
where l1, l2 and l
′
1 are quark color indices, λ1 is the quark polarization index, c and λ are
the outgoing gluon color and polarization indices, α and ρ are Lorentz indices and gS is the
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renormalized strong coupling constant. Other indices have been omitted because they are
not necessary in what follows. The partial squared matrix element is given by:
∑∣∣∣M qq¯Ia ∣∣∣2 = g
2
S
(2p1 · k)2CFR
αα′
qq¯,Ia
∑
M [q(p1 − k, α)q¯(p2)→W (Q1)γ(Q2)]
×M∗ [q (p1 − k, α′) q¯(p2)→W (Q1)γ(Q2)] .
(3.16)
The Ib partial squared matrix element may be written in a similar fashion:
∑∣∣∣M qq¯Ib
∣∣∣2 = g2S
(2p2 · k)2CFR
ββ′
qq¯,Ib
∑
M [q(p1)q¯(p2 − k, β)→W (Q1)γ(Q2)]
×M∗ [q (p1) q¯(p2 − k, β ′)→ W (Q1)γ(Q2)] .
(3.17)
The repeated indices on the RHS of (3.16) and (3.17) are contracted and the sum is over
quark(antiquark) colors and polarizations as well as W and γ polarizations. In the qq¯ center
of mass frame the tensors Rαα
′
qq¯,Ia and R
ββ′
qq¯,Ib can be written in the following way:
Rαα
′
qq¯,Ia = −4p1 · k
[{(
2− n
2
+
1 + y
2(1− x)
)
/k +
(
1− 1 + y
1− x
)
/p1 − 1− y
2(1− x) /¯k
}
γ0
]αα′
Rββ
′
qq¯,Ib = −4p2 · k
[
γ0
{(
2− n
2
+
1− y
2(1− x)
)
/k +
(
1− 1− y
1− x
)
/p2 − 1 + y
2(1− x) /¯k
}]β′β
.
(3.18)
In deriving (3.18) we have summed over physical gluon polarizations in the covariant gauge
where we may write:
Pρρ′(k) ≡
n−2∑
λ=1
ǫλρ(k)ǫ
λ
ρ′(k) = −gρρ′ +
kρkρ′ + kρ′kρ
k · k (3.19)
where, if k =
(
k0, ~k
)
then k¯ ≡
(
k0,−~k
)
. The factors p1 · k and p2 · k in front of the
RHS of (3.18) will cancel similar factors in the denominators of the RHS of (3.16) and
(3.17) respectively, leaving the type Ia and Ib squared matrix elements with singular terms
proportional to (1−x)−2(1−y)−1, (1−x)−1(1−y)−1 and (1−x)−2(1+y)−1 and (1−x)−1(1+
y)−1 respectively, i.e. both terms will contribute to the soft and collinear singularities. In a
similar way the remain in (3.14) can be shown to have no collinear or soft singularities while
the interference term MIaM
∗
Ib has only a soft singularity. It is thus convenient to define the
non-singular function F qq¯:
F qq¯ (s, x, y, cos θ′1, θ
′
2) ≡ 4(p1 · k)(p2 · k)
∑∣∣∣M qq¯→Wγg∣∣∣2 (3.20)
so that we can now rewrite the 2 to 3 body total partonic cross section in (3.9) as follows:
σP [q(p1)q¯(p2)→ Wγg] = 1
4N2c
1
2s
(4π)ǫ−2
Γ(1− ǫ)
Γ(1− 2ǫ)
s−1−ǫ
2π
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×
∫ 1
ρ(s)
dx Φ(sx)(1− x)−1−2ǫ
∫ 1
−1
dy
(
1− y2
)−1−ǫ ∫ 1
−1
d cos θ′1 sin
−2ǫ θ′1
×
∫ π
0
dθ′2 sin
−2ǫ θ′2 F
qq¯ (s, x, y, cos θ′1, θ
′
2) .
(3.21)
Now that the singular factors in x and y have been isolated we can rewrite them as distri-
butions for ǫ < 0:
(1− x)−1−2ǫ ∼ − 1
2ǫ
(1− x0)−2ǫ δ(1− x) +
{
1
1− x
}
x0
− 2ǫ
{
ln(1− x)
1− x
}
x0
+O
(
ǫ2
)
(
1− y2
)−1−ǫ ∼ −(2y0)−ǫ
2ǫ
[δ(1− y) + δ(1 + y)] + 1
2
{
1
1− y
}
y0
+
1
2
{
1
1 + y
}
y0
+O(ǫ)
(3.22)
with ζ(2) = π2/6. We have introduced the following definitions:
∫ 1
ρ(s)
dxf(x)
{
1
1− x
}
x0
≡
∫ x0
ρ(s)
dx
f(x)
1− x +
∫ 1
x0
dx
f(x)− f(1)
1− x∫ 1
−1
dyf(y)
{
1
1− y
}
y0
≡
∫ 1−y0
−1
dy
f(y)
1− y +
∫ 1
1−y0
dy
f(y)− f(1)
1− y∫ 1
−1
dyf(y)
{
1
1 + y
}
y0
≡
∫ 1
−1+y0
dy
f(y)
1 + y
+
∫ −1+y0
−1
dy
f(y)− f(−1)
1 + y
.
(3.23)
The parameters x0 and y0 are arbitrary as long as they satisfy the conditions ρ(s) ≤ x0 < 1
and 0 < y0 ≤ 2. The symbol ∼ in (3.22) means that the equality only holds under an
integration over x ranging from ρ(s) to 1 for the first expression in (3.22) and under an
integration over y ranging from −1 to 1 for the second expression. When x and y are not
integrated over their whole range care has to be taken when defining x0 and y0 so as not to
introduce unphysical dependences into the quantities we want to compute. We will discuss
this in more detail in section IV.
Using (3.22) and (3.23) in (3.21) we write the O(αS) 2 to 3 body cross section as follows:
σP (1) [q(p1)q¯(p2)→Wγg] = σPqq¯ (finite) + σPqq¯ (col+) + σPqq¯ (col−) + σPqq¯ (soft) +O(ǫ)
(3.24)
with
σPqq¯ (finite) =
1
4N2c
1
2s
2−10π−4s−1
∫ 1
ρ(s)
dx β(sx)
{
1
1− x
}
x0
×
∫ 1
−1
dy


{
1
1− y
}
y0
+
{
1
1 + y
}
y0


×
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯ (s, x, y, cos θ′1, θ
′
2)
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σPqq¯ (col±) = −
1
4N2c
1
2s
(4π)ǫ−2
1
Γ(1− ǫ)
s−1−ǫ
2π
π
2ǫ
(
2
y0
)ǫ
×
∫ 1
ρ(s)
dx Φ(sx)
[{
1
1− x
}
x0
− 2ǫ
{
ln(1− x)
1− x
}
x0
]
×
∫ 1
−1
d cos θ′1 sin
−2ǫ θ′1 F
qq¯ (col±) (s, x, cos θ′1)
σPqq¯ (soft) =
1
4N2c
1
2s
(4π)ǫ−2
Γ(1− ǫ)
Γ(1− 2ǫ)
s−1−ǫ
2π
π
2ǫ2
(1− x0)−2ǫ Φ(s)
×
∫ 1
−1
d cos θ′1 sin
−2ǫ θ′1 F
qq¯ (soft) (s, cos θ′1)
(3.25)
where
F qq¯ (col±) (s, x, cos θ′1) ≡ F qq¯ (s, x, y = ±1, cos θ′1, cos θ′2)
F qq¯ (soft) (s, cos θ′1) ≡ F qq¯ (s, x = 1, y, cos θ′1, cos θ′2) . (3.26)
To compute the quantities in (3.26) we first note that the following relations hold for y = 1:
p1 − k = xp1
/k = (1− x)/p1 . (3.27)
Using these relations in (3.16)-(3.18) and noting that in the limit y → 1 (−1) only
∣∣∣M qq¯Ia ∣∣∣2
(
∣∣∣M qq¯Ib ∣∣∣2) contributes to F qq¯ in (3.20) we obtain the covariant expression:
F qq¯ (col+) (s, x, cos θ′1) = 8sg
2
SCF
(1 + x2 − ǫ(1− x)2)
x
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2 .
(3.28)
We implicitly include in (3.28) an overall factor of C(Q1, Q2, (1 − x)p1). An analogous
computation yields:
F qq¯ (col−) (s, x, cos θ′1) = 8sg
2
SCF
(1 + x2 − ǫ(1 − x)2)
x
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2 .
(3.29)
In the latter we implicitly include an overall factor of C(Q1, Q2, (1 − x)p2). The collinear
limits of F qq¯ have thus been reduced to 2 to 2 body squared matrix elements. We checked
that the same expressions for the collinear limits of F qq¯ are obtained when the sum of gluon
polarizations is taken in the axial gauge.
Now we obtain the soft residues of each of the contributing terms in the squared matrix
element:
lim
x→1
4(p1 · k)(p2 · k)
∑∣∣∣M qq¯Ia ∣∣∣2 = 4sg2SCF (1 + y)2∑∣∣∣M qq¯→Wγ(s, bsoft)∣∣∣2
lim
x→1
4(p1 · k)(p2 · k)
∑∣∣∣M qq¯Ib
∣∣∣2 = 4sg2SCF (1− y)2∑
∣∣∣M qq¯→Wγ(s, bsoft)∣∣∣2
lim
x→1
4(p1 · k)(p2 · k)
(∑
M qq¯IaM
⋆qq¯
Ib + c.c.
)
= 8sg2SCF (1− y2)
∑∣∣∣M qq¯→Wγ(s, bsoft)∣∣∣2 .
(3.30)
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After summing the above three contributions we obtain:
F qq¯ (soft) (s, cos θ′1) = 16sg
2
SCF
∑∣∣∣M qq¯→Wγ(s, bsoft)∣∣∣2 . (3.31)
This contribution contains an implicit factor of C(Q1, Q2, 0). Note that the dependence on
y cancels after all terms in (3.30) are added together. We have checked that the same result
is obtained if the gluon polarization sum is taken in the axial gauge. In (3.28), (3.29) and
(3.31) we define:
b+ ≡ b(s, x, y = 1, cos θ′1) =
s
2
β(sx) (1 + cos θ′1)
b− ≡ b(s, x, y = −1, cos θ′1) =
sx
2
β(sx) (1 + cos θ′1)
bsoft ≡ b(s, x = 1, y, cos θ′1) =
s
2
β(s) (1 + cos θ′1) . (3.32)
Note that in the soft limit the variable cos θ′1 is equivalent to cos θ1 of a 2 to 2 body kinematics.
Noting that the squared matrix elements in (3.28)-(3.31) are of the 2 to 2 body type we
can now rewrite the soft and collinear terms in a more convenient way:
σPqq¯ (soft) =
αS
π
CF
(
−2V − 1
ǫ
[
3
2
+ 2 ln(1− x0)
]
+
3
2
ln
s
µ2
+ 2 ln2(1− x0)
+2 ln(1− x0) ln s
µ2
+ 2ζ(2)− 4
)
σ(0) [q(p1)q¯(p2)→ Wγ]
σPqq¯ (col+) = −
αS
2πǫ
∫ 1
ρ(s)
dx
[
CF
(
1 + x2
){ 1
1− x
}
x0
+ ǫCF
(
ln
(
2µ2
sy0
)(
1 + x2
)
×
{
1
1− x
}
x0
− 2
(
1 + x2
){ ln(1− x)
1− x
}
x0
+ x− 1
)]
×σ(0) [q(xp1)q¯(p2)→ Wγ]
σPqq¯ (col−) = −
αS
2πǫ
∫ 1
ρ(s)
dx
[
CF
(
1 + x2
){ 1
1− x
}
x0
+ ǫCF
(
ln
(
2µ2
sy0
)(
1 + x2
)
×
{
1
1− x
}
x0
− 2
(
1 + x2
){ ln(1− x)
1− x
}
x0
+ x− 1
)]
×σ(0) [q(p1)q¯(xp2)→ Wγ] .
(3.33)
In the previous formulae we neglected terms of O(ǫ) and we used
V ≡ −e−(γE−ln(4π))ǫ
(
1
2ǫ2
− 1
2ǫ
(
ln
s
µ2
− 3
2
)
+
1
4
ln2
s
µ2
− 3
4
ln
s
µ2
− 7
4
ζ(2) + 2
)
.
(3.34)
We also made the replacement g2S = 4παSµ
2ǫ.
The O(αS) corrections to the 2 to 2 body partonic cross section for qq¯ → Wγ were
computed in [2] and they are given by:
σP (1) [q(p1)q¯(p2)→ Wγ] = αS
π
CFσ
(0) [q(p1)q¯(p2)→ Wγ] 2V
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+
1
4N2c
1
2s
β(s)C2W
α
9
αS
π
NcCF
×
∫ 1
−1
d cos θ1
(2 (s−M2W − b)− b) (2F1(s, b)− F2(s, b))
s−M2W
×C(Q1, Q2, 0)
(3.35)
where
F1(s, b) ≡ F (−b,−(s−M2W − b), s,M2W )
F2(s, b) ≡ F (−(s−M2W − b),−b, s,M2W )
CW ≡ MW
√
GF√
2
(3.36)
and GF is the Fermi coupling constant, b was defined in (3.6) and F (t1, t2, s,M
2
W ) was defined
in (3.7) of [2].
Using (3.24), (3.25), (3.33) and (3.35) in the RHS of (2.18) we can write the O(αS) hard
scattering cross section on the LHS of (2.18) after performing an integration over Q1 and
Q2:
σ(1) [q(p1)q¯(p2)→Wγ] + σ(1) [q(p1)q¯(p2)→ Wγg] =
σPqq¯ (finite) + σ
P
qq¯ (soft) + σ
P (1) [q(p1)q¯(p2)→Wγ]
+σPqq¯ (col+) +
αS
2πǫ
∫ 1
0
dv P qq(v)σ
(0) [q(vp1)q¯(p2)→Wγ]
+σPqq¯ (col−) +
αS
2πǫ
∫ 1
0
dv P q¯q¯(v)σ
(0) [q(p1)q¯(vp2)→Wγ]
= σPqq¯ (finite) + σ
P
qq¯ (SV )
−αS
2π
CF
∫ 1
ρ(s)
dx
[(
1 + x2
)
ln
(
2µ2
sy0
){
1
1− x
}
x0
− 2
(
1 + x2
){ ln(1− x)
1− x
}
x0
+ x− 1
]
×
(
σ(0) [q(xp1)q¯(p2)→ Wγ] + σ(0) [q(p1)q¯(xp2)→Wγ]
)
(3.37)
where we have defined the soft-plus-virtual contributions:
σPqq¯ (SV ) ≡ σPqq¯ (soft) + σP (1) [q(p1)q¯(p2)→Wγ] =
αS
π
CF
(
3
2
ln
s
µ2
+ 2 ln2(1− x0) + 2 ln(1− x0) ln s
µ2
+ 2ζ(2)− 4
)
×σ(0) [q(p1)q¯(p2)→Wγ] + 1
4N2c
1
2s
β(s)C2W
α
9
αS
π
NcCF
×
∫ 1
−1
d cos θ1
(2 (s−M2W − b)− b) (2F1(s, b)− F2(s, b))
s−M2W
C(Q1, Q2, 0)
(3.38)
Summarizing all the contributions in the incoming qq¯ partonic channel, we have
∫
DQ1DQ2
∑
X
(
D2σH
DQ1DQ2
)qq¯
[p(P1) p¯(P2)→ W (Q1) γ(Q2) X ] =
22
∫ 1
0
dτ1
∫ 1
0
dτ2
{
fqp(τ1)fq¯p¯(τ2)
(
σ(0) [q(p1)q¯(p2)→Wγ]
+ σ(1) [q(p1)q¯(p2)→Wγ] + σ(1) [q(p1)q¯(p2)→Wγg]
+
∫ 1
0
dτfγg(τ)
∫
DQ1Dq2
D2σ(1)
DQ1Dq2
[q(p1)q¯(p2)→ W (Q1)g(q2)]
)
+(q ↔ q¯)
}
(3.39)
with p1 = τ1P1, p2 = τ2P2 and q2 = Q2/τ . Since there are no singularities left all the
necessary squared matrix elements in (3.39) can now be safely evaluated in n = 4 dimensions.
On the RHS of (3.39) we still need the following squared matrix elements:
∑∣∣∣M qq¯→Wγ(s, b)∣∣∣2(0) = 27
9
πNcC
2
Wα
(
2(s−M2W − b)− b
)2
×sM
2
W − b(s−M2W − b) + 12(s−M2W )2
b(s−M2W − b)(s−M2W )2∑∣∣∣M qq¯→Wg(s, bˆ)∣∣∣2(1) = 26πNcCFC2WαS
(
bˆ2 + (s−M2W − bˆ)2 + 2sM2W
bˆ(s−M2W − bˆ)
)
(3.40)
where bˆ ≡ b/τ . The integrand of the last term in (3.39) carries an implicit factor of
C(Q1, τq2, (1 − τ)q2). In (3.38) and (3.40) the invariant b is evaluated in the unprimed
frame as defined in (3.6).
The expression for
∑∣∣∣M qq¯→Wγg∣∣∣2 in n = 4 needed when evaluating σPqq¯ (finite) is too
long to be presented here, but it may be obtained upon request. We note here that γ5 is
never needed in n 6= 4 dimensions: we obtained the cancellation of singularities before fully
computing any squared matrix element where we had to explicitly evaluate γ5 and whatever
remained after this cancellation could be safely computed in n = 4 dimensions.
Since we have integral expressions of all quantities on the RHS of (3.39) in terms of the
variables x, y, θ′1 and θ
′
2 which define all the independent invariants of the system we can
compute these integrals using numerical Montecarlo techniques and histogram any physical
variable of interest that can be expressed in terms of these invariants. We will reexamine
these issues in more detail in sections IV and V.
III.C The qg channel.
In this channel the singularities are not both of initial state (type I), as in the case of qq¯
channel, but we have now one piece in the initial state (type I) and another in the final state
(type II), as shown in Fig.2. In this case it is thus more convenient to integrate each term
separately and write for the total partonic cross section in this channel:
σP [q(p1)g(p2)→Wγq] = σP,I [q(p1)g(p2)→Wγq] + σP,II [q(p1)g(p2)→Wγq]
+ σ˜P [q(p1)g(p2)→Wγq]
(3.41)
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where the first two terms on the RHS of (3.41) contain only the partial squared matrix el-
ements
∑ |M qgIb |2 and ∑ |M qgII |2 respectively, while the third term contains ∑ |M qgIII |2 and all
interference terms of the squared matrix element. If the gluon and the photon are summed
over physical polarizations only then the third term on the RHS of (3.41) is free of singular-
ities while the first two terms contain only collinear singularities.
If we define the same kinematics in σP,Iqg→Wγq as we did with the qq¯ channel, the collinear
pieces of integrand contain a factor (1 + y)−1. To isolate the singularity in this term it is
therefore enough to define the non-singular function:
F qgI (s, x, y, cos θ
′
1, θ
′
2) ≡ −2p2 · k
∑ |M qgIb |2 (3.42)
so that the first term on the RHS of (3.41) may be written:
σP,I [q(p1)g(p2)→Wγq] =
− 1
8N2cCF (1− ǫ)
1
2s
(4π)ǫ−2
Γ(1− ǫ)
Γ(1− 2ǫ)
s−ǫ
π
∫ 1
ρ(s)
dx Φ(sx)(1− x)−2ǫ
×
∫ 1
−1
dy(1− y)−ǫ(1 + y)−1−ǫ
∫ 1
−1
d cos θ′1 sin
−2ǫ θ′1
∫ π
0
dθ′2 sin
−2ǫ θ′2
×F qgI (s, x, y, cos θ′1, θ′2) .
(3.43)
We now rewrite the factor (1 + y)−1−ǫ as a distribution:
(1 + y)−1−ǫ ∼ − y
−ǫ
0
ǫ
δ(1 + y) +
{
1
1 + y
}
y0
+ O(ǫ) . (3.44)
Using (3.44) in (3.43) we can write the corresponding contribution to the O(αS) 2 to 3 body
partonic cross section as follows:
σP,I(1) [q(p1)g(p2)→Wγq] = σP,Iqg,finite + σP,Iqg,col− +O(ǫ) , (3.45)
where
σP,Iqg,finite = −
1
8N2cCF
1
2s
(4π)−4
∫ 1
ρ(s)
dx β(sx)
∫ 1
−1
dy
{
1
1 + y
}
y0
∫ 1
−1
d cos θ′1
×
∫ π
0
dθ′2 F
qg
I (s, x, y, cos θ
′
1, θ
′
2)
σP,Iqg,col− =
1
8N2cCF (1− ǫ)
1
2s
(4π)ǫ−2
1
Γ(1− ǫ)
s−ǫ
π
π
ǫ
(
2
y0
)ǫ ∫ 1
ρ(s)
dx Φ(sx)
×(1− x)−2ǫ
∫ 1
−1
d cos θ′1 sin
−2ǫ θ′1 F
qg (col−)
I (s, x, cos θ
′
1)
(3.46)
and
F
qg (col−)
I (s, x, cos θ
′
1) = F
qg
I (s, x, y = −1, cos θ′1, θ′2) . (3.47)
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To compute the limit on the RHS of (3.47) we write, as we did in (3.16) and (3.17):
∑ |M qgIb |2 = g
2
S
(2p2 · k)2
CFR
αα′
qg,I
∑
M [q (p1) q¯ (p2 − k, α)→W (Q1)γ(Q2)]
×M∗ [q (p1) q¯ (p2 − k, α′)→W (Q1)γ(Q2)] ,
(3.48)
where now in the qg center of mass frame:
Rαα
′
qg,I = −4p2 · k
[
γ0
{(
2− n
2
+
(1− x)(1− y)
2
)
/p2 − ((1− x)(1 − y)− 1) /k
−(1− x)(1 + y)/p1
}]α′α
.
(3.49)
From the above equation it is now clear that there will be no soft quark singularity coming
from the type Ia squared matrix element. Using (3.49), (3.47) and (3.42) we obtain:
F
qg (col−)
I (s, x, cos θ
′
1) = 2g
2
SCF
(2x(1− x)− 1 + ǫ)
x
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2 .
(3.50)
The latter expression contains an implicit factor of C(Q1, Q2, (1 − x)p2) to account for ex-
perimental cuts. Using (3.50) in (3.46) we can rewrite the collinear contribution (neglecting
terms of O(ǫ)):
σP,Iqg,col− =
αS
2πǫ
∫ 1
ρ(s)
dx
[
x(1− x)− 1
2
+ ǫ
{
ln
(
2µ2
sy0
)(
x(1− x)− 1
2
)
+ ln(1− x)
+x(1− x) [1− 2 ln(1− x)]
}]
σ(0) [q(p1)q¯(xp2)→ Wγ] .
(3.51)
To treat the type II term on the RHS of (3.41) it is convenient to rotate the reference
frame so that in the Wγ center of mass frame we have:
p′1 = p
′
1,0 (1, 0, . . . , 0, sinψ
′, cosψ′)
p′2 = p
′
2,0 (1, 0, . . . , 0,− sinχ′, cosχ′)
k′ = k′0 (1, 0, . . . , 0, 0, 1)
Q′1 =
∣∣∣ ~Q′1
∣∣∣

Q′1,0∣∣∣ ~Q′1∣∣∣ , . . . ,− sinφ
′
1 sin φ
′
2 cos φ
′
3,− sinφ′1 cosφ′2,− cosφ′1


Q′2 =
∣∣∣ ~Q′1
∣∣∣ (1, . . . , sinφ′1 sin φ′2 cos φ′3, sinφ′1 cosφ′2, cosφ′1) .
(3.52)
We can thus write for the 2 to 3 body integral:
∫
DQ1DQ2
D2σP,II
DQ1DQ2
[q(p1)g(p2)→W (Q1)γ(Q2)q] =
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1
8N2cCF (1− ǫ)
1
2s
(4π)ǫ−2
Γ(1− ǫ)
Γ(1− 2ǫ)
s1−ǫ
2π
β2−2ǫ(s)
∫ 1
0
dz Φ (s[1 + β(s)(z − 1)])
×(1− z)1−2ǫ
∫ 1
−1
dy
(
1− y2
)−ǫ ∫ 1
−1
dv
(
1− v2
)−ǫ ∫ π
0
dφ′2 sin
−2ǫ φ′2
×∑ |M qgII (s, a, b, c, d)|2
(3.53)
with
cosχ′ =
1− x− y(1 + x)
1 + x− y(1− x)
v ≡ cos φ′1
z ≡ 1 + x− 1
β(s)
. (3.54)
The explicit form of the invariants in the squared matrix element in terms of the new inte-
gration angles is given as follows:
b ≡ 2p1 ·Q2 = 2p′1,0
∣∣∣~Q′1∣∣∣ (1− sinψ′ sin φ′1 cos φ′2 − cosψ′ cosφ′1)
c ≡ 2k ·Q2 = 2k′0
∣∣∣~Q′1∣∣∣ (1− cosφ′1)
d ≡ 2p2 ·Q2 = 2p′2,0
∣∣∣~Q′1∣∣∣ (1 + sinχ′ sinφ′1 cosφ′2 − cosχ′ cos φ′1) .
(3.55)
The rest of the invariants and variables remain as defined in (3.11)-(3.13). To isolate the
singularity in the type II squared matrix element it is enough to define:
F qgII (s, z, y, v, φ
′
2) ≡ −2k ·Q2
∑ |M qgII |2 (3.56)
so that now the second term on the RHS of (3.41) may be written:
σP,II [q(p1)g(p2)→Wγq] =
− 1
8N2cCF (1− ǫ)
1
2s
(4π)ǫ−2
Γ(1− ǫ)
Γ(1− 2ǫ)
s−ǫ
π
22ǫ
Γ(1− ǫ)
1
16π
β1−4ǫ(s)
(
4π
s
)ǫ
×
∫ 1
0
dz[z(1 − z)]−2ǫ [1 + (z − 1)β(s)]ǫ
∫ 1
−1
dy
(
1− y2
)−ǫ
×
∫ 1
−1
dv(1 + v)−ǫ(1− v)−1−ǫ
∫ π
0
dφ′2 sin
−2ǫ φ′2 F
qg
II (s, z, y, v, φ
′
2) .
(3.57)
We rewrite the factor (1− v)−1−ǫ as a distribution:
(1− v)−1−ǫ ∼ − v
−ǫ
0
ǫ
δ(1− v) +
{
1
1− v
}
v0
+ O(ǫ) (3.58)
with 0 < v0 ≤ 2, so that (3.57) may be rewritten as follows:
σP,II(1) [q(p1)g(p2)→ Wγq] = σP,IIqg,finite + σP,IIqg,col+ +O(ǫ) (3.59)
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where
σP,IIqg,finite = −
1
8N2cCF
1
2s
(4π)−4 β(s)
∫ 1
0
dz
∫ 1
−1
dy
∫ 1
−1
dv
{
1
1− v
}
v0
×
∫ π
0
dφ′2 F
qg
II (s, z, y, v, φ
′
2)
σP,IIqg,col+ =
1
8N2cCF (1− ǫ)
1
2s
(4π)ǫ−2
1
Γ(1− ǫ)
s−ǫ
π
π
ǫ
(
2
v0
)ǫ
Φ(s)β−2ǫ(s)
×
∫ 1
0
dz[z(1 − z)]−2ǫ [1 + (z − 1)β(s)]ǫ
∫ 1
−1
dy
(
1− y2
)−ǫ
×F qg (col+)II (s, z, y)
(3.60)
and
F
qg (col+)
II (s, z, y) = F
qg
II (s, z, y, v = 1, φ
′
2) . (3.61)
The type II squared matrix element is given by:
∑ |M qgII |2 = e
2
q
(2k ·Q2)2
Rαα
′
qg,II
∑
M [q(p1)g(p2)→W (Q1)q(Q2 + k, α)]
×M∗ [q(p1)g(p2)→ W (Q1)q(Q2 + k, α′)]
(3.62)
with eq the charge of the outgoing quark. In the qg center of mass frame we have:
Rαα
′
qg,II = −4k ·Q2
[
γ0
{(
2− n
2
− (1− z)(1 + v)
2z
)
/Q2 −
(
1 +
(1− z)(1 + v)
z
)
/k
+
(
(1− z)(1− v)
2z
)
/Q2
}]α′α
,
(3.63)
where we have summed over physical polarizations of the outgoing photon in the covariant
gauge. Again we note that there will be no singularities in the soft quark limit, that is when
z → 1. For the collinear limit of F qgII we obtain:
F
qg (col+)
II (s, z, y) = −2e2q
(1 + (1− z)2 − ǫz2)
z
∑∣∣∣∣∣M qg→Wq
(
s,
b+II
z
)∣∣∣∣∣
2
(3.64)
with
b+II ≡ b(s, z, y, v = 1) =
s
2
β(s)z(1− y) . (3.65)
Remember that (3.64) has an implicit factor of C(Q1, Q2, (1−z)Q2/z). Using (3.64) in (3.60)
we can rewrite the collinear contribution (neglecting terms of O(ǫ):)
σP,IIqg,col+ = −
α
2πǫ
∫ 1
0
dz
[
eˆ2q
1 + (1− z)2
z
+ ǫeˆ2q
{
1 + (1− z)2
z
(
ln
(
2µ2
sv0
)
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+ ln
(
1 + (z − 1)β(s)
z2(1− z)2β2(s)
))
− z
}]
×
∫
DQ1DQ2
D2σ(1)
DQ1DQ2
[
q(p1)g(p2)→ W (Q1)q
(
Q2
z
)]
.
(3.66)
In (3.66) we made the replacement e2 = 4παµ2ǫ.
Using (3.41), (3.45),(3.46), (3.51), (3.59),(3.60) and (3.66) in (2.26) we obtain for the
O(αS) hard scattering cross section:
σ(1) [q(p1)g(p2)→ Wγq] =
σP,Iqg,finite +
αS
2π
∫ 1
ρ(s)
dx
{
1
2
+
(
x2 + (1− x)2
) [
ln(1− x)− 1
2
(
1 + ln
(
2µ2
sy0
))]}
×σ(0) [q(p1)q¯(xp2)→Wγ]
+σP,IIqg,finite +
α
2π
eˆ2q
∫ 1
0
dz
{
z −
(
1 + (1− z)2
z
)[
ln
(
2µ2
sv0
)
+ ln
(
1 + (z − 1)β(s)
z2(1− z)2β2(s)
)]}
×
∫
DQ1Dq2
D2σ(1)
DQ1Dq2
[q(p1)g(p2)→ W (Q1)q(q2)]
+σ˜P [q(p1)g(p2)→Wγq]
(3.67)
with q2 = Q2/τ . We have thus cancelled all singularities and we can now summarize for all
the contributions in the incoming qg partonic channel:
∫
DQ1DQ2
∑
X
(
D2σH
DQ1DQ2
)qg
[p(P1) p¯(P2)→W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
{
fqp(τ1)fgp¯(τ2)
(
σ(1) [q(p1)g(p2)→ Wγq]
+
∫ 1
0
dτfγq(τ)
∫
DQ1Dq2
D2σ(1)
DQ1Dq2
[q(p1)g(p2)→W (Q1)q(q2)]
)
+(p↔ p¯, τ1 ↔ τ2, p1 ↔ p2) }
(3.68)
with p1 = τ1P1, p2 = τ2P2. In (3.67) and (3.68) we need the following squared matrix
element:
∑∣∣∣M qg→Wq(s, bˆ)∣∣∣2(1) = 26πNcCFC2WαS
(
s2 + (s−M2W − bˆ)2 − 2bˆM2W
s(s−M2W − bˆ)
)
(3.69)
where bˆ = b/τ . (3.69) carries an implicit factor of C(Q1, τq2, (1−τ)q2). The pieces of squared
matrix element needed in the last term in (3.67) are too long to be presented here but they
may be obtained upon request.
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III.D The gq¯ channel.
The treatment of this channel is analogous to the qg channel. We can again decompose the
partonic cross section as follows:
σP [g(p1)q¯(p2)→Wγq¯] = σP,I [g(p1)q¯(p2)→Wγq¯] + σP,II [g(p1)q¯(p2)→Wγq¯]
+ σ˜P [g(p1)q¯(p2)→Wγq¯]
(3.70)
where the non-singular term σ˜P [g(p1)q¯(p2)→Wγq¯] contains all interference pieces of the
squared matrix element and also
∣∣∣Mgq¯III ∣∣∣2. The other terms in (3.70) are decomposed as
follows:
σP,I(1) [g(p1)q¯(p2)→Wγq¯] = σP,Igq¯,finite + σP,Igq¯,col+ +O(ǫ)
σP,II(1) [g(p1)q¯(p2)→ Wγq¯] = σP,IIgq¯,finite + σP,IIgq¯,col+ +O(ǫ) (3.71)
with
σP,Igq¯,finite = −
1
8N2cCF
1
2s
(4π)−4
∫ 1
ρ(s)
dx β(sx)
∫ 1
−1
dy
{
1
1− y
}
y0
∫ 1
−1
d cos θ′1
×
∫ π
0
dθ′2 F
gq¯
I (s, x, y, cos θ
′
1, θ
′
2)
σP,Igq¯,col+ =
αS
2πǫ
∫ 1
ρ(s)
dx
[
x(1− x)− 1
2
+ ǫ
{
ln
(
2µ2
sy0
)(
x(1 − x)− 1
2
)
+ ln(1− x)
+x(1− x) [1− 2 ln(1− x)]
}]
σ(0) [q(xp1)q¯(p2)→Wγ]
σP,IIgq¯,finite = −
1
8N2cCF
1
2s
(4π)−4 β(s)
∫ 1
0
dz
∫ 1
−1
dy
∫ 1
−1
dv
{
1
1− v
}
v0
×
∫ π
0
dφ′2 F
gq¯
II (s, z, y, v, φ
′
2)
σP,IIgq¯,col+ = −
α
2πǫ
∫ 1
0
dz
[
eˆ2q¯
1 + (1− z)2
z
+ ǫeˆ2q¯
{
1 + (1− z)2
z
(
ln
(
2µ2
sv0
)
+ ln
(
1 + (z − 1)β(s)
z2(1− z)2β2(s)
))
− z
}]
×
∫
DQ1DQ2
D2σ(1)
DQ1DQ2
[
g(p1)q¯(p2)→ W (Q1)q¯
(
Q2
z
)]
.
(3.72)
In (3.72) we used the following non-singular functions:
F gq¯I (s, x, y, cos θ
′
1, θ
′
2) ≡ −2p1 · k
∑∣∣∣Mgq¯Ia ∣∣∣2
F gq¯II (s, z, y, v, φ
′
2) ≡ −2k ·Q2
∑∣∣∣Mgq¯II ∣∣∣2 (3.73)
Using (3.70)-(3.72) in (2.30) we obtain the cancellation of all singularities in this channel:
σ(1) [g(p1)q¯(p2)→ Wγq¯] =
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σP,Igq¯,finite +
αS
2π
∫ 1
ρ(s)
dx
{
1
2
+
(
x2 + (1− x)2
) [
ln(1− x)− 1
2
(
1 + ln
(
2µ2
sy0
))]}
×σ(0) [q(xp1)q¯(p2)→Wγ]
+σP,IIgq¯,finite +
α
2π
eˆ2q¯
∫ 1
0
dz
{
z −
(
1 + (1− z)2
z
)[
ln
(
2µ2
sv0
)
+ ln
(
1 + (z − 1)β(s)
z2(1− z)2β2(s)
)]}
×
∫
DQ1Dq2
D2σ(1)
DQ1Dq2
[g(p1)q¯(p2)→ W (Q1)q¯(q2)]
+σ˜P [g(p1)q¯(p2)→Wγq¯] .
(3.74)
We can now summarize all contributions in the incoming gq¯ partonic channel:
∫
DQ1DQ2
∑
X
(
D2σH
DQ1DQ2
)gq¯
[p(P1) p¯(P2)→W (Q1) γ(Q2) X ] =
∫ 1
0
dτ1
∫ 1
0
dτ2
{
fgp(τ1)fq¯p¯(τ2)
(
σ(1) [g(p1)q¯(p2)→Wγq¯]
+
∫ 1
0
dτfγq¯(τ)
∫
DQ1Dq2
D2σ(1)
DQ1Dq2
[g(p1)q¯(p2)→W (Q1)q¯(q2)]
)
+(p↔ p¯, τ1 ↔ τ2, p1 ↔ p2)
}
(3.75)
with p1 = τ1P1, p2 = τ2P2 and q2 = Q2/τ . In (3.74) and (3.75) we still need the squared
matrix element:
∑∣∣∣Mgq¯→Wq¯(s, bˆ)∣∣∣2(1) = 26πNcCFC2WαS
(
s2 + bˆ2 − 2(s−M2W − bˆ)M2W
sbˆ
)
(3.76)
with bˆ = b/τ . The comments after (3.69) apply here too.
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IV THE THREE SCENARIOS AND THE EXPERI-
MENTAL CUTS.
IV.A 2 body inclusive production of W+ and γ.
In this scenario (“2 body inclusive scenario”) one does not tag the outgoing jet, so it will
include events with zero and 1 outgoing jet. We may define this scenario requiring the
following conditions for the outgoing particles
| cos θγ |, | cos θW | < cos(θ−)
Ptγ, P tW > Pt
−
RW,γ > R
−
(Rjet,γ < R
−) =⇒ (s(jet,γ) < s−)
(Rjet,W < R
−) =⇒ (s(jet,W ) < s−) (4.1)
where we call θi the angle between the incoming proton axis and the axis of the outgoing
particle i; Pti is the transverse momentum of particle i. Ri,j is the cone size between a pair of
outgoing particles: Ri,j =
√
(∆i,jη∗)2 + (∆i,jφ)2 with the pseudorapidity η
∗ ≡ (1/2) ln[(1 +
cos θ)/(1 − cos θ)] and φ the azimuthal angle; s(jet,W ) = Ejet/EW is the “shadowing ratio”
between the untagged jet and the W boson. The last two conditions in (4.1) discard events
where the jet being too close to the W or the photon is at the same time of comparable
energy so that it would “shadow” one of the two tagged particles making it undetectable.
For this purpose we check the cone size Rjet,γ (Rjet,W ) and if this is less than R
− we keep
the event only when s(jet,γ) (s(jet,W )) is less than s
−, setting the differential cross section to
zero otherwise. The quantities θ−, P t−, R−, s− are constants related to the acceptance and
resolution of the detector. All the quantities are defined in the proton-antiproton center of
mass frame.
IV.B Production of W+ and γ with 1 jet.
Here one detects three outgoing particles, namely W+, γ and 1 jet. We call this the “1 jet
scenario” and we define it by imposing the following conditions:
| cos θγ |, | cos θW |, | cos θjet| < cos(θ−)
Ptγ, P tW , P tjet > Pt
−
RW,γ > R
−
Rjet,γ > R
−
Rjet,W > R
− . (4.2)
IV.C Production of W+ and γ with 0 jets.
In this scenario (“0 jet scenario”) we select events where the W+ and γ are detected but no
outgoing jet is detected. This includes 2 to 2 body events and 2 to 3 body events where the
outgoing jet has a small angle with respect to the beam, a small transverse momentum or it
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is “shadowed” by the photon or the W so that it remains undetected. We may define this
scenario requiring the following conditions for the outgoing particles
| cos θγ |, | cos θW | < cos(θ−)
Ptγ, P tW > Pt
−
RW,γ > R
−
(Rjet,γ < R
−) =⇒ (s(jet,γ) < s−)
(Rjet,W < R
−) =⇒ (s(jet,W ) < s−)
(| cos θjet| > cos(θ−)) or (Ptjet < Pt−) . (4.3)
IV.D General remarks.
We note that the second and third scenarios are complementary, in the sense that an event in
the first scenario falls in either of the last two. In other words, we may obtain the histograms
of the 0 jet production scenario by subtracting the histograms of the 1 jet scenario from the
corresponding histograms for the 2 body inclusive scenario.
To implement the three experimental cut functions C(Q1, Q2, k) which define each of the
scenarios in A,B and C all quantities involved in the above conditions have to be defined
in terms of the partonic invariants that are used in the integrands of the corresponding cross
section formulae. In the proton-antiproton center of mass frame we have:
Eγ =
P1 ·Q2 + P2 ·Q2√
S
cos θγ = −P1 ·Q2 − P2 ·Q2
P1 ·Q2 + P2 ·Q2
EW =
P1 ·Q1 + P2 ·Q1√
S
cos θW = − P1 ·Q1 − P2 ·Q1√
(P1 ·Q1 + P2 ·Q1)2 − SM2W
Ejet =
P1 · k + P2 · k√
S
cos θjet = −P1 · k − P2 · k
P1 · k + P2 · k . (4.4)
P1 and P2 represent the proton and antiproton momenta respectively; they must be appro-
priately expressed in terms of the incoming parton momenta p1, p2 and their momentum
fractions τ1, τ2 in all the cross section formulae.
√
S = 2P1 · P2 is the proton-antiproton
center of mass energy. Q1, Q2 and k are the momenta of the W boson, the photon and the
jet respectively. The rest of the quantities needed can be computed using the ones in (4.4).
When we replaced the divergent factors (1−x)−1−2ǫ, (1±y)−1−ǫ and (1−v)−1−ǫ in section
III with distributions the resulting equations remained valid as long as the variables x, y and
v were integrated over their whole range. The energy of the outgoing jet in the incoming
parton-parton center of mass frame is linearly related to the variable x (see (3.10),) so it
is in principle not a physical quantity unless x < x0, in which case the symbol ∼ can be
replaced by = in the corresponding distribution in (3.22). Similarly, the angle between the
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outgoing jet and the beam in the parton-parton frame is related to y and the angle between
the outgoing jet and the photon is related to v, so these quantities are not physical either,
unless the variables y and v fall inside the ranges where we can replace ∼ for = in the
corresponding distributions.
According to the above observations we shoudn’t have any trouble in the 2 body inclusive
and in the 0 jet scenarios, since in these cases the outgoing jet is not being tagged so the
unphysical variables are not “observed”, but they are rather integrated over their whole
range. However, in the 1 jet scenario the energy and angles of the jet are observed and these
are directly related to the variables x, y and v. According to the way we defined the 1 jet
scenario in (4.2) the outgoing jet is never allowed to be soft or collinear to the beams or the
outgoing photon so the subtraction of divergences will never be active. With this in mind
we can easilychoose the parameters x0, y0 and v0 in our Monte Carlo in such a way that the
sampled ranges of x, y and v always fall inside the regions where ∼ may be replaced for =
in (3.22), (3.44) and (3.58). To accomplish this we can just take x0 = 1 and y0 = v0 = 0.
The experimental cut function C(Q1, Q2, k) will a
ccordingly set to zero all the terms containing ill defined logarithms.
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V The numerical implementation.
When numerically implementing the “generalized plus” distributions defined in (3.23) to
compute total cross sections the second terms on the RHS of (3.23) are finite when the
soft or collinear limits are approached. However, when we produce histograms of single or
double differential cross sections it is necessary to split the second terms on the RHS of these
definitions into two parts, as we will explain next. For the case of the x integration we have:
∫ 1
x0
dx
f(x)− f(1)
1− x =
∫ 1
x0
dx
f(x)
1− x −
∫ 1
x0
dx
f(1)
1− x . (5.1)
The first term on the RHS of (5.1) is naturally histogrammed using 2 to 3 body kinemat-
ics. The soft pieces that resulted from the expansion in (3.22) were added to other 2 to
2 body contributions in order to cancel singularities so the remaining pieces are naturally
histogrammed using 2 to 2 body kinematics. This means that in order to keep consistency
in our computation we have to histogram the second term on the RHS of (5.1) -which is the
term that compensates for the soft singular terms in (3.22)- using 2 to 2 body kinematics as
well. It is thus clear that a consistent histogramming cannot be achieved in a simple way
without splitting the LHS of (5.1). In doing so we introduce logarithmic singularities in each
of the terms on the RHS of (5.1) that cancel each other only after summing both contribu-
tions bin by bin. To control the numerical cancellations we introduce small adimensional
cuts ∆x,∆y and ∆v in the lower or upper limits of the corresponding integrals. A first order
estimate of the error introduced by the cuts along with the requirement of good numerical
convergence will help us find the best values for these parameters.
In what follows we will rewrite the partonic hard scattering cross sections for each chan-
nel taking into account the ∆ parameters introduced above. The contribution of each of
these terms to the hadronic cross section is obtained after multiplying by the corresponding
experimental cut function, convoluting with parton densities (see section II) and adding the
corresponding “inverted channels” (i.e. the ones obtained by interchange of the incoming
partons.) Numerical results for each of these hadronic contributions are presented in the
following paper [7].
For the qq¯ hard scattering channel cross section needed in (3.39) we have:
σqq¯ = σ
Born
qq¯ + σ
P
qq¯ (SV ) + σIa + σIb + σI,4 + σ
P
qq¯ (finite) + σqq¯ (Brems) + σqq¯ (error)
(5.2)
where
σIa = σIa,1 + σIa,2 + σIa,3
σIb = σIb,1 + σIb,2 + σIb,3
σPqq¯ (finite) = σf,1,1,a + σf,1,2,a + σf,1,3,a + σf,1,1,b + σf,1,2,b + σf,1,3,b
+σf,2,1,a + σf,2,2,a + σf,2,3,a + σf,2,1,b + σf,2,2,b + σf,2,3,b + σf,3
σqq¯ (error) = σIa,error + σIb,error + σf,1,error,a + σf,1,error,b + σf,2,error,a
+σf,2,error,b + σf,error
(5.3)
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and
σBornqq¯ ≡ σ(0) [q(p1)q¯(p2)→ Wγ]
= Cqq¯,3 β(s)
∫ 1
0
d cos θ1
∑∣∣∣M qq¯→Wγ(s, b)∣∣∣2(0)
σIa,1 ≡ Cqq¯,1
2
∫ 1
ρ(s)
dx
β(sx)
x
(1− x)
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2(0)
σIa,2 ≡ −Cqq¯,1
2
∫ x0
ρ(s)
dx
β(sx)
x
(
1 + x2
1− x
)[
ln
(
2µ2
sy0
)
− 2 ln(1− x)
]
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2(0)
σIa,3 ≡ −Cqq¯,1
2
∫ 1−∆x
x0
dx
β(sx)
x
(
1 + x2
1− x
)[
ln
(
2µ2
sy0
)
− 2 ln(1− x)
]
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2(0)
σIa,error ≡ Cqq¯,1
2
∆x
(
ln
(
2µ2
sy0
)
+ 2− 2 ln∆x
)
× ∂
∂x
[
β(sx)
x
(1 + x2)
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2(0)
]∣∣∣∣∣
x=1
+O(∆2x ln∆x)
σIb,1 ≡ Cqq¯,1
2
∫ 1
ρ(s)
dx
β(sx)
x
(1− x)
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2(0)
σIb,2 ≡ −Cqq¯,1
2
∫ x0
ρ(s)
dx
β(sx)
x
(
1 + x2
1− x
)[
ln
(
2µ2
sy0
)
− 2 ln(1− x)
]
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2(0)
σIb,3 ≡ −Cqq¯,1
2
∫ 1−∆x
x0
dx
β(sx)
x
(
1 + x2
1− x
)[
ln
(
2µ2
sy0
)
− 2 ln(1− x)
]
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2(0)
σIb,error ≡ Cqq¯,1
2
∆x
(
ln
(
2µ2
sy0
)
+ 2− 2 ln∆x
)
× ∂
∂x
[
β(sx)
x
(1 + x2)
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2(0)
]∣∣∣∣∣
x=1
+O(∆2x ln∆x)
σI,4 ≡ 2Cqq¯,1 β(s) ln
(
1− x0
∆x
)[
ln
(
2µ2
sy0
)
− ln [(1− x0)∆x]
]
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(s, bsoft)∣∣∣2(0)
σf,1,1,a ≡ Cqq¯,2
s
∫ x0
ρ(s)
dx
β(sx)
1− x
∫ 1−y0
−1
dy
1
1− y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯(s, x, y, cos θ′1, θ
′
2)
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σf,1,2,a ≡ Cqq¯,2
s
∫ x0
ρ(s)
dx
β(sx)
1− x
∫ 1−∆y
1−y0
dy
1
1− y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯(s, x, y, cos θ′1, θ
′
2)
σf,1,3,a ≡ −Cqq¯,1
4
ln
(
y0
∆y
) ∫ x0
ρ(s)
dx
β(sx)
1− x
(
1 + x2
x
)
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2(0)
σf,1,error,a ≡ −Cqq¯,2
s
∆y
∫ x0
ρ(s)
dx
β(sx)
1− x
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2
(
∂F qq¯(s, x, y, cos θ′1, θ
′
2)
∂y
)∣∣∣∣∣
y=1
+O(∆2y)
σf,1,1,b ≡ Cqq¯,2
s
∫ x0
ρ(s)
dx
β(sx)
1− x
∫ 1
−1+y0
dy
1
1 + y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯(s, x, y, cos θ′1, θ
′
2)
σf,1,2,b ≡ Cqq¯,2
s
∫ x0
ρ(s)
dx
β(sx)
1− x
∫ −1+y0
−1+∆y
dy
1
1 + y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯(s, x, y, cos θ′1, θ
′
2)
σf,1,3,b ≡ −Cqq¯,1
4
ln
(
y0
∆y
) ∫ x0
ρ(s)
dx
β(sx)
1− x
(
1 + x2
x
)
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2(0)
σf,1,error,b ≡ Cqq¯,2
s
∆y
∫ x0
ρ(s)
dx
β(sx)
1− x
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2
(
∂F qq¯(s, x, y, cos θ′1, θ
′
2)
∂y
)∣∣∣∣∣
y=−1
+O(∆2y)
σf,2,1,a ≡ Cqq¯,2
s
∫ 1−∆x
x0
dx
β(sx)
1− x
∫ 1−y0
−1
dy
1
1− y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯(s, x, y, cos θ′1, θ
′
2)
σf,2,2,a ≡ Cqq¯,2
s
∫ 1−∆x
x0
dx
β(sx)
1− x
∫ 1−∆y
1−y0
dy
1
1− y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯(s, x, y, cos θ′1, θ
′
2)
σf,2,3,a ≡ −Cqq¯,1
4
ln
(
y0
∆y
) ∫ 1−∆x
x0
dx
β(sx)
1− x
(
1 + x2
x
)
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2(0)
σf,2,error,a ≡ −Cqq¯,2
s
∆y
∫ 1−∆x
x0
dx
β(sx)
1− x
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2
(
∂F qq¯(s, x, y, cos θ′1, θ
′
2)
∂y
)∣∣∣∣∣
y=1
+O(∆2y)
σf,2,1,b ≡ Cqq¯,2
s
∫ 1−∆x
x0
dx
β(sx)
1− x
∫ 1
−1+y0
dy
1
1 + y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯(s, x, y, cos θ′1, θ
′
2)
σf,2,2,b ≡ Cqq¯,2
s
∫ 1−∆x
x0
dx
β(sx)
1− x
∫ −1+y0
−1+∆y
dy
1
1 + y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qq¯(s, x, y, cos θ′1, θ
′
2)
σf,2,3,b ≡ −Cqq¯,1
4
ln
(
y0
∆y
) ∫ 1−∆x
x0
dx
β(sx)
1− x
(
1 + x2
x
)
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2(0)
σf,2,error,b ≡ Cqq¯,2
s
∆y
∫ 1−∆x
x0
dx
β(sx)
1− x
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2
(
∂F qq¯(s, x, y, cos θ′1, θ
′
2)
∂y
)∣∣∣∣∣
y=−1
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+O(∆2y)
σf,3 ≡ −2Cqq¯,1 β(s) ln
(
1− x0
∆x
)
ln
(
2
y0
) ∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(s, bsoft)∣∣∣2(0)
σf,error ≡ −Cqq¯,2
s
∆x
∫ 1
−1
dy


{
1
1− y
}
y0
+
{
1
1 + y
}
y0


×
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2
∂
∂x
[β(sx)F qq¯(s, x, y, cos θ′1, θ
′
2)]
∣∣∣∣∣
x=1
+O(∆2x)
σqq¯ (Brems) ≡
∫ 1
0
dτfγg(τ)
∫
DQ1Dq2
D2σ(1)
DQ1Dq2
[q(p1)q¯(p2)→W (Q1)g(q2)]
= Cqq¯,3 β(s)
∫ 1
0
dτfγg(τ)
∫ 1
0
d cos θ1
∑∣∣∣∣∣M qq¯→Wg(s, bτ )
∣∣∣∣∣
2(1)
.
(5.4)
The invariant b in the unprimed frame was defined in (3.6). In (5.4) appropriate experimental
cut functions are implicit in each of the corresponding integrands. We have introduced the
constants:
Cqq¯,1 ≡ 1
4N2c
1
2s
1
16π2
αSCF
Cqq¯,2 ≡ 1
4N2c
1
2s
1
210π4
Cqq¯,3 ≡ 1
4N2c
1
2s
1
16π
. (5.5)
Now we rewrite the hard scattering cross section for the qg channel needed in (3.68):
σqg = σ
P,I
qg,finite + σ
I,col
qg + σ
P,II
qg,finite + σ
II,col
qg + σ˜
P
qg + σqg(Brems) + σqg(error)
(5.6)
where
σP,Iqg,finite = σ
I
qg,f,1 + σ
I
qg,f,2 + σ
I
qg,f,3
σP,IIqg,finite = σ
II
qg,f,1 + σ
II
qg,f,2 + σ
II
qg,f,3
σqg(error) = σ
I
qg,error + σ
II
qg,error (5.7)
and
σIqg,f,1 ≡ −Cqg,3
∫ 1
ρ(s)
dx β(sx)
∫ 1
−1+y0
dy
1
1 + y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qg
I (s, x, y, cos θ
′
1, θ
′
2)
σIqg,f,2 ≡ −Cqg,3
∫ 1
ρ(s)
dx β(sx)
∫ −1+y0
−1+∆y
dy
1
1 + y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
qg
I (s, x, y, cos θ
′
1, θ
′
2)
σIqg,f,3 ≡ −
Cqg,1
2
ln
(
y0
∆y
)∫ 1
ρ(s)
dx
β(sx)
x
(
x2 + (1− x)2
)
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2(0)
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σIqg,error ≡ Cqg,3 ∆y
∫ 1
ρ(s)
dx β(sx)
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2
(
∂F qgI (s, x, y, cos θ
′
1, θ
′
2)
∂y
)∣∣∣∣∣
y=−1
+O(∆2y)
σI,colqg ≡ Cqg,1
∫ 1
ρ(s)
dx
β(sx)
x
{
1
2
+
(
x2 + (1− x)2
) [
ln(1− x)
−1
2
− 1
2
ln
(
2µ2
sy0
)]}∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, b−)∣∣∣2(0)
σIIqg,f,1 ≡ −Cqg,3 β(s)
∫ 1
0
dz
∫ 1
−1
dy
∫ 1−v0
−1
dv
1
1− v
∫ π
0
dφ′2 F
qg
II (s, z, y, v, φ
′
2)
σIIqg,f,2 ≡ −Cqg,3 β(s)
∫ 1
0
dz
∫ 1
−1
dy
∫ 1−∆v
1−v0
dv
1
1− v
∫ π
0
dφ′2 F
qg
II (s, z, y, v, φ
′
2)
σIIqg,f,3 ≡ −Cqg,2 eˆ2q ln
(
v0
∆v
)
β(s)
∫ 1
0
dz
(
1 + (1− z)2
z
)∫ 1
−1
dy
∑∣∣∣∣∣M qg→Wq
(
s,
b+II
z
)∣∣∣∣∣
2(1)
σIIqg,error ≡ Cqg,3 ∆v β(s)
∫ 1
0
dz
∫ 1
−1
dy
∫ π
0
dφ′2
(
∂F qgII (s, z, y, v, φ
′
2)
∂v
)∣∣∣∣∣
v=1
+O(∆2v)
σII,colqg ≡ Cqg,2 eˆ2q β(s)
×
∫ 1
0
dz
{
z −
(
1 + (1− z)2
z
)[
ln
(
2µ2
sv0
)
+ ln
(
1 + (z − 1)β(s)
z2(1− z)2β2(s)
)]}
×
∫ 1
−1
dy
∑∣∣∣∣∣M qg→Wq
(
s,
b+II
z
)∣∣∣∣∣
2(1)
σ˜Pqg ≡ σ˜P [q(p1)g(p2)→Wγq]
σqg(Brems) ≡
∫ 1
0
dτfγq(τ)
∫
DQ1Dq2
D2σ(1)
DQ1Dq2
[q(p1)g(p2)→W (Q1)q(q2)]
= Cqg,4 β(s)
∫ 1
0
dτfγq(τ)
∫ 1
0
d cos θ1
∑∣∣∣∣∣M qg→Wq(s, bτ )
∣∣∣∣∣
2(1)
.
(5.8)
The comments after (5.4) are also valid here. In (5.8) we have introduced the constants:
Cqg,1 ≡ 1
8N2c
1
2s
1
16π2
αS
Cqg,2 ≡ 1
8N2cCF
1
2s
1
32π2
α
Cqg,3 ≡ 1
8N2cCF
1
2s
1
28π4
Cqg,4 ≡ 1
8N2cCF
1
2s
1
16π
. (5.9)
Finally, the hard scattering cross section in the gq¯ channel needed in (3.75) may be
rewritten:
σgq¯ = σ
P,I
gq¯,finite + σ
I,col
gq¯ + σ
P,II
gq¯,finite + σ
II,col
gq¯ + σ˜
P
gq¯ + σgq¯(Brems) + σgq¯(error)
(5.10)
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where
σP,Igq¯,finite = σ
I
gq¯,f,1 + σ
I
gq¯,f,2 + σ
I
gq¯,f,3
σP,IIgq¯,finite = σ
II
gq¯,f,1 + σ
II
gq¯,f,2 + σ
II
gq¯,f,3
σgq¯(error) = σ
I
gq¯,error + σ
II
gq¯,error (5.11)
and
σIgq¯,f,1 ≡ −Cqg,3
∫ 1
ρ(s)
dx β(sx)
∫ 1−y0
−1
dy
1
1− y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
gq¯
I (s, x, y, cos θ
′
1, θ
′
2)
σIgq¯,f,2 ≡ −Cqg,3
∫ 1
ρ(s)
dx β(sx)
∫ 1−∆y
1−y0
dy
1
1− y
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2 F
gq¯
I (s, x, y, cos θ
′
1, θ
′
2)
σIgq¯,f,3 ≡ −
Cqg,1
2
ln
(
y0
∆y
)∫ 1
ρ(s)
dx
β(sx)
x
(
x2 + (1− x)2
)
×
∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2(0)
σIgq¯,error ≡ Cqg,3 ∆y
∫ 1
ρ(s)
dx β(sx)
∫ 1
−1
d cos θ′1
∫ π
0
dθ′2
(
∂F gq¯I (s, x, y, cos θ
′
1, θ
′
2)
∂y
)∣∣∣∣∣
y=1
+O(∆2y)
σI,colgq¯ ≡ Cqg,1
∫ 1
ρ(s)
dx
β(sx)
x
{
1
2
+
(
x2 + (1− x)2
) [
ln(1− x)
−1
2
− 1
2
ln
(
2µ2
sy0
)]}∫ 1
−1
d cos θ′1
∑∣∣∣M qq¯→Wγ(xs, xb+)∣∣∣2(0)
σIIgq¯,f,1 ≡ −Cqg,3 β(s)
∫ 1
0
dz
∫ 1
−1
dy
∫ 1−v0
−1
dv
1
1− v
∫ π
0
dφ′2 F
gq¯
II (s, z, y, v, φ
′
2)
σIIgq¯,f,2 ≡ −Cqg,3 β(s)
∫ 1
0
dz
∫ 1
−1
dy
∫ 1−∆v
1−v0
dv
1
1− v
∫ π
0
dφ′2 F
gq¯
II (s, z, y, v, φ
′
2)
σIIgq¯,f,3 ≡ −Cqg,2 eˆ2q¯ ln
(
v0
∆v
)
β(s)
∫ 1
0
dz
(
1 + (1− z)2
z
)∫ 1
−1
dy
∑∣∣∣∣∣Mgq¯→Wq
(
s,
b+II
z
)∣∣∣∣∣
2(1)
σIIgq¯,error ≡ Cqg,3 ∆v β(s)
∫ 1
0
dz
∫ 1
−1
dy
∫ π
0
dφ′2
(
∂F gq¯II (s, z, y, v, φ
′
2)
∂v
)∣∣∣∣∣
v=1
+O(∆2v)
σII,colgq¯ ≡ Cqg,2 eˆ2q¯ β(s)
×
∫ 1
0
dz
{
z −
(
1 + (1− z)2
z
)[
ln
(
2µ2
sv0
)
+ ln
(
1 + (z − 1)β(s)
z2(1− z)2β2(s)
)]}
×
∫ 1
−1
dy
∑∣∣∣∣∣Mgq¯→Wq¯
(
s,
b+II
z
)∣∣∣∣∣
2(1)
σ˜Pgq¯ ≡ σ˜P [g(p1)q¯(p2)→Wγq¯]
σgq¯(Brems) ≡
∫ 1
0
dτfγq¯(τ)
∫
DQ1Dq2
D2σ(1)
DQ1Dq2
[g(p1)q¯(p2)→W (Q1)q¯(q2)]
= Cqg,4 β(s)
∫ 1
0
dτfγq¯(τ)
∫ 1
0
d cos θ1
∑∣∣∣∣∣Mgq¯→Wq¯(s, bτ )
∣∣∣∣∣
2(1)
(5.12)
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The comments after (5.4) are also valid here.
All the above terms will contribute in the 2 body inclusive scenario and in the 0 jet
scenario. However, in the 1 jet scenario, as we mentioned in section IV.D, by setting x0 = 1
and y0 = v0 = 0 we are left only with the following contributions
σqq¯ = σf,1,1,a + σf,1,1,b
σqg = σ
I
qg,f,1 + σ
II
qg,f,1 + σ˜
P
qg
σgq¯ = σ
I
gq¯,f,1 + σ
II
gq¯,f,1 + σ˜
P
gq¯ . (5.13)
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