Using over 1.2 million galaxies from the final data release of the BOSS survey (SDSS-III DR12), we have obtained two model-independent determinations of the radial BAO peak with 5-6% error: ∆z BAO (z eff = 0.31) = 0.0408 ± 0.0022 and ∆z BAO (z eff = 0.55) = 0.0457 ± 0.0027. These determinations can be meaningfully used to constrain the background expansion of exotic models for which the assumptions adopted in the standard analysis cannot be satisfied. Future galaxy catalogs from J-PAS, DESI and Euclid are expected to significantly increase the quality of modelindependent determinations of the BAO peak, possibly determined at various redshift and angular positions. We stress that it is imperative to test the standard paradigm in a model-independent way in order to test its foundations, maximize the extraction of information from the data, and look for clues regarding the poorly understood dark energy and dark matter.
INTRODUCTION
Thanks to the increasing wealth of astronomical data it started to be possible to analyze the cosmos with modelindependent analyses. The basic idea is to extract information from data without assuming the properties of the energy content of the universe nor, if possible, the overall spacetime structure (Stebbins 2012) . While model-independent analyses may be less constraining as compared to standard analyses, they have the advantage that they can be used to verify basic assumptions such as homogeneity and isotropy and to analyze exotic models for which standard results could not be used. Indeed, it is becoming increasingly difficult to analyze alternative models as the standard model of cosmology is more and more at the heart of the ever more complex data reduction pipelines.
Examples of cosmology-independent measurements are Supernova Ia model-independent calibrations (Hauret et al. 2018) , expansion-rate determinations via redshift drift (Martins et al. 2016) or the differential age evolution of cosmic chronometer (Moresco et al. 2018) and their modelindependent reconstructions (see, e.g., Marra & Sapone 2018 , and references therein). A model-independent "lowredshift standard ruler" (which, within the standard model, coincides with the sound horizon at radiation drag) was obtained by Verde et al. (2017) , model-independent CMB constraints were obtained by Vonlanthen et al. (2010) , and "standard sirens" -gravitational wave detections with electromagnetic counterparts -can provide cosmologyindependent determinations of the luminosity-distanceredshift relation (Abbott et al. 2017 ).
Here, we will focus on constraints from Baryon Acoustic Oscillations (BAO). Angular BAO constraints were discussed, for example, by Sanchez et al. (2011) in the context of a DES-like photometric redshift survey, and obtained using galaxy Carvalho et al. 2017 ) and quasar (de Carvalho et al. 2018) catalogs of the the Baryon Oscillation Spectroscopic Survey (BOSS) of the Sloan Digital Sky Survey (SDSS). Sanchez et al. (2013) proposed a simple recipe in order to measure the radial BAO in a model independent way. It was applied to a large Euclid-like N -body simulation and it was shown to be able to correctly obtain the BAO scale relative to the cosmology of the simulation. Here, we extend the methodology introduced in Sanchez et al. (2013) in order to apply it to the Data Release 12 of the BOSS survey (Eisenstein et al. 2011 ).
This paper is organized as follows. After describing the data in Section 2, we describe the method in Section 3, placing particular emphasis on the use of galaxy and angular pixel weights. In Section 4 we show our results-the determination of the BAO feature in redshift space in two non-overlapping redshift bins. We conclude in Section 5. Redshift distribution of the 907,700 galaxies of the Northern Galactic Cap (top) and the 353,913 galaxies of the Southern Galactic Cap (bottom) of the CMASSLOWZTOT catalog of the Data Release 12 of the BOSS survey of SDSS-III that have been used for this analysis (0.1 z 0.7). Green lines mark the bin boundaries, see Table 1 .
DATA
The SDSS observed more than one quarter of the sky using the 2.5-m Sloan Telescope in Apache Point, New Mexico. We use the Data Release 12 (DR12) of the BOSS survey, which is the final data release and contains all SDSS observations through July 2014 (Alam et al. 2015; Reid et al. 2016) .
DR12 features the LOWZ sample of luminous red galaxies (z 0.4) and the CMASS sample of massive galaxies (0.4 z 0.7), in both the Northern and Southern Galactic Caps (NGC and SGC), with a total footprint of about 10,400 deg 2 . Figure 1 shows the redshift distributions of the 907,700 NGC galaxies and of the 353,913 SGC galaxies in the redshift interval 0.1 z 0.7. Regarding the random catalogs, we use the random0 versions; the NGC and the SGC have 46,454,566 and 17,615,258 random points, respectively. The random catalogs are about 50 times larger than the corresponding real ones. This means that the shot noise introduced by the random catalogs will be negligible as compared to the one due to the galaxy catalogs.
As customary, we divide the galaxy sample into redshift bins. See Figure 1 and Table 1 . The bin boundaries are chosen in order to balance the number of galaxies and, at the same time, not to consider too-wide redshift bins. The bin boundaries roughly divide the sample into the LOWZ and CMASS sample. Similar bins were used in Cuesta et al. (2016) .
The effective redshift is defined as the weighted mean redshift of the galaxies within the corresponding bin:
where i labels the i-th galaxy with weight di. The same binning is applied to the random catalog.
METHOD
We now extend the methodology introduced in Sanchez et al. (2013) in order to apply it to observational data.
Angular pixels
Following Sanchez et al. (2013) , we divide each redshift bin into angular pixels which should be small enough in order to consider galaxies as collinear as possible and large enough in order to retain enough galaxies so that the computation of the correlation function will not be shot-noise dominated. A large angular pixel induces a change in the slope of the correlation function at small scales, a smoothing effect produced by the inclusion of galaxy pairs that are not exactly collinear. However, the scale at which this effect appears (fixed by the pixel size) is very far from the BAO scale, that therefore remains unaffected. Sanchez et al. (2013) verified that one can safely use angular pixels up to 1 deg 2 . We will adopt the latter largest figure as our catalog is not as dense as the N -body catalog used by Sanchez et al. (2013) .
The correlation function is then calculated within these long and thin squared angular bins.
1 In other words, we are computing a 1-d (radial) correlation function.
Counting galaxies with weights
We will now discuss how to obtain the correlation function within the angular bin α. Let us consider then the case of n d (data) galaxies Di with weights di and nr (random) galaxies Rj with weights rj. Our aim is to find at which redshift separation ∆z will we find the BAO feature. Consequently, we need to compute the correlation function using redshift bins in the redshift-separation space. We will use N redshift sub-bins of δz = 0.007, labelled according to ∆z β . This value was chosen in order to have enough resolution to see the BAO bump and, at the same time, have enough galaxies in each bin in order not to increase shot noise. As we will use the optimal estimator by Landy & Szalay (1993) , we have to compute the galaxy-galaxy (DD), random-random (RR) and galaxy-random (DR) counts.
Galaxy weights
As explained in Reid et al. (2016) , galaxies are weighted according to:
where wsys = wstar wseeing is the total systematic weight, wnoz is the redshift failure weight and wcp is the close pair weight. The total weight is then obtained according to where w FKP are meant to optimally weight the survey galaxies (Feldman et al. 1994) . Elements of the random catalog are weighted according only to the FKP weights:
However, as the FKP weights do assume a cosmology and optimize the computation of the 3-d correlation function (we are competing a 1-d correlation function), we will carry out the analysis without these weights. Equivalently, we set w FKP = 1.
The distribution of the galaxy weights of Bin1 is strongly peaked at 1, while the distribution relative to Bin2 takes values mostly in the range 0.9-1.2, see Figure 2 . This happens because Bin1 is mostly based on the LOWZ catalog while Bin2 on the CMASS catalog and the galaxies of the two catalogs were assigned weights in the different manner, see Reid et al. (2016) ; Ross et al. (2017) for details. Consequently, the effect of using weights will be negligible for Bin1.
DD or RR counts
The DD counting proceeds as follows; the RR case is analogous. One sits on the i-th galaxy and counts the n d −1 galaxies that fall into the various redshift sub-bins. The counts are given by the N -dimensional vectorṽi:
where the k data galaxies are the ones that belong to that β sub-bin. Clearly, the sum of the components of this vector is:
In order to estimate DD one has to stack the contributions from all the pairs; that is, one has to sum the vectorsṽi and then normalize the result:
where α marks the particular angular bin we are considering. Note that:
In the case of unitary weights one has:
whereṽi becomes a vector of integer counts. If one, more efficiently, counts pairs only once (i.e. not both d1d3 and d3d1), then the counts are given by the vectorvi:
Consequently:
which in the case of unitary weights becomes:
The latter equation features the standard normalization. Equation (11) gives the same counts as compared with equation (7). For later use we define the total weight of the angular pixel α as:
which generalizes the total number of different pairs in the angular pixel α:
DR counts
The DR counting proceeds as follows; the RD case gives exactly the same result and is computationally slower. The index i will label the data galaxies while the index j the random galaxies. One sits on the i-th galaxy and counts the nr galaxies that fall into the various redshift sub-bins. The counts are given by the N -dimensional vectorũi:
where the k random galaxies are the ones that belong to that β sub-bin. The sum of the components ofũi is:
where we have defined the total weight rtot. In order to estimate DR, one has to stack the contributions from all the pairs; that is, one has to sum the vectorsũi and then normalize the result:
Note that:
whereũi becomes a vector of integer counts. The latter equation features the standard normalization. For later use we define the total weight of the angular pixel α as:
Correlation function
After carrying out the procedure above we obtain, for each redshift bin, the following quantities:
where α labels an angular pixes in the Northern or Southern Galactic Cap and β labels the redshift sub-bins. We compute the correlation function directly in every pixel α and then calculate the mean vector and its N × N covariance matrix:
where we used for ξ αβ the optimal estimator by Landy & Szalay (1993) . As we are not mixing pixels before the computation of the correlation function, we merge Northern and Southern Galactic Cap pixels. The covariance matrices relative to the two bins are shown in Figure 3 , while the mean correlation functions in Figure 5 . The average and the covariance operations are weighted according to the weights ddα. The reason is threefold. First, only ddα are directly related to data. Second, the random catalog is about 50 times more dense than the real data catalog; therefore, it is ddα that is more appropriate when down-weighing scarcely populated pixels. Finally, the other weights rrα and drα are strongly correlated with ddα: corr(ddα, rrα) = 0.58 and corr(ddα, drα) = 0.93 . (26) Figure 4 shows the distribution of the angular pixel weights. We would like to stress that it is important to weight the pixels: not doing so partially washes away the BAO peak.
The covariance matrix of equation (25) is relative to the mean vector ξ β . That is why it is divided by the effective number of pixels n eff :
which is 7105 for Bin1 and 8140 for Bin2. Equation (25) can be obtained using the fact that ξ αβ and ξ α β are independent for α = α .
BAO position
Within the homogeneous and isotropic FLRW model, the BAO bump in redshift space is given by:
where r d is the sound horizon at the drag epoch, H is the Hubble rate and c is the speed of light. Using the fiducial cosmology of Alam et al. 2015 (Ωm = 0.31, h = 0.676 and Ω b h 2 = 0.022) one obtains the theoretical prediction shown in Figure 6 (r d = 147.78 Mpc). As we expect to detect the BAO feature at ∆z ≈ 0.05, we will restrict the analysis to a range of 0.01 ∆z 0.1 in order to reduce the impact of poorly sampled regions of the correlation function. Table 1 for the bin specifications. 
RESULTS
In order to determine ∆z BAO we will use the phenomenological parametrization proposed by Sanchez et al. (2013) :
which was proven to be flexible enough so as to produce an unbiased estimation of ∆z BAO . We define the following χ 2 function:
where repeated indexes are summed over and ξ β is the one of equation (24) and shown in Figure 5 . The best-fit model is shown with a red line in Figure 5 . The ∆z BAO parameter describes the position of the BAO feature in redshift space, while the cosmological interpretation of the other parameters is limited, since equation (29) is an empirical description valid only in the neighborhood of the BAO peak. In order to determine the statistical error on ∆z BAO we compute the Fisher matrix on F , σ and ∆z BAO , while keeping the other parameters fixed at their best fit value. The BAO estimations are:
∆z BAO (z eff = 0.31) = 0.0408 ± 0.0022 ,
Figure 6 shows how these results are compatible with the theoretical prediction that uses the fiducial cosmology of Alam et al. (2015) . Sanchez et al. (2013) estimated a total systematic error of 0.33%, which is much smaller than the 5-6% statistical errors in equation (31) and can be neglected. Statistical errors are higher as compared to the analysis that uses the 3-d correlation function because cross-pixel correlations cannot be used: this is the price of dropping basic assumptions in order to carry out a model-independent analysis.
In order to assess the significance of the detection of the BAO peaks, as is customary, we compute the χ 2 statistics as a function of the scale dilation parameter α (see, e.g., de Carvalho et al. 2018) :
where ξ is computed either using the best-fit parameters obtained by minimizing equation (29) (as previously done) or using the best-fit parameters obtained by minimizing equation (29) with F = 0 (template without BAO feature). The corresponding χ 2 (α) are shown in Figure 7 ; ∆χ 2 = χ 2 (α) − χ 2 min , where χ 2 min is the minimum χ 2 value using the model containing the BAO peak. Comparing the two lines provides a measure of our level of confidence that the BAO feature exists in the data: the BAO peak is detected at 2.7σ for Bin1 and at 2.2σ Bin2.
As suggested by Sanchez et al. (2013) , another possible measure of statistical significance is F/σF , where F parametrizes the detection of the BAO bump in equation (29) and σF is its statistical error. Using this criterium we obtain a significance of 4.0σ for Bin1 and at 3.0σ Bin2, not too different from the estimation using the scale dilation parameter α. 
CONCLUSIONS
In this work, using over 1.2 million galaxies from the final data release of the BOSS survey (SDSS-III DR12), we have obtained two model-independent determinations of the radial BAO feature, see equation (31). They feature a 5-6% error and can be meaningfully used to constrain the background expansion of exotic models for which the assumptions adopted in the standard analysis of Alam et al. (2017) cannot be satisfied. This is the case, for example, of inhomogeneous models that are used to test homogeneity without assuming it (Valkenburg et al. 2013) . Future galaxy catalogs from J-PAS (Benitez et al. 2014) , DESI (desi.lbl.gov, Martini et al. 2018) and Euclid (Amendola et al. 2018 ) will allow us to obtain modelindependent determinations of the BAO bump at several redshift values. Using the formalism here presented it will be straightforward to obtain the position of the BAO feature in different angular regions so that isotropy of the universe could be directly tested.
We conclude stressing that it is imperative to test the standard paradigm in a model-independent way in order to test its foundations, maximize the extraction of information from the data, and look for clues regarding the poorly understood dark energy and dark matter. . χ 2 as a function of the scale dilation parameter α for a model with and without the BAO feature. ∆χ 2 = χ 2 (α) − χ 2 min , where χ 2 min is the minimum χ 2 value using the model containing BAO peak, see equation (30) . Comparing the two lines provides a measure of our level of confidence that the BAO feature exists in the data: the BAO peak is detected at 2.7σ for Bin1 and at 2.2σ Bin2.
