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Abstract
Examples of coupled Euler–Bernoulli beams with pointwise dissipation are considered. Exponen-
tial decay of energy is shown independently of the support of the pointwise dissipation.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
In this paper we discuss the exponential stability of coupled Euler–Bernoulli beams with
pointwise dissipation. We say that the system under consideration is exponentially stable
if its energy decay is exponential. Here, the exponential stability is obtained by pointwise
feedback.
The equations under consideration in this paper are
∂2t u+∆2u+ ∂tu(ξ, t)δξ − ∂2xtu(ξ, t)
d
dx
δξ = 0 in Q, (1)
u=∆u= 0 on Σ, (2)
u(x,0)= u0(x), ∂tu(x,0)= u1(x) in Ω, (3)
where Q=Ω× (0,∞), Ω = (0,1), Σ = {0,1}× (0,+∞) and δξ is the Dirac mass at the
point ξ ∈Ω .
Equation (1) governs vibrations of coupled Euler–Bernoulli beams where the disconti-
nuity in the bending moments (i.e., ∆u) is proportional to the angular velocity ∂2xtu(ξ, t)
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at the point ξ and the discontinuity in the shear ∂3xu is proportional to the velocity ∂tu(ξ, t)
at the joint ξ .
Our main result is the exponential stability of the above system for any joint ξ . To do
this, we proceed in a similar way to that in [5–7], by proving that the resolvent R(λ,A1)
(where A1 is the infinitesimal generator of the evolution equation and λ belongs to the
resolvent set of A1) is bounded in the half plane
C+α =
{
z ∈C, Re(z) > α},
for some α ∈ R. But since A1 is a dissipative operator it is enough to show that R(λ,A1)
remains bounded on the imaginary axis. To show this result, we shall verify, following
[7], that the transfer function (see [11]), which relates the control to the observability, is
bounded on the imaginary axis and on the other hand, our system is stable and detectable.
Now if we write a variational formulation of the problem (1)–(3), we observe that
(1)–(3) can be reformulated in the following form:
∂2t u+∆2u= 0 in Qξ, (4)
u=∆u= 0 on Σ, (5)
[u]ξ = [∂xu]ξ = 0 in (0,∞), (6)[
∂2xu
]
ξ
= ∂2xtu(ξ, t) in (0,∞), (7)[
∂3xu
]
ξ
=−∂tu(ξ, t) in (0,∞), (8)
u(x,0)= u0(x), ∂tu(x,0)= u1(x) in Ω, (9)
where Qξ = (Ω\ξ)× (0,∞) and [f ]ξ = f (ξ+)− f (ξ−).
In order to prove existence and uniqueness of solutions of (1)–(3), it is enough to apply
standard semigroup techniques (see [2]). The following holds:
Proposition 1.1. Let
(u0, u1) ∈ (H 2(Ω)∩H 10 (Ω))×L2(Ω).
Then (1)–(3) admits a unique solution
u ∈ C([0,∞),H 2(Ω)∩H 10 (Ω))∩C1([0,∞),L2(Ω)).
Furthermore, if
(u0, u1) ∈ (H 4(Ω\ξ)∩ (H 2(Ω)∩H 10 (Ω)))× (H 2(Ω)∩H 10 (Ω)),
then (1)–(3) admits a unique solution
u ∈ C([0,∞),H 4(Ω\ξ)∩ (H 2(Ω)∩H 10 (Ω)))∩C1([0,∞),H 2(Ω)∩H 10 (Ω)),
where
H 4(Ω\ξ)= {u such that u|(0,ξ ) ∈H 4(0, ξ), u|(ξ,1) ∈H 4(ξ,1)}.
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2. Exponential stability
Before stating exponential stability of our system, we state a strong stability result of
solutions of (1)–(3). More precisely, the following proposition holds:
Proposition 2.1. For any ξ ∈Ω , (u0, u1) ∈ (H 2(Ω)∩H 10 (Ω))×L2(Ω), the solutions of
(1)–(3) satisfy
lim
t→∞E(t, u)= 0,
where
E(t, u)=
∫
Ω
{
(∆u)2 + (∂tu)2
}
dx.
Proof. The result follows from [2]. ✷
Next, we state and prove the main result of the present paper.
Theorem 2.1. For any ξ ∈Ω , there exists C,γ > 0 such that for any solution u of (4)–(9)
in C([0,∞),H 2(Ω)∩H 10 (Ω))∩C1([0,∞),L2(Ω)), we have
E(t, u) Ce−γ tE(0, u), t > 0. (10)
The proof of this theorem is based on crucial arguments given by Rebarber in [7] and
also in [3,9,10].
Proof. Let the space X be defined by
X =
{(
u
v
)
∈H 2(Ω)×L2(Ω), u= 0 on ∂Ω
}
,
and equipped with the norm
‖(u, v)‖X =
(∫
Ω
{
(∆u)2 + v2}dx
)1/2
.
Let the operator A0 be defined on X by
A0 =
(
0 I
−∆2 0
)
,
with
D(A0)=
{(
u
v
)
∈ (H 4(Ω\ξ)∩H 2(Ω))×H 2(Ω),
u= v =∆u= 0 on ∂Ω, [∂3xu]ξ = ∂xv(ξ)= 0
}
.
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We also need to introduce the operator A1 defined on X by
A1 =
(
0 I
−∆2 0
)
,
with
D(A1)=
{(
u
v
)
∈ (H 4(Ω\ξ)∩H 2(Ω))×H 2(Ω), u= v =∆u= 0 on ∂Ω,
[
∂3xu
]
ξ
=−v(ξ), [∂2xu]ξ = ∂xv(ξ)
}
.
Let B1, B2 be two feedback operators given by
B1 =
(
0
−δξ
)
and B2 =
(
δ′′(.− ξ+)− δ′′(.− ξ−)
0
)
,
where B1,B2 ∈ (D(A∗))′. Since A0 is anti-adjoint then for any (u, v) ∈D(A∗0)=D(A0)
we have
B∗1
(
u
v
)
=−v(ξ), B∗2
(
u
v
)
= d
2u
dx2
(ξ+)− d
2u
dx2
(ξ−). ✷
Remark 2.1. Note that from Rellich–Kondrachov theorem (see Theorem 6.2 in [1], for
instance) the imbedding D(A0) ↪→ X is compact. This implies that the spectrum of A0 is
discrete. But since
Re
〈(
u
v
)
,
(
u
v
)〉
X
= 0,
then the spectrum of A0 is on the imaginary axis.
Now we shall introduce the controlled and the observed systems. The controlled system
is given by
∂2t u+∆2u= 0 in Qξ, (11)
u=∆u= 0 on Σ, (12)
[u]ξ = [∂xu]ξ = 0 in (0,∞), (13)
w1(t)=
[
∂3xu
]
ξ
, w2(t)= ∂2xtu(ξ, t). (14)
The observed system is the system defined by
∂2t u+∆2u= 0 in Qξ, (15)
u=∆u= 0 on Σ, (16)
[u]ξ = [∂xu]ξ = 0 in (0,∞), (17)
V1(t)= C1U(t)=−∂tu(ξ, t), V2(t)= C2U(t)=
[
∂2x , u
]
ξ
, (18)
K. Ammari / J. Math. Anal. Appl. 278 (2003) 65–76 69
Fig. 1. The controlled-observed system.
where
C0 =
(
C1
C2
)
is the observation operator, B0 = (B1,B2) is the control operator and
U =
(
u
u′
)
.
We also introduce the controlled-observed system (C,A,B) given by
U ′(t)=A0U(t)+B1w1(t)+B2w2(t),
V1(t)= C1U(t), V2(t)= C2U(t).
This system is given by the scheme shown in Fig. 1.
Theorem 2.2. Assume that the system (C,A,B) is regular, (A,B) is stable and (C,A) is
detectable. Then, if G(λ), the transfer function related to the system (C,A,B), is bounded
on C+0 , R(λ,A) is bounded on C
+
0 . This implies that the semigroup generated by A is
exponentially stable.
Proof. We refer to [8] for the proof. ✷
Theorem 2.1 is a consequence of the above theorem: since R(λ,A1) is bounded on
C+0 = {z ∈C, Re(z) > 0}, then following [5], inequality (10) holds.
Remark 2.2. Theorem 2.2 is used to prove that R(λ,A1) is bounded on C+0 = 〈z ∈C,
Re(z) > 0}. Since operator A1 is dissipative then it is enough to show that R(λ,A1) is
bounded on the imaginary axis.
Before proving that assumptions necessary for Theorem 2.2 hold for our system, we
recall some basic definitions of regular system, stable system, detectable system and
transfer function.
Definition 2.1. We say that the system (C0,A0,B0) is regular if:
(1) (Bi) are bounded operators from R into X−1 and satisfy the following condition:
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there exist t1, α > 0 such that for any wi ∈L2((0, t1),R), we have∥∥∥∥∥
t1∫
0
S(t − τ )Biwi(τ ) dτ
∥∥∥∥∥
X
 α‖wi‖L2((0,t1),R) for i = 1,2.
(Bi) are then admissible control operators.
(2) (Ci) are bounded operators from D(A0) into R satisfying the following:
there exist t1, α > 0 such that for any x ∈D(A0), we have∥∥CiS(t)x∥∥L2([0,t1),R)  α‖x‖X, i = 1,2.
(Ci) are called admissible observation operators.
(3) The range of R(λ,A0)B0 belongs to D(CL) for some λ ∈ ρ(A0).
(4) C0LR(λ,A0)B0 is bounded in the half plane
C+α =
{
z ∈C, Re(z) > α},
for some α ∈R,
where S(t)= etA0 and C0L is the Lebesgue extension of C0,
C0Lx = lim
τ→0
1
τ
τ∫
0
C0S(t)x dt,
for x ∈ X where the limit exists in X, X−1 is the closure of X in the norm ‖.‖X−1 =
‖(βI −A0)−1.‖X for β in the resolvent. (The definition of the space X−1 is independent
of β , see Weiss [12].)
Definition 2.2. G = (Gij )1i,j2 is called the transfer function of the system (Ci,
A0,Bj )ii,j2 if it is given by the equation
Vˆi(λ)=G0ij (λ)wˆj (λ), i, j = 1,2,
where .ˆ denotes the Laplace transform.
Definition 2.3. The system (A0,B0) is stable if there exists F = (F1,F2) such that
(1) the system (F,A0,B0) is regular,
(2) (I −GF ) is invertible in H∞∞ , where GH is the transfer function related to the system
(F,A0,B0), H∞α is the space of analytical functions bounded on C+α (this is a Hilbert
space equipped with the norm L∞) and
H∞∞ =
⋃
α∈R
H∞α ,
(3) A0 +B0F is the generator of an exponentially stable semigroup of X.
Definition 2.4. The system (C0,A0) is detectable if there exists H = (H1,H2) such that
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(1) (C0,A0,H) is regular,
(2) (I −GH) is invertible in H∞∞ , where GH is the transfer function related to the system
(C0,A0,H),
(3) A0 +HC0L is the generator of an exponentially stable semigroup of X.
To verify that our system satisfies the assumptions of Theorem 2.2 we need the fol-
lowing technical result:
Lemma 2.1. (1) Let G1 be the transfer function of the following system:
∂2t u+∆2u= 0 in Qξ, (19)
u=∆u= 0 on Σ, (20)
[u]ξ = [∂xu]ξ = 0 in (0,∞), (21)([
∂3xu
]
ξ
+ ∂tu(ξ, t),
[
∂2xu
]
ξ
− ∂2xtu(ξ, t)
)= (q1(t), q2(t))=Q(t), (22)
C0U(t)=
(−∂tu(ξ, t), [∂2xu]ξ ). (23)
Then
lim
λ→∞G
1(λ)= 0, λ ∈R.
(2) A1 =A0 −B1B∗1L −B2B∗2L.
Before proving this lemma we decompose B∗0 on a basis of eigenvectors of A0.
Let (Φw)w , be a basis of eigenvectors of A0 in X, where
Φ±w(x)= C−2w
(
φw(x)/(±iw2)
φw(x)
)
,
with
C−2w =
1∫
0
{(
∆φw
w2
)2
+ φ2w
}
dx.
If we decompose the operator B∗0 we arrive at
B∗0 =
(∑
w
b1wΦ
∗
w,
∑
w
b2wΦ
∗
w
)
,
where
bw =
(
b1w
b2w
)
, b±w = B∗0Φ±w(ξ)=:
(
B∗1Φ±w
B∗2Φ±w
)
and
Φ∗w = C−2w
(
φw(x)/(±iw2),φw(x)
)
.
Therefore, we can represent the operator B0 by the following vector of X×X:[
b1w,b
2
w
]
w
.
To compute the coefficients bw we need the following lemma.
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Lemma 2.2. The eigenvalues and eigenvectors of the operator A0 are given by:
(1) λ = 0 is an eigenvalue of A0 with multiplicity 1 and its associated eigenvector is
(φ0,0), where
φ0(x)= x3 + (3ξ2 − 6ξ + 2)x, x ∈ [0, ξ),
φ0(x)= (x − 1)3 + (3ξ2 − 1)(x − 1), x ∈ (ξ,1].
(2) If ξ satisfies cosnπξ = 0 for some n ∈ Z, then λ = ±i(nπ)2 are the eigenvalues of
A0, which are with multiplicity 1 and their associated eigenvectors are given by
Φ±n(x)=
(
φn(x)/(±i(nπ)2)
φn(x)
)
,
where
φn(x)= sin(nπx), x ∈ [0,1].
(3) Let w be a positive real such that
g(w)= thwξ − tgwξ − thw(ξ − 1)+ tgw(ξ − 1)= 0.
Then λ = ±iw2 are the eigenvalues of A0, which are with multiplicity 1 and their
associated eigenvectors are given by
Φ±w(x)= 1{
ξ
( 1
cos2 wξ
− 1
ch2wξ
)+ (ξ − 1)( 1
ch2 w(1−ξ) − 1cos2 w(1−ξ)
)}1/2
×
(
φw(x)/(±iw2)
φw(x)
)
,
where
φw(x)= shwx
chwξ
− sinwx
coswξ
, x ∈ [0, ξ),
φw(x)= shw(x − 1)
chw(ξ − 1) −
sinw(x − 1)
cosw(ξ − 1) , x ∈ [ξ,1).
Proof. We refer to [7] for the proof of this lemma. ✷
Remark 2.3. Let
I = {w  0 such that g(w)= 0}.
Then, since g(w) is analytic, I is a countable family. Thus, we denote by
λ±k =±iw2k , k ∈N\{0}, and w0 = 0.
Now we are ready to compute the coefficients (bw)w . If λ= 0, then
b0 = C20
(
0
−6
)
.
If w ∈ I\{0}, then
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bw = 1{
ξ
( 1
cos2 wξ
− 1
ch2 wξ
)+ (ξ − 1)( 1
ch2 w(ξ−1) − 1cos2 w(ξ−1)
)}1/2
×
( − shwξchwξ + sinwξcoswξ
2 shw(ξ−1)
chw(ξ−1) − 2 shwξchwξ
)
.
If cos(nπξ)= 0 for some n ∈ Z, then
b±n =
(∓ sinnπξ
0
)
.
Note that b±w =±bw.
Proposition 2.2. The operator B0 is an admissible control operator and B∗0 is an admis-
sible observation operator.
Proof. It is clear from the expression of bw that the sequence (bw)w is bounded. To
conclude that B0 is an admissible control operator, we use the Carleson measure criterion
(see [4]). This criterion implies in our case (the eigenvalues of A0 are on the imaginary
axis) that for h > 0, the number Nh of the eigenvalues of A0, in the region{
z ∈C, 0 Re(z) h, a − h Im(z) a + h},
satisfies
Nh Mh, (24)
for some M <∞ independent of a. Following [7, Lemma 3.6], for ξ ∈Ω , there exist a, b
such that
kπ + b wk  kπ + a, ∀k ∈N\{0}.
It follows that the number of wk which are in intervals of length M is more than 3+M/π ,
and then the number of eigenvalues of A0 in
Sa,M =
{
z ∈C, Re(z)= 0, a2  Im(z) (a +M)2}
is less than 3 + M/π . Thus Nh  Mh. This implies that B0 is an admissible control
operator for S(t) and by duality we obtain that B∗0 is an admissible observation operator
for S(t). ✷
Proof of Lemma 2.1. We know that B0 can be represented as
B0 =
(∑
k
b1wkΦwk ,
∑
k
b2wkΦwk
)
,
and then
R(λ,A0)B0 =
(∑
k
b1wk
λ− λk Φwk ,
∑
k
b2wk
λ− λk Φwk
)
.
Consider the following sum:
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(
b10
λ
(
b10
b20
)
,
b20
λ
(
b10
b20
))
+
(∑
k =0
b1wk
λ− λk
(
b1wk
b2wk
)
,
∑
k =0
b2wk
λ− λk
(
b1wk
b2wk
))
.
If λ goes to +∞ in the above sum and λ ∈R, it turns out that the limit is 0. This gives that
the system (B∗0L,A0,B0) is regular.
We refer to [7] for the proof of the identity A1 =A0 −B1B∗1L −B2B∗2L. ✷
Proposition 2.3. The system (B∗0L,A1,B0) satisfies the assumptions of Theorem 2.2.
Proof. The transfer function of the system (B∗0L,A1,B0) is bounded on the imaginary
axis: if we consider the identity
B∗0L(λI −A1)−1B0
(
I +B∗0L(λI −A0)−1B0
)= B∗0L(λI −A0)−1B0,
then, since the transfer function of the system (B∗0L,A0,B0) which is nothing else than
B∗0L(λI − A0)−1B0 is bounded on the imaginary axis, and from Re(B∗0L(λI −A0)−1B0)
= 0, we deduce that the quantity B∗0L(λI −A1)−1B0 is bounded on the imaginary axis and
its limit when λ goes to infinity with λ ∈R is equal to zero (this implies that (B∗0L,A1,B0)
is regular). It remains to show that the system (A1,B0) is stabilizable and the system
(B∗0L,A1) is detectable. The following technical result holds:
Lemma 2.3. For ξ ∈Ω , there exist m1,m2 > 0 such that
m1 < |bwk |<m2, for any k ∈N,
where
|bwk |2 =
∣∣∣∣∣
(
b1wk
b2wk
)∣∣∣∣∣
2
= ∣∣b1wk ∣∣2 + ∣∣b2wk ∣∣2.
Proof. For ξ ∈Ω having the coprime factorization p/q , where q is odd, Rebarber proved
in [7] that the sequence (b2wk )k has a lower bound which implies that the sequence (bwk )k
has a lower bound. Furthermore, for ξ ∈Ω and ξ having the coprime factorization p/q ,
where q is even, we have
|bk| = 1.
This gives that (bk)k has a lower bound.
So, we shall study the case where ξ ∈Ω\Q.
Since we have
|bwk |2 =
∣∣b1wk ∣∣2 + ∣∣b2wk ∣∣2
= 1
ξ
( 1
cos2wkξ
− 1
ch2 wkξ
)+ (ξ − 1)( 1
ch2 wk(ξ−1) −
1
cos2 wk(ξ−1)
)
×
{(
shwkξ
chwkξ
− sinwkξ
coswkξ
)2
+ 4
(
shwk(1− ξ)
chwk(1− ξ) +
shwkξ
chwkξ
)2}
,
it follows that
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|bwk |2  inf
(
cos2wkξ, cos
2wk(1− ξ)
)
× ( th2 wkξ + tg2wkξ + 4 th2wk(1− ξ)+ 4 th2wkξ
+ 4 thwkξ
(
2 thwk(1− ξ)− tgwkξ
))
.
We consider then two cases:
(1) If tgwkξ < 0, then
|bwk |2 −4 inf
(
cos2wkξ, cos
2wk(1− ξ)
)
thw1ξ tgwkξ

{
2 thw1ξ | sin 2wkξ |, if cos2wkξ < cos2wk(1− ξ),
thw1ξ sin2 2wk(1− ξ), else.
We conclude in this case that (bwk )k has a lower bound.
(2) If tgwkξ > 0, then we consider the following two cases:
If tgwk(1− ξ) > 0, then from
tgwkξ = tgwk(1− ξ)+ thwkξ − tgwk(1− ξ)
we obtain ξ < 1/2 and
|bwk |2  2 inf
(
cos2wkξ, cos
2wk(1− ξ)
)
thw1ξ tgwk(1− ξ)

{
2 thw1ξ | sin 2wk(1− ξ)|, if cos2wkξ > cos2 wk(1− ξ),
thw1ξ sin2 2wkξ, else.
Now, if tgwk(1− ξ) < 0, then
|bwk |2  inf
(
cos2wkξ, cos
2wk(1− ξ)
)∣∣thwk(1− ξ)− tgwk(1− ξ)∣∣2
 inf
(
cos2wkξ, cos
2wk(1− ξ)
)
tg2wk(1− ξ)

{ 1
4 sin
2 2wk(1− ξ), if cos2wkξ > cos2wk(1− ξ),
1
4 sin
2 2wkξ, else.
For 1/2 < ξ < 1, it suffices to replace ξ by 1 − ξ to get the same estimates. So, in the
two cases, the sequence (bwk )k has a lower bound. Furthermore, we know that the sequence
(bwk )k is bounded. This gives the claim and ends the proof of the lemma. ✷
End of the proof of Proposition 2.3. As a consequence of the fact that the sequence
(bwk )k has an upper and lower bounds is that the system (A1,B0) is stabilizable and the
system (B∗0L,A1) is detectable (for more details we refer to Lemmas 2.10 and 3.10 in [7]).
This completes the proof of Proposition 2.3. ✷
3. Conclusion
The problem with only a jump of the third derivative or the second one was already
studied by Rebarber in [7] where he provided a necessary and sufficient condition for
exponential decay. Here the same problem with a jump of the third and the second
derivatives is investigated. We have proved the exponential decay independently of the
support of the pointwise dissipation ξ ∈Ω .
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