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1. Introduction
In [4] and [5] Littlewood initiated the study of the boundedness of solutions for the planar nonlinear oscillations
x′′ + g(x) = p(t),
where g(x) satisﬁes sgn(x) · g(x) → ∞ as |x| → ∞, and p(t) is 1-periodic in t .
Later the boundedness problem of the system
x′′ + Gx(x, t) = 0, G(x, t + 1) = G(x, t) (1.1)
is called Littlewood’s problem.
The ﬁrst positive result on Littlewood’s problem was due to Morris [13], who proved that each solution x(t) of the
equation
x′′ + x3 = p(t)
with p(t + 1) = p(t) piecewise continuous, is bounded in the sense that supt∈R(|x(t)| + |x′(t)|) < +∞. Then Dieckerhoff and
Zehnder [1] extended Morris’ result to the polynomial system
x′′ + x2n+1 +
∑
j=0
x j p j(t) = 0, (1.2)
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there exist inﬁnitely many quasiperiodic solutions for (1.2).
For more results on Littlewood’s problem, see [1–3,6–9,11,13–15,17–20] and references therein.
The idea for proving the boundedness of all solutions and the existence of quasiperiodic solutions for Duﬃng equations
is as follows. By means of the transformation theory, the system is, outside a large disc D = {(x, x′) ∈ R2 | x2 + x′2  r2} in
the (x, x′)-plane, transformed into a Hamiltonian equation with the following property. From Liouville’s theorem, it follows
that the Poincaré mapping of the equation is area-preserving and is closed to a so-called twist mapping in R2/D . Then
using Moser’s twist theorem [12], one can ﬁnd large invariant curves diffeomorphic to circles and surrounding the origin
in the (x, x′)-plane. Every such curve is the base of a time-periodic and under the ﬂow invariant cylinder in the phase
space (x, x′, t) ∈ R2 × R1, which conﬁnes the solutions in its interior and therefore leads to a bound of these solutions.
Furthermore, the solutions on the invariant cylinders are quasiperiodic which correspond to the quasiperiodic solutions
of (1.1).
In this paper, we study the existence of quasiperiodic solutions for the coupled system of (1.2) (see Eq. (1.4) below).
Let m ∈ N and Π = {(i1, . . . , im) | il ∈ N ∪ {0}, 1  l  m}. For I = (i1, . . . , im) ∈ Π and X = (x1, x2, . . . , xm) ∈ Rm , we
use X I to denote xi11 · xi22 · · · ximm . We also deﬁne Q (I) = {l ∈ [1,m] | il  1} and |X | =
∑m
i=1 |xi |.
Deﬁne the function
G(X, t) =
J∑
j=1
G j(X)p j(t), (1.3)
where G j(X) = X I j with X ∈ Rm , I j ∈ Π and p j(t) are analytic 1-periodic functions, j = 1,2, . . . , J .
We consider the equations
x′′l + x2nl+1l +
∂
∂xl
G(X, t) = 0, l = 1,2, . . . ,m (1.4)
with nl ∈ N.
Let D0 = {Ω = (ω1, . . . ,ωm) | 1ωl  2, l = 1,2, . . . ,m}, αl = 1nl+2 and βl = 1− αl , l = 1,2, . . . ,m. For Γ = (α1, . . . ,αm)
and I ∈ Π , we deﬁne
Γ ∗ I = (i1α1, . . . , imαm).
With the above assumptions, we have the following result:
Theorem 1. Suppose G(X, t) satisfy the inequalities
|Γ ∗ I j| < min
l∈Q (I j)
2βl, 1 j  J . (1.5)
Let τ > m, γ > 0 be two constants. Then there exists a (large) A∗ > 0 such that if A > A∗ and Ω ′ = (A2β1−1ω1, . . . , A2βm−1ωm)
with (ω1, . . . ,ωm) ∈ D0 satisfy the Diophantine condition:∣∣〈K ,Ω ′〉+ n∣∣ γ|K |τ , ∀0 	= (K ,n) ∈ Zm+1, (1.6)
then there is an analytic function vector F deﬁned on Tm+1 such that for each (Θ, t0) ∈ Tm+1 , X(t) := F (Θ + Ω ′t, t0 + t) is a
quasiperiodic solution of (1.4).
Remark 1.1. The motivation of this paper is as follows. The ﬁrst result on the existence of quasiperiodic solutions for coupled
Duﬃng equations was due to [21]. Essentially [21] studied (1.4) with G(X, t) satisfying the assumption max1 j J |I j| <
min1lm(2nl + 2). We note that this assumption is stronger than (1.5). For example, we consider the case that m = 3,
n1 = n2 = 100 and n3 = 1 for (1.4). Assume G1(X) and G2(X) in G(X, t) be equal to xi1x2 and x j1x3 respectively. Then
only the cases i, j = 0,1,2 satisfy the above assumption in [21]. In contrast, for each i ∈ [0,200] and j ∈ [0,101], the
corresponding G1(X) and G2(X) satisfy (1.5). Moreover, the scale change method used in our paper is also different from
the one in [21]. We can ﬁnd in Section 3.1 that with the scale change, the sizes of all action variables are controlled by
only one parameter, which makes the estimates clear and easy. Last, it seems that in [21] only some weaker conclusion
than announced can be obtained. In fact in the proof of Lemma 2.3 in [21], to deal with the small divisor problem, the
Diophantine condition is used to obtain some inequality. But to obtain that inequality, all items in the vector h′1(λ) must be
in the same scale, which together with the assumption in [21] that all action variables are in the same scale, imply that the
degrees 2mi + 1 of xi , i = 1, . . . ,n in (1.2) in [21] are equal to each other.
Remark 1.2. One of the main diﬃculty in this paper is how to deal with the small divisor problem. For this purpose, we
need the Diophantine condition (1.6). Similar to the estimate in [10], we have that for any ﬁxed A > A∗ , the subset of D0
satisfying (1.6) has a measure (1− Cγ )mes(D0) with C > 0 independent on A and γ . Thus for suﬃciently small γ and all
A > A∗ , the set of Ω ′ satisfying (1.6) is of inﬁnite Lebesgue measure.
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estimates. All statements can be extended to ﬁnitely differentiable functions.
Similar to the situation in uncoupled planar systems, the main tool used in studying coupled systems is also Moser’s
twist theorem. For our purpose, we will use a variant of it for higher dimensional symplectic maps by Shang [16], see
Theorems 2 and 3.
In the following, if we use an uppercase to denote m-dimensional vector, we always use the corresponding lowercase to
denote its items and vice versa. Moreover, we do not attempt to obtain estimates with particularly sharp constants. Indeed,
we suppress all constants, and use the notations u <· v to indicate that u < cv with some constant c > 0.
This paper contains ﬁve sections. We will introduce action and angle variables in Section 2. In Section 3, we will construct
a series of canonical transformations to transform the original system to a nearly-integrable one. Theorem 1 will be proved
in Section 4 by Theorem 3 given in Section 5.
2. Action and angle variables
If the time-dependent term G = 0 in (1.4), then we have
x′′l + x2nl+1l = 0, l = 1, . . . ,m,
which is equivalent to m uncoupled 1-degree Hamiltonian systems:
x′l =
∂
∂ yl
hl(xl, yl), y
′
l = −
∂
∂xl
hl(xl, yl) (2.1)
with hl(xl, yl) = 12 y2l + 12(nl+1) x
2(nl+1)
l , l = 1,2, . . . ,m. Denote h(X, Y ) =
∑m
l=1 hl(xl, yl). Hence (1.4) is equivalent to the Hamil-
tonian system
x′l =
∂H
∂ yl
, y′l = −
∂H
∂xl
, l = 1,2, . . . ,m (2.2)
with the Hamiltonian function
H(X, Y , t) = h(X, Y ) + G(X, t). (2.3)
Let (x∗l (t), y
∗
l (t)) be the solution of the Hamiltonian system (2.1) satisfying (x
∗
l (0), y
∗
l (0)) = (1,0), l = 1,2, . . . ,m. Then it
has the energy hl(x∗l (t), y
∗
l (t)) = 12(nl+1) . Let T ∗l > 0 be its minimal period and introduce the following denotation(
Cl(t), Sl(t)
)= (x∗l (t), y∗l (t)).
Then Cl, Sl , l = 1,2, . . . ,m satisfy the following statements:
(1) Cl(t) = Cl(t + T ∗l ), Sl(t) = Sl(t + T ∗l ) and Cl(0) = 1, Sl(0) = 0.
(2) C ′l (t) = Sl(t) and S ′l(t) = −Cl(t)2nl+1.
(3) (nl + 1)Sl(t)2 + Cl(t)2(nl+1) = 1.
(4) Cl(−t) = Cl(t) and Sl(−t) = −Sl(t).
We now introduce the action and angle variables by the symplectic transformation
xl = cαll pαll Cl
(
θl T
∗
l
)
, yl = cβll pβll Sl
(
θl T
∗
l
)
, l = 1, . . . ,m.
By the above symplectic transformation, (2.2) is transformed into another Hamiltonian system⎧⎪⎨⎪⎩
θ ′l = 2dlβl p2βl−1l +
∂R
∂pl
,
p′l = −
∂R
∂θl
,
l = 1,2, . . . ,m (2.4)
with the Hamiltonian function
H(P ,Θ, t) =
m∑
l=1
dl p
2βl
l + R(P ,Θ, t), (2.5)
where dl = c
2βl
l
2(nl+1) with cl = 1T ∗l αl , l = 1, . . . ,m. From the deﬁnition of G(X, t) in (1.3), we have that R(P ,Θ, t) is of the
following form:
R(P ,Θ, t) =
J∑
R j(Θ, t)P
Γ ∗I j , (2.6)j=1
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PΓ ∗I j explicitly depends on pl , and vise versa.
3. More canonical transformations
In this section, we will construct a series of canonical transformations to transform the Hamiltonian system (2.4) into a
nearly-integrable one.
In the following, for any m-dimensional vector C = (c1, c2, . . . , cm), we denote (c1, c2, . . . , cm1) and (cm1+1, cm1+2, . . . , cm)
by C1 and C2 respectively.
3.1. Scale change
In this subsection, we will make a scale change for the Hamiltonian system (2.4). We can ﬁnd that with this change, the
sizes of all action variables are controlled by only one parameter, which makes it easy to estimate the perturbations.
Introducing a new vector Λ ∈ D1 and a large positive parameter A by P = AΛ, where D1 = {Λ ∈ Rm | r1  λi  r2, i =
1, . . . ,m} with r1, r2 two positive numbers such that D0 is a subset of the set{(
2d1β1λ
2β1−1
1 , . . . ,2dmβmλ
2βm−1
m
) ∣∣Λ ∈ D1}.
It is easy to see that such two positive numbers exist and A → ∞ ↔ |P | → ∞.
With the above scale change and from (2.6), the Hamiltonian (2.5) is transformed into a new one as follows:
H(Λ,Θ, t, A) =
m∑
l=1
dl A
2βl−1λ2βll + A−1R(AΛ,Θ, t)
=
m∑
l=1
dl A
2βl−1λ2βll +
J∑
j=1
A|Γ ∗I j |−1R j(Θ, t) · ΛΓ ∗I j . (3.1)
Now we deﬁne a space of function F (r). Given r ∈ R, we call f (Λ,Θ, t, A) ∈ F (r) if f (·, A) ∈ C∞(D1, Tm+1) and for any
 > 0, all nonnegative integer vectors I , K and nonnegative integer k, it holds that
sup
(Λ,Θ,t,A)∈D1×Tm+1×(1,+∞)
∣∣A−r− · (DΛ)I (DΘ)K (Dt)k f (Λ,Θ, t, A)∣∣< ∞.
We also call a vector function G(Λ,Θ, t, A) = (g1(Λ,Θ, t, A), g2(Λ,Θ, t, A), . . . , gn(Λ,Θ, t, A)) ∈ F (r) with n ∈ N if
gi(Λ,Θ, t, A) ∈ F (r), i = 1,2, . . . ,n.
From the deﬁnition of F (r), we can easily verify the following properties:
Lemma 3.1.
(1) If r1 < r2 , then F (r1) ⊂ F (r2).
(2) If f ∈ F (r), then (DΛ)I (DΘ)K (Dt)k f ∈ F (r).
(3) If f ∈ F (r1), g ∈ F (r2), then f ◦ g ∈ F (r1 + r2).
(4) If f ∈ F (r) satisﬁes | f | cAr , then 1f ∈ F (−r).
Obviously, we can divide βi , i = 1, . . . ,m, into the following j groups:
β1 = β2 = · · · = βm1 > βm1+1 = βm1+2 = · · · = βm2 > · · · > βmj+1 = βmj+2 = · · · = βm.
For the sake of simplicity and without loss of generality, we assume that these m numbers are divided into the following
2 groups: β1 = β2 = · · · = βm1 > βm1+1 = βm1+2 = · · · = βm , 1m1 m.
Let
J1 = { j ∣∣ 1 j  J , R j(Θ, t) · ΛΓ ∗I j depends only on Λ1 and Θ1}.
We deﬁne
R1
(
Λ1,Θ1, t, A
)= ∑
j∈ J1
A|Γ ∗I j |−1R j
(
Θ1, t
) · (Λ1)(Γ ∗I j)1 , R2(Λ,Θ, t, A) = ∑
j /∈ J1
A|Γ ∗I j |−1R j(Θ, t) · ΛΓ ∗I j .
Then the Hamiltonian (3.1) can be rewritten as
H(Λ,Θ, t, A) = d1
m1∑
l=1
A2β1−1λ2β1l + dm
m∑
l=m1+1
A2βm−1λ2βml + R1
(
Λ1,Θ1, t, A
)+ R2(Λ,Θ, t, A). (3.2)
From (1.5), we have R1 ∈ F (b1) and R2 ∈ F (b2) with b1 < 2β1 − 1 and b2 < 2βm − 1.
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In this subsection, we will construct a series of canonical transformations to transform the Hamiltonian system (3.2) into
a nearly-integrable one.
We ﬁrst show that there exists a canonical transformation with which the term R1 ∈ F (b1) in (3.2) is transformed into
another one ∈ F (b2). Without loss of generality, we assume b1 > b2.
Let Λ∗ = (λ∗1, . . . , λ∗m) be a vector in D1 such that Ω ′ = (A2β1−1Ω∗1, A2βm−1Ω∗2) satisﬁes the Diophantine condi-
tion (1.6), where(
Ω∗1,Ω∗2
)= Ω∗ = (2d1β1λ∗2β1−11 , . . . ,2d1β1λ∗2β1−1m1 ,2dmβmλ∗2βm−1m1+1 , . . . ,2dmβmλ∗2βm−1m ). (3.3)
Next we introduce some notations.
For f (Λ,Θ, t, A), we denote the mean value over the Θ-variable by [ f ]:
[ f ](Λ, t, A) =
∫
f (Λ,Θ, t, A)dΘ,
where
∫
denotes
∫ 1
0 . . .
∫ 1
0︸ ︷︷ ︸
m
and dΘ denotes dθ1 . . .dθm . Similarly, we denote the mean value over the ﬁrst m1 variables of
Θ-variable by [ f ]0:
[ f ]0
(
Λ,Θ2, t, A
)= ∫ f (Λ,Θ, t, A)dΘ1,
where
∫
denotes
∫ 1
0 . . .
∫ 1
0︸ ︷︷ ︸
m1
and dΘ1 denotes dθ1 . . .dθm1 .
For any large K , we deﬁne
D1K =
{
Ω1 ∈ Rm1 ∣∣ ∣∣Ω1 − Ω∗1∣∣< 1|K |τ+2
}
and
DK =
{
Ω ∈ Rm ∣∣ ∣∣Ω − Ω∗∣∣< 1|K |τ+2
}
.
Finally, we denote  = 12 min(2(β1 − βm),2β1 − 1− b1,2βm − 1− b2) > 0.
Proposition 3.1. Let
H = d1A2β1−1
m1∑
l=1
λ
2β1
l + dmA2βm−1
m∑
l=m1+1
λ
2βm
l + h1
(
Λ1, t, A
)+ h2(Λ1,Θ1, t, A)+ h3(Λ,Θ, t, A) (3.4)
with h1 ∈ F (b1), h2 ∈ F (b) and h3 ∈ F (b2) analytic in D1 , where b  b1 .
Then there exists A∗  1 such that the following holds true. For any A > A∗ , there exist K ∈ N with K = O(ln A) and a canonical
diffeomorphism Ψ1 deﬁned in DK ×Tm+1 of the form:
Ψ1 :
⎧⎪⎨⎪⎩
Λ1 = μ1 + U (μ1,Φ1, t, A),
Θ1 = Φ1 + V (μ1,Φ1, t, A),
Λ2 = μ2,
Θ2 = Φ2
with U , V ∈ F (b − 2β1 + 1) such that Ψ1(DK ×Tm+1) ⊂ D1 ×Tm+1 . Moreover the transformed Hamiltonian is of the form:
H = d1A2β1−1
m1∑
l=1
μ
2β1
l + dmA2βm−1
m∑
l=m1+1
μ
2βm
l + hˆ1
(
μ1, t, A
)+ hˆ2(μ1,Φ1, t, A)+ hˆ3(μ,Φ, t, A),
whereμ = (μ1, . . . ,μm), hˆ1 ∈ F (b1) is given by hˆ1(μ1, t, A) = h1+[h2], hˆ2 ∈ F (c)with c = b− (2β1 −1−b1) < b and hˆ3 ∈ F (b2).
Proof. Expand h2 into Fourier series in Θ1:
h2 =
∑
1
(h2)K 1
(
μ1, t, A
)
ei〈K 1,Θ1〉.K
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Let
P2 =
∑
|K 1|K
(h2)K 1
(
μ1, t, A
)
ei〈K 1,Θ1〉
be h2’s truncation of the Fourier series in Θ1 at the order K = [ 2β1ρ0 ln A]. Then we have
|h2 − P2| <· |K |m1 · e−ρ0|K | <· |ln A|m1 · A−2β1 .
In the following we will construct the canonical transformation Ψ1 by means of the generating function:
Ψ1:
Λ1 = μ1 + ∂
∂Θ1
S
(
μ1,Θ1, t, A
)
,
Φ1 = Θ1 + ∂
∂μ1
S
(
μ1,Θ1, t, A
)
.
The transformed Hamiltonian function H expressed in the variables (μ,Θ) instead of (μ,Φ), is of the form:
H(μ,Θ, t, A) = d1A2β1−1
m1∑
l=1
μ
2β1
l + dmA2βm−1
m∑
l=m1+1
μ
2βm
l + h1
(
μ1, t, A
)+ [h2] + hˆ2 + hˆ3 (3.6)
with hˆ2 = hˆ21 + hˆ22 + hˆ23 + · · · + hˆ26 and hˆ3 = h3(μ + ∂∂Θ S,Θ, t, A), where
hˆ21 = A2β1−1
〈
Ω1,
∂
∂Θ1
S
〉
+ P2
(
μ1,Θ1, t, A
)− [P2],
hˆ22 =
m1∑
l=1
d1A
2β1−1(λ2β1l −μ2β1l )− 2d1β1A2β1−1 m1∑
l=1
μ
2β1−1
l
∂
∂θl
S,
hˆ23 =
(
h2
(
μ1,Θ1, t, A
)− [h2])− (P2(μ1,Θ1, t, A)− [P2]),
hˆ24 = h2
(
μ1 + ∂
∂Θ1
S,Θ1, t, A
)
− h2
(
μ1,Θ1, t, A
)
,
hˆ25 =
m1∑
l=1
1∫
0
∂
∂λl
h1
(
μ1 + τ ∂
∂Θ1
S, t, A
)
∂
∂θl
S dτ ,
hˆ26 = ∂ S
∂t
.
We deﬁne S by the equation
hˆ21 = 0. (3.7)
Write S in Fourier series:
S =
∑
K 1
(S)K 1
(
μ1, t, A
)
ei〈K 1,Θ1〉.
Obviously, P2 − [P2] =∑0<|K 1|K (h2)K 1 (μ1, t, A)ei〈K 1,Θ1〉 . Then Eq. (3.7) is equivalent to:
(S)K 1
(
μ1, t, A
)= i(h2)K 1
A2β1−1〈Ω1, K 1〉 , 0<
∣∣K 1∣∣ K . (3.8)
For Ω1 ∈ D1K , it follows from the Diophantine condition (1.6) that∣∣〈Ω1, K 1〉∣∣ ∣∣〈Ω∗1, K 1〉∣∣− ∣∣〈Ω1 − Ω∗1, K 1〉∣∣ 1|K 1|τ − 1|K |τ+2 · ∣∣K 1∣∣
 1
1 τ
, 0<
∣∣K 1∣∣ K .2|K |
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h2 ∈ F (b) implies that if A  1 then
‖h2‖ <· Ab. (3.10)
From (3.5), (3.9) and (3.10), we have∥∥(S)K 1∥∥<· |K 1|τ · Abe−ρ0|K 1|γ A−(2β1−1)
= |K
1|τ e−ρ0|K 1|
γ
A−(2β1−1−b).
Note that
∑
|K 1|=r 1 2m(2r + 1)m−1. Hence
‖S‖ <·
K∑
l=1
l−3
γ
A−(2β1−1−b)
<· 1
γ
A−(2β1−1−b).
Similarly, since the radius of D1K is O(ln A), for any  > 0 we can prove that
sup
(μ1,Θ1,t,A)∈D1K×Tm+1×(1,+∞)
∣∣A2β1−1−b−(Dμ1)I (DΘ1)K (Dt)k S(μ1,Θ1, t, A)∣∣< ∞,
i.e. S ∈ F (−(2β1 − 1− b)).
Let U (μ1,Φ1, t, A), V (μ1,Φ1, t, A) be determined by
V + ∂
∂μ1
S
(
μ1,Φ1 + V , t, A)= 0, U(μ1,Φ1, t, A)= ∂
∂Θ1
S
(
μ1,Φ1 + V , t, A). (3.11)
Similar to [1], we have U , V ∈ F (b − 2β1 + 1).
Hence the following functions, expressed in μ, Φ , t , A, possess the properties:
hˆ22 ∈ F
(
b − (2β1 − 1− b)
)
,
hˆ23 ∈ F
(
b − (2β1 − 1)
)
,
hˆ24 ∈ F
(
b − (2β1 − 1− b)
)
,
hˆ25 ∈ F
(
b − (2β1 − 1− b1)
)
,
hˆ26 ∈ F
(−(2β1 − 1− b)).
Since [h2] ∈ F (b) and b b1, the proof is completed by setting hˆ1 = h1 + [h2]. 
Repeated applications of Proposition 3.1 lead to the following result:
Corollary 3.1. There exists A∗1  1 such that the following holds true. For any A > A∗ , there exist K ′ ∈ N with K ′ = O(ln A) and a
canonical transformation Ψ2 deﬁned on DK ′ × Tm+1 such that Ψ2(DK ′ × Tm+1) ∈ D1 × Tm+1 and the Hamiltonian (3.2) is trans-
formed into the following
H = d1
m1∑
l=1
A2β1−1λˆ2β1l + dm
m∑
l=m1+1
A2βm−1λˆ2βml + Rˆ0
(
Λˆ1, t, A
)+ Rˆ1(Λˆ1, Θˆ1, t, A)+ Rˆ2(Λˆ, Θˆ, t, A) (3.12)
with Rˆ1, Rˆ2 ∈ F (b2) and Rˆ0 ∈ F (b1).
Without leading to confusion, we express the Hamiltonian in (3.12) in old variables (Λ,Θ) as follows:
H = d1A2β1−1
m1∑
l=1
λ
2β1
l + dmA2βm−1
m∑
l=m1+1
λ
2βm
l + h1(Λ, t, A) + R(Λ,Θ, t, A) (3.13)
with h1 = Rˆ0 ∈ F (b1) and R = Rˆ1 + Rˆ2 ∈ F (b2) deﬁned in DK ′ ×Tm+1.
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Proposition 3.2. Let
H = d1A2β1−1
m1∑
l=1
λ
2β1
l + dmA2βm−1
m∑
l=m1+1
λ
2βm
l + h1(Λ, t, A) + h2(Λ,Θ, t, A), (3.14)
where h1 ∈ F (b1) and h2 ∈ F (b) deﬁned in DK ′ ×Tm+1 with b  b2 . Then there exists A∗2  1 such that the following holds true. For
any A > A∗2 , there exist K¯ ∈ N with K¯ = O(ln A) and a canonical diffeomorphism Ψ3 deﬁned in D K¯ ×Tm+1 of the form:
Ψ3:
Λ = μ+ Uˆ (μ,Φ, t, A),
Θ = Φ + Vˆ (μ,Φ, t, A)
with Uˆ , Vˆ ∈ F (−(2βm − 1− b)) such that Ψ3(DK¯ ×Tm+1) ⊂ DK ′ ×Tm+1 . Moreover the Hamiltonian (3.14) is transformed into the
form:
Hˆ = d1A2β1−1
m1∑
l=1
μ
2β1
l + dmA2βm−1
m∑
l=m1+1
μ
2βm
l + hˆ1(μ, t, A) + hˆ2(μ,Φ, t, A)
where hˆ1 ∈ F (b1) is given by hˆ1(μ, t, A) = h1 + [h2] and hˆ2 ∈ F (c) with c = b −  < b.
Proof. Since β1 	= βm , to overcome the small divisor problem, it is convenient for us to divide one step of canonical transfor-
mation into two sub-steps. First, we construct the canonical transformation Ψ4 under which the terms d1
∑m1
l=1 A
2β1−1λ2β1l
is used to “kill” the terms which are explicitly dependent on Θ1 = (θ1, . . . , θm1 ) (dependent or independent on Θ2 =
(θm1+1, . . . , θm)). Then we construct the canonical transformation Ψ5 under which dm
∑m
l=m1+1 A
2βm−1λ2βml is used to “kill”
other terms which depend only on Θ2. We will ﬁnd that the second sub-step doesn’t inﬂuence the estimates obtained in
the ﬁrst sub-step.
We construct Ψ3 = Ψ5 ◦ Ψ4 given by means of two generating function S1, S2 such that Ψ4, Ψ5 is implicitly deﬁned by
Ψ4:
Λ = μ˜+ ∂
∂Θ
S1,
Φ˜ = Θ + ∂
∂μ˜
S1
and
Ψ5:
μ˜ = μ+ ∂
∂Φ˜
S2,
Φ = Φ˜ + ∂
∂μ
S2.
Step 1: Killing the terms explicitly dependent on the ﬁrst m1 angle variables.
First we determine S1 in a similar way as determining S in Proposition 3.1. But we note that while S depends only on
the ﬁrst m1 action-angle variables, we will ﬁnd that S1 depends on all of them. The transformed Hamiltonian function H˜
expressed in the variables (μ˜,Θ) instead of (μ˜, Φ˜) is of the form:
H˜(μ˜,Θ, t, A) = d1A2β1−1
m1∑
l=1
μ˜
2β1
l + dmA2βm−1
m∑
l=m1+1
μ˜
2βm
l + h1(μ˜, t, A) + [h2]0 + h˜2 (3.15)
with h˜2 = h˜21 + h˜22 + h˜23 + · · · + h˜27, where
h˜21 = A2β1−1
〈
Ω1,
∂
∂Θ1
S1
〉
+ Q 2(μ˜,Θ, t, A) − [Q 2]0,
h˜22 =
m1∑
l=1
d1A
2β1−1(λ2β1l − μ˜2β1l )− 2d1β1A2β1−1 m1∑
l=1
μ˜
2β1−1
l
∂
∂θl
S1,
h˜23 =
(
h2(μ˜,Θ, t, A) − [h2]
)− (Q 2(μ˜,Θ, t, A) − [Q 2]0),
h˜24 = h2
(
μ˜ + ∂ S1,Θ, t, A
)
− h2(μ˜,Θ, t, A),∂Θ
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m∑
l=m1+1
1∫
0
(
μ˜l + τ ∂
∂θl
S1
)2βm−1 ∂ S1
∂θl
dτ ,
h˜26 =
m∑
l=1
1∫
0
∂
∂λl
h1
(
μ˜+ τ ∂
∂Θ
S1, t, A
)
∂
∂θl
S1 dτ ,
h˜27 = ∂ S1
∂t
,
where Q 2 =∑|K |Kˆ (h2)K (μ˜, t, A)ei〈K ,Θ〉 is h2’s truncation of the Fourier series on Θ at some order Kˆ = O(ln A) such that
h˜23 ∈ F (b − (2β1 − 1)).
We remark that [h2]0 only depends on the last (m −m1) angle variables.
We deﬁne S1 by the equation
h˜21 = 0. (3.16)
Write S1 in Fourier series:
S1 =
∑
K
(S1)K (μ˜, t, A)e
i〈K ,Θ〉.
Obviously, Q 2 − [Q 2]0 =∑K 1 	=0, |K |Kˆ (h2)K (μ˜, t, A)ei〈K ,Θ〉. Then Eq. (3.16) is equivalent to:
(S1)K (μ˜, t, A) = i(h2)K
A2β1−1〈Ω1, K 1〉 , K
1 	= 0, |K | Kˆ . (3.17)
Hence S1 is only related to the ﬁrst m1 frequencies.
Thus similarly as in the proof of Proposition 3.1, for Ω1 ∈ D1
Kˆ
we can prove that
S1,U1, V1 ∈ F
(−(2β1 − 1− b)),
where U1, V1 are deﬁned by Ψ4 in a similar way as the deﬁnition of U , V by Ψ1, see (3.11).
Consequently, from the deﬁnition of  we have h˜2 ∈ F (b − ).
Expressed in the variables μ˜, Φ˜ , we have
H˜(μ˜, Φ˜, t, A) = d1A2β1−1
m1∑
l=1
μ˜
2β1
l + dmA2βm−1
m∑
l=m1+1
μ˜
2βm
l + h1(μ˜, t, A)
+ [h2]0
(
μ˜, Φ˜2, t, A
)+ [h2]0(μ˜,Θ2, t, A)− [h2]0(μ˜, Φ˜2, t, A)+ h˜2. (3.18)
It is easy to see that [h2]0(μ˜,Θ2, t, A) − [h2]0(μ˜, Φ˜2, t, A) + h˜2 ∈ F (b − ).
Without leading to confusion, we still denote the sum of the last three terms of Eq. (3.18) by h˜2. So we obtain the
following system
H˜(μ˜, Φ˜, t, A) = d1A2β1−1
m1∑
l=1
μ˜
2β1
l + dmA2βm−1
m∑
l=m1+1
μ˜
2βm
l
+ h1(μ˜, t, A) + [h2]0
(
μ˜, Φ˜2, t, A
)+ h˜2(μ˜, Φ˜, t, A) (3.19)
with
h1 ∈ F (b1), [h2]0 ∈ F (b), h˜2 ∈ F (b − ). (3.20)
Step 2: Killing the terms only dependent on the last (m −m1) angle variables.
Now we deal with [h2]0 in (3.19). Note that [h2]0 is independent of Φ˜1, we have that S2 can be set independent of Φ1.
Expressed in the variables μ, Φ˜ instead of μ, Φ , we get
Hˆ(μ, Φ˜, t, A) = d1A2β1
m1∑
l=1
μ
2β1
l + dmA2βm−1
m∑
l=m1+1
μ
2βm
l + h1(μ, t, A) + [h2] + hˆ2
with hˆ2 = h˜2(μ + ∂ S2, Φ˜, t, A) + hˆ21 + hˆ22 + · · · + hˆ27, where
∂Φ˜2
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〈
Ω2,
∂
∂Φ˜2
S2
〉
+ R2
(
μ,Φ˜2, t, A
)− [R2],
hˆ22 = dmA2βm−1
m∑
l=m1+1
(
μ˜
2βm
l −μ2βml
)− 2dmβmA2βm−1( m∑
l=m1+1
μ
2βm−1
l
∂
∂φ˜l
S2
)
,
hˆ23 =
([h2]0(μ,Φ˜2, t, A)− [h2])− (R2(μ,Φ˜2, t, A)− R2),
hˆ24 = [h2]0
(
μ+ ∂
∂Φ˜2
S2, Φ˜
2, t, A
)
− [h2]0
(
μ,Φ˜2, t, A
)
,
hˆ25 = 2d1β1A2β1−1
m∑
l=m1+1
1∫
0
(
μl + τ ∂
∂φ˜l
S2
)2β1−1 ∂
∂φ˜l
S2 dτ ,
hˆ26 =
m∑
l=m1+1
1∫
0
∂
∂λl
h1
(
μl + τ ∂
∂φ˜l
S2, t, A
)
∂
∂φ˜l
S2 dτ ,
hˆ27 = ∂ S2
∂t
,
where R2 =∑|K 2|K¯ ([h2])K 2 (μ˜, t, A)ei〈K 2,Φ˜2〉 is [h2]’s truncation of the Fourier series on Φ˜2 at some order K¯ = O(ln A) > Kˆ
such that hˆ23 ∈ F (b − (2β1 − 1)).
We determine S2 by the equation hˆ21 = 0.
Similar to the estimates of S1 and h˜2 in Step 1, for Ω2 ∈ D2K¯ , from (3.20) we have S2 ∈ F (b − (2βm − 1)), hˆ2 ∈ F (b − ).
The proof is ﬁnished by setting hˆ1(μ, t, A) = [h2] + h1. 
Corollary 3.2. Let 0 > 0 be a small number. Then for A > max{A∗1, A∗2} there exist K˜ ∈ N with K˜ = O(ln A) and a canonical trans-
formation Ψ6 deﬁned in D K˜ × Tm+1 such that Ψ6(DK˜ × Tm+1) ∈ DK ′ × Tm+1 and the Hamiltonian (3.13) is transformed into
Ψ ∗6 (XH ) = XHˆ , where
Hˆ(Λ,Θ, t, A) = d1
m1∑
l=1
A2β1−1λ2β1l + dm
m∑
l=m1+1
A2βm−1λ2βml + hˆ1(Λ, t, A) + hˆ2(Λ,Θ, t, A) (3.21)
with hˆ1 ∈ F (b1) and hˆ2 ∈ F (−1− 2(2βm − 2) − 0).
Proof. Let j  1 + [ b1+1+2(2βm−2)+0

], then j applications of Proposition 3.2 lead to a perturbation term hˆ2 ∈ F (b j) with
b j = b2 − j which is smaller than −. 
Now we deﬁne another scale change σ : Dσ = σ−1(DK˜ ) → DK˜ as follows,
Λ = 1
A
Υ = 1
A
(υ1, . . . , υm), Θ = Θ.
Then σ transforms (3.21) into the following Hamiltonian
H¯(Υ,Θ, t, A) = h¯0(Υ ) + h¯1(Υ, t, A) + h¯2(Υ,Θ, t, A), (3.22)
where h¯0(Υ ) = d1∑m1l=1 υ2β1l + dm∑ml=m1+1 υ2βml , h¯1(Υ, t, A) = Ahˆ1 and h¯2(Υ,Θ, t, A) = Ahˆ2. Moreover, from Corollary 3.2,
we have that for each pair (I, K ),∣∣(DΥ )I h¯1∣∣<· Ab1+1−|I|, ∣∣(DΥ )I (DΘ)K h¯2∣∣<· A−2(2βm−2)−0−|I|, (3.23)
if A is suﬃciently large.
4. The proof of Theorem 1
In this section, we ﬁrst show the time 1 map of the Hamiltonian (3.22) is close to a small twist map. Then we prove
Theorem 1 via a variant of KAM theorem for the higher dimensional case which states that a nearly small twist map
possesses inﬁnitely many quasiperiodic solutions.
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r(Υ, t, A) = h¯′0(Υ )t +
t∫
0
∂h¯1(Υ, t, A)
∂Υ
dt := (r1(Υ, t, A), . . . , rm(Υ, t, A)).
We can easily see that for every pair (I, K )
A2β1−1−|I| <· ∣∣(DΥ )I ri(Υ, t, A)∣∣<· A2β1−1−|I|, 1 i m1,
A2βm−1−|I| <· ∣∣(DΥ )I ri(Υ, t, A)∣∣<· A2βm−1−|I|, m1 + 1 i m.
The solution of the Hamiltonian equation with the Hamiltonian (3.22) is of the form{
Υ (t) = Υ + F(Υ,Θ, t, A),
Θ(t) = Θ + r(Υ, t, A) + G(Υ,Θ, t, A),
where
F(Υ,Θ, t, A) =
t∫
0
1∫
0
h¯′′0(Υ + τG)Gdτ ds +
t∫
0
1∫
0
[
∂2
∂Υ 2
h¯1(Υ + τG, s, A)
]
Gdτ ds
+
t∫
0
∂
∂Υ
h¯2(Υ + G,Θ + r + F, s, A)ds;
and
G(Υ,Θ, t, A) = −
t∫
0
∂
∂Θ
h¯2(Υ + G,Θ + r + F, s, A)ds.
Using the contraction principle, the last equations have a unique solution F and G. Moreover from (3.23), for every pair
(I, K ) it holds that∣∣(DΥ )I (DΘ)KF(Υ,Θ, t, A)∣∣, ∣∣(DΥ )I (DΘ)KG(Υ,Θ, t, A)∣∣<· A−2(2βm−2)−0−|I|.
Consequently, we obtain that the time 1 map Ξ1 : Dσ → Rm × Tm of the ﬂow Ξ t of the vector ﬁeld XH¯ given by (3.22) is
of the form
Ξ1:
{
Υ1 = Υ + F(Υ,Θ,1, A),
Θ1 = Θ + r(Υ,1, A) + G(Υ,Θ,1, A),
where
ri(Υ,1, A) = 2d1β1υ2β1−1i +
1∫
0
∂
∂υi
h¯1(Υ, t, A)dt if 1 i m1;
ri(Υ,1, A) = 2dmβmυ2βm−1i +
1∫
0
∂
∂υi
h¯1(Υ, t, A)dt ifm1 + 1 i m.
Moreover for every pair (I, K ),
A2β1−1−|I| <· ∣∣(DΥ )I ri(Υ,1, A)∣∣<· A2β1−1−|I|, 1 i m1,
A2βm−1−|I| <· ∣∣(DΥ )I ri(Υ,1, A)∣∣<· A2βm−1−|I|, m1 + 1 i m,∣∣(DΥ )I (DΘ)KF(Υ,Θ,1, A)∣∣, ∣∣(DΥ )I (DΘ)KG(Υ,Θ,1, A)∣∣<· A−2(2βm−2)−0−|I| (4.1)
if A is suﬃciently large.
Rewrite r(Υ,1, A) in the following form:
r(Υ,1, A) = (A2β1−1r˜1(Λ, A), . . . , A2β1−1r˜m1(Λ, A), A2βm−1r˜m1+1(Λ, A), . . . , A2βm−1r˜m(Λ, A)), (4.2)
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r˜l(Λ, A) = 2d1β1λ2β1−1l + A−(2β1−1)
1∫
0
∂
∂υl
h¯1(AΛ, t, A)dt if 1 lm1;
r˜l(Λ, A) = 2dmβmλ2βm−1l + A−(2βm−1)
1∫
0
∂
∂υl
h¯1(AΛ, t, A)dt ifm1 + 1 lm.
Let Br(Λ) be the ball of radius r with the center at Λ.
Note that h¯1 leads to a shift of frequencies. From the ﬁrst two equations of (4.1) and the Inverse Theorem, there exists
some Λ∗+ ∈ BA−(Λ∗) satisfying
r˜l
(
Λ∗+, A
)= ω∗l , l = 1, . . . ,m (4.3)
with (ω∗1, . . . ,ω∗m) = Ω∗ deﬁned as in (3.3), if A is suﬃciently large. Thus from the deﬁnition of Ω∗ , we have that r(Υ ∗+,1, A)
satisﬁes the Diophantine condition, where Υ ∗+ = AΛ∗+ . In the following, we consider the restriction of Ξ1 in the domain
B1(Υ ∗+) × Tm .
Again from the ﬁrst and second inequalities of (4.1), the map Ξ1 satisﬁes the non-degenerate condition with A2βm−2 as
the small twist parameter a1 (see Theorem 3). From the third inequality of (4.1), the map Ξ1 is, with its derivatives, closed
to a small twist map by setting A−0 as δ0 in Theorem 3 with A  1. Moreover, since Ξ1 is time 1 map of a Hamiltonian
system, it is an exact symplectic map.
So all the assumptions of the small twist theorem for higher dimensional cases (see Theorem 3) are met.
It follows that if A is suﬃciently large, then there is an embedding ψ : Tm → S of an m-torus, which is invariant under
the map Ξ1. Moreover, Ξ1 ◦ ψ(Θ) = ψ(Θ + Ω ′) with Ω ′ = r(Υ ∗+,1, A) = (. . . , A2βl−1ω∗l , . . .).
The solutions of the Hamiltonian equation starting at time t = 0 on this invariant torus determines a 1-periodic “hyper-
cylinder” in the set {(ν,Θ, t) | (ν,Θ, t) ∈ S × R}. Since the Hamiltonian vector ﬁeld XH¯ is time-periodic, the phase space
is D2 × Tm+1. Let Φt with Φ0 = Id be the ﬂow of the time-independent vector ﬁeld (XH¯ ,1) on D2 × Tm+1 and deﬁne the
embedded torus Ψ : Tm+1 → D2 × Tm+1 by setting
Ψ (Θ,τ ) = Φτ (φ(Θ − τΩ ′),0)= (φτ ◦ (Θ − τΩ ′), τ ).
In view of rigid rotation, we have
Ψ (. . . , θl + 1, . . . , τ ) = Ψ (. . . , θl, . . . , τ + 1) = Ψ (Θ,τ ).
Moreover Φt ◦ Ψ (Θ,τ ) = Φ(Θ + Ω ′t, τ + t). So the torus Φ(Tm+1) is quasiperiodic having the frequencies (Ω ′,1).
5. A variant of the small twist theorem for higher dimensional cases by Zai-jiu Shang
In this section, we give a variant of the small twist theorem for higher dimensional cases in [16]. It is obtained by
making only some minor modiﬁcations on the original one.
We ﬁrst state the small twist theorem in [16]:
Theorem 2. Let D be a bounded open set in Rn. Consider a family of exact symplectic mappings St : (p,q) → (pˆ, qˆ) deﬁned in phase
space D ×Tn by
pˆ = p − t∂2H(pˆ,q) = p − t∂2h(pˆ,q),
qˆ = q + t∂1H(pˆ,q) = q + tω˜(pˆ) + t∂1h(pˆ,q), (5.1)
where H(pˆ,q) = H0(pˆ)+h(pˆ,w) andω(pˆ) = H ′0(pˆ). We assume the same smooth condition on H, non-degenerate condition on H0
and small and regularity conditions on h as in Theorem 1 of [16]. Let γ > 0, τ > n + 1 and 0 < t  1. Then there exists a Cantor set
Dt,γ ⊂ D such that for each ν0 ∈ Dt,γ , ω(ν0) satisﬁes the Diophantine condition∣∣ei〈k,tω〉 − 1∣∣> tγ|k|τ for k ∈ Zn\{0}
and St has an invariant torus diffeomorphic to {tω(ν0)} × Tn. Moreover, the measure of Dt,γ satisﬁes
meas(Dt,γ ) >
(
1− O(γ ))meas(D). (5.2)
In Theorem 2, the scale of the small twist of each action variable is deﬁned by the same parameter t . In the following
theorem, we will prove that the same conclusions of Theorem 2 still hold true if the scales of the small twist of action
variables are deﬁned by different small parameters, i.e. the vector a deﬁned below.
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(b1,b2, . . . ,bn)T be any constant vector. Consider a family of exact symplectic mappings Sa : (p,q) → (pˆ, qˆ) deﬁned in phase space
D ×Tn by
pˆ = p − ∂2h(pˆ,q),
qˆ = q + ω˜(pˆ) + ∂1h(pˆ,q), (5.3)
where D is a bounded open set in Rn, h possesses the same regularity as in Theorem 2 and ω˜(pˆ) is of the form: ω˜(pˆ) = aT ∗ω(pˆ)+b,
whereω(pˆ) is analytic and satisﬁes the non-degenerate condition. Then there exists a constant δ0 > 0 such that if ‖h‖D×Tn  δ0γ 2a21 ,
there is a Cantor set D˜a,γ ⊂ D such that for each ν0 ∈ D˜a,γ , ω(ν0) is in the set
Ω˜a,γ =
{
ω:
∣∣ei〈k,ω˜(ω)〉 − 1∣∣ a1γ|k|τ , for all 0 	= k ∈ Zn
}
,
and Sa has an invariant torus diffeomorphic to {ω˜(ω(ν0))} ×Tn. Moreover, the measure of D˜a,γ satisﬁes
meas(D˜a,γ ) >
(
1− O(γ ))meas(D). (5.4)
Proof. With the small assumption on h and the deﬁnition of D˜a,γ , the KAM iteration is a direct application of Theorem 1
in [16] and Theorem 2. We only need to make the following remarks on the measure of the set D\D˜a,γ .
To get the Lebesgue measure of D˜a,γ , we have to estimate the Lebesgue measure of Ω˜a,γ .
Let Ω∗ = ω(D), the range of the function ω on D . Denote
R˜ka,γ =
{
ω ∈ Ω∗:
∣∣ei〈k,ωˆ(ω)〉 − 1∣∣< a1γ|k|τ , 0 	= k ∈ Zn
}
,
and
Rˆka,γ =
{
ω˜: ω˜ = ω˜(ω), ω ∈ R˜ka,γ
}
.
Since a1 = min1ln al , it is easy to see that
meas
(
Rˆka,γ
)= O( a1γ|k|τ+1 a2a3 · · ·an
)
meas(D),
so
meas
(
R˜ka,γ
)= O( γ|k|τ+1
)
meas(D).
Then
meas(D\Ω˜a,γ )
∑
k
O
(
γ
|k|τ−n+1
)
= O(γ )meas(D),
for τ > n. Thus we complete the proof. 
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