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Abstract
Although Unified Growth Theory presumes the existence of the Mal-
tusian mechanism in pre-industrial England recent empirical studies
challenged this assumption. This paper studies the interaction of vital
rates and real wages in the period from 1540 to 1870 in England. We
employ time-varying VARs, an approach which addresses potential
shortcomings such as parameter instability and declining volatilities
in the previous literature. In contrast to recent studies, the main
Malthusian mechanisms - the preventive and the positive check - were
both at work until the mid-19th century. The preventive check was
decreasing and the positive check increasing in importance. Most re-
markably, the positive check dominated after the 1750s. The results
indicate that instead of disappearing before the advent of the indus-
trial revolution, the Malthusian mechanism rather changed its face
over time.
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1 Introduction
Economic growth as it is observed in modern industrialized societies is a
relatively young phenomenon. For most of the time, economic development
stagnated with hardly growing population and relatively stable real wages.
Not until the sectoral shift from agriculture to industry did this stasis come
to an end, marking the beginning of one of the most important events in
world economic history, the industrial revolution.
For the stagnating phase, Thomas Robert Malthus provided an economic-
demographic framework, which laid the foundation for the so-called “Malthu-
sian” theory (Malthus, 1798). The Malthusian framework can be understood
as a self-equilibrating system of population and economic activity in which
the population level is stable at a subsistence wage level. Three assumptions
are crucial to perpetuate the equilibrium. First, real wages are a decreas-
ing function of population due to the existence of the fixed factor land. In
other words, the production function exhibits decreasing returns on labor.
Second, fertility positively depends on real wages (i.e. preventive check), as
e.g. increasing wages allow for a higher number of marriages. Third, mor-
tality negatively depends on real wages (i.e. positive check). A decrease in
wages causes malnutrition and deteriorating health conditions, which leads
to higher mortality rates.
Devising a framework that encompasses the transition from a stagnant Malthu-
sian to a prospering economy is the task of the unified growth theory. Many
different aspects have been emphasized so far, e.g. human capital, demogra-
phy, technological progress, or the influence of institutions.1 The prevalent
explanation among economists for the transition from stagnation to growth
stresses the role of human capital accumulation, technology and population
1An extensive overview can be found in Galor (2005). Recent contributions include
Cervellati and Sunde (2005, 2006); Galor (2009); Galor and Moav (2002); Hansen and
Prescott (2002); Lucas (2002); Jones (2001); Tamura (2002) and Lagerlo¨f (2003, 2006).
For earlier contributions, see Artzrouni and Komlos (1985); Komlos and Artzrouni (1990)
and Kremer (1993).
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dynamics. For example, in Galor and Weil (2000) population growth acceler-
ates the rate of technological change making human capital more valuable. A
virtuous cycle between technological progress and human capital formation
ensues, as parents start to substitute ”quantity for quality”, i.e. reducing
the number of children while increasing their education. First, increasing in-
come allows households to have more offspring; later, the substitution effect
dominates and fertility declines. Other studies emphasize the role of mor-
tality in the transition. For example, Cervellati and Sunde (2005) assume
that rising life expectancy increases the incentive to invest in human capital.
This can also result in a self-reinforcing circle of better technology, higher
life expectancy, and human capital formation. Irrespective of the focus of
the explanation it is important to be clear about the stylized facts which the
model should be able to replicate.2
Yet, for late pre-industrial England, empirical evidence has recently chal-
lenged the existence of the Malthusian model.3 Lee and Anderson (2002)
apply a structural model with time-varying coefficients to data on England
for the period from 1540 to 1870. While their results still assign a minor
role to the preventive check, the positive check cannot be found at all. The
feedback effect of population on real wages has also been found to be weaker
than in earlier studies. Hence, they conclude that the Malthusian framework
was hardly at work during the pre-industrial period. Nicolini (2007) uses
vector autoregression (VAR) techniques focusing on the short-run relation-
ship between death and birth rates and real wages. Using this framework,
he tests the Malthusian hypothesis for the period of 1540 to 18404 and finds
that the positive check appeared only until the 17th century, while the pre-
ventive check disappeared before 1740. Crafts and Mills (2009) redo the
analysis conducted by Lee and Anderson (2002) and Nicolini (2007), using
2A discussion of unified growth theories and a historical appraisal can be found in
Mokyr and Voth (2007) and Broadberry (2007).
3Ashraf and Galor (2008) provide cross country evidence suggesting that the Malthusian
mechanisms were strong for the earlier time period 1-1500.
4Møller and Sharp (2008) also use a VAR, but focus on the long-run relationship be-
tween demographic variables and real wages, using cointegration analysis.
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a new wage series compiled by Clark (2005). Like Lee and Anderson (2002)
and Nicolini (2007), they also come to the conclusion that the Malthusian
equilibrium did not exist in late pre-industrial England. Nicolini therefore
asserts that “perhaps the world before Malthus was not so Malthusian after
all” (Nicolini, 2007, p. 116).
However, there are several potential shortcomings concerning the literature
which disproves the Malthusian hypothesis for pre-industrial England. The
first is how they deal with volatility changes in the magnitudes analyzed. As
can be seen in Figure 1, the declining volatilities of birth and death rate se-
ries are apparent. Nicolini (2007) models this feature indirectly by arbitrarily
dividing his sample into sub-samples of hundred years. Lee and Anderson
(2002) also ignore this point: they leave the variances fixed, but allow for
time variation in the parameters. A second and obvious issue is the time-
varying relationship between birth and death rates and real wages, as all
studies work with data covering about three centuries. Nicolini (2007) again
uses sub-samples to capture time variation in the coefficients of his model.
However, this implies that information based on the entire sample is lost
and that the results depend on the arbitrary choice of the sub-samples. As
already mentioned above, Lee and Anderson (2002) use time-varying coeffi-
cients in their state space model, but the crucial parameters connecting birth
rates and death rates to wages are held fixed. Thus, to test the Malthusian
hypothesis, a model capturing both time variation in the coefficients and
variances is required. To the best of our knowledge, this has not been con-
ducted for any empirical study on economic and demographic interactions.
This paper uses a VAR with time-varying coefficients and stochastic volatil-
ities, as described in Primiceri (2005). This approach enables the short-
comings mentioned above to be overcome, where the transition from the
Malthusian to an industrialized economy is modeled explicitly, exploiting
the information included in the whole sample. Instead of splitting the sam-
ple into several sub-samples, the time-varying coefficients capture the change
in the propagation mechanism. The time variation in the parameters enables
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the exact dating of the transition. The time-varying variances capture the
change in the impact and nature of the shocks, enabling us to model the
apparent decline in volatility (Figure 1). Thus it is possible to address the
potential shortcomings of the empirical literature by explicitly modeling the
underlying time variation of the relationship between the variables of the
model and their variances.
The model is applied to data on birth and death rates as well as on real
wages for England in the period from 1540 to 1870. This observation period
captures the transition from the Malthusian to an industrialized economy.
The time-varying VAR analysis reveals that the preventive check was strong
up until the mid-18th century and that the positive check was dominant in
the period between 1750 and 1850. This result is in sharp contrast to the
recent literature on the Malthusian framework with respect to the late pre-
industrial England. While in the beginning of the observation period the
accumulated impact after ten years is 10 percent, it is halved by the begin-
ning of the 19th century. The Malthusian positive check has an accumulated
impact of 5 percent at the beginning of our sample, which is doubled by the
mid-19th century. For the feedback effect of mortality on real wages, we find
an overall downward trend over the whole sample. Moreover, the apparent
decline of volatility in the birth and death rate series is confirmed by our
stochastic volatility results. The results imply that, instead of disappear-
ing, the Malthusian framework changed over time. The appearance of the
positive check in the period between 1750 and 1850 is probably our most
striking result. Even though it is grounded in the historical literature on the
industrial revolution, it has so far not been found in the econometric studies.
The rest of the paper is structured as follows. The next section describes
the time-varying VAR model. Section 3 discusses the data used. The prior
assumptions are revealed in Section 4. The results are presented in Section
5 and finally Section 6 concludes.
5
2 Time-Varying Vector Autoregression
The following section describes the model proposed by Primiceri (2005),
which is closely related to Cogley and Sargent (2005). The model allows for
time-varying coefficients and volatilities, providing extrem flexibility with a
parsimonious specification. A minor extension is that we also allow for ex-
ogenous regressors.
Consider the following VARmodel with time-varying coefficients and stochas-
tic volatilities
yt = Ctxt +
p∑
j=1
Aj,tyt−j + ut, (1)
where yt is a n × 1 vector of endogenous time series, Ct is a time-varying
n × z matrix of parameters including a constant, xt is a z × 1 vector of
exogenous variables and Aj,t are p time-varying n × n parameter matrices.
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Rewriting the model in matrix form yields
yt =
(
Ct A1,t ... Ap,t
)


xt
yt−1
...
yt−p


+ ut,
yt = AtZt−1 + ut.
(2)
Vectorizing both sides gives
yt = (Z
′
t−1 ⊗ In)at + ut, (3)
where at = vec[Ct A1,t ... Ap,t].
6 The errors ut are assumed to be normally
distributed with zero mean and time-varying covariance matrixΩt. The error
5The following notation is used throughout: subscripts denote period t values of a
variable (or vector of variables), and superscripts denote the history of a variable (or
vector of variables) up to time t, e.g. dt = [d1 d2 ... dt].
6Note that, in contrast to Primiceri (2005), the matrix is vectorized along the column
dimension.
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term is structured as follows
ut = B
−1
t Σtǫt,
where Bt is a lower triangular matrix with ones on the main diagonal, Σt is
a diagonal matrix, and ǫt is assumed to be distributed as standard normal:
Bt =


1 0 · · · 0
b21,t 1
. . .
...
...
. . . . . . 0
bn1,t . . . bn(n−1),t 1


and Σt =


σ1,t 0 · · · 0
0 σ2,t
. . .
...
...
. . . . . . 0
0 . . . 0 σn,t


.
The vectors bt = [b21,t, (b31,t b32,t), ..., (bn1,t ... bn(n−1),t)]
′ are the equation-
wise stacked free parameters of Bt, and ht = log(diag(Σt)). The laws of
motion of the parameters are assumed to be independent random walks,
at = at−1 + νt,
bt = bt−1 + ζt,
ht = ht−1 + ηt.
(4)
The variance-covariance matrix of the innovations is block diagonal:


ǫt
νt
ζt
ηt


∼ N(0,V),V =


In 0 0 0
0 Q 0 0
0 0 S 0
0 0 0 W


. (5)
For simplicity, it is also assumed that the matrix S is also block-diagonal
with respect to the parameter blocks belonging to each equation.7
7See Primiceri (2005) for a discussion about relaxing this assumption.
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Figure 1: Demographic and economic data series: 1541 to 1870
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3 Data
For the empirical analysis, we use well known data on the following three
variables: the crude birth and death rates8 and a real wage index. The de-
mographic variables were compiled by Wrigley and Schofield (1981) and the
wage series is taken from Allen (2001). For the analysis, annual data covering
the period from 1541 to 1870 are utilized. The raw data series are depicted
in Figure 1.
The structural VAR approach usually has the disadvantage that the empiri-
8The conventional unit is number of births (deaths) per one thousand people.
8
cal results may depend on the ordering of the variables in the system due to
the recursive identification scheme.9 Fortunately, this identification strategy
fits very well in our setting since the ordering of the demographic variables
is predetermined by biology (Nicolini, 2007). The time interval between the
decision to have a child and conception is on average over seven months (Bon-
gaarts, 1978). Adding this to the nine-month of pregnancy, the endogenous
reaction of the birth rate is delayed by over a year. As a result, it is safe
to order the crude birth rate first. The crude death rate is ordered second
and the real wage last. This allows us to compare our results to those of
Nicolini (2007) and Reichmuth (2008) who chose the same ordering. Thus,
the following data vector is used for the VAR:
yt = [CBRt, CDRt, wt]
′,
where CBR denotes the crude birth rate, CDR the crude death rate, and w
the log of the real wage.
4 Priors
We follow Primiceri (2005) and use the sample from 1541 to 1599 to find
values for the priors. We estimate a time-invariant VAR model by OLS and
use the point estimates to calibrate some of the prior distributions. The re-
maining prior distributions are also chosen in a manner similar to Primiceri
(2005). Note that we work with annual instead of quarterly data and inves-
tigate the relationship between demographic and economic variables instead
of analyzing monetary policy. Hence, we use somewhat tighter priors on the
innovations of the time-varying parameters to ensure a smooth behavior of
these parameters. This reflects our belief that the relationship between the
demographic and economic variables does not change from year to year, but
9Sticking to the recursive identification scheme is not necessary. Once the matrix
Ωt = B
−1
t
ΣtΣ
′
t
Bt
−1′ is obtained, any decomposition of Ωt with Ωt = PtP
′
t
is possible.
The structure B−1
t
Σt is common in the literature on the efficient estimation of covariance
matrices (e.g. Pourahmadi, 1999, 2000; Smith and Kohn, 2002). It is only chosen to
facilitate estimation.
9
rather evolves slowly over the decades.
The prior choices can be summarized as
a0 ∼ N(aˆ
OLS, 4 V ar(aˆOLS))
b0 ∼ N(bˆ
OLS, k2 I3)
logσ0 ∼ N(logσ
OLS, k In)
Q ∼ IW (k2 80 V ar(aˆOLS), 80)
W ∼ IW (k2 400 In, 400)
S1 ∼ IW (k
2 21 I1, 21)
S2 ∼ IW (k
2 22 I2, 22)
(6)
where k is a scaling factor that is set to 0.01.
5 Empirical Results
The Gibbs sampling algorithm described in Primiceri (2005) is used to gen-
erate 30 000 draws from the posterior, discarding the first 9000 as burn-in.
More details about the sampling algorithm are presented in the appendix.
All convergence diagnostics conducted were satisfactory.
To obtain a parsimonious specification, we choose a lag order of one. This is
similar to Reichmuth (2008) and Nicolini (2007) who find one to two lags to
be appropriate.10
Since the crude death series contains some massive spikes caused primar-
ily by epidemics and wars, we also experimented with dummies similar to
Nicolini (2007). As the results were not changed when including the dum-
mies only the results without dummies are shown.
10This parsimonious specification is necessary as the computations involved are very
burdensome. An increase in dimensionality quickly makes estimation infeasible.
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In the following we present the empirical results. The time-variation of the
variances is discussed first. Then the three (short-run) implications of the
Malthusian model are explored using impulse response analysis. We exam-
ine the existence of positive and preventive checks as well as the reaction of
wages to population changes in the period from 1600 to 1870. In contrast to
earlier studies, we do not have to rely on sub-samples because our approach
enables computing impulse responses for each year.
5.1 Declining Volatilities
We start the analysis by investigating the estimated volatilities. The poste-
rior means for the standard deviations of the structural shocks in the period
from 1600 to 1870 are displayed in Figure 2. A clear decline in all variances
is visible over the centuries, which is most pronounced in the mortality series
and least pronounced in the real wage series. Given the rather tight priors
on changes in volatilities, this result clearly indicates the importance of het-
eroscedastic errors terms.
The results are similar to the observation of Wrigley and Schofield (1981).
According to the authors, the amplitude of decadal fluctuations around a
25-year moving average in the demographic series declined over time, and
variations in the mortality series always used to be more pronounced than
in fertility (Wrigley and Schofield, 1981, pp. 313-320).11 Moreover, it is well
known that major surges in mortality due to epidemic diseases or starvation
disappeared. Contrary to Wrigley and Schofield, the variability in the error
term of the wage series declines weakly until mid-18th century and stays
constant afterwards. Using the Phelps Brown and Hopkins (1956) real wage
series, they conclude that the variability in real wages declined up to 1790
and increased afterwards.
11
Figure 2: Estimated Volatilities
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Notes: The graph shows posterior means of the estimated standard deviation of the struc-
tural shocks. For clearer presentation the standard deviation of the real wage shock was
rescaled by a factor of 15.
5.2 Preventive Check
First, we turn to the reaction of fertility to changes in the wage rate. The
preventive check implies a positive relationship between real wages and fer-
tility. Figure 3 shows posterior means of the impulse responses of the crude
birth rate to real wage shocks over time. Each graph displays the impulse
response to a wage shock after a specific number of years, calculated for each
decade from 1600 to 1870. The upper-left graph depicts the instantaneous
responses of the birth rate to a wage shock. The impulse responses at impact
11The declining volatility was also noted by Nicolini (2007) and Reichmuth (2008).
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Figure 3: Response of CBR to a wage shock, 1600-1870.
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Notes: Posterior means of the impulse response to a one unit shock to the real wage after
a specified number of years for each decade from 1600 to 1870. The gray area indicates
the 16th and 84th percentiles of the impulse responses.
are equal to zero for all time periods, which follow directly from our iden-
tification strategy. However, this changes in the first year after the shock.
The graph in the upper middle panel clearly reveals a positive effect of a
wage shock on fertility which is particularly strong in the 17th century. The
impulse responses are positive and hump shaped for each point in time. In
each decade the impact first becomes stronger (after three and six years) and
then starts to decay again (after nine and twelve years). Overall, the relation-
ship between real wages and the birth rate becomes weaker until the 1730s.
In the following decades the strictness of the preventive check stays constant
until the beginning of the 19th century when it starts to decline again slightly.
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Figure 4: Accumulated Impulse Responses, 1600-1870.
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Notes: Posterior means of the accumulated impulse response after ten years for each
decade from 1600 to 1870. The gray area indicates the 16th and 84th percentiles of the
impulse responses.
To assess the overall impact, the uppermost panel of Figure 4 shows the
accumulated impulse response after ten years for each decade from 1600 to
1870 expressed in percentage terms of the average birth rate. It reveals that
the accumulated response to a wage shock declines from a 10 percent change
in fertility in 1550 to a 5 percent change in the first half of the 18th century
and then remains stable until the turn of the century. After that, a rather
small decline in the accumulated response can be observed again.
Like Wrigley and Schofield (1981), Lee (1981), and Galloway (1988), we
14
Figure 5: Response of CDR to a wage shock, 1600-1870.
1650 1700 1750 1800 1850
−1
−0.5
0
0.5
1
After 0 Years
1650 1700 1750 1800 1850
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
After 1 Year
1650 1700 1750 1800 1850
−0.4
−0.3
−0.2
−0.1
0
0.1
After 3 Years
1650 1700 1750 1800 1850
−0.4
−0.3
−0.2
−0.1
0
After 6 Years
1650 1700 1750 1800 1850
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
After 9 Years
1650 1700 1750 1800 1850
−0.25
−0.2
−0.15
−0.1
−0.05
0
After 12 Years
Notes: Posterior means of the impulse response to a one unit shock to the real wage after
a specified number of years for each decade from 1600 to 1870. The gray area indicate the
16th and 84th percentiles of the impulse responses.
find evidence of the existence of a Malthusian preventive check, although it
became less strict over time. These results differ substantially from those of
Nicolini (2007) and Crafts and Mills (2009). They find the preventive check
for sub-samples including data up to the mid-18th century, but no evidence
of the existence afterwards. Nicolini’s results even point to a negative re-
lationship between real wages and fertility in the period between 1741 and
1840, which is a characteristic feature of modern demographic patterns.
Apart from affecting fertility through nutrition, frequency of intercourse,
proportion of anovulatory menstrual cycles and foetal wastage, the positive
15
effect of real wages on fertility mainly acted via an increase in marriages
(Wrigley and Schofield, 1981, Chapter 8).12 Interestingly, the end of the de-
cline in the effectiveness of the preventive check roughly coincides with the
breakdown of the European Marriage Pattern (EMP) at the beginning of the
18th century, which combined late marriage or celibacy with unrestricted fer-
tility within marriage (Hajnal, 1965).13 As a result, fertility increased due to
earlier marriage in the 18th century (Wrigley et al., 1997). In this particular
period, fertility was starting to become detached from variations in wages.
One reason could be that illegitimate and prenuptial births increased during
that time. Voigtla¨nder and Voth (2009a) also argue that the vanishing of late
marriage might be explained by the decline in employment opportunities for
women in husbandry.
5.3 Positive Check
Figure 5 shows the estimation results for the relationship between real wages
and mortality. The positive check implies that a decline in real wages should
be associated with an increase in mortality. This negative effect can be found
throughout the entire sample. While the effect is mild in the beginning of
the sample, it starts growing stronger in the mid-18th century, reaching its
trough at 1850. It can also be observed that the effects are decaying slowly
and are still alive after twelve years (second row of Figure 5). This implies
a relatively persistent wage shock. The second row of Figure 4 displays the
accumulated impulse responses. As can be seen, the impact on mortality
after ten years is about 5 percent until the mid-of the 18th century. The
effect doubles to 10 percent by the mid-19th century.
These findings are different from e.g. Lee and Anderson (2002) and Møller
12See also Clark (2007, Chapter 4). However, Lee (1975) cannot find supportive evi-
dence.
13Postponing or eschewing marriage could limit fertility to less than half the biological
maximum (Clark, 2007). Voigtla¨nder and Voth (2009a,b) explain the formation of the
EMP as an endogenous response to a large income shock caused by the black death, which
caused a major change in the structure of agricultural production from “corn to horn”
resulting in more employment opportunities for women as servants in animal husbandry.
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and Sharp (2008), who do not find any indication of the positive check at
all. It also differs from Nicolini (2007) and Crafts and Mills (2009), who
cannot identify the positive check after 1640. The same is true for Wrigley
and Schofield (1981) and Lee (1981) who found that the positive check dis-
appeared sometime in the early 17th century. In contrast, we find that the
positive check was still active around 1750 and did not vanish afterwards.
Astonishingly, the strongest relationship between real wages and mortality
existed during the period of 1750–1850, where it is commonly supposed not
to hold.
The appearance of the positive check during the period of the industrial
revolution might be explained by the rapid urbanization during the begin-
ning of the industrial revolution. Industrialization and urbanization created
insanitary and dangerous living conditions, leading to a higher sensitivity of
mortality to real wages for a large part of the population.14 The rapid growth
of towns and industrial areas, as well as the corresponding side effects, such
as overcrowding, an increase in crime, inadequate access to sanitation and
other infrastructure, inadequate access to safe water and poor quality of
working-class housing are among the proposed explanations. In addition,
the agricultural labor share decreased from 35 percent in 1801 to 22 percent
in 1851, while the industrial labor share increased from 29 percent to 42 per-
cent.15 This shift from the primary to the secondary sector indicates that
the share of wage earners in the labor force increased. The combination of
higher mortality in the cities and the increasing importance of wage-related
income therefore is a possible explanation for the intensified relationship be-
tween real wages and mortality during the period of 1750–1850.
14There is a large literature on this phenomenon, see for example Hobsbawm (1962,
Chapter 11), Lindert (1994, Chapter 14), and Voth (2004, Chapter 10). Compared to the
rest of England Kelly and O´ Gra´da (2009) find a stronger positive check when using data
for London only.
15See Deane and Cole (1969, p. 143). The share of the agricultural sector in total output
almost halved from around 40 percent in 1790 to 21 percent in 1850, whereas the share
of the industrial sector almost doubled from around 21 percent in 1790 to 35 percent in
1850 (Mitchell, 2003, p. 934).
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Our estimates also are very much in line with evidence found in the biological
standard of living literature, where human stature is used to measure eco-
nomic status. This proxy measure declines in the early stages of the industrial
revolution.16 Komlos (1998) refers to this phenomenon as “early-industrial-
growth puzzle”. He argues that industrialization was accompanied beside
urbanization by higher frequency of unemployment and income inequality.
The result was that economic progress unequally impinged on human well-
being. For some parts of the population living conditions even deteriorated
in some respects. “The human organism did not always thrive as well in its
newly created socioeconomic environment as one might be led to believe on
the basis of purchasing power at the aggregate level” (Komlos, 1998, p. 793).
5.4 Feedback Effect
We next turn to the feedback effect of population on wages. The Malthusian
theory predicts that real wages should decline with an increase in popula-
tion.17 Figure 6 depicts the effect of short-run variations in the death rate
on real wages. Considering the impact of a mortality shock at impact (after
0 years), a sharp increase in real wages can be observed in the beginning of
the 17th century. Around the time of the English civil war (1641-1651), the
feedback effect vanishes and then re-emerges in the remaining years of the
17th century, albeit not as strongly as before. Afterwards, the feedback ef-
fect begins to disappear slowly over time. Since the impulse responses decay
steadily over time for all decades, a similar pattern is evident in all graphs, as
well as in the lower panel of Figure 4, which shows the accumulated effects.
The size of the estimated accumulated feedback effect in the 17th century
(excluding the war) is considerable. The mean wage increase after a decade
could reach up to 20 percent. The aggregate effect then declines and becomes
negligible in the 18th century.
16See, e.g. Komlos (1993, 1998), Nicholas and Steckel (1991), Johnson and Nicholas
(1995), and Floud et al. (1990).
17Due to a higher dimensionality of the resulting system and identification problems
we could not include population into our framework. See Lee (1987, 1993), and Lee and
Anderson (2002) for an analysis of the direct link between population and wages.
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Figure 6: Response of real wage to a CDR shock, 1600-1870.
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Notes: Posterior means of the impulse response of the real wage to a one unit shock to
the death rate after a specified number of years for each decade from 1600 to 1870. The
gray area indicate the 16th and 84th percentiles of the impulse responses.
Thus, the results confirm that there was a positive effect of a smaller la-
bor force on the real wage rate (e.g. Lee, 1973; Lee and Anderson, 2002) at
least for the time up to the eighteenth century. This early breakdown is also
similar to the findings of Nicolini (2007).
When interpreting these results, some caveats apply. Although an increase
in the death rate reduces population, it does not necessarily imply that the
workforce is also decreasing. It might also be the case that only the mor-
tality of infants experience an upsurge, which implies a very delayed impact
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on labor supply. Furthermore, due to shifts in women’s participation rates
or migration, the relevant labor supply might stay constant or even increase.
This can cause the impulse response to change the sign for short periods
from late 18th century on. The strongest dip of the accumulated response in
Figure 4 in the last few decades of the 18th century corresponds to the high-
est peak in net population inflow, (Wrigley and Schofield, 1981, pp. 219-220).
For the sake of completeness, we would like to add that we find a negative
effect of a fertility shock on mortality, which is surprising as child mortality
is high in the period under analysis. The same result was found by Nicolini
(2007). Mortality shocks have a positive effect on fertility, which is probably
due to the replacement motive after child loss18 or the availability of more
vacant farm and craft practices, which promised the resources needed to
embark on the enterprise of marriage (Wrigley and Schofield, 1981, p. 402).
6 Conclusion
Testing the Malthusian hypothesis is a challenging task. On the one hand,
studying such an equilibrating system always involves issues concerning en-
dogeneity. On the other hand, the data usually used span several centuries
mostly including the transition from a stagnating to an industrialized econ-
omy. Hence, time variation of the relationship between the variables and
their variances poses serious problems.
This paper documented changes in the interaction of vital rates and real
wages in the period from 1540 to 1870 in England. The time-varying VAR
approach takes the endogeneity of the variables and the drifts and volatilities
contained in the data into account. Hence, the potential shortcomings of the
previous literature, which disproved the Malthusian framework in the period
between 1740 and 1870, are overcome.
18The birth interval was shortened by over eight months in case of infant death (Wrigley
et al., 1997, p. 351).
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The results indicate the importance of time variation. The apparent decline
of volatility in the birth and death rate series is confirmed by the calculations
of the stochastic volatilities. We find that the main Malthusian mechanisms
- the preventive and the positive check - were both at work until the mid-
19th century. The preventive check was decreasing and the positive check
increasing in importance. Previous econometric analysis of the Malthusian
framework, where the existence of the Malthusian model after the mid-18th
century is challenged, are clearly contradicted by our results. In particular,
the preventive check can be observed in early 19th Century England even
though the impact has halved over the past two centuries. The positive
check was most strictly enforced after the 1750s. This result on the rela-
tionship between real wages and mortality differs substantially from other
econometric studies. However, it is in line with historical evidence as well as
findings in the biological standard of living literature. Instead of disappear-
ing before the advent of the industrial revolution, the Malthusian mechanism
rather changed its face over time.
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A Appendix
A.1 Overview over the Gibbs Sampling Procedure
The distribution of the posterior can be evaluated using MCMC methods.
The Gibbs sampler allows to generate draws from the posterior by iteratively
drawing from a full set of conditional distributions. The following gives first
an overview over the whole Gibbs sampling procedure and then describes the
respective steps in more detail.
A.1.1 Overview over the Gibbs Sampler
The Gibbs sampling involves the following steps
I Initialize bT , ΣT , sT ,V
II Sample aT from p(aT | yT , xT , bT , ΣT , V).
III Sample bT from p(bT | yT , xT , aT , ΣT , V).
IV Sample ΣT from p(ΣT | yT , xT , aT , bT , sT , V).
V Sample sT from p(sT | yT , xT , aT , bT , V).
VI SampleV, by samplingQ,W and S from p(Q, W, S| yT , xT , AT , BT , ΣT ) =
p(Q| yT , xT , AT , BT , ΣT )p(W| yT , xT , AT , BT , ΣT ) ...
p(S1| y
T , xT , AT , BT , ΣT ) p(Sn−1| y
T , xT , AT , BT , ΣT )
VII Go back to II.
A.1.2 Step II: Drawing VAR parameters aT
For given bT , ΣT and V, equations (3) together with (4) constitute the
following linear Gaussian state-space system:
yt = (Z
′
t−1 ⊗ In)at + ut,
at = at−1 + νt.
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Therefore, the sampling procedure of Carter and Kohn (1994) can be
applied to generate aT .
A.1.3 Step III: Drawing covariance states bT
For a given aT , it is possible to observe yˆt, which is defined as
yˆt = yt − (Z
′
t−1 ⊗ In)at.
Note that (3) can be expressed as
Btyˆt = Σtǫt. (7)
Due to the diagonal structure of Bt with ones on the main diagonal, the left
hand-side of (7) can be written as yˆt + L˜tbt, where L˜t is given by


0 · · · · · · 0
yˆ1,t 0 · · ·
...
0 (yˆ1,t yˆ2,t)
. . .
...
...
. . . . . . 0
0 · · · 0 (yˆ1,t yˆ2,t . . . yˆn,t)


.
Therefore, the system of equations (7) can be rewritten as
yˆt = Ltbt +Σtǫt,
where Lt = −L˜t. Together with bt = bt−1 + ξt this system has a state-space
representation of this system that is Gaussian, but nonlinear since some of
the dependent variables in the measurement equation also appear on the
right-hand side. Because of the block diagonal structure of S, this problem
can easily be solved by applying the sampling procedure of Carter and Kohn
(1994) equation by equation, starting with the second equation. Note that
in that case all variables appearing on the right-hand side of the ith equation
include only yˆk,t, k < i which can be treated as predetermined due to the
triangular structure.
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A.1.4 Steps IV and V: Drawing volatility states
Taking BT and aT as given, it is possible to observe y∗t , which is defined as
y∗t = Bt(yt − (Z
′
t−1 ⊗ In)at) = Σtǫt. (8)
This is a system of nonlinear measurement equations. It can be linearized
by squaring and taking logarithms of each equation
log (y∗i,t)
2 = 2 log σi,t + log ǫ
2
i,t, i = 1, ..., n.
As (y∗i,t)
2 can be very small, an offset constant is introduced to make the es-
timation procedure more robust. This results in the following approximating
linear state-space form
y∗∗t = 2ht + et,
ht = ht−1 + ηt,
(9)
where y∗∗i,t = log[(y
∗
i,t)
2 + c¯], ei,t = log ǫ
2
i,t, hi,t = log σi,t. The offset constant c¯
was introduced by Fuller (1996, pp. 494-7) and is set to 0.001. Although the
representation is linear, it is not Gaussian, as the innovations in the mea-
surement equation are distributed as logχ(1)2. Since the covariance matrix
of ǫt is diagonal, the same is true for the covariance matrix of et. This means
that the Gaussian representation of the system in (9) can be found by ap-
proximating each element of et by a mixture of normal densities as shown
by Kim et al. (1998) for the univariate case. They match a number of mo-
ments of the logχ(1)2 distribution using a mixture of seven normal densities
with component probability qj, and means mj and variance v
2
j , j = 1, .., 7,
as tabulated in Table (1). Hence, each element of et can be approximated as
f(eit) ≈
7∑
j=1
qjfN((eit|mj − 1.2704, v
2
j )).
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Table 1: Selection of Mixing Distributions
ω qj = Pr(ω = j) mj v
2
j
1 0.00730 -10.12999 5.79596
2 0.10556 -3.97281 2.61369
3 0.00002 -8.56686 5.17950
4 0.04395 2.77786 0.16735
5 0.34001 0.61942 0.64009
6 0.24566 1.79518 0.34023
7 0.25750 -1.08819 1.26261
Source: Kim et al. (1998).
An alternative way to express this is
ei,t|si,t = j ∼ N(mj − 1.2704, v
2
j ),
P r(si,t = j) = qj,
(10)
where sT = [s1, ..., sT ] is a matrix of unobserved indicator states si,t ∈ 1, ..., 7,
selecting at every period which member of the normal distribution mixture
is used for the approximation of each element in et. Using the normal ap-
proximation to the logχ(1)2 innovations transforms the system in (9) in a
linear and Gaussian one, making the sampling algorithm of Carter and Kohn
(1994) again applicable.
Conditional on y∗∗T and the new hT , it is possible to sample the new indi-
cator states sT , to be used in the next sweep. This is done by independently
drawing each si,t from the probability mass function defined by
Pr(si,t = j|y
∗∗
i,t , hi,t) ∝ qjfN(y
∗∗
i,t |2hi,t +mj − 1.2704, v
2
j ),
with j = 1, ..., 7, i = 1, ..., n, and t = 1, ..., T .
A.1.5 Step VI: Sampling covariances V
Conditional on aT , bT and hT all innovations in the transition equations
νt, ξt and ηt are observable. With inverse Wishart priors, the conditional
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posteriors of Q, W and the diagonal blocks of S are also inverse Wishart.
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