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Abstract. We consider the linear-quadratic optimal control problem for a controlled differential
algebraic equation (DAE). Under minimal assumptions on the DAE concerning index and regularity
it will be possible to prove that the sufficient optimality condition given in papers of G. Kurina
and R. März is also a necessary condition. This condition includes the solution of an appropriate
boundary value problem and, in the special case of an explicit ordinary differential equation, the
condition is equal to the well known necessary and sufficient condition of the classical linear-quadratic
optimal control problem.
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1. Introduction. This paper deals with the optimal control problem that con-
sists of minimizing a quadratic cost function over control functions u : [t0, T ] → Rk
and solutions x : [t0, T ] → Rm of a linear differential algebraic equation (DAE) of the
form
A(Dx)′ + Bx = Cu (1.1)
together with the initial value condition
D(t0)P [x(t0) − x0] = 0 (1.2)
with fixed x0 ∈ Rm and a projector P ∈ Rm×m.
The coefficients in (1.1) are supposed to be continuous matrix functions of suitable
dimensions and the theory concerning the DAE in the special form (1.1) is covered
for example in [Mä1], [Mä3], [Mä4], [BaMä].
The paper aims at proving a necessary optimality condition for this linear-quadra-
tic optimal control problem. From [Mä2] we have a corresponding sufficient optimality
condition for the optimal control problem in the case D(t0)P = D(t0), which con-
sists in a solution of an appropriate boundary value problem that offers an optimal
control. This sufficient condition was already given in [KuMä] in the more general
context when the state equation has a slightly different structure and acts in general
Hilbert spaces.
In the special case of an explicit ordinary differential equation the condition is equal
to the well known necessary and sufficient condition of the classical linear-quadratic
optimal control problem. The solution of the mentioned boundary value problem in-
cludes the solution of an appropriate adjoint DAE, which is no problem in the classical
case. The main problem when proving this sufficient condition to be also a necessary
condition is the verification that this adjoint DAE is really solvable.




In [Jo] the optimal control problem is discussed even for a nonlinear DAE and a
necessary optimality condition using a very similar boundary value problem is given.
But here the solvability of the adjoint equation is assumed and it is left open under
what conditions concerning the optimization problem it is really given.
In [BeLa] the special case of a linear-quadratic problem with a time invariant linear
DAE is investigated and the necessary condition of [Jo] is cited. But here, too, there
is no hint under which conditions the solvability of the adjoint DAE is given.
While [Jo] and [BeLa] do not use an index concept for analyzing the DAE, in [Me]
and [KuMe] the linear-quadratic problem is treated by the idea to transform the DAE
resp. the control problem into a new problem where the DAE has index 1. This ap-
proach gives the justification to think about the necessary optimality condition just
in case of index-1 DAEs. However, as this approach transforms the original problem
it does not provide any information about a necessary optimality condition using the
original DAE resp. the adjoint DAE belonging to the original problem.
In [Ba] the special case of a linear-quadratic problem with an index-2 DAE is investi-
gated. Here, a special cost function that leads to a causal adjoint DAE is considered
so that it is solvable and it is possible to prove a necessary optimality condition.
The aim of this paper is to consider the linear-quadratic problem with more general
linear DAEs without making any assumptions concerning the quadratic cost function.
In the following Section 2 we give a more detailed characterization of the optimal con-
trol problem, in particular, the set of admissible controls. We look at the sufficient
optimality condition in [Mä2] and prove that, in the case of index-1 DAEs, it is also
a necessary condition. We present a counterexample that shows that the condition
may fail to be a necessary condition in the case of a DAE without index 1.
In Section 3 we consider the DAE in extended Hessenberg-form that was already used
in [Ba], and which will be useful as a technical tool in proofs.
In Section 4 we cite a result from [BaKuMä] concerning the index of the DAE in the
boundary value problem occurring in the sufficient optimality condition.
In Section 5 we consider a new DAE that is generated by extending the controlled
DAE in such a way that the new DAE has index 1. This will be possible under a
special rank condition for the matrix C in (1.1) that controls the input of the con-
trol function to the DAE. We consider an appropriate optimal control problem for
the new index-1 DAE and prove the necessary optimality condition for the original
optimal control problem by using the necessary condition for the index-1 case. This
includes that we can prove the solvability of the adjoint DAE belonging to the original
problem. To be more precise it will be possible to prove the necessary condition for
the optimal control problem with the DAE (1.1) and the initial value condition (1.2)
using an arbitrary projector P . Actually, the sufficient condition given in [Mä2] is
only valid for the case D(t0)P = D(t0), in general.
2. The linear-quadratic optimal control problem for a controlled DAE.
On the time interval [t0, T ] we consider the linear controlled DAE
A(Dx)′ + Bx = Cu (2.1)
together with the initial value condition
D(t0)P [x(t0) − x0] = 0 (2.2)
with fixed x0 ∈ Rm and a projector P ∈ Rm×m. Let Q := I−P be the conjugated
projector to P . The coefficients of the controlled DAE are supposed to be continuous
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matrix functions A ∈ C([t0, T ], Rm×n), D ∈ C([t0, T ], Rn×m), B ∈ C([t0, T ], Rm×m)
and C ∈ C([t0, T ], Rm×k).
For the DAE (2.1) we assume a properly stated leading term that means,
kerA(t) ⊕ imD(t) = Rn, t ∈ [t0, T ], (2.3)
and there exists a continuous differentiable projector function
R ∈ C1([t0, T ], Rn×n) with imR(t) = imD(t) and ker R(t) = ker A(t) for t ∈ [t0, T ].
The matrix G0 := AD has constant rank on the interval [t0, T ].
We use here the matrices, sets, and projectors of the matrix sequence defined in
[Mä1]. Among others, we have
N0 := kerG0 = kerD
Q0 ∈ Rm×m, Q20 = Q0, im Q0 = N0
P0 := I − Q0
G1 := G0 + BQ0 = AD + BQ0
N1 := kerG1
Q1 ∈ Rm×m, Q21 = Q1, im Q1 = N1
P1 := I − Q1.
(2.4)
The definition of these matrices and sets is meant pointwise for each t ∈ [t0, T ].
The regular DAE with index 1
With the help of the matrices defined in (2.4) we can define what we understand
when speaking of a regular DAE with index 1 (cf. [Mä1]):
Definition 2.1. The DAE (2.1) is called regular with index 1 if the matrix G1
is nonsingular.
In [Mä1] the matrix sequence (2.4) is continued and it is defined what is meant
by a regular DAE with index µ ∈ N. In this paper we just consider the case µ = 1, or
the other possibility that we do not assume anything concerning the regularity and
the index of the DAE.
For an optimality problem the relation between the control function u and a cor-
responding solution x of (2.1), (2.2) is important. If the DAE is regular with index 1,
then we have the following nice Existence Theorem for the solution of the associated
initial value problem (e.g. [Mä3]):
Theorem 2.2. (Solution of the DAE in case of index 1)
We consider the initial value problem{
A(Dx)′ + Bx = q
D(t0)P0(t0)(x(t0) − x0) = 0, x0 ∈ Rm, (2.5)
for a regular DAE with index 1. Then, for every function q ∈ C([t0, T ], Rm) ,
there exists a unique solution x ∈ C1D([t0, T ], Rm) of (2.5) and the estimation
‖x‖∞ ≤ L
(‖D(t0)x0‖ + ‖q‖∞) (2.6)
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is valid with a constant L.
The optimal control problem for the general DAE
As we want to consider only weak assumptions on the regularity and the index of
the controlled DAE, we define, with regard to the examination of a cost function and
a corresponding optimization problem, what we want to understand when speaking
of the set of admissible controls:
Definition 2.3. (admissible control and admissible pair)
A control function u ∈ C([t0, T ], Rk) is called admissible if there exists a corresponding
solution x ∈ C1D([t0, T ], Rm) of (2.1), (2.2). By
Z ⊂ C([t0, T ], Rk) (2.7)
we denote the set of all admissible control functions.
For a control function u ∈ C([t0, T ], Rk),
Lu ⊂ C1D([t0, T ], Rm) (2.8)
denotes the set of all corresponding solutions of the initial value problem (2.1), (2.2).
A pair (x, u) with u ∈ Z and x ∈ Lu we call an admissible pair.
Remark 2.4. Obviously it holds that
Z = {u ∈ C([t0, T ], Rk) | Lu = ∅} . (2.9)
Example 2.5. (Sets of admissible controls and admissible pairs)
For some well-known examples we consider what the concept of admissible control
resp. admissible pair really means:
1. Regular DAE with index 1, P = P0(t0)
According to Theorem 2.2 it holds here that Z = C([t0, T ], Rk) and for every u ∈ Z
the set Lu contains exactly one element.
2. Regular DAE with index 2, P = P0(t0)P1(t0)





([t0, T ], Rk) here and for every u ∈ Z the set Lu contains exactly one
element.








([t0, T ], Rk) |
D(t0)Q1(t0)G−12 (t0)C(t0)u(t0) = D(t0)Q1(t0)x
0
} (2.10)
and for every u ∈ Z the set Lu contains exactly one element.
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The first and the second example show that we can obtain a somehow nice struc-
ture of the set Z if we choose the projector P in such a way that the initial value
condition (2.2) and the index of the DAE fit together such that we have a nice Exis-
tence Theorem for the solution of the initial value problem (2.1), (2.2). In [Mä4] it is
shown that such a suitable projector can always be found if the DAE is regular with
some index µ.
The latter example shows that the set Z may really have a complex structure if, for a
regular DAE with index µ, the projector P is not chosen in this way. An even more
complicated structure of the set Z can be expected if we consider a nonregular DAE
without any index. 










xT Wx + 2xT Su + uT Ku
}
dt (2.11)
that has to be minimized on the set of admissible pairs (x, u).
Therefore we consider the matrix V ∈ Rm×m and the continuous matrix functions
W ∈ C([t0, T ], Rm×m), S ∈ C([t0, T ], Rm×k) and K ∈ C([t0, T ], Rk×k) with V T = V ,
WT (t) = W (t) and KT (t) = K(t) for all t ∈ [t0, T ].





, t ∈ [t0, T ], are considered to be positive
semidefinite.
These standard assumptions correspond to the assumptions of the classical linear
quadratic optimal control problem for an explicit ordinary differential equation. For
our DAE control problem we make the additional assumption concerning the matrix
V that
V z = 0 for every z ∈ N0(T ) = kerD(T ), (2.12)
which is trivially fulfilled in the case of a nonsingular matrix D. Thus, for the
classical problem, condition (2.12) is in fact no additional assumption.
Later we will see that the property (2.12) makes sense as a condition that assures the
solvability of the final value problem for the adjoint DAE. [KuMä] contains already
an example of the optimal control problem showing that the condition to V makes
sense here.
So, altogether, we consider the optimization problem
J(x, u) → Min , (x, u) admissible pair for (2.1), (2.2). (2.13)
Here we consider the case of a fixed time interval [t0, T ], this means, the final time
T is not a value that has to be optimized. Moreover, the range of values for the control
function is not restricted, this means, we just consider the case that u(t) ∈ U = Rk.
Optimality conditions
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With regard to the analysis of the optimization problem and the specification of
optimality conditions we define
Definition 2.6. (admissible variation)
Consider an admissible pair (x, u) , then (δu, δx) is called an admissible variation
of (x, u) if δu ∈ C([t0, T ], Rk) and δx ∈ C1D([t0, T ], Rm) are such that
(u + δu, x + δx) is again an admissible pair.
Definition 2.7. (optimal pair)
An admissible pair (x∗, u∗) is called optimal if for every admissible variation
(δx, δu) of (x∗, u∗) the property
J(x∗ + δx, u∗ + δu) ≥ J(x∗, u∗) (2.14)
is valid.
Definition 2.8. (optimal control and optimal trajectory)
An admissible control u∗ is called an optimal control if there exists an x∗ ∈ Lu∗ such
that (x∗, u∗) is an optimal pair. Every x∗ with this property is called an
optimal trajectory.
If we consider the optimization problem (2.13) together with the special projector
P = P (t0) in the initial value condition for the controlled DAE, then we have the
following sufficient optimality condition from [Mä2]:
Theorem 2.9. (sufficient optimality condition)
Consider x∗ ∈ C1D([t0, T ], Rm), λ∗ ∈ C1AT ([t0, T ], Rm) and u∗ ∈ C([t0, T ], Rk)




A(Dx)′ = −Bx + Cu
DT (AT λ)′ = Wx + BT λ + Su
0 = ST x − CT λ + Ku
D(t0)P0(t0)(x(t0) − x0) = 0
DT (T )AT (T )λ(T ) = −V x(T ).
(2.15)
Then (x∗, u∗) is an optimal pair, i.e., u∗ is an optimal control and x∗ is a cor-
responding optimal trajectory.
Remark 2.10. In general the sufficient optimality condition is just valid for the
optimization problem with the a projector P that satisfies D(t0)P = D(t0). This is
fulfilled for the projector P = P0(t0) because of the property D(t0)Q0(t0) = 0.
However, for our task to obtain a necessary optimality condition we want to consider
the more general optimization problem with an arbitrary projector P in the initial
value condition for the controlled DAE.
The question arises whether the sufficient condition is also a necessary condition
in general. This is important to know if we want to compute an optimal control by
solving the boundary value problem (2.15). For example, we can think of a numerical
method for computing an optimal control that is based on the idea to solve (2.15).
If the condition is not necessary, then it might happen that there exists an optimal
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control u∗ for (2.13) but (2.15) does not have a corresponding solution (x∗, λ∗, u∗).
Then it would be impossible to compute the optimal control u∗ in this way.
A simple counterexample shows that it can really happen that the sufficient condition
is not necessary:
Example 2.11. (the sufficient optimality condition is not necessary)
We consider the initial value problem⎧⎨
⎩
ẋ1 = u , x1(0) = x01
ẋ2 + x3 = u , x2(0) = 0
x2 = 0
(2.16)
for x(t) = (x1(t), x2(t), x3(t)) ∈ R3, t ∈ [t0, T ], x01 ∈ R.
The controlled DAE (2.16) is regular with index 2. For every function
u ∈ Z = C([t0, T ], Rk) we have a unique solution⎧⎨
⎩




x3(t) = u(t) , t ∈ [t0, T ].
(2.17)
We consider the cost function


















which has the special property to be also a cost function for the controlled explicit
ordinary differential equation
ẋ1 = u , x1(0) = x01. (2.19)
Consider µ ∈ R to be the adjoint variable to x1 ∈ R. Then the final value problem
for the adjoint equation belonging to the optimal control problem (2.19), (2.18) is
µ̇ = 0 , µ(T ) = −x1(T ), (2.20)
and has the constant solution µ(t) = −x1(T ).
Thus, the well-known necessary condition for the classical linear-quadratic optimal
control problem for explicit ordinary differential equations
µ = 2u ⇐⇒ u = 1
2
µ (2.21)
provides the fact that the optimal control is a constant function.
















Here the control function u∗ is also an optimal control for the DAE-optimization-
problem. The final value problem for the adjoint DAE from (2.15) is
⎧⎨
⎩
λ̇1 = 0 , λ1(T ) = −x1(T )
λ̇2 − λ3 = 0 , λ2(T ) = 0
−λ2 = x3
(2.24)





λ3(t) = −u̇(t) , t ∈ [t0, T ].
(2.25)
But for x0 = 0 the optimal control u∗ does not satisfy the condition u∗(T ) = 0
here so that the final value problem for the adjoint DAE is not solvable. Thus, we
have an optimal pair (x∗, u∗) and there is no λ∗ such that (x∗, λ∗, u∗) is a solution of
the boundary value problem. Obviously, the sufficient condition from Theorem 2.9 is
not necessary here.
Although the optimal control is a very simple function in this example, it is not pos-
sible to compute the optimal control by solving the boundary value problem (2.15). 
The question whether the existence of a solution to a boundary value problem as
in Theorem 2.9 is also a necessary condition for an optimal control was answered in
the affirmative in [Ba] for the case of a regular DAE with index 2 together with the
suitable initial value condition
D(t0)P1(t0)(x(t0) − x0) = 0 (2.26)
and the special cost function with the properties
⎧⎨
⎩
V (I − P0(T )P1(T )) = 0
WT = 0
ST T = 0.
(2.27)
Here T is a projector onto the non-causal component of the state variable, which
contains the derivative of the control function that occurs in the solution of the DAE
in case of index 2. This component is not valuated by a cost function that has the
properties (2.27).
The necessary optimality condition in the index 1 case
For the optimization problem (2.13) in case of a regular DAE with index 1
Theorem 2.2 justifies to speak of the solution x of (2.1), (2.2) and to write J(u)
instead of J(x, u).
In case of a regular DAE with index 1 we can prove that the sufficient condition from
Theorem 2.9 is also a necessary condition:
Theorem 2.12. (Necessary optimality condition in case of index 1)
Assume that the controlled DAE in the optimization problem (2.13) is regular with
index 1 and in the initial condition (2.2) we have P = P0(t0). Let u∗ ∈ C([t0, T ], Rk)
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be an optimal control and x∗ ∈ C1D([t0, T ], Rm) the corresponding optimal trajectory.
Then there exists a function
λ∗ ∈ C1AT ([t0, T ], Rm)
such that (x∗, λ∗, u∗) is a solution of the boundary value problem⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
A(Dx)′ = −Bx + Cu
DT (AT λ)′ = Wx + BT λ + Su
0 = ST x − CT λ + Ku
D(t0)P0(t0)(x(t0) − x0) = 0
DT (T )AT (T )λ(T ) = −V x(T ).
(2.28)
Proof. Consider an arbitrary variation δu ∈ C([t0, T ], Rk) of the optimal control
u∗. Denote by δx ∈ C1D([t0, T ], Rm) the corresponding variation of the optimal tra-
jectory x∗. Then (x∗ + δx, u∗ + δu) is an admissible variation of the optimal pair
(x∗, u∗) with
D(t0)δx(t0) = 0 (2.29)
and the property (2.6) provides the estimation
‖δx‖∞ ≤ L‖δu‖∞ (2.30)
for some L ≥ 0.
Because of the linearity of the DAE (2.1) also (x∗ + εδx, u∗ + εδu) is an admissible




J(u∗ + εδu) − J(u∗)
ε
(2.31)
and has to vanish because of the property of u∗ to be optimal. Thus, we have the
necessary optimality condition
δJ(u∗)δu = 0 . (2.32)
The Hamilton-function combines the cost function that has to be minimized with
the DAE using the adjoint variable λ ∈ Rm:
H : Rm × Rm × Rk × R → R,
H(x, λ, u, t) := − 12xT Wx − xT Su − 12uT Ku + λT (−Bx + Cu).
(2.33)









λT A(Dx)′ − H(x, λ, u, t)} dt. (2.34)
According to [BaMä] the adjoint DAE is also regular with index 1, hence we can
choose λ∗ ∈ C1D([t0, T ], Rm) as a solution to the final value problem{
DT (AT λ)′ = −HTx (x∗, λ, u∗, t) = BT λ + Wx∗ + Su∗
DT (T )AT (T )λ(T ) = −V x∗(T ). (2.35)
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In order to calculate the directional derivative of J we consider the difference
J(u∗ + δu) − J(u∗), and using the property (2.30) the Taylor expansion yields




(x∗(T ) + δx(T ))T V (x∗(T ) + δx(T )) − 12x
T





λT∗ A(D(x∗ + δx))






{H(x∗ + δx, λ∗, u∗ + δu, t) − H(x∗, λ∗, u∗, t)} dt





′ − Hxδx − Huδu
}
dt + o(‖δu‖∞).
Here we use the abbreviations
Hx := Hx(x∗, λ∗, u∗, t) = −xT∗ W − uT∗ S − λT B















and thus we have













When taking the limit ε → 0 and using the property (2.29) we obtain
δJ(u∗)δu =
(
xT∗ (T )V + λ
T








{Hx + (λT∗ A)′D}δx dt,
(2.39)





As δu was an arbitrary admissible variation, (2.40) is valid for every variation
δu ∈ C([t0, T ], Rm). The Fundamental Variation Lemma (e.g., [He]) provides, to-
gether with (2.32), the result
HTu (x∗, λ∗, u∗, t) = −ST x∗ + CT λ∗ − Ku∗ = 0. (2.41)
Thus, it is proved that (x∗, u∗, λ∗) solves the boundary value problem (2.28).
Our intention is to prove such a theorem also for the optimization problem with
a more general controlled DAE, just making weak assumptions on the regularity and
the index.
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The first problem is that the set of admissible variations (δx, δu) of a given optimal
pair (x∗, u∗) is much more complicated than in the nice index 1 case. We just know
that the directional derivate of J in (x∗, u∗) exists for an admissible direction (δx, δu).
The second problem is that we do not know in general if the final value problem (2.35)
for the adjoint DAE is solvable. If the controlled DAE is regular with index µ > 2,
we even do not know anything about the regularity or the index of the adjoint DAE.
If there is a an admissible variation (δx, δu) and we have a solution λ∗ to (2.35), then










ST x∗ − CT λ∗ + Ku∗, δu
〉
dt (2.42)
similar to the expression (2.40) in the index 1 case. To stress it once again, the
nice property of the index 1 case is that this holds for every δu ∈ C([t0, T ], Rk).
For example, in [Me] a linear state feedback is used in order to transform the
general DAE into a new DAE with index 1. Then one can apply Theorem 2.12. The
disadvantage of this approach is that it does not offer an explicit, necessary condition
for the original DAE. Here, in Section 5, our main idea is to consider an extended
system in order to obtain a larger DAE with index 1. The advantage is that the
original DAE is preserved explicitly as a part of the extended system.
3. The DAE in extended Hessenberg-Form. Again we consider the DAE
(2.1) with properly stated leading term. In [Mä1] the transformation of this DAE
with nonsingular matrix functions M, N ∈ C([t0, T ], Rm×m) in the form
Ã := MA, D̃ := DN, B̃ := MBN, C̃ := MC (3.1)
and the refactorization of the leading term with a matrix function
H ∈ C1([t0, T ]Rr×n) in the form
Ã := AH, D̃ := H−D, B̃ := B + ADD−(RH)′H−D (3.2)
is described. Here H− is a generalized inverse of H such that RHH−R = R.
The generalized inverse D− of D is chosen such that D−D = P0 and DD− = R (cf.
[Mä1]).
The matrix M causes a scaling of the DAE while the matrix N means a transformation
of the variable x in the form x̃ = N−1x. The matrix H leads to another factorization
of the leading term that is also properly stated.
In [Mä1] it is shown that such a transformation in case of a regular DAE with index
µ leads again to a regular DAE with index µ. In [Ba] a regular DAE with index 2 is
transformed into so-called extended Hessenberg form by this transformation.
Looking at the transformation in [Ba] one can see that just with the assumption
that G1 has constant rank on [t0, T ] the transformation to extended Hessenberg form
is possible:
Theorem 3.1. (DAE in extended Hessenberg form)
For the DAE (2.1) with properly stated leading term we assume that G1 has constant
rank on the interval [t0, T ]. Then, by transformation and refactorization of the leading
term, the DAE can be transformed into the extended Hessenberg form⎧⎨
⎩





Again we denote the transformed variable by x and consider xi ∈ Rmi for
i = 1, 2, 3 with m = m1 + m2 + m3. The matrices B11, B13, B31, C1, C2, C3 are as-
sumed to have suitable dimensions.
For a regular DAE with index 1 a transformation into the form (3.3) would lead
to the special case m3 = 0. In the special case m2 = 0 the DAE (3.3) is well known
as a DAE in Hessenberg form. For a DAE in Hessenberg form it is also well known,
that if the DAE (2.1) and, consequently, the DAE (3.3) are regular with index 2, the
matrix B31B13 ∈ Rm3×m3 is nonsingular. Let us stress once again that we do not
want to make this assumption here. We just consider DAEs that can be transformed
into the form (3.3).
For example, in [ABUY] a very similar special form of the DAE which is basically the
same as considered here, is used to analyze the DAE. Since in [ABUY] a more special
class of DAEs is considered, also the transformation into the special form is a little
bit more special than here.
In the tripartite form of the extended Hessenberg form the matrices V , W and S
in the quadratic cost function are given by
V =
⎛
⎝ V11 0 00 0 0
0 0 0
⎞
⎠ , W =
⎛











The matrix K remains unchanged because it just valuates the non-transformed
control function. The matrix V has its special structure with two zero rows because
of property (2.12).
The corresponding adjoint equation
⎧⎨
⎩
λ̇1 − BT11λ1 − BT31λ3 = W11x1 + W12x2 + W13x3 + S1u
−λ2 = WT12x1 + W22x2 + W23x3 + S2u
−BT13λ1 = WT13x1 + WT23x2 + W33x3 + S3u
(3.5)
is also of extended Hessenberg form and together with the condition
λ1(T ) = −V11x1(T ) (3.6)
it represents a final value problem that has to be solved.
4. The index of the DAE in the boundary value problem. As discussed
in Section 2 under suitable conditions the sufficient condition from Theorem 2.9 pro-
vides the possibility to compute an optimal control just by solving the boundary value
problem (2.15), which contains a large DAE with the variable (x, λ, u). So it is natural
to ask for the index of the large DAE in (2.15). From [BaKuMä] we have a condition
that is sufficient and necessary for the DAE in (2.15) to be regular with index 1:
Theorem 4.1. The DAE of the boundary value problem (2.15) is regular with
index 1 if and only if the following two conditions are valid:
im (G1(t), C(t)) = Rm (4.1)




GT0 (t) − BT (t)Q∗0(t) W (t)Q0(t) S(t)
−CT (t)Q∗0(t) ST (t)Q0(t) K(t)
)
= Rm × Rk (4.2)
for every t ∈ [t0, T ].
In case the DAE (2.1) is in extended Hessenberg form (3.3), the matrices from
(4.1) and (4.2) are of the form
(G1, C) =
0
@ I 0 B13 C10 I 0 C2




GT0 − BT Q∗0 WQ0 S





I 0 −BT31 0 W12 W13 S1
0 −I 0 0 W22 W23 S2
0 0 0 0 W T23 W33 S3
0 −CT2 −CT3 0 ST2 ST3 K
1
CCA . (4.4)
A transformation of the controlled DAE and a refactorization of the leading term
also mean a transformation and refactorization of the leading term for the large DAE
of the boundary value problem (cf. [Ba]). Here, again, the regularity and the index
of the DAE are invariant. This yields the property
Lemma 4.2. The conditions (4.1) and (4.2) are invariant under transformation
of the DAE resp. a refactorization of the leading term.
The conditions (4.3) and (4.4) show that (4.1) and (4.2) are valid for the DAE in
extended Hessenberg form if and only if⎧⎨
⎩

















In particular the case
k ≥ m3, Rang C3 = RangW33 = m3, K nonsingular, (4.6)
is sufficient for (4.5)
Condition (4.2) is never fulfilled for the special cost function with (2.27). This
can be seen in the extended Hessenberg form where W23 = 0, W33 = 0 und S3 = 0 is
valid for the special cost function.
5. The extended system. We consider a new DAE that is generated by ex-
tending the controlled DAE and we investigate the case when this new DAE is regular
with index 1.
The extended system
We consider the idea to understand the control u as a variable and to combine








For a matrix function F ∈ C([t0, T ], Rk×m) and functions v ∈ C([t0, T ], Rk) we
consider the system
{
A(Dx)′ + Bx − Cu = 0
Fx + u = v. (5.2)






















Thus, the DAE (5.2) has also a properly stated leading term.
Index 1 for the extended system
The question arises if it is possible to choose the matrix function F such that the
DAE (5.2) is regular with index 1.
In this case we will consider the DAE (5.2) together with the initial value condition





, x̃0 ∈ Rm, (5.4)
which offers us the nice Existence Theorem 2.2 for the solution of the initial value
problem (5.2), (5.4).



















According to Definition 2.1 the DAE (5.2) is regular with index 1 if and only if




nonsingular ⇐⇒ AD + (B + CF )Q0 nonsingular. (5.7)
Thus, we have
Lemma 5.1. The DAE (5.2) is regular with index 1 if and only if the matrix
function AD + (B + CF )Q0 is nonsingular on the interval [t0, T ].
Remark 5.2. The condition from Lemma 5.1 is equal to the index-1-condition
for the DAE
A(Dx)′ + (B + CF )x = Cv. (5.8)
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In [Me] the time invariant case is considered and the matrix F is chosen such that
(5.8) has index 1. To this transformed DAE resp. to the transformed optimization
problem we can apply Theorem 2.12. However, this approach does not provide an
explicit necessary optimality condition for the old optimization problem. Together
with the DAE the adjoint DAE is also transformed so that we do not obtain any in-
formation about the solvability of the original adjoint DAE. In system (5.2) the DAE
(2.1) is preserved in its old form. We will see that this approach leads to information
about the solvability of the adjoint equation.
The idea to consider the control as a variable in system (5.2) comes from the idea of
the Behaviour Approach (e.g., [Wi]).
Now it is the question whether it is possible to choose the matrix function F such
that (5.7) is fulfilled. Obviously, the condition
im (G1(t), C(t)) = Rm for every t ∈ [t0, T ] (5.9)
is necessary for (5.7). We want to check if (5.9) is also sufficient for (5.7).
In order to do this we consider the DAE (2.1) in extended Hessenberg form.
Therefore according to Theorem 3.1, we must assume that G1 has constant rank on
the interval [t0, T ].










I 0 B13 −C1
0 I 0 −C2
0 0 0 −C3
0 F2 F3 I
⎞
⎟⎟⎠ . (5.11)
Here we obtain the simple condition
Ĝ1 nonsingular ⇐⇒
⎛




It is necessary for (5.12) that
RangC3 = m3 (5.13)
and, therefore, k ≥ m3 has to hold, i.e., the dimension of the control has to be as
large as the dimension of the solution component x3 at least.
However, condition (5.13) is also sufficient for choosing F such that (5.12) is
fulfilled. Choosing F as
F = (F1, F2, F3) = (0, 0, CT3 ), (5.14)
then Ĝ1 is nonsingular, as the matrix C3CT3 is nonsingular under the condition
(5.13).
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In order to obtain the desired F for the original DAE we have to invert the
transformation into the extended Hessenberg form. For this, we set
F̃ = FN. (5.15)
Then the index-1-property of the DAE (5.2) is invariant with respect to the trans-

















Finally, we obtain the following lemma, which provides index 1 for the extended
system:
Lemma 5.3. For the DAE (2.1) we assume that G1 has constant rank on the
interval [t0, T ]. Then, by the choice of F , it is possible to obtain index 1 for the
extended system (5.2) if and only if
im (G1(t), C(t)) = Rm (5.17)
is valid for every t ∈ [t0, T ].
Remark 5.4. Condition (5.17) is equal to condition (4.1), which is necessary
for the DAE of the boundary value problem to be regular with index 1.
The extended system offers admissible pairs
Henceforth, we assume that, by the choice of F , the DAE (5.2) is regular with
index 1. Thus we assume that G1 has constant rank on the interval [t0, T ].
We consider the set
A(x0) := {x ∈ Rm|D(t0)P [x − x0] = 0} (5.18)
of the values Rm that match the value x0 in the D(t0)P -component. This means,
a function x(t) satisfies the initial value condition (2.2) if and only if
x(t0) ∈ A(x0).
Now we have
Lemma 5.5. Let x̃0 ∈ A(x0) and v ∈ C([t0, T ], Rk). Then the unique solution
(x, u) of (5.2), (5.4) is an admissible pair for the initial value problem (2.1), (2.2).
Proof. Since (x, u) is a solution of (5.2), (5.4), we have A(Dx) + Bx − Cu = 0 and
D(t0)P [x(t0) − x0] = 0 with x ∈ C1D([t0, T ], Rm) and u ∈ C([t0, T ], Rk), i.e., (x, u) is
an admissible pair.
For the solution x of (2.1), (2.2) from Lemma 5.5 one has to notice that
D(t0)x(t0) = D(t0)Px(t0) + D(t0)Qx(t0) (5.19)
and here only the D(t0)P -component of x(t0) is given by the initial value condi-
tion (2.2), whereas the D(t0)Q-component of x(t0) is a value that has to be optimized
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in the optimization problem (2.13).
In addition to Lemma 5.5 we also have
Lemma 5.6. Let (x, u) be an admissible pair for the initial value problem (2.1),
(2.2). Then (x, u) is the unique solution of the initial value problem (5.2), (5.4) with
x̃0 := x(t0) and v := Fx + u.
Proof. Since (x, u) is an admissible pair, we have A(Dx)′ + Bx = Cu with
x ∈ C1D([t0, T ], Rm) and u ∈ C([t0, T ], Rk), i.e., (x, u) ∈ C1D̂([t0, T ], Rk). Thus, by the
choice of x̃0 and v we obtain (x, u) as solution of (5.2), (5.4).
As a result of Lemma 5.5 and 5.6 we derive, theoretically, the whole set of admis-
sible pairs (x, u) as solutions of (5.2), (5.4) if v ∈ C([t0, T ], Rk) and x̃0 ∈ A(x0) pass
through all possible values.
The necessary optimality condition for (2.13)
We want to prove a necessary optimality condition for the optimization problem
(2.13). For this purpose we start with an optimal pair for (2.13) and show that the
optimal pair provides an optimal control to an optimization problem for the system
(5.2). As (5.2) is regular with index 1, the well-known necessary optimality condition
from Theorem 2.12 is valid, and from this we want to derive the desired necessary
optimality condition for (2.13).
Hence, let us assume that (x∗, u∗) is an optimal pair for the optimization problem
(2.13). We want to define a linear-quadratic optimization problem for the DAE (5.2).
For this purpose we choose the value
x̃0 := x∗(t0) ∈ A(x0) (5.20)
of the optimal trajectory x∗ in t0 for the initial value condition (5.4) and we
obtain the initial value condition
D̂(t0)z(t0) = D(t0)x(t0) = D(t0)x∗(t0). (5.21)
Let v ∈ C([t0, T ], Rk) be a control function for the DAE (5.2) and (x, u) the
corresponding unique admissible pair from Lemma 5.5. Then, for the cost function
(2.11) of the optimization problem (2.13), we have






































, Ŝ = 0, K̂ = 0 (5.23)
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such that
Ĵ(v) = J(x, u). (5.24)
Thus, we obtain the optimization problem
Ĵ(v) → Min , v ∈ C([t0, T ], Rk), (5.25)
and we can prove the following theorem
Theorem 5.7. (optimal pair (x∗, u∗) provides v∗)
Assume that (x∗, u∗) is an optimal pair for the optimization problem (2.13). Then
v∗ := Fx∗ + u∗ (5.26)
is an optimal control for the optimization problem (5.25) and z∗ = (x∗, u∗) is the
corresponding optimal trajectory.
Proof. z∗ = (x∗, u∗) is a solution for (5.2), (5.4) with the control function v∗.
We consider a variation δv ∈ C([t0, T ], Rk) of v∗. Let (x∗ + δx, u∗ + δu) be the solu-
tion of (5.2) with the control function v∗ + δv and D(t0)δx(t0) = 0. Then (δu, δx) is
an admissible variation of (x∗, u∗). Thus, for a variation δv ∈ C([t0, T ], Rk) of v∗, we
obtain
Ĵ(v∗ + δv) = J(x∗ + δx, u∗ + δu) ≥ J(x∗, u∗) = Ĵ(v∗) (5.27)
and, hence, v∗ is an optimal control for (5.25) and z∗ = (x∗, u∗) is the correspond-
ing optimal trajectory.
Now consider u∗, x∗ and v∗ as in Theorem 5.7. Then the adjoint DAE to the
optimization problem (5.25)
D̂T (Âµ)′ − B̂T µ = Ŵz∗ + Ŝv∗ (5.28)
resp.
{
DT (AT µ1)′ − BT µ1 − FT µ2 = Wx∗ + Su∗
CT µ1 − µ2 = ST x∗ + Ku∗ (5.29)
is regular with index 1 and has a continuous right-hand side. Thus, according to
Theorem 2.2, equation (5.29) together with the final value condition
DT (T )AT (T )µ1(T ) = −V x∗(T ) (5.30)
has a unique solution
µ∗ ∈ C1ÂT ([t0, T ], Rm+k). (5.31)
As (5.25) is an optimization problem for the index-1-DAE (5.2), the necessary
optimality condition from Theorem 2.12 is fulfilled here and we have
ŜT z∗ − ĈT µ∗ + K̂v∗ = 0 ⇔ ĈT µ∗ = 0 ⇔ µ∗2 = 0. (5.32)
According to the first equation in (5.29) we obtain
λ∗ := µ∗1 ∈ C1AT ([t0, T ], Rm) (5.33)
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as a solution of the final value problem
{
DT (AT λ)′ − BT λ = Wx + Su
DT (T )AT (T )λ(T ) = −V x∗(T ) (5.34)
and, having this, we obtain according to the second equation in (5.29) that
ST x∗ − CT λ∗ + Ku∗ = 0. (5.35)
Finally, we have proved the following Theorem:
Theorem 5.8. (Necessary optimality condition)
For the optimization problem (2.13), assume that
1. G1 has constant rank on the interval [t0, T ];
2. (G1, C) has full rank on the interval [t0, T ].
Assume that (x∗, u∗) is an optimal pair, i.e., u∗ ∈ C([t0, T ], Rk) is an optimal
control and x∗ ∈ C1D([t0, T ], Rm) is a corresponding optimal trajectory. Then there
exists a function
λ∗ ∈ C1AT ([t0, T ], Rm)
such that (x∗, λ∗, u∗) is a solution of the boundary value problem⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
A(Dx)′ = −Bx + Cu
DT (AT λ)′ = Wx + BT λ + Su






DT (T )AT (T )λ(T ) = −V x(T ).
(5.36)
6. Conclusion. Theorem 5.8 offers the guaranty that, under corresponding as-
sumptions, an existing optimal control can be computed by computing the corre-
sponding solution of the boundary value problem (5.36). Note that there might be a
problem if (5.36) has more than one solution.
Vice versa, it is important to notice once again that the sufficient condition is only
valid in case D(t0)P = D(t0) in general. This means that if D(t0)P = D(t0), a solu-
tion of (5.36) does not need to offer an optimal control.
Notice once again that according to Theorem 4.1 the assumption that (G1, C) has
full rank is fulfilled especially in the case if the DAE in (5.36) is regular with index 1.
Theorem 4.1 also shows that, vice versa, we need additional assumptions on the cost
function (more precisely, on the matrices W and S) in order to assure index 1 for the
DAE in (5.36).
Finally, the situation is fine for an optimization problem that fulfils the assump-
tions of Theorem 4.1 and uses the projector P = P0(t0) in the initial value condition.
In this case we have an optimality condition that is both necessary and sufficient and
the DAE in (5.36) that has to be solved is regular with index 1. This is a suitable
situation for a numerical method to compute an optimal control. Note once again
that, for this situation, no explicit assumption concerning the index and the regularity
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[Mä1] R. März: The index of linear differential algebraic equations with properly stated
leading terms. Results in Mathmatics 42(2002), 308-338
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