The default mode network (DMN) has been traditionally assumed to hinder behavioral performance in externally focused, goal-directed paradigms and to provide no active contribution to human cognition.
Introduction

Paradigm Specifications 68
In the N-Back working memory paradigm, three fixation blocks were pseudo-randomly interleaved 69 with five cycles of four N-Back blocks ranging in difficulty between 0 and 3-Back. Single letters in 70 white font were presented serially on a black background for 500 ms, each followed by 2500 ms 71 fixation on a cross. While in the 0-Back trials participants were requested to press a button with their 72 left index finger on the appearance of the letter Z in a string of random letters, more difficult levels 73 of N-Back required the same button press in response to a match between the current and 1 74 4 previous letter (1-Back), 2 previous letters (2-Back) or 3 previous letters (3-Back). The participants 75 also responded to non-targets by pressing a button under their right-hand middle finger. Each trial, 76 including the fixation and task blocks, lasted 36 seconds and 10 seconds long instructions were 77 presented before each block. 78
Spatial and Temporal Preprocessing 79
The preprocessing and image analysis were performed using Statistical Parametric Mapping (SPM) 80 Version 8.0 (http://www.fil.ion.ucl.ac.uk/spm/) and MATLAB Version 12a platforms 81 (http://www.mathworks.co.uk/products/matlab/). The first six volumes were removed to eliminate 82 saturation effects and achieve steady state magnetization. The remaining data were slice-time 83 adjusted, motion corrected, normalized to the Montreal Neurological Institute (MNI) space by 84 utilizing the segmented high-resolution grey matter structural image and a grey matter template. 85
The final preprocessing step involved smoothing the images with an 8 mm FWHM Gaussian kernel. 86
The resulting data was used for statistical modelling. 87
A strict temporal preprocessing pipeline of nuisance regression included motion and CompCor 88 components attributable to the signal from white matter and cerebrospinal fluid (Behzadi et al., 89 2007) as well as a linear detrending term, eliminating the need for global signal normalization 90 (Murphy et al., 2009; Chai et al., 2012) . The subject-specific six realignment parameters, the main 91 effect of task-condition and their first order derivatives were also included in the analysis as 92 potential confounds (Fair et al., 2007) . Moreover, a temporal filter of 0.009 and 0.08 Hz was applied 93 to focus on low-frequency fluctuations (Fox et al., 2005) . 94
Functional Connectivity and Graph Theoretical Analyses 95
The main objectives of our study were to examine the whole-brain connectivity changes in response 96 to increasing task difficulty and to assess the alterations in the interaction of DMN regions with 97
other LSNs. Thus, we initially employed a whole-brain approach, in which average correlation 98 matrices based on 264 ROIs (Power et al., 2011) , corresponding to 10 well-established LSNs, formed 99 5 the basis of our functional connectivity and subsequent modularity analyses. The results, visualized 100 via circular and novel alluvial representations (Rosvall et al., 2009 ), aimed to explicate the modular 101 organization of the brain across task difficulty, but also intended to clarify the change in 102 communities formed by the LSNs and possible behavioral correlations. While the flexibility of the 103 264 nodes was assessed using the global variable connectivity measure, the DMN regions' nodal 104 participation coefficient and strength were further scrutinized for a full characterization of DMN's 105 contribution to the global connectivity dynamics. 106
Regions of Interest Definition. We adopted a set of 264 brain regions based on both resting 107 14 LSNs documented in the original publication (Power et al., 2011) . Namely, 10 well-established 113 networks covering dorsal and ventral attention, salience, cingulo-opercular, fronto-parietal, default 114 mode, visual, auditory, somatomotor (hand and mouth), subcortical; as well as three networks that 115 fall into memory retrieval, cerebellum, and a network of uncertain function were used as the 14 116 network partitions. As in the original publication, the uncertain nodes were not related to any of the 117 known LSNs (Power et al., 2011) . 118
Correlation Matrices. We used the Conn functional connectivity toolbox (Whitfield-Gabrieli and 119
Nieto-Castanon, 2012) in order to construct task-specific (fixation, 0, 1, 2, 3-Back) functional 120 connectivity matrices. For this purpose, the BOLD time series were first divided into block-specific 121 scans as indicated by the onsets and durations of each task block. The delay in hemodynamic 122 response was accounted for by convolving the block regressors for each task condition with a 123 rectified hemodynamic response function. For each task condition, the scans that were associated 124 6 with nonzero effects in the resulting time series were concatenated and weighted by the value of 125 the corresponding time series. This procedure not only adds the expected hemodynamic delay to 126 different task blocks, but also de-weights the initial and final scans within each task block when 127 computing functional correlation measures in order to avoid spurious jumps in BOLD signal at the 128 points of concatenation and to minimize the potential cross-talk between adjacent task blocks 129 
Results
195
Global brain modularity decreases with increasing cognitive load 196
The connectivity matrices of bivariate correlation coefficients (Pearson) clearly illustrated the 10 197 well-established LSNs with strong intra-network connectivity profiles (Fig. 1) nodes that switch memberships from one community to another depending on cognitive demands. 245
Using the average, group-level modularity analysis for community detection discussed above, in the 246 fixation condition, Community 1 mainly comprised the salience, fronto-parietal and dorsal attention 247 networks, Community 2 the visual network, Community 3 the subcortical, somatomotor, auditory 248 and cingulo-opercular networks, and Community 4 the ventral attention and default mode networks, 249 respectively (Fig. 3) . All 58 default mode regions were part of Community 4 except for a middle 250 temporal gyrus node, which was more functionally similar to Community 1. In addition to the DMN 251 regions, Community 4 also included all the "memory retrieval" nodes, 46% (13:28) of the uncertain 252 nodes, and 1 salience node, namely the dorsal anterior cingulate cortex. Around 62% (8:13) of the 253 subcortical nodes, which included the bilateral thalamic, but no striatal regions, also showed 254 functional similarity with Community 4. This qualitative investigation was also supported by the GVC score, which assesses the flexibility of 268 network nodes across task conditions and was previously used in a study with 64 task states 269 designating the fronto-parietal and default mode as highly volatile networks (Cole et al., 2013) . 270
Across the five experimental conditions, the DMN regions showed high flexibility (above the median 271 score of 0.257) in addition to the fronto-parietal, dorsal attention and visual network nodes (Fig. 4) , 272 which are commonly implicated in working memory tasks with visual stimuli (Owen et al., 2005) . 273
Diversity of default mode connections decrease with increasing positive strength 274
Having established that the modularity of the brain decreases with greater task load and that the 275 DMN regions exhibit flexibility/volatility in community memberships, the subsequent aim of our 276 study was to characterize the changes in DMN functional connectivity with greater task difficulty and 277 to assess its contribution to global functional integration with further graph theoretical measures. 278
For that purpose, we first calculated the nodal participation coefficient and strength measures, 279 which indicate the diversity of inter-modular links and the number of positive/negative connections 280 of each node, respectively. From 0 to 3-Back conditions, the DMN ROIs showed a significant 281 decrease in their participation coefficient for both positive (P = 0.0006) and negative (P = 3.53E-10) 282 weights (Fig. 5A) . However, the nodal strength increased for positive (P = 0.045) and decreased for 283 negative (P = 1.95E-10) weights displaying a differential change in the sum of bidirectional functional 284 connectivity to the rest of the brain (Fig. 5B) . Taken together with our results, these findings also provide support for a relationship between 333 changes in modularity and performance. Hence, the ability to transiently switch between a 334 crystallized modular architecture to that of a highly integrated global workspace (Baars, 2002) with 335 long-range connections, may be related to human cognitive performance and conscious processing 336 such as in a working memory task (Kitzbichler et al., 2011). The DMN with its observed flexible nodes 337 across increasing cognitive loads may be facilitating such dynamic changes in global brain 338 topography. As a caveat we need to mention that our study utilized a block-design with low 339 temporal resolution. To provide more conclusive evidence for the mechanism by which DMN nodes 340 interact with other LSNs, future research will need to employ paradigms that occupy finer time 341 scales. We also considered the possibility that the age range of the volunteers in this study may have 342 weakened the overall impact of our findings. To this end, we included age as a confounding variable 343 16 in our analyses where appropriate, and found that age had no effect on the associations we 344 established between changes in modularity and reaction time to correct responses. 345
From a cognitive perspective, as was initially described by Baddeley and Hitch, working memory 346 constitutes a multi-component system that retains and manipulates information for use in executive 347 functions ranging from decision-making to planning (Repovs and Baddeley, 2006) . Thus, it represents 348 an integral part of our everyday lives allowing us to solve worldly problems. Over the years, this 349 hypothesis has been tested with various paradigms to assess the brain's response to "online" regardless of autobiographical memory content, access to memory stores as opposed to the 362 processing of current perceptual input, was sufficient enough to drive DMN involvement 363 (Smallwood, 2013) . In light of these findings, the observed increase in volatility of the DMN regions 364 and their interactions with other LSNs (e.g. salience and fronto-parietal) during 1-Back as opposed to 365 the 0-Back condition in our study (Fig. 3) A comparable concept was introduced by Baddeley (Baddeley, 2000) , who argued for the existence 385 of an episodic buffer, which integrates information from the visuo-spatial sketchpad, the 386 phonological loop and long-term memory stores for use by the central executive. Although there is 387 no consensus on the neural correlates of the episodic buffer, the DMN's high structural and 388 functional connectivity, its involvement in a wide variety of cognitive paradigms, and the potential 389 contribution to the global integration of information, make it a likely candidate for this role. 390
Nevertheless, further research that directly investigates these hypotheses will be required in order 391 18 to establish whether the DMN constitutes the neural underpinning of the theoretical global 392 integrator and/or episodic buffer. 393
In conclusion, the results of our study demonstrate increasing interactions between various LSNs, 394 including DMN, with increasing cognitive effort during a working memory task. In contrast to the 395 historically held view on the irrelevance of DMN to goal-directed, attention-demanding paradigms, 396
we propose that the DMN actively contributes to task performance, possibly through global 397 integration of information, which might also explain its recently reported involvement in a diverse 398 range of tasks. However, the precise cognitive mechanism that facilitates these processes remains a 399 central question for future research. 400 
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