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Abstract—We consider the problem of spectrum sharing in
device-to-device communication systems. Inspired by the recent
optimality condition for treating interference as noise, we define
a new concept of information-theoretic independent sets (ITIS),
which indicates the sets of links for which simultaneous com-
munication and treating the interference from each other as
noise is information-theoretically optimal (to within a constant
gap). Based on this concept, we develop a new spectrum sharing
mechanism, called information-theoretic link scheduling (ITLinQ),
which at each time schedules those links that form an ITIS. We
first provide a performance guarantee for ITLinQ by charac-
terizing the fraction of the capacity region that it can achieve
in a network with sources and destinations located randomly
within a fixed area. Furthermore, we demonstrate how ITLinQ
can be implemented in a distributed manner, using an initial 2-
phase signaling mechanism which provides the required channel
state information at all the links. Through numerical analysis,
we show that distributed ITLinQ can outperform similar state-
of-the-art spectrum sharing mechanisms, such as FlashLinQ, by
more than a 100% of sum-rate gain, while keeping the complexity
at the same level. Finally, we discuss a variation of the distributed
ITLinQ scheme which can also guarantee fairness among the
links in the network and numerically evaluate its performance.
Index Terms—Device-to-device communication, interference
management, distributed spectrum sharing
I. INTRODUCTION
Device-to-device (D2D) communication among mobile
users is drawing considerable attention for the development
of next-generation wireless communication systems. The D2D
communication functionality can enable various applications
and services (see, e.g. [3,4]), such as proximity-based appli-
cations involving discovering and communicating with nearby
devices (e.g., Internet of Things). Such functionality can also
enable higher data rates and system capacity by leveraging the
underlying peer-to-peer wireless network that can be created
via local communication among the users (see, e.g. [5]–
[9]). Moreover, incorporating caching capability into D2D
communication networks have been shown to also significantly
enhance the system throughput for applications that follow a
popularity pattern, such as the on-demand video traffic for
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which a few dominant videos account for a large part of the
traffic [10].
However, considering the increasing density of mobile users
in wireless networks, the problem of spectrum sharing and in-
terference management inside D2D communication networks
becomes of vital importance for the aforementioned applica-
tions and improvements. The main challenge for interference
management in such networks is that neither fully coordinated
synchronous cellular-type approaches that rely on advanced
physical layer designs, nor fully distributed and asynchronous
WiFi-type mechanisms (such as CSMA/CA) are adequate.
The downside of the first type of interference management
mechanisms is that they need levels of centralization, coordi-
nation, and information at the mobile nodes that are difficult
to accomplish in practice. On the other hand, the problem
with the second type of approaches is that their performance
degrades significantly as the number of links grows.
These issues have motivated a more recent approach that is
based on a minimal level of coordination among the links
which also maintains its promising performance for large
numbers of links. This scheme, called FlashLinQ [11], is
a distributed scheduling scheme which demonstrates consid-
erable improvement over pure CSMA/CA. In a system of
multiple source-destination pairs (links), this scheduling algo-
rithm first orders the links according to a randomly selected
priority list. Then, starting from the higher-order links, each
link is scheduled if it does not cause and does not receive
“much” interference from the already scheduled links. The
level of acceptable interference is determined based on the
observed signal-to-interference ratio (SIR) at all the previously
scheduled links and also the current link. FlashLinQ has also
been implemented and experimented in practice and shown
to demonstrate promising performance compared to previous
scheduling schemes.
FlashLinQ scheduling can also be viewed as a refinement
of the conventional independent set scheduling which is based
on using a conflict graph to model the interference among
the links (see, e.g. [12]–[16] and the protocol model in
[17]). In the independent set scheduling approach, two links
(source-destination pairs) are considered to be mutually non-
interfering, hence able to transmit data at the same time, if
the interference that they cause on each others’ destinations is
below a certain threshold. The drawback of this scheme is that
this threshold is set at a fixed value (often at noise level) which
does not capture the effect of the number of links, their density
inside the cell area, etc. More importantly, the scheme does
not consider the signal-to-noise ratio (SNR) level that each
link itself can achieve and only takes the interference levels
into account. FlashLinQ, however, overcomes this problem by
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2comparing the direct signal power level that each link gets with
its incoming interference power level. Also, in the FlashLinQ
scheduling algorithm, if a link does not cause/receive much
interference to/from higher-priority links, but does not get a
high direct signal power itself, it gets silent and “yields” such
that lower-priority links have the opportunity to contribute
more to the overall sum-throughput of the network.
Hence, both FlashLinQ and independent set scheduling
approaches aim at finding subsets of links in which the
interference among them is at a “sufficiently” low level, so
that their simultaneous transmissions are not detrimental to
each other. This gives rise to a natural question: what would
be a theoretically-justified way of creating such subsets, and
determining whether the interference among them is at a
“sufficiently” low level?
In this paper, we propose an answer to this question. We
define a new concept of information-theoretic independent sets
(ITIS), which indicates the sets of links for which simultane-
ous communication and treating the interference from each
other as noise is information-theoretically optimal (to within
a constant gap). In other words, a subset of links forms an
ITIS if by a simple scheme of using point-to-point Gaussian
codebooks with appropriate power levels at each transmitter
and treating interference as noise at every receiver we can
achieve the entire information-theoretic capacity region of that
subset of links (to within a constant gap). We use the recent
optimality condition for treating interference as noise in [18]
to provide a description of ITIS based on the channel gains
among the links in the network. In fact, as we will see later, a
subset of links is defined to create an ITIS if for any link in the
subset, the SNR level is no less than the sum of its strongest
incoming interference-to-noise ratio (INR) and its strongest
outgoing INR (all measured in dB scale). It is important to note
that this condition is quite different from that of FlashLinQ
and independent set scheduling which only rely on thresholds
on SIR and INR values to identify the subsets of links with
“sufficiently” low levels of interference.
Furthermore, we propose our new spectrum sharing mech-
anism, named information-theoretic link scheduling (in short,
ITLinQ), which schedules the links in an information-theoretic
independent set to transmit data at the same time. We char-
acterize the guaranteed fraction of the capacity region that
ITLinQ is able to achieve in a specific network setting. In
particular, we consider a set of n source-destination pairs,
where the source nodes are spread randomly and uniformly
over a circular cell of fixed radius and each destination node
is located within a distance rn ∝ n−β of its corresponding
source node. For the channel gains, we only consider the
path-loss model. In such a setting, we show that the criteria
for defining information-theoretic independent sets transforms
the network into a random geometric graph which enables
us to characterize the fraction of capacity region that can be
achieved by the ITLinQ scheme. In fact, depending on the
value of β, we identify three regimes in each of which ITLinQ
can achieve a fraction λ of the capacity region within a gap
of k almost-surely:
• For 0 < β < 1, λ = Θ
(
nβ−1
)
and k = O
(
log 3n
n1−β
)
.1
• For β = 1, λ = ln(lnn)lnn and
k = O
(
log(lnn) +
ln (lnn)
lnn
)
.
• For β > 1, λ = Θ(1) and k = O(log 3n).
This shows a considerable improvement over the fraction
of the capacity region that the conventional independent set
scheduling can achieve, which is 1n (derived via numerical
analysis). We will also show that the network model in which
each destination gets associated with the closest source to
itself is a subclass of the above model for any β < 12 , and
therefore we can asymptotically achieve a fraction Θ(
√
n) of
the capacity region in this case almost-surely.
Afterwards, we will focus on the challenge of distributed
implementation of the ITLinQ scheme. We will develop a
distributed spectrum sharing scheme based on ITLinQ, whose
complexity is comparable to the FlashLinQ algorithm. The
conditions that need to be satisfied for the sources and desti-
nations in this scheme are based on the sufficient conditions for
the optimality of treating interference as noise (as mentioned
in [18]), hence providing a strong theoretical backbone for
the algorithm. We will numerically evaluate the performance
of our distributed scheme and compare it with FlashLinQ in
an outdoor setting with 8 - 4096 links of random lengths
spread uniformly at random in a square cell. We observe
that the sum-rate achieved by the distributed ITLinQ scheme
improves over that of FlashLinQ by more than 100%, while
keeping the complexity basically at the same level. Finally, we
introduce a slight variation to the distributed ITLinQ scheme
so as to consider fairness among the links in the network
and show that our fair ITLinQ scheme achieves almost the
same tail distribution for the link rates as in FlashLinQ, while
demonstrating over 50% sum-rate gain.
The rest of the paper is organized as follows. In Section
II, we formally describe the notion of information-theoretic
independent sets and the ITLinQ scheme and present a capac-
ity analysis of this scheme. In Section III, we will propose a
distributed version of the ITLinQ scheme. In Section IV, we
numerically evaulate the performance of distributed ITLinQ
and fair ITLinQ and compare them with FlashLinQ. We will
conclude the paper in Section V.
II. DESCRIPTION AND ANALYSIS OF THE
INFORMATION-THEORETIC LINK SCHEDULING SCHEME
In this section, we introduce our scheduling scheme, which
we call “information-theoretic link scheduling” (in short,
“ITLinQ”). We start by defining the notion of “information-
theoretic independent set” (in short, “ITIS”) and then move
forward to describe the ITLinQ scheme. Afterwards, we will
consider a specific network setting and in that setting, we will
1For two functions f(n) and g(n) defined on the set of positive integers
Z+, f(n) = O(g(n)) if and only if there exists a positive real number a
and a positive integer n0 such that for all n > n0, |f(n)| ≤ a|g(n)|. Also,
f(n) = Θ(g(n)) if and only if there exist two positive real numbers a1 and
a2 and a positive integer n0 such that for all n > n0, a1|g(n)| ≤ |f(n)| ≤
a2|g(n)|.
3characterize the fraction of capacity region that ITLinQ is able
to achieve to within a gap.
A. Description of ITIS and ITLinQ
We consider a wireless network composed of n sources
{Si}ni=1 and n destinations {Di}ni=1 in which each source aims
to communicate a message to its corresponding destination. All
the links (i.e., source-destination pairs) are considered to share
the same spectrum, which gives rise to interference among all
the transmissions. We assume that all the nodes (i.e., all the
sources and the destinations) know how many links exist in the
network and they also agree on a specific ordering of the links,
where by ordering we mean a labeling of the links from 1 to
n. Furthermore, we assume that the nodes are synchronous;
i.e., there exists a common clock among them.
The physical-layer model of the network is considered to
be the AWGN model in which each source Si intends to send
a message Wi to its corresponding destination Di, and does
so by encoding its message to a codeword X li of length l and
transmitting it within l time slots. There is a power constraint
of E
[
1
l ‖X li‖2
] ≤ P on the transmit vectors. The received
signal vector of destination j over the l time slots will be
equal to
Y lj =
n∑
i=1
hjiX
l
i + Z
l
j ,
where hji denotes the channel gain between source i and
destination j, and Zlj denotes the additive white Gaussian
noise vector at destination j with distribution CN (0, NIl), Il
being the l× l identity matrix. An example of such a network
configuration is illustrated in Figure 1.
S1 
Si 
Sn 
Sj 
Di 
Dj 
Dn 
D1 
hii 
hjj 
hji 
hij 
Fig. 1. A wireless network composed of n source-destination pairs, where the
green and red lines represent the direct and cross channel gains, respectively.
We assume that at each destination, all the incoming inter-
ference is treated as noise. Therefore, each source-destination
pair Si−Di can achieve the rate of Ri = log(1+SINRi), where
SINRi , P |hii|
2∑
j 6=i P |hij |2+N denotes the signal-to-interference-
plus-noise ratio at destination i.
In general, treating interference as noise is known to be
suboptimal for the general interference channel and numer-
ous more sophisticated physical-layer coding schemes (such
as message splitting and successive interference cancella-
tion [19,20], interference alignment [21,22], and structured
coding [23]–[25]) have been proposed in order to improve
it. However, the recent result in [18] proves that under a
general condition in a network consisting of multiple source-
destination pairs, treating interference as noise is information-
theoretically optimal (to within a constant gap). The result is
reflected in Theorem 1.
Theorem 1 ([18]). In a wireless network of n source-
destination pairs, if the following condition is satisfied, then
treating interference as noise (in short, TIN) can achieve the
whole capacity region to within a constant gap of log 3n:
SNRi ≥ max
j 6=i
INRij max
k 6=i
INRki, ∀i = 1, ..., n, (1)
where SNRi , P |hii|
2
N and INRij ,
P |hij |2
N denote the signal-
to-noise ratio of link i and the interference-to-noise ratio of
source j at destination i, respectively.
Remark. This result can intuitively be explained under the
deterministic channel model of [26] as follows. Consider the
deterministic model for link i as shown in Figure 2. In this
Ti : Signal levels of Si 
causing interference at 
other links 
Ri : Signal levels of Di 
receiving interference 
from other links 
SNRi (dB) Si Di 
Fig. 2. A deterministic view of the optimality condition for treating
interference as noise.
figure, each little circle represents a signal level. The transmit
and received signal levels are sorted from MSB to LSB from
top to bottom at the source and the destination respectively.
The channel gain between source i and destination j in the
deterministic model, denoted by nji indicates how many of the
first MSB transmitted signal levels of source i are received at
destination node j. Now, let us consider all transmit signal
levels of source i that are interfering to destinations j 6= i
in the network. The total number of them is maxj 6=i nji, and
they are depicted by the the set Ti in Figure 2. Similarly, we
can consider all received signal levels of destination i that are
receiving interference from sources j 6= i in the network. The
total number of them is maxj 6=i nij , and they are depicted by
the the set Ri in Figure 2. Now, by taking logarithm of both
sides of inequality (1) in Theorem 1, the condition in (1) can
be described as |Ti| + |Ri| ≤ log SNRi = nii, which means
that there is no connection (or coupling) between the signal
levels of source i that are causing interference and the received
signal levels of destination i that are getting interference from
all other nodes in the network.
Remark. The gap of log 3n mentioned in Theorem 1 is in
fact the worst-case gap between the achievable rate region by
TIN and the outer bound. We have numerically evaluated the
4actual gap for the case of randomly-generated networks with
8 links which satisfy condition (1) and the result is illustrated
in Figure 3 in the form of the cumulative distribution function
(CDF). As the figure suggests, the actual gap to the capacity
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Fig. 3. Cumulative distribution function (CDF) of the actual gap of the
achievable rate region by TIN with respect to the capacity region for networks
with 8 links satisfying condition (1) and its comparison with the worst-case
gap of log 3n = log 24 ≈ 4.58.
region achievable by TIN is much smaller than the worst-case
gap of log 3n with a high probability.
Therefore, if we consider any subset of the source-
destination pairs in a wireless network and show that condition
(1) is satisfied in that subset, then we know that TIN is
information-theoretically optimal in that subset of the links
(to within a constant gap). This implies that the interference
is at such a low level in this subnetwork that makes it suitable
to call such a subset an “information-theoretic independent
subset”. More formally, we have the following definition.
Definition 1 (ITIS). In a wireless network of n links, a subset
of the links S ⊆ {1, ..., n} is called an information-theoretic
independent set (in short, ITIS) if for any link i ∈ S,
SNRi ≥ max
j∈S\{i}
INRij max
k∈S\{i}
INRki. (2)
As it is clear, the difference between such a concept and
the regular notion of an independent set lies in the fact that
in the latter case, the interference between any pair of links
should be below a certain threshold (e.g., noise level), whereas
in the former case, the interference between all of the links is
at such a low level (determined by condition (1)) that makes
it (to within a constant gap) information-theoretically optimal
to treat all the interference as noise. Based on the concept of
ITIS, we define our scheduling scheme as follows.
Definition 2 (ITLinQ). The information-theoretic link
scheduling (in short, ITLinQ) scheme is a spectrum sharing
mechanism which at each time, schedules the sources in
an information-theoretic independent set (ITIS) to transmit
simultaneously. Moreover, all the destinations will treat their
incoming interference as noise.
Remark. In order to gain more intuition about the information
theoretic independent sets, one can consider a simple sufficient
condition for the scheduling condition in (2). It is easy to
verify that a subset of links S form an ITIS if for any link
i ∈ S,
INRij ≤
√
SNRi , INRji ≤
√
SNRi , ∀j ∈ S \ {i},
which is the same as the condition for the optimality of TIN
for a network with only two links which is mentioned in [20].
In fact, this condition compares the ratio between the INR and
SNR values in dB scale with a fixed threshold of 12 . This is the
main distinction of this condition compared to the conditions
used in FlashLinQ, in which the difference between the INR
and SNR values in dB scale is compared with a fixed threshold.
We will use this sufficient condition later in the paper for both
the capacity analysis and the distributed implementation of the
ITLinQ scheme.
In Section III, we will show how to implement the ITLinQ
scheme in a distributed way. However, for now, we will
focus on characterizing the fraction of the capacity region that
ITLinQ is able to achieve in a specific network setting.
B. Capacity Analysis of the ITLinQ Scheme
In this section, we analyze the fraction of the capacity
region that the ITLinQ scheme can achieve to within a gap
in a network with a large number of links. We consider
a network in which the sources are placed uniformly and
independently inside a circle of radius R. After placing the
source nodes, each destination node Di (associated with the
source node Si) is assumed to be located within a distance
rn = r0n
−β of Si, where r0 is a fixed distance and β
is a positive exponent. Note that we do not assume any
particular distribution for the placement of the destination
nodes as long as each of them lies within a circle of radius
r0n
−β around its corresponding source node. This represents a
dense network in which the intended destinations are typically
located closer to their sources, which is a characteristic of
D2D networks. Moreover, in this section, we assume that
each channel gain is a deterministic function of the distance
between its corresponding source and destination. In fact, we
consider the path-loss model for the channel gains in which
the squared magnitude of the channel gain at distance r is
equal to g0r−α, where g0 ∈ R is a fixed real number and α
denotes the path-loss exponent. In Section II-B2, we will study
the case in which Rayleigh fading is included in the channel
model as well.
For such a network and channel model, we have the
following theorem (which will be proved later in this section)
that presents a guarantee on the fraction of the capacity region
that can be achieved by the ITLinQ scheme.
Theorem 2. For sufficiently large number of links (n→∞) in
the above model, the ITLinQ scheme can almost-surely achieve
a fraction λ of the capacity region within a gap of k bits2,
2This implies that for any rate tuple (R1, ..., Rn) in the capacity region of
the network, ITLinQ is (almost-surely) able to achieve the rate tuple (λR1−
k, ..., λRn − k).
5where
λ = 2piR
2√
3γ2
nβ−1 , k ≤ 2piR2√
3γ2
log 3n
n1−β if 0 < β < 1
λ = ln(lnn)lnn , k ≤ log(lnn) + (log 3) ln(lnn)lnn if β = 1
λ = 1⌊ 1
β−1 +
1
2
⌋
+1
, k ≤ log 3n⌊ 1
β−1 +
1
2
⌋
+1
if β > 1,
in which γ = 2α
√
P
N g0r
α
0 is a constant independent of n.
Remark. The achievable fraction of the capacity region ex-
pressed in Theorem 2 is only a lower bound on the fraction
of the capacity region that ITLinQ is able to achieve, and
therefore, ITLinQ can guarantee the achievability of this
fraction of the capacity region (to within a gap of k bits).
Figure 4 illustrates the impact of the maximum source-
destination distance decreasing rate on the fraction of the
capacity region that can be achieved by ITLinQ.3 If the
maximum source-destination distance is proportional to n−β
such that 0 < β < 1, then the ITLinQ scheme is capable
of asymptotically achieving a fraction proportional to 1
n1−β
of the capacity region, within a vanishing gap. However, if
the maximum source-destination distance scales as n−1, then
the achievable fraction of the capacity region decreases as
ln(lnn)
lnn which declines much slower than the previous case.
In this case, the gap increases very slowly with respect to n.
Finally, in the case that the maximum distance between each
source and its corresponding destination scales faster than n−1,
we can achieve at least a constant fraction of the capacity
region for asymptotically large number of links which is a
considerable improvement, whereas the gap is increasing with
the number of links. This matches the natural intuition that
the closer the destinations are located to their corresponding
sources, the more the signal-to-interference-plus-noise ratio
and the higher the fraction of the capacity that can be achieved
by the ITLinQ scheme. Also, as a baseline, we have included
the fraction of the capacity region that TDMA and independent
set scheduling can achieve, which is 1n for both schemes.
4
Remark. As an immediate application of Theorem 2, one
can consider the model in which all the n source and the
n destination nodes are located uniformly and independently
within a circular area of radius R, and each destination gets
associated with its closest source. For such a model, it is
straightforward to show that ITLinQ can almost-surely achieve
a fraction λ = 2
√
3piR2
3γ2 n
β−1 of the capacity region to within
a gap of k ≤ 2
√
3piR2
3γ2
log 3n
n1−β for any β <
1
2 , when n→∞.
1) Proof of Theorem 2: In order to characterize the fraction
of the capacity region that ITLinQ is able to achieve and
prove Theorem 2, we seek to find the minimum number of
information-theoretic independent sets which cover all the
links and we will then do time-sharing among these subsets.
3Since the focus of the comparison is on the order of the fractions
achievable by ITLinQ in different regimes of β, the parameters are chosen
such that the constant 2piR
2√
3γ2
in Theorem 2 is equal to 1. Hence, any choice
of the parameters for which 2piR
2√
3γ2
= 1 is a valid choice.
4The achievable fraction of the capacity region by independent set schedul-
ing was derived through numerical analysis.
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Fig. 4. Comparison of the guaranteed achievable fraction of capacity region
by the ITLinQ scheme in different regimes with TDMA and independent set
scheduling.
More precisely, if we denote the set of all the information-
theoretic independent subsets of a network composed of n
source-destination pairs by Sn, then we are interested in the
minimum-cardinality subset of Sn whose members cover all
the links; i.e., their union is equal to the set of all the links
{1, ..., n}. Denote such a subset by S∗n and let κn = |S∗n|.
We will show that time-sharing among these κn information-
theoretic independent sets can achieve the fractions of the
capacity region mentioned in Theorem 2. As the first step
of the proof, we characterize the achievable fraction of the
capacity region by the ITLinQ scheme and its gap with respect
to the random variable κn in the following lemma.
Lemma 1. The ITLinQ scheme can achieve a fraction 1κn
of the capacity region of a network composed of n source-
destination pairs to within a gap of log 3nκn .
Proof: Consider any rate tuple (R1, ..., Rn) inside the
capacity region of the network and consider any ITIS U ∈ S∗n.
From the result in [18], since TIN is information-theoretically
optimal in U (to within a constant gap), the rate tuple
(R¯1,U , ..., R¯n,U ) is achievable in the 1κn fraction of time which
is allocated to U , where
R¯i,U =
{
Ri − log 3|U| i ∈ U
0 i /∈ U .
Therefore, the rate achieved by any link i ∈ {1, ..., n} in the
network through the ITLinQ scheme, denoted by Ri,ITLinQ,
can be lower bounded as
Ri,ITLinQ =
1
κn
∑
U∈S∗n
R¯i,U
=
1
κn
∑
U∈S∗n:i∈U
(Ri − log 3|U|)
≥ 1
κn
(Ri − log 3n) (3)
=
1
κn
Ri − log 3n
κn
,
where (3) follows from the fact that the subsets in S∗n cover
6all the links {1, ..., n} and that for every U ∈ S∗n, we have
|U| ≤ n. This completes the proof.
Therefore, to find an achievable fraction of the capacity
region by ITLinQ, we need to find an upper bound on κn, that
is the minimum number of information-theoretic independent
subsets which cover all of the links. One way to find such
an upper bound is to restrict the TIN-optimality condition in
(1). In other words, we need to find another condition that
implies condition (1), but is more restricted and more tractable
than (1). Imposing such a restricted sufficient condition will
reduce the number of information-theoretic independent sub-
sets, hence leading to an upper bound on κn. To this end, we
present Lemma 2. In the following, we denote the distance
between source i and destination j by dSiDj and the distance
between sources i and j by dSiSj , ∀i, j.
Lemma 2. If in a network of n source-destination pairs
within the framework of the model in Section II-B, the distance
between Si and Sj satisfies dSiSj > γn
−β/2 + r0n−β , then
max((INRji)2, (INRij)2) < min(SNRi,SNRj).
Proof: Based on the model considered in Section II-B, we
know that dSiDi ≤ r0n−β and dSjDj ≤ r0n−β . Moreover, from
the triangle inequality, we will have dSiDj ≥ dSiSj − dSjDj >
γn−β/2. Similarly, we have dSjDi > γn
−β/2. Therefore, we
can get
SNRi =
P
N
g0dSiDi
−α ≥ P
N
g0
(
r0n
−β)−α = P
N
g0r0
−αnαβ ,
(4)
and
INRji =
P
N
g0dSiDj
−α
<
P
N
g0
(
γn−β/2
)−α
=
P
N
g0γ
−αnαβ/2. (5)
Combining (4) and (5), we will have
(INRji)2 <
(
P
N
g0
)2
γ−2αnαβ =
P
N
g0r0
−αnαβ ≤ SNRi,
(6)
and likewise, we can show that
(INRij)2 < SNRi. (7)
Combining (6) with (7) yields max((INRji)2, (INRij)2) <
SNRi. By symmetry, we will also have
max((INRji)2, (INRij)2) < SNRj . This completes the
proof.
Consequently, Lemma 2 implies that there exists a threshold
distance of dth,n = γn−β/2 + r0n−β such that if the dis-
tance between two sources is greater than this threshold, the
corresponding pair of links are considered to be information-
theoretically independent; i.e., the interference they cause on
each other is at a sufficiently low level that it is information-
theoretically optimal to treat it as noise (to within a constant
gap).
Therefore, given an network of n source-destination pairs
with nodes spread as mentioned in the model in the beginning
of Section II-B, we can build a corresponding undirected graph
Gn = (Vn, En) where Vn = {1, ..., n} is the set of vertices
and (i, j) ∈ En if and only if dSiSj ≤ dth,n; i.e., two nodes
are connected together if and only if the distance between
their sources is no larger than the threshold distance dth,n. We
call the resultant graph Gn the information-theoretic conflict
graph of the original network. Clearly, this graph is a random
geometric graph [27].
To return to our original problem, note that we needed to
find an upper bound on κn. The following lemma provides
such an upper bound.
Lemma 3. κn ≤ χ(Gn), where χ(.) denotes the chromatic
number.
Proof: The chromatic number of Gn is the smallest
number of colors that can be assigned to all of the nodes
of Gn such that no two adjacent nodes have the same color.
Therefore, considering the subsets of the links which receive
the same color, χ(Gn) is the minimum number of subsets
of the links which cover all the links and each of which
consist of links whose sources have distance larger than dth,n.
From Lemma 2, it is easy to show that if for three distinct
links i, j, k, all the pairwise source distances are larger than
dth,n, then we will have that all the squared INR’s within
the subnetwork consisting of links {i, j, k} are less than all
the SNR’s. Extending this argument, we can see that all the
independent subsets of Gn automatically satisfy the TIN-
optimality condition of (1) and hence are also information-
theoretic independent subsets. Therefore, κn, which denotes
the minimum number of information-theoretic independent
subsets that cover all the links, can be no more than χ(Gn),
the chromatic number of Gn.
Thus the final step is to characterize the asymptotic dis-
tribution of χ(Gn). In this step, we will use parts (i), (ii)
and (iv) of Theorem 1.1 in [27] which we bring here for
the sake of completeness. Consider a positive integer d and
a norm ‖.‖ on Rd. Suppose we have n points x1, ..., xn in Rd
and a threshold distance r, where limn→∞ r = 0. Then, the
random geometric graph Gn is defined as a graph with vertex
set {1, ..., n} in which vertices i and j are adjacent if and only
if the ‖xi−xj‖ ≤ r. Defining f(n) g(n) and f(n) ∼ g(n)
to be equivalent to limn→∞
f(n)
g(n) = 0 and limn→∞
f(n)
g(n) = 1,
respectively, we have the following theorem.
Theorem 3 ([27]). For the random geometric graph Gn, the
following hold.
(i) If nrd ≤ n−α for some fixed α > 0, then
P
(
χ(Gn) ∈
{⌊∣∣∣∣ lnnln(nrd)
∣∣∣∣+ 12
⌋
,
⌊∣∣∣∣ lnnln(nrd)
∣∣∣∣+ 12
⌋
+ 1
}
for all but finitely many n
)
= 1.
(ii) If n−  nrd  lnn for all  > 0, then
χ(Gn) ∼ lnn/ ln
(
lnn
nrd
)
a.s.
(iii) If nrd  lnn (but still r → 0), then
χ(Gn) ∼ vol(B)
2dδ
σnrd a.s.,
7where B is the unit ball in Rd, σ is the “maximum
density” of the distribution of nodes in Rd and δ is the
“packing density”, defined in [27].
Using Theorem 3, the following lemma characterizes
the asymptotic behavior of the chromatic number of the
information-theoretic conflict graph Gn.
Lemma 4. For the information-theoretic conflict graph Gn,
χ(Gn) exhibits the following behavior as n→∞:
• If 0 < β < 1, then χ(Gn)
n1−β
a.s.−→
√
3
2piR2 γ
2.
• If β = 1, then χ(Gn)lnn/ln(lnn)
a.s.−→ 1.
• If β > 1, then
P
(
χ(Gn)−→
⌊
1
β−1 +
1
2
⌋
or χ(Gn)−→
⌊
1
β−1 +
1
2
⌋
+ 1
)
= 1.
Proof: Since the information-theoretic conflict graph Gn
is a random geometric graph with threshold distance dth,n =
γn−β/2 + r0n−β and the nodes are distributed in R2, we can
make use of Theorem 3. We will have the following cases:
• If 0 < β < 1, then nd2th,n = γ
2n1−β + r20n
1−2β  lnn,
and therefore we can use part (iii) of Theorem 3. Note
that the dominant term in γ2n1−β + r20n
1−2β is the first
term, since β > 0. Also, as mentioned in [27], for the
case of Euclidean norm in R2, we have δ = pi
2
√
3
and
vol(B) = pi. Also, since the distribution of the nodes
is uniform on a circle of radius R, we have σ = 1piR2 .
Therefore, we can get χ(Gn)
n1−β
a.s.−→
√
3
2piR2 γ
2.
• If β = 1, then nd2th,n = γ
2 + r20n
1−2β which con-
verges to a constant asymptotically, since 1 − 2β < 0.
This enables us to use part (ii) of Theorem 3, since
n−  γ2 + r20n1−2β  lnn for all  > 0. Therefore,
we have χ(Gn)lnn/ln(lnn)
a.s.−→ 1.
• If β > 1, then nd2th,n = γ
2n−(β−1) +r20n
−(2β−1), where
2β − 1 > β − 1 > 0. Thus, we can make use of part (i)
of Theorem 3 to get
P
(
χ(Gn)−→
⌊
1
β−1 +
1
2
⌋
or χ(Gn)−→
⌊
1
β−1 +
1
2
⌋
+ 1
)
= 1.
The proof of Theorem 2 then follows immediately from
Lemmas 1, 3 and 4 and also the fact that the continuous func-
tion f(x) = 1x preserves almost-sure convergence (continuous
mapping theorem [28]).
2) Impact of Rayleigh Fading on the Capacity Analysis:
One of the most important phenomena in wireless networks is
the concept of channel fading. Even though fading seems to be
a detrimental aspect of wireless networks, it can also be helpful
if it is viewed in a careful way. Probably the most well-known
example for this is receive diversity at multi-antenna receivers,
where we can make use of independently faded signals to
combine them in the best way, leading to an improvement in
the received SNR.
Hence, it would be interesting to figure out how fading
can affect the results we derived so far on the fraction of
the capacity region that ITLinQ can achieve. In this section,
we focus on this problem, considering the same model for
the spatial location of the nodes as in Section II-B with the
difference that here, we consider the squared magnitude of the
channel gain at distance r to be g0r−α where g0 represents
the Rayleigh fade of the channel modeled as an exponential
random variable with normalized mean of 1. We consider a
slow fading scenario (i.e., block fading), where the rate of
change of the channel characteristics is much smaller than the
rate of change of the transmitted signal. Hence, the channel
fade g0 remains fixed during the transmission within each
block of communication (which corresponds to a scheduling
phase of ITLinQ) and changes i.i.d from one block to the next.
The definition of information-theoretic independent set
(ITIS) still remains the same as before, i.e., within each block
of communication with revisited channel gain values (modeled
as g0r−α), a subset S ⊆ {1, ..., n} in which for any link
i ∈ S condition (2) is satisfied is an ITIS in that block.
Obviously, introducing Rayleigh fading into the channel model
adds another source of randomness in the analysis of the
fraction of the capacity region achieved by ITLinQ, which
is due to the dependence of ITIS’s on the random fade of the
channels.
However, we can still make use of Lemma 1 to characterize
the fraction of the capacity region that ITLinQ can achieve in
each block of communication when Rayleigh fading is also
included in the channel model. In this case, the faded inter-
ference may no longer be Gaussian, but we can circumvent
this issue due to the recent result in [29]. In [29], the authors
show that in a multi-user network, Gaussian noise is the worst-
case additive noise in the sense that any rate tuple that can
be achieved under the assumption of Gaussian noise can also
be achieved under non-Gaussian additive noise of the same
variance.
Therefore, by treating the aggregate (non-Gaussian) noise
plus faded interference at each destination as a Gaussian noise,
we achieve a lower bound on the achievable rate of ITLinQ.
As a result, Lemma 1 would still hold in a fading scenario,
meaning that in each block of communication ITLinQ can
achieve a fraction 1κn of the capacity region to within a gap
of log 3nκn , where now κn, the minimum number of ITIS’s
whose union contains all the links, depends both on the
spatial location of the links and the realization of the fading.
Characterizing the distribution of κn in the fading scenario
(even in the asymptote of n→∞) is quite challenging, hence
we will use numerical evaluation in the rest of this section
to analyze the average fraction of the capacity that ITLinQ
achieves in the fading scenario (i.e., E
[
1
κn
]
).
We consider the same network model of Section II-B for the
placement of the nodes (in which source nodes are distributed
uniformly within a circle of radius R and each destination node
is located within a distance r0n−β of its corresponding source
node) and we evaluate the average fraction of the capacity
region that ITLinQ is able to achieve (to within a gap) for
both cases of with and without Rayleigh fading. The result is
illustrated is Figure 5.
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Fig. 5. Average achievable fraction of the capacity region by ITLinQ scheme
with and without fading and comparison with time-sharing.
By considering Figure 5, we can now compare the average
fraction of the capacity region that ITLinQ achieves in the
fading and non-fading scenario (both with the same average
channel gains). We interestingly note that there is an improve-
ment in the case where Rayleigh fading is also included (in
particular, for β ≤ 1). The intuition behind this improvement
can be explained as follows. Consider the ITIS condition (2)
rewritten in the following form
giid
−α
SiDi ≥
P
N
max
j∈S\{i}
gijd
−α
SjDi maxk∈S\{i}
gkid
−α
SiDk , (8)
where ∀i, j, gij is the exponential fading random variable of
the channel between source j and destination i. For fixed
power and noise levels and spatial distribution of the nodes in
the network, condition (8) reveals the opportunity that fading
is providing in this case. In fact, there are specific locations
of nodes in the network for which condition (8) cannot be
satisfied in a deterministic path-loss setting. However, our nu-
merical results show that the randomness due to the inclusion
of Rayleigh fading can help this condition to be satisfied for
more subsets of the links, resulting in an improvement in the
achievable fraction of the capacity region. This can, therefore,
be viewed as another case where fading is helpful in terms
of the system performance. For the case of β > 1, since the
destination nodes get very close to their corresponding source
nodes, interference is already at a very low level and therefore
fading cannot be of much help and may even degrade the
performance by a small amount, as depicted in Figure 5.
Finally, using Lemma 1, we can also quantify the gap to
the fraction of the capacity region that ITLinQ is able to
achieve in each block of communication to be log 3nκn . For the
above network model, we numerically evaluate and plot the
average gap (i.e., E
[
log 3n
κn
]
)in Figure 6. Similar to the non-
fading scenario of Section II-B, we note that, for the case
of β ≤ 1, the average gap again does not scale with the
size of the network and always remains less than 1.2 bits,
independent of the number of links. However, for the case of
β > 1 where a constant fraction of the capacity region can be
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Fig. 6. Comparison of the average gap to the achievable fraction of the
capacity region by ITLinQ with and without fading.
achieved asymptotically, the gap increases with the number of
links and Theorem 2 predicts that the increase is logarithmic
with respect to n.
III. A DISTRIBUTED METHOD FOR IMPLEMENATION OF
ITLINQ
In this section, we present a distributed algorithm for putting
the ITLinQ scheme into practice in real-world networks. The
algorithm is inspired by the FlashLinQ distributed algorithm
[11] and its complexity is exactly at the same level as
the FlashLinQ algorithm. However, as we will demonstrate
through numerical analysis in Section IV-B, it significantly
outperforms FlashLinQ in a certain network scenario.
As mentioned in Section II-A, we consider wireless net-
works consisting of n source-destination pairs. In each execu-
tion of the algorithm, to address the issue of fairness among
the links, we first permute the links randomly and reindex
them from 1 to n based on the realization of the random
permutation, as also done in [11]. This new indexing of the
links corresponds to a priority order of the links: link i has
higher priority than link j if i < j, ∀i, j ∈ {1, ..., n}. Then,
link 1 is always scheduled to transmit at the current time frame
and for the remaining links, each link is scheduled if it does
not cause and receive “too much” interference to and from the
higher priority links. The conditions for defining the level of
“too much” interference for link j ∈ {2, ...n} are as follows,
where η is a design parameter:
• At Dj , the following conditions must be satisfied:
INRji ≤ SNRηj , ∀i < j, (9)
which imply that Dj does not receive too much interfer-
ence from higher-priority links.
• At Sj , the following conditions must be satisfied:
INRij ≤ SNRηj , ∀i < j, (10)
which imply that Sj does not cause too much interference
at higher-priority links.
9As it is clear, there are two major differences here with
respect to the FlashLinQ scheduling conditions: The first
difference is that instead of considering the raw fraction
SIR = SNRINR , here we are considering an exponent for the
SNR term, which is completely inspired by the condition
for the optimality of TIN (1). The second difference is that
in condition (10), the outgoing interference of each link is
compared to its own SNR rather than other links’ SNR’s. This
is also inspired by the TIN-optimality condition (1).
In fact, if the parameter η is set to η = 0.5, then conditions
(9) and (10) imply that the TIN-optimality condition (1) is
satisfied at link j. This means that link j can safely be added to
the information-theoretic independent subset of higher priority
links and get scheduled to transmit in the current time frame.
This algorithm, therefore, seeks to find the largest possible
distributed information-theoretic independent subset based on
the priority ordering of the links. However, it is clear that
selecting η = 0.5 might be too pessimistic and restrictive, and
may prevent some links which cause and receive low levels of
interference from being scheduled. Therefore, we will leave
this variable as a design parameter, and as we will see in
Section IV-B, tuning this parameter can indeed improve the
achievable sum-rate by this scheduling algorithm.
The remaining question is: How can the sources and desti-
nations check whether their pertinent conditions are satisfied?
This can be done by a simple signaling mechanism which is
inspired by the FlashLinQ algorithm [11] and is a two-phase
process, in each of which we assume that each link uses its
own frequency band and transmissions are interference-free:
• In the first phase, all the sources transmit signals at
their full power P . The destinations will receive their
own desired signals and also all the interfering signals in
separate frequency bands. Then, the destinations estimate
their received SNR’s and INR’s and check if their desired
conditions (9) are satisfied. This phase is the same as that
of FlashLinQ [11].
• In the second phase, contrary to the “inverse power
echo” mentioned in the FlashLinQ algorithm [11], the
destinations also transmit signals at the same power level
P of the sources. Similar to the first phase, in this
phase all the sources can estimate the value of their
desired SNR’s and INR’s in order to verify the validity
of condition (10).
Remark. Clearly, power control at the transmitters may lead to
an improvement in the performance of the scheme. However,
due to the complication in implementing power control among
the links in a distributed way, we disregard it in our scheme
and use full power at all the transmitters. See e.g. [30] on
power control algorithms in D2D underlaid cellular networks.
As it is obvious, the complexity of our distributed signaling
mechanism is completely comparable to that of the FlashLinQ
algorithm.
IV. NUMERICAL ANALYSIS
In this section, we numerically analyze the performance of
distributed ITLinQ in two distinct settings. First, in Section
IV-A we assess the performance of distributed ITLinQ under
the model developed in Section II-B. Furthermore, in Section
IV-B we compare the performance of distributed ITLinQ with
FlashLinQ in a model similar to the one considered in [11].
For concreteness, the algorithm used in this section for the
performance evaluation of distributed ITLinQ is illustrated
in pseudo-code format in Algorithm 1. Here, we assume
that through multiple iterations of the training mechanism
introduced in Section III, each link is aware of the values of
its own SNR and all its incoming and outgoing INR’s and it
is also aware of the active higher-order links. We assume that
the knowledge of the active higher-order links is also available
to each link in implementing the FlashLinQ scheme. For the
Algorithm 1 Implementation of Distributed ITLinQ
1: initialize active(1) = 1, active(j) = 0, ∀j = 2, ..., n;
2: for j = 2, ..., n
3: Sj = {i : i ≤ j and active(i) = 1}
4: if INRji ≤MSNRηj at Dj , ∀i ∈ Sj
5: flagDj=1;
6: endif
7: if INRij ≤MSNRηj at Sj , ∀i ∈ Sj
8: flagSj=1;
9: endif
10: active(j) = flagDj . f lagSj ;
11: end
12: return active
implementation of ITLinQ distributively, we also consider a
second tuning parameter M which adds more flexibility to our
scheme. This parameter can in general be tuned to optimize
the performance of the algorithm in any network setting. For
the results of this section, We will set M to be equal to 25
dB. Algorithm 1 returns a vector active of length n which
specifies whether or not each link should be scheduled. In
particular, for any j ∈ {1, ..., n}, link j is scheduled if and
only if active(j) = 1.
A. Performance of Distributed ITLinQ under the Model of
Section II-B
In this section, we analyze the performance of distributed
ITLinQ under the model of Section II-B. In Section II-B we
characterized the fraction of the capacity region that ITLinQ
can achieve (to within a gap) with full knowledge of all the
channel gains for an asymptotically large number of links.
One may wonder how well ITLinQ can perform under this
model for finite number of links where each link only has a
local knowledge of the channel gain values. This provides the
motivation for studying distributed ITLinQ in this setting.
For the sake of numerical analysis in this section, we assume
that the sources are distributed uniformly within a circle of
radius R = 10km and each destination is assumed to be
uniformly distributed in a circle of radius rn = r0n−β around
its corresponding source node where r0 is chosen to be equal
to 1km. The squared channel gain at distance r is taken to be
equal to r−2.5 (the constant g0 is assumed to be normalized to
1). The transmit power is taken to be 10 dBm and the additive
10
white Gaussian noise variance at the destination nodes is set
to -110 dBm.
We have evaluated the sum-rate achievable by distributed
ITLinQ in this setting with the value of η set to 0.5 and
β taking values 0.5, 1 and 2. The result is illustrated in
Figure 7. For the sake of comparison, we have also plotted
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Fig. 7. Performance comparison of distributed ITLinQ with time-sharing
under the model of Section II-B.
the average sum-rate that can be achieved by time-sharing
among the links. As the figure demonstrates, there is a huge
sum-rate improvement by using distributed ITLinQ over time-
sharing. Moreover, while our theoretical analysis in Theorem
2 characterizes the fraction of the capacity region achievable
by fully-centralized ITLinQ, what we observe in Figure 7
is that the network can still enjoy the significant sum-rate
improvement that a distributed implementation of ITLinQ can
provide.
B. Performance Comparison of the distributed ITLinQ and
FlashLinQ
In this section, we will illustrate the performance of our
distributed algorithm and compare it with FlashLinQ through
numerical analysis. We drop n links randomly in a 1km ×
1km square. The length of each link, which is the distance
between its corresponding source and destination, is taken to
be a uniform random variable in the interval [2, 65m]. As in
[11], we use the carrier frequency of 2.4 GHz and a bandwidth
of 5 MHz. The noise power spectral density is considered to be
-184 dBm/Hz. The transmit power is set to 20 dBm. Moreover,
the channel follows the LoS model in ITU-1411. In particular,
if the base station antenna height is denoted by hb, the mobile
station antenna height is denoted by hm and the transmission
wavelength is denoted by λ, then the transmission loss (in dB)
at distance d is taken to be equal to
L = Lbp + 6 +
20 log10
(
d
Rbp
)
if d ≤ Rbp
40 log10
(
d
Rbp
)
if d > Rbp
,
where Rbp = 4hbhmλ denotes the breakpoint distance and
Lbp =
∣∣∣20 log10 ( λ28pihbhm)∣∣∣ denotes the basic transmission
loss at the break point. As in [11], we assume all the antenna
heights to be equal to 1.5m, alongside with a log-normal
shadowing with standard deviation of 10 dB. The antenna
gain per device is taken to be -2.5 dB and the noise figure
is assumed to be 7 dB.
Figure 8(a) demonstrates the sum-rate achievable by the
distributed ITLinQ scheme for different values of η and its
comparison to FlashLinQ. The implementation of FlashLinQ
follows the same steps as in [11] and in particular, the
threshold values γTX and γRX are taken to be equal to
9 dB. As the figure illustrates, tuning the parameter η can
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Fig. 8. (a) Comparison of the sum-rate performance of distributed ITLinQ,
FlashLinQ and the no-scheduling case, and (b) Comparison of the cumulative
distribution function of the average link rate achieved by distributed ITLinQ
and FlashLinQ in a network of 1024 links.
lead to considerable gains over FlashLinQ. For the case of
η = 0.5, in which conditions (9) and (10) are sufficient for
the optimality of TIN (to within a constant gap), distributed
ITLinQ exhibits over 28% gain compared to FlashLinQ for
4096 links. Interestingly, setting η = 0.7 results in more
than 110% gain over FlashLinQ for 4096 links. However,
as we increase η to 1, more and more links get scheduled
which results in a degradation in the overall performance. As a
11
baseline, the achievable sum-rate when there is no scheduling
(i.e., all the links operate simultaneously) is also plotted in
Figure 8(a).
Moreover, in the same setting, we also study the cumulative
distribution function (CDF) of the sum-rate in a network of
1024 links. The result is depicted in Figure 8(b). Again,
the same trend occurs in this plot, showing that distributed
ITLinQ, especially for the value of η = 0.7, can result in con-
siderable uniform gain compared to the sum-rate achievable
by FlashLinQ. For instance, with 50% probability, the sum-
rate achieved by FlashLinQ is less than 540 bits/sec/Hz while
with the same probability, the sum-rate achieved by distributed
ITLinQ is less than 928 bits/sec/Hz.
Another natural aspect of distributed scheduling schemes
that is of considerable importance is the issue of fairness
among the links. In particular, the scheduling scheme should
take care of all links fairly, regardless of them being strong or
weak. It can be seen that the distributed ITLinQ scheme favors
strong links more than weak links. To highlight this issue, a
network with two links AB and CD is shown in Figure 9. In
A B 
C D 
Fig. 9. An example of the case where distributed ITLinQ might be unfair.
this figure, link AB is a low-SNR link and link CD is a high-
SNR link. Moreover, Destination node B suffers from strong
interference due to the source node C. To see why ITLinQ
may be unfair in such a scenario regardless of the priority of
the links, consider the following two cases:
• If link AB has a lower priority than link CD, link
CD is first scheduled. Then, destination B checks its
scheduling condition INRBC ≤ MSNRηBA and with a
high probability may find that it is not satisfied (since
the interference from C is strong compared to the signal
power received from A). This will prevent link AB from
being scheduled.
• If link AB has a higher priority than link CD, it will be
scheduled first. Then, since both destination node D is
receiving a low amount of interference from A (compared
to the signal power from D) and source node C is causing
a low amount of interference at B (compared to the signal
power it delivers to D), link CD will also get scheduled
and hurts the transmission of link AB.
Therefore, in both cases, the low-SNR link AB will not
get a high rate, if any. This motivates a modification of
the distributed ITLinQ scheme to account for this issue. To
this end, we present a fair version of distributed ITLinQ
as follows. Inspired by the example in Figure 9, in the fair
ITLinQ algorithm, the high-SNR links should get scheduled
in a more restrictive way. This can be done by decreasing
the parameters η (and M ) in the scheduling condition for the
outgoing interference of high-SNR links. In general, η (and
M ) need to be a descending function of SNR. However, one
simple solution would be to choose a threshold SNRth such
that if the SNR of a link is higher than this threshold, η and M
are altered to decreased values η¯ and M¯ . The pseudo-code for
the fair ITLinQ scheme is presented in Algorithm 2. To assess
Algorithm 2 Fair ITLinQ
1: initialize active(1) = 1, active(j) = 0, ∀j = 2, ..., n;
2: for j = 2, ..., n
3: Sj = {i : i ≤ j and active(i) = 1}
4: if INRji ≤MSNRηj at Dj , ∀i ∈ Sj
5: flagDj=1;
6: endif
7: if SNRj ≤ SNRth
8: if INRij ≤MSNRηj at Sj , ∀i ∈ Sj
9: flagSj=1;
10: endif
11: else
12: if INRij ≤ M¯SNRη¯j at Sj , ∀i ∈ Sj
13: flagSj=1;
14: endif
15: endif
16: active(j) = flagDj . f lagSj ;
17: end
18: return active
the performance of fair ITLinQ in terms of fairness, we have
numerically evaluated the CDF of the link rates (averaged over
both priorities and locations) for a network with 1024 links
under the same model as the one mentioned in the beginning
of this Section. The threshold value for high-SNR is chosen
to be SNRth = 110 dB and the modified parameters are
set to η¯ = 0.6 and M¯ = 20 dB. Figure 10 compares the
CDF of the average link rate by distributed ITLinQ (with
η = 0.7), fair ITLinQ and FlashLinQ. As the figure illustrates,
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Fig. 10. Comparison of the average link rate CDF of distributed ITLinQ,
fair ITLinQ and FlashLinQ for a network with 1024 links.
fair ITLinQ can improve the tail distribution of distributed
ITLinQ and perform as well as FlashLinQ in terms of fairness.
This certainly does not come for free and in fact, there is a
trade-off between fairness and the achievable sum-rate. The
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sum-rate achieved by fair ITLinQ is compared with FlashLinQ
in Figure 11. As the figure illustrates, for the case of 4096
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Fig. 11. Comparison of the sum-rate achievable by fair ITLinQ and
FlashLinQ.
links, the sum-rate gain of fair ITLinQ over FlashLinQ is
more than 50%. For more information regarding the software
implementation of ITLinQ, the reader is referred to [31].
V. CONCLUDING REMARKS AND FUTURE DIRECTIONS
In this paper, we introduced a new spectrum sharing scheme,
called information-theoretic link scheduling (ITLinQ), in order
to manage the interference in wireless networks. The scheme
relies on the recently-found optimality condition for treating
interference as noise and at each time, schedules a subset of
links in which treating interference as noise is information-
theoretically optimal (to within a constant gap). We presented
a performance guarantee of the ITLinQ scheme by charac-
terizing the fraction of the capacity region that it is able to
achieve in a specific network setting. Moreover, we developed
a distributed way of implementing the ITLinQ scheme and
showed, via numerical analysis, that it yields considerable
gains over FlashLinQ, a similar recently-proposed scheduling
algorithm. We also showed how to address the issue of fairness
among the links in the network by introducing a fair version
of the distributed ITLinQ scheme.
There are multiple future directions to consider following
this work. First, in this work we presented a lower bound
on the fraction of the capacity region that ITLinQ is able to
achieve. It would be interesting to see if there exists an upper
bound on the achievable fraction of the capacity region by the
ITLinQ scheme so that its performance can be characterized
more precisely. This can be accomplished through new outer
bounds on the capacity region of the interference channels.
Second, it is worthy to study the performance of the ITLinQ
scheme under different models of D2D networks other than
the ones presented in this work. In particular, models with
time-varying topology that allow links to dynamically share
the spectrum might be of interest. Third, one can think about
generalizing the ITLinQ scheme to multihop D2D networks.
Especially, the result in [32] shows that coupling between
interference management and relaying strategies can provide
significant gains. Hence, it would be worth figuring out the
performance improvement that ITLinQ is able to guarantee in
a multihop setting. Fourth, it would be interesting to inves-
tigate the impact of more advanced interference management
techniques, such as successive interference cancellation, on
ITLinQ. For example, recent results in [33]–[35] demonstrate
that by a careful use of repetition coding at the transmitters
and temporal interference neutralization at the receivers, one
can achieve spectral efficiency gains that are considerably
beyond the common interference avoidance approach. Thus,
an interesting future direction can be to characterize the im-
pact of structured repetition coding and temporal interference
neutralization on ITLinQ. Finally, as mentioned in Section I,
FlashLinQ has been implemented in a practical testbed and
its performance has been measured and evaluated. Hence, it
is interesting to also test the ITLinQ scheme and observe the
improvements that it is able to yield in practice.
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