Abstract. Principal Component Analysis is a well-known statistical method for feature extraction, data compression and multivariate data projection. Aiming to obtain a guideline for choosing a proper method for a specific application we developed a series of simulations on some the most currently used PCA algorithms as GHA, Sanger variant of GHA and APEX. The paper reports the conclusions experimentally derived on the convergence rates and their corresponding efficiency for specific image processing tasks.
Introduction
Principal component analysis allows the identification of a linear transform such that the axes of the resulted coordinate system correspond to the largest variability of the signal. The signal features corresponding to the new coordinate system are uncorrelated. One of the most frequently used method in the study of convergence properties corresponding to different stochastic learning PCA algorithms basically proceeds by reducing the problem to the analysis of asymptotic stability of the trajectories of a dynamic system whose evolution is described in terms of an ODE [5] . The Generalized Hebbian Algorithm (GHA) extends the Oja's learning rule for learning the first principal components. Aiming to obtain a guideline for choosing a proper method for a specific application we developed a series of simulations on some the most currently used PCA algorithms as GHA, Sanger variant of GHA and APEX.
Hebbian Learning in Feed-forward Architectures
The input signal is modeled as a wide-sense-stationary n-dimensional process ( ) ( ) 
, where the sequence of learning rates
are taken such that the conditions of the Kushner theorem hold [5] ,
. The normalized version of the Hebbian learning rule is,
In order to get a local learning scheme a linearized version of (1) using first order approximation was proposed in [7] yielding to the cellebrated Oja's learning algorithm,
The Generalized Hebbian Algorithm (GHA) [3] is one of the first neural models for extracting multiple PCs. At any moment t, each neuron j, 1 ≥ j , receives two inputs, the original signal X(t) and the deflated signal X j (t) and computes
The GHA learning scheme is, for
, and
The variant proposed by Sanger [7] simplifies the learning process by using only output of each neuron in both, the synaptic learning scheme and the input deflation. The Sanger variant of GHA is, for
is the input deflated at the level of the jth neuron. The APEX learning algorithm proposed in [2] generalizes the idea of lateral influences by imposing a certain learning process to the weights of lateral connections. The output of each neuron j, is computed from its own output and the effects of the outputs corresponding to all neurons i,
, weighted by the coefficients ( )
The learning scheme for the local memories is essentially the Oja's learning rule taken for the transformed outputs j Y ,
The learning scheme for the weights of lateral connections is given by,
Note that the theoretical analysis [1] , [2] , [3] , establishes the almost sure convergence to the principal components of the sequences of weight vectors generated by the above mentioned algorithms.
Recursive Least Square Learning Algorithm of the Principal Directions
Let W 1 (t-1) be the synaptic vector at the moment t and assume that the inputs are applied at the moments t=0,1,2,…. If we denote by X(k) the input at the moment k, then the output is , where
. The aim is to determine
the overall error, when at each moment of time k, 1≤k≤ t, the decompression is assumed as being performed using the filter W 1 (t) , that is,
Denoting by ( ) ( )
, we get the RLS algorithm ,
In case that the largest eigen value λ 1 of the covariance matrix Σ is of multiplicity order 1 and let φ 1 be its corresponding unit eigen vector. The theoretical analysis concerning the behavior of the sequence . The extended RLS algorithm for learning the first m principal components is given by the following learning equations. 
Theoretical analysis establishes that, if
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Experimental Analysis and Concluding Remarks
In the following we present the use of above mentioned learning schemes for image compression/decompression purposes. Let ( ) 
The obtained results are shown in Table 1and Table 2 . According to the results obtained by our tests we conclude that there are no significant differences from the point of view of the corresponding convergence rates between the GHA and the Sanger variant, but the APEX algorithm proves to be slower than them, most probably because it the convergence rate is more influenced by the initial values. Also, the performance is strongly dependent on the magnitude of the noise variances. The tests on the efficiency of the RLS algorithm were performed on the 10×10 matrix representations of the Latin letters. The experiments pointed out that the good quality can be maintained when the compression/decompression process involved at least the first 15 components. Only 5 line features assure enough accuracy in the compression/decompression process. 
