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Abstract—In a flip chip package, the chip corner areas which 
are embedded in the underfill material are often critical to the 
damage initiation, since a stress concentration usually exists at 
these locations. A high level of stress concentration often promotes 
crack initiation from the chip corner. In order to better 
understand the local deformation around chip corners and crack 
tips, a method based on laser scanning confocal microscopy 
combined with the digital image correlation (confocal-DIC) was 
developed to measure local strain directly in deformed, 
transparent objects. A transparent epoxy resin with alumina 
particle fillers was used in four different types of samples, which 
were fabricated for the purpose of validation. A non-constrained 
sample and a thin-layer sample were used to verify the isotropic 
thermal expansion and the strain gradients with respect to the 
depth, respectively. Results from both samples were in good 
agreements with the calculation from the coefficient of thermal 
expansion (CTE) and FEM simulations. Furthermore, the 
confocal-DIC technique was applied to measure the strain 
distribution near the chip corner area of a third sample replicating 
the geometry of a flip chip package. The measured maximum first 
principal strain was located at the chip corner, reaching 0.9 % at 
60 °C, in a good agreement with the simulation results. The strain 
in front of the crack tip was also evaluated by a three-point 
bending test in a fourth test sample. The measured maximum 
strain was 5.8±0.7 %, corresponding to a relative error of only 
about 5 % compared to simulations for a round crack tip 
configuration. The averaging used in DIC lowers its spatial 
resolution and makes it difficult to capture higher strain gradients 
in small regions. However, the confocal-DIC approach appears to 
be able to provide reasonable results for evaluating the maximum 
strain and the full field strain distribution in tri-dimensional 
volumes with geometries, materials and dimensions which are very 
similar to those of actual flip chip microelectronic packages. 
Index Terms—Underfill, confocal microscopy, digital image 
correlation, deformation 
I. INTRODUCTION
igh performance polymers and polymer-based composites 
are widely used in microelectronic packaging to enhance 
the reliability of the devices. An appropriate management of 
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stress and strain in microelectronic packaging is quite important, 
as the high level of stress often induces mechanical or electrical 
failures [1]. In flip-chip packages, the large mismatch in the 
coefficient of thermal expansion (CTE) between the silicon die 
and the organic substrate induces high stress levels, which are 
exacerbated by concentrations at interfaces and die corners, 
from which the underfill damage often originates [2]. Many of 
the reliability failures in flip-chip packages result from 
delaminations or cracks in the underfill material, which is 
applied between the die and the substrate to alleviate the effect 
of the aforementioned CTE mismatches on the solder joints [3]. 
Several types of underfill failure modes, such as the interface 
delamination and cracking, are observed in accelerated 
temperature cycling tests [4-5]. The cracks in the underfill may 
not initially cause an electrical failure, but may propagate over 
time into the solder joints and the die back end of line (BEOL), 
thus resulting in device failure [6]. Macroscopic fracture 
properties, such as the fracture toughness, adhesion strength 
and the critical energy release rate at the Si/polymer interface, 
can be experimentally measured, e.g. via the cantilever beam 
test [7-9]. Although these fracture properties can be applied as 
input parameters to models to evaluate the reliability of the 
package, it is still challenging to predict the lifetime of the 
devices due to the difficulties involved in estimating correctly 
the local stress or strain levels at some critical positions, such 
as the die corner, the solder joints and the BEOL. 
Numerical simulations, such as those based on the finite 
element method, are a popular way to predict the stress levels 
at critical locations within the package [10-12]. Reference [13] 
has studied the singularity of the right angle geometry of the 
chip corner using two-dimensional fracture mechanics. In the 
case of quasi-static loading, the order of the singularity is only 
dependent on the elasticity constants of the two materials. 
Reference [14] has evaluated the interface shear stress 
considering the height and width of the underfill fillet, using the 
finite element method. In the experimental validations, no 
failures were observed to 3000 cycles (0 °C to 100 °C, ~2 cycles 
per hour), with fillet heights at the die corner varied from ~2 % 
to ~70 % of the die thickness. The microelectronic packaging 
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community relies on  numerical simulations to predict stresses 
and strains that develop within package structures. However, 
numerical models do not always provide enough accuracy due 
to approximations on geometries, materials properties, etc. 
Considering the chip dicing process, the real die corner is not a 
perfect cube and its geometry is hard to model precisely. The 
dicing might provide a rough surface on the sidewalls, and the 
chip faces might not form a perfect 90° right angle [15,16]. In 
addition, the underfill usually consists of inorganic particle 
fillers added to a resin to improve its mechanical properties. 
Due to the variability of filler sizes, contents and curing process, 
the underfill is not perfectly uniform on a scale of a few tens of 
micrometers, and may exhibit the separation of fillers and resin 
[17] and cavities [7]. The finite element method itself also has 
limitations on calculating the stress at the singularity point, with 
results that are not convergent when reducing the element size 
[18]. The above restrictions remain a significant obstacle to 
obtaining the correct stress and strain value near the chip corner, 
thus increasing the difficulty of fatigue predictions.  
Direct measurements of strain in the underfill would be 
useful to validate existing physical models or to develop new 
models to improve the accuracy of numerical simulations. The 
local deformation of the underfill around the die corner is 
challenging to measure experimentally, since the relevant area 
is small (< 1 mm3) and the pyramid corner is totally hidden 
inside the underfill and is not directly accessible. Several 
experimental techniques have been proposed to measure the 
strain at small scales in the underfill. Carbon nanotubes (CNTs) 
can be a good strain sensor, because their Raman shift responds 
linearly to imposed strains [19-21]. Reference [22] has 
dispersed single-wall carbon nanotubes (SWCNTs) in the 
underfill to measure the internal strains. However, this 
approach as presented works only in two dimensions, and the 
position of the measured maximum strain appeared to be quite 
random and not located at the chip corner, thus raising questions 
about the validity of the method. Other 2-dimensional methods, 
such as moire interferometry and conventional digital image 
correlation, can only provide deformations on the exterior 
surface of the underfill [23-25]. Scanning acoustic microscopy 
is able to detect the voids and delaminations inside the underfill, 
but does not have sufficient resolution to provide information 
about strains [26-28]. In order to obtain the global distribution 
of strains inside an assembly, displacements in three 
dimensions must be estimated. Unlike 2-dimensional strain 
mapping, the 3-dimensional microscale strain field is more 
difficult to obtain by strain sensors or conventional optical 
microscopy. An X-ray micro-computed tomography (Micro-
CT) has been applied in 3-D reconstruction on metallic 
components, while the digital volume correlation method (DVC) 
was used to calculate their volumic deformations [29-31]. 
However, due to the rotational scanning configuration of the 
micro-CT, the spatial resolution is limited by the size of the 
assembly, which makes it difficult to realize high-resolution 
imaging on a large sample. As an example, the typical voxel 
sensitivity of micro-CT in reference [29] is 157  157  157 
µm3 for a silicone soft material sample with a dimension of 20 
 10  3 mm3. References [32,33] describe an optical scanning 
tomography method to obtain 3D images by using a laser plane, 
with a spatial resolution reaching 60  60  60 µm3 per voxel. 
Due to their limited spatial resolution, these methods are not 
appropriate to capture the deformation gradient in the underfill 
precisely, especially near the chip corner area and in front of the 
possible cracks. 
Laser scanning confocal microscopy (LSCM) avoids some of 
the drawbacks of other 3D methods, as it scans the sample from 
one side by controlling the position of the focal plane and can 
provide high resolution images of volumes. Reference [34] has 
combined the LSCM and DVC methods to mesure large strains 
(up to 25 %) in agarose gels (with typical sample dimensions of 
6.4 mm in diameter and 1.4 mm in height). The DVC requires 
well-structured voxels, while the underfill is a fairly thin layer 
(tens of micrometers). According to the geometry of voxels 
used in reference [32-34], only one or two voxels could be 
constructed along the layer thickness in an underfill layer, 
which would translate into a low vertical resolution. 
Conventional 2-dimensional DIC is simpler to apply on such 
thin layers, by choosing enough slices when the sample 
warpage is negligible. 
In this paper, we report on the development of an 
experimental approach to measure the local strain distribution 
inside a quasi-transparent material for the geometry of a flip-
chip corner and a sample with a prefabricated crack. LSCM is 
combined with digital image correlation (DIC) to produce a 
method (confocal-DIC) which was used for strain 
measurements with excellent strain sensitivity (~0.01 %) and 
spatial resolution (37  37  3 µm3) in a small volume (1200  
1200  60 µm3). Section 2 presents the procedure for sample 
preparation and the measurement protocol. Section 3 provides 
the details of finite element models used to confront the 
experimental results. The results of the comparison to the 
models and applications of the confocal-DIC method are 
discussed in section 4. 
 
II. EXPERIMENTS 
In order to realize the characterization of local strain inside 
the materials, laser scanning confocal microscopy was applied 
in this study. Conventional optical microscopes collect visible 
light from a large fraction of the sample volume, and cannot 
separate the image at the focal plane from images at other out-
of-focus planes. However, the LSCM uses a pinhole in front of 
the detector to block the incoming light from the volume 
outside of a thin focal plane region. Fig. 1a shows the general 
principle of the LSCM, including the step of illuminating (left) 
and light collection (right). During the illuminating step, the 
laser is reflected by the dichroic mirror and focused on the 
sample. Then, the reflected lights goes through the dichroic 
mirror and is directed toward the detector. Due to the finite focal 
depth of the objective lens and the angular selection of light rays 
by the pinhole, only the light from a shallow region around the 
focal plane can reach the detector. By controlling the vertical 
position of the sample, a series of sliced images can be produced 
and stacked vertically. Fig. 1b displays a typical stacked image 
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obtained by the LSCM (Olympus FV3000, laser at 640 nm 
wavelength, 10 UPlanSApo objective), with particle fillers 
dispersed in the epoxy resin as position markers (fabrication 
details below).  
The image processing procedure used to obtain a estimate of 
planar strain in each slice of the stacked image is shown in Fig. 
1c. After obtaining two stacks of images, before (L0) and after 
(L1) applying the load, the same layer in each stack is selected 
and the calculation parameters are initialized. Then, the 2D 
displacement array is obtained by comparing the images from 
the two stacks using a digital image correlation algorithm, and 
the strain values are finally calculated from the displacement 
array. Herein, this technique, which combines the features of 
confocal microscopy and digital image correlation method, is 
called the confocal-DIC method. 
 
 
Fig. 1.  (a) General principle of the laser scanning confocal microscopy; left: incident laser illuminating the sample, right: pinhole accepting the reflection from 
the focal plane, thus rejecting most out-of-focus light. (b) Typical 3-dimentional stacked image, with particle fillers dispersed in epoxy resin. (c) Diagram of the 
image processing. 
 
The underfill material used in this work was composed of the 
SU-8 2005 epoxy resin, which was loaded with particle fillers 
consisting of alumina powder (1 µm in diameter). The SU-8 
2005 epoxy is thermally and chemically stable and it has an 
excellent optical transparency when the light wavelengh is 
above 500 nm [35]. The nominal Young's modulus and 
coefficient of thermal expansion of unloaded SU-8 2005 are 2 
GPa and 52∙10-6/°C, respectively [36]. Before curing the epoxy, 
about 0.1 wt% alumina particle fillers were ultrasonically 
dispersed in the epoxy to ensure a good distribution of the 
particles as position markers. The concentration of fillers 
should be low to avoid the occlusion of fillers by other fillers 
above, and to avoid modifying the mechanical properties of the 
epoxy too much. It must however be appropriately high to allow 
an accurate strain calculation during the image processing.  
Four types of specimens were prepared as illustrated in Fig. 
2. The first sample was used to validate the thermal expansion 
deformation. The mixed resin and fillers were formed on a 
silicone substrate, so it could be removed from the substrate 
easily (c.f. Fig. 2a). It was placed on the microscope stage 
directly, without any boundary limitations. The second sample 
was designed to verify the capability of the method to 
characterize the strain gradient  along the thickness of the 
sample. The epoxy mixture was coated on a transparent glass 
substrate, with a thickness that was carefully controlled at 0.1 
mm by grinding and polishing (c.f. Fig. 2b). Both of these two 
samples were imaged at 24 °C, 36 °C, 48 °C and 60 °C, over a 
1.2  1.2 mm2 area of interest. A thermocouple was also used 
to monitor the temperature on the sample, as the air convection 
usually caused heat dissipation on the surface. 
The third sample in Fig. 2c was used to measure the 
deformation near the chip corner area. A rectangular silicon die 
was encapsulated on a glass substrate by the same epoxy 
mixture, so that it provided a right angle boundary to the epoxy. 
The epoxy mixture played a role similar to the underfill in a 
flip-chip package, with the fillet width chosen to be large (about 
3 mm) to avoid the effects of the free surface. The sample was 
cured at 170 °C for 20 minutes and then cooled down slowly on 
a hotplate. This sample was imaged at 24 °C and 60 °C to obtain 
the local deformation near the chip corner (24 °C was used as 
the reference temperature). 
The fourth sample in Fig. 2d was used to characterize the 
deformation near a crack tip, which had a greater strain 
concentration than the right angle geometry. For the purpose of 
having a perfect surface on the sample, a high temperature tape 
was placed inside a rectangular aluminum mould (20  10  2 
mm3) during the epoxy curing. The aluminum mould was 
dissolved in a HCl solution and the tape was easily removed 
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manually. A pre-crack, 2 mm in length, was produced in the 
centre of the long edge by a sharp blade. Refering to the 
standard ASTM E1820 [37], the whole sample was loaded in a 
3-point bending test fixture, and the displacement of the loading 
point (about 0.2 mm) was measured by an optical microscope. 
Although the area near the indenter imposing the displacement 
at the loading point may present a large stress gradient, the 
crack position is far away enough from the indenter, the finite 
element simulations show that its influence on the stress 
distribution near the crack can be neglected.  
 
Fig. 2.  Diagrams of the samples preparation: (a) non-constrained sample, (b) thin-layer sample, (c) chip-corner sample and its cross-section view, (d) 3-point 
bending sample with a prefabricated crack. 
 
As described in Fig. 1c, we obtained two series of stacked 
LSCM images from the same region in each sample (before 
loading and after loading). A global vertical alignment was 
accomplished by carefully comparing their patterns of speckles 
in order to choose the photos from the same vertical position. 
The pixel size in the LSCM images was 2.5  2.5 µm2. A 
Python-based DIC script was used with a correlation window 
(subtile) of 50  50 pixel2 and a grid size of 15  15 pixel2 [38]. 
The DIC script firstly tracked the displacement of each subtile 
(in two dimensions) and then calculated the strain component x, 
y and xy from the central difference of displacements in four 
grid points. After obtaining the displacement and strain array of 
each layer, the strain contours were stacked to form volumetric 
representations of the strain fields. Currently, we did not apply 
the DVC to calculate the full 3-dimensional deformation, but 
might develop it in the future. 
 
III. MODELING 
Of the four samples, only the deformation in the first non-
constrained sample could be easily calculated analytically from 
the CTE due to the complexity of the geometries. Thus, the 
finite element method was used to compare the results between 
the experiments and theoretical expectations, for the last three 
samples. The finite element models are shown in Fig. 3, using 
the same geometry as the samples and material properties as 
described in Table I. As is common practice in this field, the 
mechanical properties of silicon were simplified as isotropic, 
since the Young’s modulus of the underfill is significantly 
lower than the modulus of the silicon, so the anisotropic nature 
of silicon has only a small influence on the deformation of 
underfill. As mentioned in the reference [39], the crystal 
structure of silicon has cubic symmetry, so calculations for 
devices with orthogonal shapes and loads will be reasonably 
accurate. Several researchers [40,41] also chose one single 
elasticity value for the silicon die. As the loading temperatures 
did not exceed 60 °C, only the material properties of the 
underfill under the Tg were used. To create the parametric 
numerical models efficiently, a custom software was used, 
PACK [42] . PACK is a Python-based high performance 
numerical software, incorporating advanced pre- and post-
processing features for multiple commercial finite element 
softwares (including Ansys APDL used in this work) [43]. The 
chip-corner models were generated by PACK (c.f. Fig. 3b), 
with two sizes of underfill elements (40 µm and 24 µm) used to 
study how to best capture the corner strain concentration. A 
quarter simplification was used for the thin-layer model and 
chip-corner model, while a x-symmetric and y-symmetric 
boundary condition were applied on the yz and xz plane. A 
fixed constraint was also applied on the node at (0,0,0) to avoid 
rigid body motion. In order to correctly calculate the 
deformation, the reference temperature was set at 24 °C, in 
accordance with the experimental measurements. In the 3-point 
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bending model (c.f. Fig. 3c), two types of crack front (round 
and triangular) were also used, since the real crack front 




MATERIAL PROPERTIES IN MODELS 




2 (below Tg) 
0.5 (above Tg) 
82 
CTE (10-6 /°C) 2.6 
52 (below Tg) 
298 (above Tg) 
7.1 
Tg (°C)  210  
Poisson ratio 0.35 0.3 0.2 
 
 
Fig. 3.  Finite element models of the (a) thin-layer sample, (b) chip-corner 
sample, (c) 3-point bending sample, with a round and a triangular crack front 
geometry. 
 
In Fig. 3a and 3b, we used 8-node solid elements for most 
components, while the underfill fillet was modeled by prisms 
and tetrahedral elements due to the complex geometry. 
Parabolic 20-node solid elements were used to build the crack 
models for more accurate strain evaluation near the crack tip. 
Uniform temperatures were applied on the thin-layer and chip-
corner models. A 0.2 mm central displacement load was set on 
the the 3-point bending sample. All the FEM models were 
solved by the Ansys Sparse solver. We extracted the 
deformation on the edge of the thin-layer model, the strains 
along the diagonal direction from the chip corner and along the 
vertical direction from the crack tip. 
 
IV. RESULTS AND DISCUSSION 
The aim of the non-constrained sample and the thin-layer 
sample was to validate the feasibility of the confocal-DIC 
method. The shape of the non-constrained sample was entirely 
defined by the effect of fluid surface tension. This sample was 
free of restriction on its boundary, so that the strain εi at each 
position was controlled by the CTE α of the bulk material and 
is expressed by 
 
                                         i T    (1) 
 
where ΔT is the temperature difference between the two load 
conditions, and ix,y,xy indicates the components of strain. As 
described in Fig. 4a, both the strain components x and y were 
evaluated by the confocal-DIC method. Each measured point in 
Fig. 4a represents the average value and standard deviation 
calculated over the strain components in a 9-slice stacked image. 
The measured deformation for components x and y showed a 
quasi-linear relationship with respect to the temperature of the 
sample, with a slope comparable to the CTE of the epoxy. The 
average strains of both the x and y components were in good 
agreement with the calculations from the CTE at each test 
temperature, with the maximum relative error reaching 13.5 % 
for the strain component y at 54.6 °C. The averaged strain 
values obtained by a linear fit gave a CTE of (47.2±4.5)10-
6/°C, slightly lower but consistent with the SU-8 2005 expected 
value of 52.010-6/°C. Fig. 4b shows typical images of εx,  εy 
and εxy for one layer. εx and εy increased with temperature, while 
εxy was small and independent of temperature.
 
 
Fig. 4.  (a) Strain components x (dashed line), y (dotted line) and xy (dot-dash line) in the non-constrained sample and the strain calculated from the CTE (solid 
line), with respect to loading temperatures. Error bars represent one standard deviation. (b) Typical strain images for one layer at 33.6 °C, 43.4 °C and 54.6 °C. 
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The thin-layer sample was used to verify the measurement of 
strain gradients with respect to the depth inside the material. 
Since the glass substrate had a low CTE and a high Young’s 
modulus, the deformation of the epoxy mixture near the bi-
material interface was strongly controlled by the glass substrate. 
Thus, an increase of deformation is expected along a path from 
the interface to the free edge. Fig. 5 summarizes the results for 
strain component x. With increasing temperatures, the strain 
gradients became more significant in both simulations and 
experiments. Due to image noises compared to the small 
deformation, some data fluctuations are clearly visible, 
especially near the interface area. However, the global trends of 
these strain values were in a good agreement with the 
simulation results. The maximum strain on the component x 
reached 2.8∙10-4, 5.7∙10-4 and 7.3∙10-4 at the three measurement 
temperatures, which shows a good sensitivity for small 
deformation measurements. Fig. 5d presents typical strain 
images of εx,  εy and εxy at 54.6 °C. Although some noise is 
clearly present, an εx can still be observed to be increasing along 
the z direction, while εy and εxy keep a relatively low level.
 
 
Fig. 5.  Strain component x of the calculation (solid line) and the measurement (dashed line) with respect to vertical distance from the bi-material interface in the 
thin-layer sample at (a) 33.6 °C, (b) 43.4 °C and (c) 54.6 °C. Error bars represent one standard deviation. (d) Typical strain images at 54.6 °C. 
 
The above two preliminary validation tests show that the 
confocal-DIC method is capable to measure local deformations 
at the micrometer scale and to produce reasonable strain 
estimates. We next apply this method to evaluate the underfill 
deformation near the chip corner area, as described in Fig. 2c. 
Fig. 6 shows the measured first principal strain in the underfill, 
with the chip area shown in grey (without considering its 
deformation). The vertical step (gap between two slices in the 
image stack) for all the four samples was set as 3 µm in order 
to collect enough information and avoid missing possibly large 
strain gradients. The 1st to 4th layers from the top represent the 
area above the chip corner and the 6th to 9th layers were the 
underfill between the chip and the substrate. The 5th layer from 
the top was exactly the layer at the corner point. The maximum 
value of the first principal strain appears at the chip corner area 
in the 5th layer and reaches 0.9 %. On the edge of the sidewall, 
the maximum value reaches about 0.5 %. Although the first 
principal strains on the 1st to 4th layer were generally lower 
than on the 5th layer, the in-plane maximum value was still 
located near the chip corner and the interface regions. From 6th 
to 9th layers, a broad area reaches 0.5 % deformation as a result 




Fig. 6.  3-dimensional stacked images of the first principal strain near the chip 
corner at 60 °C. 
 
In order to further compare the effect of strain concentration 
between the simulations and experiments, Fig. 7 shows the first 
principal strain along the diagonal direction from the chip 
corner. Considering the singularity effect on the right angle area, 
the strain concentration was steeper in simulation results than 
in experiments. Smaller elements were also better able to 
capture the local strain gradient. The maximum strain in the 
model with 24 µm and 40 µm elements sizes reached 1.16 % 
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and 1.10 % respectively, while the measured maximum strain 
was 0.92 %. The measured value was about 20 % lower than 
the simulation, since the real chip corner was not a perfect 
pyramid (e.g. due to imperfect dicing of the die). When the 
position is 50 µm away from the strain concentration area, all 
the three values remain at a similar, low strain level (0.1-0.2 %). 
 
Fig. 7.  First principal strain at 60 °C as a function of the distance from the 
chip corner in the diagonal direction, for the calculation with an element size 
of 24 μm (dashed line) and 40 μm (dotted line), and the measurements 
(triangle markers) with an exponential fitting curve (solid line). Error bars 
represent one standard deviation. 
 
As the chip corner is often subjected to high strain levels, 
many reliability tests have found that cracks might initiate from 
the chip corner and then propagate into the underfill and the 
back end of line (BEOL). Thus, we have also tried to 
characterize the strain distribution in front of a single crack by 
the 3-point bending test, as described in Fig. 2d. The central 
displacement load was 0.2 mm, measured by an optical 
microscope. Fig. 8 shows the measured strain contours near the 
crack front area on the component x, y and the first principal 
strain. Since the central load was along the y direction, the mode 
I crack was dominant, which means that the tensile stress was 
normal to the crack plane yz. The strain component x (Fig. 8a) 
showed a significant concentration near the crack front area (the 
right edge of images), while the strain component y (Fig. 8b) 
was generally low, indicating the same situation of mode I crack. 
Here we still use the first principal strain to evaluate the global 
strain level in the crack front area (Fig. 8c). A high level of 




Fig. 8.  3-dimensional stacked images of the (a) strain component x, (b) strain component y, (c) first principal strain in front of the crack area. 
 
In order to compare the results between the experiments and 
simulations, Fig. 9 summarizes the relationship between the 
maximum first principal strain and the element size for round 
and triangular crack tip configuration in the FEM simulation. 
Since the real crack tip is not a sharp angle but has a small radius, 
these two configurations were analyzed, representing two types 
of ideal geometry of the crack tip. Due to the singularity effect, 
the strain at the triangular crack tip increased rapidly and 
became non-convergent when the element size was less than 40 
µm. However, the strain at the round crack tip was generally 
stable. Here we chose the results of the element size at 35 µm 
for further comparison with the experiments, to have a similar 
resolution as in the DIC calculation (37  37 µm2). Fig. 10 
shows the first principal strains along the y direction from the 
crack front. The triangular tip model had the highest strain level 
near the crack, reaching 9.2 %, while the maximum strain for 
the round tip model was 6.1 %. The experimental data were 
quite close to the round tip configuration at 5.8±0.7 %, only 
about 5 % lower than that in the round tip model. Since the DIC 
calculates a single strain value for each correlation window, 
strong deformation gradients near the crack tip are averaged, 
which is equivalent to a spatial low-pass filter in the data 
processing. This  results in a smoothing of the strain distribution 
and reduces the slope in high strain gradient areas. Although it 
is difficult to capture high strain gradients by our method, it is 
still useful to evaluate the maximum strain level and the general 
distribution of full strain fields. 
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Fig. 9.  Maximum first principal strain at the round crack tip (dashed line) and 
the triangular crack tip (dotted line) with respect to the element size.  
 
 
Fig. 10.  First principal strain along the crack front direction in the calculation 
with a round crack front (dashed line) and a triangular crack front (dotted 
line), and the measurements (diamond markers) with an exponential fitting 
curve (solid line). Error bars represent one standard deviation. 
 
V. CONCLUSION 
In this work, we have developed a methodology for 
measuring the local strain inside the underfill material directly. 
This technique combines the advantages of the laser scanning 
confocal microscopy and digitial image correlation methods, 
and is able to provide a 3-dimensional stacked strain contours. 
 Four types of samples were fabricated for the purpose of 
validation. A preliminary validation was performed by a non-
constrained sample and a thin-layer sample, for the thermal 
expansion deformation and the strain gradient with respect to 
the depth in the material. Both the strain components x and y in 
the non-constrained sample were in a good agreement with the 
coefficient of thermal expansion (CTE) of the bulk resin. The 
strain gradients obtained in the thin-layer sample were 
consistent with the simulation results, as a function of the depth 
from the resin/glass interface. This demonstrates the usefulness 
of the confocal-DIC approach in obtaining the internal strain of 
quasi-transparent materials at the micrometer scale. We applied 
this approach to measure the strain in the underfill around a chip 
corner. The first principal strain reached 0.9 % at the corner area, 
which is close to the simulation results. In the 3-point bending 
test, a higher strain concentration was found in front of the crack 
tip, while the measured maximum strain was 5.8±0.7 %, only 
about 5 % lower than the simulations of the round crack tip 
configuration. 
 The confocal-DIC approach seems to have some difficulties 
to capture very high strain gradients, because of the limitations 
on resolution and the averaging effect in each correlation 
window resulting from the DIC calculation. It can nevertheless 
provide very reasonable results for evaluating the maximum 
strain and the full field strain distribution in a 3-dimensional 
stacked view. It is expected that this technique will provide 
more opportunities to understand the real microscale 
mechanical behaviour inside materials, thus leading to better 
reliability estimates for microelectronic devices. 
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