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(b) Schematic of graphene growth on SiC by confinement controlled subli-
mation [37]. (c) Schematic of graphene on SiC. Many layers of graphene
will grow on the C-face with many commensurate rotations. Graphene
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3)SiCR30◦ reconstruction on SiC(0001). (a) LEED image of
a buffer layer grown by confinement controlled sublimation. (b) reciprocal
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3 reciprocal lat-
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3 unit cell. The gray (yellow) circles
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tions. (a) Diffraction pattern expected for a Kekulé distortion. The diffrac-
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SUMMARY
Realizing a technologically relevant graphene semiconductor has been one of the key
challenges for advancing graphene electronics. Recently, a semiconducting form of graphene
was discovered in the first graphene layer that grows on SiC, often called the “buffer layer.”
Its semiconductor character has been attributed to functionalization through sp3 bonding
to the SiC interface. As such, the buffer layer is the only known highly ordered function-
alized graphene system and it has correspondingly gone from being a “dead layer” and a
nuisance in the production of monolayer graphene to one of the most important examples
of functionalized graphene. However, the mechanism (bonding geometry, strain, confine-
ment, etc.) causing the buffer layer’s semiconducting properties has remained elusive due
to the dual challenge of a large, computationally demanding, interface structure and the ex-
perimental difficulty of uniform buffer layer growth. In this thesis I present the first surface
x-ray diffraction (SXRD) measurements of the interface structure using improved buffer
growth conditions. SXRD measurements reveal a new interface system with an incommen-
surate mutual modulation of the graphene and SiC interface. For the first time, electronic
structure calculations using the SXRD derived interface structure provide an explanation
for the semiconducting buffer. The structure of the buffer layer and SiC interface is in-
vestigated further through a combined x-ray standing wave (XSW) and x-ray reflectivity
(XRR) analysis to reveal possible origins of the incommensurate structure resulting from
a depleted Si interface. Additionally, I compare films (buffer only and buffer+monolayer)
formed under different growth conditions. This work demonstrates that the properties of
the buffer layer are malleable. These results indicate that controlling the buffer layer inter-





Graphene was one of the first truly two dimensional materials and has received extensive
interest for the past decade due to its record setting electron mobility and unique electronic
structure [1, 2, 3, 4]. For the physicist, graphene serves as a way to investigate quantum
electrodynamics in a condensed matter system because its low energy excitations resemble
those of massless Dirac fermions. For the engineer, graphene holds the promise of many
technological applications, especially in electronics. Towards this goal, a semiconducting
form of graphene is essential. To understand the route towards producing a graphene semi-
conductor, this section reviews the real space and electronic structure of graphene, band gap
formation in graphene, graphene growth from SiC and a review of what’s known regarding
the initial phases of graphene growth on SiC.
1.1 Graphene
Graphene is a planar two-dimensional hexagonal crystal of carbon atoms [see Figure 1.1(a)].
The positions of the atoms are described by lattice and basis vectors, R = Rm,n+RB. The
lattice positions are determined by integer multiples of the lattice vectors, Rm,n = ma+nb,
where it is my convention for the lattice vectors to be rotated from one another by 120◦,
as opposed to 60◦. The magnitude of a and b are equal and define the graphene lattice




















The honeycomb structure is formed by having two equivalent basis atoms. The “A” atom
is located at the origin and the “B” atom at RB = 1/3 (a− b) = ac(0, 1), where ac =
1
Figure 1.1: (a) Atomic structure of graphene. The gray diamond represents the unit cell.
“A” (“B”) atoms are in gray (gold). The red arrows represent the lattice vectors. Black
arrows represent the vectors for the three nearest neighbors to an A atom. (b) Band structure
of graphene π-bands (yellow) and σ-bands (gray) calculated from the tight binding method
in ref. [5]. The two π-bands touch at the K+-point(and K−) with a linear dispersion that
gives rise to a Dirac cone shown in (c). The insert is a schematic of reciprocal space. The
reciprocal lattice vectors in blue, a∗ and b∗, are determined from the lattice vectors in (a),
a and b, respectively. The boundary of the first Brillouin zone is indicated by the gray
hexagon. The band structure was calculated along the path shown in yellow. (d) Density of




3 ≈ 1.42 Å is the graphene bond length. Since an accurate knowledge of ag is im-
portant for measuring various quantities such as strain, this thesis will spend some time
addressing the value of ag. ag is often assumed to be the lattice constant of graphite
(2.460±0.002 Å) [6, 7, 8, 9]. However, interplanar interactions are known to affect the
lattice parameter of layered systems [10]. Furthermore, no truly isolated graphene sheet
exists and therefore ag has never been measured. An isolated graphene sheet only exists in
theory and can only have a theoretical lattice constant. The theoretically isolated lattice pa-
rameter for graphene obtained from results in the literature is (2.453±0.004) [11, 12, 13].
This value is smaller than the graphite lattice parameter. This is expected since interplanar
interactions are known to increase the lattice constant [10].
The reciprocal lattice of graphene is also hexagonal where a∗ and b∗ are determined by
the relations a · a∗ = 2π, a · b∗ = 0, b · b∗ = 2π, b · a∗ = 0 . The result is that a∗ and
b∗ are rotated from one another by 60◦ as opposed to 120◦. A schematic of the reciprocal
lattice is shown in Figure 1.1(b). The magnitude of the primitive reciprocal lattice vectors
is 4π/ag
√
3. There are four symmetry points of interest in the Brillouin Zone (BZ) of
graphene: Γ = 0, M = 1/2a∗, K± = ±1/3(a∗ + b∗). Note that the K±-points are distinct
as an integer multiple sum of the reciprocal lattice vectors cannot connect K+ and K−.
In graphene, carbon atoms populate both A and B basis positions. A similar hexag-
onal lattice has also been applied to other elemental species such as Si [14] and P [15],
molecules such as RuCl3 [16], and distinct elements for A and B atoms such as MoS2.[17]
Depending on the chemical composition of the basis atoms, the properties and stability may
vary substantially.
Since carbon has four valence electrons, three of the electrons in the 2s, 2px, and 2py
orbitals sp2 hybridize to form strong σ-bonds to the three neighboring carbon atoms in the
hexagonal lattice. The remaining electron in the 2pz state delocalizes and forms π-bonds
with the neighboring carbon atoms. In perfectly flat graphene the π-bonds can be consid-
ered separately because they are orthogonal to the σ-bonds. Furthermore, the π-electrons
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are responsible for the low energy electronic structure and were first studied theoretically
using the tight binding method to serve as a building block for understanding the electronic
properties of graphite [18]. Despite its simplicity, the tight binding (TB) model predicts
experimental results [19] and agrees with more rigorous ab initio calculations [20]. For
this reason, TB models are often the starting point for exploring new phenomena in the
electronic structure of graphene systems.
The electronic structure of the graphene π-bands and σ-bands are shown in Figure
1.1(b) and calculated by the nearest neighbor formalism in ref. [5] and [21]. The electronic






where ε2p is the energy of the 2pz orbital. Often, energy is referenced to this energy by




ik·τ i is the phase factor describing nearest neighbor hopping, where nearest
neighbor vectors τ i are shown in Figure 1.1(a). At low energy, the band structure of the
π-electrons has two bands (bonding and anti-bonding) that touch at the K±-points with
linear dispersion and azimuthal symmetry [See Figure 1.1(b) and (c)]. This can be seen
by noting that f(K±) = 0 and expanding equation 1.2 about the K-points. Defining the
momentum as p = ~(k −K) = |p|(ξ cosϕ, sinϕ, 0), where ξ = ±1 for the bonding and
antibonding bands and ϕ is the polar angle of momentum in the plane, the effective Dirac-
like Hamiltonian near K± is He = vFp ·σ, where σ is the Pauli spin matrices. The energy
dispersion around K± is E = vf |p|, where vF = −
√
3agt/(2~) ≈ c/300 and c is the speed









Determination of the Fermi level, EF , which is at E − EF = 0 in Figure 1.1(b), for
a charge neutral scenario at 0 K results in a complete filling of the bonding π-band. Also,
because of the linear dispersion, the density of states reaches its minimum at the charge
neutrality point. The culmination of these effects results in the electronic structure classifi-
cation of graphene as a semimetal. Although the band dispersion is the same at K±-points,
pseudospin arises from the inequivalence of the wave functions at K±-points. The wave
functions are also chiral, i.e. dependent on the momentum direction, which produces a
backscattering probability of zero. The presence of linear dispersion and pseudospin at low
energy indicate that the quasiparticles in graphene behave like massless Dirac fermions [3].
As such, the shape of the low energy dispersion is characterized by a Dirac cone and the
two bands touch at the Dirac point [see Figure 1.1(c)].
1.2 Band Gap Formation in Graphene
The reason for this unique zero gap electronic structure in graphene is due to sublattice
symmetry, i.e. both A and B atoms are carbon, and hexagonal symmetry. The combination
of these symmetries ensures a degeneracy in energy at the K±-points [5]. As such, the
methods for producing band gaps in graphene involve breaking either or both of these sym-
metries. Symmetry-breaking methods fall into three broad classes: quantum confinement,
strain and functionalization.
1.2.1 Quantum Confinement
Theoretically, breaking translational symmetry by defining graphene into certain shapes of
sufficiently small size may induce band gaps. Two notable examples are nanoribbons [22]
and antidots [23]. Both quantum confinement and edge termination play important roles in
these systems. Figure 1.2 demonstrates the effects of quantum confinement for “armchair”
graphene nanoribbons. There are two principal types of graphene nanoribbons classified by
their edge termination as armchair or zig zag. For zig zag ribbons, conductive edge states
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Figure 1.2: Band gap formation from quantum confinement in armchair graphene nanorib-
bons. Calculation of the electronic structure follows ref. [22]. (a) Armchair nanoribbon
atomic structure for N = 5, where N is the number of horizontal atomic planes. The
dashed rectangle represents the unit cell of lattice constant a =
√
3ag. A (B) atoms are
represented by yellow (blue) circles. (b) Band gap dependence on ribbon width. (c)-(e)
example tight binding band structures for N = 3− 5, respectively. The band gaps for these
structures are highlighted by the blue circles in (b).
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are predicted. While interesting in its own right, band gaps are not predicted for zig zag
ribbons in the tight binding formulation [22]. However, ab initio calculations suggest that
zig zag ribbons will have a small band gap based on edge termination [24]. For armchair
ribbons, there are three ribbon classes based on the ribbon width [see Figure 1.2(c)-(e)]
that produce band gaps of different size. One of the classes actually predicts a gapless
state, though ab initio calculations predict a small gap [25].
Producing a gapped form of graphene from quantum confinement has two possibly
insurmountable challenges. The ribbon width must first be small as well as crystallograph-
ically aligned. Figure 1.2(b) shows that the size of the band gap is inversely proportional
to the ribbon width and substantial band gaps occur only when the width is on the order
of a few nanometers. This is beyond most current lithography limits. Furthermore, edge
disorder and deviations from a purely armchair direction do not lead to band gaps. Earlier
transport measurements from lithographically patterned graphene found a transport gap, as
opposed to a true band gap, due to ribbon disorder [26, 27].
1.2.2 Strain
Application of strain to the graphene lattice breaks hexagonal symmetry. Breaking the
hexagonal symmetry will change the phase terms from nearest neighbor hopping such that
f(K±) 6= 0. There are numerous types of strain that can be considered, such as uniaxial
[28], Peierls [29], and local [30]. The simplest example is uniaxial strain [28]. However,
to achieve large gaps requires strains beyond the elastic limit and also reduces the Fermi
velocity. Peierls distortions can occur when there is a net energy reduction through an
energy gain from an elastic distortion and an energy reduction from the formation of an
electronic energy gap. Peierls distortions of Kekulé order are predicted to open band gaps
[29]. Recent reports claim to observe Kekulé ordering through scanning tunneling mi-
croscopy (STM) of graphene films grown on copper [31]. However, they did not report a
Kekulé related band gap from their measurements, indicating that the distortion was either
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too small or insufficiently ordered to induce a measurable band gap. Any band gaps found
could not be separated from the interaction with the Cu substrate. Other types of local
strain show promise of opening gaps [30], but have yet to be realized experimentally due
to similar challenges facing quantum confinement.
1.2.3 Functionalization
Functionalization through chemical modification [32], graphene multilayers [33], or sub-
strate interaction [34, 35] can open gaps by breaking sublattice symmetry in graphene.
Chemical functionalization through the introduction of atomic species such as hydrogen
or nitrogen can open band gaps up to 1 eV. However, the process is inherently random
and often leads to insufficiently ordered systems. Bilayer graphene is also an example
of functionalization as the interlayer interactions, breaks sublattice symmetry. Substrate
functionalization is well known for SiC [36] and Ruthenium [35]. In both cases, the first
layer of graphene has been referred to as a buffer layer because of less developed π-bands
in ARPES measurements. Due to SiC being a wide band gap semiconductor, the buffer
layer of SiC lends itself more readily to technological applications. Substrate interaction
holds promise for developing a semiconducting form of graphene because it combines the
ability to readily produce large band gaps through functionalization with an ordered inter-
action. Such an ordered interaction may hold the key to creating a more coherent electronic
structure that maintains the high mobility observed in nearly freestanding graphene.
1.3 Epitaxial Graphene from SiC
There are many methods for preparing graphene samples, such as exfoliation [4], chemical
vapor deposition [38], and reduction of graphene oxide [39]. The similar and critical chal-
lenge faced by these methods is in the difficulty to conduct systematic and reproducible
studies. From one run to the next, these methods will necessarily result in different layer
number, disorder, grain size and crystallographic alignment characteristics. As a result,
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Figure 1.3: Epitaxial graphene on SiC. (a) Unit cell of 4H-SiC. Si (C) atoms are yel-
low (black). The graphene layer stacking sequence is ABCB on the bulk SiC(0001) sur-
face, referred to as the Si-face because it terminates with a plane of Si atoms, conversely
SiC(0001̄) terminates with C atoms (C-face). (b) Schematic of graphene growth on SiC by
confinement controlled sublimation [37]. (c) Schematic of graphene on SiC. Many layers
of graphene will grow on the C-face with many commensurate rotations. Graphene growth
is slower on the Si-face compared to the C-face. The first layer of graphene in the Si-face
is called the buffer layer (BG), the second layer is called monolayer graphene (ML).
many advanced characterization techniques, such as Surface X-ray Diffraction, ARPES
and other synchrotron based techniques are out of reach. Graphene grown from SiC, in
principle, addresses these issues by producing graphene crystallographically aligned to SiC
with reproducible disorder characteristics.
In 1975, Van Bommel et al. discovered that heating SiC to temperatures greater than
800◦C caused silicon sublimation from the surface [40]. Once cooled, the subsequent ex-
cess carbon rearranged into monolayers with a graphitic lattice constant. Forty years later,
graphene growth by thermal decomposition of SiC is one of the most promising growth
methods for graphene based electronics [41, 37]. The appeal of epitaxial graphene, i.e.
graphene grown from SiC, is that the layers are crystallographically aligned with SiC and
precise layer control is possible [37].
There are many methods for growing graphene on SiC. The earliest growth methods
consisted of heating in ultra high vacuum (UHV) [40, 42]. The challenge with UHV
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graphene growth is that large area layer control is not possible due to high growth rates
[43]. Currently, there are a few improved growth techniques such as growth in an Ar [41]
or silane [44] and confinement controlled sublimation (CCS) [37].
All graphene samples studied for this thesis were produced by the CCS method. In
this method, SiC is inductively heated inside a graphite enclosure [See Figure 1.3(b)]. The
sublimated Si generates a partial pressure due to confinement within the enclosure. The
partial Si pressure is determined by the temperature, crucible geometry and leak rate. The
increased Si partial pressure slows the graphene growth process to a near equilibrium con-
dition and causes growth to occur at higher temperatures. An important note is that the
system is in quasi-equilibrium. This is achieved by multiple growth runs that build up Si in
the crucible. The amount of Si is not entirely constant and the crucible must be conditioned
from time to time to either add or remove Si. This is accomplished by an extended heating
with or without a SiC sample in the crucible. For a conditioned crucible of a particular ge-
ometry, the number of layers grown is determined by the temperature and to a lesser extent,
time.
Most studies of graphene growth have been on the two polar faces, the SiC(0001) Si-
terminated face (Si-face) and SiC(0001̄) carbon-terminated face(C-face), of hexagonal 4H
and 6H SiC [45, 36, 46]. Note that graphene growth also occurs on other faces [47, 48]
and polytypes such as cubic β-SiC(111) [49]. The crystal structure of 4H-SiC is shown in
Figure 1.3(a). Growth on the C-face and Si-face are quite different. On the C-face growth
occurs more quickly and > 30 layers are possible with many commensurate rotations be-
tween the graphene layers [50, 51]. On the Si-face, growth is slower and only a few layers
of graphene form [19]. Furthermore, the graphene layers are rotationally aligned with the




3)SiCR30◦ reconstruction and ABC stacked [46, 19].
This thesis focuses on Si-face graphene growth. With the current crucible design, the
first layer of graphene grown on the Si-face, commonly referred to as the buffer layer
(BGo), grows at 1400◦C and the second layer (ML) grows at 1550◦C [See Figure 1.3(c)].
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3)SiCR30◦ reconstruction on SiC(0001). (a) LEED image of a
buffer layer grown by confinement controlled sublimation. (b) reciprocal space interpreta-
tion of (a). The large red (blue) circles are SiC (graphene) rods, smaller red (blue) circles
are (6×6)SiC satellites about SiC (graphene). The graphene rods appear to be commensu-
rate with the 6
√
3 reciprocal lattice (black dots). (c) Real space 6
√
3 unit cell. The gray
(yellow) circles represent carbon (Si) in the graphene (bulk-terminated SiC). The black di-
amond is the 6
√
3 unit cell and the red diamond is the (6×6)SiC quasi-unit cell. The red
and blue filled hexagons emphasize that the (6×6)SiC is not a true unit cell. The red (blue)
hexagons demonstrate the presence (absence) of a graphene carbon atom at the boundaries
of the quasi-unit cell.
This naming convention was adopted because the buffer layer did not possess the elec-
tronic properties of freestanding graphene due to its interaction with SiC. Only when the
second graphene layer formed did angle resolved photoemission spectroscopy (ARPES)
measurements observe the characteristic Dirac cone [36].
At this stage it is important to recognize that there are potentially two distinct buffer
layers present, (i) the bare buffer grown at 1400◦ (BGo) and (ii) the buffer layer grown at
1550◦ underneath the monolayer (BGML). Because of the different growth temperatures
and increased Si desorption these two buffer layers cannot a priori be assumed to be the
same, i.e. they may have unique SiC interface structures, bonding configurations, strains
and disorder, as I will show in Chapter 3.
1.4 The Buffer Layer and SiC(0001) Interface
Because of the complex surface reconstruction and challenges in growth, the history of
experimental studies of graphitization on SiC(0001) is characterized by seemingly opposed
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results and remains to be fully understood. For instance, it has been contested whether the
SiC interface is a 6
√
3 or (6×6)SiC reconstruction, if it is bulk-terminated [52], and if the
topmost carbon layer is a full, partial or defected graphene layer [53, 54].





construction on SiC(0001) at all stages of graphitization [40, 43, 55]. As a result, layer esti-
mation from LEED measurements alone can be challenging and can depend on the growth
procedure [43]. The buffer layer is regarded to form with the initial formation of the 6
√
3 re-
construction and sometimes these terms are used interchangeably. A typical LEED image
of the 6
√
3 is shown in Figure 1.4(a). The graphene reciprocal lattice vectors are rotated
30◦ from SiC and the magnitude is |a∗g|/a∗SiC| = 13/6
√





With aSiC ≈ 3.08 Å, this leads to a lattice constant, ag = aSiC 6
√
3/13 = 2.462 Å, that
is only slightly (0.1%) expanded from graphite (2.460(2) Å) [7, 8, 6, 9]. Furthermore, the
graphene position in reciprocal space indicates that a (13× 13)g graphene unit cell is com-




3)SiCR30◦ unit cell. How a graphene reciprocal lattice fits
onto the 6
√
3 reciprocal lattice is shown in Figure 1.4(b) and the corresponding real space
unit cell is shown in Figure 1.4(c).
In contrast to LEED, STM measurements have not produced a satisfying image of
a 6
√
3 reconstruction [43]. Most outlines of a 6
√
3 unit cell from STM measurements
break down after only a few cell repetitions. The primary STM observed reconstruction
is (6×6)SiC [52, 56], though early measurements suggested it may not be truly commen-
surate with the substrate [45]. The difference between the 6
√
3 and (6×6)SiC unit cells
are demonstrated in Figure 1.4(c). The two measurements are at odds in the sense that an
integer multiple of (6×6)SiC reciprocal lattice vectors cannot describe the graphene position
in Figure 1.4(a). (6×6)SiC features are observed in LEED images as “satellites,” i.e. there
are diffraction rods that surround the graphene and SiC reciprocal lattice rods described by
(6×6)SiC reciprocal lattice vectors [See Figure 1.4(a) and (b)]. However, it should be noted




lattice because the graphene reciprocal lattice rod is on the 6
√
3 reciprocal lattice.
The interpretation of LEED and STM measurements remains an ongoing research ques-
tion [57, 58]. One model is that the SiC is unreconstructed. In this model the satellite rods
in LEED are interpreted as resulting from multiple scattering and the (6×6)SiC pattern seen
in STM measurements results from a moiré pattern between the SiC layer and the graphene
layer. In contrast, the reconstructed model claims that the satellite rods in LEED are due to
structural changes in the interface between graphene and SiC. As such, the (6×6)SiC seen
in STM is interpreted as imaging the interface reconstruction. Within the reconstructed
model, relaxed bulk-terminated [59] and adatom [52] models have been proposed. XPS
and ARPES measurements have so far supported the relaxed bulk-terminated SiC interface
model due to the lack of spectroscopic evidence for adatom species [36] while STM mea-
surements image features that appear to be adatoms in the interface beneath the graphene
layers [52].
What has become clear is that the buffer layer is a complete graphene layer without
substantial defects or incomplete regions. This was shown through hydrogen intercalation
of the buffer layer, where the hydrogen intercalated buffer produced a band structure similar
to freestanding graphene [60, 61]. As growth methods and experimental techniques have
improved, the understanding of the buffer layer electronic structure has changed. Initial
ARPES measurements found the buffer layer to be a wide gap insulator with two significant
surface states within the gap making the buffer layer unsuitable for electronic applications
[36]. Using improved growth methods, this picture changed and found the buffer layer to
be a true semiconductor with no surface states and a band gap > 0.5 eV [62].
It is also clear that a strong interaction is present between the buffer graphene and the
SiC. XPS measurements of bare buffer surfaces measure two broad buffer related compo-
nents, identified as S1 and S2 [36, 63]. Figure 1.5(a) shows the presence of two buffer
components in the C 1s spectra. They have been attributed to graphene bonded (S1) and
graphene not bonded (S2) to the topmost Si in the SiC interface layer. The assignment was
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Figure 1.5: C 1s spectra of UHV grown buffer layer (a) and multilayer (b) graphene grown
on SiC(0001). Figure taken from ref. [36]. (a) spectral decomposition of the buffer
layer into three components; S1 buffer carbon bonded to interface Si, S2 buffer carbon
sp2 bonded, and SiC. (b) C 1s spectra of few layer graphene grown on SiC(0001). As the
number of layers increases, the buffer contribution decreases and the monolayer graphene
component shifts to lower binding energy.
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based on a few observations. First, it was noticed that the σ-bands from ARPES measure-
ments were shifted to lower binding energy compared to graphite by ∼1 eV. Similarly the
binding energy of S2 (285.6 eV) is roughly 1 eV lower than the binding energy of neutral
graphite (284.42 ev). By taking this shift as a measure of the doping, the S2 component
was associated with sp2 bonded carbon in the buffer layer. Furthermore, the S2 binding en-
ergy followed the clear trend observed in the binding energy of few layer graphene. As the
number of graphene layer increased, the binding energy approached the binding energy of
neutral graphite [see Figure 1.5(b)]. They also observed that the ratio of the S1 and S2 was
independent of photon energy, indicating that they were from the same layer. The fact that
the intensity of S1 and S2 increased with a decrease in photon energy indicated that they
were on the surface and not from the bulk. Their final observation was that the S2:S1 inten-
sity ratio was roughly 2:1. This provided further evidence that S2 was the buffer component
not bonded to Si, even though it was at a higher binding energy than what is expected for
graphite. A 2:1 ratio was relevant because the areal density of graphene is roughly 3 times
larger than the Si areal density. Comparing the number of graphene and topmost Si atoms
in the 6
√
3 , one obtains Ng/NSi = 2 ∗ 132/(6
√
3)2 ' 3.13. The S2:S1 ratio also suggested
that nearly all of the Si in the interface were bonded and agreed with early calculations of
an artificially reduced
√
3 unit cell [64, 65].
Although it is clear there is some strong, most likely sp3, bonding between the buffer
and interface Si, the assignment of S1 as the C 1s component associated with the C-Si
bond has been contested. More recent X-ray Standing Wave measurements asserted that
S2, instead of S1, was the bonded component. This was based on a photoemission yield
analysis that showed the S2 component was closer to the interface than S1 [63]. Their
subsequent reflectivity analysis also reported a reduced Si concentration in the interface,
which would call for a reduced number of bonds to the buffer layer.
Theoretically, the picture of the buffer layer is just as unclear. Due to the large surface
reconstruction suggested by LEED, theoretical studies of graphene on SiC are limited and
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remain inconclusive. Depending on the assumptions and calculation method, qualitatively








◦ unit cell where the graphene was highly compressed
to fit a 2× 2 graphene unit cell on the
√
3 SiC cell. The results predicted a wide gap buffer
with a metallic state from Si dangling bonds [64, 65]. This seemingly agreed with initial
ARPES measurements that found a wide band gap buffer with significant surface states





3)SiCR30◦ buffer was predicted to be metallic [66]. There have also been other ab
initio calculations of the 6
√





3)SiC model[67], or remained silent on its electronic properties [68, 69].
Furthermore, it is not clear theoretically why the bulk-terminated reconstruction should
be 6
√
3 as there are other more energetically favorable interface structures, such as (4 ×
4)SiCR24.2◦ [69]. From all the theoretical studies conducted, none predict the most recent
ARPES measurements of a semiconducting band gap >0.5 eV [62] or the gap from STS
measurements of ∼ 1 eV [60, 52]. It is clear that more detailed structural measurements
are needed to guide further theoretical study and clarify previous experimental results.
1.5 Thesis Outline
This thesis serves to address many of the discrepancies found in the literature for the buffer
layer on SiC. This was accomplished by refining the growth conditions for producing ho-
mogeneous buffer layer using CCS. The improved sample quality enabled synchrotron
based studies such as angle resolved photoemission, surface x-ray diffraction, and x-ray
standing wave photoemission. In Chapter 2 these characterization techniques are intro-
duced. I will also discuss in-house characterizations that were utilized to develop an appro-
priate growth protocol of the buffer layer.
With improved samples in hand, the first surface x-ray diffraction measurements of the
interface structure of the buffer layer are reported and discussed in Chapter 3. My results
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reveal a new picture for understanding the buffer interface interaction: incommensurate
mutual modulation. This concept is fleshed out and then utilized to predict the diffracted
intensities. Chapter 4 develops a tight binding model for calculating the electronic band
structure based off of the incommensurate mutual modulation model. The results provide
excellent agreement with the experimental ARPES measurements, giving credence that the
incommensurate model is responsible for the semiconducting character. Furthermore, I
also address the possible contributions of strain and Kekulé distortions and show that if
such distortions are present, they are small and do not significantly contribute to the buffer
band structure compared to the contributions of the Si bonding to the interface.
Chapter 5 aims to gain insight into the origin of the incommensurate phase through
detailed structural analysis of a buffer layer and monolayer sample using x-ray reflectivity
and x-ray standing wave photoemission. This chapter builds off of previous studies and
reconciles some of the discrepancies between Emery et al. and Emtsev et al. Through these
studies, a vertical distribution of the buffer layer is obtained that suggests the formation of
graphene islands separated by regions more strongly bonded to interface Si. The results
provide consistency with predictions from incommensurate mutual modulation. A study of
the SiC interface layers found a similar depleted Si interface persisted in both buffer layer
and monolayer samples, indicating an interface equilibrium structure ultimately responsible
for the incommensurate phase. In the closing chapter, the implications of the results are




EXPERIMENTAL TECHNIQUES FOR CHARACTERIZATION OF EPITAXIAL
GRAPHENE ON SIC(0001)
In this Chapter, I provide an introduction to the primary characterization techniques uti-
lized in this thesis to study the buffer layer on SiC(0001). The use of synchrotron based
techniques for detailed characterization of the graphene-SiC(0001) interface is a central
theme. The techniques reviewed in this chapter are Surface X-ray Diffraction (SXRD),
Angle Resolved Photoemission Spectroscopy (ARPES) and X-ray Standing Wave Photoe-
mission (XSW). While there is a substantial amount of information that can be acquired
from these techniques, the results of these characterizations is of little practical use if they
cannot be correlated to standard techniques such as Raman and XPS. For this reason, this
chapter concludes with the Raman and XPS characterizations used for buffer layer sam-
ples. The characteristic Raman and XPS signatures serve as a guide for connecting the
synchrotron results to other characterizations, such as transport measurements.
2.1 Surface X-ray Diffraction
X-ray crystallography was established over 100 years ago when Max von Laue discovered
that crystals diffracted x-rays. Today the technique is ubiquitous for the determination of
the atomic and molecular structure of a crystal, chemical bonds and disorder. The benefit
of x-rays for crystallography is that the x-ray wavelength (∼1 Å) is comparable to the sep-
aration distances between atoms. This allows for constructive and destructive interference
of the scattered x-ray. Accurate modeling and measurement of the diffracted intensity pro-
vides quantitative and highly precise information, such as crystal and surface structure and
lattice constants accurate to within thousands of an angstrom.
The advent of synchrotron facilities providing high intensity monochromatic x-rays
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opened up the field of surface x-ray diffraction (SXRD). The high flux with excellent en-
ergy resolution means that fewer atoms are needed to provide measurable diffracted in-
tensity. As the experimental technique improved, so too did the production methods of
graphene growth on SiC. In this thesis, I present the convergence of these efforts with the
first SXRD measurements of well ordered single layer graphene on SiC(0001) using syn-
chrotron radiation. To appreciate the results of the SXRD measurements, I will provide an
overview of SXRD in this section.
2.1.1 The Kinematic Approximation
The need for a high flux x-ray source stems from the fact that x-rays weakly scatter. Al-
though this necessitates synchrotron light sources, the weakly interacting x-ray allows for
a relatively straightforward analysis and prediction of the diffracted intensity through the
kinematic approximation. The scattered amplitude of an x-ray from an electron bound to a
nucleus is often described by the dipole approximation. The result is Thomson’s formula
[70],






where A is the amplitude of the scattered x-ray electric field, Ao is the amplitude of the
incident x-ray, Ro is the distance to the observation point, and ko and kf are the inci-
dent and scattered wavevectors. The weak interaction is seen by classical electron radius
e2/(mc2) ≈ 3 × 10−15 m, which is much smaller than atomic distances. A result of this
is that A  Ao and the single scattering or first Born approximation can be used. This
enables the total scattering amplitude to be expressed as a superposition of individual scat-
tering events from all atoms present in the system. Writing the scattered amplitude in this
way is known as the kinematic approximation. Furthermore, the scattering in x-ray diffrac-
tion considers only the elastically scattering such that |kf | = |ki| = k.
By rewriting equation 2.1 with the substitution, Q = kf−ki, the concept of momentum
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Moving on from scattering of an individual electron to the electron density around an atom






This is merely the Fourier transform of the electron density, fα(Q), and is known as the
atomic form factor. In reality, the atomic form factor is also a function of photon energy,
i.e. fα(E,Q). The results of which have been tabulated for each atom [71, 72]. fα(E,Q)
is largely determined by Z, the atomic number of the atom. Care must be taken with ionic
compounds as x-ray diffraction interacts with the electron cloud, not the nucleus. With the
atomic form factor in hand, A(Q) for multiple atoms can be calculated. The scattering








where ri is the centered position of each atom in the system. By assuming Ro is far away
compared to the illuminated area, Ro can be approximated as the same for each atom.
In this form, the scattered amplitude can be calculated exactly if all the positions of the
atoms are known. However, the realistic situation is the reverse, with a caveat. A typ-
ical x-ray diffraction measurement actually measures the scattered integrated intensity,
Iint =
∫
|A(Q)|2dtdΩ, in an attempt to determine the atomic positions. However, the
phase information of A(Q) is lost when measuring the intensity. Consequently, analysis of
an x-ray diffraction measurement involves the construction of a model atomic system that
possesses fitting parameters to reproduce the measured diffracted intensity.
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The prototypical example is a bulk crystal. A bulk crystal can be idealized as a nearly
infinite periodic structure. A crystal consists of a “unit cell” that is tiled throughout space.
Mathematically, the positions of atoms in a crystal are described by basis and lattice vec-
tors. The lattice vectors describe the periodicity of the system and how space is filled. The
position of the lattice points can be written as,
Rl = nla +mlb + plc, (2.5)
where a, b, and c are the primitive lattice vectors and nl, ml, and pl are integers describing
the location of the lattice point l. The primitive lattice vectors are normally non-orthogonal.
For two dimensional systems, such as graphene, there are only two lattice vectors, a and b.
Graphene lattice vectors are hexagonal, which means a is rotated 120◦ from b. Each lattice
point acts as an origin for the placement of basis atoms. If the unit cell possesses only one
basis atom, then the position of the basis atom is most simply at the origin. For unit cells
of two or more basis atoms, the basis positions are,
Rb = uba + wbb + vbc, (2.6)
where ub, wb, and vb are necessarily not integers, but some fractional position of the unit
cell. It is not necessary to write the basis positions in terms of the lattice vectors, though it
is often convenient.
Describing the atomic positions in this manner allows us to separate the scattering am-










where Nb is the number of basis atoms, NL is the total number of lattice points and the
total number of atoms in the crystal is N = NbNL. The first factor is called the structure
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factor, F (E,Q). This is often the desired information for developing a structural model
from a diffraction measurement. In its present form, F (E,Q) is static, but real systems are
dynamic and may also have disorder. A Debye-Waller factor is a common way to correct
for these deviations from a perfect crystal [59, 63, 73]. A diffraction measurement at an
instant in time can be thought of as a static measurement of the vibrating atoms oscillating
about its central position. The time and space averaged structure factor can be obtained by







where G(u,σ) is a normalized Gaussian of anisotropic widths σ. Making use of the con-
volution theorem, the Fourier transform of a convolution is the product of the Fourier
transforms of electron density and the Gaussian distribution. The Fourier transform of
the electron density is the original structure factor, F (E,Q) and the Fourier transform of a







where the result is generalized to allow for thermal and static variation for the different
atoms in the unit cell. A consequence of the Debye-Waller factor is that it will decrease
the scattered intensity at higher Q. As the temperature or disorder increases, less and less
diffracted intensity will be measured.




























|FDW (E,Q)|2|SNl(Q ·a)|2|SMl(Q ·b)|2|SPl(Q ·c)|2 (2.12)
The square modulus of Sn(x) is known as a “n-slit interference function,” |Sn(x)|2 =
sin2(nx/2)/ sin2(x/2). Figure 2.1 demonstrates the behavior of |Sn(x)|2 with increasing
n. One of its properties is that it becomes sharply peaked as n increases. The inverse rela-
tionship between the width and n allows the order of surfaces and crystals to be determined,
QaFWHM = 2π0.901/n, where n is an estimate of the average domain size [73]. The peaks
that develop are also periodic on 2π. It quickly becomes the case that as n increases, the
only Q where significant diffracted intensity occurs is when the argument of the Sn(x) is a
integer multiple of 2π and |Sn(2π)|2 = n2. This gives rise to diffraction conditions,
Q · a = 2πh; Q · b = 2πk; Q · c = 2πl, (2.13)
where all three of these equations must be satisfied. The values of Q that satisfy these
equations are the reciprocal lattice vectors, Ghkl = ha∗ + kb∗ + lc∗, where a∗, b∗, and c∗
are the primitive reciprocal lattice vectors. This result shows that the same lattice concept
in real space applies in reciprocal space. The primitive reciprocal lattice vectors can be
determined from the real space lattice vectors,
a∗ = 2π
b× c
a · b× c
; b∗ = 2π
c× a
a · b× c
; c∗ = 2π
a× c
a · b× c
; (2.14)
When the primitive reciprocal lattice vectors are properly defined, it is convenient to de-
23
Figure 2.1: The bahvior of the n-slit interference function as a function of n. As n in-
creases, the peak height increases, the width narrows, and |Sn(x)|2 approaches a periodic
distribution of delta functions.
scribe a location in reciprocal space in terms of (hkl), the reciprocal lattice units (r.l.u.).
2.1.2 Diffraction from Surfaces
For a surface, periodicity is broken in one direction. The lattice vectors are typically defined
according to parallel and perpendicular components of the surface, even if they are not the
bulk primitive lattice vectors. Convention states that a and b are the parallel components
and c is the perpendicular component. Because of the broken periodicity at the surface
the diffraction condition is relaxed for perpendicular momentum transfer (Qz or l in r.l.u).
Treatment of the diffraction intensity in Qz requires care and can be understood in the
context of attenuation. Diffraction intensity decays exponentially with depth into the bulk
material. This can be accommodated with an attenuation parameter, e−zλ = α, where
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0 ≤ α < 1. Accounting for α amounts to a correction to Sn(x), for Qz.




For x-rays, α ≈ 1 because x-rays weakly scatter and will have a large attenuation length.
However, αPl → 0 since Pl is still large and λ is finite. Within these limits, the diffracted
intensity for bulk reciprocal lattice vectors after accounting for the surface is,
I(Q) = |FDW (E,Q)|2
∣∣∣∣ 11− eiQ·c
∣∣∣∣2 . (2.16)
The diffracted intensity is still strong at integer values of l. However, information regarding
surface reconstructions, defects, substrate steps is contained between the Bragg reflections.
Diffraction from a surface is not restricted to the bulk reciprocal lattice vectors. If a
surface contains a purely two dimensional monolayer above its bulk structure or there ex-
ists a surface reconstruction there will be diffraction from the reciprocal lattice vectors of
the surface. For example, graphene on SiC has a different lattice parameter from SiC. The
periodicity of graphene will cause diffraction at a non bulk position in reciprocal space.
Because graphene is only one layer and should theoretically be flat, diffraction at graphene
reciprocal lattice positions are expected to be independent of Qz, S1(Q · c) = 1. This
means the diffracted intensity should be the same regardless of the perpendicular momen-
tum transfer component. What was once a diffraction spot for a three dimensional crystal
is now a diffraction rod for a two dimensional crystal in reciprocal space. As a result, mea-
surement of any changes in intensity with Qz for a graphene reciprocal lattice rod provides
information about the number of layers, vertical corrugations, surface roughness, and cou-
pling to the SiC interface. To account for surfaces with distinct periodicities, the structure
must be rewritten into to terms, FTot = FBulk + FSurf . When calculating the diffracted in-
tensity in this manner, care must be taken to account for the cross terms, such as FBulkF ∗Surf
and F ∗BulkFSurf .
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Figure 2.2: Image of the Z-axis diffractometer at the SixS beamline at SOLEIL Syn-
chrotron. The greek letters represent the motors associated with the relevant angles they
modify. ko and kf label the incident and reflected beam. The sample is measured in UHV
conditions and Be window is used to minimize x-ray absorption. Image courtesy of Dr.
Yves Garreau.
2.1.3 Integrated Intensity
In a typical diffraction measurement, the quantity being measured is the integrated intensity,
Iint, rather than the intensity at a specific Q [75, 76]. The reason for this can be seen from
the schematic in Figure 2.3. Because of the finite size of the detector and finite width of
the diffraction rods, the detector is measuring the total diffracted intensity within a range of
reciprocal space associated with a single diffraction rod. For such a measurement, a series
of corrections can be made to obtain information regarding |FDW (E,Q)|2. To maximize
the surface diffraction, the incident angle, α, is set near grazing incidence just above the
critical angle. The integrated intensity is the total energy that strikes the detector area over
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Figure 2.3: Schematic of and SXRD measurement using a Z-axis diffractometer. Image
taken from ref. [74]. α is the incident angle, δ and γ describe the detector position, and
ω rotates the sample. For a surface sensitive measurement, α is at grazing incidence. The
finite size and projection of the incident beam on the surface and the finite size of the
detector acceptance determine the active diffracting area. The finite size of the detector
acceptance also determines rod interception corrections.




where γ and δ describe the position of the detector [see Figure 2.3]. The integral over time
is often converted to an angular integration based off of the scan direction and velocity.
The measurements in this thesis were collected in a step-by-step stationary geometry, i.e.
the detector was set to fixed angular positions for a given amount of time and the total
integrated intensity was collected before advancing to the next set of angular positions. In




where the limits of integration are set by the slit widths, sδ and sγ [see Figure 2.3]. To
evaluate this integral the angular variables must be converted to reciprocal space coordi-
nates. Additionally, there are a variety of other considerations that ultimately amount to
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Figure 2.4: Schematic of SXRD in reciprocal space. The image is taken from ref. [75]
and modified for the angular notation typically used for z-axis diffractometers. A surface
diffraction rod has been added (in blue) to demonstrate the non-orthogonal volume element
of integration. Also, the diffraction rod is blurred to demonstrate broadening that may occur
from long range order, surface roughness and strain [73].
a set of correction factors that have been outlined previously for a variety of geometries
and measurements [75, 78]. The result is that the integrated intensity can be related to an
overall correction factor that varies with the angular positions of the incident and reflected
beam,
Iint = CTOT |F (Q)|2, (2.19)
where CTOT is the total correction factor. CTOT = IoLPCACrodCdetCbeam can be broken
into multiple factors related to: a scale (Io), Lorentz (L), polarization (P ), illuminated area
(CA), rod interception (Crod), detector acceptance (Cdet), and beam width (Cbeam) factor.
Often, the physical constants are absorbed into a single fitting parameter relating to an
overall scale factor Io. The Lorentz factor results from the change of variables of integration
and is obtained by evaluating the volume element, dV = (kdδ × kdγ) · Qparadα [see
Figure 2.4]. The relationship to reciprocal space coordinates is obtained by recognizing
that dV = (a∗ × b∗) · c∗dhdkdl = 8π2/Vudhdkdl. The vectors for α, δ, γ, ki, and
kf can be determined by a set of rotation vectors as demonstrated in ref. [79, 75]. After
some algebra, the Lorentz factor can be determined and it is form depends on the type of
measurement.
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The two types of SXRD measurements I present in this thesis are reflectivity and
in-plane diffraction. For in-plane measurements, Qpara is nonzero and for reflectivity
Qpara = 0. When measuring diffraction at Qpara = 0, (00l), this is often referred to
as the specular rod. The specular geometry requires that α = γ and δ = 0 whereas to
measuring nonspecular diffraction rods requires δ to be nonzero. The Lorentz factor is dif-
ferent for these two scenarios: L−1 = sinα for reflectivity, and L−1 = cosα sin δ cos γ for
non-specular.[75].
Polarization from the synchrotron radiation was in the horizontal plane [see Figure 2.2]
and the surface plane of the sample is vertical resulting in a polarization correction of
P = 1− (sinα cos γ cos δ + cosα sin γ)2 [74]. Figure 2.3 shows that the illuminated area
can be taken as the intersection of the projected beam area, sample area and projected area
of the detector slits onto the surface. This correction is most easily obtained numerically
when measuring in-plane diffraction rods. For reflectivity, the area correction is easily
obtained analytically, CA = min(LS, s⊥/ sinα), where LS is the sample length, s⊥ is the
incident beam perpendicular to the surface (≈ 70 µm). The logic condition accounts for
spill over when α is small and the projected area is larger than the sample. For a typical
sample length of 4 mm, the cutoff angle is roughly 1◦ (Qz = 0.07 Å−1).
Rod interception is a property unique to surface diffraction. If the system is sufficiently
ordered, the diffraction is relatively sharp in h and k. However, in l the diffraction is more
of a constant, than sharply peaked. As a result, the angular positions of the detector area
intercepts the rod at a nonorthogonal angle. This is represented by the rod shown in Figure
2.4. Cdet accounts for the case when the detector slits are not wide enough to capture the
full integrated intensity of the diffraction rod and is best calculated numerically. Cbeam
accounts for nonuniformity of the incident intensity and can be calculated numerically as
well [75].
Measurements were conducted on a Z-axis diffractometer [74] at SOLEIL Synchrotron
on the SixS beamline. The SixS diffractometer is shown in Figure 2.2. The definitive
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feature of the Z-axis diffractometer is through the control of the incident angle, α, by
rotation of the entire diffractometer [74]. This type of system is ideally suited for surface
studies because it is straightforward to maintain a fixed incident angle at grazing incidence
just above the critical angle of total internal reflection. For SXRD, it is critical to maintain
grazing incidence to maximize illumination of the surface and increase the surface to bulk
intensity ratio.
My objective for diffraction measurements in this thesis is to obtain information regard-
ing the structure of graphene and its interface with SiC. Since the lattice parameters of 4H-
SiC is well known [80], reciprocal space can be defined in terms of SiC reciprocal lattice











Å−1 and c∗SiC = 2π/cSiC = 0.6233 Å
−1.
2.2 Angle Resolved Photoemission Spectroscopy
Angle resolved photoemission spectroscopy (ARPES) utilizes the photoelectric effect, which
was discovered by Hertz[81] and later explained by Einstein.[82] The photoelectric effect
introduces the photon, which has an energy E = hν, where h is Planck’s constant and ν
is the frequency. In the photoelectric effect, a photon of sufficiently high energy will eject
an electron from the material. The kinetic energy of the electron, Ekin, as observed by the
spectrometer, is described by the simple equation,
Ekin = hν − φdet − |BE|, (2.20)
where φdet is the work function of the detector, and BE is the binding energy of the elec-
tron state prior to photoemission. Figure 2.5 demonstrates the energy level lineup and
fundamental processes for photoemission. The specimen and spectrometer are in electrical
contact with each other such that they share the same Fermi level, EF . When an photo-
electron initially escapes from the surface it has a kinetic energy E ′kin = hν − φs − |BE|,
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Figure 2.5: Schematic of the energy levels in photoemission spectroscopy from a metallic
sample. Image from ref.[83]
where φs is the sample work function. Upon entering the spectrometer, an accelerating or
decelerating potential is imparted on the electron based off the contact potential, φs− φdet,
such that the kinetic energy is increased or decreased. In this form, BE is measured with
respect to EF such that φdet can be determined by fitting the photoemission cutoff Ekin to
a Fermi function.
Angle Resolved Photoemission Spectroscopy (ARPES) measures the angular depen-
dence of the photoelectrons as a function of binding energy in order to determine the mo-
mentum dependence and subsequently, E(k) of the electronic band structure of the mate-
rial. For graphene, ARPES allows the direct measurement of the Dirac cone-like dispersion





K is the magnitude of the wavevector of the photoelectron and related to the momentum,
p = ~K. m is the electron mass and ~ = h/(2π). Collecting the photoelectrons with a
finite acceptance angle allows the discernment of the momentum dependence. Using the
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Figure 2.6: Schematic of ARPES geometry taken from
http://nml.bu.edu/index files/Page934.htm and modified for the notation used in this
thesis. By measuring the photoemission spectra at defined polar (ϑ) and azimuthal (ϕ)
angles, the parallel and perpendicular momentum of the photoemitted electrons can be
determined.
notation in Figure 2.6, the momentum decomposition is,
Kx ≈ 0.512
√
Ekin sinϑ cos ζϕ, (2.22)
Ky ≈ 0.512
√




where 0.512 is the approximate value of
√
2m/~ and ζ = 0.92 is a correction for the
entrance aperture optics for the Casiopee beamline at SOLEIL synchrotron. ARPES is
ideally suited measuring the band structure of surface and two dimensional materials, like
graphene, as the K‖ = Kx + Ky is related to the crysal momentum, k, by a parallel
reciprocal lattice vector, K‖ = k‖ +G‖, i.e. K‖ is conserved in the extended-zone scheme
as opposed to the reduced-zone. The perpendicular momentum is not easily associated
with a perpendicular crystal momentum k⊥ because at a surface the vertical periodicity
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Figure 2.7: ARPES of monolayer graphene on SiC(0001). (a) ARPES spectra perpendicu-
lar to and at theK-point. The white lines show the fitted position of the π-bands. Graphene
on this face is n-doped between 0.4 to 0.5 eV. (b) FWHM of the MDC linewidth of the
graphene π-bands as a function of energy. (c) Height of the graphene π-bands as a function
of energy. (d) Schematic of the region of reciprocal space probed by the ARPES measure-
ment in (a)
is broken and therefore there is no perpendicular reciprocal lattice vector. Also there is
an inner potential that causes the k⊥ to not be conserved. The photoemitted electrons are
collected and analyzed by a hemispherical analyzer that has an energy and angle dispersing
property [see Figure 2.6]. The entrance of the photoelectrons into the analyzer is limited
by an entrance slit to limit the acceptance in ϑ. For a given ϑ the photoelectron intensity
is measured as a function of Ekin and ϕ, I(Ekin, ϕ). Since graphene is a 2D material, k⊥
is not associated with its band structure and these complications are less important in this
context.
The ARPES measurement of graphene grown of SiC(0001) is shown in Figure 2.7. The
color map represents a low photoelectron intensity (black) to a high intensity (yellow). The
region of high intensity indicates the location of the graphene π-bands. The spectrometer
was placed to collect photoelectrons with a momentum at the K-point. The location in
reciprocal space of the measurement is shown in Figure 2.7(d). The “cut” is through theK-
point and perpendicular to the ΓK direction. This is a convenient cut because it allows for
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an easy measurement of the Dirac cone as both the left and right side of the Dirac cone are
visible. This would not be the case for a cut taken along ΓK. There is a well known matrix
element effect for graphene where half of the photoemission intensity expected for the
Dirac cone is missing due to photoelectron diffraction and the incident photon polarization
[62, 84, 34, 85, 86]. This matrix element effect is shown in Figure 2.8. The measurement
is a constant-energy cut of the graphene ARPES spectra. Constant energy surfaces are
obtained by measuring the ARPES spectra for a set of ϑ’s. By changing ϑ, a different set
of K are probed. After collecting these measurements, the results can be stitched together
to visualize a cut with a fixed E − EF . For the results shown, the constant energy cut
was taken at 1 eV below the Dirac point. This is the reason for the circular shape of the
photoelectron intensity. If the constant energy cut was taken at the Dirac point energy, ED,
the constant energy surface shown would consist of six points. Since half the Dirac cone is
missing in Figure 2.8, it can be seen that a cut along ΓK will only show half of the Dirac
cone and this will make it difficult to identify the Dirac point. Another feature in Figure
2.8 is the appearance of satellite Dirac cones around the K±-points. This is the result of
Umklapp processes where multiple scattering occurs from the underlying periodicities in
the interface layers [84, 62].
When analyzing the properties of the Dirac cone, the results are similar to what is
expected for theoretically freestanding graphene. By fitting the π-bands to a Lorentzian
distribution for each Momentum Distribution Curve (MDC), which is the photoelectron
intensity for a constant energy for a given cut, the central positions and widths of the π-
bands were obtained [see Figure 2.7(b)]. The central positions can be fitted to a line to
obtain a Fermi velocity. It was found that vF = c/275 where c is the speed of light. The
linearity and similarity to the predicted vF = c/300 provide excellent evidence for a Dirac
cone in graphene grown on SiC.
There are also a few differences from theoretically freestanding graphene. The charge
neutrality point for graphene is normally at the Dirac point, i.e. where the valence and
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Figure 2.8: Constant energy cut at E−EF = ED− 1 eV of graphene on SiC. Figure taken
from ref. [84]. Labels were added based off of the nomenclature used here. The constant
energy cut demonstrates the matrix element effect that cancels out part of the photoemission
intensity of the Dirac cone. It also shows the Umklapp processes associated with multiple
scattering from the interface reconstruction.
conduction band touch. However, for ML, there is a significant doping of 0.4 eV, similar to
previous measurements [47, 84, 34]. This doping is often attributed to charge transfer from
the substrate and spontaneous polarization [87, 88]. One of the more notable differences
from freestanding graphene is that the bonding and antibonding π-bands do not touch.
There is a separation of roughly 130 meV. Furthermore, there is a decrease in intensity in
the region between the two π-bands [see Figure 2.7(c)]. These observations were initially
thought to be the result of the formation of a band gap [34]. Later it was shown to be the
result of plasmons from the photoemission process [84]. This explanation was achieved by
observing that the separation between upper and lower π-bands increased with doping and
by measuring the MDC linewidths of the π-bands. The MDC linewidths for a CSS sample
is shown in Figure 2.7(b). In an ARPES measurement, the MDC linewidth is related to the
electron-phonon coupling, electron-hole pair generation, electron-plasmon coupling, and
impurity scattering [84, 89]. The shape of the MDC linewidths were in excellent agreement
with these various many body excitations and provided strong evidence that this effect was
not due to a substrate-induced band gap.
However, my measurements have much higher counting statistics than the previous
report because of my interest in the underlying buffer layer. The results show that there
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are two peaks in photoemission intensity at ∼ −0.3 and ∼ −0.1 eV below EF that were
not observed previously. Later, I show that this is related to the buffer layer underneath the
monolayer. One of the assumptions made by Bostwick et al. was that the electronic bands
of the buffer layer and SiC were well below EF and therefore could not couple near the
Dirac point. Such an argument may no longer be valid and the possibility of a substrate
induced gap must be reconsidered.
Nevertheless, ARPES has proved to be a powerful technique for understanding the qual-
ity of the graphene. For instance, while this gap is observed on SiC(0001), it is not observed
on graphene grown on SiC(0001̄) [90]. The ability of ARPES to observe effects like dop-
ing, band gaps, substrate interactions, many body effects and chirality [85] make ARPES
a powerful and essential tool for developing a deeper understanding of the properties of
graphene and its response to its environment.
For graphene on SiC(0001), the buffer layer has not been as well studied as monolayer
graphene. However, the buffer layer serves as an ideal platform for studying the effects
of substrate interaction and was recently shown to have a band gap greater than 0.5 eV
[62]. In this thesis, I develop a tight binding model of the buffer interaction with SiC based
on the results from SXRD measurements to calculate the electronic band structure. These
band structure calculations are then converted to a spectral weight expected for an ARPES
measurement. The results of the calculated and experimental ARPES are compared and
found to be in excellent agreement. The implications of this are twofold: (i) it provides
merit to the structural model obtained from SXRD, (ii) the structural model provides an
explanation for the observed band gap in the buffer layer.
2.3 X-ray Standing Wave X-ray Photoemission Spectroscopy
Typical x-ray photoemission techniques are surface sensitive up to 10’s of nanometers. By
generating an x-ray standing wave, the element specific vertical resolution of photoemis-
sion studies can be enhanced to within tenths of angstroms [91, 92, 93]. An x-ray standing
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Figure 2.9: Schematic of x-ray standing wave photoemission. Superposition of the inci-
dent, ki, and reflected beam, kf , produce a standing wave indicated by the color map. From
the momentum transfer, Q, the standing wave period, dSW , can be determined. The phase
of the standing wave can be adjusted by tuning the angle and wavelength of the x-ray. The
electron analyzer is placed to maximize the surface to bulk photoemission ratio. Since the
photoemitted yield is proportional to the incident photon flux, a unique element specific
yield is generated as dSW passes through the dSiC. The yield allows the determination of
the average vertical distance (modulo dSiC) and distribution of the chemical species.
wave can be generated by tuning the wavelength and incident angle to be near a Bragg
reflection of the bulk material. At a Bragg reflection, the reflected wave is of sufficient
intensity that the superposition of the incident and reflected beam generate a standing wave
in the material. The fundamental principle of x-ray standing wave photoemission is that the
photoemission yield is proportional to the interference field. Based on the atomic position,
a unique photoemission yield is generated. Analysis of the photoemission yield allows
sub-angstrom elemental resolution of the surface.
A schematic of the experimental setup for X-ray Standing Wave photoemission (XSW)
is shown in Figure 2.9. The incident and reflected complex electric field can be modeled as
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where ki is the incident wave vector and ω is the frequency of radiation. The scattered
field, Ef will be a plane wave of similar form with a wave vector kf . For elastic scattering,
the scattered frequency and wave vector magnitude are equal and for coherent scattering,





where the phase, ν, is independent of t and r. R is the reflectivity, R = If/Ii = |Ef |2/|Ei|2.
The total electric field is the superposition the incident and scattered field, E = Ei + Ef .
A standing wave is generated by the interference pattern. By writing the scattered wave




= 1 +R + 2
√
R cos(ν −Q · r). (2.28)
The color map in Figure 2.9 represents the standing wave normalized intensity. IN is
composed of planes of constant intensity that oscillate from its minimum and maximum
when r is parallel to Q. R and ν are calculated for the bulk material at the given Q from















where FQ and FQ̄ are the structure factor calculated at the Q and −Q, respectively. For
these studies, the structure factor is calculated from 4H-SiC. The atomic positions for 4H-
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SiC needed for calculating FQ can be found in ref. [80]. This equation provides the primary
relationships between the crystal structure and the reflectivity in the nonlinear scattering
regime near a Bragg reflection.










where N is the number of atoms in the unit cell, Sn(Q) = eiQ·rn is the phase factor
determined from the rn atomic positions within the unit cell and Dn(Q) is a Debye-Waller
factor for the nth atom. f on(Q) is the atomic form factor, where a standard exponential
expansion is used as an approximation [71]. ∆f ′n(λ) and ∆f
′′
n(λ) are the real and imaginary
components of the anomalous scattering factors [72].
In an XSW measurement, either the incident angle or photon energy, E = hν, is varied
to pass through the selected Bragg reflection. This is accomplished by setting Q = G =
ha∗+kb∗+ lc∗, where G is the (khl) reciprocal lattice vector of the bulk. h and k describe
the parallel components and l describes the components perpendicular to the surface. For
the studies presented, the (004)SiC reciprocal lattice vector was chosen. This corresponds
to the perpendicular components of the SiC(0001) surface.
For the presented experiments, E was varied instead of θ. As such, the anomalous
scattering factors have to be adjusted for each E. η in equation 2.30 is given by [95],
η =





where ∆E = E − EB with EB being the photon energy associated with the Bragg reflec-
tion. θB is the Bragg angle. P is the polarization of the incident x-ray. For these studies,
π-polarization was used, i.e. the polarization is in the scattering scattering plane, which
amounts to P = cos 2θB. Γ = (reλ2)/(πVc) is a scale factor with re being the classical
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Figure 2.10: Calculated reflectivity (black) and phase (green) for the SiC(0004) reflection.
The dashed lines are calculated assuming no energy broadening. Solid lines are the energy
broadened reflectivity, ∆E ≈ 170 meV.
electron radius, Vc is the volume of the unit cell and λ is the wavelength of the incident
x-ray.
The schematic in Figure 2.9 represents the measurement setup at the GALAXIES beam-
line at SOLEIL Synchrotron of the buffer layer sample. To achieve a significant diffracted
intensity and hence a strong standing wave, the standing wave period, dSW , was set to the
SiC bilayer spacing cSiC/4 = 2.52 Å. As a reminder, the Bragg diffraction condition is,
2d sin θ = nλ. (2.32)
Therefore, the photon energy E = 2512 eV and θB = 78◦ was used to achieve the
SiC(0004) Bragg reflection. To account for the energy resolution of the incident x-ray
beam, equation 2.29 was convoluted by normalized Gaussian whose width was the instru-
ment resolution. The instrument resolution for the GALAXIES beamline was approxi-
mately 300meV. When fitting the photoemission yield, the instrument resolution as ad-
justed as a fitting parameter. From the fitting routine, the instrument resolution was deter-
mined to be 170 meV. Figure 2.10 demonstrates the broadened and unbroadened calculated
reflectivity and phase for the SiC(0004) reflection, i.e. G = 4c∗, the magnitude of which is
Qz = 2π/(4cSiC). It can be seen that the instrument resolution has a strong impact on the
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total reflectivity and to a less extent on the phase.
The fundamental principle that enables the XSW technique is that photoemission is a
function of the intensity of the photon source interacting with the bound electron. Since a
standing wave was generated, the x-ray intensity is modulated at the atomic scale. From
the dipole approximation, it can be shown that the photoemission yield from an atom at
position rj within the standing wave field is [91, 96],
Y Gj = 1 +R + 2P
√
R cos (ν + G · rj) . (2.33)
The normalized scattered yield is simply the superposition of the scattered yield for all
atoms of a particular chemical species, i.e. of the same binding energy,





cos (ν + G · rn) , (2.34)
where N is the number of atoms at positions rn belonging to the chemical species. Due
to thermal vibrations, static disorder and corrugations, a distribution of rn are possible for
a given chemical species. As such this summation is often treated as an integral with a
density of a particular form. The integral representation is,





ρj(r)cos(ν −G · r)dr. (2.35)
If a Gaussian distribution is assumed for ρ(r), the normalized yield is,







where fGj = e
−2πσ2j /d2SW is coherent fraction and PGj = zj/dSW is the coherent position,
and P is the polarization correction: 1 for σ-polarization and cos 2θB for π-polarization.
If the dipole approximation is no longer valid the expression becomes more complicated
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[96]. However, for these studies, the C 1s and Si 2s core levels were used, which are well
described by the dipole approximation. Also,I will show that the values for fGj and P
G
j
are highly dependent on the spectral decomposition and this will limit the level of detailed
analysis possible by XSW alone. As a result, non-dipolar corrections are smaller than the
uncertainty from the spectral decomposition.
Parameterization of fGj and P
G
j can be understood considering equation 2.34. Each
chemical species contributes a cos (ν + G · rn) to the yield. The yield is then the result
of a superposition of cosines of the same period that differ only in its phase. The result
will also be a cosine whose amplitude will be determined by the positional distribution of
the chemical species. If the position is well defined and only perturbed by small thermal
vibrations, fGj will be close to unity. Examining P
G
j , it can be seen that the derived posi-
tion, zj , has a modulo− dSW ambiguity. There are two methods to address this, (i) energy
dependent photoemission and (ii) x-ray reflectivity. X-ray reflectivity is the best way to
resolve this issue.
The advantage of the XSW technique is its connection to the structure factor from x-
ray diffraction and its ability to address the phase problem. fGj and P
G
j are related to the





When assuming a Gaussian distribution, fGj becomes the Debeye-Waller factor,
fGj = e
−1/2(Gσj)2 , (2.38)
where σj describes the total positional distribution as a Gaussian encompassing the effec-
tive variation from disorder, corrugation and thermal vibrations.
The process for analysis of an XSW measurement thus consists are measuring the pho-
toemission spectra as a function of photon energy where the incident angle and wavelength
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are tuned to be near a Bragg reflection of the bulk material. The energy range is small
such that there is a minimal change in the period of the standing wave. However, the slight
changes in photon energy alters the phase of the standing wave such that different atomic
planes are excited. If multiple peaks are present, each spectra must be decomposed to ob-
tain Y Gj , which is the integrated area of each spectral component as a function of photon
energy. To obtain zj and σj , equation 2.36 is fit to the experimental data. This requires
the calculation of the energy resolution broadened reflectivity and phase using dynamical
diffraction theory. zj and σj then serves as inputs to x-ray reflectivity.
2.4 Growth and Characterization of Buffer Graphene
There has been substantial work focusing on the growth and characterization of graphene
on SiC(0001) [97, 41, 37, 36, 98, 99, 100, 101]. However, most of this work focused on
monolayer growth, rather than the buffer layer. To this end, detailed studies of the buffer
layer were conducted with synchrotron radiation techniques, such as ARPES, SXRD and
XSW. While these techniques can provide detailed information, the quality and consistency
of the prepared samples has a direct impact of the information that can be obtained. For
this reason, buffer samples were characterized by Raman spectroscopy and XPS prior to
the synchrotron studies.
The current graphene growth method using confinement controlled sublimation consists
of three heating stages. First, the sample is heated to∼300◦C to remove any adsorbed water
or organic contaminants. The second stage heating temperature is at 1200◦C to remove
additional contaminants and the last temperature step is for graphene growth. For each
sample, the graphene growth time was 30 minutes and the initial heating stages were at
least 15 minutes. The ramp time between the different temperature stages is limited by the
thermal mass of the crucible and usually on the order of 1-2 minutes.
Raman measurements were conducted with a Horiba Jobin-Yvon LabRam and a λ =
532 nm laser. The spot size was∼1µm. The data was collected with a resolution of 1 cm−1
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over 1200 cm−1 to 3400 cm−1 at multiple locations for a given sample. The Raman shown
reflects the best representation of the Raman collected for the specified growth conditions.
Figure 2.11 shows the Raman results for various graphene growth temperatures ranging
from 1377◦C to 1584◦C . A bulk SiC carbide background was subtracted from each spectra
[100, 99, 102]. The Raman spectra represents a characteristic spectra for the entire sample.
Because the samples are grown by confinement controlled sublimation, a consistent Raman
spectra is observed across the sample. Slight variations are possible across the sample due
to temperature gradients from non-uniform heating. Variations in the Raman spectra for
samples grown at temperature close to the buffer temperatures results are slight monolayer
overgrowth coverage with a non-uniformity less than 5%. The variations that arise near
monolayer growth temperatures are differences in graphene related peak positions, widths
and heights indicating variations in the monolayer coverage and bilayer overgrowth.
These temperature studies found that no substantial Raman signature was observed
below 1377◦C . Above this temperature a characteristic buffer spectra is observed, similar
to ref. [100]. The buffer spectra has a broad D (1350 cm-1) and G peak (1582 cm-1).[103]
The D peak is associated with “defects” and the G peak with a sp2 stretching mode [104].
A characteristic absence of a 2D peak accompanies the broad D and G features. There
are two additional features at 1490 cm-1 (Bo) and 2950 cm-1. These two features have yet
to be adequately described. The broad feature at higher wavenumber is within a similarly
broad range for a D+G peak indicating this feature may be a second order mode. While the
peak Bo is at present unidentified, it initially increases and then appears suppressed once
monolayer begins to form. This indicates it is a characteristic feature associated with the
BGo.
Another interesting feature is the relative insensitivity to the formation of monolayer
graphene at lower temperatures. A measurable 2D signal only occurs at temperatures
above 1430◦C . This demonstrates that there is a reasonably large temperature range for
producing buffer only surfaces or at minimum a surface with immeasurably low graphene
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overgrowth. One consequence of this is the ability to produce nearly homogeneous buffer
graphene. This is demonstrated by the lack of a 2D peak in the Raman spectra as well as
XPS measurements shown below that estimate a fully covered graphene.
From the Raman spectra alone, it may not be clear that the buffer layer is structurally
graphene due to a lack of a 2D peak or that the buffer layer fully covers the surface. Evi-
dence that the buffer layer is structurally graphene comes from diffraction and STM mea-
surements of a graphitic lattice constant[105, 60], and σ-bands in ARPES measurements
[36]. Furthermore, the buffer layer can be hydrogen intercalated [61, 57, 60, 106]. Hydro-
gen intercalation consists of exposing the epitaxial graphene surface to H2 near atmospheric
pressure and at elevated temperatures greater than 500◦C . The hydrogen is thought to satu-
rate the bonds between the buffer and SiC interface. After intercalation, the buffer exhibits
all the signs of free standing graphene, such as a Raman 2D peak and small D peak and
most importantly a Dirac-cone in ARPES. Furthermore, prior to H2, the buffer layer also
has a graphite lattice constant [105].
XPS measurements were obtained with a Thermo Scientific K-alpha XPS Spectrometer
using monochromatic Al K α x-ray radiation. C 1s, Si 2p and O 1s spectra were collected
at multiple locations on the surface with a pass energy of 50 eV with a photoemission an-
gle perpendicular to the surface. Each component of the C 1s spectra was fitted with a
Pseudo-Voigt distribution. Figure 2.12 shows a typical C 1s spectra of the buffer layer.
There are four components, a bulk SiC (CB), two buffer components (S1 and S2), and one
absorbed contaminant peak (C-x). The identification of C-x is based on comparisons with
buffer samples that were heated in UHV prior to XPS characterization. For the synchrotron
XPS measurements of the buffer, the samples were heated to 500◦C prior to measurement
in UHV. These measurements, shown in Chapter 5, do not observe the C-x component.
However, for the Thermo XPS measurements it was not possible to anneal the sample prior
to the measurement and a C-x component is observed. Monolayer samples do not possess a
measurable C-x component. This indicates that the buffer layer is more reactive. Also, the
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Figure 2.11: Raman spectra of the graphene growth on SiC(0001) for various growth
temperatures. Each sample was heated for 30 minutes at a maximum temperature from
1377◦C to 1584◦C . Below 1377◦C no significant Raman features were measured. The
bulk SiC Raman was subtracted from each spectra. Vertical dashed lines label character-
istic features from buffer and monolayer. D, Bo, G and 2D peaks are characteristic com-
ponents of monolayer graphene. The buffer layer has broad D and G features with no 2D
component. There are two additional features at 1490 cm-1 (Bo) and 2950 cm-1 that reach a
maximum at a growth temperature of 1414◦C . Much of the buffer features are reduced in
monolayer samples.
46
Figure 2.12: C 1s spectra of BGo from standard K-alpha radiation. There are 4 components
in the spectra, CB is from the bulk, S1and S2are from BGo and C-x is from absorbed carbon
contaminants, this is known since annealing to moderate temperatures of 300◦C eliminates
this peak from the spectra.
strong monolayer peak obscures the photoemission signal from the buffer layer. For this
reason, monolayer surfaces are fitted with three components, Co, ML and S1, where S1 is
for all buffer related features. It is typical to use an asymmetrical lineshape for the ML com-
ponent. However, for the present analysis the integrated area of all graphene components
is the relevant parameter, not a proper decomposition. For this reason peak parameters are
not emphasized. A detailed analysis of the C 1s spectra using synchrotron radiation and
X-ray Standing Wave techniques addresses these issues later in Chapter 5.
For now, a model for a semi-infinite bulk with an overlayer is used to estimate graphene
coverage [83], where SiC is the bulk and graphene is the overlayer. The formula for esti-
mating the number of graphene layers (Ng) is,







where λg = 31 Å (λSiC = 25.8 Å) is the graphene (SiC) attenuation length,[107] sg
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Figure 2.13: XPS analysis of Graphene grown on SiC(0001) with confinement controlled
sublimation at increasing growth temperatures. (a) C 1s spectra of graphene samples grown
with increasing growth temperature. At 1377◦C , the buffer layer is undergrown and at
1584◦C a substantial content of bilayer graphene has formed. (b) graphene layer cover-
age based on analysis using equation 2.39. Below 1377◦C no substantial buffer layer has
formed. Uniform coverage quickly develops at temperatures of 1400◦C . Producing mono-
layer graphene requires a higher temperature and does not occur as rapidly with increasing
temperature.
(sSiC) is the sensitivity factor for graphene (SiC). The element specific sensitivity factor
is sj = σjρjλj , where σj is the photoelectron cross section and ρj is the density. Since
the cross sections are both from carbon, this parameter cancels in equation 2.39. The
density of graphene is estimated by the areal density and the average layer spacing,cg =
3.35 Å, (ρg = 2/(cga2g
√
3/2)). The density of bulk carbon is ρCB = 4/(aSiC
√
3/2cSiC).
To estimate the buffer and monolayer coverage, the S1, S2and ML integrated intensities
are summed together to obtain the total graphene photoemission intensity. Note that the
absolute thickness with this model can vary up to 20-40% due errors in model parameters.
What is more important are the trends demonstrated on a relative scale.
It can be seen that the buffer coverage quickly approaches uniform coverage. Below
1377◦C , no substantial buffer components are observed. With only an increase in growth
temperature of 20◦C , a near complete buffer coverage formed. Such a drastic change is
not observed for monolayer growth. Rather graphene coverage starts developing around
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1430◦C and gradually approaches a full monolayer coverage around 1500◦C . Since XPS
measures photoemission from a large area, it is not necessarily the case that a predicted
monolayer thickness consists of a homogeneous monolayer surface. It could also be the
case that there is some fraction of the surface with monolayer coverage and another lesser
fraction of bilayer graphene. This is not the case for the buffer layer because Raman results
showed no observable 2D peak. However, when monolayer growth occurs, it can be seen
that the 2D gradually becomes broader with increasing temperature, a telltale sign of bilayer
coverage as the electron and phonon bands of the 2D peak split [103].
Raman demonstrated the buffer layer can be prepared such that little to no monolayer
overgrowth was present. From Raman alone, it is difficult to obtain coverage estimates of
the buffer layer. However, XPS was able to demonstrate that the buffer layer is nearly fully
covered. More precise coverage estimates are presented in Chapter 5 using X-ray reflec-
tivity. Furthermore, a small plateau around 1430◦C exists slightly above the temperature
when the buffer is fully covered, providing evidence for different activation energies for
buffer growth and monolayer growth. By considering Raman and XPS together, a picture
is painted that nearly a full buffer layer can be formed with minimal graphene overgrowth.
This has important implications for studying functionalized graphene as well as producing
better quality graphene samples, where hydrogen or oxygen intercalation could produce
quasi-freestanding graphene with potentially superior properties.
49
CHAPTER 3
THE INCOMMENSURATE GRAPHENE-SIC(0001) PHASE
Incommensurate crystals (IC) have well ordered periodic distortions that cannot be related
by integer multiples to their underlaying lattice. X-ray diffraction has been used to study
IC structures for over forty years [108] and remain the ideal technique to study IC systems.
Unlike real space probes like STM, x-ray diffraction can precisely measure both absolute
and relative small deviations from commensurate lattices.
This chapter demonstrates that the buffer graphene lattice constant and the SiC interface
are incommensurate (IC), not the commensurate 6
√
3 reconstruction assumed for the past
forty years [40]. This is accomplished by quantifying the IC distortion through the first
high resolution surface X-ray diffraction (SXRD) measurements of the buffer-SiC(0001)
structure. Precise SXRD measurements of the in-plane surface structure were made pos-
sible by improvements in the coherent domain size to double that of previous works [58,
109].
3.1 Experimental
The substrates used in these studies were n-doped CMP polished on-axis 4H-SiC(0001)
provided by Cree. The graphene was grown in a confinement controlled silicon sublima-
tion (CCS) furnace [37]. In the CCS method, graphene growth is a function of temperature,
time, and crucible geometry that sets the silicon vapor pressure. With the current crucible
design, a single semiconducting buffer graphene (referred to as BGo) layer grows at a tem-
perature of 1400◦C - 1420◦C for 30 min. At these growth conditions the ARPES spectra is
qualitatively different from growth temperatures below 1380◦C and UHV grown samples
[62, 36, 110]. UHV buffer is characterized by two flat bands at 0.5 and 1.6 eV that span the
entire Brillion Zone (BZ), whereas CCS buffer shows two dispersive bands. The difference
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was attributed to an increase in layer uniformity and growth at quasi equilibrium conditions
possible in the CCS method. In this study, I focus on the properties of the newly discovered
semiconducting buffer.
Monolayer graphene (referred to as ML) will grow above a buffer layer at 1550◦C -
1570◦C in 20 min. An important note is that once the ML grows, a new buffer layer (re-
ferred to as BGML) forms below ML. As I will demonstrate, the buffer graphene with and
without a ML layer above it is structurally different. The BGo and ML samples were char-
acterized by Raman spectroscopy and LEED and give results similar to Fromm et al. [100]
and Emtsev et al. [36].
SXRD measurements were conducted at room temperature under UHV at the SIXS
beamline at SOLEIL Synchrotron using a photon energy of hν = 12.8 keV. The angle of
incidence was fixed at 0.1◦ (near the critical angle) to optimize the scattered intensity. The

















−1. Q = (h, k, l) represents a point in reciprocal space using SiC reciprocal
lattice units (r.l.u.). Polarization and geometric corrections [75] were performed to compare
integrated intensities. Prior to X-ray exposure, the samples were heated to 500◦C in UHV
to remove surface contaminants.
ARPES measurements were made at the Cassiopée beamline at the SOLEIL synchrotron.
Measurements on both samples were performed at 90 K. The Fermi energy, EF , was de-
termined from the k-integrated intensity cutoff of the molybdenum sample holder to within
20 meV for each sample. hν=70 eV.
3.2 The Incommensurate SiC(0001) Interface
In the traditional buffer layer picture, the commensurate 6
√
3 structure gives rise to 6th












[see the insert in Figure 3.1(a)]. However, high resolution SXRD measure-
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Figure 3.1: Diffraction results from the incommensurate graphene-SiC(0001) systems. (a)
SXRD radial k scans, (0, k, 0.1), around the SiC (0, 1, l) rod (see schematic in the insert).
The background-subtracted intensity is instrument corrected. Data is for the BGo (blue)
and ML (gray) films. Dashed lines mark the commensurate 5/6th and 7/6th positions in
reciprocal space (black circles in insert). The buffer satellite rods are contracted relative to
the commensurate positions towards the (0, 1, l) rod while the monolayer rods are nearly
commensurate. (b) Radial scan through the nominal graphene (0, 3, 0.1)G rod for the BGo
(blue ◦) and ML (gray ◦) films. Dashed line marks the expected position for a commensu-
rate 6
√
3 graphene film. Blue arrow shows the expected (0, 3, l)G position from Eq. 3.6.
The monolayer film has a contribution from the ML (red line) and the BGML rods (black
line). The green (red) arrow marks the position for graphite (theoretical graphene). The
arrows’ horizontal bar represent their known uncertainties. (c) Radial width of graphene
rods as a function of Q‖ for BGo (blue ◦), ML (red ◦), and BGML (black ◦).
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ments reveal that the satellite rods are symmetrically shifted away from the commensurate
6th order positions and towards the bulk (0, 1, l) rod. The incommensurate rods along k in
Figure 3.1(a) are±q1 = Q−GSiC0,1 whose magnitude is q1 = qoa∗SiC, where qo = 1/6(1+ δ)
and δ = 0.037(2).
This behavior is a classical result of a modulated incommensurate system [112]. The
modulation may be a chemical or displacement modulation. For the moment a displace-
ment modulation is considered. For displacement modulation, the contracted satellite po-
sitions are a direct result of the commensurate unit cell positions, R, being modulated by
a function, η(R,q). The modulation can be Fourier expanded so that the new modulated
positions, r, are given by [113],
r = R +
d∑
j=1
ηj sin (qj ·R + φj). (3.1)
Each Fourier component has a corresponding amplitude ηj , wavevector qj , and phase φj .
The number of Fourier components is d. From this description the diffraction condition






where fr is the atomic form factor of the atom at position r. Substituting eq. 3.1 into




is a Bessel function of the first kind, gives,

















iQ·Rb is the average structure factor from the basis atoms, Rb and is
assumed to be slowly varying in subsequent calculations. The integrated intensity is cal-
culated from the scattering amplitude by I =
∫
d3Q|A(Q)|2. Using the substitution
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Figure 3.2: SXRD derived structure of the buffer-SiC interface. (a) The instrument cor-
rected integrated intensity of the satellite rods around the (01l) rod. Crosses mark the
commensurate 6th order rods. The arrows show the three IC wavevectors. The gold circle’s
area are proportional to the measured intensity of the satellite rods. The red circle’s area
are proportional to the fit intensity described in the text for η(SiC) = 0.11aSiC. (b) The η
(SiC)
||
dependence of the calculated intensity for the satellite rods shown in (a). The intensity is
normalized to N2. The vertical blue box shows the range of η(SiC)|| that best fit the measured
values of all seven rods. The circles represent the normalized experimental intensity values
for the satellite rods.










where G is a reciprocal lattice vector of the SiC (G(SiC)) or graphene (G(g)) unmodulated
lattice, and {pj} is a set of integers for the corresponding qj . The presence of incommen-
surate modulation allows diffraction at new positions in reciprocal space. Each incommen-
surate wavevector effectively increases the dimensionality of the system. The diffraction

















j′ pj′φj′ ) (3.5)
The modulation amplitude in the SiC interface layer and the buffer graphene layer can
be quantified by comparing the measured, instrument corrected [75], integrated intensity of
the incommensurate satellite rods to the calculated intensity. The intensity was numerically
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calculated with a large number of lattice points by inserting eq. 3.1 into 3.3. To obtain a
meaningful estimate of the modulation, the number of terms in η(R,q) must be limited.
Experimentally, the satellite rods of significant intensity were first order. The minimum
number of wavevectors needed to reproduce the symmetry of the satellites was found to
be d = 3. The three {q} are shown in Figure 3.2(a). They are of equal magnitude and
directed along q1 = −qob∗SiC, q2 = qoa∗SiC, and q3 = qo(b∗SiC − a∗SiC). Note that from
the non-orthogonality of {q}, there are multiple sets of {p} for a given satellite rod that
contribute to the diffraction intensity. For example, −q1 = q2 + q3 and satisfies the
restriction 〈{pj}{pj′}〉. From symmetry considerations, the modulation amplitudes, {η},
are assumed to have the same magnitude, η(SiC) or η(g), and parallel to their respective {q}.
Multiple orientations for the modulation amplitudes were tested and these choices were
found to provide the best fit. Further, the intensity was found to be insensitive to the choice
of {φ}.
Figure 3.2(b) shows how the calculated intensity of the satellite rods around G(SiC)0,1 vary
as a function of η(SiC). The intensity was normalized to N2, where N is the number of
lattice points in the numerical calculation. When η(SiC) → 0, I → 0 for all satellite rods
and I → 1 at Q = G. As η(SiC) increases, the intensity is not symmetric in η(SiC) about zero
and the satellite intensities develop an asymmetry like the observed experimental pattern
[see Figure 3.2(a)]. The range of η(SiC) with the proper intensity pattern is highlighted by the
blue box in Figure 3.2(b). The best fit value is η(SiC) =0.11(4)aSiC. The same analysis was
performed on the graphene satellites and found a weak, but non-zero, in-plane modulation
of η(g) < .01aSiC.
The incommensurate modulation can be visualized by plotting the relative density
change of the SiC interface layer. By considering eq. 3.1 as a coordinate transformation, the
normalized density change relative to the unmodulated system is given by ∆ρ/ρ = J−1−1,
where J−1 is the inverse of the Jacobian determinant for the transformation of R→ r. The
color map in Figure 3.3 shows that the SiC interface consists of a super-hexagonal network
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Figure 3.3: Relative density ∆ρ(x, y)/ρmap of the incommensurate SiC interface using the
measured {q} and best fit η(SiC)|| . The gray circles and hexagonal mesh overlay represents
interface Si and graphene, respectively. The commensurate 6
√
3 unit cell is marked in red.
Black arrows show the three incommensurate wavevectors.
with a period of λ = 6(1 + δ)aSiC. The boundaries have a higher density than bulk termi-
nated SiC. Note that while the density modulation is periodic, the atomic positions of both
the SiC interface and the buffer graphene are not periodic. The network is very similar to
STM images of the buffer layer [43, 53, 56, 52].
The exact structure of the SiC interface and the driving force for the incommensurate
phase remains to be determined. It is unlikely that a simple sinusoidal modulation used
to fit the data is the complete picture. Recent work by Emery et al. [63] may provide a
clue. They show that the interface layer below the buffer graphene layer has a lower Si
and higher C concentrations than bulk SiC. Silicon vacancies and/or substitutional carbon
could give rise to different bonding geometries that could produce strains sufficient to drive
the incommensurate modulation. On the other hand, a comparable strength of in-plane and
interlayer interaction coupled with subsequent changes in bond length may be sufficient to
drive the incommensuration in a bulk-terminated system.
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3.3 Incommensurate Mutual Modulation of Graphene and the SiC Interface
What is unique about the buffer system is that not only is the buffer graphene lattice con-
stant incommensurate [see Figure 3.1(b)], but a new periodicity (qo) is present that is also
incommensurate with both the buffer graphene and bulk SiC. The emergence of qo and
its relation to the buffer graphene and SiC lattice parameter can be understood not as a
Moiré period but in the context of mutual modulation. Moiré patterns and periodicities
result from commensurate rotations of lattices with similar [114] or different [115] lattice
parameters. The periodicity that arises in the buffer/SiC system is not consistent with a
Moiré pattern. The smallest commensurate approximation found near the experimental
δ = 0.037(2) ≈ 1/24 estimates a Moiré period of ∼ 13.3 nm resulting from a (54 × 54)g
supercell. This is not consistent with the experimental λ ≈ 1.9 nm. An incommensu-
rate crystal will have no true Moiré period. Moreover, an x-ray diffraction measurement
exhibiting only a Moiré pattern would show no satellite diffraction rods. The appearance
of periodicity in a modulated system differs from a Morié period in that the modulation
arises from a periodic displacement or composition distortion as opposed to a superlattice
commensuration of two undistorted lattices. Lattice distortions arise when the interlayer in-
teraction is of sufficient strength to alter the natural bonding configuration of the primitive
crystal.
Insight into the origin of qo can be gained from two unique observations. A schematic of
the diffraction pattern observed with SXRD is shown in Figure 3.4(a). Figure 3.4(b) shows
that G(g)1,1 rod is exactly coincident with an incommensurate satellite rod G
(SiC)
0,2 −q1. More-
over, the diffraction rod is well described by a single peak with no observable shoulders.
In other words, the spacing between the buffer G(g)1,1 and the SiC G
(SiC)
0,2 is an incommen-




1,1 [see Figure 3.4]. Furthermore, the same set
of modulation wavevectors observed around SiC reciprocal lattice vectors is also observed
about the graphene reciprocal lattice vectors. These observations allow the generalization
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Figure 3.4: Mutual modulation of graphene and SiC. (a) Schematic of reciprocal space
for the buffer graphene-SiC system. The large filled blue (red) circles represent the SiC
(graphene) reciprocal lattice rods. The small blue (red) circles represent the SiC (graphene)
satellite rods. (b) SXRD radial k scan, around the buffer graphene (1, 1, l) rod of BGo
film. The solid blue line represents the expected position of the of the incommensurate
wavevector from the SiC (0, 2, l) rod. The position is exactly coincident of the the buffer
graphene (1, 1, l). The result is a direct consequence of mutual modulation between buffer
graphene and SiC.
that equation 3.4 can be rearranged such that the set of allowed principal incommensurate
wavevectors {q} for both graphene and the SiC interface can be described by the difference
of graphene and SiC reciprocal lattice vectors,
{q} = {G(SiC) −G(g)}. (3.6)
This result indicates that by measuring q, the graphene lattice constant can be determined.




1,1 is solved for the graphene lattice parameter, the following relationship







Based off of the experimentally determined δ = 0.037(2), the lattice parameter of the buffer
layer is predicted to be 2.469(4) Å. This value is in exact agreement with the measured
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lattice constant of 2.469(3) Å[see Table 3.1]. As a visual confirmation, Figure 3.1(b) shows
the excellent agreement between the measured and expected (G(g)0,3 = G
(SiC)
1,1 − q1 + q2)
position of the buffer G(g)0,3.
These experimental consequences arise naturally from the concept of mutual modula-
tion. To understand the origin of equation 3.6, consider the interaction of a monolayer of
graphene with the SiC interface. The equilibrium atomic positions of the graphene atoms
can be Fourier expanded in terms of the SiC periodicities,











similar to equation 3.1 where instead of an arbitrary q, the modulation wavevectors are
G(SiC). The alternate situation is also true that the graphene may distort the SiC. In this
situation the SiC atomic positions must be written in terms of the graphene periodicities,










By examining the diffraction resulting from a system modeled by equation 3.1, it is clear
for this situation that the diffraction conditions for the graphene and SiC are Q = G(SiC) −∑
j pjG
(g) and Q = G(g) −
∑
j pjG
(SiC), respectively. However, this is not the diffraction
pattern observed and defined by equation 3.6. To understand how a q can be a difference
of G(SiC) and G(g), it must be recognized that q is necessarily modulo G. For example,
consider the substitution q̃ = G(g) + G(SiC) into equation 3.8. The result is,








q̃(SiC) ·Rg −G(g) ·Rg
)
, (3.10)
where clearly G(g) · Rg = 2πn. Since sin(θ + 2πn) = sin θ, the addition of G(g) has no
effect on the modulation. Substituting q̃ into equation 3.9 amounts to the same result. From
this analysis it can be seen that the q from equation 3.6 and q̃ are equivalent. Therefore,
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this shows us that the experimentally observed diffraction pattern is a result of mutual
modulation, i.e. the SiC interface modulates graphene and graphene modulates the SiC
interface. Since G(g) and G(SiC) are incommensurate, q̃ will generate a new periodicity that
is incommensurate from both graphene and SiC.
Such a result is important because it provides information on the type of incommen-
surate system that is present in the graphene/SiC interface. One type of incommensurate
system is when the interaction between two naturally incommensurate crystals is weak. If
their interaction is sufficiently weak, their incommensuration is maintained. This is not the
case for the buffer-SiC interface. If it were, no satellite rods would be measured. The fact
that modulation rods occur about both G(SiC) and G(g) indicates that the incommensuration
results from competing interactions. The relevant and comparably strong interactions are
inferred to be the σ-bonds in the buffer layer, the sp3 C-Si bonds between the buffer layer
and the interface silicon and the bulk C-Si bonds. If it were the case that one interaction
was dominant, then the periodicity of that interaction would also dominate.
For a mutual modulation, the size of the set of modulation vectors, d, is determined
by reciprocal lattice vectors, and therefore d approaches infinity. Furthermore, the in-
commensuration of the two layers means that the set of allowed diffraction positions in
reciprocal space is nearly continuous. To determine the important modulation amplitudes
and wavevectors would require theoretical calculations. However, it can also be addressed
experimentally. Three principal modulation amplitude and wavevectors were identified and
shown in Figure 3.3(a). The notion of mutual modulation predicts the existence of more and
by searching for additional modulation vectors, a better understanding of the relevant types
of interactions can be obtained. However, the striking resemblance to STM measurements
suggests that the primary modulations have been identified [116, 60].
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3.4 Incommensurate-Commensurate Phase Transition of Graphene on SiC(0001)
and the Graphene Lattice Constant
In a mutual modulation, the incommensurate modulation inherently results from the incom-
mensurate lattice parameter. The incommensurate buffer lattice constant is larger (2.469(3)
Å) than the expected 6
√
3 value if the buffer was commensurate with the 6
√
3 (2.462 Å,
vertical dashed line). This is demonstrated by the shift to lower Q|| in Figure 3.1(b). Ad-
ditionally, the lattice constant is larger than graphite (2.460(2) Å) and the range of theo-
retically predicted values for isolated graphene (2.455(3) Å) [11, 12, 13]. An increased
lattice constant is consistent with stronger interlayer interaction in layered materials [10]
and with the view that some of the carbon atoms bond lengths increase due to some degree
of hybridization with Si in the SiC interface.
The first measurement of the buffer graphene lattice constant was by Schumann et al.
with a reported lattice constant of 2.467Å[105]. This value is consistent with my mea-
surement of 2.469Å. However, to reconcile their measured IC lattice constant with a com-
mensurate 6
√
3 cell Schumann et al. attempted (incorrectly) to use a vertically buckled
graphene sheet locked into the 6
√
3 reconstruction. In their supplemental material, they
begin by asserting that a flat graphene layer should be commensurate with a 6
√
3 unit cell.
In order to accommodate the larger measured lattice constant into a commensurate SiC re-
constructed 6
√
3 cell, the buffer must develop a vertical corrugation like that observed in
STM [60]. While there are a number of problems with their analysis (choosing a (6× 6)g
graphene cell instead of the actual (6×6)SiC cell for instance), their beginning assertion is
fundamentally wrong for two reasons. First, in diffraction, the measured lattice constant is





3)SiCR30◦ reconstruction, the in-plane buffer lattice constant would need to be
aBg = aSiC6
√
3/13 = 2.462Å, which it is not. Consequently, a commensurate 6
√
3 system
is excluded by both their measurement and ours.
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This leads to the second reason their analysis is fundamentally wrong. Schumann et al.’s
analysis of a periodically buckled graphene film is attempting to measure the bond modu-
lation within the unit cell using only the integer order graphene rods. This is fundamentally
impossible. In diffraction, the effects of vertical corrugation and/or in-plane bond length
variations are contained in the structure factor of the unit cell. To measure the structure fac-
tor (and therefore the modulation of lattice constants), one must measure the non-integer
order surface diffraction rods of the reconstructed surface. Since they found no non-integer
order rods, it is impossible for them to make any assertion as to the graphene’s reconstruc-
tion. The correlation of any structural model based on the SXRD measured average lattice
constant alone is specious.
In fact the lack of non-integer order rods in their work point to a highly disordered
surface that is typical of UHV grown epitaxial graphene. In my measurements, these other
rods exist. We are therefore able to not only understand the origin of the average lattice
constant, but can begin to describe the bond length variation of the buffer graphene layer
and the SiC interface. In principle by analyzing the satellite rods as a function of in-
plane and out-of-plane momentum transfers it is possible to get more information about the
graphene distortion.
When a monolayer (ML) of graphene forms above the buffer layer, there are changes in
the buffer’s structure. The buffer with ML on top is distinguished as BGML from the bare
buffer layer BGo. Once the ML forms, the satellite positions and the lattice constant become
nearly commensurate (δ < 0.02) with the bulk SiC [See Figure 3.1(a) and (b)]. The ML
lattice contracts relative to BGML making the ML incommensurate with both the BGML and
SiC. The lattice constants for the buffer and ML systems are summarized in Table 3.1. Note
that the ML lattice constant is nearly that of theoretically isolated graphene and contracted
from graphite. In this case, the incommensuration along with the contraction from graphite
is due to comparatively reduced interlayer interaction. Also, the ML interacts with only
one layer and the incommensuration reduces the interlayer coupling compared to Bernal
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Table 3.1: Comparisons of graphene lattice constants, their relative strain (∆a) compared
to theoretical graphene, RMS strain εrms, and long range order
Graphene Lattice ∆a εrms Order
Form constant (Å) (%) (%) (nm)
Theoretical MG 2.453(4)4 - - -
Graphite 2.460(2)5 +0.28 - -
BGo 2.469(3)1,3 +0.70 0.2 60
BGML 2.462(3)1,3 +0.40 0.6 43
MG 2.455(3)1,3 +0.10 0.3 43
C-Face multilayer 2.452(3)2 -0.04 - 300
aThis work
bFrom Ref. [50].
cSimilar values were measured by Schumann et al., [105].
dFrom Ref. [11, 12, 13].
eFrom Refs. [7, 8, 9, 6].
stacking. This contraction is analogous to non-Bernal stacked graphene layers on C-face
SiC [See Table 3.1].
The measured lattice constants show that graphene’s intrinsic strain has been histori-
cally misinterpreted using Raman 2D peak positions. It has been clearly demonstrated that
the Raman 2D peak of tensile strained graphene red shifts to lower wave numbers [117].
Since isolated graphene must be compressively strained relative to graphite [see Table 3.1],
the 2D peak of true free standing graphene must be blue shifted relative to graphite as is
the case for the 2D peak of graphene grown from SiC [99, 102, 118, 100]. The problem
is that exfoliated graphene has its 2D peak shifted in the wrong direction (it is red shifted
compared to graphite) [99, 102, 118, 100], which contradicts its historical reference as
“free standing” graphene. Clearly the position of the 2D Raman peak in “free standing”
graphene is due to some other cause that has yet to be explained.
There are two additional changes when the ML forms. First, the system becomes more
disordered (30% decrease in long range order) as evidenced by the broader satellite rods in
Figure 3.1(a). Also, the BGML develops a large RMS strain, εrms. RMS strain presents itself
as Q-dependent broadening (εrms ≈ ∆Q/Q). The plot of ∆Q vs. Q in Figure 3.1(c) shows
that BGML has the largest slope, i.e. the largest εrms. The RMS strain in ML is smaller,
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Figure 3.5: The effect of ML graphene growth on the buffer band structure. (a) ARPES
bands at the BGo layer K point (kx is perpendicular to ΓK, hν = 70 eV). A Dirac cone
from a 2% ML graphene layer is also visible. (b) A negative 2nd derivative filter of the BGo
bands in (a). (c) A similar 2nd derivative filter for a MG film. Red dashed lines mark the
approximate 0.4 eV shift of the buffer bands. (d) Schematic of a negative AlN capping layer
to locally prevent graphene growth. (e) Schematic of a pnp junction made by monolayer-
buffer-monolayer junction where the buffer layer is a continuous film. (f) Schematic of the
spatially varying bands from the structure in (e).
presumably due to strain relaxation allowed by weaker coupling to BGML. However, BGo
presents the lowest overall RMS strain.
It was assumed that the strong buffer-SiC interaction meant the buffer band structure
did not change significantly once the ML formed. Now that a structure change in the buffer
was demonstrated in Figure 3.1 upon ML formation, it is prudent to revisit how or if the
BGML differs from BGo. Figure 3.5(a) shows the ARPES spectra from the BGo layer. The
π-bands are broad (∆k∼0.35 Å−1) consistent with q ∼0.38 Å−1. In order to compare the
BGML bands with the BGo, I plotted a 2nd derivative spectra of the buffer and ML bands in
Figure 3.5(b) and (c). This compensates for both the ∆k broadening and the photoelectron
attenuations through the ML.
Figure 3.5(c) shows that the semiconducting π-bands are still present with the ML
above. Although the BGML bands intensity is weak, it is consistent with a complete buffer
layer after correcting for attenuation. There is, however a change in the BGML bands com-
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pared to the BGo bands. The π-bands are pushed to lower binding energy by ∼ 0.4eV
compared to the BGo bands and the band near EF appears to have less dispersion than the
BGo case. While there is a small energy gap between the BGML layer bands and EF , the
experimental error could also support the BGML layer being metallic [66]. It is also pos-
sible that the Dirac cone from ML is pinned at EF from these flatter buffer bands. Note
that η(SiC) < 0.05 aSiC (the uncertainty is due to the increased disorder in the BGML). The
low value of η(SiC) is consistent with a buffer layer structure closer to the commensurate
structure that would give rise to either a small gap or metallic bands. The fact that ML is
incommensurate with BGML may provide new insight into why graphene grown on the Si-
face has historically lower mobilities than C-face graphene[2, 118, 119] even though they
have the same doping[120]. The only difference between the two is that the (0001̄) system
has no known buffer layer.
More importantly, the band changes in the BGML layer suggests a pnp junction device
architecture by spatially controlling where MG is formed [see Figure 3.5(d), (e), and (f)].
By first growing a continuous buffer layer, a capping layer (AlN or SiN) mask is locally
deposited to inhibit further graphene growth.[121, 122] The sample is then heated to grow
MG outside of the masked area. This leaves a pnp junction as shown in Figure 3.5 where
the capping layer remains as a gate insulator.
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CHAPTER 4
TIGHT BINDING MODEL FOR THE ORIGIN OF INCOMMENSURATE
SEMICONDUCTING GRAPHENE
The discovery of incommensurate mutual modulation in the graphene-SiC(0001) interface




3)SiCR30◦ reconstruction assumed for the
last forty years. Regardless of the exact structure, this discovery allows us to revisit and ul-
timately explain the origin of the buffer layer’s electronic structure. Such a task is necessary
as all previous calculations using the 6
√
3 reconstruction have not described earlier [36] or
more recent [62] ARPES measurements. In this chapter, a simplified model is developed
for calculating the electronic structure resulting from incommensurate mutual modulation
in graphene. To study the electronic structure of the incommensurate system, I formulate
a tight binding model based on ab initio calculations[66]. Tight binding methods are often
employed to study IC systems because of the large number of atoms involved. These IC
calculations involve a “unit cell” arising from either a truncated lattice or by using a nearly
commensurate lattice [123, 124, 125, 6, 114]. Although the Brillouin zone collapses in IC
systems, delocalized dispersive states are still predicted for certain interaction configura-
tions [125, 126]. Indeed ARPES measurements of IC systems still show “bands” [124].
The calculated band structure for the experimentally determined modulation is in excellent
agreement with ARPES measurements of buffer graphene and indicates the importance of
interface interaction in determining phyisical properties of the buffer layer.
4.1 Tight Binding Model of the Graphene-SiC Interaction
For all calculations, the buffer system is modeled as a graphene layer above a triangular
lattice of Si atoms at the SiC surface. The Si lattice is rotated 30◦ from the graphene
lattice vectors. Carbon atoms in the SiC are not included. The graphene atom positions are
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defined, Rg(m,n) = ma + nb + RA/B with RA at the origin, RB = 1/3(b− a) and b is
rotated 120◦ from a. A single orbital nearest neighbor tight binding model of the graphene












where R (R′) specifies the unit cell, r specify the C atom positions within the graphene
unit cell, 〈i, j〉 represent that R + ri and R′ + rj must be nearest neighbors to the carbon
atom and rSi represents the in-plane nearest neighbor distance for a Si atom in the interface
layer to the graphene C at ri. t ≈ 3.0 eV is the transfer integral between nearest neighbor
C sites and a†r (ar) are operators that create (annihilate) a carbon π-electron at r. V is
the onsite potential due to bonding from with a Si interface atom. θ (rcut − rSi) is the






ik·rφk (r) is applied to the Hamiltonian, where φk(r) is the operator that
annihilates a pz orbital at r. After this transformation, the sums over R and R′ are identical




eik·ri,jφ†k (ri)φk (rj) + V θ (rcut − rSi)φ
†
k (ri)φk (ri) +H.c., (4.2)





k (r) where the coefficients are obtained from the solution to the eigenvalue prob-
lem, det[H(k)− ES(k)] = 0. The overlap of the pz orbitals is assumed to be negligible.
Therefore, the elements Sm,n = δm,n. The matrix elements of the Hamiltonian are
Hm,n = −t
(
eik·rm,nδrm+rm,n,rn + V θ(rcut − rSi)δrm,rn
)
. (4.3)
The method used to compare the calculated band structure with the ARPES is to project
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the band structure from the supercell Brillouin Zone (BZ) to the larger primitive graphene




















Here rA/B refer to C atoms in the larger unit cell that unfold to the A(B) sublattice. Ne-
glecting effects such as polarization, photoelectron diffraction, etc., the ARPES intensity




Wi(k)δ(E − En(k))dE. (4.5)
Assuming the pz orbitals are sufficiently localized, the wavefunction coefficients can
also be used to model an STM measurement. This is done by calculating the charge density




|Cnr (k)|2δ(E − En(K))dE. (4.6)
Both the ARPES intensity and charge density were broadened in energy by ±0.1 eV to
better represent the experimental measurements.
4.2 Incommensurate Graphene-SiC Model
In order to use a TB model for the graphene-SiC(0001) system, it is necessary to first
properly set the TB onsite potential, V , the “unit cell”, and the conditions that dertermines
whether or not a Si in the interface bonds to a carbon atom in the graphene. The reason
an onsite potential is used, rather than modifying the hopping parameter t is based off of
the diffraction results. First it was seen that the η(g) was small. Changes in t are related to
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Figure 4.1: Band structure of strained graphene according to equation 3.1 with ηg = .1aSiC.
It can be seen that even at strains well above the experimentally determined value, band
gaps do not form at the K-point.
changes in bond distance. Corrections to the hopping parameter are typically modeled as
t′ = te−3.37l/ao−1 [28]. With this model it was found that large strains were necessary to
open substaintial band gaps [28]. Furthermore, a stain model was tested and found no band
gap formation for strains up to in excess of η(g) = 0.1aSiC, ten times larger than the strain
estimate from the diffraction results [see Figure 4.1].
These results point to an onsite being the appropriate parameter. Also, it is common to
model the substrate interaction with graphene by an on site potential [34, 128]. Further-
more, the electronic band structure from ab initio calculations found that the band structure
near EF was exclusively due to the graphene π-bands. Since I am interested in the ARPES
measured band structure near EF , it is sufficient to model only the graphene π-electrons
and its interaction with the substrate through V . To determine the appropriate on-site po-
tential V , V is set so that the TB calculations reproduce the results of ab initio calculations
of Kim et al. [66] based on a graphene layer above a bulk terminated SiC(0001) surface. I
begin by setting the conditions for a Si atom bond to a graphene C atom.
Previous ab initio calculations of the buffer layer assumed a 6
√
3 bulk-terminated SiC
interface was commensurate with a (13 × 13) graphene supercell [66]. The lattice vectors
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Figure 4.2: Bonding geometry from ab initio calculation [66]. (a) shows the bonding con-




3R30◦SiC or (13× 13)g unit cell do to an assumed unmodulated
bulk-terminated SiC(0001) interface. The graphene lattice vectors are the black arrows,
the SiC interface lattice vectors are the green arrows. The black (gray) circles are carbon
atoms in the graphene layer bonded (did not bond) to Si. The large (small) yellow circles
are Si atoms bonded (not bonded) to C in the graphene layer. The blue circles around a
pair of C atoms are the same distance from the nearest Si within rcut. The red lines indicate
situations where bonding within rcut did not occur. (b) Histogram counting the number of
Si atoms with a nearest neighbor planar distances between Si in the interface layer and C in
the graphene layer, rSi. The yellow (red) histogram of rSi is for bonded (not bonded) Si to
graphene C atoms. The most notable feature is the overlap near .34ag, which is highlighted
in (a).
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for graphene and SiC are shown in Fig. 4.2(a). In their calculations, the system was then
allowed to relax from this initial configuration. Figure 4.2(a) and Figure 4.3(a) shows the
predicted bonding pattern from the full DFT calculations. Not all Si in the interface bond
to carbon in the graphene layer. They found that 79% of the interface Si atoms bind to
25% of the BGo graphene C atoms. The bonding pattern is divided into two types: a
nearly commensurate (NC) region and partially bonded carbon chains. In the NC region
most of the carbon is bonded to silicon surface atoms, the remaining carbon in this region
forms isolated benzene-like rings [see Fig. 4.3(a)]. The chains are an incomplete hexagonal
network of carbon not bonded to the SiC. This network creates boundaries around the NC
regions that are responsible for the bands near EF [see Fig. 4.3(d)].[66]
Let rSi be defined as the in-plane nearest neighbor distance between Si atoms and
graphene carbon in the bulk terminated system. It turns out that rSi is a good measure
for identifying those Si atoms that ultimately bind to graphene carbon and those that do
not after the system relaxed in the ab initio calculations. The histogram in Fig. 4.2(b)
shows that if rSi > 0.35ag the Si atom will not bond (ag is the graphene lattice parameter).
The maximum rSi for bonding does not have a sharp cutoff, i.e. there are a few cases at
the rSi = 0.35ag boundary where bonding both did and did not occur (4 out of a total
85 carbon-SiC bonds). These cases are highlighted by red lines in Fig. 4.2(a). An addi-
tional complication occurs when 1/2acc < rSi < .35ag, where acc is the C-C bond length
in the graphene layer. In this case, two C atoms may be equidistant from the nearest Si
atom. In the ab initio calculations, only one of the nearest C atoms bonded to Si. This is
demonstrated by the blue circles in Fig 4.2(a). To avoid these complications, a cutoff radius
rcut=1/2acc is used for the incommensurate system. If the distance between Si and buffer
C is less than rcut, the TB calculation assumes that the two bond through the assignment of
an onsite potential V .
The onsite potential, V , was chosen by comparing the TB results to the bands from the
ab initio calculations. This was done by adopting the predicted bonding configuration of
71
Figure 4.3: Comparison of the theoretical graphene band structure with experimental
ARPES data. (a) The commensurate 6
√
3 buffer structure derived from ab initio calcu-
lations in Ref. [66]. Black circles are carbon unbonded to the SiC. Gold circles are carbon
bonded to Si in the interface layer below. The NC regions (blue hexagons) and the car-
bon chains are marked. (b) A model structure based on modulated SiC layer using the
experimental value, η(SiC) = 0.11aSiC (same color scheme as (a)). Red dashed hexagon
marks the boundary of an isolated graphene island. (c) The calculated charge density[23]
(arbitrary units) at E =−0.6 eV for the structure in (b). (d) TB bands (red) mapped onto
the graphene BZ[127] from the commensurate structure in (a). The low energy bands from
the ab initio commensurate structure are overlaid (black dashed line). (e) DOS for the TB
bands in (d). (f) TB calculated bands (red) from the modulated structure in (b). The neg-
ative 2nd derivative of the experimental ARPES bands (blue) are overlaid. The π-bands
from a 2% monolayer have been subtracted from the experimental bands. (g) TB band
structure in the unfolded 6
√
3 BZ showing the mini-gaps in the π-bands that are observed
in the experimental bands. (h) DOS for the TB bands in (f). The direct 0.8eV band gap is
marked.
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ab initio calculation, shown in Fig. 3(a) of the paper, for the TB calculations. A constant
V was assigned to those C atoms in the graphene layer that were bonded to Si in the SiC
surface. A large range of V were tested and the resulting band structure was compared with
the ab initio band structure. It was found that V ≈ 4t ≈ 12 eV in the TB calculation best
reproduced the ab intio bands and is comparable to the expected interaction strength [114].
The excellent agreement between the ab initio and TB band structure is shown in Fig.
4.3(d). While both calculations are in agreement, they clearly do not predict the ARPES
experimental semiconducting bands plotted in Fig. 4.3(f).
Within this TB ansatz (with a similar rcut and on-site potential), I explored the effect of
an incommensurately modulated SiC lattice on the buffer’s band structure. To isolate the
effects of modulation (ηSiC) and incommensuration (qo), I begin with modulating a com-
mensurate 6
√
3 unit cell. As expected, the bonding pattern is dependent on η(SiC) and sig-
nificant changes occur in the C-Si bonding configuration when the bulk terminated surface
is modulated according to Eq. 3.1. As such, the band structure is also influenced by η(SiC)
due to the strong coupling between Si and C through the onsite potential. Figure 4.3(b)
shows the bonding structure using the experimentally measured η(SiC). The modulation and
reduced rSi decreases the number of Si bonds to the buffer graphene layer by nearly 40%
compared to the commensurate unmodulated case in Fig. 4.3(a). Half of the NC regions in
the commensurate structure converts into large regions of unperturbed graphene “islands.”
The location of the graphene island corresponds to the region of decreased Si interface
density in Fig. 3.3. The graphene between the islands, aligned with the higher Si density
boundaries in Fig. 3.3, have a much higher number of bonds to the interface Si as might
be expected. The interface density modulation acts as a domain wall in the buffer graphene
layer that breaks the bonding symmetry and opens a band gap.
The calculated semiconducting bands [see Fig. 4.3(f)] look remarkably similar to the
measured ARPES bands for η(SiC) = 0.11aSiC (the experimental value). Note that although
lowest energy band shows a narrow bandwidth in the experimental 2nd derivative ARPES
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Figure 4.4: Bonding and band structure dependence on η(SiC). (a) and (b) The large (small)
circles indicate unbonded (bonded) graphene to the Si below. As the modulation in the SiC
interface increases the bonding configuration changes. At η(SiC) = 0.052aSiC shown in (a)
the chain boundary of the unmodulated case broadened and opened a band gap of 0.26 eV
shown in (c). At η(SiC) = 0.09aSiC shown in (b) the bonding becomes more like graphene
islands and a larger gap forms as shown in (d). (e) The calculated band gap as a function of
η(SiC). As η(SiC) increases, the graphene “island” develops and the band gap increases to a
value that appears to saturate. Dashed line shows the average value of η(SiC) that produces
a given gap.
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spectra, it is more dispersive perpendicular to ΓK.[62] The low BE experimental bands near
K show a loss in spectral weight between ∼ 0.6 to 1.5 eV. This is due to a mini-gap that
forms in the π-bands. This is shown in the calculated π-bands plotted in the reduced zone
shown in Fig. 4.3(g). The predicted gap is 0.8 eV as shown in density of states (DOS)
in Fig. 4.3(g). The charge density from the three highest occupied bands in Fig. 4.3(f)
show weak localization at the edges of the island [see Fig. 4.3(c)] and give rise to a charge
density remarkably similar to STM measurements.[43]
In addition to the experimental η(SiC), the bonding and band structure was calculated for
many other values of η(SiC) to develop an understanding of how η(SiC) influences the buffer
band structure. The formation of islands and the opening of a band gap in the TB ansatz is
robust in both q and η. The results are shown in Figure 4.4(a)-(d). The band gap increases as
a function of η(SiC) becoming nearly constant for η(SiC)/aSiC &0.1. The band gaps form over
a large range of η’s (0.05<η(SiC)/aSiC<0.36) that includes the experimentally determined
value of η(SiC). When η(SiC) < 0.10aSiC the structure and band gap is sensitive to small
changes in η(SiC) [see Fig. 4.4(e)]. However, even in this range the bonding configuration
forms graphene “islands” that are sufficient to open band gaps > 0.25 eV . When η(SiC)
exceeds 0.10aSiC, a graphene “island” is fully formed and larger band gaps > 0.8 eV open.
This configuration is stable and no significant change in bonding occurs up to 0.36aSiC.
Note that the size of the band gap has nearly constant values over ranges of η(SiC)’s [see
Fig. 4.4(e)].
Finally, I have tested the effect of band gap formation with increasing η(SiC) in larger “in-
commensurate” supercells near the experimentally measured q(δ = 0.037) and confirmed
that similar behavior is observed. Figure 4.5 shows the band structure of the unmodulated
and experimentally modulated configuration for a (54×54)G graphene unit cell. This is
done by setting δ = 1/24. It can be seen that the large unit cell gives rise to similar ef-
fects on the band structure as calculations based on the commensurate 6
√
3 configuration.
When the Si interface is unmodulated, a band structure similar to the calculations of [66] is
75
Figure 4.5: A comparison of the band structure between a modulated and unmodu-
lated commensurate (54 × 54)G structure for a q(δ = 1/24) close to the incommensurate
q(δ = 0.037) surface (a) Band structure for ηSiC = 0. The unmodulated case resembles
the band structure similar to [66]. (b) Band structure for the modulated supercell with
ηSiC = 0.12aSiC. The modulation opens a band gap of 0.45 eV and resembles the band
structure of the buffer layer measured by ARPES.
observed. Also, the modulated case, ηSiC = 0.12aSiC, opens a band gap of ∼ 0.5eV at the
K-point similar to the experimental results.
The band structure for η(SiC) = 0.11aSiC and q(δ = 0.04) is shown in Fig. 4.6 over
the whole range in reciprocal space and energy. In Fig. 4.6(b) the ARPES from BGo in
Fig. 4.6(a) is compared to the π and σ bands of graphene. The bands near EF do not
resemble the two nondispersive states seen in UHV grown buffer. Neither band extends
through the whole Brillion zone and more detailed measurements demonstrated that one
band disperses parallel to ΓK and another band disperses perpendicular to ΓK [62]. At
higher binding energy, it can be seen that the ARPES π and σ bands have many splittings
due to interaction with the SiC at E − EF below -2.5 eV. The π electrons in the carbon
atoms of the buffer layer that do not interact with SiC are responsible for the low energy
states as demonstrated in [66] and verified in my tight binding model. Therefore the tight
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Figure 4.6: ARPES spectra of the buffer layer with hν = 70 eV. (a) Experimental data only
showing the g1 and g2 states do not exist across the entire BZ. (b) Same as (a) with overlays
of the TB bands of graphene. The graphene π-bands (red lines) and graphene σ-bands
(yellow lines) are shown. The standard tight binding parameters from [5] were used for the
calculations. (c) Same as (a) showing the calculated spectral weight (red) over layed on the
experimental bands. The TB model uses the modulated structure with η(SiC) = 0.11aSiC.
binding model is justified for binding energies near EF and provides qualitative agreement
between experiment and theory as shown in Fig. 4.6(c) and the more detailed ARPES
spectra shown in Figure 4.3. As the binding energy increases, the tight binding model
does not account for all splittings because of more complicated interaction with the SiC
interface, but nevertheless still reasonably follows the experimental bands.
4.3 Discussion
In addition to the SXRD derived incommensurate modulation providing a good description
of the buffer band structure, the SXRD results also exclude other primary band gap opening
mechanisms such as Kekulé distortions. A Kekulé distortion is a bond length alternation
pattern that triples the size of the graphene unit cell [29, 129, 130]. Such distortions are
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Figure 4.7: Crystal structure of a Kekulé distortion. The bond dimerization pattern triples




3)g unit cell, as shown by the red diamond.
The green diamond is the primative graphene unit cell. The image is taken from ref. [29]
thought to arise from a peierls instability where a decrease in electronic energy from dimer-
ization may outweigh the energy gain in elastic energy. Furthermore, it was recently shown
that substrate interactions can induce Kekulé ordering [31] and it is therefore prudent to
carefully consider this effect.
Figure 4.7 shows the bond alternation pattern of a Kekulé distortion. By tripling the
size of the unit cell, the K±-points of the graphene Brillion Zone are now reciprocal lattice
vectors. To obtain the bond alternation, the A and B atoms of the graphene sublattice are
modulated by a different wavevector,
rA = RA + εe
iK+·RA (4.7)
rB = RB + εe
iK−·RB , (4.8)
where the real and imaginary components correspond to the x and y axis. It was shown that
the band gap that forms from such a distortion can be large for relatively small ε and that
there’s no loss in generality by assuming a symmetric distortion, i.e. εA = εB = ε [29]. In





where α ≈ 3.7 describes the change in hopping parameter, t = 3 eV, with bond length,
t′ = te−α∆acc/acc , where acc = ag/
√
3 ≈ 1.42 Å is the undistorted graphene bond length.
For this distortion, the bond length increase is the same magnitude as the bond length
decrease for the dimerized atoms. The diffracted intensity can be easily calculated for the
Kekulé distortion as a function of ε. Figure 4.8(a) shows the diffraction pattern where the
area of the circles correspond to the diffracted intensity. Because the unit cell was tripled,
diffraction rods occur at 1/3 multiples of the graphene reciprocal lattice vectors, G(g).
Measuring the diffracted intensity of these third order spots revealed no measurable
diffraction rod [see Fig. 4.8(b)]. Furthermore, it is not possible to argue that disorder is
contributing to the null result as the buffer layer is highly ordered and diffraction of other
surface rods were measured, i.e the incommensurate modulation rods. This indicates that
if a Kekulé distortion is present, it is immeasurably small. Because only a small distortion
is needed to open a substaintial band gap, it is a worthwhile exercise to determine the
minimum detectable ε and whether that theoretical band gap is large enough provide an
alternate explanation, in addition to incommensurate modulation, of the buffer band gap.
This can be accomplished by comparing the ratio of integrated intensity expected for the
(01)G and (1/3, 1/3)g rod [see Fig. 4.8(b) and (c)]. The calculated and experimentally
determined ratio, I(1/3, 1/3)N = I(1/3, 1/3)/I(01), is shown in Figure 4.8(d). Since no
peak was measured for I(1/3, 1/3), the experimental noise is used as an upper limit for the
integrated intensity. This results in I(1/3, 1/3)N ≈ 1.62 × 10−5 and a ∆a(max)cc < 0.005
Å(Correspondingly, ε < 0.0025 Å.). With these limits, a maximum band gap of E(max)g <
0.19 eV is determined. This analysis shows that SXRD could in principle measure a very
small Kekulé distortion for the current sample order of the buffer layer. Also, these results
show that the small distortion has a predicted band gap significantly less than the < 0.5 eV
measured for the buffer layer [62]. Considering these results together suggests that Kekulé
distortions alone cannot account for the observed band gap.
These results do not state that no strain is present in the buffer layer. Rather, they state
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Figure 4.8: Diffraction based limitations on bandgap formation due to Kekulé distortions.
(a) Diffraction pattern expected for a Kekulé distortion. The diffraction rods are labeled in





cell that causes diffraction at 1
3
multiples of the G(g). (b) Diffracted intensity measured at
(1/3, 1/3)g. There is no measurable diffraction rod associated with a Kekulé distortion. (c)
Diffraction rod measured for (01)g. Comparing (01)g diffracted intensity with the noise in
(1/3, 1/3)g. (d) compares the intensity ratio I(1/3, 1/3)N = I(1/3, 1/3)/I(01) to place an
upper limit on the Kekulé distortion (black line). The diffraction limited maximum change
in bond length (dashed black line) determines the maximum band gap E(max)g .
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that there is minimal Kekulé contributions to the strain. Instead the primary strain observed
is the IC modulation. However, it is was determined that the modulation was also quite
small in the buffer layer, though not negligible. It is important to note that some finite con-
tribution is observed as this is the whole premise of mutual modulation that provides precise
predictions of the diffraction conditions. Furthermore, these distortions only characterized
the in-plane modulations. In the following Chapter, I focus on the vertical corrugations
present in the buffer layer and the SiC interface.
Since the local strain variation in the buffer layer is small, this indicates that the band
gap is a result of some other interaction. From the SXRD analysis, it was found that the
buffer and SiC interface interact in a strong and unique way described by mutual modu-
lation. Mutual modulation requires the consideration of the interface. Through the model
developed to describe the electronic structure resulting from mutual modulation, a graphene
island formation was revealed that predicted large band gaps. Furthermore, the fact that the
unbonded graphene “island” configuration was present for such a large range of η(SiC)’s
and that the opening of a band gap is prevalent over this same range lends a great deal of
weight to the idea that the incommensurate system is responsible for the buffer’s semicon-
ducting properties. Coupling this to the fact that the calculated band structure, using the
experimental value for q and η(SiC), reproduces the important features of the experimentally




COMPOSITION AND STRUCTURE OF THE INCOMMENSURATE AND
COMMENSURATE GRAPHENE-SIC PHASES
The discovery of incommensurate mutual modulation has provided a fundamentally new
understanding of the mechanisms responsible for band gap formation in buffer graphene.
Incommensurate crystals have important consequences for transport properties and also in-
dicate the potential existence of other phases. It was long assumed that the buffer structure
and properties were independent of layer coverage. However, the previous two chapters
have demonstrated significant differences between a bare buffer layer (BGo) and the buffer
beneath monolayer graphene (BGML). The notable differences are: BGo is incommensu-
rate, has a band gap greater than 0.5 eV and has minimal random in-plane strain whereas
BGML is commensurate with bulk SiC, nearly metallic and possesses a large random in-
plane strain. A proper understanding of the differences and similarities between these
buffer layers will provide insights into band gap formation along with new routes towards
band gap engineering in graphene through substrate interaction.
In this chapter, the nature of the incommensurate and commensurate phases of buffer-
SiC interaction is addressed through a combined study of X-ray Standing Wave X-ray Pho-
toemission Spectroscopy (XSW) and X-ray reflectivity (XRR). Substantial differences in
vertical corrugation and interface order are found. BGo has a rich vertical structure span-
ning over 2 Å whereas BGML has a reduced vertical distribution of 0.4 Å well described
by a normal distribution. The vertical corrugation in BGo is consistent with the island for-
mation predicted in Chapter 5 due to the incommensurate modulation in the SiC interface
as the strong interaction with the interface at the island boundaries is expected to induce
buckling in the graphene layer. In both BGo and ML films, the SiC topmost interface layer
is Si depleted indicating the presence of Si vacancies with possible C substitutions. These
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vacancies/substitutions reduce the bonds to <24% of the BGo and are responsible for the
incommensuration. Although the interaction is reduced by Si depletion, the interaction is
strong due to a bond distance of 1.87 Å. This distance is the same distance as the bilayer
separation in bulk SiC(1.89 Å), suggesting sp3 rather than Van der Waals bonding. When
a monolayer forms, the average distance from the SiC interface layer contracts to be 2.22
Å in BGML. Although this distance is 0.3Å larger than the closest fitted distance found in
the bare buffer layer, this does not imply a reduced interaction with the interface. Due to the
corrugation in BGML and the topmost Si interface, roughly 30% of BGML is less than 1.89
Åfrom this interface indicating a similar, if not increased, interaction with the interface. A
critical feature of the monolayer sample is an increase in the disorder and random strain
in BGML and the interface layers. Since incommensurate systems necessarily require long
range order, the increase in disorder causes interactions with bulk SiC and its periodicities
to dominate. These results suggest that the increase in random strain can be considered as
the mechanism driving the incommensurate-commensurate phase transition as well as the
corresponding change in electronic structure.
5.1 X-ray Standing Wave Analysis of Graphene on SiC(0001)
Chapter 4 reported the observation of both an incommensurate and commensurate phase of
the graphene interface with SiC(0001) in well ordered and homogeneous films of graphene
with different layer coverages. The correspondingly distinct electronic properties man-
dates further detailed studies to gain a proper understanding of the mechanisms driving the
incommensuration as well as the transition to a commensurate phase. Most of the struc-
tural studies have been on samples grown in ultrahigh vacuum where it is well known to
have a large degree of graphene layer inhomogeneity, larger disorder, as well as a va-
riety of interface structures compared to more recent techniques [63, 58, 43, 131, 52,
97]. Consequently, a clear picture of the buffer layer and its evolution with the forma-
tion of additional graphene layers is still lacking. This has resulted in theoretical studies of
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simplified interface configurations and often reduced unit cells that hindered proper con-
nections to experimental results [66, 69, 132, 67, 64, 68]. Now that improved growth
methods are in place, reconciliation has begun where the observation of incommensurate
mutual modulation in the buffer/SiC(0001) interface explained the semiconducting prop-
erties observed in ARPES. Furthermore, the change in electronic band structure resulting
from incommensurate-commensurate phase transition inspires a method for band gap en-
gineering in graphene through manipulation of the interface structure. This goal requires
detailed studies to gain insight into the mechanisms driving the phase transition and how to
manipulate the interface to achieve the desired electronic properties.
Below I discuss detailed structural studies conducted using mutual XSW and XRR
analysis of BGo and ML films grown by confinement controlled sublimation [37]. One
of the most powerful techniques for measuring buried interface structures is synchrotron
based surface x-ray diffraction and reflectivity. However, the phase problem is the principal
challenge in achieving quantitative results. XSW measurements can address this by placing
constraints on the amplitude and phase of the structure factor. This section presents the
analysis and results from the XSW measurements. [63, 91, 133]
5.1.1 Experimental
In an XSW experiment, an incoming x-ray beam of energy E = ~cko and a scattered
beam with momentum, kf , from a Bragg reflection (G = kf − ko = 2π/d) are used
to produce standing waves whose crests are d apart. By choosing the SiC(0004) Bragg
reflection for the 4H-SiC(0001) surface, the standing wave is perpendicular to the surface
with d = cSiC/4 = 2.52Å [Figure 2.9]. By changing E, the standing wave will move
perpendicular to the surface. Since photoemission is proportional to the interference photon
flux, the traversing standing wave will cause photoemission of different atomic species as
the standing wave passes through the atomic planes. The normalized photoemission yield
for a particular chemical species j in the material, Y Gj (E), will therefore be function of
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Figure 5.1: X-ray standing wave photoemission spectra as a function of ∆EBr for Si 2s
(a) and C 1s core levels for BGo (b) and ML (c). As hν passes through EBr, (∆EBr =
hν − EBr) a unique photoemission yield develops for each chemical component present.
(c) clearly demonstrates the distinct yields that allow the graphene and bulk carbon to be
distinguished.
E and can enable the extraction of information regarding the vertical distribution of that
species. This basic phenomena is demonstrated in Figure 5.1 for the Si 2s of BGo and C
1s spectra of BGo and ML films. Figure 5.1 clearly demonstrates how different chemical
species produce a unique photoemission yield. Furthermore, even if the chemical species
are of the same element, the yield of each species can be extracted with a proper spectral
decomposition. However, as I will show, a proper decomposition is not a trivial endeavor.
The XSW wave measurements were carried out at the GALAXIES beamline at SOLEIL
Synchrotron [134]. To achieve the SiC(0004) Bragg reflection, E = 2512 eV was the in-
cident x-ray photon energy and θ = 78◦. The energy resolution was better than 250 meV
and the photoemission take off angle is perpendicular to the incident x-ray to ensure surface
sensitivity. All measurements were conducted at room temperature. The substrates used for
these studies were n-doped on axis CMP polished 4H-SiC(0001). Epitaxial graphene sam-
ples were grown by confinement controlled sublimation [37]. In this method, the SiC(0001)
surface is heated in a nearly enclosed crucible to maintain a partial Si pressure during the
growth procedure. Graphene growth depends on temperature, time and crucible geome-
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try. In the current design, BGo formed on the SiC(0001) surface in 30 minutes at 1400◦C .
When the SiC(0001) surface is heated to 1550◦C for 20 minutes, a nearly complete second
layer of graphene forms (referred to as ML). The ML film also has a buffer layer whose
properties are distinct from BGo and therefore will subsequently be distinguished as BGML.
Voigt functions were used for all buffer and bulk components of the C 1s and Si 2s
spectra while the Doniach Sunjic lineshape was used for all graphene components. The
Voigt function is a convolution of a Gaussian and Lorentzian lineshape,















π ((x− x′ − xo)2 + F 2L)
dx′.
(5.1)
WhereFG andFL are the Full Width Half Maximums (FWHM) for Gaussian and Lorentzian
distributions, xo is the centered position and I is the integrated area of Voigt distribution.
The overall FWHM of the Voigt distribution, FV can be obtained by the approximation
FV = 0.5346FL +
√
0.2166F 2L + F
2
G to within 0.02%[135]. Each component is expected
to have a unique FG and FL due to differences in vibrational degrees of freedom and exci-
tation lifetimes. The Doniach Sunjic lineshape,
DJ(x : I, α, FDJ , xo) = I
cos (πα/2 + (1− α) tan−1 (−(x− xo)/FDJ))
((x− xo)2 + F 2DJ)
(1−α)/2 , (5.2)
has been traditionally used to fit the graphene C1s components, where α is the asymmetry
parameter, and I , FDJ , and xo is a height parameter, width and center position, respectively
[136]. To account for experimental broadening, thermal fluctuations, etc., the Doniach
Sunjic lineshape is also convoluted with a normalized Gaussian in a similar manner to the
Voigt lineshape. One difficulty with the Doniach Sunjic lineshape is that the integral does
not converge for a nonzero asymmetry parameter. As a result an integrated area cannot
be determined. However, for this lineshape, I is sufficient for extracting the XSW yield
and a more precise quantification of the density and coverage will be obtained from X-ray
reflectivity and discussed in Section 5.2.
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5.1.2 X-ray Standing Wave C 1s Core Level Analysis
A proper analysis of Y Gj (E) requires a proper spectral decomposition of the C 1s spectra.
Figure 5.2 shows a typical C 1s spectra of BGo at an E far from EB. The spectra is fitted
according the minimization procedure I will discuss below. For now, this spectra serves as
reference to discuss previous analyses of the buffer C 1s spectra. C 1s analysis of graphene
on SiC(0001) is complicated and requires at least 4 components that account for C-Si sp3
bonds from bulk SiC (), C-C sp2 in monolayer graphene (SML), and two buffer components,
S1 and S2. They are identified in a similar manner as with Emery et al. and Emtsev et al.,
which label the photoemission component of highest BE to as S2. It is well known that the
buffer layer strongly interacts with the SiC [36, 48, 66, 67]. Therefore, one component de-
scribes carbon bonded to interface silicon and the other component describes buffer carbon
not bonded to the interface. Two components, as opposed to one, are necessary because the
areal density of the buffer layer is larger than the interface Si areal density.
The binding energy and physical interpretation of these features has been debated. Emt-
sev et al. [36] attributed S1 as buffer carbon sp3 bonded to Si in the SiC interface from two
observations. First, they noticed an approximate 2:1 intensity ratio of S2:S1. Given that the
density of graphene is roughly three times larger than the Si density in SiC, the 2:1 ratio





cell[65, 64], this painted the picture that every Si atom bonds to a C atom in the buffer
layer. They also noticed a similar shift in binding energy of ∼ 1 eV of the buffer σ-bands
and the S2 from the expected position of neutral graphite. This indicated that S2 was more
graphitic. Furthermore, they make note that bulk C-Si bonds in SiC are normally less than
graphite, which justifies S1 as the sp3 component since it is at a lower BE than S2.
More recent measurements by Emery et al. [63] provided a different interpretation that
S2, as opposed to S1, was the bonded buffer component based off of their X-ray standing
wave analysis. Analysis of their photoemission yield results suggested that S2 was closer
to the SiC interface. They also found an inverted S2:S1 ratio relative to Emtsev et al. They
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Figure 5.2: Typical C 1s spectra of a BGo (a) and ML (b) surface. (a) The spectra is fitted
with 5 components based on the χ2g minimization procedure described in the text. Typically
4 components are used to fit graphene surfaces on SiC(0001), two for the buffer layer
(S1 and S2), one for graphene (SML) and one for bulk carbon from SiC (CB). This spectra
shows two additional features: Sg is another buffer carbon unbonded to the interface and
CB’ is another bulk carbon associated with the surface. (b) Contrary to BGo, the ML spectra
is well described by three components in the χ2g minimization: a buffer component (S1),
and monolayer component (SML), and a CB.
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justified their results by showing that the S2:S1 ratio of the buffer spectra in ref. [36] could
also be inverted if a small component of graphene overgrowth was included: a likely sce-
nario for UHV grown samples. They also note that other effects (e.g. spontaneous substrate
polarization [88], band bending, charge-transfer doping and sp2 and sp3 bond hybridiza-
tion) can influence the C 1s binding energy suggesting that the similar binding energy shift
of S2and the buffer σ-bands with respect to graphite was more or less a coincidence.
To date, no XSW or XRR measurements have been reported on a bare buffer layer.
Previous studies only measured multilayer UHV grown samples where the lowest coverage
sample studied was ∼0.5 ML. Consequently, the resulting C 1s spectra had a substantial
monolayer graphene component that obscured the buffer components. This is demonstrated
in Figure 5.2(b) for the ML sample analyzed in this thesis. Also, a 0.5 ML sample is
neccessarily a mixture of bare buffer and buffer covered by a monolayer. This fact, which
was unknown at the time of the previous XSW measurements, is critical as the SXRD
analysis from Chapter 3 demonstrated structural and electronic differences between the
two buffers. This type of sample hinders a proper discrimination between BGo and BGML
features. In addition to sample inhomogeneity, XSW analysis is complicated further by the
fact that the SMLBE is a function of the number of layers [36]. As the number of graphene
layers increase, the binding energy approaches that of graphite. The consequence for XSW
analysis is that two unique yields, i.e. a yield from monolayer and a yield from bilayer, will
result at nearly the same binding energy and will therefore hinder a proper layer spacing
from XSW analysis alone. This is not to say that SXRD reflectivity is without it’s own set
of challenges [see Section 5.2]. However, the benefits of each technique can be utilized to
gain a better understanding.
In addition to these technical issues, the notion of a two component buffer is also sus-





3)SiC unit cell where only two types of carbon (carbon sp3 bonded to Si and sp2
carbon) were present in the buffer layer with a ratio of 1:3 [65, 64]. Similar ratios from
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Figure 5.3: A comparison of the Raman spectra from a BGo (blue) and a ML (red) film.
The lack of a measurable 2D peak in the buffer only spectrum places a maximum coverage
of 3% monolayer overgrowth in the buffer only film, consistent with previous ARPES
estimates [62].
early C 1s spectra of the 6
√
3 interface corroborated this idea[36]. However, given the in-
commensurate structure of BGo, it is reasonable to expect a continuum, rather than two, of
binding energies where any decomposition can only be an approximation. For this reason,
the presented XSW analysis investigates the results from a multiple number of components.
With confinement controlled sublimation, layer control is improved and growth of a
nearly complete buffer layer with minimal graphene overgrowth is possible. As a result, an
upper limit of the graphene contributions to the C 1s spectra in CCS grown buffer samples
can be obtained. Figure 5.3 demonstrates the difference in Raman spectra between BGo and
ML surfaces. The bulk SiC Raman signature was subtracted from each graphene spectra to
reveal the surface components. The ML spectra is similar to previous reports for epitaxial
graphene on SiC [41, 137]. The BGo spectrum is characterized by broad D, G and D’ peak
features as well as a characteristic feature at 1490 cm-1 (Bo) and between 2900-3100 cm-1.
The presence of the D and D’ features along with the absence of a 2D peak suggest a strong
interaction with the interface.
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The buffer spectrum is consistent with earlier measurements of the buffer layer [100,
138]. However, the buffer Raman spectra is different from reports for UHV and some argon
grown samples [105, 101]. An important difference is the lack of a 2D peak, which can
be used to estimated ML overgrowth. Using the ML 2D intensity as a reference and the
background noise as an upper limit in the buffer 2D peak, an upper limit of 3% overgrowth
is obtained across the entire sample. This is consistent with ARPES estimates of ML
coverage in a similarly prepared BGo film [62]. While Raman measurements place a limit
on the graphene overgrowth, XPS analysis provides an initial estimate of a completely
covered buffer surface [see Section 2.4]. Consideration of both XPS and Raman provide
support that the SiC surface is fully covered by the buffer layer with minimal graphene
overgrowth. Another important difference in the buffer Raman is the appearance of the Bo
peak at 1490 cm-1 not observed in UHV samples. The peak was supported by vibrational
density of states calculations on a reduced unit cell [100]. However, it’s origin, especially
in the context of an incommensurate buffer, is still largely unclear.
This assessment from Raman spectroscopy is essential for placing limits on the con-
tribution expected for monolayer graphene and provides a means for detailed study of the
BGo components in the C 1s spectra. Determination of the proper number of BGo com-
ponents can be aided by XSW measurements. Based on the principle of the photoelectric
effect, the binding energy of each chemical component is independent of E over the small
∆E range sampled in an XSW measurement. Therefore, deviations in the binding energy
of chemical species as a function of photon energy suggest the presence of additional un-
accounted chemical species. By considering the XSW C 1s spectra as a whole, the number
of components, nj , within statistical uncertainties, present in the buffer C 1s spectra can be
identified.
Figure 5.4 demonstrates the procedure for identifying the appropriate nj for the the C
1s BGo and ML XSW spectra. Since the binding energy of each component should be
independent of E, inaccuracies in nj are highlighted by changes in binding energy as the
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Figure 5.4: Binding energy dependence of the buffer layer component decomposition for
the X-ray standing photoemission C 1s spectra of a nj = 3− 5 component buffer graphene
(a-c) and monolayer (d-f) decomposition, respectively. The binding energy positions were
determined through an unconstrained fit for the indicatedE. Each color represents a unique
component. (d-f) The different gray scales represent components associated with graphene.
(g-i) and (j-l) show the χ2g resulting from binding energy and width determined from the
unconstrained fit for the three to five component decomposition of buffer and monolayer
graphene, respectively. The horizontal lines in (g-l) represent the minimized χ2g.
photon energy passes through the Bragg reflection. This is clearly demonstrated in Figure
5.4(a) when nj = 3. When only the S1, S2 and CBcomponents are used to fit the BGo C
1s spectra, there is a clear shift in binding energy of the S1 and S2 components. While the
unconstrained fit adequately describes an individual spectra, it is clear that the traditional
S1 and S2 components are insufficient for describing all the features present in the BGo
XSW C 1s spectra. As nj increases, changes in binding energy are smaller relative to the
statistical uncertainty indicating the approach to an appropriate number of components, but
also the maximum nj that can be resolved.
The maximum nj occurs when there is substantial overlap in the uncertainty for bind-
ing energy of each component. For BGo, Figure 5.4(c) demonstrates that nj = 5 is the
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maximum number of components that can be extracted from the XSW data. Analysis of
the ML XSW data reveals the nj = 4 as a maximum.
To fully account for the unique yields present in the XSW spectra, a unique two step
fitting routine is developed. First, the integrated area for each component is determined for
each E by minimizing the sum of the squares of the residuals, χ2E . During this first step,
the binding energy and width are fixed for every E. Only the integrated area is allowed to





Figure 5.4(g-l) demonstrates the large variability in χ2g that results from an unconstrained
fit of an individual E. For a proper minimization of χ2g, an equal selection of the distinct
spectra must be used, otherwise χ2g will be improperly weighted against certain features.
For this reason, analysis is concentrated to E within -1.0 to 1.5 eV of the photon energy
associated with the SiC(0004) Bragg reflection, EB. The horizontal lines in Figure 5.4
represent the resulting binding energy (a-f) and χ2g (g-l) from the two step minimization
procedure. Note that the binding energy positions are not the average binding energy posi-
tions for each component. In this way, minimizing χ2g leverages trends in the photoemission
yield undetectable from typical core level spectra.
Figure 5.5 shows the best fits C 1s XSW spectra from the χ2g minimization for BGo
and ML. The spectra shown were collected at a photon energy of E − EB = 0.25 eV.
The quality of the fits is demonstrated by the residuals in Figure 5.5(d-f) and (j-l). Since
E is near EB in Figure 5.5, a large variation in the photoemission yield is present. This
highlights the effects of incorporating additional spectral components. The BGo is not well
described by the traditional two components S1 and S2 for two primary reasons; (i) There
is a large and well defined contrast in the residuals in Figure 5.5 and (ii) there are drastic
changes in the peak positions and widths with the addition of more peaks.
The buffer components that change the most with the addition of more peaks are S1,
S2, and Sg. A summary of the peak parameters and how they change with nj for the these
buffer components are shown in Table 5.1. A simple 2-component buffer fit gives broad
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Table 5.1: Summary of the XSW C 1s spectrum Voigt peak positions, ∆Ej = Ej − ECB
(ECB = 283.70 eV), Gaussian Width, FWG, Lorentzian width, FWL, and total width
FWV obtained from χ2g minimization for the nj dependent components of BGo. All values
are in eV with an approximate systematic and statistical uncertainty of 0.1eV.
nj ∆ES2 FWG FWL FWV ∆ES1 FWG FWL FWV ∆ESg FWG FWL FWV
3 1.58 1.16 0.41 1.38 0.74 1.22 0.28 1.38 - - - -
4 1.92 0.77 0.61 1.15 1.23 1.07 0.10 1.07 - - - -
5 2.12 0.35 1.01 1.12 1.51 1.20 0.02 1.21 0.99 1.20 0.30 1.37
S1 and S2 features with IS1 < IS2 similar to the 1:2 ratio reported in ref. [36]. Allowing
a third component narrows both S1 and S2 and reverses their relative intensities such that
IS1 > IS2 contrary to Emtsev et al., yet consistent with ref. [63]. Instead of identifying
another buffer feature, the additional carbon feature identifies another bulk SiC component,
CB’. From the residuals in Figure 5.5(k), it can be seen that CB’ reduces the residuals in the
vicinity of ECB . With the addition of a fifth peak, the residuals is noticeably reduced [see
Figure 5.5(l)] and manifests as an additional graphitic feature, Sg, with a binding energy of
0.99 eV, similar to ML (0.77 eV).
Since an upper limit of graphene overgrowth was determined to be less than 3%, Sg is
not from graphene overgrowth as its relative fraction is 35% of all buffer components.
Furthermore, the width of Sg is 1.43 eV [see Table 5.1], substantially larger than the ML
width of 0.57 eV. However, the similarity in binding energy of Sg to ML is suggestive that
it may be an additional graphene-like component present in BGo. This result is confirmed
in the following analysis of the photoemission yield. Furthermore, the graphene islands
predicted from tight binding calculations of the incommensurate SiC interface in Section
4.2 accommodate the possibility of additional components. Three general types of C in BGo
can be identified from the bonding configuration shown in Figure 4.3: (i) C sp3 bonded to
the interface, (ii) unbonded sp3− sp2 C at or near graphene island boundaries, and (iii) sp2
bonded C in the graphene island.
In contrast to BGo, the ML XSW C 1s spectra is relatively insensitive to the addition of
spectral components. As nj increases, the additional components merely attempt to account
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Figure 5.5: Component identification of X-ray standing photoemission C 1s spectra of
buffer and monolayer graphene. (a-c) and (g-i) show the C 1s core level spectra taken at
E − EB = 0.25 eV for BGo and ML, respectively. The C 1s spectra was decomposed into
three to five components for buffer (a-c) and monolayer (g-i) graphene. The binding energy
and width of each component component decomposition was determined using the two step
regression procedure described in the main text to find the minimum χ2g for the collective
C 1s spectra taken at each E. The residuals for E near EB are shown in (d-f) and (j-l) for
the three - five component decomposition from BGo and ML, respectively. Each residual
color map is on the same scale where red (blue) represents positive (negative) residuals
with white being zero. Vertical lines represent binding energy of the components in C 1s
spectra and the horizontal line represents the E of the spectra shown in (a-c) and (g-i).
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Table 5.2: Summary of nj independent parameters for BGo and ML. These components
showed little influence as a result of incorporating additional spectral features. The peaks
are Voigt functions except Gaussian convoluted Doniach Sunjic lineshape for ML. All val-
ues are in eV, except for the asymmetry parameter α. Ej is the binding energy and ∆Ej is
the binding energy offset from ECB . FWG, FWL, and FWV are the Gaussian, Lorentzian
and Voigt FWHM’s. FWDJ and FWT are the Doniach Sunjic and convoluted FWHM’s.
Bulk SiC
ECB FWG FWL FWV ESiB FWG FWL FWV
BGo 283.65 0.48 0.24 0.62 152.79 0.67 1.18 1.50
ML 283.78 0.59 0.12 0.66 152.86 0.72 0.78 1.22
ML
∆ES2 FWG FWL FWV ∆EML FWG FWDJ FWT α
ML 1.35 1.04 0.55 1.37 0.77 0.55 0.3 0.57 0.03
for small variations in binding energy of the ML feature. Most notably, only a single BGML
spectral component can be extracted. This may be a result of the strong ML signal obscur-
ing BGML or there may be less vertical structure compare to BGo. The largest reduction
in χ2g is obtained with addition of a forth component. The fourth component manifests as
an additional graphene feature that may arise from bilayer graphene overgrowth. However,
measuring the amount of bilayer overgrowth is better suited for x-ray reflectivity measure-
ments since the difference in binding energy between the two monolayer components is
only 0.17 eV. Although χ2g decreased dramatically, the general structure of the components
remained unchanged. The addition of a fifth component only provides a marginal improve-
ment in χ2g [see Figure 5.4], indicating that the best fit results from nj = 4 for ML.
The results of the nj independent parameters, such as ML and BGML are summarized
in Table 5.2. For BLML and ML, the binding energy position was 1.35 eV and 0.77 eV and
only varied by ±0.1eV through the addition more peaks. The bulk C and Si components
were also independent of the number peaks. The splitting of the ML peak is similar to the
splitting of the CB peak from the BGo C 1s spectra. The CB’ (ML’) components only serves
to refine the CB (ML) peak, but due to their close proximity in BE, a reliable and unique
photoemission yield for each component cannot be obtained. Instead the CB and CB’ (ML
and ML’) intensities are summed together to determine the photoemission yield presented
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in Figure 5.6. Summation of two (or three when nj = 5 for ML) yields is allowed as this is
the same procedure taken to determine the yield from a Gaussian distribution [see Section
2.3]. The binding energy of both CB and SiB slightly increase in the ML film which may
be related to charge transfer from the bulk to the graphene layers.[36]
Even with the obscuring monolayer, the differences in BGo and BGML are quite notice-
able. The spread in binding energy of the BGo (≈2 eV) is much larger than BGML (1.37
eV) and while BGML shows little variation with nj , the BGo components varied by more
than 0.7 eV. The spread in binding energy of BGo indicate a rich bonding structure that may
be expected for an incommensurate system and its evolution with nj suggests an approach
to a better approximation of the buffer binding configuration.
These fits show that multilayer graphene samples complicate XSW analysis of the
buffer and interface structure. The challenge of properly decomposing the C 1s spectra
in the appropriate number of components will have an impact of the information obtained
from an XSW Yield analysis. This means that the systematic errors present in XSW anal-
ysis prevent the use of the XSW derived parameters as fixed values within some statistical
uncertainty. The true uncertainty of the XSW analysis cannot be obtained due to the pres-
ence of systematic errors. Instead, the XSW derived parameters have to be regarded as a
starting point for atomic distributions that must be refined by x-ray reflectivity.
5.1.3 XSW Yield Analysis
The connection between x-ray standing waves and x-ray reflectivity is through the pa-
rameters derived from the normalized photoemission yield, Y Gj (E). The photoemission
normalized yield is obtained from the integrated intensity for each spectral component as a
function of photon energy and is given by:[91]







G(E)−G · r)dr. (5.3)
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Figure 5.6: X-ray Standing Wave Yield for BGo and ML. (a)-(c) Photoemission yields
obtained for nj = 3−5 of BGo, respectively. The goodness of fit is insensitive to the choice
of nj . (d) Photoemission yield obtained for ML for all nj . For ML, the photoemission yield
was found to be insensitive to the choice of nj . (e)-(f) Photoemission yield obtained for
CB (yellow) and SiB (magenta) for BGo and ML surfaces. The graphene components are
indicated by their color: S2 (purple), S1 (green), Sg (blue) and ML (gray). The black lines
are the best fit yield according to equation 5.1.3 for each component.
RG(E) and φG(E) are the energy dependent x-ray reflectivity and phase of the standing
wave at the Bragg reflection G. For this study, G is the SiC(0004) Bragg reflection. Both
are calculated using dynamical diffraction theory from the bulk crystal structure [93, 94].
ρ′j(r) is the density distribution of the atomic species. The simplest density distribution
to consider is a delta function. To account for thermal vibrations and static variations,
the delta function is typically convoluted with a normalized Gaussian [133, 63, 132]. The
parameterized yield is,




G(E)− 2πPGj ). (5.4)
The reflectivity, RG(E), and phase νG(E), calculated from the bulk 4H-SiC structure
factor using dynamical diffraction theory and broadened according to the instrument reso-
lution [see. Section 2.3 and Figure 2.10]. fj = e−σ
2
G,jG
2/2 and PGj = G·rj/(2π) are known
as the coherent fraction and the coherent position. These parameters correspond to the am-
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plitude and phase of the G Fourier component. Extraction of fj and Pj provide estimations
of the vertical width and position of each chemical species. Since the SiC(0004) Bragg
reflection was chosen, vertical density distribution information is acquired. In addition,
the relative coverage the buffer components can be obtained. In order to fit Y Gj (E) from
the integrated intensities, an overall scale factor is required such that IGj (E) = NjY
G
j (E).
The scale factor can be a good measure of coverage as it describes the overall integrated
intensity far from the Bragg reflection. This is because the reflectivity goes to zero away
from EB. As such, the fraction or coverage of a buffer layer component is Nj/
∑
Nj since
S1, S2, and Sg are all from the same layer.
Figure 5.6 shows the fitted IGj (E) for BGo and ML graphene and bulk components,
respectively. All three scenarios of nj = 3−5 for BGo are shown in Figure 5.6(a) -(c). The
yield parameters are summarized in Table 5.3. Clearly, an excellent fit is obtained for all
components, regardless of the accuracy of the spectral decomposition. Consequently, this
highlights the importance of obtaining a proper fit of the C 1s spectra prior to obtaining
yield parameters.
One observation that is independent of the number of components used in the C 1s fits
is that the buffer vertical distribution is large in BGo and smaller in BGML. The BGo width,
including σj’s, range from 1.3-1.7 Å, while BGML is 1 Å. Interestingly, the component clos-
est to the interface flips from S2 to S1 when nj = 5. For this reason, S1 is now identified as
the bonded buffer component, not S2, favoring the interpretation of Emtsev et al. that the
buffer component bonded to the interface is at a lower BE. [36] Furthermore, the yield pa-
rameters from Sg further support its graphene-like character. Sg is found to be farther from
the interface than either S1 or S2. It should be noted that the coherent position for Sg and
ML are similar. However, other Raman in Figure 5.3 excluded this interpretation. Reflec-
tivity results also exclude monolayer overgrowth and will be discussed below. Furthermore,
the SML coherent position considers contributions from both monolayer and bilayer com-
ponents, which will consequently provide an inaccurate layer spacing prediction and the
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Table 5.3: Summary of XSW results for the graphene components in BGo and ML. The
results for nj = 3−5 for BGo are shown. The paramters Pj and fj and the corresponding dj
and σj are obtained from equation 5.1.3. For clarity, the distance from the topmost Si layer
is reported by subtracting the atomic plane position for the topmost Si place, dSi = 0.09 Å,
from dj . Θj is the fraction fraction of each component to all buffer components.
j Pj zj − zSi (Å) fj σj (Å) Θ (%)
BGo (nj = 3)
{ S2
S1
-0.02(2) 2.37(4) 0.52(4) 0.46(2) 70(1)
0.23(5) 3.01(1) 0.3(1) 0.6(1) 30(1)
BGo (nj = 4)
{ S2
S1
-0.04(2) 2.33(4) 0.56(5) 0.43(3) 24(1)
0.07(3) 2.61(7) 0.36(4) 0.58(3) 76(2)




0.03(5) 2.5(1) 0.48(9) 0.48(7) 32(1)
-0.07(1) 2.26(3) 0.67(5) 0.36(4) 33(1)
0.28(2) 3.13(6) 0.7(2) 0.3(1) 36(2)
BGML -0.06(2) 2.30(5) 0.41(2) 0.52(3) -




-0.24(1) -0.69(2) 0.79(5) 0.27(4) -




0.04(1) 0.00(2) 1.00(3) 0.05(4) -
0.04(1) 0.00(2) 0.99(3) 0.07(4) -
similarity between PGSg and P
G
SML
should not be considered compelling evidence that they
are from a similar source. As a result, the identification of S1 as the closest component
becomes even more peculiar because it indicates that the binding energy does not linearly
evolve from a sp3 to sp2 bonding configuration. These results provide validity and consis-
tency between the seemingly contradictory reports of Emery et al. [63] and Emtsev et al.
[36]. That is, both hybridization and charge transfer are influencing the binding energy of
the buffer components.
Another notable feature is that zS1 ≈ 2.3 Å is farther from the Si and broader than
previous reports of 2.1 Å.[63] Because of the larger separation and width, zS1 − zSi cannot
be regarded as a bond distance or a component exclusively associated with an sp3 bond.
However, it can be seen that regardless of the nj used in the spectral decomposition, zj−σj
for the closest component is consistently 1.9 Å from the topmost interface Si. This result is
consistent with recent cross-sectional TEM measurements of the bare buffer surface [116].
While the lower portion of the S1 distribution distance to the interface is consistent with
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sp3 bond lengths, the upper half is mostly larger than any expected bond length, even when
considering the relatively sharp σSiB = 0.05. This would suggest that a significant fraction
S1 is not bonded to Si. In this sense, ΘS1(nj = 5) imposes an upper limit on the number of
buffer bonds to the Si interface, rather than an approximate number of interface bonds.
The similarity in width and position of the BGo indicate some consistency across the
different density distributions obtained from the different spectral decompositions. The
addition of more spectral components act to refine the distribution. Figure 3.3 demonstrates
how the structure of the BGo density distribution is enhanced by fitting with an increased
number spectral components. When nj = 3 the density in nearly unphysical as the large
σS1 and σS2 places significant density less than 1.9 Å, the approximate Si-C bond length
in bulk SiC. As nj increases, the σj’s decrease and the density below 1.9 Å decreases.
Furthermore the decrease in σj’s enable the discernment of more structure. Nevertheless,
the corrugation remains large but the appearance of multiple features arise and bears some
resemblance to TEM measurements.[116]
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Figure 5.7: XSW derived density distributions of BGo resulting from the yield obtained
from a nj = 3 − 5 spectral component decomposition of the XSW C 1s spectra. As nj
increases, the distribution becomes more refined. However, XSW analysis is statistically
limited to nj = 5 [see Figure 5.4]. A similar color scheme is used for the buffer components
S1 (green), S2 (purple), and Sg (light blue). The intergrated area is proportional to the Θj’s
in Table 5.3. The black curve represents the superposition of all buffer components to give
the total buffer density distribution.
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5.2 X-ray Reflectivity of the Buffer Layer and Monolayer Graphene on SiC(0001)
While advancements were made in the general properties of the BGo distribution through
XSW analysis, there is some concern as to whether the XSW results is providing a true
representation of the buffer density due to the challenges associated with a proper spectral
decomposition of the C 1s spectra. For instance, the large width of the density distribution
is cause for some concern as it is substantially larger than recent measurements [116].
However, the history of both measured and calculated corrugations spans a wide range
from as small as 0.5 Å as large as 4 Å [116, 66, 67, 52, 53, 43], indicating the XSW
results may not be unreasonable. Additionally, determination of the SiC interface densities
is challenging with XSW since there will be photoemission contributions from equivalent
atomic planes from the bulk SiC. The findings from XSW analysis can be refined with x-
ray reflectivity analysis as x-ray reflectivity is the best tool for studying the structure and
density of buried interfaces.
5.2.1 X-ray Reflectivity Methods
The x-ray scattering experiments were performed at the SOLEIL Synchrotron on the SixS
beamline in UHV. The photon energy used in these studies was 12.8 keV for a wavelength
of 0.9687Å. The vertical beam width was measured to be 74 µm with an energy reso-
lution of 1 eV. For these experiments, momentum transfer of the incident and reflected











3/2) and c∗SiC = 2π/cSiC with
aSiC = 3.08 Åand cSiC = 10.0805 Åbeing the typical lattice parameters for 4H-SiC. The
reciprocal lattice units (r.l.u.) (h, k, l) define a unique momentum transfer. Since these
studies are of the on axis SiC(0001) surface, h and k describe momentum transfer parallel
to the surface, while l describes momentum transfer perpendicular to the surface. In the re-
flectivity geometry, there is only perpendicular momentum transfer, i.e. Q = Qz = lc∗SiC.
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Since x-ray reflectivity only depends on l, data can be analyzed by a one-dimensional model
that describes the averaged lateral information over the illuminated area.
Reflectivity measurements were collected in a continuous 2θ scan. Initially, rocking
scans were collected at selected l throughout the range of interest. Based off these mea-
surements, the horizontal detector slits were set to capture the fully integrated x-ray inten-
sity. Analysis of the reflectivity data was restricted to l > 0.6 since the width and shape of
the scattered intensity increases due to critical angle effects (e.g. Yoneda wings) at low l
[139]. Furthermore, reflectivity at low Qz is typically used to characterize surface rough-
ness, whereas pertinent information of the interface structure is captured at larger Qz. It
is well known that SiC exhibits quasi-forbidden reflections due to slight deviations from
the ideal crystal structure [80]. The quasi-forbidden reflections, along with the bulk SiC
reflections at l = 4 and l = 8 do not primarily describe surface details and for this reason,
they are excluded in the model fitting procedure.
5.2.2 Graphene and SiC Interface Reflectivity Model
The model used for analysis is similar to previous studies [63, 59]. A schematic of the
model is shown in Figure 5.2.2. Contributions to the x-ray reflectivity comes from three
sources: relaxed and/or reconstructed SiC bilayers, buffer graphene and additional graphene
layers. The scattered x-ray intensity can then be written as,
Iobsl = C(θ, l)e
−4γSiC sin2(πl/2)
∣∣∣∣ FBulk(l)1− e−2πil + FI(l) + ρGρSiC (FBg(l) + FG(l))
∣∣∣∣2 . (5.5)
C(θ, l) contains all the constants and geometrical corrections from the experimental con-
figuration [75, 74]. The corrections relevant for x-ray reflectivity are the illuminated area
(∝ min(L, dhν/ sin θ)), Lorentz factor (∝ 1/ sin θ), polarization (∝ cos2(2θ)) and rod in-
terception. γSiC describes half-cell steps on the surface.[59] FBulk is the structure factor for
4H-SiC.[80] The term 1/(1 − e−2πil) accounts for surface truncation [140]. The interface
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fα(l) is the atomic form factor for α = C or Si. The atomic form factor was approximated
using a standard exponential parameterization [71]. Each atomic species in the interface
SiC bilayers are described by three parameters: a vertical position, zα,j , an areal density,
ρα,j , and a Gaussian broadening, σα,j . When ρα,j = 1, this corresponds to the bulk SiC
density, 1.22×1015 atoms cm-2. A normalized Gaussian is convoluted with each component
to account for both vertical disorder and corrugation with a standard deviation of σα,j . This
captures information regarding vertical disorder in the topmost interface layers that may
arise from the Si sublimation graphene growth process as well as vertical corrugation in the
buffer and additional graphene layers. These parameters are relaxed in order to account for
surface reconstructions. The connection of zα,j and σα,j to the interface XSW parameters
is challenging since each component is approximately at the same position with respect to
the standing wave field. These parameters are treated with more flexibility since the SiB
and CByield parameters are an attenuated superposition from multiple layers.
To simplify coverage estimates, the structure factor of the graphene layers, including
the buffer layer, are weighted by the density areal densities, ρGi/ρSiC. Since there will be
slight differences in the graphene areal density, ρGi represents areal density for the respec-
tive graphene forms. The buffer layer structure factor is treated differently than the other
graphene layers. From the XSW standing analysis, it is clear that multiple components are
present in BGo. For consistency with XSW analysis, 2 and 3-component buffer vertical dis-
tribution were considered. To account for this, the buffer layer structure factor is expanded










σ2j e−i2πlzj/cSiC . (5.7)
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Figure 5.8: Schematic of the model used for SXRD reflectivity analysis. Reflectivity is
described by a one dimensional model. For analysis, four interface SiC layers, a three
component buffer (the naming convention is consistent with XSW analysis), and up to two
graphene layers were considered. The topmost Si and C interface is considered the first
SiC bilayer, with the layer number increasing into the bulk. All of the vertical distributions
for a given layer are approximated by a guassian distribution described by a width, σ,
centered at a position, z, with a density, ρ or coverage Θ. If ρ for the layer is known,
then a coverage estimate is obtained. For example, a coverage estimate is obtained for the
graphene layers because the in-plane density is known from previous measurements of the
lattice parameter [see Chapter 3]. However, the presence of Si vacancies or C substitutions
in the SiC interface layers will reduce the average density of the layer.
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Here, PBg represents the coverage of the buffer layer. The vertical distribution can be
approximated and modeled by the position (zj), width (σj), and relative fraction (Θj , where∑nBg
j Θj = 1) of the nBg components. By separating the overall coverage, PBg, and the
relative fraction, Θj , the coverage can be determined while constraining Θj . In this way,
Θj is analogous to the values reported in Table 5.3.
The XSW results showed that the graphene components of the ML film were well
described by a single component and contained a small fraction of bilayer overgrowth.
For this reason, the structure factor for the graphene layers is only described by a single
component. Therefore, the structure factor for all graphene layers above the buffer are











M is the total number of graphene layers, Pm, σm, and zm represents the coverage, width
and position of each graphene layer. Since there was only a small amount of bilayer
graphene present on the ML film, it was unnecessary to assume a constant graphene layer
spacing between multiple layers.
5.2.3 Lasso Regression for X-ray Reflectivity
While x-ray reflectivity is a powerful tool for studying the structure of buried interfaces,
the phase problem along with intensity data extending many orders of magnitude present
challenges with determining the uniqueness of the model used to describe the system. Fur-
thermore, many models require many fitting parameters. For example, the model presented
here consists of 55 parameters when including an overall scale factor, bulk lattice parame-
ter, overall Debye-Waller factor, correlation length and adatom species. Generally it is not
possible to allow parameters to freely vary and arrive at a physical result. Often, only a few
parameters are allowed to vary a time. This challenge involves determination of the relevant
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parameters and the correspondence of the model to the physical reality. To address these
challenges, a lasso fitting routine is introduced, which stands for least absolute shrinkage
and selection operator [141]. Usually, in ordinary least squares regression (OLS), the func-
tion minimized, χ2, is just the sum of the squares of the residuals. To account for the many
orders of magnitude, it is typical to weight the residuals by the experimental uncertainty,
σl =
√
Iobsl [70]. Lasso regression introduces a penalty parameter, Λ, when a parameter













|βj − βj,o|, (5.9)
where N is the number of data points, Iobsl is the measured intensity for a given l, P is
the number of parameters, βj is the optimized parameter and βj,o is the default parameter
value. Note the parameters βj correspond to normalized versions of position, width and
coverage/density, so that changes in parameters result is similar changes in χ2.
This regression method allows for a controlled approach to the appropriate model and
serves to identify the relevant parameters. For instance, χ2 is only ever reduced if the in-
crease from the lasso term is smaller than the decrease from the OLS term. This helps to
identify the parameters, or combinations thereof, that have the greatest effect on the reflec-
tivity. It can be seen that the choice of Λ is important. If Λ is too large, no parameters will
be adjusted. On the other hand, as Λ→ 0 the regression approaches the OLS minimization
procedure and all the aforementioned difficulties.
Because of the ambiguity in choice of Λ, it is still ideal to achieve a minimum in the
OLS term. To this end, the regression process starts with the choice of a suitably high
Λ. When Λ is high, this selects the parameters that provide the largest reduction in the
OLS term. Gradually, Λ is reduced and the default parameters are updated until the model
has converged to the minimized result. This enables a seamless connection with the XSW
derived parameters and places XSW and reflectivity on an equal footing. The XSW pa-
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Figure 5.9: Demonstration of the lasso fitting method for BGo. The initial parameters were
from the XSW results for a 3-component buffer and a bulk terminated SiC interface. At
first, a large Λ along with a XSW constrained buffer is used. This captures the essential
parameters the reduce χ2. As βj,o is updated and Λ is reduced, eventually a completely
unconstrained OLS (Λ = 0) regression is possible.
rameters for S1 , S2 , and Sg become the βj,o for BGo and the bulk positions, widths and
densities are used as the default values for the SiC interface layers.
Figure 5.9 demonstrates the approach to an optimized fit of the reflectivity data using
lasso regression. At first, the parameters for the buffer are constrained, within statistical
uncertainty, to the XSW values. The reflectivity of the initial parameters shows little re-
semblance to measured reflectivity for BGo. When Λ is high, the fit improves, but still
does not accurately describe the reflectivity. As the process of updating βj,o and reducing
Λ continues, an improved fit is obtained. Eventually, βj,o has sufficiently converged that
a completely unconstrained fit is possible and provides an excellent fit to the measured
reflectivity.
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5.2.4 Results and Discussion
The reflectivity and the best fit model is shown in Figure 5.10 for BGo (a) and ML (b) films.
To get a sense of the absolute scale, the reflectivity for bulk terminated SiC is shown. By
comparing the deviation in intensity from bulk SiC, it is clear that the changes in reflectivity
are small for BGo, only about a factor of 4-10 [Figure 5.10(a)]. This is a direct consequence
of a large vertical “thickness” in the buffer. To understand this, consider that the contribu-
tion of σ to the structure factor has the form e−1/2(Qzσ)2 . As σ increases, it’s contribution
to the reflectivity decreases at larger Qz. Therefore, just by observing the similarity of the
BGo and bulk SiC reflectivity, it can be expected that the vertical distribution is large. From
a practical standpoint, the relatively weak signal makes obtaining a reliable fit challenging.
Thus, the results from XSW analysis provide critical information for an initial configura-
tion and the issue of a small reflectivity signal can be addressed. In contrast to BGo, the
reflectivity for ML in Figure 5.10(b) clearly has more structure beyond the contribution of
bulk SiC. This indicates the presence of more features at well defined vertical distances,
as would be expected for multiple graphene layers. One consequence of this difference
in vertical distribution between the two surfaces is that even a small partial coverage of
monolayer graphene will significantly reduce the sensitivity to the buffer structure. This is
the case for previous reflectivity studies and the motivation for the presented work [63, 59].
Table 5.4 summarizes the best fit parameters used to produce the vertical density distri-
bution shown in Figures 5.11 and 5.12 for the 3-component BGo (a) and ML (b). Both 2
and 3-component buffer distributions were tested. However, the 3-component always pro-
vided a better fit (χ2 = 39 compared to χ2 = 513 for nBg = 2). The results provide quite
a few enlightening observations. First, it shows that S1 in BGo is very close to the last Si
layer (1.87 ± 0.09 Å), which is close to the bulk Si-C bond of 1.89 Å and very similar to
the findings of previous STEM work (1.9 Å).[116] The width of S1 is also sharp, just like
the width of the topmost Si layer. Considered together, the close and well defined distance
between the S1 and Si1 components suggests the presence of a strong covalent bond. The
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Figure 5.10: X-ray reflectivity of (a) BGo and (b) ML films. The measured reflectivity is
shown as open circles. The error in the measured reflectivity is less than the size of the
open circles except near l = 7 r.l.u. for BGo and is shown by vertical lines. The calculated
reflectivity BGo uses a 3-component buffer structure with a small ML coverage and surface
surface contamination. For ML, the monolayer and bilayer components are allowed to vary
up complete coverage. The reflectivity from a bulk terminated SiC surface (dashed lines)
is shown for comparison of intensities above background.
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Table 5.4: SXRD reflectivity bet fit parameters. The for definition of separation distances,
z, see Figure 5.2.2, the parameters σ, ρ and Θ are defined from the structure factors in
equation 5.2.2, and correspond to a vertical width/thickness, density and coverage. When
the density is known for a layer, such as graphene, a coverage estimate is obtained, other-
wise a layer density is provide. Interface densities are reported as a fraction of their bulk
value. Coverages are reported as a fraction of the surface. The coverage for BGo was 0.98.
Film j z (Å) σ (Å) ρ or Θ
BGo
S1 1.87(0.09) 0.15(0.11) 0.26(0.06)
S2 2.71(0.07) 0.27(0.21) 0.47(0.06)
Sg 3.80(0.10) 0.28(0.10) 0.26(0.04)
Si1 0.47(0.02) 0.10(0.05) 0.75(0.10)
C1 1.98(0.05) 0.05(0.05) 0.92(0.23)
Si2 0.66(0.01) 0.05(0.02) 0.96(0.01)
C2 1.86(0.01) 0.05(0.05) 0.93(0.02)
ML
S1 2.22(0.07) 0.20(0.12) 0.88(0.15)
ML 3.46(0.03) 0.05(0.08) 0.69(0.01)
BiL 3.21(0.04) 0.05(0.10) 0.27(0.01)
Si1 0.46(0.05) 0.20(0.05) 0.79(0.05)
C1 2.08(0.05) 0.24(0.05) 0.80(0.10)
Si2 0.68(0.01) 0.15(0.01) 1.00(0.01)
C2 1.81(0.02) 0.22(0.01) 0.99(0.03)
XSW results were less suggestive. In the XSW analysis, the S1 distance was farther (2.26
Å) and broader (0.36 Å) indicating that the multiple components could not be perfectly
decomposed.
Compared to the XSW analysis, the decomposition from reflectivity finds that the
S1 fraction is reduced from 33% to 26 ± 6%. This indicates that although the interac-
tion is strong, the amount of bonding is reduced from the XSW result. It should also be
emphasized that vertical distance is not a direct correspondance to an sp3 bond. Rather,
26%, just as S1 in XSW, still serves as an upper limit to the amount of bonds to the buffer.
The STEM results showed that there was a vertical periodic structure in both the buffer
layer and the interface [116]. Because of this, σ for the interface and buffer components
are an approximation of this corrugation, not a simple estimate of disorder. As a result, a
bond will only occur when the corrugation in the interface and buffer produce a total dis-
tance, not just vertical distance, below some threshold. In fact, the incommensurate tight
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binding model demonstrated that the planar distance was the critical factor for bond pre-




In addition to the incommensurate structure and vertical corrugation reducing the num-
ber of bonds to the buffer, the reflectivity results also show that the topmost Si interface
layer is depleted to a density of 75± 10% of its bulk value. This places and even lower up-
per limit on the amount of buffer-interface bonds to <24%. Si depletion may arise from Si
vacancies, C substitutions or some combination thereof. XRR cannot distinguish this since
Si is a stronger scatter than C. For example, the contribution to the interface structure factor
of the top layer is fSi1ρSi1e−1/2(QzσSi1)
2
eiQzzSi1 . Because the atomic form factor primarily
depends on the atomic number, Z, and σ is constant, the Qz dependence is essentially the






This relationship states that a one-to-one replacement of C substitutions will reduce the
scattering from the interface, consistent with the findings from reflectivity. Consequently,
additional studies such as TEM would be required to look specifically for vacancy and sub-
stitution concentrations at the interface. A depleted Si interface differs from the typically
assumed bulk-terminated interface [61, 36]. Such an assumption was based on the lack of
spectroscopic evidence. However, this is no longer the case as the XSW analysis of the C 1s
BGo core levels identified additional bulk components that may be related to the interface
structure [see Figure 5.5].
A Si depleted density of 75% corresponds 24% of the buffer and places an upper limit
on the number bonds. This is an upper limit because not every Si atom may bond to the
buffer and the possibility of C substitutions, defined by equation 5.2.4, would act to further
reduce the Si density. The XRR derived S1 density of 26% is in excellent agreement with
the Si depletion density. Since both of these results correspond to upper limits on bonding,
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the reduced bonding prediction of 15% from incommensurate mutual modulation presented
in Chapter 5 is also consistent.
Perhaps one of the more surprising results is the large corrugation (up to 2.4 Å) in
BGo [see Figure 5.12(a)]. The distribution is characterized by the sharp S1 component
and two additional broader components above S1 . The vertical range of the corrugation
is well defined, as evidenced by the relatively sharp σ’s compared to the overall vertical
distribution. Although the best fit of the BGo reflectivity is obtained with three buffer
components, this large vertical distribution was found to be component independent. This
is similar to how a large distribution was obtained from the XSW analysis, regardless of the
number components used to fit the C 1s spectra. Figure 5.11 shows the comparison between
the density distribution obtained from XRR and XSW. In both cases, the density falls off
at nearly the same distance near the interface and covers a large vertical distance. The
reflectivity suggests that the density cutoff is much sharper near the interface and extends
farther above the surface. Given the challenges of a proper decomposition of the C 1s
XSW spectra to obtain accurate yield parameters, the reflectivity density distribution can
be regarded as consistent with the XSW result.
The vertical distribution is larger than previous XSW results of 0.9 Å.[63] While the
results may appear to be in contradiction, the discrepancy reflects the difference in growth
method. Previous studies were on UHV grown samples where it is well known that UHV
grown samples have a significant mixture of buffer and multilayer graphene. An important
point is that BGo and BGML are structurally different. In this case the reflectivity and
XSW measurements would be some type of weighted average of BGo and BGML. This is
consistent their vertical distribution of being between BGo (2.4 Å) and BGML (0.4 Å) [see
Table 5.4]. Note a 50:50 average of the two buffers gives a corrugation of 1.4 Å, quite
similar to the 0.9 Å reported in ref. [63].
A vertical corrugation of 0.9 Å was also observed with cross-sectional STEM.[116]
However, TEM will place a lower, not upper, limit on the corrugation. The reasoning be-
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Figure 5.11: Comparison of the BGo densities derived from SXRD reflectivity (solid line)
and XSW (dashed line)
hind this is that It is possible that the particular cross-section observed did not pass through
the maximumly corrugated section, or that the interaction with the polymer adhesive re-
duces the corrugation of BGo.
More importantly, is it unclear if similar growth conditions were used to prepare the
buffer samples and whether BGo or BGML was measured. To elaborate on this further,
consider the coverages of obtained for ML shown in Table 5.4 and Figure 5.12. It was
found that the coverage of BGML is larger than the ML coverage by 18%. As a result, the
reflectivity analysis suggests that the BGML structure is present not only beneath a graphene
monolayer, but also without a monolayer above. A schematic of the coverage results for
the ML sample is shown in Figure 5.13. Without the growth temperature fully specified,
it is difficult to make direct comparisons to the STEM measurements. However, the bond
length and lower limit on the corrugation suggest a consistency between the two reports.
Although more recent reports of buffer graphene have suggested a smaller corrugation
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Figure 5.12: Vertical density distribution of BGo (a) and ML (b) derived from the SXRD
best fit parameters. The left axis refers to density distributions of the components. The
integrated area of each component describes the total density for the given layer. For clarity,
the layer density/coverage is plotted on the left axis. The density/coverage of each layer is
normalized to its nominal value, i.e. a value of 1 for a Si (yellow) or C (black) interface
layer corresponds to the layer density for bulk SiC. For BGo in (a) the relative fraction of
each component is plotted in green (S1 ), purple (S2 ) and light blue (Sg ), while the overall
coverage is shown in gray. Since the density of graphene monolayers is known, the plotted
values represent coverage.
Figure 5.13: Schematic of the graphene coverages obtained from ML. A typical meander-
ing SiC step is show and how monolayer growth propagates outward from the step. Bilayer
graphene is closest to the step with the majority of the surface being covered in ML. In the
regions where monolayer graphene has not formed, buffer graphene is present. Two buffers
may be present on the surface, BGML and BGo where BGML is closer to the ML.
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of 0.9 Å, larger corrugations are not absent from the literature [53, 43]. In fact, STM
measurements from Riedl et al. measured corrugations of certain sample regions up to
4 Å and Chen et al. measured 3.2 Å [53, 43]. Between these two reports, Chen et al.
asserted that the corrugation was a real topographical effect while Riedl et al. claimed
the corrugation was primarily an electronic effect. From the combination of the presented
XSW and SXRD reflectivity analysis, these results support that they were indeed to a large
degree topographical corrugations. Furthermore, the notion of a large vertical corrugation
is consistent with island formation predicted from the incommensurate modulation model.
The regions where bonding occurs form the boundaries between islands and this bonding
induces some buckling that increases the distance from the SiC interface.
A dramatic change occurs in the buffer when a monolayer forms above it. The corruga-
tion in BGML was drastically reduced (0.4 Å) and was well described by a single S1 buffer
component (as opposed to three). Note that while the average distance of BGML from the
interface was 2.22 Å, this distance is much closer than the average distance for BGo (2.69
Å). Even though a distance of 2.22 Å is slightly farther from the interface than S1 in BGo,
the vertical width of BGML along with the width of the interface suggests that at least 30%
of BGML is less than 2.1 Å from the interface indicating a similar, if not larger interaction
with the interface. Recent ab initio calculations of the buffer+monolayer system corrobo-
rate the reflectivity results [132]. They found that BGML had a total width of 0.86 Å with a
reasonably normal distribution. While their average height above the interface was slightly
higher (2.36 Å), the equivalent width of 4σ = 0.8 Å from reflectivity shares excellent
agreement with their predicted width. A decrease in corrugation, although not as severe
as the experimental observation, is also expected from theoretical calculations that showed
corrugations of bare buffer being up to 1.2 Å.[67]
From reflectivity alone, it may be tempting to conclude that BGML is more ordered
because of the decrease in vertical distribution. However, from analysis of the in-plane
coherence and strain, it was found that BGML had the lowest long range order and the high-
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est degree of in-plane RMS strain [see Figure 3.1 and Table 3.1]. Moreover, Figure 5.12
shows that the σ’s in the interface layer increase and propagate deeper into the bulk. This
paints the picture that once the ML is grown at a higher temperature, the interface becomes
significantly more disordered. These results have many consequences on the structure and
properties of the buffer and reveal the growth mechanisms at play.
In addition to the BGML having more strain and disorder, it also underwent a phase
transition from an incommensurate to a commensurate phase. If the incommensurate phase
in the bare buffer is considered to arise from comparable strengths of in-plane σ-bonds
and sp3-bonds with the interface, an increase in RMS strain and disorder may be sufficient
to reduce the in-plane interaction strength and cause the periodicities in the buffer to be
dominated by the underlying bulk SiC.
Perhaps surprisingly, a depleted Si interface with a similar depletion to BGo was found
for ML, even with the increased disorder. Furthermore, a similar Si depletion was found
in previous UHV grown samples [63]. These results suggest that the depleted Si interface
structure is an equilibrium structure. If the depletion fraction depended on growth condi-
tions or layer coverage, it would be demonstrated here because in confinement controlled
sublimation a nearly complete monolayer will only form at an increased temperature or de-
creased partial Si pressure compared to BGo growth conditions. That is, multilayer growth
on the Si-face is an activated process. A significant fraction of monolayer growth will not
occur at the BGo growth temperature. The fact that this Si depletion is consistent across
growth temperature and growth method strongly point to the Si depleted layer as an equi-
librium structure, not a variable factor dependent on growth conditions. This suggests that
the incommensurate structure in the BGo-SiC system is in fact driven by the energy gained
in the depleted Si interface and the buffer-SiC bonding. It is expected that future theoretical
work will support this assertion.
A depleted equilibrium structure also disrupts typical notions that 3.13 SiC bilayers are
consumed to produce a graphene layer. If this were the case, the Si depletion density would
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have a dependence on the number of graphene layers. Being that this is not the case, an
excess of Si and C are expected to be present of the surface. Figure 5.12(a) demonstrates
the presence of this contamination layer and was an essential feature for describing the
reflectivity of BGo at low Qz.
Comparisons of the graphene coverage and overgrowth between the BGo and ML sur-
face reveals important distinctions in the growth mechanisms as well. At the BGo growth
temperature of 1400◦C , there is nearly complete coverage (ΘBGo ≈ 1) and only a small
fraction of graphene overgrowth (<3%). This is contrasted with the ML surface that does
not have a complete BGML or monolayer coverage, yet has a substantial coverage of bilayer
graphene. The fact that the coverage of BGML is less than BGo is not an inconsistency, but
an observation that provides additional insights. It indicates that not all of the buffer from
the ML surface was converted to the BGML form and a small fraction of BGo may still be
present on the surface. The remaining coverage of BGo cannot be easily resolved from
the reflectivity measurements for two reasons: (i) it’s coverage is small and (ii) it’s ver-
tical distribution is large. The low coverage will provide diminishing diffracted intensity
and the large vertical distributions in BGo will reduce the diffracted intensity at higher Qz.
This means that the well defined vertical positions from the ML surface will dominate the
reflectivity and a small fraction of BGo will not substantially alter the results. See Figure
5.13 for a visual representation of these results.
Based off the coverages reported in Table 5.4 for ML, there are regions on the surface
where BGML is present without a monolayer above. This provides evidence that the struc-
ture of BGML is also a result of its interaction with the interface, and influenced to a lesser
degree by the monolayer above. These differences in layer coverages reveal differences in
the graphene formation mechanism consistent with current kinetic models that graphene
growth propagates from SiC step edges [97, 142, 143]. In this context, excellent layer con-
trol in BGo is possible because the energy barrier for Si sublimation increases once a full
buffer has formed and sublimation becomes more favorable at step edges.[144, 145, 146] A
119
consequence of this energy barrier is an increase in disorder of the interface due to trapped
Si. As a result, Si sublimation continues to decrease with with increasing graphene layer
coverage. However, the energy barrier increase is not as large compared to when buffer
forms because Si sublimation remains favorable at step edges. Therefore, increased cov-
erages of bilayer overgrowth can be expected on ML films when compared to monolayer
overgrowth on BGo films.
These changes in the buffer are consistent with the changes observed in the electronic
structure with ARPES. Figure 3.5 showed how the π-bands change in BGML. There ap-
peared to be at least a change in the doping level, if not a change in the band gap and band
structure. Since the BGML is less corrugated and on average closer than BGo, this may
enable more charge transfer from SiC.[87, 147, 88] Also, the ε2 band appeared to become
less dispersive that correlates with increases in disorder inducing localization.[148]
5.3 Summary
In this Chapter, I presented a detailed XSW and XRR analysis of the buffer layer and mono-
layer graphene surfaces on SiC(0001). Using improved growth, a fully covered buffer layer
was produced with minimal monolayer overgrowth. This enabled critical constraints on
the analysis of photoemission and x-ray measurements and resolved ongoing discrepancies
from earlier works, such as which spectral component is associated with buffer layer bonds
to interface Si. Additionally, I went on to show that the SiC interface structure consists on
an equilibrium concentration of Si vacancies with some C substitutions.
From XSW analysis and using the improved buffer layer samples, the BE component
of the C 1s spectra associated with buffer carbon bonded to interface Si was correctly
identified as S1 (285.1 eV). It was found also that the amount of buffer C sp3 bonded to Si
was less than 24%, measurably lower than the amount predicted from ab initio calculations
using a bulk terminated interface. However, the reflectivity results showed that the interface
cannot be bulk terminated, but is Si depleted from 20-35% depending on the number of C
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substitutions. This consequently reduces that number of sp3 bonds allowed to buffer carbon
to be significantly less than the 78% of interface Si predicted from ab initio calculations.
The reduction in the number of bonds can account for the large vertical corrugation of
2.4 Å in the bare buffer layer. A drastic change was observed in the buffer layer at the
higher temperatures used or monolayer growth. Namely, the corrugation was reduced to
<1 Å, there was an increase in system disorder and the average vertical position became
much closer to the interface. These finding are consistent with the buffer layer becoming






This thesis provided a detailed look into the structure and properties of the first layer of
graphene grown on SiC(0001), often called the “buffer layer.” One of the primary chal-
lenges facing the development of graphene electronic is a viable semiconducting form of
graphene. This fact motivated a closer look at the buffer layer because initial calculations
and measurements found it to be a wide band gap insulator with significant surface states
[36, 64]. The presence of localized surface states was a significant issue for the buffer layer
grown in UHV. Recently, it was shown that the buffer can be a semiconductor with a band
gap >0.5 eV when using improved growth methods [62]. This result was not measured nor
predicted theoretically.
This thesis resolved the issue of the semiconducting buffer through detailed surface x-
ray diffraction measurements of the buffer-SiC interface in Chapter 3 and a corresponding
study of tight binding calculations of the electronic structure based off of the SXRD results
in Chapter 4. First, I showed that the buffer layer and the SiC interface were incommensu-




3)SiCR30◦ reconstruction assumed for the past forty years. A detailed
analysis revealed a new understanding of this incommensurate interaction called an incom-
mensurate mutual modulation. Based on the symmetry of the diffraction measurements,
it was determined that the strength of the interactions caused graphene to distort the SiC
interface and the SiC interface to distort the graphene. One implication of this finding was
that the comparable strengths of intralayer and interlayer interactions produced competing
periodicities that produced a new incommensurate period not found in either system.
Within this incommensurate model, the highly ordered interaction was determined to
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predict the diffracted intensity with excellent agreement. The results showed that the in-
plane bonds of the SiC interface were strongly modulated with density changes up to 30%
compared to the nominal bulk areal density. On the other hand, while the graphene was
indeed modulated, the in-plane bond distortion was found to be small, <1%. Using this
structure for determining the structural positions of the Si in the SiC interface, a tight
binding model was developed to calculate the band structure of the buffer π-bands. It was
found that an onsite potential based on in-plane bond distance provided the best estimate
for the influence of interface Si on the graphene π-bands. Using this model for bonding
criteria, the tight binding model was found to reproduce the band structure predictions from
ab initio calculations of an unmodulated bulk terminated interface. This verification paved
the way for addressing the incommensurate mutual modulation. The effect of different
modulation amplitudes were studied to find that the experimentally determined modulation
could open a substantial band gap up to 0.8 eV and provided excellent agreement with
ARPES measurements. Moreover, band gap formation was found to be robust to changes
in modulation amplitude and period. It was demonstrated that the band gap increased with
increasing modulation amplitude and was stable within the experimental uncertainty of the
modulation amplitude and period.
Having established the importance of incommensurate mutual modulation on the elec-
tronic properties of the buffer layer, I went on to address the mechanisms driving the incom-
mensuration. Such a task is necessary if a proper understanding of the incommensuration
can help establish pathways for methods of graphene band gap engineering. From this
endeavor, it was found that not all buffer layers were the same and that different growth
temperatures would provide different electronic and structural properties. For example, the
bare buffer layer grown at 1400◦C is highly ordered, incommensurate and semiconducting.
However, the buffer layer that forms at higher growth temperatures where a monolayer is
above the buffer is more disordered, commensurate and nearly metallic.
The measurements from Chapter 3 addressed only lateral information. To gain a better
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understanding of these changes, detailed x-ray standing wave and x-ray reflectivity mea-
surements were conducted to obtain detailed information regarding the vertical distribu-
tions and densities of the buffer layer and it interface layers. The results showed that the
incommensurate bare buffer layer was highly corrugated with a vertical distribution span-
ning 1.7-2.5 Å. Its closest point to the interface was ∼ 1.87(9) Å, and given its similarity
to the SiC bond distance of 1.89 Å, this provides evidence that some carbon atoms in the
buffer layer are sp3 bonded to Si in the interface. Although the bond it strong, the amount
is significantly less than that predicted from ab initio calculations. Previous calculations
predicted 78% of the interface Si was bonded to the buffer carbon. However, reflectiv-
ity results showed that the interface Si was depleted by 25%, potentially even more if C
substitutions are present, indicating an upper limit on the number bonds to buffer carbon.
When considered together, the SXRD, XRR, and XSW results produce a clearer pic-
ture of the incommensurate BGo-SiC interface. A schematic visual representation of the
essential results are shown Figure 6.1. The result suggest that the presence of an ordered
distribution of Si vacancies with possible C substitutions in the topmost SiC interface layer
may be driving the incommensurate modulation. Furthermore, Si depletion is consistent
with the fact that large density fluctuations were predicted in the SiC interface in Section
3.2. Where Si is present, the buffer graphene forms a strong sp3 bond, that is labeled S1.
In the region of depleted Si, the interaction with the buffer layer is reduced and the buffer
expands away from the surface. The result is a periodic, though incommensurate, vertical
pinning and buckling in the buffer layer. From the schematic, it is clear that there are two
types of buffer C not bonded to interface Si: (i) the sp2 graphene in the graphene island
(Sg ), and sp2 − sp3 hybrid graphene near sp3 carbon (S2). The results suggest that is-
land formation occurs in the regions of Si depletion. However, due to the higher density
of graphene, there is still unbonded graphene in the regions of increased Si concentration.
With these considerations it is reasonable to expect a 3-component density distribution
similar to the results from XSW and XRR.
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Figure 6.1: Schematic of the bonding and corrugation that arises from from the incom-
mensurate BGo. (a) The BGo bonding configuration predicted from the incommensurate
modulation of the SiC interface shown in Figure 4.3. (b) a vertical cut of the red line in (a)
demonstrating the presence of Si vacancies (white), vertical corrugation and the necessary
incorporation of 3 buffer components. S1 (green) describes the buffer bonded to Si (yel-
low), S2 (purple) describes unbonded buffer near S1 , and Sg (blue) describes the unbonded
buffer in the graphene islands. The x-ray reflectivity derived buffer density distribution is
shown to demonstrate the feasibility of the vertical density distribution and its consistency
with the bonding predicition.
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Drastic differences are observed in the buffer layer when a monolayer forms above. The
higher growth temperatures increase the disorder in the interface and the random strain in
the buffer layer. As such, the system becomes commensurate as the ordered periodicities
from bulk SiC dominate. This incommensurate-commensurate phase transition is accom-
panied with a decrease in the vertical corrugation and the average position of the buffer
layer becomes closer to the interface compared to the bare buffer. These results are consis-
tent with observed band structure changes where the semiconducting bands became more
localized and experienced changes in doping.
6.2 Future Work
The results of this thesis have opened many new and exciting routes to graphene electronics.
Perhaps one of the more exciting prospects of these results is the demonstration that the
electronic structure of the buffer layer can be controlled and altered. Up until this point,
studies have demonstrated that the buffer can be converted to quasi-free standing graphene,
but these results show that different buffer layers are also possible. Such a concept was not
anticipated prior to this work. It was assumed that the strong interaction between the buffer
layer and SiC meant the properties were fixed. Compounding this with the observation of
localized surface states of early measurements meant that not only were the properties of
the buffer layer fixed, they were unfavorable.
At present, it is unclear if the bare buffer layer in its current state will have the appropri-
ate transport properties for technological applications. Transport properties of incommen-
surate systems is still an ongoing field of research. Although the buffer layer is ordered
structurally, the aperiodic nature of incommensurate systems may lead to electronic disor-
der. There are some signs of this from ARPES measurements. There are many splittings
of the π-bands at larger energy, the width of the dispersive bands are large compared to
monolayer graphene and the bandwidth of the ε2 band is small indicating the state may be
weakly localized. It may therefore be necessary to alter the interaction of the SiC interface
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to produce a more electronically ordered interaction.
The results of this thesis suggests a path forward. X-ray reflectivity analysis of the
buffer layer and monolayer samples showed that a depleted Si equilibrium structure is
present in the interface layers. This equilibrium structure was observed in UHV grown
samples. A consequence of this is that changing the growth conditions, such as partial
Si pressure or temperature, may not alter the electronic properties other than to improve
sample order. Such an endeavor may be a worthwhile path as there is a trade off between
growth temperature and Si partial pressure. Too low a pressure increases sample inhomo-
geneity while too high a temperature increases the disorder in the interface. It may be that
the current growth conditions can be further optimized.
Alternatively, the equilibrium structure suggests that tailoring the buffer properties
may require post-processing, structured growth, or a different growth environment. One
post-processing option includes Si intercalation to alter the interface bonding configura-
tion. Intercalation of the buffer layer at this point has focused on the production of quasi-
freestanding graphene.[61, 132, 149, 150, 110] From the reflectivity analysis in Chapter 5,
I showed that Si can interact strongly with the buffer layer. If Si vacancies are present in
the interface, as opposed to C substitutions, incorporation of Si into the interface layer may
alter the structure of the buffer. It may potentially, saturate dangling bonds, increase the
interaction such that bulk periodicities may dominate to establish a commensurate struc-
ture and change the electronic properties. At present, there have been a few studies of
Si intercalation of graphene on SiC(0001) suggesting the formation of quasi-freestanding
graphene [151, 152]. Currently there has not been ARPES measurements to validate these
claims, the results suggest that controlling the Si concentration available for intercalation
can control whether the buffer layer is a semiconductor or quasi-freestanding graphene.
Another route for changing the electronic structure of the buffer layer is through struc-
tured growth. Incommensurate systems necessarily need long range order for the incom-
mensurate structure to be measured and established. It is well known that defects can pin
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the incommensurate structure to force commensuration [112]. The long range order deter-
mined for the buffer layer was 60 nm [see Table 3.1]. Current electron beam lithography
methods can routinely pattern features below this threshold on SiC. By patterning trenches
into the SiC substrate smaller than 60 nm to produce buffer nanoribbons by methods sim-
ilar to refs. [47, 48], the long range order can be reduced and the properties of the buffer
controlled. Just like edge terminations, such as armchair or zig-zag, in graphene nanorib-
bons produce significantly different properties, such considerations are likely relevant for
buffer nanoribbons.
Finally, I suggest that the introduction of partial pressures of other chemical species
during the growth of the buffer layer may provide another route towards tailoring the band
gap and electronic properties of the buffer layer. The equilibrium interface structure sug-
gests that changing the Si partial pressure may not have a dramatic effect on the structure
and properties of the buffer layer. Incorporation of other partial pressures such as nitro-
gen, germanium or fluorine may develop another equilibrium structure. Such methods
may have an advantage over intercalation. Most studies of post-processing methods to
alter graphene, such as lithography or hydrogenation, increase the disorder in the system
because the method is inherently random at the atomic scale. By introducing controlled
“contamination” during the growth process, the minimum energy configuration may be
more easily attainable.
The results of this thesis pave the way for new routes towards the development of
graphene based electronics. The buffer has many promising characteristics making it suit-
able for use in electronics. It is crystallographically aligned with SiC and large and homo-
geneous areas can more easily be produced compared to monolayer graphene on SiC(0001)
or SiC(0001̄). Furthermore, the semiconducting properties of the buffer layer is a “bulk”
property, i.e. advanced lithography or post-processing in not required to open band gaps.
As such new device architectures can be imagined, such as the pnp junction proposed in
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