ABSTRACT Sleepiness has been recognized as a causal factor in many round-the-clock industries. While individuals can subjectively express their momentary sleepiness level, sleepiness-related contextual factors (CF) can influence their perception of sleepiness and cognitive performance. In this paper, the selfreported sleepiness value (vSRS) was improved by transforming it into a kernel density estimate and the assignment of the class's score is done using a likelihood ratio test (IvSRS). We integrated multiple CF and IvSRS to model sleepiness using a Bayesian network (BN). The BN produced a single probability estimate calculated based on the prior and posterior probability of the CF and IvSRS. The results showed IvSRS performed better (p < 0.05) in classifying sleepiness to three states, compared to non-modified vSRS. Considering each CF and IvSRS as stand alone indicators, integrating all these information under a BN significantly improved the systems performance (p ≤ 0.05). In addition to being able to function well in the event of missing vSRS, the proposed system has a prediction horizon of 12 h, with F 1 -measure > 78%.
I. INTRODUCTION
Shift work is common in the maritime industry. To meet the need for 24h operations, maritime industries have implemented different shift systems such as 4h-on/8h-off, 6h-on/6h-off or 8h-on/8h-off [1] , [2] . Several studies comparing different shift systems reported a higher level of subjective sleepiness in schedules with longer shifts and higher ratios of work to rest [3] , [4] . For example, subjective sleepiness was higher in 6-on/6-off shift schedule than in 4-on/8-off [3] , [4] . Recently, Short and colleagues [5] investigated the 6-on/6-off shift system and reported that subjective sleepiness was significantly higher when assessed during the evening and nighttime shifts when compared to the afternoon shift. Further, studies suggested that most shift workers (SW) experience sleepiness or involuntarily sleep during night-shift work [6] , [7] . The detrimental impact of sleepiness is a serious issue and associated with numerous work-related accidents and fatalities [8] - [10] .
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The development of a sleepiness detection system (SDS) to monitor and prevent further sleepiness is thus highly desirable, especially for safety-sensitive operations. To date, numerous SDS have been proposed and can be grouped according to the sleepiness indicator employed [11] : (a) contextual information (CF), e.g., sleep quality, time of the day, work duration, surrounding environmental light, temperature, and noise; (b) subjective self-report measures, e.g., Stanford sleepiness scale, Karolinska sleepiness scale (KSS); (c) electrophysiological measures, e.g., electromyography (EMG), electrocardiogram (ECG), electrooculogram (EOG), electroencephalography (EEG); (d) vehicle-based estimators, e.g., steering wheel activity (SWA), standard deviation of the lane position, vehicle speed; (e) behavioural measures, e.g., facial expression (FE), eye movement (EM), eye closure (EC); (f) bio-mathematical models (BMM) of alertness. When used individually, these sleepiness indicators may result in ambiguous, incomplete and uncertain sleepiness monitoring. For example, the quality of subjective assessments depend greatly on the ability of the subject to accurately interpret and judge their sleepiness perception and their perspective on each of the item [12] . Therefore, there is a push to develop a hybrid model that incorporates several sleepiness indicators, which is the focus of this study, to improve the overall performance of SDS.
In general, there are four main issues about SDS design. The first issue is missing or corrupted data in a real environment. For example, the cases of missing subjective self-report data due to non-compliance by subjects, as reported in [13] , [14] . In addition, the electrophysiological-based methods suffer from unavoidable pervasive motion artifacts [15] , noise due to electro-magnetic field interference [16] , and poor electrode attachment, resulting in unreliable classification. Image or video-based methods are affected by the illumination of the surrounding area [17] . The accuracy of the eyelid closure measurement, for instance, can be affected by glare reflection from the subject's glasses or by the subject's face being intermittently outside of the detection angle of the recorder during image acquisition [18] . Current approaches in handling missing/ corrupted data are either keeping the amount of missing data to a certain low percentage or simply excluding the affected subjects entirely from the analysis. To the best of the authors' knowledge, no available literature explicitly addresses the issue of missing or corrupted data.
The second issue is the limited length of the prediction horizon. From accident prevention's perspective, a longer prediction horizon allows the stakeholder to take the necessary intervention measure in advance before the subject changes from being alert to being sleepy. Several unintentional-lane-departure studies had utilised different classifiers such as the artificial neural network (ANN) [25] and support vector machine (SVM) [26] , [27] fed with several vehicle measures information to achieve a drowsy driving prediction horizon ranging from 0.2-0.6 seconds. Stikic showed their EEG-based SDS having a prediction horizon in the range of 5-15 minutes [28] . Utilizing BMM, schedulers can predict, in an hourly range, the likely sleepiness level of those on a given duty schedule [29] .
The third issue is the low sleepiness level resolution. Most SDS studies usually consider a binary (e.g., alert or sleepy) classification problem to simplify the experimental setting and parameter tuning. Compared with binary cases, multilevel SDSs would enable an individual to track their arousal level in incremental steps and allow for ample lead time for appropriate mitigation procedures [30] . To address these needs, several methods have been developed to track progressive arousal changes at three levels by using electro physiologically-based signals as an input into SVM [19] and Cascaded Decision Rule (CDR) [15] . While, other studies employed Naive Bayes (NB) and SVM with feature extracted from SWA [20] and FE [22] , [23] , respectively. Different studies also utilised methods based on a EC combined with EM or SWA using an ANN [24] or multilevel logit order (MLO) [21] , respectively, as the classifier. Table 1 gives a summary of the above-listed studies for ternary SDS.
The fourth issue is SDS being application-driven. Each SDS for a specific application/occupation cannot be generalised to other applications. Specifically, the applicability and practicality of every indicator are subjected to the location and type of the intended work. For instance, even though vision-based technology is viable in small areas like a cockpit (e.g., aeroplane, lorry, small vehicle), it is not cost-effective to install a large number of such sleepiness monitoring acquisition devices in a large workspace (e.g., ship bridge). Besides, electrophysiologically-based techniques are intrusive sometimes as attaching electrodes to the skin surface may irritate some SW. Besides, the subjects may be required to sit stationary for a few minutes to obtain usable electrophysiological data.
In this work, we limit the scope to maritime scheduling and focus on addressing the aforementioned first, second and third issues about SDS design, i.e. missing data, limited prediction horizon and multilevel SDS. Specifically, we utilize Bayesian Network (BN) to fuse sleepiness indicators, i.e. contextual information (total sleep drive and sleep efficiency) and self-reported measure to derive a simple ternary SDS.
II. PROPOSED SLEEPINESS DETECTION SYSTEM A. VARIABLES
This section explains the derivation of contextual information (total sleep drive and sleep quality) and observable information based on the self-reported measure as variables of the proposed Bayesian network.
1) CONTEXTUAL INFORMATION OF SHIFT-WORKER SLEEPINESS a: TOTAL SLEEP DRIVE
Sleepiness can be viewed as a tendency to fall asleep due to depleting physiological arousal [31] , [32] . Borbély's two-process model [33] posited that the sleep-wake cycle is modulated by the homeostatic and circadian processes. The homeostatic process represents the increase and decreases in sleep propensity during wakefulness and sleep, respectively. The circadian process modulates sleep propensity in an approximately 24h cycle and is mainly driven by the master circadian clock residing in the suprachiasmatic nuclei of the anterior hypothalamus [34] .
Because sleepiness is affected by the duration of wakefulness and the time of the day, a model that accounts for such interactions can be used to predict shift worker's sleepiness. Here, we use a model of the arousal state dynamics (MASD). The MASD is an integration of two earlier models: a model of the ascending arousal system by Phillips and Robinson which considers the interaction between circadian and homeostatic processes in the timing of the sleep-wakefulness transition [35] , and the model of the human circadian pacemaker of St. Hilaire that accounts for the effect of photic and non-photic input on circadian rhythm [36] . The complete mathematical representation of the integrated model is given in [37] , [38] . In simple form, the time-dependent drive from circadian (C pro ) and homeostatic (H pro ) processes regulate VOLUME 7, 2019 the sleep-wake switch transition via ventrolateral preoptic nucleus. The initial level of sleepiness is the approximated baseline sleepiness level at the beginning of the experiment and, in this paper, was assumed equal for all subject [39] . Together with the initial level of sleepiness, D 0 , they represent the total sleep drive (TSD) [37] as shown in Eq. 1.
MASD has been utilized to study the effect of different shift work patterns [39] - [41] . Generally, these studies rely on the TSD to approximately gauge the SW's sleepiness level at any time. In this study, the TSD values were sampled at times when a cognitive test was conducted.
b: SLEEP QUALITY
Sleep quality (SQ) contributes to the recuperative benefits of particular sleep episodes and affects cognitive performance during the next period of wakefulness [42] . The sleep architecture observed during polysomnography (PSG) can be broken down into rapid eye movement sleep (REM) and non-REM sleep (NREM) [43] . NREM can further be divided into the following distinct sleep stages: Stage I: the transition from wakefulness to sleep (marked as Stage N1), Stage II: light sleep (Stage N2), Stage III: deep sleep (Stage N3) [43] . In a healthy person, sleep progresses in a cyclic alternating pattern between Stages N1, N2, and N3, followed by REM sleep. Interruption or truncation sleep due to insufficient sleep duration, environmental disturbances from noise and light, consumption of alcohol or medication, or sleep disorders resulting from circadian misalignment, can negatively affect SQ [44] , [45] .
SQ can be quantified in many ways which include sleep latency (how fast the time taken from the stage alert to Stage N1), frequency of waking up per night and sleep efficiency (SE) [46] . While there exist many ways to quantify SQ, SE is the most commonly being referred to in the literature of sleep studies. This is because SE covers the whole stage of sleep (i.e., cycling through non-REM and REM) [47] . Hence, in this study, sleep quality is measured from the perspective of sleep efficiency.
SE was defined as the percentage of total sleep time to actual time in bed, as given in Eq. 2 [47] . The total sleep time is the summation of total time spent in Stage N1, N2, N3 and REM sleep, whereas the time in bed (TIB) is defined as the period that begins with light-out and ends with light-on.
A subject was classified as having poor sleep quality for sleep efficiency, SE ≤ 85% [48] , [49] . Long sleep onset latency, wake after sleep onset, and early sleep offset can cause low SE [50] , whereby subjects spend a large proportion of the sleep opportunity awake [47] .
2) OBSERVABLE INFORMATION
An individual can consciously express their instantaneous sleepiness level using a subjective self-reporting measure [51] . In this study, the Karolinska sleepiness scale (KSS) was utilised to obtain the individual's self-reported sleepiness value (vSRS). The KSS is a nine-point scale of sleepiness that ranges from ''very alert'' to ''very sleepy, fighting sleep, an effort to keep awake'' [52] . This measure is easy to administer, fast to complete, and can be administered repeatedly [52] . Several studies have shown the correlation between KSS and changes in cognitive performance [52] , [53] , driving [54] , and physiological measurements [52] , [55] , [56] . A recent review also showed that KSS is a robust estimator of drowsy driving relative to electroencephalography [57] . Moreover, KSS has been used to investigate sleepiness in shift work studies [14] , [58] - [61] .
Instead of thresholding raw KSS data (vSRS) directly, we propose IvSRS, a new measure of subjective sleepiness estimation improved by using the likelihood ratio test and kernel density estimation technique. To achieve this, the vSRS of a group of subjects were transformed into kernel density estimate with a smoothing parameter h by:
where s denotes the alert (AL), mild drowsy (MD) or, sleepy (SL) state, and x denote the vSRS. Based on the density estimatef AL (x),f MD (x) andf SL (x), the likelihood ratio (LR) test can be used to determine which of the three classes to assign the match scores with a total of k number of features. Let c 1 , c 2 , . . . , c m be the different sleepiness levels, then the likelihood score,f (x), for every level can be found usinĝ According to the logarithmic properties, Eq. 4 can be represented as
where S c m is the likelihood score for x belong to c m . Then, the match score is assigned to a state where its likelihood score is the highest.
B. BAYESIAN NETWORK FOR SLEEPINESS MODELING
The information obtained from IvSRS, TSD and SQ can be used to infer an individual's sleepiness level. However, each of these components has elements of uncertainty and may produce ambiguity if used as a standalone decision-making tool. For example, subjective assessment may be influenced by self-uncertainty and intentional manipulation [52] . In this study, the parameters used to generate the TSD estimate were based on group-average values.
From the multiple information fusion point of view, there were n hypotheses for n information about subject sleepiness [62] . Integrating this information can reduce the ambiguity of these conflicting (if present) hypotheses to a minimum. Here, the fusion system was represented by a Bayesian Network (BN). The BN is a combination of Bayesian theory and graph theory to effectively organize the interaction between dependent and independent variables [63] . A directed acyclic graph represented the relationship among a set of random variables and their conditional dependencies. A directed acyclic graph consists of two elements; nodes and arcs. The nodes represent a random variable (e.g., TSD, SQ, KSS, sleepiness level). A directed arc indicates the condition dependency between the nodes. For example, the sleepiness level depends on whether the individual's TSD is high or low or, having either good or poor sleep quality. With respect to the above example, a directed arc linking the TSD and SQ nodes to the sleepiness level node can be established, with the direction pointing from TSD and SQ to the sleepiness level node, as shown in Fig. 1 .
Each of these nodes can further be grouped into three main nodes: contextual nodes, observable nodes and hidden nodes, as shown in Fig. 1 . A contextual node presents knowledge of some specific contextual information, which could affect sleepiness. In this case, the sleepiness level is the unobserved event and represented by the hidden node. Finally, the observable node represents changes of specific observations (e.g., subjective sleepiness rating) as a result of different sleepiness levels. The structure shown in Fig. 1 , is also known as Static Bayesian Network, can then be used to infer the unobserved events from the contextual and observable information. In this study, the unobserved events represent whether the individual was in an alert, mild drowsy or sleepy state.
Let x s denote the state of the hidden node such that state, s = 1, 2, 3 to be the state of sleepy, mild drowsy and alert, respectively. Then, e c denotes the evidence from contextual information, which is provided by TSD i and SQ j while e o denotes the evidence from the observable node. Following such a notation, let TSD, i = 1, 2, 3 represent sleepy, mild drowsy, and alert, and SQ, j = 1, 2, 3 represents either that the sleep quality was bad, mild or good. Then, the context prior conditional probability of inferring different sleepiness state for the given contextual information can be written as below:
Let e 0_IvSRS denotes evidence derived from the IvSRS. The conditional probability of e o given the occurrence of the hidden node can be written as Eq. 7.
Eq. 7 can be further expressed as
where n = 1,2,3 represents the state of sleepy, mild drowsy or alert, respectively. According to Bayes' theorem, the conditional probability of the state at the hidden node given the contextual information (prior probability) and observation (posterior probability), can be obtained by considering Eq. 6 and Eq. 7. Thus, by Bayes' Theorem,
where e = {e c , e o }. In order to minimise the misclassification of assigning x to the wrong class, the class with larger posterior probability will be selected [64] . In this study, the conditional probability was refined using the maximum likelihood estimation implemented in MATLAB.
C. WORKAROUND FOR MISSING KSS DATA
Cases of missing KSS data are possible, as reported in these two field studies [13] , [14] . To mitigate this issue, the decision from contextual information was referred to create a synthetic result replacing missing KSS data at the observation node. The ternary result based on the TSD was selected to VOLUME 7, 2019 FIGURE 2. Workflow of the proposed method. In the ideal case, where information regarding subjective sleepiness, total sleep drive, and sleep quality were available, the calculation of each ternary output using the TSD, SE, and IvSRS can be conducted as explained in Sections II. Then, the three-information can be fused using the Bayesian Theorem to get the final verdict on the sleepiness level. However, when no KSS data were available, the status based on an observable feature was referred from the TSD approach (represented by the double-headed red arrow).
augment the IvSRS method. In this case, the TSD output served as dual-role information (i.e., contextual and observational information). This information sharing was depicted as a double-headed red arrow, as shown in Fig. 2 . This may minimise the dependency between the contextual and observational node. That is, if the observation node becomes unavailable, the overall framework can still function.
D. COMPARISON WITH OTHER CLASSIFIER
To evaluate the performance of the proposed BN against other classifiers, we used Random Forest (RF), k-Nearest Neighbour (kNN), Gaussian Support Vector Machine (SVM) as the benchmark. The reason for choosing these three different classifiers was due to their versatility and because of the apparent difference in complexity and computational cost between them. For each classifier, a set of different parameters were configured by selecting the best combination based on grid parameter search. Specifically, the related parameters are as follows: the number of decision trees for RF, the number of neighbours for kNN and, the regularisation parameter C and sigma s for SVM.
E. DATA PREPARATION
The dataset for training and testing used in this study come from three different shift patterns, as described in detail in these studies [5] , [65] . A total of 24 subjects participated in the studies. During the experimental studies, PSG was recorded during any given sleep opportunity while both Psychomotor vigilance task (PVT) and the KSS were measured at 2h intervals during the awake bout. PVT is a test that is sensitive to sleepiness and commonly used in many sleep studies [5] , [65] . The PVT was utilised as the validation metric (ground truth), because operating and maintaining an instrument usually demands continuous vigilance and immediate reaction from the SW [66] , otherwise, accidents may occur. During the 10 min PVT test, the subject was required to respond by pressing the button as fast as possible whenever a visual stimulus appears on the screen. From several PVT outcomes, the fastest 10% of response time (RT 10 fast ), which was defined as the average response times of the fastest 10% of all responses, excluding false starts and lapses [67] , was selected as an indicator to evaluate the subject's performance. False start and lapse are trials with response times less than 100 ms and more than 500 ms, respectively. For each subject, the RT 10 fast performance (the highest to the lowest of RT 10 fast score) throughout the nine-day experiment was divided into three segments corresponding to alert, mild drowsy or sleepy class. The number of data points for alert, mild drowsy and sleepy were 736, 271, and 88, respectively.
F. EVALUATION METRIC
In this study, the representation of different arousal levels was unequal. In machine learning domain, this case is known as a class imbalance problem [68] . Selection of proper evaluation metric is crucial when evaluating the performance of a classifier on imbalanced dataset [68] . The F 1 -measure has been proposed as a suitable candidate when dealing with such a problem. F 1 -measure is a common evaluation metric used in the development of SDS studies to measure the performance of the proposed system [28] , [64] , [69] . A higher F 1 -measure value indicates that the model performs better compared to the reference model. Box-whiskers plot and average F 1 -measure of the 24 subjects were reported in this study. The paired t-test was used to determine whether there was a significant difference between the average F 1 -measure of the proposed system with other technique [70] . Statistical significance was set at p ≤ 0.05.
III. RESULTS

A. PERFORMANCE AGAINST STANDALONE INFORMATION AND THE BASE CLASSIFIER
KSS ≥ 8 has been associated with higher risk of car accidents [71] , [72] , long periods of eye closure and increased brain activity in the theta and alpha bands [55] . High levels of theta energy indicate the onset of sleep [73] - [75] whereas increased alpha activities may reflect the increase in mental effort to maintain vigilance [76] . This observation has motivated researchers [19] , [77] - [81] to group driver performance into sleepy, mild drowsy or alert according to their subjective sleepiness (i.e., obtained using KSS). Specifically, driving performance obtained during the driving period with KSS ≤ 5, 6 ≤ KSS ≤ 7 and, KSS ≥ 8 was designated as alert, mild drowsy and sleepy, respectively [19] , [77] - [81] . We denote such a grouping the 
performance into the three arousal level as a simple threshold technique (STT).
Firstly, the performance of IvSRS against the STT was compared. Fig. 3 shows that IvSRS compared to STT has better F 1 -measure (IvSRS > STT, and p > 0.05), as expected. Secondly, this experiment evaluated the benefits of combining multiple types of sleepiness information. Fig. 4 shows the performance of the proposed BN technique and by using standalone information. Amongst the standalone information, using the SQ performs better in term of F 1 -measure compared to IvSRS and TSD. However, the performance difference was not statistically significant. The result also indicates that the BN differentiates different sleepiness states more clearly than the results provided by all the standalone information methods (p ≤ 0.05). Comparing the proposed technique to the SQ, TSD and IvSRS indicator, the result indicated F 1 -measure increased by +15.26%, +19.33%, and +35.57%, respectively. Apart from BN, three well-established classifiers were employed as a comparison. Fig. 5 depicts that the proposed system (82.09%) compared to RF (62.01%), kNN (63.91%), and SVM (72.58%) has better F 1 -measure. The performance differenceds were all statistically significant.
B. ASSESSMENT ON HANDLING MISSING KSS DATA
The capability of proposed SDS was assessed under adverse conditions, i.e. in the event of unavailable or missing observable information. In this experiment, the validation process was repeated for 500 cycles, each with M percent (%) of missing KSS for each subject where M ranged from 0 to 100% with a step size of 1%. In every cycle (i.e., every iteration of the 500 cycles), a new validation dataset was generated by randomly replaced M% of the KSS data from the complete dataset with Not-a-Number (NaN). Each NaN represents a missing KSS data point in the validation dataset.
The proposed SDS was compared with similar SDS but with a single standalone input feature. In the case of IvSRS being the standalone feature, the missing data points were assigned as either sleepy (IvSRS sleepy ), mild drowsy (IvSRS mild ) or alert (IvSRS alert ) in the dataset. The average of averages of the performance of 500 repetitions per subject for all 24 subjects was reported in this study. Fig. 6 shows the average F 1 -measure results for the BN with an increasing percentage of missing KSS data points. The downward trend suggests the dependency of our system on the input from subjective assessments. The IvSRS sleepy and IvSRS mild , and IvSRS alert decreased and increased, respectively, in their performance with increasing number of missing KSS data points. This pattern was due to the imbalance in the dataset (i.e., a higher number of alert data compared to mild and sleepy data). As a result, the performance of IvSRS alert (i.e., assume any missing KSS data point as an alert state) increased with the increasing percentage of missing KSS datapoints. This trend showed that we could not let the IvSRS method grossly assumed the state of the subjective sleepiness assessment whenever the information was unavailable.
C. ASSESSMENT ON PREDICTION HORIZON
In the previous experiment, due to the nature that the dataset being generated randomly, we were unable to pinpoint at what prediction horizon the proposed system behaves poorly. To investigate further, a new set of training and validation dataset was generated by grouping the ternary states sample according to the hour at which the PVT task and KSS were administered as shown in Fig. 7 . VOLUME 7, 2019 FIGURE 7. The distribution of alert, mild and sleepy samples at different sampling hours. The samples were grouped based on the hour at which the PVT task was conducted. The validation process was repeated for 6 cycles for each sampling hour (i.e., 2h, 4h, 6h, 8h, 10h and 12h) for each subject. For example, for the 2h group, a new validation dataset was generated by replaced KSS samples for the 2h group with NaN. Similarly, the same procedure was repeated for samples from the 4h, 6h, 8h, 10h and 12h groups. Likewise, the IvSRS method as a standalone indicator can exist as the state of IvSRS sleepy , IvSRS mild and, IvSRS alert . The average of averages of all six-prediction horizon per subject for all 24 subjects was reported in this study.
It was interesting to see from Fig. 8 that our proposed technique was able to perform considerably well for all prediction horizon values up to 12h. For all prediction horizon, the BN obtained an average F 1 -measure of 78.49%. The performance of the IvSRS alert , TSD and SQ were all comparable. However, 4h onset, the TSD showed an increasing average F 1 -measure. Nevertheless, all feature when used as a standalone feature, performed poorly compared to BN, when classifying the different states throughout all evaluated prediction horizon.
IV. DISCUSSION
In this study, we explained the theory, construction, and validation of an SDS based on a BN. Working on different hours and shift types may affect sleepiness differently [1] , [82] . Keeping these factors in mind, we address these issues by developing and validating our proposed model using a dataset from a simulated shift work study (see Section II-E for details). To the best knowledge of the authors, there is not yet available literature that reports on the development and validation of an SDS using a dataset from a long period of field or simulated shift work study.
We first showed that the prediction using subjective sleepiness could be improved by transforming it into a density estimate and being evaluated further using a likelihood ratio test. Clearly, response biases are resulting from the inability of an individual to interpret their perception correctly, or individual differences in how they interpret the scale items [12] . We suspect these response biases manifest themselves as spikes or noise. In this study, we utilised the KDE approach to smoothen the vSRS score. This shows that, even though simple KSS thresholding was easy to compute, the IvSRS method could perform better in distinguishing different arousal states.
The BN was employed to fuse multiple sleepiness information, which includes the decision obtained based on IvSRS, TSD, and SQ. Using the IvSRS together with the contextual information made a significant improvement when compared to using the IvSRS as a standalone indicator. One of the plausible reasons for these improvements was that combining both the TSD and SQ may effectively minimise the prediction uncertainty of the density estimate. Based on this, it might be promising to include additional contextual information, such as the work environment [15] , [83] .
We further compared the proposed model with three different classifiers. While there is a small overall difference between RF and kNN, the SVM performed well among all base classifiers. However, compared to SVM, the F 1 -measure of the proposed model was better. The differences in classifier performance might be related to the small size and imbalanced nature of the data. Training a classifier on imbalanced data often produces a classifier with poor performance due to the poor generalization on the minority class, while limited sample size makes it difficult to discover regularities especially in the minority class [84] . [85] found the imbalance in class sizes lead to a significant performance decline for the kNN, RF and SVM. Contrary, BN architecture provides a ready mechanism to encode prior knowledge, thus giving it the advantage to deal with sufficiently small sample sizes [86] .
One of the objectives of this study was to address the issue of missing data. The merit of our proposed model can be best shown when more than one per cent of the subjective sleepiness data were missing. With the dependencies between variables represented in a graphical manner, BN can still function when some data are unavailable/ missing [87] . As explained in Section C, the sleepiness level was deduced based on the contextual (i.e., TSD and SQ) and observable (i.e., KSS) features. However, when no KSS data were available, a multilevel sleepiness state could still be inferred solely through the contextual information. Though it may impair the average performance across the validation set, still, the system as a whole was able to function by utilising only the TSD and SQ.
The other objective of this study was to extend the prediction horizon. Taking the missing KSS cases from a different perspective (in terms of the prediction horizon), the benefit of utilising both the TSD and SQ become more apparent. It was possible to extend the time, i.e. prediction horizon by utilising only the TSD and SQ decision under the proposed framework. Here, we showed that our SDS achieved a prediction horizon of up to 12 h with F1 measure > 78%. This is particularly beneficial if the proposed SDS was meant to be applied for those working in the 12 h shift. It also worth to note that the 98798 VOLUME 7, 2019 prediction horizon of the proposed model is higher than those of [25] - [28] which range in minute scales.
While initially we hypothesised the capability of the proposed model at a longer prediction horizon might be largely due to the TSD feature, the results obtained showed otherwise. There are two similar studies that fused the threeprocess-model of alertness (TPM) which is a variant of BMM, with additional features, i.e. driving behaviour [77] and eye movement [78] . Using the TPM alone, [77] and [78] were able to get up to 78.00% (accuracy) and 0.69 (rvalue). They reported that the TPM achieved the best result when compared with other standalone techniques. However, this study showed the MASD underperformed those SDS using standalone features like SQ. Apart from using different sleepiness BMM (TPM vs MASD), methodological differences are likely to explain the difference in the performance. In those studies, [77] , [78] , the proposed SDS was validated against the ground truth derived from driving performance.
Comparison to these studies must, therefore, must be done with care. Also, this study was able to increase the classification resolution. Capturing the intermediate states during the alertto-sleep transition is valuable for activating a warning signal at the optimal time. Currently, no similar public simulated shift work dataset can be used to benchmark the effectiveness of the proposed method. As seen in Table 1 , the numerical comparison between state-of-the-art ternary sleepiness detection methods with the proposed method was difficult because of the differences in the dataset and validation procedure (e.g., Leave one out (LOO), dataset split). The accuracy of the proposed method was calculated to make a fair comparison with the existing ternary SDSs in the literature. The results showed that the average accuracy (67.20%) of the proposed method was comparable to the method developed by [19] - [22] . Nevertheless, the proposed framework underperformed compared to some of the reported methods in the literature [15] , [23] , [24] . However, the proposed method in those studies used feature obtained via camera or electrode-based technique which limit its generalisation to other application.
Another highlight of our proposed SDS was that the data collection (i.e., subjective sleepiness assessment) during the working period did not interrupt the ongoing activities and requires merely 10-15 s [52] . Moreover, the sampling interval for KSS information could be conducted every 2h. This, in turn, reduces the inconvenience to the SW. Also, SE data were collected whenever a sleep opportunity was given. In this study, SE was monitored with standard PSG, where the assessment was made from multiple physiological sensor readings, including electroencephalography, electromyography, and electrooculography. While such a setup is impractical to be used for routine application [88] , it is essential at the current stage of our experiment to validate the applicability of SE as one of the contextual information's main inputs. For this reason, we deliberately used data derived from PSG, which is known as the gold standard in assessing SE [89] . The assessment of SE can also be obtained using other methods, such as wrist actigraphy, which has been shown to have good correlation with PSG [89] . This will form the basis of future study.
V. CONCLUSION
Sleepiness is a major safety concern in shift-related industry. To address this issue, a new framework based on BN has been proposed, which systematically fused multiple information to estimate the SW sleepiness level. By utilizing data from an experiment involving 6 h and 8 h shift schedules, the proposed framework successfully demonstrated its feasibility and effectiveness in making objective inferences. The experimental findings exemplified that the IvSRS, in comparison to non-modified vSRS, was better in assigning data points into the ternary class. The comparative study presents that integrating multiple sleepiness information using BN had significantly enhanced the classification of SW ternary sleepiness level, in comparison to individual SQ, TSD, and IvSRS approaches. The robustness of the proposed SDS was clearly demonstrated, especially in handling missing data, and the prediction horizon was extended to 12 h. In short, the proposed SDS is effective and robust, despite only contextual information was applied for the operation. Finally, the outcomes retrieved from this study were compared with those reported by other researchers. Due to the simplicity of this proposed SDS, practical deployment of mariner sleepiness detection can be easily proliferated without installing any intricate equipment or making major modification to the ship. 
