Abstract-In this paper, we present an algorithm for lateral control of a vehicle-a smooth and accurate model predictive controller (MPC). The fundamental difference compared to a standard MPC is that the driving smoothness is directly addressed in the cost function. The controller objective is based on the minimization of the first-and second-order spatial derivatives of the curvature. By doing so, jerky commands to the steering wheel, which could lead to permanent damage on the steering components and vehicle structure, are avoided. A good path tracking accuracy is ensured by adding constraints to avoid deviations from the reference path. Finally, the controller is experimentally tested and evaluated on a Scania construction truck. The evaluation is performed at Scania's facilities near Södertälje, Sweden via two different paths: a precision track that resembles a mining scenario and a high-speed test track that resembles a highway situation. Even using a linearized kinematic vehicle to predict the vehicle motion, the performance of the proposed controller is encouraging, since the deviation from the path never exceeds 30 cm. It clearly outperforms an industrial pure-pursuit controller in terms of path accuracy and a standard MPC in terms of driving smoothness.
I. INTRODUCTION

I
N THE last decade, many major vehicle manufacturers, suppliers, and technology companies have started projects and collaborations with the objective of developing self-driving vehicles. This is a rapidly expanding technology that promises to play an important role in society.
The cruise controller, introduced in 1949, was the first step towards autonomous driving. In the meantime, other driving assistance systems have been developed providing an increasing level of support to the driver both in critical and tedious situa-tions, reducing the number of traffic accidents and fatalities [1] . Driver assistance and autonomous driving technologies can be extremely beneficial not only for on-road driving applications, but also for off-road applications, such as gravel pits, mining areas, construction sites, and loading terminals. There, drivers are subject to dangerous environments and tedious tasks. Also, due to the increasing demand, the production sites are rapidly moving to remote locations and workers are experiencing more complicated working conditions. Additionally, many companies have recently faced high administrative costs due to increased regulation over environmental compliance. These challenges make the development of autonomous vehicles an attractive idea, since it is a cost efficient option and it eliminates repetitive jobs that can lead to inattention and accidents, resulting in an efficiency and production increase. Furthermore, compared with an urban environment, a not so substantial investment and expansion in infrastructure and law adaption are required for autonomous driving [2] - [5] . By eliminating the human-in-theloop factor, we expect to reduce the number of human fatalities and increase productivity and efficiency in these working sites [6] .
A. Contributions
The work presented here is an extension of our previous work [7] , where the concept of a smooth and accurate model predictive controller (SA-MPC) for lateral control of an autonomous vehicle was introduced together with some preliminary results.
The main contributions of this paper are: 1) the formulation of the SA-MPC algorithm by including smooth terms (minimization of the first-and second-order spatial derivatives of the curvature) directly in the cost function; 2) the development of a simulation environment that is accurate enough to be a reliable way of testing and verifying our control design; 3) the implementation of the SA-MPC in an industrial autonomous mining truck; 4) the benchmarking of the SA-MPC against a standard MPC controller (in simulation) and a pure-pursuit controller (PPC) (in practice); 5) simulation and experimental results using the SA- MPC showing the high degree of accuracy in path tracking, while performing smooth driving.
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B. Background
Autonomous driving targets more efficient fuel consumption and harder safety requirements. Traffic congestion is reduced, since vehicles are able to drive closer to each other and probably at higher speeds. Hence, inefficient fuel consumption, wasted commuting time, and people frustration are translated into economic and financial benefits. The first boom in the autonomous vehicles field occurred in the 1980s and 1990s. Carnegie Mellon University (CMU, Pittsburgh, PA) presented its Navlab vehicles that operated in structured environments [8] , UniBw Munich and Daimler-Benz's demonstrated autonomous driving at the European project PROMETHEUS [9] , and the work done at the University of Parma with the ARGO project was promising. PROMETHEUS was indeed a great milestone, since autonomous driving was demonstrated in a three-lane French Autoroute with speeds up to 130 km/h, where the vehicles were able to change lane and perform lane and vehicle tracking. In parallel, the idea of automated highway systems was being developed within the California partners for advanced transportation technology (PATH) program [10] - [12] . At the time, the PATH program's main goal was to show technical feasibility rather than product development. In 1991, the PATH program was one of the first to demonstrate platooning at highway speed and using wireless communication [13] . Later, in 2004, the first DARPA grand challenge in 2004 was won by the Stanford's autonomous car, Stanley [14] . It autonomously completed an unrehearsed 230 km long course through the Mojave desert in less than 7 hours. After that, in 2007, DARPA organized a new competition, the urban challenge [15] . At the time, this event was spearheading, since the participants had to deal with other moving traffic and obstacles while respecting traffic rules. More recently, cooperative driving has captured interest in the grand cooperative driving challenge (GCDC) 2011 [16] and in GCDC 2016 [17] . In these, autonomous driving is more focused on cooperative driving and vehicle platooning. Countless other competitions have taken place around the world to test and demonstrate driverless vehicles' capabilities (e.g., [18] - [21] ). In the last couple of years, autonomous vehicles have taken the next step by being released to the general public [22] - [24] .
C. Outline
This paper is structured as follows. In Section II, the main modules of an autonomous vehicle system architecture are described with major focus on the vehicle control module and a brief literature review regarding each module of the system architecture is provided; in Section III, the problem of path following using a receding-horizon framework is addressed by developing an SA-MPC controller for an autonomous vehicle. Also, the influence of the controller tuning parameters is analyzed; in Section IV, the performance of the SA-MPC is benchmarked against a pure-pursuit controller (PPC) and a standard MPC. To that end, we provide a statistical analysis of both the deviation from the path and the curvature change rate of the controllers. Also, the SA-MPC is compared with a PPC, where both are deployed in a Scania construction truck, and the validity of the simulation environment is discussed by comparing experimental and simulation results. Finally, in Section V, we provide some concluding remarks and outline future work.
II. SYSTEM ARCHITECTURE
In this section, we propose an autonomous vehicle system architecture and detail our contribution to its development. The architecture in Fig. 2 provides an overview of an autonomous vehicle guidance system. We highlight three modules: the perception and localization, the motion planning, and the motion controller. Next, these modules are described in more detail.
A. Perception and Localization
This module takes data generated from a set of sensors (e.g., RADARs, LIDARs, global positioning system (GPS) antennas, inertial measurement units (IMUs), and monocular and stereo cameras) and fuses them into a consistent representation of the world that is suitable for autonomous driving. Common approaches to overcome obstacle detection challenges, such as difficult visibility conditions, include the creation of an occupancy grid map [25] , where each grid cell stores the probability for the existence of an obstacle [14] , [26] , [27] . In the case of dynamic objects, Bayesian filters, extended Kalman filters, and particle filters are used to perform tracking.
The main task of the localization module is to accurately estimate the autonomous vehicle state. An inaccurate localization may jeopardize the entire system and it is crucial for correct decision making and for a precise, safe, and comfortable motion. Typically, the localization of the vehicle is performed by fusing all available sensor information. Sensors gather measurements ranging from odometry to acceleration and can be combined with offline saved maps. Furthermore, including knowledge about the vehicle motion in the measurement data provides smoother state estimations.
B. Motion Planning
Motion planning is fundamental to cope with dynamic environments that might require computation of new paths. In the case of autonomous vehicles for mining applications, the need for a local planner is crucial since the landscape is constantly being altered. As a consequence of the mining works, mission end points might be dependent on external factors, and the maneuvering areas are typically small. The planning framework can be split in two planning layers. A global planner produces a high-level plan with long term goals, while a local planner ensures that the generated paths respect the vehicle limits and avoids possible obstacles. Early path planning work was not focused on path smoothness or planning that respected nonholonomic constraints. Nevertheless, according to [28] , in the past two decades, autonomous driving has triggered research that targets those issues. The problem of path planning has been addressed using mainly interpolation-based methods, such as clothoids [29] , [30] and polynomial curves [31] . Among other approaches, we can refer to sampling-based methods, such as rapidly-exploring random trees (RRT) [32] , lattice-based motion planners [33] , [34] , optimal control theory [35] , and hybrid approaches [27] .
Furthermore, this module is responsible for selecting the autonomous vehicle behavior (e.g., lane keeping, overtaking, yielding, parking, off-road driving, and standing still). Hierarchical finite state machines and hierarchical concurrent finite state machines are popular when performing this task and they are successfully used in [22] , [26] , and [36] .
C. Motion Controller
The motion controller has been addressed in many different ways (e.g., fuzzy control [37] , feedback control [38] , and pure-pursuit algorithms [39] ). Classical control approaches are computationally inexpensive and the resulting closed-loop properties, such as stability, are easy to prove. However, nonlinear time-varying models and constraints are not handled in a systematic way and the computed inputs are not optimal. To overcome these limitations, we choose to design the motion controller under the MPC framework. Recently, MPC has become prominent due to its ability to predict the vehicle behavior for a given set of inputs [40] - [42] . In MPC, a chosen cost function is minimized and the optimal sequence of inputs is computed in order to better follow a specified trajectory under known constraints on states and inputs. A subset of the optimal input sequence is applied to the vehicle and the process is then repeated.
MPC has been widely used to address the autonomous vehicle guidance problem (e.g., [43] - [51] ). In this section, we perform a brief literature review of autonomous driving applications using MPC.
A particular area where MPC has been applied is active front steering (AFS). AFS modifies the vehicle steering angle without changing the steering wheel position, assisting the driver to drive around difficult corners and improving stability. In [43] , the authors combine differential braking and AFS to improve yaw stability. There, an MPC controller is designed to track a driver-requested yaw rate using offline computed optimal solutions by multiparametric programming [44] . The combination of AFS with braking is also explored in [45] . In this case, the intended contribution is to develop an autonomous vehicle capable of avoiding obstacles, rather than helping a human driver. In that work, the controller relies on a nonlinear MPC (NMPC), introduced in [46] . There, an NMPC controller is presented in order to stabilize a vehicle along a desired path while fulfilling its physical constraints. Since a nonlinear vehicle model is considered, the resulting MPC controller has a considerable computational complexity, which makes it difficult to be implemented in real-time. There are quite a few experimental validation results of MPC reported in the literature due to the use of complex models for predicting the vehicle behavior, which makes the optimization complex and slow. Also, adding constraints, such as imposing certain comfort measures, increases the problem complexity and the computational burden. To overcome these problems, a linear time-varying (LTV) MPC for AFS is proposed in [47] and a spatial vehicle model is proposed in [48] . In [47] , the discrete time linear system is based on successive online linearizations of the nonlinear vehicle model, and the stability conditions for LTV-MPC controllers are also presented. Following the same reasoning, a control architecture based on LTV-MPC is presented in [49] to address the lane keeping and obstacle avoidance problems for a passenger car driving on low curvature and low friction roads. A study about the use of kinematic and dynamic vehicle models for MPC control design is detailed in [50] . The authors show that the kinematic model has better forecast errors when discretized at 200 ms, compared to 100 ms. Therefore, the authors motivate the MPC design based on a kinematic vehicle model since it is simpler than the dynamical model and still considerably accurate. In [51] , the authors integrate an environment model with a stochastic predictive control approach to estimate and predict the state of surrounding vehicles. Thereafter, the authors demonstrate the ability of a constrained MPC to achieve certain objectives while avoiding collisions with other vehicles. Another approach to vehicle stabilization using MPC is presented in [52] . There, the vehicle motion is bounded within the region of the state space that does not contain unstable vehicle dynamics. In [53] , an hierarchical framework based on MPC for autonomous vehicles is presented. At the high-level MPC, a desired trajectory is computed online using simplified models, which is then provided to a low-level MPC that computes the vehicle inputs using a detailed nonlinear vehicle model.
In the related literature, smoothness is not explicitly addressed in the control layer. Instead, smoothness is typically achieved by means of smooth trajectory generation. However, feedback is of utmost importance to be able to handle disturbances and model errors smoothly. This is the main reason why it is important to design a smooth controller.
III. SMOOTH AND ACCURATE MODEL PREDICTIVE CONTROLLER
In autonomous driving, combining smoothness and comfort with accurate path tracking accuracy is a challenging task due to their conflicting objectives. To overcome this, we propose a smooth and accurate model predictive controller (SA-MPC) for autonomous driving. Standard MPC approaches aim at minimizing the deviation from a state trajectory reference. In our proposed formulation, we add a second objective to maximize the driving smoothness. In this way, we can trade-off accuracy versus smoothness. This is similar to an economic MPC, which includes an economic term in the objective function [54] . We explicitly include the vehicle curvature in the cost function to influence its shape and characteristics. We minimize the firstand second-order spatial derivatives of the curvature function. The underlying nonlinearities in the vehicle model lead to a LTV-MPC formulation.
A. Problem Formulation
We intend to design a controller that steers the vehicle to a reference path under some constraints. Typically, the vehicle inputs are limited due to actuator limitations, and physical constraints are necessary to ensure safety, for example. Moreover, the vehicle dynamics can be described by a discrete nonlinear function. Also, we consider that the given path is feasible and obstacle free.
In short, the problem that we address in this paper is to design a controller that solves the following generic optimal control problem:
Bounds on inputs (1c)
Physical constraints (1d)
B. Control Design
In this section, we address the problem of lateral control of an autonomous vehicle. We design an SA-MPC that combines path tracking accuracy and driving smoothness.
Let a reference path be constituted of N waypoints of the form z Let the cost function of the SA-MPC reflect the smoothness (or the comfort) of the vehicle motion and its predictions. To achieve that, the objective function is designed in order to penalize the first-and the second-order spatial derivative of the curvature function. The first-order spatial derivative of the curvature D 1 κ is related to the vehicle lateral jerk, for which high values are perceived by a human as uncomfortable. The secondorder spatial derivative of the curvature D 2 κ is related to the angular acceleration of the steering wheel. In mining areas, vehicles are supposed to run uninterruptedly during long periods of time. Therefore, the vehicle motion control must target smooth driving and accurate path tracking. Aggressive steering results in a higher "wear and tear" in any case. Hence, it is undesirable because it shortens the lifetime of the trucks and, as a consequence, increases the costs for the operators. Moreover, fast steering wheel angle changes can lead to aggressive and unpredictable driving, increased chance of vehicle roll-over, and damage to tires and steering components. Therefore, it is desirable to maintain both the first-and second-order spatial derivatives as low as possible while tracking the reference path in order to achieve smooth driving. With this formulation, the vehicle curvature is encouraged to be linear. Since the curvature in clothoids varies linearly with the path arc-length, we use the smoothness and comfort characteristics of clothoid-driving in the controller formulation. Clothoids are used for road design, since their curvature varies linearly with the path arc-length. This provides a linear change in the vehicle steering angle to perform the turn [55] . We have also used the concept of clothoids in the design of a clothoid-based model predictive controller (MPCC) [30] . The other goal of the SA-MPC is to accurately follow a given reference path. Therefore, soft constraints are added to the problem in order to avoid large deviations from the path. Moreover, the vehicle curvature and change rate are also limited.
Model-based control design is highly dependent on the quality of the models provided. On one hand, an accurate system model provides good predictions. However, these models are typically complex, computationally expensive, and hard to fit. On the other hand, simple models are less computationally demanding but are unable to provide good predictions. The movement of a car-like nonholonomic vehicle, such as a truck that performs curvy paths at low speeds (i.e., when the lateral dynamics have little influence) and drives straight at high-speeds can be described by its kinematics without significant loss of prediction accuracy [50] .
The movement of a car-like nonholonomic vehicle can be described by its space-domain kinematic equations [38] given by
where x and y are the coordinates of the vehicle in the global coordinate system, θ is the yaw angle, D is the distance between the front and rear axle, and δ is the steering angle of the front wheels. We explicitly define curvature κ(s) in (2c) and we as- + is the prediction horizon of the MPC, after applying κ n = [κ 1 , ..., κ n ] is described as
with respect to the pose (0, 0, 0). The equivalent vectorial ver-
where S ∈ R H ×H is a lower triangular matrix that performs the cumulative sum operation along a vector.
Note that the vehicle prediction is made as a function of curvature, rather than as a function of time. Also, the curvature is a function of the distance traveled by the vehicle, which causes the prediction model to be space-based.
The nonlinear SA-MPC is formulated as the following optimization problem:
where κ ∈ R H +1 is the curvature vector to be optimized, ε ∈ R H is the maximum allowed deviations from the path waypoints in x and y directions,
are the matrix operators that calculate the first-and second-order differences of a vector, respectively, and α ∈ R penalizes the curvature change rate. The operators D 2 and D 1 are inversely weighted with the distance between the waypoints (i.e., the shorter the distance, the bigger the weight is). The constants κ max and c max denote the maximum curvature and curvature change rate that the vehicle can perform, respectively, and 1 is a column vector filled with ones. Note that the coordinates of the vehicle motion [x(κ), y(κ)] are only dependent on the curvature κ, since we can accurately approximate the arc-lengths between points to be equal to the arc-lengths between the reference path waypoints. The inequalities (5b) to (5e) are performed element-wise, and the equality constraint sets the initial curvature value of the optimization problem. We assume constant speed over the prediction horizon as the vehicle longitudinal dynamics are slow. The speed profile is computed in a similar way to the one described in [56] in the path planning module.
Remark: Although not used, the cost function (5a) can include a l 1 -norm regularization term ||D 2 κ|| 1 to induce sparsity in the obtained curvature commands, see [57] , [58] .
To calculate the second spatial derivative of the curvature, we use a second-order difference operator, D 2 , weighted with the distance between the waypoints. The operator D 2 used to approximate the second spatial derivatives of the curvature is based on finite differences. The first spatial derivative of the curvature function with respect to traveled distance is approximated as
and consequently the discrete second spatial derivative is
where
. Since D 2 is a matrix operator over a vector, we stack (7b) from i = 1, ..., H where H is the prediction horizon and get 
The reconstructed path [x(κ), y(κ)] is computed using (4), which are clearly nonlinear equations, leading to a non-convex problem formulation (5) . A linear approximation is done using a first-order Taylor approximation of both cosine and sine around the path orientation θ ref .
The linearization around θ ref takes the form
where is the Hadamard product. Also, the problem may be infeasible when there is no solution that respects the constraints (5b) and (5c). Therefore, we add a slack variable Δ = [Δ x Δ y ] and minimize the cost function taking the slack variable into account as well. Also, with the inclusion of the slack variable Δ, the deviations from the path are explicitly included in the cost function that enforces convergence to the reference path. The linear MPC formulation is
where Λ ∈ R 2H ×2H is a diagonal matrix of the form diag(λ 1 , ..., λ H , λ 1 , ..., λ H ) that penalizes constraint violations.
The final formulation of the controller is cast as a QP [59] .
C. Controller Parameters Tuning
We constrain the predicted position of the vehicle to be inside of a box around the waypoint. By designing an off-road driving controller, we can interpret the size of such a constraint as the vehicle's desired maximum deviation from the path. In case of road driving, this is equivalent to the lane width minus half of the vehicle width. Hence, it is crucial to understand how the tuning parameters ε and λ influence the controller performance. The first one determines the size of the box constraints and, consequently, the freedom the controller has to choose a suitable curvature function, such that the predicted path is within these constraints. The latter parameter sets how sharp the quadratic penalization of the slack variables is when such a predicted path violates the box constraints.
Figs. 3 and 4 depict the influence of the parameters ε and λ, respectively. Fig. 3 shows the effect of the different sizes of the box constraints. The larger the box constraint, the smoother the curvature function is. In Fig. 4 , λ is constant over the horizon and we study how the curvature function changes for different values of λ. The smaller λ is, the smoother the curvature function is. However, the predicted vehicle path can lay outside of the constraint boxes with low penalization. In the extreme case λ = 0, the curvature function is equal to the current vehicle curvature throughout the prediction horizon.
Another parameter to consider is α, which sets the importance of maintaining the current constant curvature throughout the horizon. Fig. 5 depicts the influence of α on the curvature function. The larger α is, the more constant the curvature function is. We can see that if we penalize ||D 1 κ|| 2 2 more, the variation in the curvature decreases. This is an intended property of the controller, since the term was included to regularize the amount of steering that we need in order to follow the path. This way, it is possible to favour changing the curvature as little as possible.
IV. RESULTS
To demonstrate the performance of the controller in a real vehicle, we deployed the SA-MPC described in Section III, on a Scania construction truck. We compare the performance of the SA-MPC with a pure-pursuit controller (PPC) that was previously implemented on the truck. Furthermore, we develop a simulation environment that resembles the real system. This simulation environment allows evaluating and validating the control design before deploying it in the experimental platform. There, the SA-MPC is compared with a PPC and with a standard MPC. The lateral dynamics of the simulation model are described by a 4-axles nonlinear bicycle model with 2 steering axles in the front and 2 traction axles in the back [59] . It is based on the modified Scania G480 construction truck shown in Fig. 1 . We analyze the performance of the controllers in terms of path tracking accuracy and driving smoothness and discuss the simulation environment reliability as a test environment.
The main idea behind the experimental controller benchmarking is to determine the quality of the designed controllers when compared with standard approaches. The SA-MPC formulation intends to provide driving smoothness. Therefore, the SA-MPC is compared with a standard MPC to understand the effect that the smoothing term has on path tracking accuracy. Finally, both MPC approaches are compared with a PPC. Although being a simple controller, the PPC is widely used in industry due to its ease of implementation and satisfactory results. However, it never achieves perfect tracking on curvy roads, which is a major drawback of the method.
A. Reference Paths
The reference paths used are generated by recording a GPS trace using a RTK-GPS installed in the truck. The reference paths are recorded at Scania's test facilities near Södertälje, Sweden. The paths are then subsampled and consist of a waypoint sequence, in which the waypoints are two meters apart. We use a precision track, which is a challenging gravel road designed to perform tests with autonomous mining trucks, since it resembles a mining site. It is a narrow road with an approximate length of 1.5 km. It has sharp turns, where consequently the vehicle speed can not be higher than 50 km/h. The curvature in Fig. 6 . The pure-pursuit controller algorithm illustration (inspired from [39] ). these turns typically exceeds 0.05 m −1 . Therefore, it is the perfect scenario to evaluate the performance of control algorithms designed to be extremely accurate at low speeds. In addition, to widen the scope of the designed controller applicability, a highspeed test track is also used. It consists of two long straights and two sharp U-turns (one with curvature 0.04 m −1 and the other with 0.05 m −1 ). On one of the straights the speed limit is 70 km/h, while in the other straight the speed limit is 90 km/h.
B. Controllers
In this section, we introduce the pure-pursuit controller (PPC) and a standard MPC, and revisit the SA-MPC. All the controllers described in this section are evaluated in simulation. The SA-MPC and the PPC are also evaluated experimentally. Let the desired curvature be the vehicle input. Fig. 6 depicts an illustration of the pure-pursuit controller algorithm [39] . In fact, this method is inspired by the way humans drive. Humans tend to look some distance in front of the car and head towards that spot. The algorithm has only one user-defined parameter, the look-ahead distance L ahead > 0, with which the goal position is chosen. With the goal position defined, simple geometric relations are used to determine the curvature required, represented by κ in Fig. 6 , to move the vehicle from its current position to the goal position, denoted by (0, 0) and by (x, y), respectively.
The pure-pursuit controller is often applied due to its versatility and ease of implementation. However, fine tuning is hard to accomplish and it is vehicle specific. Furthermore, the main parameter, the look-ahead distance, has a large influence on the path following accuracy, which can never obtain null deviation on curvy roads, resulting in a major drawback of the method.
2) Standard MPC: In this case, the reference path also includes the path orientation θ Typically, a standard MPC is formulated as
and R ∈ R are the state penalization and the input penalization matrices, respectively, and they are generally chosen to be diagonal and positive definite and U is the set of feasible inputs. The cost function (12a) penalizes deviations from the reference path, (12b) represents the kinematic vehicle model (2) that is used to predict the vehicle's motion, (12c) is the initial condition, and (12d) describes the input constraints.
The vehicle model (2) is discretized and linearized around the reference path using the sample interval Δs = vT s , where v is the current vehicle speed and T s = 200 ms is the sampling rate of the prediction model (motivated by the results from [50] ).
In the end, (12) is rewritten as an LTV-MPC and cast as a QP.
3) Smooth and Accurate MPC (SA-MPC):
As before, let the vehicle be described solely by its position z i = [x i , y i ] , i = 1, ..., H and u i = κ i be its desired curvature and input. Also, the path is only described by it Cartesian coordinates z
As described in Section III, the objective function is defined as the driving smoothness and comfort. These concepts are assumed to be achieved if the cost function includes a term that encourages predictions using piecewise linear curvature function. Thus, let ||D 2 κ|| 2 2 + α||D 1 κ|| 2 2 be the cost associated with the vehicle motion, where
are the matrix operators that calculate the firstand second-order differences of a vector. We formulate the SA-MPC as
where R = D 2 D 2 + αD 1 D 1 . Moreover, α ∈ R penalizes the curvature change rate magnitude, Λ ∈ R 2H ×2H is a diagonal matrix of the form diag(λ 1 , ..., λ H , λ 1 , . .., λ H ) that penalizes how much the solution can violate the constraints and U is the set of feasible inputs. The cost function (13a) is minimized with respect to the input, which is the vehicle desired curvature, and to a slack variable Δ = [Δ x Δ y ] . This slack variable is included in the box constraints that limit the vehicle motion prediction (13b) and (13c) to avoid problem infeasibility.
Note that (13) is written in epigraph form. If ε = 0, the optimization problem can be rewritten as (14) with the standard MPC (12) we can highlight several similarities and differences. In the SA-MPC, there is no penalization for deviations from the reference input u ref , while in the standard MPC it is present. However, in the SA-MPC, there is a cost associated with the vehicle curvature spatial derivatives, which is absent in the standard MPC. Moreover, in both the SA-MPC and in the standard MPC there is a cost associated with deviations from the reference path.
Again, (14) is rewritten as an LTV-MPC and cast as a QP.
C. Simulation Results
Experimental evaluation requires some level of prior controller testing and validation. Therefore, we set up a simulation environment in MATLAB/Simulink resembling, as much as possible, the real system with the same modules and interfaces as in the vehicle. The system and the controller diagrams are described in detail in Section II. Our intention is to demonstrate that the simulation environment is sufficiently accurate to allow, for example, controller tuning before deploying it on the vehicle. Also, in simulation we can extend our analysis further than experimentally, since we are not bound by implementation issues and platform availability. In this environment, we compare the PPC, the standard MPC, and the SA-MPC.
The simulation results are shown in Figs. 7 and 8 for the three scenarios discussed in Section IV-A. In the boxes that are depicted in these figures, the central mark is the median, the edges of the box are the 25th and 75th percentiles and the whiskers extend to the most extreme data points not considered outliers. Table I summarizes the tuning of the controllers' parameters for each controller.
On the precision track, the vehicle speed is typically between 4 m/s and 10 m/s, while on the high-speed test track the speed can reach 25 m/s on one of the straights. In this case, both the standard MPC and SA-MPC approaches outperform the PPC. To be able to draw conclusions about the performance of the controllers, we also take into account the curvature change rate data shown in Figs. 7(b) and 8(b) . Both the SA-MPC and the standard MPC approaches have similar and effective performance, since they both have a low average deviation and a maximum deviation from the path below 20 cm (see Table II ). However, the standard MPC approach is more aggressive if we compare curvature request change rate. First of all, we can see that a pure-pursuit strategy is, for the scenarios considered, the smoothest controller. In contrast, the standard MPC approach is the most aggressive, but also the most accurate. This is expected from the standard MPC parameter tuning, which can be seen in Table I . The controller can achieve a smoother response, but at the cost of a significant loss of accuracy. For understandable benchmarking, it is interesting to have the best path tracking accuracy possible, which we are interested in maximizing, and compare driving behaviors. Therefore, there is a clear tradeoff between accuracy and smoothness, which is challenging to balance. Nevertheless, the SA-MPC is able to effectively combine a smooth control action with an accurate path following.
D. Experimental Results
The truck used in the experimental evaluation is a modified Scania G480 construction truck and is shown in Fig. 1 . The vehicle is equipped with a sensor platform and a servo motor for automated control of the steering column. A detailed description of the system architecture is given in Section II. To perform these experimental tests, a GPS track is previously recorded containing the vehicle position and orientation. The GPS track is post-processed to include path curvature information and a speed profile. Then, the resultant waypoints are added to a database that is available to be queried at run time (i.e., an algorithm constantly determines if the vehicle is close to a GPS track previously recorded and feeds the waypoints to the controller). Another option is to use a local path planner. Two fixed reference paths are chosen to allow for a proper comparison between the PPC and the SA-MPC. We choose to implement the SA-MPC on the truck, as it is the controller with the best performance in the simulation environment, while the PPC was already deployed and provided a good benchmark. The experimental evaluation is performed on the precision track and the high-speed test track. The road is extremely narrow at some points, as the video frame from the experiment performed at the precision track in Fig. 9 shows. The vehicle has just a little more space than its own width. In mining sites, the roads are expected to be similar to this one, which motivates this experiment and the crucial need for high accuracy. Additionally, we intend to demonstrate the capabilities of the controller outside the mining site application as the high-speed test track replicates a highway situation.
The experimental results are shown in Figs. 10 and 11. On the top figures (a), we compare the curvature requests from the PPC and the SA-MPC and their lateral deviation from the path. The results are summarized in Table IV. Table III summarizes the tuning of the controllers' parameters for each controller. We also provide a statistical analysis of the distance to path in the bottom figures (b). In both situations, it is clear that the SA-MPC outperforms the PPC. Also, we can see that the performance of the SA-MPC on the high-speed test track (see Table IV ) is similar to the one expected from simulation results (see Table II ), which supports our claim of having a realistic simulation environment that can be used prior to experimental evaluation. This is not contradicted by the fact that the PPC performs quite differently at high speeds in reality when compared with the simulation. Namely, it means that there are high-speed dynamics that are not considered in the simulation vehicle model, which was expected. Also, it means that the PPC is not able to handle these dynamics in a real vehicle, while an MPC approach is intrinsically more capable. At low-speeds, the performance of both controllers is good with an average deviation from the path of less than 10 cm (see Table IV ). Still, the SA-MPC outperforms the PPC especially in sharp turns. Note that the SA-MPC is able to run at both high and low speeds with the same parameter configuration. Both in simulation and experimentally, the box constraints size of the SA-MPC is set to zero. Consequently, the original problem (13) is typically infeasible. However, the smaller box constraint the more accurate the controller is (and it is still smoother than the standard MPC (12)). Also, from the implementation point of view, zero-box constraints result in a simpler formulation (14) . The main point of including box constraints on the original formulation (13) is to allow the MPC to predict the vehicle's motion in a corridor (e.g., between two lanes). In our opinion, this is a very useful feature and can be explored further in future work.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a smooth and accurate model predictive controller (SA-MPC) for smooth autonomous path following. In this case, the objective function is formulated to stress smooth and comfortable driving. With this purpose, we minimize the first-and second-order spatial derivatives of the vehicle curvature. Therefore, we encourage the vehicle to be guided using linear curvature in order to provide smooth driving. Nevertheless, we added soft constraints to the formulation in order to always drive in the reference path vicinity. In the end, we illustrated the influence of the parameter tuning in simulation. We provided simulation and experimental results using the SA-MPC and the MPCC. We compared them to existing approaches, such as the pure-pursuit controller and a standard MPC. The performance was measured in terms of deviation from the path and curvature change rate (i.e., driving smoothness). In our experiments and simulations, the pure-pursuit controller is always the controller that provides the smoothest driving. However, it was generally the least accurate controller. Finally, the SA-MPC and the standard MPC are the most accurate controllers, as expected. In order to point out which one is the best, we also analyzed the curvature change rate provided by the controllers, and concluded that the SA-MPC is smoother than the standard MPC with a similar path accuracy. The SA-MPC formulation plays a crucial role in the driving smoothness, since, unlike a standard MPC, it encourages smooth curvature predictions. Consequently, the SA-MPC is the controller that provides a better trade-off in relation to smooth driving and accurate path following. Experimentally, we compared the SA-MPC with a PPC, both deployed in a Scania construction truck. As predicted from the simulations, the SA-MPC clearly outperformed the PPC. Even using a linearized kinematic vehicle to predict the vehicle motion, the performance of the controller is very promising, since the maximum deviation from the path never exceeds 30 cm and on average is 6 cm. Also, we concluded that the tuning of the controllers parameters using the simulation environment provided a good approximation of the actual controller performance.
In future work, we would like to analytically demonstrate stability properties of the designed controller [60] and we will consider the development of a procedure to systematically tune the parameters of the controller, possibly online while driving. One possible, interesting approach would be to combine machine learning and adaptive control techniques with model predictive control to adapt the controller or model parameters depending on the environment. Also, it would be engaging to extend the formulation in light of robust MPC to mitigate the influence of model uncertainties in the controller performance.
