This paper introduces an algorithm for rule induction intended to provide new insights, improve the reliability and expedite the utilization of large petrophysical and geologic databases. Very large petrophysical, geophysical, and geological databases contain multiple data types, which must be interpreted for application in subsurface modeling. This paper presents a significant advance in discovering complex and even nontrivial data relationships from such databases.
Background
The field of data mining 2, 7, 8, 11, 17, 18 has grown in recent years to deal with large databases available in different industries, in particular, the financial and medical fields. Data mining is the identification or discovery of patterns in data. There are several different types of data mining.
These include classification, clustering (segmentation), association, and sequence discovery. The main focus of classification is supervised induction, that is, inference of rules and relationships from large databases. The aim is to extract knowledge from data, so that results not directly in the training data set can be predicted. The training data helps to distinguish predefined classes. Neural networks 3, 9, 13, 14, 27 , decision trees 5, 6, 16, 19, 26, 29 and "if-then-else" rules are classification techniques. A disadvantage of neural networks is that it is difficult to provide a good rationale for the predictions made, that is, the rules are not always clear.
Data mining is an interdisciplinary field bringing together techniques from statistics, machine learning, artificial intelligence, pattern recognition, database, and visualization technologies. The methods used in data mining are not fundamentally different from older quantitative modelbuilding techniques, but are natural extensions and generalizations of such methods. There are many applications of various data mining techniques to petroleum characterization 1, 4, 12, 15, 28 . A rule-based algorithm is intended to provide understandable rule-like relationships in the data. A rule is a prevailing quality or state. Induction is an instance of reasoning from a part to a whole. Rules indicate the degree of association between variables, map data into predefined classes, and identify a finite set of categories or clusters to describe the data. The rules support specific tasks and are generated by repeated application of a certain technique, or more generally an algorithm, on the data. Rough Sets dimensional histograms are used to delineate a relationship between a response and multiple predictors, which preserves the uncertainty in the relation by reading the value of the response directly from the set of predictors. Principal components analysis is a popular technique to discover the source of variation within the data but again results are expressed as linear combinations of multiple variables. All of these techniques can "fit" the data but might not be good predictors and do not provide insight into relationships. Clustering is a method to partition the database into segments where each segment member shares similar qualities. Clustering techniques may include optimization algorithms to determine the maximum similarity among members within each group and a minimum similarity among members across the groups.
Obvious applications of rule induction in petroleum geological data mining include (1) predicting reservoir facies from multiple wireline logs, (2) predicting reservoir permeability from wireline logs, (3) predicting reservoir facies from multiple seismic attributes, and (4) predicting stratigraphic geometries and spatial architecture from quantified analog, outcrop, seismic, and numerical stratigraphic data.
Rule Induction Algorithm
In rough set theory, concepts of coverage and accuracy are introduced to describe the uncertainty in probabilistic rules. In practice, every object in the data table may lead to a rule. The challenge is to identify significant rules, that is, accurate rules with high frequency of occurrence. Data mining has no a priori model, that is, no functional relationship between the data is assumed.
A feature of geological data is that most rules are probabilistic and not deterministic.
Another aspect of geological data is that there are relatively few attributes from a classical data mining perspective. These two considerations were used to develop the concepts and terms described below. Table.  Table 1 (all Tables and Figures have been put at the back  of the paper) shows a schematic data table for rule induction.  The table has M observations, N condition attributes. Without loss of generality, it is assumed that there is a single decision attribute. Multiple decision attributes merely increase the number of rules and the configuration space. Initially, the condition attributes and decision attribute can have different values or categories, which must be transformed into discrete codes. The codes are based on statistical analysis of the data for each attribute. For example, the continuous variable of "gamma-ray count" may be transformed into 3 discrete codes of high, average, and low.
Data
The number of categorical values that condition attribute i,
, n o is the number of categorical value the decision attribute de can take. The number of discrete or categorical values the decision attribute and some condition attributes can take is fixed, or will be determined for a problem, say n 1 = 3, but the codes themselves can be different; both {0,1,2} and {5,9,11} are valid codes for the three categorical values of attribute 1.
Configuration and Data Coverges.
A configuration is a unique combination of the values of condition attributes.
The total number of possible configurations is: 
The configuration coverage The former leads to a positive rule relating configuration j to a specific decision category o and the latter leads to negative rules relating configuration j to some other decision category. For a data system, a N N by n o conditional probability table will be established.
The knowledge conveys by the conditional probability leads us to define a measure of accuracy as follows:
when we have A graph of accuracy versus probability is shown on Fig. 1 .
Significance.
The significance is defined as a combined measure of the accuracy and coverage, which is used to provide a relative ranking to the rules. The significance is the product of the accuracy and the relative configuration coverage, i.e., revert it to zero significance.
Rule Table.
Rules are the conditional probabilities for those configuration and decision outcome pairs with large positive or negative significance. Positive rules are extracted from the configuration and decision outcome pairs ranked from positive 1 to zero by positive significance, and negative rules are extracted from the configuration and decision outcome pairs ranked from negative one to zero significance. A practitioner can decide whether to assign a threshold for significance. Positive rules provide evidence for the decision outcome and negative rules provide evidence against the decision. If a configuration and decision outcome pair's significance does not meet the criteria, the rule table entry is "missing" for lack of data.
We expect many "missing" entries for rule induction with real data. The "missing" entries will be eliminated or reduced based on compatible rules generated from subsets of data variables.
Distinguishability.
In a data mining exercise, there is an implicit assumption that all decision outcomes are distinguishable from the data. This assumption is not always true and a measure of distinguishability can assist in determining the decision that is distinct on the basis of the data table.
Once the rule induction is finished, one can construct a data table like the one shown in Table 2 . For each observation in the training data set, a predicted probability is assigned by looking for the right configuration j and reading the corresponding conditional probability 
A composite information value can be defined as the average over all outcomes:
The expected predicated probability and information measure is used to determine whether outcomes o and o' are distinct.
Let means that merging the outcomes leads to a poorer prediction. Thus, the outcomes should be treated as distinct.
Lumping or merging could be considered for all possible pairs of outcome values, and the I ∆ can be tabulated, plotted or ranked from high to low. 
Data or Condition Attribute Value.
The same measure of information can be used to consider the value (importance) of condition attributes or sets of condition attributes. All procedures described above are based on the entire data set with all condition attributes, but the procedures can be applied to any data subset with partial condition attributes.
For a N condition attribute data set, there are 
Completion of Rule Table.
The rule (conditional probability) tables built from the entire data set are not complete since there may be no observations for some condition attribute configurations and there are some rules have been screened out due to small significance. A complete rule table is necessary for practical usage of rule induction algorithm and "missing" entries in the rule table should be filled in. Filling "missing" entries in the rule table will be accomplished based on significant rule derived from data subsets.
There are many subsets with various number of condition attributes, therefore, it is necessary to order the subsets in filling procedure. This ordering will be based on their information value. The ordered subsets will be considered until all "missing" entries are filled in. The entries filled from subsets are flagged to indicate the subset useed.
The utilization of the rules is two-fold: (1) gain insight and make general observations from the rule table, and (2) use the conditional probability associated with each configuration and decision outcome pair in the conditional probability table to model the predictions probabilistically. These applications will be illustrated with two examples.
The probabilities are used in modeling. Of course, there is opportunity to reduce uncertainty by incorporating additional data sources in the modeling phase.
Implementation
There are issues related to (1) the physical meaning and subjective understanding of the rules, (2) the usage of results, (3) the meaning of a probabilistic prediction, and (4) data integration. The significance has value between -1 to + 1. In principle, the potential rules with largest absolute significance values will be chosen as important rules, but there exists ambiguity of how to define big and small, e.g., is 0.9 close enough? When there are -1 and/or +1 in the significance list, those rules will be chosen without question. The others will depend on judgment. Fortunately, we do not care much about rules in the middle of the list. The rule induction is only as good as the training data. But in contrast to other techniques, e.g. neural networks, each rule is clear and understandable to a practitioner as to its applicability. Another issue is the selection of categorical classes by application of thresholds to a continuous variable. This could be performed by optimization. The rule induction procedure consists of the following steps: (1) prepare the data table and determine optimal classes for the conditioning attributes (discretization), (2) with the configurations sorted from low to high significance, (5) apply cutoff criteria on significance to build a rule table, (6) evaluate information value for the condition attributes and/or decision outcome, and (7) fill up the "missing" entries in the rule table based on subsets of the conditioning attributes.
Example: Synthetic Fluvial Channel System
In fluvial or deepwater depositional setting, the sandy facies occur as sand channels with associated levee and crevasse deposits. For simplicity without loss generality, we only consider sand-filled channels embedded with a matrix of shale in this example.
The corresponding effective permeability depends on the orientation, sinuosity, width, thickness and geometry of the channels. The relationship between these geometric features and the effective permeability are rules to be extracted for future use. For this purpose, channel facies models are created with a variety of channel parameters such as orientation, thickness, and sinuosity, which are called condition attributes for the rule induction system. Flow simulation is conducted for each generated model and the effective permeability in X direction is taken as quality measure (decision categories) of the model.
The synthesized data set consists of the geometrical features of channel sands and the associated effective permeability.
An object modeling program, fluvsim in GSLIB 10 , was used to generate multiple facies models. The simulation domain is a 100 by 100 two-dimensional area. Three triangular distributions with non-overlapped value ranges are set for each of the three parameters, i.e., orientation (O), sinuosity (S), and width (W) (width/thickness ratio). Totally, there are 27 combinations (sets) of the parameter distributions.
For each set of parameter distributions, parameters were randomly drawn and 50 facies models were generated. Thus, there are a total of 1350(=50×27) different facies models created. For each facies model, permeability values of 100 and 1 were assigned to channel sand and shale, respectively and a flow simulation was conducted with noflow boundaries, using the GSLIB 10 program flowsim. The effective permeability in the X direction was taken as a measure of the quality or productivity of each facies model.
The data generated were organized as a data table with 1350 rows, each representing one facies model, and 4 columns, where the first three denotes the values of three condition attributes, i.e., the orientation (O), sinuosity (S), and width (W) (width/thickness ratio) of the channels, and the fourth column was the value of the decision attribute, i.e., the effective permeability (K) in X direction. Fig. 3 shows one of 50 facies models for two of 27 parameter distributions. Fig. 4 shows the composite histogram of effective permeability of the 1350 facies models and the histograms of effective permeability of 50 facies models from the two parameter distributions shown in Fig. 3 , respectively.
The rule induction method requires that the data be binned into categorical variables. It is reasonable and straightforward to classify the three geometrical parameters (condition attributes) into three categories consistent with the three distributions. The three categorical values of orientation (O) are defined as 2 (good: azimuth angle of 10 0 ± , which is aligned with the X direction), 1 (medium: azimuth angle of 10 45 ± ) and 0 (bad: azimuth angle of 10 90 ± , which is perpendicular to the X direction). The three categorical values for sinuosity (S) are denoted as 2 (high: high deviation 5 30 ± and short length of 5 20 ± units), 1 (medium: medium deviation 5 20 ± and medium length of 5 35 ± units), 0 (low: low deviation 5 10 ± and long length of 5 50 ± units). The three categorical values for width (W) are assigned as 2 (large: 5 25 ± ), 1 (medium: 5 15 ± ) and 0 (small: 10 5 − ). Columns 2 to 4 of Table 3 list the codes of the parameters used in the generation of facies models.
The continuous variable of effective permeability has to be discretized into categorical values. The method of binning the permeability data could affect the final rule induction results. For simplicity, three categories were determined for the effective permeability by just inspecting the permeability histograms. Summary statistics of the effective permeability for the 50 realizations of each configuration are listed in columns 5 and 6 of Table 3 .
The three categories determined for effective permeability are: 2 (high: 14 ≥ k ), 1 (medium: 14 4 < < k ), and 0 (low: 4 ≤ k ). The number of instances and proportions of the observations on each of the three decision categories for each configuration are tabulated in the last three columns of Table  3 . By inspecting Table 3 , we can expect certain rules like those listed in Table 4 . Note that the "No Matter W" in Table  4 indicates that the width can have any of the categorical values.
Results and Discussion
The algorithm was first applied to the 1350 by 4 synthesized channel sand/effective permeability data table and 27 configurations of conditioning attributes were extracted. Table 5 lists the configurations of condition attributes, the occurrence frequency . This will not necessarily be the case for most data systems in practice.
The full set of rules is sorted by significance for each decision category, which is listed in Table 6 . The positive rules shown in Table 7 are taken from the top portion of Table  6 , which has the highest positive significance values. The negative rules as tabulated in Table 8 are taken from the bottom portion of Table 6 , which have the lowest significance values.
The rule set is used to estimate the permeability class of training objects and Table 9 lists the accuracy rate of the classification. Even though this accuracy rate derived from the training set is not a good measure to evaluate the predictability of the modeling, it still can provide some indication of the prediction model. The rules are quite reliable and predictable.
For this synthesized data set, the training data covers all configurations by construction. Therefore, the rule set is complete from the set with all condition attributes and there are no blanks in the rule sets to be filled. Fig. 5 shows the information value of all 7 subsets of this synthesized data set and the full set with all three condition attributes has the highest information value. In the situation of the full set does not cover all configurations of condition attributes, such information values will be used to rank the subsets for retrieving corresponding rules from the subsets. Fig. 6 shows the information value change when decision classes are lumped/merged pair-wise for the full condition attribute set. The diagonal elements set the basis for comparison that corresponds to a situation without decision-class lumping. Off-diagonal elements show the change in the information values when the attributes are lumped. Darker color than the diagonal elements indicate an increase in the value of information and those lighter colors denote a decrease in the information value.
Discussion
The proposed algorithm works well for the example shown here and for other examples that are not shown because of space considerations. The most important positive and negative rules are retrieved successfully. The proposed significance definition combines measures of accuracy and coverage and serves as a quality measure of rules. Also, the significance identifies positive and negative rules, similar to the positive region and negative region in rough sets.
The proposed rule induction technique is suited to geological data where most attributes are significant. The proposed significance measure can be used in combination with other rule induction techniques and serves as a ranking measure to identify the most important rules. In general, however, the algorithm will need to be extended to include attribute reduction.
Careful examination of a data table may lead an experienced person to infer similar, if not the same rules; however, there are many advantages to automatic rule induction. The procedure works for very large datatables with many attributes, it is repeatable, and avoids personal biases. It could also lead to nonintuitive, but meaningful data relations. The effort in making predictions can be greatly reduced. Table 9 . Results of classification 
