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Introduction 
Recent literature on economic development has formally established that as an 
economy develops, the relative share of its manufacturing industry will diminish 
and its service industry counterpart will increase.
1  Hong Kong may be an 
interesting example of this general phenomenon.  As shown in Figure 1,  the 
value-added GDP of Hong Kong’s manufacturing industry declined substantially 
relative to its service industry after 1990.  From 1980 to 1997, the employment 
share of Hong Kong’s service sector rose from 42.1% to 79.3%, while the share of 
manufacturing fell from 45.9% to 9.8% (Tao and Wong, 2002).  A lot of 
production operations have moved to China, which is the hinterland of Hong Kong, 
in view of its lower land and labor costs.    Sung (2005, chpt. 4) reported that Hong 
Kong manufacturers employ about 10 million workers in Guangdong, but fewer 
than 233,000 in Hong Kong.  Sung (1995, chpt. 5) further indicated that 88% of 
Hong Kong’s foreign direct investment flow (FDI) went to the Mainland from 1998 
to 2002.  In fact, after reviewing a lot of evidence, Sung (2005, p.92) concluded 
that “the bulk of Hong Kong’s trade with the Mainland is intra-industry trade 
generated by Hong Kong’s investment in the Mainland.”
2 It is then not surprising 
that the demand for factory building decreases significantly. 
On the other hand, the rapid expansion of the service sector in Hong Kong has 
generated increasing demand for office space (Jayantha, et al. 2001).  On top of 
the possibility of developing new land for commercial real estate, it seems natural 
to re-develop industrial real estate into office buildings, especially in a dense city 
like Hong Kong.    However, due to legal constraints, it can be very costly to do so.
3  
Furthermore, the ownership of a typical industrial building in Hong Kong is 
fragmented – a factory building may contain as many “owners” as the number of 
units.  This makes re-development even more difficult.  Therefore, it is plausible 
                                                        
1  Among others, see Echevarria (1997), Kongsamunt, et al. (2001) and Ngai and Pissarides (2004) for 
theoretical explanations and empirical evidence. 
2  Among others, see Sung (1998) for a history of how business in Hong Kong moved to China. 
3  On top of the construction costs involved, real estate developers typically need to pay the government 
a large sum of money as a premium for changing the use of a plot of land if the intended use was not 
allowed in the land lease.    Developers may also need approval from the town planning authority, 
which is sometimes described as a black-box process.   3
that some vacant private factories were used as offices in Hong Kong, either legally 
or illegally.  As shown in Figure 2a, the vacancy rates of office and factory units 
seem to co-move.  More direct and systematic evidence, such as property price 
analysis, is needed to support the speculation that factories were used as offices as 
the economy developed.   
  (Figure 1, 2a, 2b about here) 
According to MacGregor and Schwann (2003), the demand for real estate is 
derived from aggregate output demand, and any fluctuations in the real output 
should directly affect real estate returns. The equilibrium in the national capital 
market will tend to force the regional rates of return to a common risk-adjusted rate 
of return. Thus, the first hypothesis for our study is that office and factory buildings 
became closer substitutes after the restructuring of Hong Kong’s economy from 
manufacturing to services. In fact, office property, or commercial real estate,
4 has 
some similarities to industrial real estate in many aspects.    For example, they both 
serve as production inputs; they are often investment vehicles for institutional 
investors; and they are both directly affected by general economic conditions, such 
as interest rates, land supply, and government regulations. As the demand for 
factory continuously decline and the counterpart for office continuously increases, 
some real estate developers may choose to re-develop the factory buildings into 
office. However, the process will take time and substitution between factory and 
office should take place. Property price indices (aggregate data) from 1979 to 2002 
were used for analysis.     
The second hypothesis for our study is that office and factory buildings are good 
substitutes, and that geographical distances will affect the substitutability and thus 
the correlations of industrial and commercial properties. Due to the importance of 
property location, it is possible that a stronger substitution effect results if both 
property types are located in the same district or in an adjacent district.
5  To  check 
                                                        
4  In this study, “commercial real estate” is used interchangeably with “office property”.    Generally, 
commercial real estate includes offices, industrial, and retail buildings, but retail buildings were 
excluded from this study due to their different characteristics.     
5  This would be the case for many location models, such as the “monocentric model”.    See Hanushek 
and Yilmaz (2005) for a review of the literature.    For a textbook treatment, see DiPasquale and 
Wheaton (1996).   4
for possible aggregation bias
6, district level transaction data for 11-year periods 
(1992~2002) will be used for our analysis.
7 The geographical distances were 
measured in terms of the proximity of districts.   
We will repeat the exercise on the trading volume to examine if the industrial 
and commercial real estate may interact in non-price dimensions.
8  I n  f a c t ,  m o s t  
previous studies on comparing the markets for different types of property focused 
on price co-movements and ignored the trading volume counterpart, so this paper 
can be treated as an extension in this regard.
9  
Clearly, several testable implications can be developed from the assertion that 
industrial real estate is effectively used as commercial real estate.    First, the returns 
of industrial and commercial real estate should be positively correlated, and even 
significant Granger causalities should be observed.  Second, their correlation 
increases as the economy develops.  Third, the geographical distances will 
influence the significance of correlations.  In particular, the correlations should be 
the most significant in the same districts, less so in neighboring districts, and the 
least significant for non-neighboring districts.    This seems to have a very different 
focus on the existing literature, which is predominantly about the pricing and return 
determination of industrial real estate (see Appendix 1 for a summary of literature 
on industrial properties).  More importantly, the aggregate and disaggregate 
analyses allowed us to check whether their results were consistent with each other.  
This has important implications on estimation problems such as aggregation bias.   
Notice that this paper has a very different focus than the existing literature. 
Authors have examined many topics, including the price relationship between the 
commercial and residential property market (He and Webb, 2000; Kan, Kwong, and 
                                                        
6  There has been much discussion about aggregation bias in the recent literature in economics.   
Among others, see Hanushek, Rivkin, and Taylor (1996), Bostic, Gabriel, and Painter (2005), and the 
references therein. 
7  The dataset of EPRC has been used in several previous studies, such as by Leung, Lau and Leong 
(2002) and Leung and Feng (2005). 
8  Trading volume can be interpreted as a proxy for the degree of heterogeneity in investors’ opinions 
and beliefs (Ito and Lin, 1993), or an indicator of either liquidity or illiquidity (Huang and Wang, 2004).   
In finance, Chowdhry and Nanda (1991) showed that cross-market trading is a source for trading 
volume correlation across markets. Ito and Lin (1993) used this approach to empirically investigate the 
causality of trading volumes in the U.S. and Japanese stock markets.    Lo and Wang (2000) reviewed 
the literature. 
9  For instance, see Wheaton (1999).   5
Leung, 2004); supply constraints on rental changes (Jones and Orr, 1999); excess 
returns (Brown and Chau, 1997); and the common features of commercial real 
estate (MacGregor and Schwann, 2003).  None of the studies, however, has 
examined the price or volume relationships between the industrial and commercial 
real estate markets. 
It should be noticed that while this paper focuses on Hong Kong, its economic 
lesson may apply to many other cities, especially those that have experienced rapid 
economic changes over the last few decades.  An economic transformation from 
manufacturing to services inevitably shifts the demand for factory and office 
buildings.    Can and should the government intervene and smooth out such process?   
Clearly, allowing for the market to re-develop that real estate is a possibility.    This, 
however, is a costly option, and for many Asian cities, the risk may be too big to 
bear, and thus may hinder their economic transformation.  Alternatively, 
governments may allow firms to use factories as office buildings, and hence 
minimize transaction costs.  This seems to be a costless policy choice, at least in 
the short run.  In fact, the entrepreneurs in Hong Kong may have secretly 
converted industrial real estate into office buildings. For investors, this may reduce 
the diversification benefits of investing across property types. This paper attempts 
to provide a preliminary yet formal analysis on this issue. Policy implications will 
be discussed in the concluding section.   
The organization of this paper is simple.    The dataset and econometric method 
will be described.    Then we will present the results.    The last section concludes.     6
Data Description and Econometric Method 
 
The analysis is divided into two parts.  The first part uses aggregate data to 
analyze the co-movements of office and industrial real estate prices in the light of 
the economic restructuring in Hong Kong.    This tests whether office and industrial 
properties become closer substitutes of each other as the economy develops.  The 
second part uses disaggregate district-level data to analyze the effect of 
geographical distances on the co-movements of their prices as well as their trading 
volumes.    This tests whether office and industrial properties are more substitutable 
for each other when they are geographically closer to each other. 
 
Aggregate Analysis 
In the aggregate analysis, the quality-adjusted price indices of office and 
industrial properties in Hong Kong were collected from the Rating and Valuation 
Department of the Hong Kong Government.  Quarterly data was available from 
1979Q1 to 2002Q4 (Figure 2b).  As discussed in the introduction, there appeared 
to be a structural change in 1990, as the value-added GDP of Hong Kong’s 
manufacturing industry declined substantially relative to its service industry after 
this year (Figure 1).  We therefore segregated the sample into two periods: 
1979-1990 and 1991-2002, and conducted a simple test on whether there was an 
increase in the correlation and Granger causality between the two types of property.   
 
District-level Analysis 
In the district-level analysis, individual transaction data on industrial and 
commercial property are obtained from the Economic Property Research Centre 
(EPRC), which gathers transaction records from the Land Registry of the Hong 
Kong Government.  The dataset consists of all sales and purchases records for 
each individual property in Hong Kong from 1992 to 2002.  It includes the name 
and district of the property, building completion dates, transaction prices, as well as   7
the floor area.
10 
Since this study will examine whether geographical distances will affect the 
correlations of industrial and commercial properties, district level data is used.
11  
There are at least two reasons for using district level data.    On one hand, it is clear 
that the location preferences and the characteristics of different property types vary 
widely across sub-areas within Hong Kong, and relying solely on aggregate data 
will ignore the heterogeneity of different sub-areas.  On the other hand, using 
building level data will result in too few observations in each sub-market for each 
time period.  Therefore, district level data was chosen to eliminate the 
heterogeneity problem as much as possible, but still allowed enough locational 
variations to test the geographical distance effects properly.  The criteria for 
sample selection and classification are as follows: 
 
1)  First we selected buildings that have complete information of transaction.  
The buildings were grouped at geographical districts
 by quarterly frequency. 
2)  In order to ensure a positive degree of freedom of series in the statistical test, 
we selected the districts that had at least four transactions for both industrial 
and commercial properties during the sampling period.  In other words, 
districts that had fewer than four transactions in one property market were 
discarded, regardless of the number of transactions in the other market.  




Following Leung, Lau, and Leong (2002) and Leung and Feng (2005), this study 
employs the realized rate of return as the detrended property price, and the number 
of transactions per quarter as trading volume.  For each property type, the 
district-specific realized rate of return is a weighted average of the unit prices of the 
properties transacted within a particular district.  The details are shown in 
Appendix  2.   
                                                        
10  For further information about the EPRC, please see Leung, Lau, and Leong (2002). 
11  There are 18 districts in Hong Kong: Central & Western, Wan Chai, Eastern, Southern, Yau Tsim 
Mong, Sham Shui Po, Kowloon City, Wong Tai Xin, Kwun Tong, Tsuen Wan, Tuen Mun, Yuen Long, 
Northern, Tai Po, Sai Kong, Shatin, Kwai Tsing, and the outlying islands.    The district boundaries are 
defined by the government.   
12  Wei (2004) also discussed the results of different sub-samples.    Due to the space limit, we did not 
include the details of those analyses.    It sufficed to say that they were similar to the full sample and 
interested readers may consult Wei (2004).   8
To assess the distance effect, we do not measure the actual distance between 
districts, but perform analysis separately for offices and factories located: 1) in the 
same district; 2) in adjoining districts; and 3) in non-adjoining districts.    According 
to the above criteria, there are three sample groups in both the sales and rental 
markets.  Table1-a and Table 1-b contain the summary statistics for the sample in 
the sales market and rental market, respectively.    There are 12 districts in the sales 
market and 14 districts in the rental market.
13  Notice that in general, the 
correlation between the industrial real estate in District A and the office in District B, 
denoted as corr(indust(A), office(B)), is different from the correlation between the 
industrial real estate in District B and the office in District A, denoted as 
corr(indust(B), office(A)).  Thus, for the 12 districts in the sales market, we will 
have 12 by 12 (i.e., 144) correlations.  Similarly, for 14 pairs of districts in the 
rental market, we will have 14 by 14 (i.e., 196) correlations.   
(Table 1-a, 1-b about here) 
Tables 2 and 3 provide the number of transactions in the sale and rental markets 
for both industrial and commercial properties.
14  Compared to commercial 
properties (i.e., office), industrial properties are more active in the sales market, but 
less active in the rental market.  This may be explained by the owner-occupied 
feature of most industrial buildings (Wheaton and Toto, 1990).  In Hong Kong, 
some commercial properties are exclusively for rental (Feng, 2003).  Thus, the 
sales portion of the industrial market is larger, while the rental portion of is smaller 
than the commercial property counterpart.  (Due to the space limit and the 
similarity between the results of the sales and rental markets, the main text will only 
discuss the sales market.  The results of the rental market are available upon 
request). 
(Table 2, 3 about here) 
Table 4 summarizes the total number of transactions in each district, the 
efficient sampling period, and the number of zero transaction periods for each 
                                                        
13  The six districts excluded from the full sample for the sales market was: Wan Chai, Wong Tai Sin, 
North, Tai Po, Sai Kung and Islands; and the four districts excluded from the full sample for the rental 
markets were: Wan Chai, Wong Tai Sin, Sai Kung and the outlying islands. 
14  Following Feng (2003), each contract renewal was treated as a transaction.   9
district.
15  The trading volume varies significantly across districts.  As shown in 
Figure 3, the vast majority of buildings do not have a lot of transactions.   
(Table 4, Figure 3a about here) 
The time series of property price are not stationary but property returns are, and 
the latter are used for the analysis.    Figure 3b provides the distribution of quarterly 
average returns for each district in the sales market.    The average rate of returns in 
both industrial and commercial properties displays asymmetric distribution in the 
sales market, with the peak (the largest frequency) at an interval of 0~0.1, and 
assigns more weight to the left.   
(Figure 3b about here) 
In terms of econometric tools, this paper employs the ADF test to detect 
non-stationarity, partial correlation to measure the co-movement, bootstrapping to 
correct for small sample bias, and the Granger test to detect statistical causality.  
Since these are standard tools in applied work, we provide only a quick review in 






We performed ADF tests on the price index data and found that both the series 
of industrial and office prices were non-stationary.    As a result, their rates of return, 
which were stationary, were used instead. 
Our analysis showed that the correlations between offices and factories were 
positive and significant in both sub-periods.  This confirmed that industrial and 
office properties share some common characteristics.    In particular, the correlation 
during 1979-1990 was 0.4, whereas the correlation during 1991-2002 was 0.7.  
Based on a t-test (after Fisher’s transformation), the increase in correlation proved 
                                                        
15  Following Feng (2003), the effective sampling period is defined as the number of periods between 
the first and last periods with transaction records; and the zero transaction period measures the number 
of zero transaction periods within the effective sampling period.   10
to be significant at the 5% level.  This supported the hypothesis that the 
co-movements between offices and factories became stronger as the economy 
transformed from manufacturing to servicing. 
Further analysis was performed using Granger causality tests.  The results are 
shown in Table 4.  During 1979-1990, the Granger causality was unidirectional 
from office to industrial property.  After 1990, a feedback relationship was found.  
This reinforced the correlation results that office and factories became more 
integrated after Hong Kong’s economic transition.  Therefore, the notion of an 




Despite finding a significant regime shift, there are reasonable doubts for the 
results based on aggregate data.    On top of the aggregation bias mentioned before, 
it is also clear that the time series, especially those of the sub-samples, were too 
short for more sophisticated tools, such as endogenous structural break tests or 
regime-switching tests.  The detrending procedures employed earlier may not be 
“powerful” enough to eliminate those kinds of “non-stationarity,” and hence, the 
Granger tests could be biased.  Thus, it seems justified for us to re-examine the 
co-movement of the two markets in a district-level.    Due to space limits, however, 
this section will mainly report the empirical results of the sales market.    Wei (2004) 
showed that the results of the rental market are similar.   
We begin our analysis by examining the correlation of prices between the 
industrial and commercial properties located: 1) in the same district; 2) in adjoining 
districts (i.e., district-pair, which share a common boundary); and 3) in 
non-adjoining districts.
16  The distributions of price correlation for properties 
located in the same district and those located in different districts (including both 
adjoining and non-adjoining districts) are exhibited in Figure 4a.  It is clear that 
there are weak price correlations between industrial and commercial properties in 
the sales market for both sub-samples.  Figure 4b further distinguishes the 
                                                        
16  The terms “adjoining” and “neighboring” will be used interchangeably.     11
correlation of prices for properties located in adjoining and non-adjoining districts 
in the sales market.  The distribution of these two sub-samples are asymmetric, 
with the peak at the 0~0.1 interval.    However, the main message remains the same.   
The correlations between office and industrial prices were weak irrespective of the 
property location.    This is even so if we pool the districts into larger areas (suburb 
v. downtown) to avoid the small sample problem (Table 4a).
17 
(Figure 4a, 4b about here) 
(Table 4a about here) 
Figure 4c provides a straightforward way to investigate the substitution effect of 
industrial and commercial properties.  We plot the price correlations of different 
districts in the commercial property sales market against the corresponding price 
correlations of districts in the industrial and commercial property sales markets.  
Intuitively, if industrial and commercial properties are good substitutes of each 
other, then the slope of the line should be positive.  The flat fitted line indicates 
that there is no clear price substitution effect between the industrial and commercial 
properties. 
(Figure 4c about here) 
Table 4b gives a more precise result of correlation significance.  It shows that 
at the 95% confidence level, nearly 90% of the districts have insignificant 
correlations for the full sample.  For the sub-samples, price correlations appear to 
be most insignificant for the same districts, less so for the non-neighboring districts, 
and the least insignificant for the neighboring districts.  It seems that the 
substitution effect, if any, is restricted to the own district. Among the significant 
correlations, positive correlations dominate in the full sample and sub-sample of 
neighboring districts and non-neighboring districts, while in the sub-sample of same 
districts, negative correlation is found.   
(Table 4b about here) 
It is well known that the co-movement needs not be contemporary, and hence, 
we allow for a lead-lag in the time horizon.    Granger causality tests are conducted 
                                                        
17  “Downtown” includes Yau Tsim Mong, Central and Western, and Wan Chai districts which constitute more than 
a half of the office space. The rest belong to the “suburb”. Since Hong Kong is a small city, there is no “rural” area 
in Hong Kong. Thanks to an anonymous referee for this suggestion.     12
to formally assess the lead-lag relationship between the commercial and industrial 
property prices.  Table 4c shows that for the full sample and sub-samples of 
neighboring districts and non-neighboring districts, over 80% of the districts do not 
display any causality between the price of industrial and the commercial properties.   
Causality within the same district is not found neither.  Among the districts with 
significant causality, positive causality running from commercial property price to 
industrial property price is dominant.   
(Table 4c about here) 
However, co-movements of two markets may not occur in prices.  It can be 
argued that, due to many possible market imperfections or price rigidity, markets 
interact in the form of “trading volume co-movement”.
18  Figure 5a displays the 
distribution of correlation between trading volumes in the sales market.    The peak 
of same district samples and different districts samples are from 0~0.2.    Relative to 
the correlation of property prices, it seems that the proportion of positive correlation 
is higher.  Figure 5b shows that the correlations among neighbor districts and 
non-neighbor districts are not significantly different, casting doubt on the 
hypothesis that geographical distance is important in determining the co-movements 
of industrial and commercial real estate.  Figure 5c presents a data-plot of the 
correlation between the office in two different districts on the one hand, and the 
corresponding correlation between a factory in one of the districts and an office in 
the other district.    If the offices in the two districts are good substitutes, and if the 
office and factory are also good substitutes, one would expect there to be a positive 
relationship between the two correlations.  The figure, however, shows a weakly 
negative relationship. 
(Figures 5a, 5b, 5c about here) 
Significant test results of volume correlation are summarized in Table 7.    Most 
districts do not display any significant correlation between volumes in the industrial 
and commercial property sales markets.  Among the 20% of the districts with 
significant correlations in full sample and non-neighboring districts, positive 
relationships prevailed.  Similar results were found in the sub-samples of same 
                                                        
18  See Lo and Wang (2000) for more discussion on this.   13
districts, neighboring districts, and non-neighboring districts. 
(Table 5 about here) 
Again, to allow for cross-period rather than contemporary co-movement in 
trading volumes, we perform the Granger causality test and report the results in 
Table 6.  Over 50% of the full sample and over 60% of the same districts and 
neighboring districts display significant causalities, except for the non-neighboring 
districts, in which 50% of the districts display insignificant causalities.  Same 
districts and neighboring districts show larger proportions of significant causalities 
than non-neighboring districts.  Among the districts with significant statistics, the 
dominant relationship is that commercial property trading volumes positively 
Granger causes industrial property trading volumes.   
(Table 6 about here) 
Wei (2004) reported that during the same sampling period, the results of the 
rental market were similar to the sales market.  There is neither significant 
contemporary correlation nor causality between the rents of industrial and 
commercial properties.  Positive correlations of rent prevail when significant 
correlations exist.  Again, there is no clear relationship between industrial and 
commercial property substitution.  For trading volumes, most districts illustrated 
insignificant correlation and no causality.   14
Concluding Remarks 
This study attempts to investigate the substitutability between industrial 
properties and offices.    In particular, we studied the co-movements of prices and 
trading volumes.  We distinguished between the sales and rental markets.  Wei 
(2004) examined the robustness of the results by focusing on different 
sub-samples and obtained the same conclusions.  First, there is a clear 
co-movement between the prices of offices and factory buildings in the aggregate 
data.    It was particularly strong during the sub-period of 1991-2002 in the sense 
that two-way Granger causality was detected.    Second, the district level analysis 
shows a different picture.  A majority of the districts displayed no significant 
contemporary correlation of prices or trading volumes between industrial and 
commercial properties, either for the sales or rental markets.  For those districts 
that displayed significant correlations, positive value was the norm
19.  These 
district level results remain largely the same even if we pool the districts into 
larger areas (suburb v. downtown). 
In addition, most districts had no price or rental causalities between the 
industrial and commercial property markets.    The results in trading volume were 
different.  Over half of the districts displayed significant causalities of trading 
volumes in the sales markets.  Where causality existed, it was mainly on the 
positive side, running from commercial property prices leading industrial 
property prices in the sales market; but running either way causality in the rental 
market.  Finally, geographical distances had no effect on prices in the sales 
market, but had an influence on volume in the sales market.    In the rental market, 
the distance effect is weak for both rents and volumes.    The sharp contrast of the 
results in the aggregate and district levels suggests the presence of aggregation 
bias.  Researchers and policymakers should be cautious about such bias, and 
further analysis is clearly needed. 
How should we interpret these findings?  One possible explanation is market 
                                                        
19  There was only one significant negative correlation of prices, and it was in Yuen Long. Similarly, the 
only one significant negative rental correlation was in Tai Po.    Yuen Long and Tai Po are both major 
industrial bases in Hong Kong.   15
segregation.  Firms that use factory buildings differ from firms that use office 
buildings.  Clearly, industrial buildings provide some facilities that some firms, 
such as photo shops, some garment manufacturers, etc would need and commercial 
buildings fail to provide.  Also, firms that occupy office buildings may also be 
reluctant to use factory buildings for a variety reasons.  For instance, trading 
companies with mailing addresses in industrial buildings could be perceived as 
being in poor financial condition (“signaling effect”).  Or firms in some sectors, 
such as the financial sector, frequently need to do business with other firms of the 
same sector or some public agents, and hence prefer to stay near each other 
(“clustering effect”).  Therefore, market segregation may reflect the functional 
differentiation, financial constraint variations, and location preferences of different 
sectors and firms, which, in turn, have an impact on the price relationship between 
the industrial and commercial property markets.   
On the other hand, market segregation does not explain why we observed a 
significant amount of trading volume causalities in the sales market.    Also, the fact 
that in most cases, the commercial property market volumes positively Granger 
causes the industrial property market volumes in the sales market suggests at least 
some informational spillover between the two types of property.    It is possible that 
there are always some vacancies in the two markets, and when there is any news, 
the markets adjust the “occupying rates” instead of the prices. Alternatively, it can 
also be interpreted as indirect evidence for some search-matching theories, when 
some declining firms will need to leave (more expensive) commercial buildings and 
move to (less expensive) industrial buildings to continue the operations. The created 
vacancies are later filled up by improving firms which now move out from the 
industrial buildings into office buildings.
20   Unfortunately, no district level 
vacancy rate data is available, and we are not aware of any theory that 
simultaneously explains: (1) why property markets should adjust vacancy rates but 
not prices, and (2) why office market trading volume should Granger cause the 
factory counterpart.    Clearly, more theoretical work along these lines is needed.
21  
                                                        
20  Among others, see Rogerson, Shimer and Wright (2005) for a review of the search theory. 
21  Another limitation of our study is that we only observed private factories, but not government   16
It is premature to draw detailed policy recommendations from this study.  
However, the lack of price correlation or causality between factory buildings and 
offices may suggest that the substitutability between the two kinds of property in 
Hong Kong has previously been overstated. It follows that any change in the 
economic environment may impact “factory-users” and “office-users” very 
differently.  Under some conditions, it may lead to an “overreaction” in prices or 
rents, as well as an “excessive cleansing of firms” during recessions.    Future town 
planning and land use legislation should take this into account.  In light of these 
considerations, further analysis on the role of government in sectoral re-allocation, 
especially in the property markets, should also be welcome.     
                                                                                                                                                               
factory estates due to the lack of public factory data.    This may not be an important limitation, though, 
as government factories are typically not converted into office buildings, and the vacancy rate of some 
government factories are as high as 50%.    See “ Vacant units in factory buildings”, Hong Kong 
Government Press Release, 2004-2-25.   17









Total No. of 
observations 
Full Sample (total No. of 
transactions≥4) 
12 12  144 
Same Districts  N.A.  N.A.  12 
Neighboring 
Districts 
N.A. N.A.  42 
Different 
Districts  Non-Neighboring 
Districts 













Total No. of 
observations 
Full Sample (total No. of 
transactions≥4) 
14 14  196 
Same Districts  N.A.  N.A.  14 
Neighboring 
Districts 
N.A. N.A.  53 
Different 
Districts  Non-Neighboring 
Districts 
N.A. N.A.  129 
182 
 
Note: N.A. denotes that it is not applicable.   18
Table 2 Number of Transactions in Each District and Region   
(Sales Market) 
 
 Region  District  Transactions 
(Industrial Real estate Market)
Transactions 
(Commercial Real Estate Market)
Central and Western 98  4664 
Wan Chai  0  3332 







Yau Tsim Mong  460  8359 
Shan Shui Po  2429  334 
Kowloon City  1182  572 
Wong Tai Sin  1765  2 
Kowloon 




Tsuen Wan  6020  733 
Tuen Mun  2513  141 
Yuen Long  306  90 
North 897  3 
Tai Po  151  3 
Sai Kung  0  0 
Sha Tin  5649  87 
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Region District  Transactions 
(Industrial Real estate Market)
Transactions 

















Kowloon Yau  Tsim  Mong 
Shan Shui Po 
Kowloon City 
Wong Tai Sin 




Tsuen Wan  919  315 
Tuen Mun  98  14 
Yuen Long  57  12 
North 20  353 
Tai Po  31  17 
Sai Kung  0  0 
Sha Tin  416  268 
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Table 4 Granger Causality of Office and Industrial Property Prices 
 










Note: Æ denotes the former granger causes the latter at the 5% level. 
 
Table 4a Correlation of Prices in the Sales Market: downtown v. suburb 
 
  Office prices (downtown) Office prices (suburb) 
Factory prices (downtown)  -0.12 0.28
Factory prices (suburb)  -0.14 0.44*
 
Note: * denotes that it is significant at the 95% confidence level. 
 
 
Table 4b Significant Test of the Correlation of Prices in the Sales Market 
 
Sample Positive*  Negative*  Insignificant  Total 






































Notes: 1. * denotes that it is significant at the 95% confidence level. 
            2. Figure in parentheses is the corresponding percentage of the total number.   21
Table 4c Test Granger Causality of Prices in the Sales Market 
 
 COMÆIND INDÆCOM Two-way 
Causality 
Neither Total 

















































(+)     (-) 
INDÆ COM   
























































Notes: 1. Æ denotes the former granger causes the latter only. 
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Table 5 Significant Test of the Correlation of Volumes in the Sales Market 
 
Sample Positive*  Negative*  Insignificant  Total 






































Notes: 1. * denotes that it is significant at the 95% confidence level. 
            2. Figure in parentheses is the corresponding percentage of the total number. 
   23
Table 6 Test Granger Causality of Volumes in the Sales Market 
 
 COMÆIND INDÆCOM Two-way 
Causality 
Neither Total 

















































(+)     (-) 
INDÆ COM   
(+)      (-) 
Two-way  
Causality 
Total    




















































Notes: 1. Æ denotes the former granger causes the latter only. 
            2. (+), (-) denotes the positive and negative causality.   24
Figure 1 Value-added GDP of Manufacturing and Finance, insurance, 

































































Manufacturing Financing, insurance, real estate and business services
 
Source: 2002 Gross Domestic Product, Hong Kong Census and Statistics Dept. 
Note: Value-added GDP deflated by the CPIA (1979=1). 
 
















































Source: Hong Kong Monthly Digest of Statistics, Hong Kong Census and Statistics Dept. Various 
Issues. 
   25










































Source: Hong Kong Property Review, Rating and Valuation Department (Various Issues).   26
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Figure 3b Distribution of the Quarterly Average Return   
































































































Same Districts Different Districts
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Figure 4b Distribution of Correlation between Prices among Different 


















































Neighboring Districts Non-neighboring Districts
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Figure 4c Relationship between Correlations of Prices among Different 
























































































 Same Districts Different Districts
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Figure 5b Distribution of Correlation between Volumes among Different 























































Neighboring Districts Non-neighboring Districts
   31
Figure 5c Relationship between Correlations of Volumes among 
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Black  and. 







      L i t e r a t u r e  
     (year) 
Variable 
1990 1991 1995 1997 1999 2000 2002 
DATA 
       
Time period  1972-1989  1980  1990  1987-1995  1978:1-1997:4 1990-1996  1995-1999 
Location  US US US US UK US US 
Frequency Annual  Monthly    Annual  Quarterly  Annual  Annual 




Log of sale prices 
of vacant lot 
Log of industrial 
property rents 
Log of industrial 
property prices 







Log of industrial 
property prices 
Independent Variables          
PHYSICAL         
Building size      (-7.37)***  (3.94)***      (5.09)** 
Office  Area      (3.45)***     
  Site  Area    (6.148)**    (2.02)*     (3.69)** 







Black  and. 







      L i t e r a t u r e  
     (year) 
Variable 
1990 1991 1995 1997 1999 2000 2002 
Crane      (3.96)***     
Air-conditioning      (1.92)*     
Age     (-6.30)***  (-3.60)***     (-1.44) 
Absorption  rate      (2.3)**    
LOCATIONAL         
Distance to the CBD    (-4.686)**    (-2.58)***    (3.53)***   
Intersection         
Distance to the Airport      (-6.33)***      (3.32)***   
Distance to the 
Freeway interchange 
   (3.58)***     (2.43)*   
Rail       (0.79)  (1.16)  
C o u n t r y          
Distance to the 
shopping mall 
   (2.39)*        
Distance to the nearest 
employment sub center 
      ( 2 . 1 9 4 ) *    
Percent of housing 
abandoned in the 
neighborhood 







Black  and. 







      L i t e r a t u r e  
     (year) 
Variable 
1990 1991 1995 1997 1999 2000 2002 
REGIONAL         
Education     (5.42)***      
Crime     (-1.96)*        
Agriculture        (6.342)***   
Business  Services     (3.75)***      
water        (2.119)*   
Parks and Open space            (1.474)   
Total zoned land for 
Ind. use 
   (-3.15)***      
Percentage of total 
zoned land for Ind. use 
  (-2.129)*  (-4.55)***      




  (6.48)***      
TENANT  TYPE         
Multi-tenancy     (2.71)***      
Single  tenancy         







Black  and. 







      L i t e r a t u r e  
     (year) 
Variable 
1990 1991 1995 1997 1999 2000 2002 
ECONOMIC 
VARIABLE 
       
Manufacturing  Wage      (2.96)***     
Manufacturing 
employment 
(3.12)*        
Wholesale  employment  (4.66)*        
Capital  cost (-2.65)*        
Union  Win  ratio      (-1.54)     
Time of sale    (1.833)*    (-2.60)***       
Net  Rents     (-1.98)*        
Income    (2.873)*       
GDP       (2.7)**    
Adjusted R
2  0.83  0.403   0.55  0.47   0.886 
 
* Significant at the 0.01 level 
** Significant at the 0.05 level 
*** Significant at the 0.10 level   41
Appendix II: Measurement of prices and volume 
 
In terms of measurement, this paper follows the works of Leung, Lau, and Leong (2002) and Leung and 
Feng (2005).  This study employed the realized rate of return as the detrended property price, and the 
number of transactions per quarter as trading volume. 
The realized rate of return is a weighted average value in quarterly frequency using transaction value as 
the weight.  The transaction value was calculated as the product of unit price and construction area.  
Intuitively, the larger the value successfully transacted, the more representative the trading would be.    First, 
the weighted average price per quarter is obtained in order to calculate the realized rate of return.  The 



















Where i is the index of district, j is the number of transactions of the 
th i district per quarter, P is the price per 
square foot, Q is the construction area, W is the ratio of the dollar value on the transaction date to the total 
dollar value transacted within a quarter, and  P   is the weighted average price per quarter. 
Deflated by the quarterly composite consumer price index (1990=1), the realized rate of return, or the 






















      
1 + = n D     if zero-transaction period = n      ( 0 ≥ n ) 
Where P* is the real price per quarter of a certain district,  t ROR
  is the realized rate of return per quarter of 
that district, adjusting for zero-transaction duration D.  This study will focus on the effective sampling 
period,
22  which begins with the first period with non-zero ROR and ends with the last non-zero ROR period.   
The effective sampling period is a convenient tool not only because it precludes uninformative zero-ROR or 
zero transactions in the time series, but also because it can be utilized to compare the industrial and 
commercial property time series for more reliable correlation analysis.  If both time-series have different 
effective sampling periods, we select the shorter effective sampling period for the calculation of correlation.  
In the following tables, the dramatic variations of the effective sampling period for each district between the 
industrial and commercial property markets are depicted.   
                                                        
22  For more discussion of the effective sampling period, see Leung and Feng (2005).   42
Table II-a Summary of Statistics at the District Level in the Sales Market 
 
Industrial Real Estate Sales 
Market 
Commercial Real Estate 
Sales Market 
Variable List 
max min* mean max min* mean 
Trading Volume of 
Each District  8812 98 2784  8359  2  1334 
Efficient Sampling 
Period  44 43 43 44  9  41 
Zero Transaction 
Period  4 0 1 35 0  9 
 
*Note: Calculation of the minimum excludes the district with no transaction record; 
 
Table II-b Summary of Statistics at the District Level in the Rental Market 
 
Industrial Real Estate Rental 
Market 
Commercial Real Estate Rental 
Market 
Variable List 
max min*  mean max min* mean 
Trading Volume of Each 
District  1159 20  332 2620  12  502 
Efficient Sampling 
Period  44 31 42  44  25  39 
Zero Transaction Period  27  0  10  30  0  10 
 
*Note: Calculation of the minimum excludes the district with no transaction record; 
 
In this study, the number of transactions per quarter was used as a measurement of trading volume.    This 
proxy is widely employed in the real estate literature because it avoids the possible disturbing effect of the 
heterogeneous features of properties and idiosyncratic tastes of traders.
23 
                                                        
23  For a detailed discussion of the trading volume, please see Leung, Lau, and Leong (2002).   43
Appendix III: A review of the econometric tools 
ADF Test 
 
Before calculating correlation coefficients, a test for series stationary is needed to avoid spurious results.  
The Dickey-Fuller (DF) and Augmented Dickey-Fuller (ADF) tests for the presence of a unit root are used 
as a formal test for stationary.    Specifically, consider a first-order autoregressive process: 
 
       t t t y y ε α + = −1 1       ) , 0 ( ~
2 σ ε idd t       ( I I I . 1 )  
 
Subtracting  1 − t y   from each side of equation (1) we obtain: 
 




       t t t y y ε γ + = Δ −1            ( I I I . 3 )  
 
To find out if series { t y } has a unit root, a t-test can be constructed with the null hypothesis 
0 = γ (which is the same as 1 1 = α ).    The usual t distribution is inapplicable under this null hypothesis, 
but Dickey and Fuller (1979) tabulated the appropriate τ (“tau”) statistics.    Because under non-stationary, 
the statistics computed are not asymptotically or normally distributed, but distributed according to the 
Dickey-Fuller distribution, which is skewed to the left.   
 
A more general specification of (3) which is often used in practice is: 
 
       t t t t y y ε α γ α + + + = Δ − 2 1 0         ( I I I . 4 )  
 
That is, constant and time trend terms are included.    Again, the null hypothesis is that 0 = γ  (i.e.,  { t y } 
contains a unit root, so it is non stationary).  However, if the error term  t ε  is autocorrelated, then (4) is 
modified by adding lagged difference terms, and the test is known as the Augmented Dickey-Fuller (ADF) 
test: 
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i t i y
2
1 β
 are added to capture the autocorrelated omitted variables that 
would enter the error term.    However, the true order of the autoregressive process is usually unknown, so 
that it is important to select the appropriate lag length.    Including too many lags will reduce the power of   44
the test to reject the null hypothesis.  On the other hand, too few lags will not appropriately capture the 
actual error process and result in an over-rejection of the null when it is true.  There are several ways to 
determine the proper number of lagged differences; and we will employ the most commonly used ones – 
the Akaike information criterion (AIC) and Schwartz Bayesian criterion (SBC) – in our study. 
 
The Partial Autocorrelation Function 
 
Stationary time series may be autocorrelated.    To prevent spurious results, it is necessary to pre-whiten the 
series by removing the autocorrelation of the series.  The partial autocorrelation function (PACF) is used 
to detect the autocorrelation of the series.   
The partial autocorrelation function measures the correlation between two observations,  t y  and  s t y − , 
once the effect of the intervening values 1 − t y  has been removed.  To get the partial autocorrelation 
function, first consider an AR (1) process t t t y y ε α + = −1 1 , subtracting the mean of  ) (μ y for each 
observation from both sides, we have a new AR (1) equation: 
 
         t t t e y y + = − * * 1 11 φ        ( I I I . 6 )  
 
Where:  t e = an error term, 
        μ − = t t y y *  
 
Because the error process of (4.6) may not be white noise, the symbol { t e } is used for clarity.  Since 
there is no intervening value, the first order autocorrelation coincides with the autoregressive parameter 11 φ .  
Now consider the AR (2) process: 
 
        t t t t e y y y * * * 2 22 1 11 − − + = φ φ       ( I I I . 7 )  
 
Here the  22 φ  coefficient measures the correlation between  t y  and  2 − t y once the effect of  1 − t y  has 
been removed.  Repeating this process for all additional lags yields the partial autocorrelation function.  
Usually, with sample size n, n/4 lags are used to obtain the sample PACF. 
 
PACF can aid in identification of an AR (p) process.    In the AR (p) process, there is no direct correlation 
between  t y  and  s t y −   for s>p.    In other words, all values of  ss φ   will be zero for s>p.    Therefore, the 
PACF for an AR (p) process should cut to zero for all lags greater than p.    The PACF coefficients can be 
test under the null hypothesis of AR (p) model (i.e., all  i p i p + + , φ  are zero), the variance of  i p i p + + , φ  is 
approximately




In the traditional analysis, the statistically significant tests of the time series are conducted under the 
normality assumption.    However, for the small samples, this assumption may not hold.    In our study, the 
bootstrap method (Efron, 1979) is used. 
 
The bootstrap technique estimates statistics from a small limited data sample by repetitively random 
re-sampling of the small data.  Then the parameter of interest for the population can be approximated 
from the bootstrapped sample data.  In addition, confidence intervals and the sampling error can be 
calculated.  These estimates completely summarize the information about the parameters, and do not 
require unwarranted assumptions about the data.    Therefore, the bootstrap technique is a powerful tool to 
estimate population statistics and confidence intervals from small samples without assuming anything   45
about the underlying distribution of the data. 
 
The Granger Causality Test 
 
The correlation coefficient in our study is a conventional tool for summarizing the contemporaneous 
relationship.  The relationship between two time series, however, is not necessarily contemporaneous.  
Thus, the Granger causality test is used as a formal tool to assess the lead-lag relationship between two 
time series. 
 
Defined by Granger (1969) and Sim (1980), causality is supposed when the lagged values of a variable, 
t x , have explanatory power in the regression of a variable,  t y , on lagged values of  t y  and t x .  The 
procedure to test whether  t x  causes  t y   is as follows: 
 
First, running two regressions for null hypothesis “ t x   does not cause t y ”: 
 
Unrestricted regression:  ∑∑
==





i i t i i t i t X Y Y
11
ε β α      (III.8) 





i i t i t Y Y
1
μ α                 (III.9) 
 
Last, use the sum of squared residuals from (4.8) and (4.9) to calculate an F statistic and test whether the 
group of coefficients  n β β β β ,..., , , 3 2 1   are significantly different from zero.    If they are, we can reject 
the null hypothesis that “ t x   does not cause t y ”. 
 







ESS ESS k N
F
− −
=        (III.10) 
 
Where  R ESS  and  UR ESS  are the sums of squared residuals in the restricted and unrestricted 
regression, respectively; N is the number of observations; k is the number of estimated parameters in the 
unrestricted regression; and q is the number of parameter restrictions.    The statistic is distributed as F (q, 
N-k).  Because the Granger causality tests are very sensitive to the choice of lag length, the Akaike 
information criterion (AIC) will be used to choose the proper periods of lag. 