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Abst rac t - -Based  on the concept of w-equivalent solutions (not to be confused with approximations 
to the exact solution), anew consideration is given to ill-posed [1,2] and overdetermined PDE problems 
and to problems with nonexistent solutions [3]. Then a new method based on full global optimization 
techniques i developed for solution and control of processes described by partial differential equations. 
The ideas axe illustrated by examples, and a case study is presented in comparison with the quasi- 
reversibility method [4]. 
1. INTRODUCTION 
For solution of ordinary differential equations, effective numerical methods (e.g., the Runge-Kutta 
schemes, etc.) are available, so that system of ODEs, for which a control problem is formulated, 
is integrated independently and without the use of a global optimization method. Unfortunately, 
this is not the case for PDEs where the solution, even its existence is a problem in itself. That 
is why, in nontrivial cases, the problems of solving and control of PDE should be approached 
together in one synthetic algorithm. 
The very popular method of finite differences delivers an r/-equivalent (see below) direct so- 
lution presented as a set of points on a finite grid. I To determine an intermediate point on 
such discrete representation of a surface, one has to interpolate or to refine the grid and make 
another iteration. Due to the fixed structure of finite difference schemes, they are generally not 
appropriate for solution of optimal control problems for distributed parameter systems (PDE), 
except for problems that admit (or can be perturbed to admit) reverse-time integration; see [4] 
for details. 
The finite element methods, see, e.g., [7,8] and some recent results in [9,10], are applied usually 
under the assumption of global Lipschitz condition [8-10]. The basis functions ¢~n)(z) are fixed 
and the solution is represented in the form: w = ~=I  q~n) ¢~n)(z); the time coordinate is usually 
singled out, and simply q}~) = q}n)(t), cf. [9, p. 60, Formula (2.13)]. This usually leads to more 
iterations in comparison with a scheme where basis functions are not fixed. Of course, this 
method also finds an r/-solution (as probably any iterative method, excepting special cases where 
an exact solution might be found in a finite number of iterations). 
In the framework of global optimization, any method involving undetermined parameters can 
be used for solution and control of PDE systems. Here we outline a possible procedure for a 
recent very promising rid free scheme, with floating hyperbolic interpolants as basis functions. 
The method, initially developed to represent topographic profiles [11], has been tested and proved 
*Research of this author was supported by a grant of the Universit~ du Quebec b Montreal. 
1There is extensive literature on the subject; the framework and fundamental results on convergence and stability 
of fufite difference schemes are presented in [5], an excellent account of which can be found in [6, pp. 199-211]; 
also see [3, Chapter 13]. 
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to be an efficient tool for accurate spatial approximations and partial derivative estimates in Rn; 
see [11,12] and bibliography therein. 
Consider an r th order system of m partial differential equations in q unknown real-valued 
Cf-functions wl, .... t%, defined on an open set X C Rn,n >_ 1: 
F~(x, Lfwj(x))=0, i-l,...,m; l<_j<_q; xEXCR n. (1.1) 
Here, D # runs over all local differential operators on Cr-functions and has the form: 
/T s = O# 
0Z~'  . . .  0Za" :  'n_ ,  ~ta"  ; ~ = Oil "~" """ + an  <: r, (1.2) 
where we set zn - t, the time variable. The numbers m, q, r are unrelated, and we use zn instead 
of t for symmetry where appropriate, so that x = (zl, . . .  , zn - l , t )  = (z l , . . .  ,Zn) E X C R n. 
We assume that Fi, i = 1, . . . ,  m, are continuous functions of their arguments and we use vector 
notations F = (F1, . . . ,  Fm),w = (Wl, . . . ,  wq), to write (1.1) in a shorter form: 
F (x ,D~w(x) )=0,  xEXCR" ,  FER m, wERe • (1.3) 
2. EXACT AND r} -EQUIVALENT SOLUTIONS OF  PDE 
Let w(x) E C r, then we have from (1.1), (1.3): 
F, Cx, Zf wi(x)) -- It(x), 
F(x , /~  wCx)) -- f(x),  
i = 1, . . . ,m or (2.1) 
x e x ¢ R" (2.2) 
where f(x) = Tf l (x ) , . . . ,  fro(x)} is a continuous vector-function corresponding to F and w. If 
w(x) is a solution of (1.3), then f(x) -- 0, otherwise f(x) ~ 0 in (2.2). 
Assume that X is bounded, then the closure X = clX C R n is compact, thus, from may 
cover of X by open sets f/m one can extract a finite cover (f/j}, X C Of/,.  Consider all possible 
finite covers {f/,} and assume that the equations (1.1), (1.3) and w E C r are defined over the 
union U f/,. 
LEMMA 2.1. A cr-function w(x) is a solution of (1.1) if and only if for any [inite cover {t~o }, 
we have 
f Fi(x, /~w(x)) dx = f f i(x) dx = 0 
N. N, 
i = 1 . . . ,m;  vf/, v{f/ ,},  u f / ,  _~ x .  (2.3) 
PROOF. Necessity is obvious since if w(x) is a solution of (1,1), then fi(x) - 0,i = 1,. . .  ,m. 
Su~iciency. Suppose, on the contrary, that (2.3) holds but w(x) is not a solution of (1.1). Then 
there is an index i0, 1 _< i0 _< m, and a point x0 E X such that rio(x0) ~ 0, say, rio(x0) < 0. By 
continuity of rio, there is a neighborhood N6(x0) C X such that f~o(x0) < 0 for all x E N6(x0). 
Since the measure p(N6(x0)) > 0, so we get 
f f,o(X)< dx O, 
N6(xo) 
contradicting (2.3) if we take N6(x0) as one of f/, in a finite (f/,}. 
L~.MMA 2.2. A Cr-function w(x) /s  a solution of (l.3) If and only i£ 
f lit(x, ~ w(x))ll dx ~ f IIfCx)ll ax = O. 
X X 
(2.4) 
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Here II" II is a norm in Rm. 
PROOF. Necessity. If w(x)  is a solution of (1.3), then f(x) -- 0 and (2.4) follows. 
Su~iciency. Suppose, on the contrary, that (2.4) holds but w(x)  is not s solution of (1.3). 
Then there is an index i0, 1 _< io _< m, and a point x0 E X such that rio(X0) ~ 0, hence, 
IIf(x0)ll > 0. By continuity of IIf(x)ll, there is a neighborhood N6(x0) C X such that IIf(x)ll > 0 
for all x E N6(x0), contradicting (2.4) since p(N6(x0)) > 0. 1 
DEFINITION 2.1. For a function w E C r and an equation Fi = O, 1 < i < m, of (1.1) we define 
the divergence Ai as follows: 
A, = A(F/, w(.)) = max[sup fi(x), l i f t  f,(x)l] > 0. 
xEx 
(2.5) 
/ fF i ,  w(x)  are defined over the union Uf~, D 9(, then in the bracket one can replace X by the 
closure X and sup, inf by max, min, which do exist since f i(x) is continuous over a compact f(. 
Definition of a divergence for the whole system (1.1), cf. (1.3) with a vector-function F (obvious 
possibilities: A = maxAi  or A = ~ Ai), depends on a physical sense of the problem and may 
involve multi-objective global optimization, see [13, Chapter 8]. We do not consider this question 
here. 
Clearly, w(x)  is a solution of (1.1), (1.3) if and only if all Ai = 0, i = 1,. . .  ,m. Otherwise, a 
Ai o > 0 signals either a large discrepancy of a candidate w(x) (which, thus, has to be discarded) 
or an imprecision that could be attributed to inaccuracy of the model (1.1). In the latter case, 
w(x)  is acceptable as a description of the process (not as an exact mathematical solution of the 
system (1.1), (1.3)). This justifies the following definition. 
DEFINITION 2.2. Given 7/ > 0, a function w~(x) E C r is called an 17-equivaient solution 
(,1- olution) of ( L1) 
Ai = a(F i ,  w,(.))  < ~7, i = 1, . . . ,  m. (2.6) 
The ~-equivalent solutions form a class 3"n C C r of functions that are "equally good" (i.e., 
present he same goodness of fit quality) with respect o equations (1.1), (1.3). This concept can 
be naturally extended onto problems with initial and boundary conditions, i.e., requirement (2.6) 
can be extended to include boundary, initial, intermediate and other conditions, see Section 3 
below. Obviously, two rt-solutions do not have to be close themselves (in any sense, see Exam- 
ples 3.1, 3.2 in Section 3). They are "close" with respect o the conditions that are included in 
a particular concept of rt-equivedence similar to Definition 2.2. 
The class 3", C C r of if-equivalent solutions contains all exact solutions; a particular ~solution 
may approximate one, several or none of exact solutions. Moreover, r/-equivaient solutions may 
exist when no exact solution exists, see Section 4 below. To emphasize the difference between 
an r/-solution (i.e., rt-equivaient solution) and an approximation of a solution (i.e., "approximate" 
solution, an ambiguous term we try to avoid), the following definition is introduced. 
DEFINITION 2.3. Given ? > 0 and a solution w(x) E C r (no matter, exact or vl-equivaient), a 
function @(x) defined on X is said to be a ?-approximation to w(x)/fir 
IIwCx) - , (x)ll _< ? for ain x x .  (2.7) 
Here [[. [[ is a norm in ]~'. 
It is clear, that @(x) may not satisfy any of the equations in a PDE problem; @(x) may be non- 
differentiable and even discontinuous. At first glance, the consideration of such @(x) may seem 
irrelevant o PDE problems; however, pointwise surfaces delivered by the finite difference method, 
see, e.g., [5,6], represent a discrete ~,-approximation @(x) to an exact w(x) or 1/-equivalent wn(x) 
solutions, which approximation tends to w(x) or wn(x) with infinite refinement of the grid. This 
convergence follows from (2.7) as ? ---, 0, and it will be convergent to the exact solution, if s finite 
difference scheme starts from an exact initial or boundary condition. 
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3. I LL -POSED PROBLEMS REVIS ITED 
To provide further motivation for the consideration of ~equivalent solutions and to extend this 
consideration onto boundary and initial conditions, let us examine two examples. 
EXAMPLE 3.1. (J. Hadamard, [1]). Consider the initial value problem 
02to 09w 
0z---~ + ~ = 0 (3.1) 
1 
to(z,0) = 0, wy(z,0) = -s innz .  (3.2) 
11 
~w Here tou = "~'. The exact solution is 
1 
to(z, y) -- ~-  sin n z sinh n y. (3.3) 
The Canchy data (3.2) tend to zero uniformly as n --* o¢ whereas the solution (3.3), if y ~ 0, 
oscillates between increasing limits and is unbounded as n ~ vo. Since to(z, y) - 0 is the solution 
of (3.1) with zero data to(z,0) -- w~(z,0) -- 0, we see that for large n in (3.2) a small change in 
the data, cf. (3.2), produces a large change in the solution, cf. (3.3), for y ~ 0 and large n. Thus, 
the dependence of the solution on the data is not continuous. Such problems are called ill-posed. 
In contrast, problems for which small perturbations in the data result in correspondingly small 
perturbations in the solution are called well-posed. 
Now, consider the family of rt-equivalent solutions 
{ ~--~-sin n zsinh n y, n _< 1, (3.4) 
i .  
to~(z ,y )= O, n> n 
Here, we see that (3.4) satisfies (3.1), the condition to~(z,0) = 0 holds, and 
a_.w_w~ 0to] 1 
Oy "~y - < -n sin n z < 7, at the point (z, 0), Vn (3.5) 
so that (3.4) is ~-equivalent to (3.3) and to the solution to(z, y) _-- 0 in the sense of Definition 2.2, 
with possible non zero divergence only in the condition on t0y(z, 0). We see also that with a small 
change in data (3.2), as n > 1/7, one can simply take w n - 0 as universal ~equivalent solution 
which remains the same for any such small changes in (3.2). Hence, the problem is not ill-posed 
if we agree to accept to n - 0 as ~-equivalent solution. 
EXAMPLE 3.2. (E. T. Copson, [2, p. 53]). Consider the same equation (3.1) and two Cauchy 
initial value problems: 
Owl(z ,  0) = 0, (3.6) 
(a) to l ( z ,0 )  = z 2, Oy 
(b) to2(z,O) = ~2 0w2(z ,0 )  1 = - sin nz. (3.7) 
Oy n 
The solutions are 
, (a) w l  = z ~ - y2, 
1 
(b )  w2 - z 2 - y2 + ~"  s in  n z s inh  n y .  
(3 .8 )  
(3.9) 
Although the data for w2 tend to the data for wl as n ---* vo, the solution w2 does dot tend to wl. 
Thus, there is no continuity with respect o initial data and the problems are ill-posed. 
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However, if we consider /equivalent solutions and take 
{ w2, "<I ,  w.  - - (3.10) 
tO1, . ~> 1, 
then we see that it solves both problems (a) and (b) in the sense of Definition 2.2, since 
< _ s in .  x < ,1, at the point 0), V., (i = 1, 2). 
Oy Oy - n 
Moreover, if n ---, co, then (3.7) tend to (3.6) and w~ ---, wl, which means continuity with respect 
to initial data. 
REMARK. It should be noted that the term confinnfly is improper with respect o r/solutions 
meant as a class of r/equivalent solutions; however, a particular /solution may include exact 
solutions like (3.4), (3.10) with respect o which the limit operation and the term continuity can 
be applied. 
We see that the notion of well-posedness [2,pp. 51-53; 3, pp. 108, 109, 450-455] concerns only 
exact solutions. It is dissolved when applied to r/equivalent solutions. However, r/equivalent 
solutions are natural due to the imprecision of model equations and to impurity of environ- 
ment in which physical problems are considered. Moreover, it is reequivalent solutions (or their 
7-approximation ~(x), see Definition 2.3) that are obtained in computations. We have, therefore, 
to consider sets (classes) of r/equivalent solutions pertaining to particular problems. Here, the 
notion of well-posedness reappears again in the global structure of the set of r/equivaient solutions 
and not in the behavior of r/equivalent solutions in the neighborhood of the initial data. 
4. OVERDETERMINED PDE AND PROBLEMS 
WITH NONEXISTENT EXACT SOLUTION 
If m < q in (1.1), then system (1.1) is said to be under-determined; such systems are studied, 
e.g., in [14] via the convex integration method introduced in [15]. If m > q, then system (1.1) 
is overdetermined and, in general, does not have a solution (exact) especially with initial and/or 
boundary conditions added. If m = q, then such a system normally has a solution which is unique 
under certain initial and/or boundary conditions; though, even in this case, there are examples 
to the contrary. 
Systems or equations with nonexistent solutions are usually discarded as badly formulated. 
However, such systems can be viewed as approximate physical models with appended supplemen- 
tary conditions intended to provide certain desirable features to the process. In this respect, one 
could mention overdetermined or degenerate linear algebraic systems A x = b with rank (A, b) > 
rank A which do not have a solution in the usual sense but do have many least-squares solutions 
that deliver min I[A x - b u and represent, in fact, r/equivalent solutions to the system. One 
of those r/solutions is the Penrose [16,17] solution which renders min Ux[[ and, thus, provides 
accommodation f conflicting requirements in A x = b with the minimum resource allocation. 
This solution is given by the so-called Moore-Penrose pseudo-inverse matrix, x = A#b, which 
in the usual case coincides with the inverse matrix, A # = A -1 if det A ~ 0; for an extensive 
account on overdetermined linear systems and corresponding generalized inverses, see [18]. 
It is clear that overdetermined PDEs and problems with nonexistent solution may have 
r/equivalent solutions, and in this case may represent a physical reality despite mathematical 
nonexistence of an exact solution. Let us see that a problem may have r/equivalent solutions for 
any ~/> 0 but not for ~ = 0. 
EXAMPLE 4.1. (P. R. Garabedian, [3, p. 451]). Consider the Cauchy initial value problem of 
determining a solution tv = w(z, V) of the Laplace equation 
w== + wuu = 0, z e (0, e), y e ( - c ,c ) ,  (4.1) 
which fulfills initial conditions of the form 
w(o,u) = o, w=(o,u) =/ (y ) ,  y e ( -e ,e ) ,  (4.2) 
~w ~2ua ~w where w, - "F~, w== - ~- ,  wu U -- -~'r. 
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It is shown [3, pp. 451-452] that, if f(y) is not analytic st y = 0, for example, if 
f(Y) = lyl, (4.3) 
then no solution of (4.1)-(4.2) can exist in the neighborhood indicated. 
However, the function (4.3) can be uniformly approximated up to any precision ¢/ > 0 by 
polynomials (which are analytic functions) and by the Canchy-Kowalewski theorem, there is a 
unique analytical solution of (4.1)-(4.2) for each of those approximations of f(y). Hence, there are 
~?-equivalent solutions of (4.1)-(4.3) for any ~/> 0, but not for 17 = 0 (the exact solution). In a 
physical reality, one cannot expect that conditions (4.1)-(4.3) can be realized exactly, thus, it is 
the q~-solutions that really count. In this sense, the problem (4.1)-(4.3) is correct and perfectly 
solvable and the series method with the Cauchy-Kowalewski theorem presents a powerful tool for 
solution of problems that admit analytic approximations. 
We see that, if one considers ¢t-equivalent solutions, the situation with ill-posed and well-posed 
problems and problems with nonexistent (exact) solutions is quite different. Here we have to 
study the set of ~equivalent solutions and the structure of this set may provide an insight into 
the question of which problem is correct and well-posed and which is not. 
We see also that with the notion of rt-equivalent solutions overdetermined PDEs  and problems 
with nonexistent exact solution can be considered and solved (in a new sense). Moreover, the 
solution of those problems can be obtained through an iterstive method in the same way as the 
solution of a "normal" problem with an existing exact well-posed solution. 
To devise such a method, we use full global optimization techniques [13,19,20] with the special 
multiquadric [11,12] representation for an ~equivalent solution. 
5. SOLUTION AND CONTROL OF  PDEs  
PREL IMINARY LEMMAS 
For most partial differential equations currently used, the functions Fi in (1.1) are Lipschitz 
continuous. If we consider Cr-functions wj (x) that have piecewise continuous (r+ 1) th derivatives 
in )C or in Uf/, D )(, then wj(x) and the functions fi(x) in (2.1) will be Lipschitzian over X, 
that is, 
Ifi(x)-fi(x')l<L~llx-x'll, i=  1,...,m; x,x' e X, (5.1) 
for some constants Li > 0 that can be calculated if Lipschitzian constants for Fi and sup [w~h)[, 
k = 1,..., r + 1, are known. We assume, henceforth, that Fi and wj are such that (5.1) holds 
and we call this case Lipschitzian PDE (Lip PDE)  problem. 
Given s > 0, there is a finite s-net x, = {xl, ...,XN(c)} E X for a compact )C C •n. Denote 
by 
I I l x -x . I I  < s, xe }, s = 1 , . . . ,N(s) ,  (5.2) 
where I[" II is the Euclidian norm in ]R '~ , the compact subsets associated with this e-net. A family 
of such subsets, obviously, represents a compact s-cover for )( and, in view of (5.2), we have 
N(c) 
= U n.. (5.3) 
m=l 
LV..MMA 5.1. 
then 
If for a Lip PDE problem w(x) is such that 
~(x ,D~w(x) ) [X fXo=f , (x , )=0,  s -1 , . . . ,N (e ) ,  i= l , . . . ,m,  (5.4) 
Ai <_ Li~, i = 1,.. .  ,m. (5.5) 
PROOF. Let x~ be the arguments (different for different i) at which the values of Ai in (2.5) 
with .~, max, min instead of X, sup, inf are achieved, i.e., ~ = Ifi(x*)l. For every fixed i, 
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there is a subset ~0, of (5.2) such that x* E ~°,, 1 < s¢ < N(~). Taking x°, E//0~, we obtain 
from (5.1), (5.2), (5.4): 
~, = If,(xT)l = If,(xT)- f,(x,,)l <_ L, IIx7 -x0,11 < Li ~. 
REMARK. It is clear that condition (5.4) in Lemma 5.1 can be relaxed. In fact, we need only 
fi(x°,) = 0 for those si that indicate ~,, to which z~ belong. This reduces the number of required 
roots in (5.4). 
LEMMA 5.2. Suppose there exist wj(x) E C ~ satisfying (5.4) and let tZ0~(x) be a collection of 
£unctions defined over ~o, s = 1, . . . ,  N(¢), and such that 
1. ~(x)  is Lipschitzian over [~,, with a constant L~; 
2. the~e are po=ts 4 ~ ~, such that ~(4)  = w~(4) ,s  = 1,.. .  ,~(~). 
Then within each ~o we have 
]w j (x ) -  tT~=(x)] < 2(Lj  ÷ L~)e. (5.6) 
PROOF. 
Iw~(x) - ~(x ) l  = Iw~(x) - w~(4)  + ~(4)  - ~(x ) l  
_< Iw~(x) - w~(4) l  ÷ 1~(4)  - ~(x ) l  _< L~ IIx - 411 + L{ l lx  - 411 
= (L~ + ~) I Ix  - x ,  + x .  - 411 _< (L~ + L{) ( l lx - x011 + IIx° - 411) 
< 2(Lj  + L~)~, 
where L L is the Lipschitzian constant for wj(x) existing since wj (x) are C r and defined over 
Ufl,  =X.  II 
This almost obvious Lemma is important since tZ~,(x) may be nondifferentiable over ~°. Of 
course, ~(x)  do not satisfy a given PDE (1.1) and do not represent an r/-equivalent solution 
for (1.1). The functions ~(x)  are 7-approximations, cf. (5.6) and (2.7), with 7 = 2em.ax(Lj ÷ 
U,), of an existing r/-equivalent solution wj(x) with r/ < ~ max L,, see Lemma 5.1; cornpttta- 
- z_<i_<m 
tionaily, t~(x)  can be used to calculate 2(Lj  + LJs)e-precise values of an unknown tot(x ). 
Of  course, it is difficult to guess a candidate w(x)  satisfying (5.4) for an e-net chosen in advance. 
However, we can always take a convenient family of cr-functions w(x, q) where q E R Jv is a vector 
of undetermined parameters, fix basic points (nodes) x, E ]~n, s = 1, . . . ,  N*, N* < N, and make 
a convenient partition (or a covering) of .Y into {~,}, .Y C_ U~°, without fizing ~ > 0 as in (5.2). 
Then, we substitute w(x, q) for w(x) in (5.4) and solve the system for q: 
f (x , ,q )  = 0, f = ( f l , . . . , f rn ) ,  s = 1 , . . . ,N* ,  (5.7) 
which can be converted to a simple global optimization problem and solved, e.g., by the cubic 
algorithm, see [13, Section 11.1]. 
Let q0 be a solution of (5.7). Then w°(x) = w(x, q0) satisfies (5.4) and we are only lacking e 
which corresponds to our partition (or covering). 
Consider the closed sets ~° of our partition in place of X in (2.5); this will define partial 
divergencies 6°i which can be readily computed by (2.5) with max, min instead of sup, inf. Now, 
we have 
Ai = max 5,1, 
l<s~N" 
which can be used as a quality test for w°(x). 
Lipschitz constants Li in (5.5). 
Vice versa, if we know all Li and can calculate 
i = 1 , . . . ,m,  (5.8) 
In this procedure we do not need ¢ nor the 
¢ = max max IIx- x, ll, (5.9) l_<s_<N, x~fl. 
which is easy for convenient coverings by cubes or spheres, then we use the estimate (5.5) and 
we need not solve optimization problems (2.5) for 6ji. 
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6. ITERATIVE METHOD BASED ON MQ-FUNCTIONS 
Following R. L. Hardy [11, pp. 164-166], consider a finite sum of straightline segments in R2: 
N 
H(x)  = ~ ~k Ix - x~ I, x E [a, b], zk E ~. (6.1) 
k=l 
A plane Lipschitzian curve w(z) of finite support (i.e., defined over a finite interval) can be 
represented by (6.1) with any desired accuracy. This means that, given 7 > 0, there are N(7), 
zk, crk (some points xk may be fixed, then N = N(7, {zk})), such that 
IH(x) - w(x)[ < % for all x E [a, b]. 
If w(z) is given by a differential equation and we want to approximate also its slopes, then we 
have to provide for the existence of derivatives of H(x). This is done by considering hyperbolas 
in (6.1) instead of straightline segments. If we want to accommodate surfaces in R s, then we 
have to convert hyperbolas to hyperboloids (circular for simplicity), this yielding the equation: 
N 
/-/(X, y)"-- E Otk [ (X - -Xk)  2 "~" (y - -yk )  2 "a¢-C]] 1/2 . (6.2) 
k=l 
Extension to $[" is straightforward. Let x E R n, x k E ~, ,  then we can write [12, p. 129]: 
H(x)  ~- '~ [llx xkll 2 "~'C2] 1/2 = - = ~, (~ - x,~) ~ + c , (6.3) 
k=l k=l 
where z/, x~ are coordinates of x ,x t E ~". Of course, the construction (6.3) can be modified 
by introducing other interpolants or by adding certain terms (e.g., see [12, pp. 130,133,148,150]) 
according to particular problems, which may improve the approximation or speed up the com- 
putations. Here we consider the original quadric surface (6.3) and describe how to use it in the 
general global optimization framework for solution and control of partial differential equations. 
Consider again equation (1.1) or (1.3) and assume for simplicity that m = q = 1. Substituting 
H(x), (6.3), for w(x) yields the relation 
F(x, D~ H(x)) = f(x, {~k}, {x~}, {ok}) = 0, Vx e X C r .  (6.4) 
Since H has the standard form (6.3) and F is given, so f(.) can be easily computed as a function 
(by a special subroutine) or as a number (for fixed x, ~k, x ~, c~). If m > 1, q > I, then 
f in (6.4) will be an m-vector f, and ~,  x k, ck will carry second index j = 1,..., q. In the sequel, 
we include this case in the general framework and introduce simplified notations as follows. All 
undetermined parameters axe considered as components of a vector q of variable dimension (not 
to be confused with q in (I.I) as a bound on index j), whereby nodes x k E R" are sometimes 
removed from q and considered separately. When convenient, certain entries may be included or 
excluded in a function notation, for example, f in (6.4) may be written as f(x,q), f(x,q, xk), 
f(.) depending on the accent on certain entries. Throughout this section, we use the Euclidian 
norm [[-[I. 
Procedure 1. 
Consider the functional / *  
J(q) = / Ill(x, q)ll dx, (6.5) 
X 
and apply a full global optimization technique [13,19,20], to find the global minimum value 
p0 = rain J(q) > 0 (6.6) qE~ -- 
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and the set of all global minimizers 
~o = {qE ~ I J(q) =p°}. (6.7) 
Here, ~ = /~ × /~ where x t E J~ C Rn (the sets X and E are unrelated) and /(  is a known 
rectangular set (box) of parameters {at j ) ,  (ctj}. 
If p0 = 0, then by virtue of Lemma 2.2, exact solutions are provided by H(x, q), (6.3), with 
q = {at,  z/t, cA} E Q0. if p0 > 0, then we can either accept an r/-equivalent solution, r /= m axAi,  
g 
(2.6), corresponding to actually employed parameters from the set ~0 of (6.7), or increase N 
in (6.3) adding a number of new parameters and continue the process. If the box/C contains 
zero, then necessarily the new global minimum value p0 _< p0 and the process will be monotonic. 
Procedure 2. Finite Cover Scheme for rl-equivalent Solutions 
For a compact X = clX C ~n, there is a finite cover (f~,}, 3~ C tJf~. . If we use ~, instead 
of X in (6.5), we obtain partial surfaces over f~,,s = 1,. . .  ,v, that represent respective xact, 
if p0 = 0, or r/-equivalent if p0 > 0, solutions. It is clear that over small sets f2, one can take 
fewer terms in (6.3) and get greater precision; rt-solutions over separate f~, are to be adjusted in 
order to represent a 7-approximation (2.7) of a physical process w(x) E C r (for computational 
purposes there is no need to stick them together). 
In both procedures points x t E /~ C S" can be fixed or free. For illustration, see Section 7 
below. 
Procedure 3. Spherical Fized Node Schemes for rl-equivalent Solutions 
Take 7 > 0 and make a 27 uniform grid within X (mesh size 27). Then spheres of radius 
7V/'~ centered at grid points (nodes) x, render a spherical finite cover {f~,). For every x, E f~, 
consider a function of q: 
F(x, L) s H(x, q)) [x fx , -  f (x, ,  q). (6.8) 
Here q stands for the parameters ak, z/t, ck in H(x) of (6.3). 
Apply a full global optimization method to find the global minimum value 
p* = min [[f(x,,q)l[ > 0 (6.9) 
qE~], 
and the set of all global minimizers 
Q* - {q E Q,l[f(x,,q)[[ = p*}. (6.10) 
If p* = 0, then by Lemma 5.1, we have A i _< LiTx/~,i = 1 , . . . ,m,  for equations of (1.1), 
meaning that H(x) in (6.8) represents a 7V~ × max L~-equivalent solution over f~,. 
i 
In another version of the procedure, we can set N = 1,x I = x, in (6.3) and find the global 
minimum value: 
~o = rain IIf(x, ax,ex)ll _> 0. (6.11) 
xEfi, 
(a l ,c t )ERx 
If/3, = 0, then by Lemma 5.1 the surface H(x) = a ° ( l lx-  x.II 2 + +c°2) x/~ represents a 27V~ × 
m.ax Li-equivalent solution over f~.. Here, the coefficient 2 appears because, in general, the point 
t 
x ° yielding f(x °, 0 0 cr:,el) = 0 is not at the center of f~,. 
If for every s = 1 , . . . ,u  in a finite cover {f~,} we have either p* = 0 or/~, = 0, then we 
have an rt-equivalent solution over the whole X C tJ f~, represented by a collection of u par- 
tied surfaces (overlapping pieces of surfaces) that are to be adjusted in order to represent a
7-approximation (2.7) of a physical process w(x) E C r (no need of joining them together). 
REMARKS.  
1. It is clear that initial and boundary conditions can be included in the above considerations. 
They can be taken into account either separately and specifically as restrictions on q, thus, 
~.5/lO-ll-I 
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on the set/~, see Case Study, Section 7, or in combination with the equations (I.I), (1.3) 
by their inclusion in the norms in (6.5), (6.9), (6.11). The latter represents a scalariza- 
tion of a multi-objective (with respect to each equation of (1.1) and each boundary and 
initial condition) global optimization problem. Another alternative is to consider initial 
and boundary conditions as successive criteria for optimization over the set {~0, (6.7), or 
those ~,*, (6.10), for which flo has a nonempty intersection with the boundary @X. If a 
PDE problem has an exact solution within the class of interpolants employed, then the 
corresponding multiCriteria problem is balanced (in the sense of [13, Chapter 8]) and the 
solution can be obtained by successive optimization or by scalarization of any kind. Oth- 
erwise, there exists a positive balance number [13, p. 139] which corresponds to a set of 
1/-equivalent solutions of the problem. 
It is also clear that optimal control problems for PDE can be considered in the same 
framework as above. This important and difficult topic needs much research. An example 
of a direct way of solving an optimal control PDE problem is presented below. 
Obviously, inclusion of the multiquadrics (MQ) into a full global optimization scheme can 
only enhance the MQ method providing it with deterministic guarantee of obtaining (in 
a monotonic global set-to-set descent process) the best (in the limit) or an acceptable (in 
a finite number of iterations) ~-equivalent solution within the class of MQ interpolants 
employed. 
7. CASE STUDY 
Consider an optimal control problem formulated for one-dimensional heat equation in [4], see 
[4, Section 7.1, equations (7.1)-(7.4), with a(z) - I, X(z) = x (I - z) as in Section 8.2]. 
8w a2w 
@z 2 =0, te(0,T), re(0,1), (7.1) 
w(O,t) = w(l,t) = 0, t e [0,T], (7.2) 
w(,, 0) = • e [0, i], (7.3) 
i~f S({) = [w(z, T) - X(z)]' dz~ < O. (7.4) 
Here, w(z,t) is the temperature in a unit rod at position z at time t. The ends of the rod are kept 
at zero temperature, see (7.2). For a given 0 > 0 and a function X(z), it is required to find the 
initial temperature in the rod w(z, 0) = {(z), (7.3), such that the final temperature distribution 
w(x,T)  be as close as possible (in the L2-metric (7.4)) to the function X(z), and at least 0-close, 
see (7.4). By (7.2) and by continuity of w(z,t), we should have {(0) = {(1) = 0; in contrast, 
X(0) = X(1) = 0 are not necessary in the L2-metric (7.4). This problem has been numeri- 
cally solved in [4] by the quasi-reversibility method for T = 0.1. We present here a solution 
by the global optimization method with multiquadrics for the same X(z) = z(1 - z) as in 
[4, Section 8.2.2]. 
1. Let us evaluate the magnitude of 0 in (7.4) for which a nontrivial solution would arise. The 
function w(z,t)  - 0 is the solution of (7.1)-(7.3) for {(z) = 0, and for this solution we have 
[I ]*" d,] I/~ 1 1 J(0) = = z 2 (1 - z)2dz = ~ = 0.1826. (7.5) 
If we take another norm, sometimes simpler in computations, then we have 
/0' /0' /0' * J*(0) = Ix(,)ld, = Iz(1 - z) [dz = z(1 - z )d ,  = $ = 0.17. (7.6) 
I t  means that for 0 _> 0.1826 in L2-metric and for 0 _> 0.17 in the metric (7.6), the trivial solution 
~(z)  - -  0 and  to (z , t )  - 0 is the solution of the problem. Hence, a case of interest is when 0 < 0.17 
in (7.5) or (7.6), for x(z) = z (I - z). 
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2. Given 0 > 0 in (7.4), let X(x) = Ov~ for z • [0, 5] and X(z) = 0 for x • (5, 1]. Then in the 
metric (7.4) we have 
J(0) = T dx = 0 
for any 5 • (0, 1] including 5 --* 0 for which X(x) --~ ov as z • [0, 5]. 
Similarly, for X(z) = 0/5, z E [0, 5] and X(z) - 0, z E (5, 1], we have in the metric (7.6): 
fo 6 0 J*(0) - ~dz - O, for any 5 • (0, 1]. 
Of course, one can change the function X(z) on [0, 6] keeping the same value of the integrals. 
It means that metrics (7.4), (7.6) are good only for 0 - 0 (exact coincidence solution, cf. [4, 
Section 1.2, Formula (1.5)]), otherwise the metrics (7.4), (7.6) are inadequate providing same 
optimal solutions for a bunch of different functions, whatever small 0 > 0 may be. Vice versa, 
for a fixed X(Z) the metrics in (7.4), (7.6) allow quite different initial functions ~(z) to produce 
different exact solutions w(z,t)  that render the same "proximity" to X(Z), causing rampant 
instability in the solution of the problem; this instability can be seen in many graphs in [4]. 
The question of an adequate metric in (7.4) or other devices which may be required to stabilize 
the problem by exclusion of physically unreasonable X(x) (or, vice versa, wildly oscillating ~(z) 
and w(z, t) for a fixed X(z)) in the case when 
0 < inf J(~) < 8, V0 > 0 (7.7) 
is beyond the scope of this research. 
Pt~MARK 4. We note that deficiency of the metrics (7.4), (7.6) is most visible when a solution for 
~(x) is sought within the entire functional space. If a direct method on a class of functious is used, 
then the instability caused by the metrics (7.4), (7.6) is tempered; for example, a direct method 
with the use of multiquadrics excludes automatically delta-functions and functions with too steep 
slopes and high peaks. That is why we can use the integral (6.5) in Procedures 1, 2 to obtain 
tempered solutions i fp  ° > 0,p ° > 0. In contrast, Procedure 3 does not use integrals and is free 
of that flaw. In the case of positive global minimum values, all three procedures deliver multiple 
solutions if ~0, Q. are not singletons. This is natural for the problem and presents an advantage 
allowing us to select a convenient solution among the available r/-solutions (equi-optimal for an 
optimal control PDE problem). 
With the intention of illustrating the application of global optimization methods and multi- 
quadrics for direct control and solution of PDEs, we accept here the metrics (7.4) and (7.6) for 
numerical solution of the problem (7.1)-(7.4) as a tutorial example. 
3. In accordance with (6.2), (6.3) and considering t as a special variable, we set 
N 
w(z, t) = ~ ak(t)[(z - zh) 2 -I- c~] I/2, z • [0, 1], t • [0, 0.1], (7.8) 
k--1 
where at(t) ,  xk, ck are to be determined to yield an ~equivalent solution to the problem (7.1)- 
(7.4) in the sense of Definition 2.2. With w(z,t) of (7.8), we have, for the derivatives in (7.1), 
the following expressions: 
0w N d~k(t) 
" '  = ~ = ~ ~t [ (x -  x~) ~ + ~111/~, 
k-1  
02 w N 
w. .  = ~ = ~-~ ~k(t) el[(x - x~) ~ + cl] -3 / '  
k---1 
(7.9) 
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For the general term in (7.9), we should have, due to (7.1): 
da/:(t) 
~'  - ~"  = dt [(~ - ~/:)2 + c ] ] , /~  - ~/ : ( t )  c ]  [(~ - x/:)~ + d]  -~/~ = 0, (7.10) 
whence, fixing z = i E [0, I], we get 
do~/:(t) _ c] dt 
~/:(t---y - [(~ - ~/:)2 + d] ~' 
c]t 
~/:(t) = ~/: exp [(~ _ x/:)2 + d]~, r/::~O, (7.11) 
yielding one parameter family of MQ-functions (7.8) with a/:(t) of (7.11) that satisfy the heat 
equation (7.1) exactly at z = ~. By varying ~, one can choose a surface with arbitrm-ily precise 
fit to (7.1) in a particular neighborhood N6(~), uniformly with respect to rt, z/:, c/:. This opens 
the way of constructing a cover based on a choice of {is} with automatic precise fit to (7.1), 
(7.2). This approach needs further research. Here, we construct an ~equivalent solution in the 
form of a one piece surface for the entire region X × [0,T]. To satisfy (7.2), it is required that 
N dt  
t0(0, t) -~ E r/: (z 2 -I" C2) 1/2 exp ~ 0, (7.12) 
/:--1 [(x - x/:)2 + c212 
N c~ t 
w(1,t) - E r~ [(1 - z•) 2 + c]]112 exp [(~ _ zt)2 -I- d] 2 ---- 0. (7.13) 
/:----1 
Due to (7.3), the function ~(z) is given by the relation: 
N 
iv(z,0) - E r t  [(z - z/:) 2 + c]] I/2 - ~(z), (7.14) 
/:----1 
which is independent of the choice of ~ E [0, 1]. 
Now, to solve the problem (7.1)-(7.4), we have to determine r/:, ~, z/:, ch yielding the best fit 
to (7.1), (7.12) and (7.13) and such that the integral (7.4) be less than a given 0 > 0 for X(z) -- 
z (1 - z), some ~ E [0, 1] and 
N 0.1 c~ 
w(z,T) = w(z,O.l) = Er / :  [(z - z/:) 2 + cl]X/2 exp [(~ _ z/:) 2 + 4] 2 • 
/:=1 
(7.15) 
Once J(~) _< 0, the initial temperature distribution ~(z) is given by (7.14) with known rk, zk, c/:. 
For 3N parameters, we have two identities (7.12), (7.13) and one minimization (7.4). Since 
exponents e c~t, i = 1,2, . . . ,  are linearly independent ifei ~ cj for / ~ j, we see that (7.12), (7.13) 
cannot be satisfied exactly unless we have psirwise equal exponents in (7.12), (7.13) that cancel 
out if 
z~ = z/:+1, c/: = ck+1, rk =-r / :+1,  k = 1,3,5, . . . .  (7.16) 
However, in this case we return to the trivial solution w(z,t) _ 0 by virtue of (7.8), (7.11), 
(7.16). This means that the bound~y conditions (7.2) cannot he fulfilled exactly within the clam 
of functions (7.8), (7.11). Thus, if we are going to use multiquadrics (7.8), we have to accept 
~equivalent solutions ris-a-ris (7.1), (7.2). 
REMARK 5. Equations (7.1), (7.2) can be satisfied exactly by some other functions. For example, 
we can take 
N 
w(z , t )  = E r/: e_f2k2t sin~'kz, (7.17) 
/:=I 
Solution and control of PDE 115 
and try to meet (7.4) by an appropriate choice of rk. The possibility of using a Fourier series is 
mentioned in [4, Section 8.2.1] for the case when X(z) can be represented by a Fourier sine series, 
with the indication that computations via the quasi-reversibility method become unstable for 
T > 0.2 (see [4, Section 9] about stability of numerical integration of parabolic systems induced 
by quasi-reversibility method). Using a global optimization method, we do not need Fourier 
coefficients for X(z); computations are stable and we get J(~) < 0.007 for N = 1, rl - 2.175, with 
~(z) - 0.6920 sin lrz. However, such specific expansions (in one or two dimensions) can be used 
only for specific PDE problems whereas the multiquadric expansions are more universal, multi- 
dimensional and can serve many different PDE problems, if we accept O-equivalent solutions. 
Returning to our example, we shall demonstrate that an acceptable 7-solution can be obtained 
within the class of MQ-functions. We observe that (z - zk) 2 _< 1, if z E [0, 1] and zk E [0, 1]. 
Let N = 1, ~ - 0, zl - 0.5, cl = 5, rl -- 0.033, then the fit in (7.10) is 71 < 0.000132 and in 
(7.12)-(7.14) we have 
25t 
w(0, t) - w(l, t) = 0.033 (0.25 Jr 25) I/2 exp 25.252 - 0.166 e °'°4t < 0.167, for all t E [0, 0.1]; 
w(z, 0) -- 0.033 [(z -- 0.5) 2 q- 25] I/2 = ~(Z), ~(0) = ~(I) ---- 0.166, 
and since ( z  - 0.5) 2 < 1/4, so 0.165 ~ w(z, 0) ~ 0.166 for all z • [0, 1]. 
For t = T = 0.1, we have 
w(z, 0.1) -- 0.03313 [(z - 0.5) 2 + 25] 1/2, for all ~ • [0, 1], 
so that 0.1656 _< w(z, 0.1) < 0.1665, and with w(z,0.1) -~ 0.17, we get 
J (O  = [0.17 - • (1 - 2 dx  = O.O75, 
which is more than two times better fit compared to (7.5), however, at the expense of O-equivalent 
solutions with ~ - 0.167 regarding boundary conditions, and 71 < 0.000132 regarding the 
equation (7.1), for all ~ • [0, 1]. If 0 >_ 0.075, this is a 0-optimal O-equivalent solution of the 
problem. 
Following [12, pp. 133,148], we can add to (7.8) polynomial terms or other interpolants. In our 
case, adding a constant o (7.8) does not disturb the fit to PDE (7.1) and may improve the fit to 
the boundary conditions (7.2). So, keeping N = 1, Zl = 0.5, we take cl = 2.5 and 
c~t (7.18) W(Z, t )  ---- rO -I- rl [(Z -- 0.5)  2 -I" C~]1/2 exp [(~ -- 0.5)  2 "1" e12] 2" 
This yields the requirement (for ~ = 0.5): 
w(0, t) -- w(1, t) -- r0 + 2, 55 rl e °'is' - 0, t • [0, 0.1]. (7.19) 
Since for t • [0,0.1] we have 1 _< e °'16t _< 1.016, so we replace the exponent in (7.19) by its 
average value 1.008 and get 
ro + 2.57rl = 0, el = -0.39ro, same for all ~ • [0, 1]. (7.20) 
With these r0 ,rl we have from (7.19): 
w(0,t) = w(1,t) = ro (1 - 0.99e°'16 t), (7.21) 
- 0 .006to < w(0 , / )  = w(1 , t )  < 0.01to, if ro > 0, 
yielding a guaranteed estimate: Iw(0,t)l = Iw(1,t)l < 0.011rol. Now, to have an o-equivalent 
solution, that is, Iw(0,t)l = [w(1,t)l < 70, we require that 
0.01 Irol < 70, i.e., Irol < 10070, 0o > 0. (7.22) 
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For example, to have r/0 - 0.06, as above, we require that ]I'oi <_ 6.00. Sub=tituting (7.20) into 
(7.18), we have for t = 0.1 mad all ~ E [0,1]: 
to = ,0 {1 - 0.396 [(= - 0.5) 2 + 6.23]I/2} = r0 (7.23) 
It remains to solve one parameter minimization problem: 
{/0' rain J = rain [to ~b(=) - z (1 - z)]2 d= < O. (7.24) ]rol~_S Irol_~S 
We calculate the optimal value ro = 6.00. Taking ro = 6.00, we obtain the value J(~) = 0.05 in 
(7.24), the actual wdue of ~ '= O.01]ro] = 0.06, and the required initial temperature distribution 
~(z) -- to(z,0) -- 6 { 1 - 0.39[(= -- 0.5) 2 + 6.2511/2}. (7.25) 
The boundary conditions fit (7.21):-0.04 < to(0, t) = t0(1, t) < 0.06. However, fit to the equation 
(7.1) is poorer: r h = 0.19, due to the smaller cx = 2.5. 
It is clear that with N > 1 and without simplifying adjustments, the MQ-solution can be 
improved, yielding smaller r/0, r/1 and 0 (at the expense of a larger volume of computations). 
According to Procedures 1, 2, 3 above, there may be several solution schemes, equivalent in 
the limit if an exact solution can be obtained but different sis.a-via r/-solutions and involving 
different amount of computations. A general scheme can be described as follows. One takes an 
MQ-expansion (7.8) and forms a functional 
[ /  // // min_C,{'q)=min ~ Ito,-to==lds,+~a Iw(O,t)l~+/~2 Ito(1,t)lat 
qe~ " " 
qE~ 
L X 
+~s I to (=, r )  - X (=) ld= , q - {".,=k,ek} E ~, (7.26) 
where ~i >_ O, i = 0, 1, 2 , . . . ,  are weighting codt~cients for different components. In our example, 
with el = 5, we have almost exact fit (rh < 0.0001) to PDE (7.1) and the scheme is simpUlied 
(/~0 = 0). If one needs differentiability of integrands in (7.26), then absolute values in (7.26) 
can be squared and the L2-norm (7.4) applied instead. However, the norms in (7.26) are less 
sensitive around zero and simpler in computations with derivative-free and variation-free full 
global optimization methods. The solution for q in (7.26) is generally not a singleton but a 
set ~0 which corresponds to a set of r/-equivaient 0-optimal solutions; see Section 8. 
It is quite possible that within the class of MQ-functions (7.8) we may have 
inf J(~) > 0, (7.27) 
~EMQ 
despite the fact that over the entire functional space we have, under certain conditions, see [4]: 
inf J(~) = 0. (7.28) 
In practice, however, we do not need (7.28). For a given 0 > 0, we need only an r/-solution for 
which 
inf J(~) < 0. (7.29) 
~EMQ - -  
For many PDE problems this can be achieved within the class of multiquadrics. The use of 
MQ-functions with a full global optimiaation method excludes delta-functions and provides for 
stability of computations, otherwise not guaranteed under the metrics (7.4), (7.6) usually em- 
ployed in functional spaces. 
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8. FURTHER NUMERICAL INVESTIGATION 
To illustrate how to use functionals of the type (7.26) and improve the solution (7.25), we 
return to the representation (7.18) and use a two parameter global optimization procedure. 
Take an MQ-function (7.18) with el 2 = 25. Consider the average value e °'°4t _~ 1.002 on [0,0.1], 
yielding in (7.18): 
w(0,t) = w(1,t) = r0 + 5.035 rl.  (8.1) 
Then the functional (7.26)lbecomes (/~IT =/~zT  = 1/~,/~s = 1,/~0 = 0 due to T h < 0.0012 for 
[r°[ < 0.3; see Table 1): 
~0 
1 
min~b(ro,rl)=~(ro+5.035r1)~ + [ro+rlc~(z)-z(1-z)]~dz, 
To, rl 
(8.2) 
where we squared the absolute values to allow for the use of gradient methods and denoted, cf. 
(7.18), for c 2 = 25, t = 0.1: 
~(z)  = 1.004 [(z -- 0.5) 2 + 25] 1/2. (8.3) 
Solving problem (8.2) for different/~, we find the dependence of the solution on ~ and see that 
a set of re-solutions i not a singleton. 
For/~ = 1, the results are summarized in the following table (obtained with SHARP EL-586 
pocket calculator and five point trapezoidal integration on [0,1]); al < w(0,t) = w(1,t) < a2. 
Table 1. 
1 1.591 --0.298 0.1035 0.087 0.094 0.094 
Note that determinant of the gradient equation V~ = 0 for r0 and rl is of the order 0.01 (for 
= 0, it is ,~ 0.000006), so that the system of gradient equations is extremely ill-conditioned. It
is always the case if there is a set of optimal solutions. That is why we have to refrain from using 
gradient equations and apply instead a set-to-set full global optimization methods [13,19,20]. If 
a point-to-point limited global optimization method is applied, then, due to the existence of a 
set of 0-optimal u-equivalent solutions, the answers may be different depending on the method 
employed, on its numerical realization and on the precision of computations. Such deviations are 
normal for a point-to-point global method applied to a problem with multiple solutions. Clearly, 
if a method is local, it may fail altogether, indicating the absence of a solution for a problem that 
has a solution obtainable by a globa ! method. 
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