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CAUCHY-BINET FOR PSEUDO-DETERMINANTS
OLIVER KNILL
Abstract. The pseudo-determinant Det(A) of a square matrix A
is defined as the product of the nonzero eigenvalues of A. It is a
basis-independent number which is up to a sign the first nonzero
entry of the characteristic polynomial of A. We prove Det(FTG) =∑
P
det(FP)det(GP) for any two n×m matrices F,G. The sum to
the right runs over all k × k minors of A, where k is determined
by F and G. If F = G is the incidence matrix of a graph this
directly implies the Kirchhoff tree theorem as L = FTG is then
the Laplacian and det2(FP ) ∈ {0, 1} is equal to 1 if P is a rooted
spanning tree. A consequence is the following Pythagorean theo-
rem: for any self-adjoint matrix A of rank k, one has Det2(A) =∑
P
det2(AP), where det(AP ) runs over k × k minors of A. More
generally, we prove the polynomial identity det(1 + xFTG) =∑
P
x|P |det(FP )det(GP ) for classical determinants det, which holds
for any two n×m matrices F,G and where the sum on the right is
taken over all minors P , understanding the sum to be 1 if |P | = 0.
It implies the Pythagorean identity det(1+FTF ) =
∑
P
det2(FP )
which holds for any n ×m matrix F and sums again over all mi-
nors FP . If applied to the incidence matrix F of a finite simple
graph, it produces the Chebotarev-Shamis forest theorem telling
that det(1 + L) is the number of rooted spanning forests in the
graph with Laplacian L.
1. Introduction
The Cauchy-Binet theorem for two n×m matrices F,G with n ≥ m
tells that
(1) det(F TG) =
∑
P
det(FP )det(GP ) ,
where the sum is over all m×m square sub matrices P and FP is the
matrix F masked by the pattern P . In other words, FP is an m ×m
matrix obtained by deleting n −m rows in F and det(FP ) is a minor
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of F . In the special case m = n, the formula is the product formula
det(F TG) = det(F T )det(G) for determinants. Direct proofs can be
found in [39, 34, 40]. An elegant multi-linear proof is given in [22],
where it is called “almost tautological”. A graph theoretical proof us-
ing the Lindstro¨m-Gessel-Viennot lemma sees matrix multiplication as
a concatenation process of directed graphs and determinants as a sum
of weighted path integrals [3]. The classical Cauchy-Binet theorem im-
plies the Pythagorean identity det(F TF ) =
∑
P det
2(FP ) for square
matrices which is also called Lagrange Identity [4], where P runs over
all m × m sub-matrices of F . This formula is used in multivariable
calculus in the form |~v|2|~w|2− (~v · ~w)2 = |~v ∧ ~w|2 and is useful to count
the number of basis choices in matroids [2]. The Cauchy-Binet formula
assures that the determinant is compatible with the matrix product.
Historically, after Leibniz introduced determinants in 1693, and Van
der Monde made it into a theory in 1776 [24], Binet and Cauchy inde-
pendently found the product formula for the determinant around 1812
[8, 14, 43, 9, 12], even before matrix multiplication had been formalized.
[16, 24] noticed that Lagrange had mentioned a similar result before in
the three dimensional case. The term “matrix” was used by Sylvester
first in 1850 [42, 53, 54]. The book [24] mentions that Binet’s proof
was not complete. It was Cayley who looked first at the matrix algebra
[15, 32, 41]. It is evident today that the Cauchy-Binet formula played
a pivotal role for the development of matrix algebra. Early textbooks
like [48] illustrate how much the notation of determinants has changed
over time.
In this paper, we extend the Cauchy-Binet formula (1) to matrices with
determinant 0. Theorem 2) will follow from Theorem 7) and imply
new formulas for classical determinants like Theorem 8). The pseudo-
determinant Det(A) for a square matrix A is defined as the product
of the nonzero eigenvalues of A, with the assumption Det(0) = 1 for
a matrix with all zero eigenvalues like A = 0 or nilpotent matrices.
The later assumption renders all formulas also true for zero matrices.
Looking at singular matrices with pseudo-determinants opens a new
world, which formula (1) buries under the trivial identity “0 = 0”. The
extension of Cauchy-Binet to pseudo-determinants is fascinating be-
cause these determinants are not much explored and because Cauchy-
Binet for pseudo-determinants is not a trivial extension of the clas-
sical theorem. One reason is that the most commonly used form of
Cauchy-Binet is false, even for diagonal square matrices A,B: while
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Det(AB) = Det(BA) is always true, we have in general:
Det(AB) 6= Det(A)Det(B)
as the example A =
[
2 0
0 0
]
, B =
[
0 0
0 2
]
shows.
What can be generalized? Because eigenvalues of square matrices C
and CT agree, it is true that Det(C) = Det(CT) for square matrices. In
particular, Det(FTG) = Det(GTF) if F,G are n×m matrices. It is also
true - even so it is slightly less obvious - that Det(FTG) = Det(FGT).
The later follows from the fact that F TG and FGT are essentially
isospectral, meaning that they have the same nonzero eigenvalues. If
F,G are not square, then one of the products has zero eigenvalues so
that we need the pseudo-determinant for this identity to be interesting.
Experiments indicated us that summing over determinants of square
matrices on the right hand side works. We will show:
Theorem 1. If F,G are n×m matrices, then
(2) Det(FTG) =
∑
P
det(FP)det(GP) ,
where the sum is over all k× k sub matrix masks P of F , and where k
is such that pk(−x)m−k is the smallest order entry in the characteristic
polynomial p0(−x)m + p1(−x)m−1 + · · ·+ pk(−x)m−k of F TG.
The formula holds also in limiting cases like for nilpotent F TG, in
which case k = 0 and both sides are 1.
This is more general than the classical Cauchy-Binet theorem. If F TG
is not invertible but FGT is, then one can use that Det(FTG) =
det(FGT) and use the classical Cauchy-Binet result. But Theorem 1)
also applies if both F TG and FGT are singular. For a self-adjoint
square matrix A of rank k in particular, the formula shows that Det(A2)
is a sum of squares of determinants det2(B) of k × k sub matrices B.
This uses that Det2(A) = Det(A2), which is one of the identities for
normal matrices to be discussed in the next section.
The pairing 〈F,G〉 = Det(FTG) = 〈G,F〉 leads to a functional ||F || =√
〈F, F 〉 on n×m matrices. It is far from a norm, as ||0|| = 1, and no
triangle inequality nor Cauchy-Schwarz inequality 〈F,G〉 ≤ ||F ||||G||
holds. The sum of determinants 〈F,G〉 depends in a nonlinear way on
both F and G: if λ 6= 0, then
〈λF,G〉 = λk〈F,G〉 = 〈F, λG〉 ,
4 OLIVER KNILL
where k is the number of nonzero eigenvalues of F TG and where we
again understand that for k = 0, all terms are 1.
The “sphere” X = ||A|| = 1 in M(n,R) is a union of Cauchy-Binet
varieties Xn = SL(n,R), Xn−1, . . .X1, X0. In the case M(2,R) for ex-
ample, we have X = X2 ∪X1 ∪X0 = SL(2,R) ∪ {ad− bc = 0, a+ d =
1 } ∪ N , where X0 = N is the set of nilpotent matrices. The set
X1 = {a(1 − b) − bc = 1 } is a two-dimensional quadric. In the case
of diagonal 2 × 2 matrices, we have X = X2 ∪ X1 ∪ X0 = {|ad| =
1 } ∪ {ad = 0, |a + d| = 1 } ∪ {a = d = 0} which is a union of a
hyperbola, four points {(±1, 0) }, {(0,±1) } and the origin {(0, 0) }.
In the case M(3, R) already, the unit sphere X is the 8-dimensional
X3 = SL(3, R) together with a 7-dimensional X2 and a 6-dimensional
variety X1 as well as the variety of nilpotent matrices. The classical
Cauchy-Binet theorem misses the three later ones. We see that the
case det(A) = 0 is an unexpectedly rich place.
One of the main motivations for pseudo-determinants is graph theory,
where the Laplacian matrix L always has a kernel. While det(L) is zero
and therefore not interesting, Det(L) has combinatorial meaning as it
allows to count spanning trees in the graph. The number Det(L) indeed
is a measure for the complexity of the graph. This paper grew while
looking at questions in graph theory. The classical Kirchhoff matrix
tree theorem is an immediate consequence of Theorem 1) because if
F = G is the incidence matrix of a graph then A = F TG is the scalar
Laplacian and Det(A) = Det(FTG) =
∑
P det(FP)
2. The Kirchhoff
matrix tree theorem [7] can rely on the classical Cauchy-Binet theorem
for invertible matrices. The reason is that for a connected graph, the
kernel of the Laplacian is one-dimensional, so that Det(A) = n·det(M),
where M is a minor of A which is a classical determinant. The proof
can then proceed with the classical Cauchy-Binet theorem for M . We
are forced to pseudo determinants when looking at geometric interpre-
tations of trees in the simplex graph G, which is the graph consisting
of all complete subgraphs of a graph where two simplices of dimension
difference 1 are connected if one is contained in the other. The operator
L = D2 on discrete differential forms [27] will then play an important
role as the matrix |D| is the adjacency matrix of G. The matrix L has
a large kernel in general with dim(ker(L)) =
∑
i bi = b, the sum of the
Betti numbers of the graph which by the Hodge theorem is the total
dimension of all harmonic forms. Theorem 1) gives a combinatorial
interpretation of what Det(L) means, if L is the form Laplacian of a
graph. The matrix L is large in general: if G = (V,E) has v complete
CAUCHY-BINET FOR PSEUDO-DETERMINANTS 5
subgraphs, then G has v vertices and L is a v × v matrix. For the
complete graph Kn for example, v = 2
n − 1. We will see below that
also the classical Kirchhoff matrix theorem can be understood more
naturally using Cauchy-Binet for pseudo determinants.
Acknowledgements: Thanks to Fuzhen Zhang for a pointer on gen-
eralized matrix functions, to Nieves Castro Gonza´lez for references
like [5, 6] andWoong Kook for information about more sophisticated
matrix tree theorems. Thanks to Shlomo Sternberg for a historical
discussion on Binet in 2007 which sparked my interest in this part of
the history of linear algebra. Added in proof is a reference to [28],
where it pointed out that the results of the current paper leads to a
proof of the Chebotarev-Shamis forest theorem [46, 44]. Some linear
algebra in this context has been summarized in the talk [29].
2. The pseudo-determinant
The pseudo-determinant of a square n × n matrix A is defined as
the product of the nonzero eigenvalues of A with the convention that
the pseudo-determinant of a nilpotent matrix is 1. The choice for the
later makes all formulas hold true unconditionally. As the sum over
the empty set is naturally zero, the product over the empty set is
naturally assumed to be 1. With this definition, the pseudo determi-
nant is then the smallest coefficient pk of the characteristic polynomial
pA(x) = det(A−x) = p0(−x)n+p1(−x)n−1+ · · ·+pk(−x)n−k+ · · ·+pn.
This is 1 for nilpotent A, as det(A−x) = (−x)n for such matrices. An
other extreme is Det(A) = pn = det(A) if the matrix A is invertible.
We start with some basic facts about the pseudo-determinant Det(A)
of a n× n matrix A. Most points are obvious, but we did not find any
references. Some multi-linear treatment of the pseudo-determinant will
appear in the proof section of Theorem 7).
We denote with A∗ the adjoint of A and with A+ the Moore-Penrose
pseudo-inverse of A defined by A+ = V D+U∗ if A = UDV ∗ is the
singular value decomposition (SVD) of A and D+ is the diagonal ma-
trix which has the same zero entries than D and where D+ii = 1/Dii
for the nonzero diagonal entries of D. Pseudo-inverses appear text-
books like [52] in the context of SVD. While SVD is not unique, the
Moore-Penrose pseudo-inverse is. Denote by pA(x) = det(A − x) the
characteristic polynomial of A. We use a sign choice used from [52, 10]
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and computer algebra systems like Mathematica. A matrix is self-
adjoint if A = A∗, it is normal if AA∗ = A∗A. We also denote by
Q the unit cube in Rn and by |Y |k the k-volume of a k-dimensional
parallelepiped Y in Rn. Let ΛkA denote the k’th exterior power of A.
It is a
(
n
k
)
×
(
n
k
)
matrix which is determined by
ΛkA(e1 ∧ · · · ∧ ek) = (Ae1 ∧ · · · ∧Aek) .
If a basis {ei} in Rn is given, then eI = ei1∧· · ·∧eik with I ⊂ {1, . . . , n}
of cardinality k defines a basis of ΛkRn. The matrix entries of [ΛkA]IJ
are (ΛkAeI)·eJ . The Pfaffian of a real skew-symmetric 2n×2nmatrix A
is defined as follows: since A is naturally a 2-form in R2n, one can look
at its n’th exterior power A∧· · ·∧A which is a 2n form pf(A)e1∧· · ·∧e2n
and consequently defines the real number pf(A). Since the Pfaffian
satisfies pf2(A) = det(A), we can define the pseudo Pfaffian Pf(A) of a
real skew-symmetric matrix A as the product of the nonzero entries λi,
if A is orthogonally conjugated to a block-diagonal matrix containing
diagonal blocks Bj =
[
0 λj
−λj 0
]
. The block diagonalization follows
from the spectral theorem for real skew-symmetric matrices, which in
turn follows from the fact that iA is a complex selfadjoint matrix if A
is real skew symmetric and that S =
[
1 −1
i i
]
conjugates the skew
diagonal blocks Bj to S
−1BjS =
[
iλj 0
0 −iλj
]
. We understand again
that the pseudo Pfaffian satisfies Pf(A) = 1 if A = 0. While pf(A) = 0
for all (2n+1)× (2n+ 1) matrices, the pseudo Pfaffian Pf(A) is never
zero.
Proposition 2. Assume A,B ∈M(n,C).
1) If A is similar to B then Det(A) = Det(B).
2) If A is invertible, then Det(A) = det(A).
3) If P is an orthogonal projection onto a subspace then Det(P) = 1.
4) If A is real and normal, then |Det(A)| = |A(Q)|k if k = ran(A).
5) Det(AT) = Det(A) and Det(A∗) = Det(A).
6) Det is discontinuous on M(n,R) or M(n,C) for n ≥ 2.
7) The pseudo-inverse of a normal matrix satisfies Det(A+) = 1/Det(A).
8) Det(A) = pk, where pA(x) = det(A−x) = p0(−x)n+ · · ·+ pk(−x)k.
9) Det(A) = tr(ΛkA), if A has exactly k nonzero eigenvalues.
10) For any A and m ∈ N, one has Det(Am) = Detm(A).
11) For A,B ∈M(n,R) then Det(ATB) = Det(ABT).
12) Det(A) is never zero and if A = A∗, then Det(A) is real.
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13) For block diagonal A = Diag(A1, . . . , Ak), Det(A) =
∏
iDet(Ai).
14) For real skew A, the pseudo Pfaffian satisfies Pf2(A) = Det(A).
Proof. 1) The eigenvalues of similar matrices are the same.
2) We use the definition and the fact that the classical determinant is
the product of the eigenvalues.
3) If we diagonalize P , we get a matrix with only 1 or 0 in the diagonal.
In the case of P = 0 the result holds also by definition.
4) Det(A) is basis independent and self-adjoint matrices can be di-
agonalized. For an orthogonal projection in particular, the pseudo-
determinant is 1.
5) The eigenvalues are the same for A and AT and A∗ has the complex
conjugate eigenvalues of A.
6) The functional is already discontinuous for n = 2, where
Det(
[
a 0
0 2
]
) = 2a for a 6= 0 and Det(
[
a 0
0 2
]
) = 2 for a = 0.
7) Use that the pseudo inverse has the nonzero eigenvalues λ−1j if λj
are the eigenvalues of A. For non normal matrices this can be false:
the matrix A =
[
1 1
0 0
]
has the eigenvalues 0, 1. Its pseudo inverse
A+ =
[
1/2 0
1/2 0
]
has eigenvalues 0, 1/2.
8) Write pA(x) =
∏
j(λj − x), where λj runs over the set of nonzero
eigenvalues.
9) This follows from the previous step and the fact that tr(ΛkA) = pk,
a fact which can be deduced from det(1 + A) =
∑n
j=0 tr(Λ
jA)) (see
i.e. [47] p.322), an identity which allows to define the determinant
det(1 + A) in some infinite dimensional setups. The result holds also
in the nilpotent case k = 0 as Λ0(A) is the 1× 1 matrix 1.
10) Normal matrices A can be diagonalized over the field of complex
numbers: there exists a unitary U such that U∗AU is diagonal. In
general, we can bring the matrix in Jordan normal form. The result is
also true for n = 0, where both sides are 1.
11) The matrices ATB and ABT have the same nonzero eigenvalues
because their characteristic polynomials differ by a factor λk only.
12) The first statement is by definition and can also be seen from 8)
as the characteristic polynomial is never zero. For A = A∗, then the
eigenvalues of A are real by the spectral theorem.
13) Group the eigenvalues of A as eigenvalues of Ai. Also here, the
formula works if some of the Ai are nilpotent.
14) A is orthogonally conjugated to a block diagonal matrix B. Now
square this and use part 1). 
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Remarks.
1) We can compute pseudo-determinants almost as fast as determi-
nants because we only need to know the characteristic polynomial.
Some computer algebra code can be found in the Appendix. We can
find Det(A) also by row reduction if we do safe row reduction steps. As
mentioned below, we have to make sure that we do not count any sign
changes when swapping two parallel rows and do scalings of dependent
rows, nor subtract a row from a parallel row. When doing safe row
reductions, we end up with a matrix which looks like a row reduced
echelon matrix but where parallel rows can appear. For such a reduced
matrix, the eigenvalues can be computed fast.
2) The least square solution formula Ax = A(ATA)−1ATy = Py is
pivotal in statistics and features a projection matrix P with pseudo-
determinant 1. We mention this because the least square inverse is
often also called pseudo inverse even so it has nothing to do with
the Moore-Penrose pseudo inverse in general. The former deals with
overdetermined systems Ax = y, the later is defined for square matri-
ces A only.
3) Define log+ |x| = log |x| for x 6= 0 and log+ |0| = 0. If A is normal,
we can define log+ |A| by diagonalizing A and get
tr(log+ |A|) = log |Det(A)| ,
Also this is consistent with nilpotent A and an other reason why the
definition Det(A) = 1 for nilpotent A is natural.
4) For finite simple graphs, the Laplace operator L always has a ker-
nel. It is one-dimensional if the graph is connected. The pseudo-
determinant is considered a measure for complexity because it allows
to count the number of maximal spanning trees in the graph. The
Laplace-Beltrami operator on forms has a large kernel in general. Its
dimension is the sum of the Betti numbers of the graph. Studying this
matrix associated to a graph was the main motivation for us to look
at Cauchy-Binet in the singular case.
5) The fact that F TG and FGT have the same nonzero eigenvalues is
a consequence of pA(x) = (−x)kpB(x)) if A = F TG and B = FGT .
For x = −1, this leads to “the most important identity in mathematics
(Deift)” [55] det(1 + FG) = det(1 + GF ) for n × m and m × n ma-
trices F,G. [17] illustrates how rich such identities can be. Switching
operators is useful to construct the spectrum of the quantum harmonic
oscillator, for the numerical QR algorithm A = QR → RQ used to
diagonalize a matrix, or to construct new solutions to nonlinear PDE’s
with so called Ba¨cklund transformations.
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Lets look at some pitfalls:
1)One could think that if B is invertible, then Det(AB) = Det(A)det(B).
This is false: a counter example is A =
[
1 0
0 0
]
and B =
[
1 0
0 2
]
. It
is even false for unitary B like A =
[
1 1
1 1
]
and B =
[
0 1
1 0
]
, where
AB = A and det(B) = −1. This example is the row swapping pitfall
using the elementary swapping matrix B. We mention this pitfall be-
cause we actually tried to prove this first by repeating the textbook
proof of det(AB) = det(A)det(B) in which one makes row reduction
on the augmented matrix [A|B] until the matrix B is the identity ma-
trix. As we see below, pseudo-determinants need safe row reduction
operations.
2) Even basic multi-linearity fails, even if we apply it to nonzero rows.
An example like A =
[
1 1
1 1
]
shows that if we scale a row by λ then
the pseudo-determinant gets scaled by (1+ λ)/2 and not by λ. This is
just an example and not a general rule. It is difficult to say in general
how scaling a linearly dependent row affects the pseudo-determinant.
3) The case of block diagonal matrices A = Diag(A1, A2) with square
matrices A1, A2 again illustrates that it is useful to define Det(A) = 1
for nilpotent matrices. This renders det(Diag(A1, A2)) = Det(A1) ·
Det(A2) = 0 true. Without the assumption like assuming Det(0) = 0,
this block diagonal result would be wrong.
4) While F TG and FGT are essentially isospectral and therefore have
the same number k of nonzero eigenvalues, it is not true in general
that rank(F TG) and rank(FGT ) are the same. It is possible that k
is smaller than both: let F be the identity matrix I3 and let G =
 1 −1 −11 −1 −1
−2 2 −1

, then pG(x) = −x2−x3 so that we have to take k = 1
in Theorem 1) and Det(FTG) = −1. But rank(F TG) = rank(FGT ) =
2.
3. Examples
1) An extreme example of Theorem 1) is obtained when F,G are two
column vectors in Rn and where the left hand side is the “dot product”
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F TG. It agrees with
Det


F1G1 F1G2 · · · F1Gn
F2G1 F2G2 · · · F2Gn
· · · · · · · · · · · ·
FnG1 FnG2 · · · FnGn


which can be seen as the pseudo determinant analogue of a Gram
determinant [19] and which has the only non-zero eigenvalue F TG.
While the characteristic polynomial of the 1 × 1 matrix A = F TG is
pA(λ) = A−λ, the characteristic polynomial of the n× n matrix FGT
is (−λ)n−1(A− λ).
2) Assume F is a n×m matrix for which every row vj of F is a mul-
tiple aj of v and that G is a n × m matrix for which every row wj
of G is a multiple bj of a vector w. Then Det(F
TG) = (v · w)(a · b).
This is the same than the right hand side of Cauchy-Binet. Since
there is only nonzero eigenvalue, it has to be the trace of F TG. The
later matrix has the entries (v · w)aibj . The left hand side of Cauchy-
Binet is (
∑
i viwi)(
∑
j ajwj). The right hand side of Cauchy-Binet is∑
i,j(ajvi)(bjwi). These two sums are the same. The same works also
if F is rank 1 and G is arbitrary. Since F TG has rank 1, we have
Det(FTG) = tr(FTG) =
∑
i,j FijGij.
3) The two 3× 2 matrices
F =

 1 42 5
3 6

 , G =

 1 01 1
1 0


give
F TG =
[
6 2
15 5
]
, FGT =

 1 5 12 7 2
3 9 3

 .
Both are singular matrices with the same determinant Det(FTG) =
Det(FGT) = 11. If F,G are n × 2 matrices with column vectors a, b
and c, d, then the classical Cauchy-Binet identity is
(a · c)(b · d)− (a · d)(b · c) =
∑
1≤i,j≤n
(aibj − ajbi)(cidj − cjdi)
which has the special case (a·c)2−|a|2|c|2 = |a×c|2 in three dimensions
for the cross product which expresses the Pythagoras theorem cos2(α)−
1 = sin2(α). Assume now that one of the matrices has rank 1 like in
the case a = c. The classical identity is then 0 on both sides. The new
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Cauchy-Binet identity is not interesting in this case: since F TG has the
eigenvalues 0, a(
∑
i bi +
∑
i ci), we have Det(F
TG) = a(
∑
i bi +
∑
i ci).
The right hand side is
∑
|P |=1 det(FP )det(GP ) =
∑
i abi + aci.
4) For
F =
[
3 1 1
2 2 2
]
, G =
[
0 0 2
0 3 2
]
we have
F TG =

 0 6 100 6 6
0 6 6

 , FGT =
[
2 5
4 10
]
,
which both have the pseudo-determinant 12. Now, the 2 × 2 square
sub-matrices of F and G are
F1 =
[
3 1
2 2
]
, F2 =
[
3 1
2 2
]
, F3 =
[
1 1
2 2
]
G1 =
[
0 0
0 3
]
, G2 =
[
0 2
0 2
]
, G3 =
[
0 2
3 2
]
.
But all their products
F T1 ·G1 =
[
0 6
0 6
]
, F T2 ·G2 =
[
0 10
0 6
]
, F T3 ·G3 =
[
6 6
6 6
]
have determinant 0. The reason is that while rank(F ) = rank(G) =
rank(F TG) = 2, we have rank(FGT ) = 1. We see that we have to take
the sum over the products det(F TP GP ) where P runs over all 1×1 matri-
ces. And indeed, now the sum is 12 too. This example shows that even
so F TG and FGT can have different rank, their pseudo-determinants
are still the same. Of course, this follows in general from the fact that
all the nonzero eigenvalues are the same.
5) For non-invertible 2 × 2 matrices A, we have Det(A) = tr(A). For
example,
Det(
[
5 6
10 12
]
) = 17 .
The same is true for matrices for which all columns are parallel like
Det(


1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4

) = tr(A) = 10 .
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6) The two matrices
F =

 2 50 0
0 0

 , G =

 3 70 1
0 0


have different rank. The determinant of F TG =
[
6 14
15 35
]
is equal to
its trace 41, as seen in the previous example. This agrees with the sum∑
|P |=1 det(FP )det(GP ) = 2 · 3 + 5 · 7 = 41.
7) If A is a square van der Monde matrix defined by n numbers ai,
then the determinant of A is
∏
i<j(ai − aj). If the numbers are not
different, like for
A =

 1 1 1a b a
a2 b2 a2

 ,
we have Det(A) = (b− a)(b + a + ab) if a 6= b and Det(A) = tr(A) =
1 + a + a2 if a = b.
8) As defined, the result also holds for cases like the nilpotent F =[ −1 −1
1 1
]
and G =
[
1 0
0 1
]
in which case Det(FTG) = Det(F) = 1
and
∑
|P |=0 det(FP )det(GP ) = 1.
4. Consequences
Theorem 1) implies a symmetry for the nonlinear pairing 〈F,G〉 =
Det(FTG):
Corollary 3 (Duality). If F,G are matrices of the same shape, then
Det(FTG) = Det(FGT).
Proof. The characteristic polynomials of F TG and FGT satisfy pFTG(x) =
±xlpFGT (x) for some integer l. 
Remarks:
1) The matrices F TG and FGT have in general different shapes. The
result is also true in the square matrix case with the usual determinant
because both sides are then det(F )det(G).
2) We know that M(n,m) with inner product tr(F∗G) is a Hilbert
space with the Hilbert-Schmidt product
∑
i,j FijGij which is sometimes
called Frobenius product. While the pairing 〈A,B〉 = Det(ATB) is not
an inner product, it inspires to define ||A||2 := Det(ATA) > 0. It
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satisfies 〈A,B〉 = 〈B,A〉, d(A,B) = ||A − B|| is not a metric as he
triangle inequality does not hold and ||0||2 = 1.
Corollary 4 (Kirchhoff). For a connected finite simple graph with
Laplacian L and m vertices, Det(L)/m is the number of spanning trees
in the graph.
Proof. If the graph (V,E) has |V | = m vertices and |E| = n edges,
then the incidence matrix F is a n ×m matrix. This matrix depends
on a given orientation of the edges and is a discrete gradient which
assigns to a function on vertices a function on edges with Ff((a, b)) =
f(b)− f(a). Its adjoint F T is a discrete divergence. The combination
L = F TF = div(grad(f)) is the scalar Laplacian and agrees with the
matrix B − A, where B is the diagonal vertex degree matrix and A is
the adjacency matrix. Unlike F , the matrix L does not depend on the
chosen edge orientation. A connected graph L has only one eigenvalue
0 with the constant eigenvector 1. The matrix L therefore has rank
k = n− 1. Choosing a pattern P means to choose a vertex q as a root
and to select m−1 edges. If FP has determinant 1 or −1, it represents
a connected tree rooted at q because we have m − 1 edges and m
vertices. Theorem 1) equals Det(L) and counts the rooted spanning
trees and consequently, Det(L)/m is the number of spanning trees in
the graph. 
Here is an obvious corollary of Theorem 1):
Corollary 5. If A is any matrix of rank k, then Det(ATA) = Det(AAT) =∑
P det
2(AP), where AP runs over all k × k minors.
Proof. This is a special case of Theorem 1), where F = G = A using
the fact that the two matrices ATA and AAT have the same rank k, if
A has rank k. 
Especially, we have a Pythagoras theorem for pseudo-determinants:
Corollary 6 (Pythagoras). For a selfadjoint matrix A of rank k, then
Det2(A) = Det(A2) =
∑
P
det2(AP) ,
where AP runs over all k × k minors of A.
Proof. Use that Det2(A) = Det(A2) = Det(AAT) if A is selfadjoint, as
a consequence of 10) in Proposition 2). 
Remarks.
1) If A is invertible, [13] uses a special case of this identity that if A is
a (n−1)×n matrix, then det(AAT ) = nS where S is a perfect square.
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2) As in the classical case, this result can be interpreted geometri-
cally: the square of the k-volume of the parallelepiped spanned by the
columns of A is related to the squares of the volumes of projections
of AQI onto planes spanned by QJ where for I = {i1, . . . , ik } the set
QI is the parallelepiped spanned by ei1 , . . . , eik and the subsets I, J of
{1, . . . , n } encode a k × k sub mask P of A. (See [40]).
3) Theorem 6) is obvious for diagonal matrices. An alternative proof
could be to show that the right hand side is basis independent. But
this exactly needs to go through the multi-linear approach which sees
the right hand side as a Hilbert-Schmidt norm of a k-Fermion matrix.
Examples.
1) If A =
[
a b
a b
]
, then Det(ATA) = 2a2 + 2b2 and agrees with the
right hand side of Corollary 6).
2) If A is invertible, the Pythagoras formula is trivial and tells det(A2) =
det2(A). If A has everywhere the entry a then the left hand side is (na)2
and the right hand side adds up n2 determinant squares a2 of 1 × 1
matrices.
3) Corollary 6) can fail for non-symmetric matrices. The simplest case
isA =
[
1 2
0 0
]
, for which Det(A) = 1 but Det(ATA) =
∑
|P|=1 det
2(AP) =
5. The correct formula for non-selfadjoint matrices is Det(ATA) =∑
P det
2(AP) as in Corollary 5). This example illustrates again that
Det(ATA) 6= Det2(A) in general.
4) The matrix
A =

 0 4 44 0 3
4 3 6


has the characteristic polynomial 41x+6x2−x3 and has the eigenvalues
0, (3± 5√2). The pseudo-determinant is −41 so that Det2(A) = 1681.
Now let’s look at the determinants of all the 2× 2 sub-matrices of A.
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A1 =
[
0 4
4 0
]
A2 =
[
0 4
4 3
]
A3 =
[
4 4
0 3
]
A4 =
[
0 4
4 3
]
A5 =
[
0 4
4 6
]
A6 =
[
4 4
3 6
]
A7 =
[
4 0
4 3
]
A8 =
[
4 3
4 6
]
A9 =
[
0 3
3 6
]
.
The determinant squares 256, 256, 144, 256, 256, 144, 144, 144, 81 add up
to 1681.
5) The matrix 

0 0 0 1 0 0
0 0 1 0 0 1
0 1 0 0 0 0
1 0 0 0 1 0
0 0 0 1 0 0
0 1 0 0 0 0


has Det(A) = 4. From the 152 = 225 sub-matrices of A of size 4 × 4,
there are 16 which have nonzero determinant. Each of them either has
determinant 1 or −1. The sum of the determinants squared is 16.
6) F =
[
1 2 3 4
]
then
A = F TF =


1 2 3 4
2 4 6 8
3 6 9 12
4 8 12 16


is selfadjoint with (Det(A))2 = 302 = 900. Since k = 1, the right hand
side of Pythagoras is the sum of the squares of the matrix entries. This
is also 900. This can be generalized to any row vector F for which the
identity reduces to the obvious identity (
∑n
i=1 F
2
i )
2 = (
∑n
i,j=1(FiFj)
2)
which tells that the Euclidean norm of F is the Hilbert-Schmidt norm
of A = F TF .
5. A generalization
We have the Hilbert-Schmidt identity
p1 = tr(F
TG) =
∑
|P|=1
det(FP)det(GP) =
∑
i,j
FijGij ,
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where FP is the sub-matrix matched by the pattern P and |P | = k
means that P is a k × k matrix and where
(3) p(x) = p0(−x)m + p1(−x)m−1 + · · ·+ pk(−x)m−k + · · ·+ pm
is the characteristic polynomial of the m ×m matrix F TG with p0 =
1. Having seen an identity holds for k = 1 (and see that it is the
classical Cauchy-Binet for k = m) we can try for general 0 ≤ k ≤ m.
Experiments prompted to generalize the result. Theorem 1) is the
special case of the following, when k is the minimal k for which pk is
not zero:
Theorem 7 (Generalized Cauchy-Binet). If F,G are arbitrary n×m
matrices and 0 ≤ k, then
pk =
∑
|P |=k
det(FP )det(GP ) ,
where the sum is over k-minors and where pk are the coefficients of
the characteristic polynomial (3) of F TG. This implies the polynomial
identity
det(1 + zF TG) =
∑
P
z|P |det(FP )det(GP )
in which the sum is over all minors AP including the empty one |P | = 0
for which det(FP )det(GP ) = 1.
We will prove this in the next section. The second statement follows
then from the fact that for z = (−x)−1 and any m ×m matrix F TG,
then
det(F TG− x) =
∑
P
(−x)m−|P |det(FP )det(GP ) .
Note again that the polynomial identity in the theorem holds also for
z = 0, where both sides are 1 as |P | = 0 contributes 1 to the sum.
In the next corollary, we again sum over all minors, including the empty
set P for which det(FP ) = 1:
Corollary 8. If F,G are two general n×m matrices, then
det(1 + F TG) =
∑
P
det(FP )det(GP ) ,
where the right hand side sums over all minors.
Proof. Just evaluate the polynomial identity in Theorem 7) at z =
1. 
Especially,
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Corollary 9. If F is an arbitrary n×m matrix, then
det(1 + F TF ) =
∑
P
det2(FP )
where the right hand side sums over all minors.
Examples:
1) If A =
[
a b
c d
]
then det(1 + ATA) = a2d2 + a2 − 2abcd + b2c2 +
b2 + c2 + d2 + 1 which is equal to 1 + a2 + b2 + c2 + d2 + (ad− bc)2.
2) If v = [v1, . . . , vn] is a n× 1 matrix, then 1 + vT · v = 1 + v2k.
3) If v = [a, b]T is a 1 × 2 matrix we have det(
[
1 + a2 ab
ab 1 + b2
]
=
1 + a2 + b2.
4) If A is a symmetric n× n matrix then det(1 +A2) =∑P det2(AP ).
This is useful if A = D = (d + d∗) is the Dirac matrix of a graph
and A2 = L is the form Laplacian. Since AP can have several nonzero
permutation patterns, the interpretation using rooted spanning trees
is a bit more evolved, using double covers of the simplex graph.
5) If F is the incidence matrix for a graph so that F TF is the scalar
Laplacian then det(FP )
2 ∈ {1, 0} and choosing the same number of
edges and vertices in such a way that every edge connects with exactly
one vertex and so that we do not form loops. These are rooted forests,
collections of rooted trees. Trees with one single vertex are seeds which
when included, lead to rooted spanning forests.
Corollary 10 (Chebotarev-Shamis). det(1+L) is the number of rooted
spanning forests in a connected finite simple graph G with scalar Lapla-
cian L.
Proof. Again, we assume that the graph (V,E) has |V | = m vertices
and |E| = n edges so that the incidence matrix F is a n ×m matrix.
The condition m ≤ n follows from the connectedness. The Laplacian
L is of the form L = F TF where F is gradient defined by Poincare´
and F T the divergence. Corollary 9) equates det(1 + L) with the sum
over all possible determinants det2(FP ) ∈ {0, 1}. Now if |P | = m, then
det(FP ) = 0 as L has a kernel. If |P | = m − 1 we count all rooted
spanning trees. For |P | = n− 2 we count all cycle free subgraphs with
n− 2 edges. These are rooted spanning forests as individual trees are
no more necessarily connected and even can be seeds which are graphs
without edges. Since a forest with n− k edges has Euler characteristic
|V | − |E| = n − (n − k) = k = b0 − b1 = b0 by Euler Poincare´, where
b0 is the number of connectivity components, we see that a spanning
forest with n − k edges has k base points. These are the roots of the
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individual trees. The sum also includes the case k = n, where all trees
are seeds and which corresponds to the case |P | = 0 in the sum. 
See [46, 44] for the discovery and [28], for more details and examples.
6. Proof
While the proof of Theorem 7) uses standard multi-linear algebra, we
need to fix some notation.
Recall that ΛkF is the k’th exterior power of a n × m matrix F . It
is a linear transformation from the vector space ΛkRm to the vec-
tor space ΛkRn. The linear transformation ΛkF can be written as
a
(
n
k
)
×
(
m
k
)
matrix if a basis is given in Rm and Rn. If k = 0,
then λ0F is just the scalar 1.
While the matrix entries Fij are defined for 1 ≤ i ≤ n, 1 ≤ j ≤ m,
the indices of ΛkF are given by subsets I of {1, . . . , n } and subsets J
of {1, . . . , m } which both have cardinality k. If ej are basis elements
in Rm and fj are basis elements in R
n, then eI = ei1 ∧ · · · ∧ eik and
fJ = fi1∧· · ·∧fik are basis vectors in ΛkRm and ΛkRn. Write ΛkFeI for
Fei1 ∧ · · · ∧ Feik . It is possible to simplify notation and just write FIJ
for the matrix entry of (ΛkF )IJ . It is a real number given by FeI · fJ .
Define also FP = FP (IJ) for the matrix with pattern P = P (IJ) defined
by the sets I ⊂ {1, . . . , n } and J ⊂ {1, . . . , m }. Finally, in the case
of a square matrix A, write Tr(A) =
∑
K AKK when summing over all
subsets K.
The following lemma tells that FIJ is a minor
Lemma 11 (Minor). If ΛkRn and ΛkRm are equipped with the standard
basis eI = ei1 ∧ · · · ∧ eik obtained from a basis ei, then
FIJ = det(FP (IJ))
for any sets I, J of the same cardinality |I| = |J | = k.
Proof. This is just rewriting FIJ = 〈FeI , fJ〉 using the basis vectors
eI = ei1 ∧ · · · ∧ eik and fJ = fj1 ∧ · · · ∧ fjk and the definition of
ΛkF : ΛkRm → ΛkRn. 
Lemma 11) implies the trace identity:
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Corollary 12 (Trace). For any n× n square matrix A and 0 ≤ k ≤ n
we have
tr(ΛkA) =
∑
P
det(AP) ,
where the sum is over all k × k sub matrices AP .
Note that unlike in Cauchy-Binet, we have just summed over diagonal
minors AP (II). In the case k = 0, we understand the left hand side to
be the 1 × 1 matrix Λ0A = 1 and the right hand side to sum over the
empty pattern P which is 1 as we postulated det(FP ) = 1 for |P | = 0.
Lemma 13 (Multiplication). For n×m matrix F and an m×n matrix
G
(FG)IJ =
∑
K
FIKGKJ
where I, J ⊂ {1, . . . n} of cardinality k and where the sum is over all
K ⊂ {1, . . . , m} of cardinality k.
Proof. This lemma appears as Theorem A.2.1) in [21]. As pointed out
in [22] Lemma 10.16), it rephrases the classical matrix multiplication of
the two exterior products ΛkA,ΛkB as a composition of maps ΛkRn →
ΛkRm → ΛkRn. For more on the exterior algebra, see [1, 20]. 
We can now prove Theorem 7):
Proof. We use pk(A) = tr(Λ
kA) for any square matrix A, Lemma 11)
and Lemma 13):
pk(F
TG) = tr(Λk(FTG)) = tr(ΛkFTΛkG)
=
∑
J
(
∑
I
F TJIGIJ)
=
∑
J
∑
I
FIJGIJ
=
∑
J
∑
I
det(FP (IJ))det(GP (IJ))
=
∑
P
det(FP )det(GP ) .

Theorem 7) implies
Corollary 14 (Pythagoras). For any self-adjoint n× n matrix A and
any 0 ≤ k ≤ n we have
pk = tr(Λ
kA2) =
∑
|P|=k
det2(AP) ,
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where the sum is taken over all minors AP (IJ) with |I| = k, |J | = k and
where pk is a coefficient of the characteristic polynomial p0(−x)n +
p1(−x)n−1 + · · ·+ pn of A2.
Remarks.
1) Despite the simplicity of the proof and similar looking results for
minor expansion, formulas in multi-linear algebra [33, 4], condensation
formulas, trace ideals [51], matrix tree results [7], formulas for the char-
acteristic polynomial [37, 45, 11], pseudo inverses, non-commutative
generalizations [49], we are not aware that even the special case of
Corollary 6) for the pseudo determinant has appeared anywhere al-
ready. In the classical case, where A is invertible, the Pythagorean
identity is also called Lagrange Identity [4].
2) Pythagoras (14) should be compared with the trace identity given
in Lemma 12). The former deals with a product of matrices and is
therefore a “quadratic” identity. The trace identity deals with one ma-
trix only and does not explain Pythagoras yet. For k = 1, the Cauchy-
Binet formula and the trace identity reduce to the definition of the ma-
trix multiplication and the definition of the trace: tr(FTG) =
∑
i,j FijGij
and tr(A) =
∑
iAii. If k is the rank of A, then Cauchy-Binet is Theo-
rem 1) and the trace identity is the known formula Det(A) = tr(ΛkA),
where k is the rank of A.
7. Row reduction
One can try to prove Theorem 1) by simplifying both sides of
Det(FTG) =
∑
P
det(FP)det(GP) ,
by applying row operations on F and G and using that both sides of
the identity are basis independent. We will only illustrate this here as
a proof along those line is probably much longer. This section might
have some pedagogical merit however and also traces an earlier proof
attempt. The strategy of row reduction is traditionally used in the
proof of Cauchy-Binet. In the special case of the product identity
det(AB) = det(A)det(B) already, there is a proof which row reduces
the n × 2n matrix [A|B]. This strategy does not generalize, as any of
the three row reduction steps are false for pseudo-determinants. Lets
explain the difficulty: classical row reduction of a matrix A consists
of applying swap, scale or subtract operations to A to bring a n ×m
matrix into row reduced echelon form. Exercises in textbooks like
[36, 10]) ask to prove that the end result rref(A) is independent of
the strategy with which these steps are applied. When applying row
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reduction to a nonsingular matrix until the identity matrix is obtained,
then det(A) = (−1)r/∏λj , where r is the number of swap operations
used and λj are the scaling constants which were applied during the
elimination process. While this is all fine for det, for Det it is simply
false. Multiplying a zero row with λ or swapping two zero rows does
not alter the matrix and does therefore not contribute to the (−1)r or
scaling factors. For example, swapping the two rows of[
1 1
0 0
]
does not change the pseudo-determinant, nor does a multiplication of
the second row by λ. As far as the “subtraction” part of row reduction,
there are more bad news: unlike for the determinant, subtracting a row
from an other row can change the pseudo-determinant. For example,
Det(
[
1 1
1 1
]
) = 2,Det(
[
1 1
0 0
]
) = 1 .
These problems can be overcome partly with a safe Gauss elimination
which honors a “Pauli exclusion principle”: we can do row reduction,
as long as we do not deal with pairs of parallel vectors. This analogy
leads to the use of alternating multi-linear forms to get a geometric
characterization of the pseudo-determinant. Lets assume for simplicity
that A is a square matrix. In this multi-linear setup, A acts on k-forms
f = f1∧f2∧· · ·∧fk as Af = Af1∧Af2∧· · ·∧Afk. The length of the vec-
tor f = f1∧· · ·∧fk is defined as the k-volume |f | of the parallelepiped
spanned by the k vectors f1, . . . , fk. We have |f | = det(F ), where F
is the matrix Fij = fi · fj and where f · g denotes the Euclidean dot
product. Lets call a row in A independent within A, if it is not parallel
to any other nonzero row. Safe row reduction consists of three steps
A→ B using the following rules: a) if an independent row of A is scaled
by a factor λ 6= 0, then Det(B) = λDet(A), b) if two independent rows
in A are swapped, then Det(B) = −Det(A), c) if an independent row
is subtracted from an other independent row, then Det(B) = Det(A).
We would like to apply this to the pseudo-determinant of A = F TG:
lets see what happens if we append a multiple of a given row, starting
with the assumption that all of rows are already independent. While
it is difficult to predict the effect of adding a multiple of a row to an
other row, it is possible to see when what happens to A = F TG if such
an operation is performed for F and for G.
i) Appending a parallel row.
Given two n×m matrices F,G such that F TG is nonsingular. Assume
AT is the n× (m+ 1) matrix obtained from F T by appending λ times
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the l’th row of F at the end. Assume that BT is the n× (m+1) matrix
obtained from GT by appending µ times the l’th row of GT at the end.
Then both sides of the Cauchy-Binet formula are multiplied by 1+λµ.
Proof. First show that det(ATB) = Det(ATB) = (1+λµ)Det(FTG).
First bring the m row vectors in row reduced echelon form so that
we end up both for F and G with matrices which are row reduced
in the first m − 1 rows and for which the m’th and m + 1 th row
are parallel. If we now reduce the last two rows, F TG is block di-
agonal with
[
1 µ
λ λ+ µ
]
at the end which has pseudo-determinant
1 + λµ. For every pattern P which does not involve the l’th row,
we have det(FP ) = det(AP ) and det(GP ) = det(BP ). For every pat-
tern P which does involve the l’ row and not the second last we have
det(AP ) = λdet(FP ) and det(BP ) = µdet(GP ). For every pattern
which involves the appended last row as well as the l’th row, we have
det(AP ) = det(BP ) = 0.
ii) Given two n × m matrices F,G such that F TG and FGT have
maximal rank. Given 1 ≤ l ≤ m. Assume the row v = ∑lj=1 λjvj is
appended to F T and w =
∑l
j=1 µjwj is appended to G
T , where vj are
the rows of F T and wj are the rows of G
T . Then both sides of the
Cauchy-Binet formula are multiplied by 1 +
∑l
j=1 λjµj.
Proof. Use induction with respect to l, where l = 1 was case (i). When
adding a new vector l → l + 1, the determinant increases by λl+1µj+1.
On the right hand side this is clear by looking at the patterns which
involve the last (m+ 1)’th row.
When adding more rows we do not have explicit formulas any more.
1) This example hopes to illustrate, how difficult it can be to predict
what scaling of a row does to the pseudo-determinant. Lets take the
rank-2 matrix A =

 1 2 31 1 1
2 3 4

 and scale successively the first, second
or third row by a factor λ = 3, to get
B =

 3 2 33 1 1
6 3 4

 , C =

 1 6 31 3 1
2 9 4

 , D =

 1 2 91 1 3
2 3 12

 .
While det(A) = −2 we have det(B) = −8, det(C) = −2 and det(D) =
−4. A look at the eigenvalues σ(A) = {6.31662,−0.316625, 0}, σ(B) =
{8.89898,−0.898979, 0}, σ(C) = {8.24264,−0.242641, 0} and σ(D) =
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{14.2801,−0.28011, 0} confirms how scaling of rows with the same fac-
tor can be tossed around the spectrum all over the place. In this 3× 3
example, we can visualize the situation geometrically. The pseudo-
determinant can be interpreted as the area of parallelogram in the
image plane. Scaling rows deforms the triangle in different directions
and it depends on the location of the triangle, how the area is scaled.
2) The two 3×2 matrices F =

 1 10 3
2 1

, G =

 1 21 1
1 2

 both have rank
2. If we append 3 times the first row to F T and 2 times the first row
to GT , then the pseudo-determinant changes by a factor 1 + 2 · 3 = 7.
Indeed, we have det(F TF ) = −9 and det(ATB) = −63 with A =
 1 1 30 3 0
2 1 6

 and B =

 1 2 41 1 2
1 2 4

.
If we append 3 times the first row of F T to F T and 2 times the second
row ofGT toGT however, then the pseudo-determinant does not change
because 1 +
∑
i µiλi = 1. Indeed we compute det(A
TB) = −9 with
A =

 1 1 30 3 0
2 1 6

 and B =

 1 2 21 1 2
1 2 2

.
3) This is an example of 4 × 2 matrices F,G, where the first matrix
has rank 2 and the second matrix has rank 1. If F =


1 1
2 1
3 1
4 1

, G =


1 1
2 2
3 3
4 4

, Then F TG =
[
30 30
10 10
]
which has pseudo-determinant 40.
If we multiply the second row of F T with a factor 2, we get F1 =

1 2
2 2
3 2
4 2

, and F T1 G =
[
30 30
20 20
]
which has pseudo-determinant 50. If
we swap two rows of F T , we get F2 =


2 1
2 2
2 3
2 4

 and F T2 G =
[
10 10
30 30
]
which has the same pseudo-determinant 40. If we subtract the second
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row of F T from the first row of F T , we get F3 =


0 1
1 1
2 1
3 1

 and F T3 G =
[
20 20
10 10
]
which has pseudo-determinant 30.
Finally, let’s append twice the first row of F T to F T and three times the
first row of GT to GT to get A =


1 1 2
2 1 4
3 1 6
4 1 8

 and B =


1 1 3
2 2 6
3 3 9
4 4 12

,
so that ATB =

 30 30 9010 10 30
60 60 180

 which has rank 1 and Det(ATB) =
220. For random 4×2 matrices F,G, scaling a row of F T by λ changes
the determinant of F TG by λ, swapping two rows of F T swaps the
determinant of F TG and subtracting a row of F T from an other row
does not change the determinant. After appending λ times a rows to
F T and µ times a row to GT , we would get the pseudo-determinant
scaled by a factor 1 + λµ = 7.
8. Remarks
A) Pseudo-determinants are useful also in infinite dimensions. In in-
finite dimensions, one has regularized Fredholm determinants det(1 +
A) =
∑∞
k=0 tr(Λ
kA) for trace class operators A. If A and B are trace
class, then they satisfy the Cauchy-Binet formula det((1+A)(1+B)) =
det(1 + A)det(1 + B) and Fredholm determinants are continuous on
trace class operators. (See e.g. [50, 51]). Pseudo-determinants make
an important appearance for zeta regularized Ray-Singer determinants
[35] of Laplacians for compact manifolds using the Minakshisundaraman-
Pleijel zeta function defined by the Laplacian. These determinants are
always pseudo-determinants because Laplacians on compact Riemann-
ian manifolds always have a kernel. For the Dirac operator A = i d
dx
on the circle, which has eigenvalues n to the eigenvalues e−in the Dirac
zeta function is ζ(s) =
∑
n>0 n
−s. Since ζ ′(0) = −1, the circle has the
Dirac Ray-Singer determinant Det(D) = e. This must be seen as a
regularized pseudo-determinant because only the nonzero eigenvalues
have made it into the zeta function.
B) Theorem 1) will allow to give a combinatorial description of the
pseudo-determinant of the Laplace-Beltrami operator L = (d + d∗)2
CAUCHY-BINET FOR PSEUDO-DETERMINANTS 25
acting on discrete differential forms of a finite simple graph. The right
hand side of Cauchy-Binet for pseudo determinants can be expressed in
terms of trees. IfD = d+d∗ is the Dirac matrix of a finite simple graph,
then L = D2 is the Laplace-Beltrami operator L acting on discrete dif-
ferential forms. It is a v×v matrix if v is the total number of simplices
in the graph. The formula implies there that Det(L) is the number of
maximal complete trees in a double cover of G branched at a single
vertex. Like the classical matrix tree theorem which gives an interpre-
tation of the Det(L0) where L0 is the matrix Laplacian on function,
the Dirac matrix theorem gives an interpretation of Det(L), where L
is the Laplace-Beltrami operator acting on discrete differential forms.
Things are a bit more interesting in the Dirac case because trees come
with a positive or negative sign and unlike in the classical matrix tree
theorem, det(D2P ) does no more correspond to a single tree only. One
has to look at a branched double cover of the graph so that we have to
interpret det(DP )det(DP ) a signed number of maximal labeled trees in
a double cover of the simplex graph G branched at the base point. Now,
Det(D) is divisible by the number of vertices |V | in the original graph
G, if G is connected. Note that for the scalar Laplacian L0 of the sim-
plex graph G, the classical matrix tree just counts the number of trees
in G but this is a different matrix than the form Laplacian (d + d∗)2,
evenso they are both square v× v matrices. As G is a connected graph
with v vertices, the kernel of L0 is one dimensional and Det(L0) is
divisible by v. The kernel of L however has a dimension
∑
i bi where
bk = dim(H
k(G)) of G. In this linear algebra context it is worth men-
tioning that the Euler-Poincare´ identity
∑
k(−1)kbk =
∑
k(−1)kvk for
the Euler characteristic of G or the Hodge formula bk = dim(ker(Lk)
for the dimension of the k-harmonic forms are elementary (see [27, 29]).
C) For circle graphs Cn, the scalar Laplacian L = L0 satisfies
Det(L) =
n−1∏
k=1
4 sin(
kπ
n
)2 = n2 .
We have looked at Birkhoff sums
∑n−1
k=1 log(sin
2(πkα/n)) for Diophan-
tine α in [31, 26] and studied the roots of the zeta functions of these
graphs which are entire functions
ζn(s) =
n−1∑
k=1
2−s sin−s(π
k
n
)
in [30].
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D) Let A be the adjacency matrix of a finite simple weighted graph.
The later means that real values Aij = Aji called weights are assigned
to the edges of the graph. A sub-matrix P = PK,L is obtained by
restricting to a sub pattern. If the square of det(P )2 is called the ben-
efit of the sub-pattern and Det2(A) the benefit of the matrix, then
the Pythagorean pseudo-determinant formula (6) tells that the square
Det2(A) is the sum of the benefits of all k × k sub patterns, where k
is the rank of A. The formula Det(1 + A2) is the sum of the benefits
over all possible sub patterns. This picture confirms that both Det or
det are interesting functionals.
E) Lets look at a probability space of symmetric n× n matrices which
take values in a finite set. We can ask which matrices maximize or
minimize the pseudo-determinant. Pseudo-determinants can be larger
than expected: for all 2 × 2 matrices taking values in 0, 1, the maxi-
mal determinant is 1 while the maximal pseudo-determinant is 2, ob-
tained for the matrix where all entries are 1. On a probability space
(Ω, P ) of matrices, where matrix entries have continuous distribution,
it does of course not matter whether we take the determinant functional
or pseudo-determinant functional because non-invertible matrices have
zero probability. But we can ask for which n×n matrices taking values
in a finite set, the pseudo-determinant Det(A) is maximal.
F) We can look at the statistics of the pseudo-determinant on the
Erdo¨s-Renyi probability space of all finite simple graphs G = (V,E)
of order |V | = n similar than for the Euler characteristic or the di-
mension of graph in [25]. Considering the pseudo-determinant func-
tional on the subset of all connected graphs could be interesting. While
the minimal pseudo-determinant is achieved for the complete graphs
where Det(D(Kn)) = −n2n−1−1, it grows linearly for linear graphs
Det(D(Ln)) = n(−1)n−1 and quadratically for cycle graphs Det(D(Cn)) =
n2(−1)n−1, where D = D(Cn) is a 2n × 2n matrix and D2 is a block
matrix containing two copies L0, L1 of the n × n scalar Laplacian L0
and Det(D2) = Det(L0)Det(L1) = Det
2(L0) = n
4. The complete graph
with one added spike seems to lead to the largest pseudo determinant.
We computed the pseudo-determinant for all graphs up to order n = 7,
where there are 1’866’256 connected graphs. It suggests that a limit-
ing distribution of the random variable X(G) = log(|Det(L(G)|) might
exist on the probability space of all connected graphs G in the limit
n→∞.
CAUCHY-BINET FOR PSEUDO-DETERMINANTS 27
G) The results were stated over fields of characteristic zero. Since
multi-linear algebra can be done over any field F , Theorem 7) general-
izes. Determinants over a commutative ring K can be characterized as
an alternating n-linear function D on M(n,K) satisfying D(1) = 1
(see e.g. [23, 18]). As discussed, this does not apply to pseudo-
determinants. Is there an elegant axiomatic description of pseudo-
determinants? I asked this Fuzhen Zhang after his plenary talk in
Providence who informed me that it is not a generalized matrix
function in the sense of Marcus and Minc [38], who introduced func-
tions of the type d(A) =
∑
x∈H χ(x)
∏
Ai,x(i), where H is a subgroup
of the symmetric group and χ is a character on H . Indeed, the latter
is continuous in A, while the pseudo determinant is not continuous as
a function on matrices.
Appendix
We add some Mathematica routines which illustrate the results in this
paper. First, we list an implementation of the pseudo determinant,
using the first non zero entry pk of the Characteristic polynomial mul-
tiplied by (−1)k
✞
FirstNon0 [ s ]:=−(−1)ˆArrayRules [ s ] [ [ 1 , 1 , 1 ] ] ArrayRules [ s ] [ [ 1 , 2 ] ] ;
PDet [ A ] := FirstNon0 [ CoefficientList [CharacteristicPolynomial [A, x ] , x ] ] ;
✝ ✆
Next we look at the procedure “PTrace” - the P stands for Pauli trace -
which produces the pairing 〈F,G〉k, which is the sum over all products
det(FP )det(GP ) where P runs over k × k sub matrices. We compute
the list of Pauli traces and a generating function t(x) which will match
the characteristic polynomial p(x) of F TG. There is a perfect match
as our theorem tells that p(x) = t(x).
✞
PTrace [ A , B , k ] :=Module [{U,V,m=Length [A] , n=Length [A [ [ 1 ] ] ] , s={} , t={}} ,
U=Partition [ Flatten [ Subsets [Range [m] , { k , k } ] ] , k ] ; u=Length [U ] ;
V=Partition [ Flatten [ Subsets [Range [ n ] , { k , k } ] ] , k ] ; v=Length [V ] ;
Do[ s=Append [ s ,Table [A [ [U [ [ i , u ] ] ,V [ [ j , v ] ] ] ] , { u , k} ,{v , k } ] ] , { i , u} ,{ j , v } ] ;
Do[ t=Append [ t ,Table [B [ [U [ [ i , u ] ] ,V [ [ j , v ] ] ] ] , { u , k} ,{v , k } ] ] , { i , u} ,{ j , v } ] ;
Sum[Det [ s [ [ l ] ] ] ∗Det [ t [ [ l ] ] ] , { l ,Length [ s ] } ] ] ;
PTraces [ A , B ]:=(−x )ˆm+Sum[(−x )ˆ(m−k ) PTrace [A,B, k ] , {k , 1 ,Min[ n ,m] } ] ;
n=5; m=7; r=4; RandomMatrix [ n ,m ] :=Table [ RandomInteger [ 2 r ]−r ,{n} ,{m} ] ;
F=RandomMatrix [ n ,m] ; G=RandomMatrix [ n ,m] ;
CharacteristicPolynomial [Transpose [F ] .G, x ]
PTraces [F ,G]
✝ ✆
The code for experiments made to discover Theorem 7) generates ma-
trices F,G and then A = F TG and B = FGT for which both have zero
determinant. This assures that we are in a situation, which can not be
explained by the classical Cauchy-Binet theorem. Then we compute
both polynomials:
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✞
R:=RandomMatrix [ n ,m] ;
S hu f f l e :=Module [{} ,F=R;G=R;A=Transpose [F ] .G;B=F .Transpose [G ] ] ;
S hu f f l e ; While [Abs [Det [A] ]+Abs [Det [B] ]>0 , Shu f f l e ] ;
{CharacteristicPolynomial [Transpose [F ] .G, x ] , PTraces [F,G]}
✝ ✆
Here we compare the coefficients stated first in Theorem 7):
✞
F=RandomMatrix [ n ,m] ; G=RandomMatrix [ n ,m] ;
PTr [ A , B ]:=1+Sum[ z ˆk PTrace [A,B, k ] , { k , 1 ,Min[ n ,m] } ] ;
{Det [ IdentityMatrix [m]+z Transpose [F ] .G] , PTr [F ,G]}
✝ ✆
And now we give examples of the identity in Corollary 8):
✞
A=RandomMatrix [ n ,m] ; B=RandomMatrix [ n ,m] ;
{Det [ IdentityMatrix [m] + Transpose [A ] . B] , PTraces [A,B] / . x−>−1}
✝ ✆
Finally, lets illustrate the multi-linear Lemma 13) by building two ma-
trices F,G and then comparing the matrix product of the exterior
powers ΛkF,ΛkG with the exterior power Λk(FG) of the product FG:
✞
WedgeP [ F , k ] :=Module [{U,V,m=Length [F ] , n=Length [F [ [ 1 ] ] ] } ,
U=Partition [ Flatten [ Subsets [Range [m] , { k , k } ] ] , k ] ; u=Length [U ] ;
V=Partition [ Flatten [ Subsets [Range [ n ] , { k , k } ] ] , k ] ; v=Length [V ] ;
Table [Det [Table [ F [ [U [ [ i , u ] ] ,V [ [ j , v ] ] ] ] , { u , k} ,{v , k } ] ] , { i , u} ,{ j , v } ] ] ;
F=RandomMatrix [ n ,m] ; G=RandomMatrix [ n ,m] ;
Transpose [WedgeP [F , 3 ] ] . WedgeP [G, 3 ] − WedgeP [Transpose [F ] .G, 3 ]
✝ ✆
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