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Résumé
En programmation par contraintes, l’efficacité des
solveurs est principalement due aux contraintes globales
qui encapsulent des algorithmes de résolution spécifiques.
Une conséquence est la prolifération de centaines de
contraintes globales qui sont spécialisées pour des pro-
blèmes très particuliers. Dans cet article, nous étudions
une approche basée sur les domaines abstraits de l’ana-
lyse de programmes par interprétation abstraite. Les do-
maines abstraits permettent de résoudre efficacement des
conjonctions de contraintes primitives dans un langage
fixé. Essentiellement, nous utilisons une décomposition de
la contrainte globale cumulative vers des conjonctions
de contraintes primitives pouvant être prises en charge
par les domaines abstraits. Le premier avantage est que
ces derniers sont moins nombreux car plus généralistes, et
peuvent donc être réutilisés sur une gamme de problèmes
plus large. Le deuxième est que ces domaines abstraits
peuvent échanger des contraintes grâce à la technique
du produit réduit issue de l’interprétation abstraite. La
contribution principale est d’utiliser les contraintes réi-
fiées afin de programmer cet échange d’information entre
le domaine abstrait des intervalles et des octogones. Nous
explicitons cette approche sur le problème de gestion de
projet à contraintes de ressources (RCPSP). Les expéri-
mentations préliminaires montrent que l’approche offre
un bon compromis entre efficacité et expressivité.
1 Introduction
L’efficacité d’un solveur de contraintes tient principa-
lement à la présence de contraintes globales permettant
d’encapsuler des algorithmes spécifiques à une sous-
structure d’un problème. Par exemple, la contrainte
globale alldifferent(x1, . . . , xn) s’assure que les va-
riables x1, . . . , xn sont toutes différentes. On recense
presque 400 contraintes globales [2] possédant chacune
plusieurs algorithmes de propagation plus ou moins
efficaces. Ce qui fait à la fois la force et la faiblesse
des contraintes globales est leur flexibilité : on peut
toujours créer une nouvelle contrainte globale captu-
rant un problème spécifique, au prix de passer plus de
temps dans l’implémentation algorithmique que sur la
partie modélisation. De plus, la plupart des solveurs
de contraintes n’implémentent que quelques dizaines
de contraintes globales—les plus courantes. Un dernier
problème est l’absence de communication forte entre
deux contraintes globales identiques. Par exemple, si un
modèle contient deux contraintes alldifferent parta-
geant des variables, cette information est difficilement
prise en compte dans les solveurs classiques. Une solu-
tion est de passer par des algorithmes de consistance
plus fortes que ceux implémentés dans les solveurs clas-
siques [3]. Une autre solution est de créer une nouvelle
contrainte globale agrégeant plusieurs alldifferent,
qui par ailleurs existe et s’appelle k_alldifferent.
Dans cet article, nous étudions une approche ba-
sée sur les domaines abstraits venant du domaine de
l’analyse de programme par interprétation abstraite [7].
Au lieu de capturer des sous-structures du problème,
un domaine abstrait capture des sous-théories de la
programmation par contraintes [20]. Une théorie repré-
sente une conjonction de contraintes dans un langage
fixé. Par exemple, on peut imaginer le domaine abs-
trait Diff qui gère les contraintes de la forme x 6= y.
Dans ce cas, toutes les contraintes 6= du modèle se-
ront propagées dans ce domaine abstrait par un algo-
rithme efficace. Le domaine abstrait Diff subsume les
deux contraintes alldifferent et k_alldifferent.
Un premier avantage est que les domaines abstraits
sont moins dépendants d’un problème en particulier, et
peuvent donc être réutilisés sur des problèmes avec des
sous-structures très différentes. Un deuxième avantage
est que les domaines abstraits peuvent communiquer
entre eux grâce à la technique du produit réduit de
l’interprétation abstraite.
Il existe une multitude de produits réduits entre deux
domaines et il doivent généralement être programmés à
la main. La contribution de cet article est de proposer
un produit réduit générique entre deux domaines abs-
traits en utilisant des contraintes d’équivalence de la
forme c1 ⇔ c2, également appelées contraintes réifiées.
Soit deux domaines abstraits A et B, ces contraintes
réifiées permettent de faire le pont entre les contraintes
c1 appartenant à A et c2 appartenant à B. Afin d’obte-
nir ce produit réduit automatiquement, nous étendons
la définition d’un domaine abstrait avec un opérateur
de déduction (entailment). Cet opérateur est ensuite
utilisé pour programmer le propagateur de la contrainte
réifiée.
Nous illustrons cette méthode en proposant d’étu-
dier le produit réduit du domaine des intervalles et
des octogones afin de résoudre le problème de gestion
de projet à contraintes de ressources (RCPSP) [9, 10],
que nous introduisons en Section 2. L’idée principale
est d’utiliser une décomposition de la contrainte glo-
bale cumulative pour qu’elle puisse être gérée par le
domaine des octogones [22]. Les contraintes restantes,
non octogonales, peuvent être prise en charge par le
domaine des intervalles (également appelés « boîtes »)
qui peut être vu comme le domaine de base en pro-
grammation par contraintes. Une boite discrète est un
produit Cartésien d’intervalles de la forme [l, u]x ∈ N2
tel que la variable x peut être affectée à une valeur
dans l’ensemble {v | l ≤ v ≤ u}.
Les définitions nécessaires d’interprétation abstraite
sont introduites en Section 3 ainsi que les octogones
entiers en Section 4. Le produit réduit par contraintes
réifiées est donné en Section 5. Nous fournissons une
implémentation 1 de ces domaines abstraits et testons
son efficacité sur une série de benchmarks standard
pour le RCPSP (Section 6).
Finalement, afin d’éviter toute ambiguïté, notons de
suite que l’idée des domaines abstraits est très proche
des solveurs Satisfiability Modulo Theories (SMT). La
différence principale est que les domaines abstraits
sont basés sur la théorie des treillis plutôt que sur un
fondement logique comme en SMT. Des travaux récents
connectant les deux domaines sont disponibles [8].
2 Le problème RCPSP
Le problème de gestion de projet à contraintes de
ressources (RCPSP) est un problème classique d’or-
donnancement de tâches sous ressources. Un problème
RCPSP est un triplet (T, P, R) où T est un ensemble de
tâches, P est l’ensemble des priorités entre les tâches,
que nous noterons i  j pour indiquer que la tâche
1. Le code et les benchmarks sont publiquement disponibles
à l’adresse github.com/ptal/AbSolute.
i doit terminer avant que j commence, et R est l’en-
semble des ressources. Chaque tâche i ∈ T a une durée
di ∈ N et une utilisation des ressources rk,i ∈ N pour
toutes ressources k ∈ R. Chaque ressource k ∈ R a une
capacité ck ∈ N décrivant la quantité de cette ressource
disponible à chaque instant. Le but est de trouver un
planning des tâches T respectant les priorités dans
P et n’excédant pas, à chaque instant, la capacité
des ressources disponibles. Généralement, on cherche
également à optimiser la durée totale d’exécution du
planning.
Un modèle par contraintes de ce problème consiste
à représenter une tâche i par sa date de début si.
Les constantes et variables du problème sont toutes
discrètes. Les contraintes temporelles sont exprimées
comme suit :
∀(i j) ∈ P , si + di ≤ sj (1)
Les contraintes de ressources sont exprimées comme
suit :
∀t ∈ [0..h− 1], ∀k ∈ R, (
∑
i∈T,si≤t<si+di
rk,i) ≤ ck (2)
où h est l’horizon du problème représentant la date
maximale de fin d’une tâche. Une façon simple d’ob-
tenir l’horizon est de faire la somme de la durée des
tâches. On vérifie que l’utilisation de chaque ressource
k n’excède pas sa capacité ck à chaque instant t. Une
ressource est potentiellement utilisée dans un instant
t si une tâche utilisant cette ressource s’exécute à cet
instant.
Exemple 1. Nous considérons un exemple de pro-
blème RCPSP sur la Figure 1. Ce problème comporte 5
tâches dont les priorités sont décrites sur la Figure 1a,
et 2 ressources de capacité 5 et 3 dont l’usage est éga-
lement donné sur la Figure 1a dans le coin supérieur
gauche de chaque tâche. La durée totale minimum d’un
planning pour cet exemple est de 7 unités de temps
(Figure 1c). Le profil d’utilisation des ressources est
représenté sur la Figure 1b : à chaque instant la somme
des ressources utilisées n’excède pas leurs capacités.
Par exemple, durant le deuxième instant seule la tâche
T2 est active et consomme 1 unité de la ressource r2.
Dans la suite, nous considérons la version généralisée
RCPSP/max où les priorités entre deux tâches sont
généralisées. L’ensemble P contient des contraintes
temporelles de la forme ±si −±sj ≤ c où i, j sont des
tâches et c ∈ Z une constante entière. Ainsi, si nous
avons s2− s1 ≤ 3, cela signifie que la tâche 2 doit com-
mencer au plus tard 3 instants après la tâche 1. Les
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(c) Une solution minimisant la durée totale.
Figure 1 – Un exemple du problème RCPSP sur 5 tâches et 2 ressources de capacité 5 et 3.
« exactement », « après » et « avant » peuvent égale-
ment être encodées. Cette forme de contraintes apparaît
dans de nombreux travaux comme les réseaux tempo-
rels de contraintes [9], les octogones en interprétation
abstraite [15], et la théorie de la logique différentielle
(DL) dans les solveurs Satisfiability Modulo Theories
(SMT) [21]. Dans cet article, nous nous intéressons aux
octogones entiers.
3 Interprétation abstraite
L’interprétation abstraite est une technique d’ana-
lyse de programmes par sur-approximation de l’en-
semble des valeurs concrètes que peuvent prendre les
variables du programme [7]. Nous nous intéressons à
un fragment particulier de cette théorie qui est les
domaines abstraits. Ceux-ci encapsulent des conjonc-
tions de contraintes de forme prédéfinie comme les
contraintes de bornes x ≥ c ou x ≤ c (domaine des
intervalles) ou les contraintes linéaires de la forme
a1 ∗x1 + . . .+an ∗xn ≥ c où ai et c sont des constantes
(domaine des polyèdres).
3.1 Notations
On utilise l’ensemble K = {true, false, unknown}
pour représenter les éléments de la logique de Kleene
(on notera par exemple que false ∧ unknown = false et
true ∧ unknown = unknown). Une contrainte est un
prédicat logique défini sur un ensemble de variables,
et nous notons C l’ensemble de toutes les contraintes
logiques. Nous appellerons domaine concret l’ensemble




En interprétation abstraite, un domaine abstrait est
un ensemble partiellement ordonné muni de certaines
opérations utiles à l’analyse de programme. Les do-
maines abstraits ont été adaptés au cadre de la program-
mation par contraintes, avec des opérateurs spécifiques,
dans [19]. Dans cet article, nous nous plaçons dans ce
cadre et introduisons un domaine entier intégrant des
contraintes de différences, les octogones entiers. Nous
ne donnons que les opérations nécessaires dans la suite
de cet article, et notamment les correspondances de
Galois ne sont pas explicitées.
Définition 2 (Domaine abstrait). Un domaine abs-
trait pour la programmation par contraintes est un
treillis complet 〈Abs,≤〉 dont les éléments sont repré-
sentables en machine, et muni des opérations suivantes :
— ⊥ est le plus petit élément.
— t est l’opérateur d’union (join) de deux éléments.
— state : Abs → K donne l’état d’un élément :
true si l’élément satisfait toutes les contraintes
du domaine abstrait, false si c’est un élément qui
ne satisfait pas toutes les contraintes du domaine
abstrait, et unknown si la satisfiabilité de cet
élément ne peut pas encore être décidée.
— J.K : C → Abs est une fonction partielle transfor-
mant une contrainte en un élément du domaine
abstrait. Cette fonction n’est pas nécessairement
définie pour toutes les contraintes puisqu’un do-
maine abstrait ne permet de gérer que certaines
contraintes.
— closure : Abs → Abs est une fonction extensive
(x ≤ closure(x)) permettant d’éliminer des va-
leurs inconsistantes du domaine abstrait. Dans
le jargon de la programmation par contraintes, il
s’agit de la propagation.
Les solutions d’un élément abstrait a ∈ Abs sont
données par l’ensemble sol(a) = {s ∈ Abs | a ≤
s ∧ state(s) = true}. Quand une confusion est pos-
sible, nous annotons les opérations du domaine abs-
trait avec le nom du domaine, par exemple ⊥Box pour
l’élément ⊥ sur le domaine des intervalles Box. Fina-
lement, notons que le domaine abstrait contient les
contraintes que celui-ci peut propager, et l’opérateur
closure peut être vu comme l’algorithme de propaga-
tion des contraintes à l’intérieur du domaine abstrait.
Plus de détails concernant les autres opérateurs né-
cessaires sont disponibles dans [19]. Nous illustrons
maintenant cette définition avec l’exemple du domaine
abstrait des octogones entiers.
4 Octogones entiers
4.1 Définitions
Le domaine abstrait des octogones entiers est défini
sur un ensemble de variables (x0, . . . , xn−1) et une
conjonction de contraintes octogonales de la forme
suivante :
±xi −±xj ≤ d
où d ∈ Z est une constante. En étendant le domaine à
2n variables (x′0, . . . , x′2n−1), Miné [15] donne une trans-
formation de ces contraintes octogonales en contraintes
de potentiel de la forme x′i − x′j ≤ d (les variables ne
sont que positives). Cette représentation est intéres-
sante car un système de contraintes de potentiel peut
être résolu en temps cubique par l’algorithme des plus
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Figure 2 – Correspondance DBM/octogone en dimen-
sion 2.
courts chemins de Floyd-Warshall. On peut représenter
ces contraintes dans une matrice à différences bornées
(DBM) qui correspond à l’octogone initial [15]. Une
DBM est une matrice m où un élément mi,j représente
la constante d d’une contrainte de potentiel x′j−x′i ≤ d.
Nous noterons que lorsque j/2 > i/2 (où / est la divi-
sion entière), l’élément représenté mj,i est redondant.
Une matrice dont les éléments redondants sont égaux
est appelée cohérente dans la littérature. Nous ne re-
présenterons pas ces éléments dans les exemples 2 et
gardons la matrice entière pour définir les opérations.
Afin de donner quelques intuitions, nous pouvons voir
un octogone à n dimensions comme une intersection
de boîtes à n dimensions également. Sur la Figure 2,
on donne un octogone en 2 dimensions comme l’in-
tersection de deux boîtes (dont une tournée à 45◦) et
les contraintes associées aux différents côtés de l’octo-
gone. Les lignes et colonnes de la matrice sont annotées
avec les variables correspondantes, et on schématise
l’élément de la matrice avec la borne du côté qu’il
représente. Notons qu’à partir d’une entrée (i, j) de
la DBM, nous pouvons récupérer les indices du côté
opposé avec (̄ı, ̄) où :
ı̄ =
{
i + 1 si i est pair
i− 1 si i est impair
et similairement pour ̄.
Nous pouvons passer d’un ensemble de contraintes
octogonales à un ensemble de contraintes de potentiel
par la réécriture suivante (avec i 6= j) :
xi ≥ d  x′2i+1 − x′2i ≤ −2d
xi ≤ d  x′2i − x′2i+1 ≤ 2d
xi − xj ≤ d  x′2i − x′2j ≤ d
xi + xj ≤ d  x′2i − x′2j+1 ≤ d
−xi − xj ≤ d  x′2i+1 − x′2j ≤ d
−xi + xj ≤ d  x′2i+1 − x′2j+1 ≤ d
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Figure 3 – DBM et sa représentation par intersection de deux boîtes.
Exemple 3. Afin d’illustrer la correspondance entre
les contraintes octogonales, la DBM et sa représentation
géométrique, on considère les contraintes suivantes :
x0 ≥ 1 ∧ x0 ≤ 3 x1 ≥ 1 ∧ x1 ≤ 4
x0 − x1 ≤ 1 −x0 + x1 ≤ 1
Les contraintes de borne sur x0 et x1 sont représentées
par la boîte en jaune sur la Figure 3b, et les contraintes
octogonales par la boîte en vert. L’intersection des deux
boîtes est donnée sur la Figure 3c.
La contrainte de potentiel associée à −x0+x1 ≤ 1 est
x′1 − x′3 ≤ 1, représentée dans la DBM (Figure 3a) par
l’entrée dbm3,1 = 1. Nous pouvons facilement retrouver
le côté de l’octogone représenté à la position (3, 1) grâce
à la Figure 2.
4.2 Opérations
Nous prenons la représentation matricielle d’un oc-
togone pour définir les opérations du domaine abstrait.
Pour définir ces opérations, nous considérons deux
DBMs m et m′ de dimension n, et N = [0..2n − 1].
On voit une matrice m comme un ensemble d’éléments
indexés {di,j | i, j ∈ N}.
Premièrement, la plus petite matrice ⊥ est définie
par {∞i,j | i, j ∈ N}.
En second, nous avons l’opérateur t défini comme
suit :
m t m′ = {min(mi,j , m′i,j)i,j | i, j ∈ N} (3)
L’intersection géométrique de deux octogones se fait en
prenant le minimum des coefficients des deux DBMs.
En effet, si un coefficient est plus petit, cela signifie
que l’intervalle entre le côté qu’il représente et le côté
opposé est plus étroit.
Ensuite, nous avons l’opération state :
state(m) = true si ∀i, j ∈ N, mi,j = mı̄,̄false si ∃i, j ∈ N, mi,j + mı̄,̄ < 0unknown sinon (4)
Un octogone est dans l’état true si toutes ses variables
sont des singletons, ce qui signifie que la DBM re-
présente un point dans l’espace, et chaque côté est
identique à son côté opposé. Un octogone est inconsis-
tant (false) si un de ses côtés inférieurs a dépassé le
côté supérieur correspondant, ce qui se traduit par la
somme des coefficients inférieure à zéro 3. Dans tous
les autres cas, l’octogone est dans un état indéterminé.
L’opération de transfert dans les octogones n’est
définie que pour les contraintes octogonales. Considé-
rons a, b les indices des variables octogonales et i, j des
variables de potentiel, on a la réécriture suivante :
±xa −±xb ≤ d x′i − x′j ≤ d′
et donc le transfert suivant :
J±xa −±xb ≤ dK = ⊥ t {d′i,j}
On utilise la transformation d’une contrainte octogo-
nale en contrainte de potentiel et affectons le coefficient
obtenu d′ dans la case correspondante de la matrice.
Finalement l’opérateur de clôture est obtenu grâce à
l’algorithme de Floyd-Warshall. Nous ne redonnons
pas l’algorithme de clôture ici qui est étudié extensive-
ment dans [15, 1, 4]. Il est particulièrement intéressant
de considérer la clôture incrémentale qui permet de
mettre à jour la DBM avec une contrainte octogonale
en O(n2) [15, 4] au lieu de la clôture générale qui est
en O(n3).
3. Notons que le signe du coefficient d’un côté inférieur doit
être inversé pour obtenir sa coordonnée dans le plan Euclidien.
5 Produit réduit via contraintes réifiées
5.1 Décomposition du problème RCPSP/max
Les contraintes temporelles du problème
RCPSP/max sont des contraintes octogonales
qui peuvent être gérées efficacement par les octogones
entiers. L’étape non triviale est de gérer les contraintes
de ressources qui ne sont pas purement octogonales
(sinon la résolution du problème serait polynomiale).
En programmation par contraintes, les contraintes
de ressources sont généralement représentées par la
contrainte globale cumulative :
cumulativek([s1, . . . , sn], [d1, . . . , dn], [rk,1, . . . , rk,n], ck)
qui assure que les tâches n’excèdent pas la capacité ck
de la ressource k. Notons que cette contrainte ne gère
qu’une seule ressource k ∈ R à la fois. Afin d’extraire
des contraintes octogonales de cumulative, nous consi-
dérons sa décomposition par tâches telle que donnée
dans [22] :
∀j ∈ [1..n], ∀i ∈ [1..n] \ {j},
bi,j ⇔ (si ≤ sj ∧ sj < si + di)
(5)
∀j ∈ [1..n], rk,j + (
∑
i∈[1..n]\{j}
rk,i ∗ bi,j) ≤ ck (6)
La décomposition (5) introduit n2 − n variables boo-
léennes, où une variable bi,j est vraie ssi les tâches i
et j se chevauchent. La contrainte de chevauchement
si ≤ sj ∧ sj < si + di est réifiée dans la variable boo-
léenne bi,j . Pour ce qui est de la décomposition (6), l’in-
tuition principale est que l’utilisation maximale d’une
ressource k ne peut changer que lorsque une tâche
commence, et pas pendant son exécution. Ainsi, pour
toutes les dates de début sj , la somme de rk,j et des res-
sources utilisées par les tâches i s’exécutant à l’instant
sj ne doit pas excéder la capacité ck.
5.2 Opération de déduction
Les contraintes temporelles du RCPSP (en (1))
peuvent être propagées dans le domaine abstrait des
octogones, tandis que les contraintes de ressources (en
(6)) peuvent être propagées dans le domaine abstrait
des intervalles. Il reste à faire communiquer les deux
domaines et les contraintes réifiées remplissent ce rôle.
Une contrainte réifiée est une contrainte de la forme
c1 ⇔ c2 permettant de poser des équivalences entre
contraintes. La force de la méthode proposée ici est
que les contraintes c1 et c2 ne sont pas forcément repré-
sentées dans le même domaine abstrait. Ce mécanisme
est donc particulièrement adapté pour échanger de
l’information entre deux domaines abstraits.
Nous avons des contraintes réifiées en (5) où les
variables booléennes bi,j sont représentées dans le
domaine abstrait des intervalles et les contraintes
si ≤ sj ∧ sj < si + di dans le domaine des octo-
gones. Afin de gérer cet échange d’information, nous
devons munir nos domaines abstraits de l’opération de
déduction entailment permettant de détecter si une
contrainte est déjà induite par le problème.
Définition 4 (Déduction). Soit un domaine abs-
trait Abs et deux éléments a, b ∈ Abs, l’opération
entailment : Abs × Abs → K est un opérateur de
déduction si il satisfait les propriétés suivantes :
1. Si entailment(a, b) = true (noté a  b) alors
sol(a) = sol(a t b) ; on n’obtient pas moins de
solutions avec l’élément b, il est redondant dans
a.
2. Si entailment(a, b) = false (noté a 2 b) alors
sol(a t b) = ∅ ; on ne pourra jamais déduire b de
a dans une solution.
3. Si entailment(a, b) = unknown alors state(a) =
unknown ∨ state(b) = unknown ; on répond
unknown si un des éléments a ou b est lui-même
unknown.
L’opérateur de déduction peut être beaucoup plus fa-
cile à calculer qu’établir la satisfiabilité du problème
puisqu’on peut répondre unknown. Une version géné-
rique de cette opération utilisant les opérations t et
state d’un domaine abstrait peut-être définie comme
suit :
entailment(a, b) = true si (a t b) = afalse si state(a t b) = falseunknown sinon
Proposition 5. Soit les DBMs m et m′,
entailment(m, m′) est un opérateur de déduc-
tion (Définition 4) pour le domaine abstrait des
octogones.
Démonstration. On procède par cas :
— true : Si on a mtm′ = m alors par la Définition 3,
toutes les entrées de m sont plus petites que celles
de m′. La DBM m′ contient donc déjà toutes les
solutions présentes dans m, et ne permet pas de
réduire cet ensemble.
— false : Si on a state(m tm′) = false alors par la
Définition 4, il existe une dimension nulle dans
m t m′, et donc l’octogone ne contient pas de
solution.
— unknown : Si m ou m′ est inconsistant
(state(m) = false ∨ state(m′) = false), alors
leur union donne également une DBM inconsis-
tante. Si m et m′ sont consistants (state(m) =
true ∧ state(m′) = true) alors leur union ne
peut donner qu’une DBM consistante ou incon-
sistante, vu que toutes les bornes inférieures sont
égales aux bornes supérieures, soit mi,j = mī,j̄ .
Par conséquent, unknown n’est possible que lors-
qu’une des deux DBMs est unknown.
Dans le cas des octogones, nous pourrions également
fournir une version plus précise de l’opérateur de déduc-
tion en utilisant closure(a t b), mais cette version est
plus coûteuse vu qu’elle est de complexité O(n3)—la
première version étant en O(n2). Finalement, notons
que dans le cas du RCPSP, nous appliquons l’opérateur
de déduction entre une DBM et une seule contrainte
octogonale. La complexité de la première version est
ainsi en temps constant, et celle de la deuxième en
O(n2) avec la clôture incrémentale.
5.3 Produit réduit des intervalles et octogones
Un nouveau domaine abstrait Box×Oct issu de la
combinaison du domaine des intervalles Box et des
octogones Oct peut être obtenu par produit direct.
Le produit direct est un produit cartésien de deux
domaines abstraits avec les opérateurs redéfinis sur ce
produit [16]. Nous pouvons le définir sur Box×Oct de
la manière suivante :
⊥ = (⊥Box,⊥Oct)
(b, o) t (b′, o′) = (box tBox b′, o tOct o′)




(JcKBox,⊥Oct) si JcKOct n’est pas défini
(⊥Box, JcKOct) si JcKBox n’est pas défini
closure((b, o)) = (closure(b), closure(o))
Le problème du produit direct est que les domaines
abstraits n’échangent pas d’information. Le produit
réduit augmente le produit direct avec un échange d’in-
formation [16]. Bien sûr, il existe une multitude de
produits réduits entre deux domaines abstraits. Nous
proposons un produit réduit entre les intervalles et oc-
togones où les deux communiquent exclusivement via
des contraintes réifiées. Nous ajoutons au produit direct
un ensemble R de contraintes réifiées, et redéfinissons
l’opérateur de clôture. Pour ce faire, nous introduisons
d’abord un propagateur pour les contraintes réifiées.
À l’aide de l’opérateur de déduction nous pouvons
donner un propagateur générique pour les contraintes
d’équivalence entre deux domaines abstraits. Bien que
ce propagateur soit générique, nous utilisons le domaine
des intervalles Box et octogones Oct afin d’illustrer son
fonctionnement. Soit c1 ⇔ c2 une contrainte d’équiva-
lence où Jc1KBox et Jc2KOct sont définis, nous avons :
prop⇔(b, o, c1 ⇔ c2) :=
b  Jc1KBox =⇒ (b, o t Jc2KOct)
b 2 Jc1KBox =⇒ (b, o t J¬c2KOct)
o  Jc2KOct =⇒ (b t Jc1KBox, o)
o 2 Jc2KOct =⇒ (b t J¬c1KBox, o)
Cette fonction peut être généralisée à des contraintes
d’équivalence de la forme c1∧ . . .∧cn ⇔ c′1∧ . . .∧c′m en
étendant l’opération de déduction sur des conjonctions.
Nous pouvons maintenant définir l’opérateur de clô-
ture du produit réduit Box×Oct :
closureR(box, oct, R) = (
⊔
r∈R prop⇔(box, oct, r), R)
closure((box, oct, R)) =
(closureR(closure(box′), closure(oct′), R))
Soit e un élément du produit réduit, l’opérateur de
clôture peut être appliqué jusqu’à réaliser le point fixe
de closure(e) = e.
6 Implémentation et expérimentations
Les fonctions introduites dans les sections précé-
dentes nous permettent d’intégrer le domaine abstrait
Box×Oct dans le solveur abstrait AbSolute [19] que
nous améliorons pour gérer le cas discret. Nous four-
nissons trois domaines abstraits : les intervalles, les
octogones et le produit réduit de ces deux domaines.
L’implémentation et les benchmarks présentés dans
cette section sont publiquement disponibles à l’adresse
github.com/ptal/AbSolute. Les mesures sont réalisées
sur un Dell XPS 13 9370, avec un processeur Intel(R)
Core(TM) i7-8550U cadencé à 1.8GHz sous GNU Li-
nux. Le solveur AbSolute est compilé avec la version
4.07.1+flambda du compilateur OCaml.
6.1 Implémentation fonctionnelle
Une partie de la complexité d’implémentation d’un
solveur de contraintes vient des structures de données
qui doivent être backtrackable. Par conséquent, à chaque
fois qu’une variable doit être restaurée lors d’un back-
track, celle-ci doit être manipulée au travers d’une
mémoire dédiée qui est gérée par le solveur. Cette mé-
moire apparait de part et autre dans le code du solveur,
complexifiant les interfaces et la programmation, alors
qu’il devrait s’agir d’un aspect transversal du solveur.
Le paradigme fonctionnel fournit par défaut une
mémoire non-mutable qui peut être utilisée dans des
algorithmes de backtrack sans effort particulier. De
plus, le langage OCaml, dans lequel est programmé
faisable (%) optimal (%) insatisfiable (%)
J30 100 100 0
AbSolute 100 47.71 0
GeCode 100 72.29 0
Chuffed 100 99.38 0
UBO100 86.87 86.87 13.13
AbSolute 50 12.22 11.11
GeCode 64.44 32.22 12.22
Chuffed 85.55 74.44 8.89
Figure 4 – Résultats sur les instances J30 et UBO100.
notre solveur AbSolute, propose des traits impératifs
classiques. Cela permet à tout moment de choisir si
une variable est globale à l’arbre d’exploration (via
une référence mutable) ou locale à une branche de
l’arbre (via une structure fonctionnelle). L’avantage est
que la mémoire backtrackable est gérée par le langage
lui-même au lieu du solveur AbSolute.
On peut comparer la stratégie de restauration offerte
par OCaml à une stratégie de trailing où seules les mo-
difications sur une structure sont prises en compte, au
lieu de réaliser une copie [5]. D’autre part, nous utili-
sons les tableaux persistants de Conchon et Filliatre [6]
afin d’implémenter efficacement la DBM. La technique
décrite dans leur article est très proche d’un trailing
à gros grain, donc sans compression des modifications
successives sur une même case mémoire lors de l’étape
de propagation (technique appelée time-stamping). Nos
mesures indiquent néanmoins que la compression ne
réduit que de 10% la taille de la structure dans le cas
général, et au maximum de 50% sur certaines instances.
Dans l’implémentation, nous avons fait le choix de ne
pas compresser les modifications.
6.2 Expérimentations préliminaires
On considère deux ensembles d’instances générés par
l’outil ProGen/max [13] :
— J30 pour le problème RCPSP contenant 480 ins-
tances de 30 activités [12].
— UBO100 pour le problème RCPSP/max contenant
90 instances de 100 activités et 5 ressources [11].
Le temps maximal pour résoudre une instance est fixé
à 60 secondes.
On teste et compare trois solveurs :
— AbSolute avec le produit réduit décrit en Sec-
tion 5 et un algorithme de branch and bound
classique.
— GeCode 6.0.1 avec un modèle du RCPSP uti-
lisant la contrainte globale cumulative et un
algorithme de timetabling [24].
— chuffed 0.10.0 avec un modèle du RCPSP sans
contraintes cumulatives, avec la décomposition
par tâches (Section 5.1). Ce solveur utilise la tech-
nique de génération de clauses paresseuses (lazy
clause generation) [18] qui est la méthode la plus
efficace pour résoudre le RCPSP et RCPSP/max
à ce jour.
La stratégie d’exploration est basée sur les temps de
début des tâches : on sélectionne la variable qui a la
plus petite borne inférieure, et on affecte cette variable
à cette borne.
Des résultats préliminaires sont disponibles sur la
Figure 4 où on donne en pourcentage la proportion de
problèmes faisables (au moins une solution est trouvée),
optimal (preuve de la meilleure solution) et insatis-
fiables (preuve d’insatisfiabilité). La première ligne de
chaque ensemble d’instances (commençant par J30 et
UBO100) contient la répartition des instances faisables
et insatisfiables. On constate que le solveur Chuffed
est largement le meilleur, sauf pour les preuves d’insa-
tisfiabilité de UBO100 où AbSolute parvient à en faire
2 de plus dans le temps imparti. On remarque que la
différence entre AbSolute et GeCode est moindre mais
reste quand même conséquente.
Il faudra conduire d’autres expérimentations pour
tirer des conclusions plus précises sur les faiblesses et
forces de ces différentes approches.
7 Conclusion
Les contraintes globales sont nécessaires à l’efficacité
de la programmation par contraintes mais sont trop
nombreuses. Une solution intermédiaire entre efficacité
et expressivité est d’utiliser des domaines abstraits cap-
turant des sous-théories réutilisables pour une large
gamme de problèmes. Dans ce but, nous avons pré-
senté un produit réduit de deux domaines abstraits
où l’échange d’information se fait via des contraintes
réifiées. En particulier, nous avons formalisé et expéri-
menté cette idée sur le produit réduit des intervalles
et octogones afin de résoudre le problème RCPSP. Les
expérimentations montrent que l’approche est suffisam-
ment efficace pour de nombreuses instances de tailles
variées, mais reste en deçà des algorithmes de l’état de
l’art comme la génération de clauses paresseuses.
Les perspectives futures sont variées, tant au niveau
de la performance brute du domaine abstrait que des
problèmes pouvant être résolus avec cette méthode.
Premièrement, il est possible d’optimiser les octogones
afin de cibler des instances de grandes tailles (au delà
de 200 tâches), notamment par décomposition en sous-
octogones [23]. Deuxièmement, de nombreuses exten-
sions du RCPSP existent [17] et cachent certainement
des contraintes propices à l’utilisation de domaines
abstraits. Finalement, d’autres contraintes globales
peuvent être décomposées vers des contraintes octogo-
nales comme la contrainte sequence [14]. L’avantage
étant qu’on pourrait supporter ces contraintes effica-
cement sans effort puisque le domaine des octogones
existe déjà.
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