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Resum
Els assajos no destructius so´n de vital importa`ncia tant en el sector aeroespacial com en
el mercat en general. A l’actualitat, hi ha moltes te`cniques no destructives disponibles que
so´n a`mpliament reconegudes com a serveis d’inspeccio´. No obstant, s’esta` duent a terme
una a`mplia recerca dins el camp dels assajos no destructius per aconseguir te`cniques
me´s econo`miques i me´s eficients que les que actualment estan disponibles. En aquesta
investigacio´, s’avalua una te`cnica no destructiva innovadora denominada Magnetic Early
Defect Detection (MEDD) mitjanc¸ant un paquet de programari comercial. Els resultats
s’han comparat amb els resultats teo`rics i experimentals obtinguts en treballs anteriors.
L’objectiu final e´s comprovar la viabilitat i la sensibilitat d’aquesta nova te`cnica i comprovar
si pot ser explotada comercialment. Un dels beneficis me´s importants d’aquesta te`cnica
e´s l’aplicabilitat en una a`mplia gamma de materials que so´n molt utilitzats en el sector
aeroespacial com els aliatges d’alumini i els compo`sits com els Carbon Fibre Reinforced
Polymers i els Glass Fibre Reinforced Polymers.
Segons la te`cnica proposada, sota un camp magne`tic generat amb corrent continu, la
deteccio´ d’esquerdes es basa en variacions locals de la densitat de flux magne`tic a causa
de l’acumulacio´ de ferrofluid a l’esquerda. Pel cas de camps magne`tics generats amb
corrent altern, la deteccio´ es basa en el retard de fase de la magnetitzacio´ del ferrofluid (i
per tant el retard del camp magne`tic prop de l’esquerda) respecte el camp extern aplicat.
Per tant, s’han estudiat dues situacions: (i) la resposta del ferrofluid en un camp magne`tic
generat amb corrent continu i (ii) la resposta sota un camp magne`tic generat amb corrent
altern. Per al primer cas, les simulacions ens mostren que la variacio´ del camp magne`tic
e´s del mateix ordre de magnitud que els resultats obtinguts experimentalment. De totes
maneres, es va fer un proce´s de calibracio´ per la permeabilitat relativa del ferrofluid ja
que era l’u´nic valor que no estava caracteritzat correctament. Les simulacions tambe´ ens
mostren que despre´s d’aplicar el ferrofluid sobre el material a analitzar, s’ha de netejar el
ferrofluid restant que queda per aconseguir resultats inequı´vocs. Aquesta validacio´ asse-
gura que per utilitzar la te`cnica MEDD amb corrent continu no es necessita instrumentacio´
d’altes prestacions i que per tant aquesta te`cnica e´s econo`mica, fa`cil i eficient.
Per al cas de corrent altern, degut a que les nanopartı´cules magne`tiques no poden seguir
els canvis del camp magne`tic es crea un retard. Aquest retard depe`n de la frequ¨e`ncia,
augmentant amb ella. Tot i que s’han analitzat mu´ltiples aproximacions per intentar resol-
dre el problema, no s’ha arribat a una solucio´ va`lida degut a les limitacions del programari.
La te`cnica MEDD amb corrent altern te´ un gran potencial en aplicacions molt exigents on
la sensibilitat i la precisio´ de les mesures sigui d’alta importa`ncia i la qu¨estio´ econo`mica
quedi en segon pla.
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Overview
Non-destructive testing (NDT) is of paramount importance in both the aerospace and ge-
neral markets. Nowadays, several NDT techniques are available and widely recognised
for inspection services. However, wide research is being done in the NDT field to achieve
better, cheaper and more efficient techniques. In this research, an assessment of an in-
novative NDT tehcnique termed Magnetic Early Defect Detection (MEDD) is made using a
commercial software package. The results are compared with experimental and analytical
results obtained in previous works. The ultimate goal is to verify the feasibility and sen-
sitivity of this innovative NDT technique, and to check if it can be exploited commercially.
One of the most relevant benefits of MEDD is the applicability in a wide range of materi-
als used in aerospace applications such as aluminium alloys and composites like Carbon
Fibre Reinforced Polymers and Glass Fibre Reinforced Polymers.
In the proposed technique, under an applied DC magnetic field, crack detection would be
based on local variations of magnetic flux density due to a ferrofluid accumulated in the
crack. Instead, under an applied AC magnetic field, detection could be based on the phase
lag of the ferrofluid magnetization (and thus the phase lag of the magnetic field close to
the crack) respect to the applied field.
Thus, two cases have been studied: (i) the response of the ferrofluid under an external
DC magnetic field and (ii) the response under an AC magnetic field. For the first case, the
numerical simulations led to induced magnetic field results of the same order of magnitude
as those obtained experimentally. These signals could be detected using common mag-
netometers. However, a calibration process was followed for the relative permeability of
the ferrofluid (which was not consistently characterized). The simulations show also that
a cleaning process should be performed to wipe the excess ferrofluid from the surface to
achieve an unmistakable signal. This validation ensures that no-high-end technology must
be used and therefore makes DC MEDD a cheap, easy and efficient NDT technique.
For the AC case, a phase lag is introduced because the particles are not able to follow the
rapid change of the magnetic field. This phase lag is frequency dependent and increases
with it. Even though several approaches to solve the problem were done, none of them
ended up with a valid solution due to the limitations encountered in the software. AC MEDD
has a huge potential in high-demanding applications where the sensitivity and accuracy are
of utmost importance and where the price is not the main concern.
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INTRODUCTION
Non-destructive testing (NDT) is the process of inspecting, testing, or evaluating materials,
components or assemblies for discontinuities, or differences in characteristics without de-
stroying the serviceability of the part or system. NDT is continuously increasing its market
revenue and is of paramount importance to improve aircraft safety and reduce mainte-
nance cost.
In the aerospace industry, NDT procedures ensure that not a single manufactured compo-
nent starts its service life without first passing a series of stringent tests. In fact, at present
day, NDT is trusted as a guarantee for safety in the aerospace field. As fatigue is respon-
sible for a major part of the failures of metal components, NDT is also of great importance
in the maintenance routines that aircraft have to follow all along their operative lifetime.
Although aerospace industries are constrained to the use of certified NDT procedures, a
wide research is being performed in the field such as this investigation on the Magnetic
Early Defect Detection (MEDD) technique. MEDD aims to meet the requirements of NDT
end-users and also to decrease significantly the cost of surface inspections in compari-
son to current techniques. The MEDD technique is specially relevant because it would
allow detection of surface cracks in widely used aerospace materials, such as aluminium
alloys (AA) and composites like Carbon Fibre Reinforced Polymers (CFRP) or Glass Fibre
Reinforced Polymers (GFRP).
The aim of this thesis is to simulate and computationally validate an innovative NDT tech-
nique called MEDD. This work is a follow up of the master thesis entitled Preliminary study
of an innovative Non-Destructive Testing technique concept for detection of surface cracks
in non-ferromagnetic materials. This was an analytical and experimental approach to the
problem of the magnetic response of a ferrofluid in a surface crack under an applied mag-
netic field. The work presented in this thesis completes and complements the mentioned
study. The ultimate goal is to verify the feasibility and sensitivity of the innovative NDT con-
cept. Particularly, the problem is now approached using numerical simulations, which are
also interesting for comparison purposes and to validate the results previously obtained.
Numerical methods are very powerful and allow a comprehensive approach to analytically
complex problems. Maxwell’s equations do not have an analytical solution, so computa-
tional electromagnetics is the key to solving electromagnetic problems. In this thesis, the
AC/DC module of COMSOL Multiphysics suite is used to address these issues.
This thesis has five chapters and is organised as follows.
Chapter 1 describes the NDT concept and introduces the major NDT applications, advan-
tages and limitations and the materials that are suitable to be inspected with each of the
techniques are presented. The MEDD technique, the innovative method that is to be simu-
lated in this work, is also introduced. To sum up, a market insight is provided to understand
the increasingly importance of NDT, both in the aerospace and general market.
Chapter 2 gives an introduction to magnetic materials. The different magnetic behaviours
of materials are summarized and special emphasis is given to ferrofluids, the basis of the
MEDD technique. A list of magnetic properties useful for the simulation phase is also
provided. The Maxwell’s equations are presented.
Chapter 3 presents the computer-aided engineering (CAE) concept. Electromagnetic mod-
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elling is analysed in-depth. A categorization of the tasks needed to solve a computational
electromagnetics problem is given. The concept of multiphysics is also introduced.
Chapter 4 introduces the software used in this research and explains in detail the pro-
cedure followed to model and solve the problem under study, and to perform the post-
processing of the results obtained from the simulations.
Chapter 5 presents the results of the simulations in both the DC and AC case and com-
pares them with the ones obtained analytically and experimentally. Lastly, the conclusions
are presented.
CHAPTER 1. NON-DESTRUCTIVE TESTING
NDT are non-invasive techniques to detect factors related to the serviceability or quality
of a part or a material without limiting its usefulness. Material defects such as surface
cracks, laps, pits, internal inclusions, bursts, shrink, seam and hot tears can be detected.
Sometimes their dimensions and exact location can be determined. The applicability, com-
plexity and time necessary for conducting the tests may vary significantly from one NDT
technique to another. After processing the results of NDT inspection, parameters such
as hardness, case depth, wall thickness, ductility, decarburization, cracks, apparent ten-
sile strength, grain size, and lack of weld penetration or fusion may be detected and/or
measured. Service results such as corrosion and fatigue cracking may be detected and
measured by NDT methods [1]. In contrast to destructive testing, NDT is an assessment
without damaging or destroying the test object. The destruction of the test object usually
makes destructive testing more costly and it is also inappropriate in many circumstances
[2].
The terms non-destructive examination (NDE), non-destructive inspection (NDI), and non-
destructive evaluation (NDE) are also commonly used [3].
NDT is very versatile as it can be effectively used for the:
• Examination of raw materials prior processing
• Evaluation of materials during processing as a means of process control
• Examination of finished products
• Evaluation of products and structures once they have been put into service
Despite its great advantages, non-destructive testing has limitations and the use of an
NDT will not ensure that a part will not fail or malfunction. The threshold of detectability or
the correct selection of the technique depending on the type and size of the defect to be
detected are of great importance when performing the test.
The main aim of this thesis is to perform computational simulations on an innovative NDT
technique to assess its feasibility comparing the results obtained to the proven results in
Preliminary study of an innovative Non-Destructive Testing technique concept for detection
of surface cracks in non-ferromagnetic materials. To do so, a first categorization of the
state of the art NDT techniques will be presented and then the innovative NDT technique
(MEDD) will be introduced. Finally, some insight is provided on the aerospace and general
NDT markets.
1.1. Classic NDT techniques
There are many NDT methods to evaluate different kinds of discontinuities or irregularities
on materials. Each of them has strengths and drawbacks depending on several aspects
of the testing such as the material and the type and size of the defect. The Engineering
Society for Advancing Mobility Land Sea Air and Space (SAE International) Handbook
describes the following NDT methods: Infrared, Magnetic Particle, Eddy Current, Liquid
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Penetrant, Penetrating Radiation, Ultrasonic, Acoustic Emission and Leakage Testing in
the publications SAE J359, SAE J420, SAE J425, SAE J 426, SAE J427, SAE J428,
SAE J1242 and SAE J1267 respectively [1]. In addition to the tests described in the SAE
Handbook, other NDT methods exist. The most used and widely known are presented in
Table 1.1.
For an in-depth analysis of the techniques introduced below, check [3]. There are also
other methods for non-invasive testing such as: Laser Testing Methods (LM), Magnetic
Flux Leakage (MFL), and Vibration Analysis (VA) inter alia. More information can be found
in [4]. Some versions exist for the Penetrating Radiation testing depending on the source,
such as X-ray (the most extended), Gamma ray and Neutron Radiographic Testing (NR).
They require government license and are radiation hazardous [1].
1.2. Magnetic Early Defect Detection (MEDD)
After examining the current NDT techniques, it is time to introduce the proposed tech-
nique: the MEDD. MEDD is applicable for surface inspection of materials not necessarily
magnetic or conductive, for instance composites like CFRP or GFRP. It also works on AA.
The procedure to detect cracks is the following [5]:
• The surface to be inspected is initially scanned with a transducer capable of sensing
the local value of magnetic flux density.
• A suitable magnetic fluid, such as a custom-made suspension or commercially avail-
able ferrofluid with known magnetic properties, is then spread on the surface to be
inspected.
• The magnetic fluid is allowed to seep into any existing surface-breaking defect by
capillary action for a given dwell time. This causes the accumulation of magnetic
particles inside the defects, which may generate a detectable magnetic signal when
magnetized.
• The surface is then to be scanned again with a transducer capable of sensing the
local value of magnetic flux density. This should enable a simple and rapid detection
of surface-breaking defects thanks to the anomalous magnetic signals generated by
the aggregated magnetic particles inside them.
C
H
A
P
TE
R
1.
N
O
N
-D
E
S
TR
U
C
TIV
E
TE
S
TIN
G
5
Table 1.1: Overview of the major NDT techniques
Method Principle Materials Application Advantages Limitations
Visual testing
(VT)
Uses reflected or
transmitted light from
test object that is
imaged with the hu-
man eye or other
light-sensing device.
Totally independent of
materials.
Ranging from raw ma-
terial to finished prod-
ucts and in-service in-
spection.
Can be inexpensive
and simple with mini-
mal training required.
Broad scope of uses
and benefits.
Only surface condi-
tions can be eval-
uated. Effective
source of illumination
required.
Penetrant testing
(PT) (SAE J426)
A liquid containing vis-
ible or fluorescent dye
is applied to surface
and enters discontinu-
ities by capillary action
to aid in visual inspec-
tion.
Nonporous mate-
rial, metals, plastics,
glazed ceramics.
Surface flaws such
as cracks, porosity,
pits, seams, and laps.
Virtually any solid
non-absorbent mate-
rial having uncoated
surfaces that are not
contaminated.
Relatively easy. Ma-
terials are inexpen-
sive. Extremely sen-
sitive, very versatile,
applicable to complex
shapes. Minimal train-
ing.
Only surface flaws
detected. Surfaces
must be clean and
contaminants-free.
Standards difficult to
establish.
Magnetic particle
testing (MT) (SAE
J420)
Magnetic particles at-
tracted by leakage flux
at surface flaws of
magnetic object and
visual inspection.
Magnetic materials. Surface flaws such
as cracks, laps,
and seams. Some
subsurface flaws.
Relatively easy to
perform. Equipment
usually inexpensive.
Highly sensitive and
fast compared to PT.
Only surface and a
few subsurface dis-
continuities can be de-
tected. Parts must be
relatively clean. Usu-
ally requires high cur-
rent source. Parts
sometimes must be
demagnetized. Stan-
dards difficult to estab-
lish.
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Method Principle Materials Application Advantages Limitations
Penetrating Ra-
diation testing
(PRT) (SAE
J427)
General-Penetrating
radiation is differen-
tially absorbed by
materials, depending
upon thickness and
type of material.
Most materials. Internal defects such
as inclusions, poros-
ity, shrink, hot tears,
cracks, cold shuts,
and coarse structure
in cast metals; lack of
fusion and penetration
in welds. Detection of
missing internal parts
in an assembly.
More standards estab-
lished than for other
methods. Internal de-
fects detected. Per-
manent film record.
Health precautions
necessary. Defect
must be at least
2% of total section
thickness. Film pro-
cessing requires time,
facilities, and care.
Difficult with complex
shapes. Most costly
non- destructive test
method.
Ultrasonic testing
(UT) (SAE J248)
Mechanical vibrational
waves (frequency
range 0.1 to 25 MHz)
are introduced into a
test object. This en-
ergy is reflected and
scattered by inhomo-
geneities or becomes
resonant. Information
is interpreted from
cathode ray tube or
read from meter.
Metals, plastics, ce-
ramics, glass, rubber,
graphite, concrete.
Inclusions, cracks,
porosity, bursts, lam-
inations, structure,
lack of bond, thick-
ness measurement,
weld defects.
Provides precise,
high-sensitivity results
quickly. Can be auto-
mated and recorded.
Penetrates up to 60 ft
(18m) steel. Indicates
flaw location.
Difficulty with complex
shapes. Surface
roughness may affect
test. Defect orien-
tation affects test.
Requires couplant.
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Method Principle Materials Application Advantages Limitations
Eddy current
testing (ET) (SAE
J425)
Localized electrical
fields are induced
into a conductive test
specimen by electro-
magnetic induction.
Flaws and material
properties affect flow
of currents.
Metals Material composition,
structure, hardness
changes, cracks,
case depth, voids,
large inclusions, tub-
ing weld defects,
laminations, coating
thickness, porosity,
and conductivity.
Quick, versatile,
sensitive to surface
and near-surface
inhomegeneities; can
be non-contacting;
easily adaptable to
automation. Elec-
tric circuit design
variations permit se-
lective sensitivity and
function.
Variables must be
understood and con-
trolled. Shallow- depth
of penetration, lift-off
effects and surface
condition. Reference
standards needed.
Thermal infrared
testing (TIR)
Temperature vari-
ations at the test
surface are measured
using thermal sensors
and instruments.
Most materials. Surface imperfections. Extremely sensitive
to slight temperature
changes in small parts
or large areas.
Not effective for detec-
tion of flaws in thick
parts. Evaluation re-
quires high skills.
Infrared testing
(SAE J359)
Electromagnetic radi-
ation from test ob-
jects above a temper-
ature of absolute zero
is detected and corre-
lated to quality. Meter,
recorder, photograph,
or CRT display infor-
mation.
Most materials. Discontinuities that
interrupt heat flow:
flaws, voids, inclu-
sions, lack of bond.
Higher or lower than
normal resistances in
circuitry.
High sensitivity. One-
sided inspection pos-
sible. Applicable to
complex shapes and
assemblies of dissim-
ilar components. Ac-
tive or passive speci-
mens.
Emissivity variations
in materials, coatings,
and colors must be
considered. In multi-
layer assemblies, hot
spots can be hidden
behind cool surface
component. Relatively
slow.
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Method Principle Materials Application Advantages Limitations
Acoustic emis-
sion testing (AE)
(SAE J1242)
As discontinuities
propagate, energy
is released and trav-
els as stress waves
through material.
These are detected
by means of sensors.
Rate and amplitude
of high frequency (0.1
to 1 MHz) acoustic
emissions are noted
and correlated to the
object.
Most solid materials. Determine or monitor
integrity of welds,
pressure vessels,
rotating equipment,
some composites
and other structures
subject to stress or
loading.
Remote and continu-
ous real time surveil-
lance of structures is
possible. Inaccessible
flaws can be detected.
Location of flaws can
be determined. Per-
manent record can be
made.
Part must be stressed.
Nonpropagating flaws
cannot be detected.
Nonrelevant noise
must be filtered out.
Transducers must be
in contact with the test
surface.
Leakage Testing
(LT) (SAE J1267)
Material flows across
an interface at a leak
site. Rate of flow
is pressure, time, and
leak size dependent.
Detection of the trans
interface migration is
done in one of eight or
more ways.
Totally independent of
materials.
Any vessel containing
a product at a pres-
sure different from
ambient or a vessel
in which a pressure
different from ambient
can be created for
evaluation.
Provides assurance
that the vessel will
retain contents as de-
signed. Advantages
vary for the individual
methods.
Vary from method to
method.
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1.3. Market Insight
The non-destructive testing industry can be mostly classified in two segments: services
and equipment. The equipment NDT market is highly defined and concentrated. According
to Frost & Sullivan, the two major competitors, Olympus NDT Inc and GE Measurement
and Control Solutions, hold approximately a 50% of the share of the global NDT equipment
market [6]. They are not only the ones with a higher revenue volume, but they also offer
products in several NDT technologies such as magnetic and electromagnetic, penetrant
testing, radiography, ultrasonic and visual testing. The other competitors, around 1000
NDT suppliers worldwide, offer mostly solutions on ultrasonic and radiographic testing.
In 2012, the global NDT equipment market was estimated at $1489.9M, growing at a
Compounded Annual Growth Rate (CAGR)1 of 8.1%. Ultrasonic testing is the NDT method
with the largest market revenue (31.1%), followed by radiography (30.3%), being the third
visual inspection contributing to a 21.3% of the global revenue [6]. These values are
summarized in Figure 1.1.
Ultrasonic
31.1%Radiography
30.3%
Visual
21.3% Other NDT techniques
17.3%
Figure 1.1: NDT equipment market revenue
The forecast for the next five years estimates that radiography testing revenue will overtake
ultrasonic testing’s first position as its price is falling at a faster pace than radiography.
Radiography is expected to grow at a CAGR of 8.7% and ultrasonic test equipment at
a CAGR of 7.4%. The non-destructive equipment global market is expected to reach
$2200M by 2018 at a CAGR of 8% [7].
Although the improvements of the NDT technologies provide a great boost to the industry,
the implementation of these solutions and the analysis of the data obtained are of equal
importance. That is why the services related with the NDT also need to be analysed.
The NDT inspection services market has barely felt the global economic downturn. The
number of NDT inspection services performed during the construction of new projects
(derived from CAPEX2), which have been postponed or cancelled due the economic cri-
sis, have decreased considerably indeed. However, the services related to operational
maintenance of already working infrastructure (derived from OPEX3), which is normally
compliance-based inspection, experienced a notable increase during this period.
1Compounded Annual Growth Rate: The year-over-year growth rate of an investment over a specified
period of time.
2Capital Expenditure is the cost of developing or providing non-consumable parts for the product or sys-
tem.
3Operating Expense is an ongoing cost for running a product, business, or system.
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According to Frost & Sullivan’s report, the global NDT inspection services market was
$3052.2M in 2010 and is expected to reach $5590.4M by 2017 [8].
North America is responsible for the 40.8% of the global inspection services market, being
the major end user for NDT inspection services the oil and gas market contributing to a
55.8% of its revenues in 2010. ACUREN, Team Inc, and MISTRAS Group Inc are the
three top competitors occupying 51.3% of the US market revenues. Europe is the second
largest market for the NDT inspection services representing a 31.3% of the world market.
The oil and gas market is also in head. Applus RTD is the market leader in Europe (21.6%
of the European Market). The Asia Pacific zone holds a 16.5% of total inspection services
market. Oil and gas represent a 46.1% of the Asia Pacific NDT inspection services market.
In the Asia Pacific zone, the market is largely fragmented and there is not an indisputable
leader. The rest of the world (ROW), is responsible of a 11.4% of the global inspection
services revenue. The Middle East and South America (mostly Brazil) are the leaders of
the ROW. Inspection services related to oil and gas represent a 49.1% of the global share
in the ROW [8]. In Figure 1.2, the NDT inspection services market share is depicted.
US
40.8%
EU
31.3%
APAC
16.5% ROW
11.4%
Figure 1.2: Global share of NDT inspection services by region
One of the biggest challenges affecting the NDT industry is the lack of NDT technicians
[9]. Stricter Government regulations and the always increasing sophistication of NDT
equipments, have led to a demand of more trained professionals in more complex NDT
techniques. As a reference, the minimum amount of hours for the Level II visual inspec-
tion certification is 140, whether for the Level II ultrasonic inspection certification is 1600.
Therefore, there is an urgent need to propose easier NDT techniques, such as MEDD. The
complete table of the certification requirements is available in [8].
CHAPTER 2. MAGNETIC MATERIALS
When a material is under the influence of a magnetic field, the magnetic forces of the
material’s electrons will be affected. This effect is known as Faraday’s Law of Magnetic
Induction. However, different materials will react differently to a same magnetic field. The
magnetic response of materials can be classified in:
• Diamagnetism occurs due to the non-cooperative behaviour of orbiting electrons
when exposed to an applied magnetic field. Although it is usually very weak, when
exposed to an applied field, a magnetization with opposite sign to the applied field
occurs in the material (i.e., the susceptibility is negative). Figure 2.1 (left) shows the
magnetization of a diamagnetic material versus the applied magnetic field (note that
the magnetization is zero when the external magnetic field is zero), while Figure 2.1
(right) shows the susceptibility of a diamagnetic material versus temperature (note
that the susceptibility is temperature independent). In the following Table (2.1) some
diamagnetic materials are listed along with values of their magnetic susceptibility
[10].
Figure 2.1: Magnetization of a diamagnetic material
Table 2.1: Magnetic susceptibility of diamagnetic materials
Material Magnetic susceptibility (10 5)
Bismuth  16.6
Mercury  2.9
Silver  2.6
Copper  1
• Paramagnetism refers to materials that become magnetized in the presence of a
magnetic field but the magnetization disappears when the field is removed. Para-
magnetic behaviour is due to the presence of some unpaired electrons, and arises
from the realignment of the electron paths caused by the external magnetic field.
The magnetization of the material has the same sign as the applied field (i.e., the
susceptibility is negative). When a magnetic field is applied, it results in a net positive
magnetization and positive susceptibility. Figure 2.2 (left) shows the magnetization
of a paramagnetic material versus the applied magnetic field, while Figure 2.2 (right)
shows the susceptibility of a paramagnetic material versus temperature. In this case,
the susceptibility is temperature dependent. This dependence is known as the Curie
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Law. Also, at room temperature (RT) and under moderate magnetic fields, the para-
magnetic susceptibility is small (but greater than the diamagnetic contribution). In
the following Table (2.2), some paramagnetic materials are listed along with values
of their magnetic susceptibility [10].
Figure 2.2: Magnetization of a paramagnetic material
Table 2.2: Magnetic susceptibility of paramagnetic materials
Material Magnetic susceptibility (10 5)
Uranium 40
Platinum 26
Aluminum 2.2
Sodium 0.72
• Ferromagnetism refers to materials that can retain their magnetic properties once
the magnetic field is removed. These materials have a large, positive susceptibility
at low applied fields, and show saturation and hysteresis. Ferromagnetic materials
have some unpaired electrons so their atoms have a net magnetic moment. They
get their strong magnetic properties due to the presence of magnetic domains. In
these domains, large numbers of atom’s moments (1012 to 1015) are aligned parallel
so that the magnetic field within the domain is strong. Iron, nickel, and cobalt are
examples of ferromagnetic materials.
After explaining the possible magnetic behaviours of materials, magnetic fluids are going
to be introduced. Magnetic fluids may be classified as: ferrofluids, which are colloidal
suspensions of very fine (⇠ nm) magnetic particles, and magnetorheological fluids, which
are suspensions of larger (⇠ µm), usually non-stable, magnetic particles. These materials
react differently to the application of an external magnetic field. Magnetorheological fluids
undergo an enormous increase of viscosity and, for strong enough fields, they may even
behave like a solid. Conversely, a ferrofluid keeps its fluidity even if subjected to strong
magnetic fields (⇠ 10kG) [12].
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2.1. Ferrofluids
A ferrofluid (also known as magnetic colloid) is a colloidal suspension of single-domain
magnetic particles, with typical dimensions of 10 nm, dispersed in a liquid carrier. It be-
haves like a ferromagnetic material. As explained before, when a ferrofluid is subject to a
strong magnetic field, it keeps its fluidity.
Next, a brief introduction to some properties of ferrofluids is presented. The properties
listed are needed to understand properly the simulation and the discussion of the results
and do not represent the complete list of magnetic properties.
• Electrical conductivity. It measures the ability of a material to conduct an electric
current. Its SI unit are siemens per meter (Sm 1) and it is commonly represented by
s. Sometimes, the term electrical resistivity (r) is used, which is just the reciprocal.
The SI units for the resistivity are Wm.
s= J
E
=
1
r
(2.1)
Being E the magnitude of the electric field in Vm 1 and J the magnitude of the
current density in Am 2.
• Relative permeability. In electromagnetics, the permeability is the ratio of magnetic
flux density to the external magnetic field.
µ=
B
H
(2.2)
In general, permeability is not a constant as it depends greatly on the medium.
The relative permeability is the ratio of the permeability of a specific medium to the
permeability of free space, µ0, where µ0 = 4p ·10 7Hm 1. It is dimensionless and
it is represented by µr.
µr =
µ
µ0
(2.3)
• Relative permittivity. The relative permittivity formerly called dielectric constant is the
ratio of the amount of electrical energy stored in a material by an applied voltage,
relative to that stored in a vacuum. Denoted by er, it is dimensionless and is usually
a complex, frequency-dependent value.
er =
e
e0
(2.4)
The vacuum permittivity, e0, is obtained from the permeability of free space defined
by the next expression.
e0 =
1
µ0c2
(2.5)
The value for the vacuum permittivity is e0 ⇡ 8.85 ·10 12Fm 1. c is the speed of
light in SI units.
• Volume fraction. The volume fraction of a ferrofluid, denoted byF, is the volume per-
centage of magnetic solid material with respect to the total volume of the ferrofluid.
Its value usually ranges from 5 to 15% for commercially available ferrofluids.
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• Magnetization. Magnetization is the vector field that expresses the density of per-
manent or induced magnetic dipole moments in a magnetic material. The origin of
these magnetic moments responsible for magnetization can be either microscopic
electric currents resulting from the motion of electrons in atoms, or the spin of the
electrons or the nuclei. Magnetization is not necessarily homogeneous within a
body. Represented by M, its units in the SI are Am 1.
M =
m
V
(2.6)
Where m is the total vector sum for the magnetic moments of all the atoms in a given
volume V .
• Saturation magnetization. The saturation magnetizationMs is the maximum induced
magnetic moment that can be obtained in a magnetic field. In other words, it rep-
resents the magnetization that results when all the magnetic dipoles in a piece are
mutually aligned with the external field.
• Magnetic susceptibility. The volume magnetic susceptibility c is a dimensionless
value that indicates the degree of magnetization of a material in response to an
applied magnetic field.
c= M
H
(2.7)
Being M the magnetization of the material and H the magnetic field strength, both
in Am 1. Equation 2.7 is usually valid for diamagnetic and paramagnetic materials,
but for ferromagnetic materials, this relationship is not linear due to the magnetic
hysteresis.
The magnetic susceptibility is related to the permeability with the following expres-
sion.
c= µr 1 (2.8)
When the magnetic susceptibility is measured in response to an AC magnetic field,
the susceptibility (usually called AC susceptibility) is a complex value and can be
written as:
c(w) = c0(w)  ic00(w) (2.9)
Without a magnetic field, the dipoles in a magnetic fluid are randomly oriented, but
when a weak magnetic field is applied they align partially. If this weak magnetic field
is generated by an AC, the particles with a dipole moment rotate in the direction
of the field H, giving a real susceptibility c0. At higher frequencies, the particles
are not able to follow the rapid change of the magnetic field leading to an out-of-
phase (imaginary) component of the magnetic susceptibility c00. The peak imaginary
component of the susceptibility is achieved at the maximum frequency. Beyond
this point, the particle magnetic moments would not be able to follow the applied
magnetic field and would randomize its orientation. [11]
• Coercivity. The coercivity is the amount of reverse driving field required to demagne-
tize a material that has been previously magnetized. The SI units for the coercivity
are T.
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• Remanence. The remanent magnetization is the amount of magnetization that a ma-
terial retains when there is no driving magnetic field. The SI units for the remanence
are T.
• Hysteresis loop. When a ferromagnetic material is magnetized in one direction, it
will not relax back to zero magnetization when the imposed magnetizing field is
removed. If an alternating magnetic field is applied to the material, its magnetization
will follow a function called hysteresis loop. In Figure 2.3, a generic hysteresis loop
is depicted. The value at which the loop crosses the x-axis (H) is the coercivity.
The remanence is the value at the intersection of the loop with the y-axis (M). As
stated in the Figure 2.3, a ferromagnetic material is magnetized and it reaches its
saturation magnetization. Afterwards, if the driving magnetic field drops to zero, the
magnetization does not follow the dashed line and reaches its remanence value. It
is needed to apply a reverse magnetic field to completely demagnetize the material,
being this amount of magnetic field the coercivity.
Figure 2.3: Explanation of the hysteresis loop. The value where the function crosses the
y-axis is the remanence and the coercivity when it crosses the x-axis.
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2.2. Maxwell’s equations
Even though Maxwell’s equations can be written in differential and integral form, the former
are presented in this work as they lead to differential equations suitable for solving by
means finite element methods (FEM). The Maxwell’s equations in differential form can be
written as:
—⇥E(r, t) = ∂B(r, t)
∂t
(2.10)
—⇥H(r, t) = J(r, t)+ ∂D(r, t)
∂t
(2.11)
— ·D(r, t) = r(r, t) (2.12)
— ·B(r, t) = 0 (2.13)
Equation 2.10 is known as Faraday’s Law, Equation 2.11 is Ampe`re’s Law, 2.12 is Gauss’
Law and 2.13 is Gauss’ Magnetism Law.
For brevity, the dependence on r and t will be left implicit. E is the electric field intensity
and is measured in Vm 1. B is the magnetic flux density and is measured in T. H is the
magnetic field strength in Am 1. J is the electric current density in Am 2. D is the electric
flux density in Cm 2 and it is proportional to the electric field by the permittivity factor. And
finally, r is the electric charge density in Cm 3.
The continuity Equation (2.14) can be derived from Faraday’s Law (Equation 2.10) and
Gauss’ Law (Equation 2.12) yielding to:
— ·J+ ∂r
∂t
= 0 (2.14)
After reviewing the most significant magnetic properties for the full comprehension of the
simulations and presenting the set of equations needed to solve electromagnetism (EM)
problems, the next chapter will introduce briefly the CAE, the electromagnetical modelling
and the multiphysics simulations.
CHAPTER 3. COMPUTER-AIDED ENGINEERING
During the 20th century, great advances were introduced in the world of computing. From
the very beginning, the applications and potential of computing have increased continu-
ously. During the 1980s and 1990s, scientific computing or computational science gained
weight and nowadays its potential is surprising. Really complex mathematical models can
be solved easily with the necessary knowledge and tools. Mid-range computers are pow-
erful enough for studying many types of problems related with numerical analysis, which
opens this discipline to any person interested in the field. The future development of nu-
merical tools will lead to a proliferation of these techniques and will enable simulation of
very complex phenomena, resulting in a less costly and time consuming design phase.
The use of computer simulation software has many benefits. The design can be evaluated
and refined with no need of physical prototype testing. It may provide performance insights
and enable problem detection earlier in the development process, when making design
changes is less expensive and more efficient.
However, the use of computer simulation software can also have very serious drawbacks.
Miss-interpreting the results or not noticing errors during the whole process can cause an
erroneous feeling of security and end up in a great divergence with the behaviour of the
subject in the reality.
3.1. Computational electromagnetics
Computational electromagnetics, also called computational electrodynamics or electro-
magnetic modelling is the process of modelling the interaction of electromagnetic fields
with physical objects and the environment. In any electromagnetics problem, Maxwell’s
equations (see section 2.2.) have to be solved.
3.1.1. CEM Stages
To accomplish a proper numerical solution of a specific problem, several steps must be
completed. The steps defined in this section to ease the reading are not standard and are
particularized for electromagnetic modelling, but the described workflow and the general
concepts are applicable to any numerical simulation analysis, such as computational fluid
dynamics (CFD) analysis, for example. The only step that, as defined in this document,
would be exclusive of Computational Electromagnetics (CEM) is the Simulation/Solving
step (3.1.1.3.) because the methods presented are the ones used to solve Maxwell’s
equations. Four steps are proposed, following the chronological order of any simulated
task.
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3.1.1.1. Definition of the physics of the problem an boundary conditions
The initial step involves defining the goals of the study and determining what needs to be
solved. Once these basic premises are posed, the description of the physical model and
its simplification so the chosen software can solve it have to be addressed. The system
components to be modelled and their performance have to be identified. Understanding
how the actual system behaves and determining the basic requirements of the model is
necessary when developing the right model. The verification and validation of the pro-
cess followed (sometimes called debugging) is good practice in order to avoid mishaps.
The miss-simplification or over-simplification of the problem or an erroneous approach can
lead to noncoherent results. The material properties and the environment or boundary
conditions must be defined and taken into account, too. The correct selection of bound-
ary conditions is very important because it may have a significant impact on the results.
The creation of the geometry has also to be introduced. In order to create the geome-
try, a computer-aided design (CAD) tool may be used if the software does not have an
equivalent built-in capability. The geometry to be created can be either very complex or
simplified, but it should be realistic enough for the obtained results to not diverge from the
right results.
3.1.1.2. Pre-processing
Once the problem is defined, it comes the pre-processing stage, in which the domain has
to be meshed. The mesh divides the domain in which the problem is to be solved in a
finite number of subdomains known as mesh elements or cells. In every mesh element the
equations describing the problem under study are solved. The size of the elements is a
trade-off between accuracy and computational cost/time of running the simulations. A finer
mesh generally provides more accurate results, but the computing time increases notably.
Prior to the final simulations, a mesh independence study is usually performed to obtain
the optimum cell size. This study consists in making iterative simulations with the element
size being progressively reduced until the difference between the solutions obtained in two
consecutive simulations is insignificant. The specific mesh used for the simulation will be
explained in 4.2.2.. Some grid options are: structured or regular mesh, block-structured
mesh and unstructured grids. A more in depth analysis of mesh generation can be found
in [13].
3.1.1.3. Simulation/solving
At this stage, everything is ready to start running the simulation. First of all, the solver
discretizes the equations that govern the physical phenomena under study. Discretization
can be defined as the process by which a closed-form mathematical expression, such as
a function or a differential or integral equation involving functions, all of which are viewed
as having an infinite continuum of values throughout some domain, is approximated by
analogous expressions which prescribe values at only a finite number of discrete points of
volumes in the domain.
In the following lines, three different classification criteria for discretization methods are
presented, along with the most widely used discretization techniques [14].
CHAPTER 3. COMPUTER-AIDED ENGINEERING 19
• Integral equations vs differential equations. As stated before, Maxwell’s equations
can be expressed both in integral and differential form. The integral form of Maxwell’s
equations describes the behaviour of fields and currents over closed loops or closed
surfaces of arbitrary size and shape. The differential form of Maxwell’s equations
describes the behaviour of fields and currents at points in space. This criterion is
commonly used, so the different discretization techniques will be classified according
to this criterion.
– Differential equation solvers
⇤ Finite Difference Time Domain Method (FDTD). FDTD uses simple central-
difference approximations to evaluate the space and time derivatives. It
is one of the most popular numerical electromagnetism (EM) modelling
techniques because of its flexibility. It can handle very large problems and
model inhomogeneous or complex materials [15].
⇤ Finite Element Method (FEM). FEM code divides the entire problem do-
main into small elements. For 2D problems the elements are usually trian-
gles or rectangles. For 3D problems, the elements are usually tetrahedral
(4 faces) or bricks (6 faces). The domain must be finite and bounded. One
of the most attractive feature of the finite element method is its ability to
model configurations that have complicated geometries and incorporate
various materials. COMSOL Multiphysics uses this technique to solve
CEM problems. FEM was first proposed in [16].
⇤ Transmission Line Matrix Method (TLM). In TLM analysis is performed in
the time domain and the entire region of the analysis is gridded, like in
FDTD. However, TLM models complex geometry boundaries better [17].
⇤ Finite Difference Frequency Domain Technique (FDFD). FDFD is based
in the time-harmonic version of the Maxwell’s equations. It is essentially
similar to the finite element method, but it requires a uniform grid [14].
– Integral equation solvers
⇤ Method of Moments (MoM). MoM is a numerical method for solving integro-
differential equations that expands the unknown quantity into a sum of
simple ”basis” functions, then weights the resulting set of equations using
an equal number weighting functions [18].
⇤ Boundary Element Method (BEM). BEM codes use the method of mo-
ments to solve an Electric Field Integral Equation (EFIE)1, Magnetic Field
Integral Equation (MFIE)2 or Combined Field Integral Equation (CFIE)3 for
electric and/or magnetic currents on the surfaces forming the interfaces
between any two dissimilar materials [14].
⇤ Finite Integration Technique (FIT). FIT is a spatial discretization scheme
to numerically solve electromagnetic field problems in time and frequency
1Electric Field Integral Equation. An integral equation relating electric currents and/or magnetic currents
to electric field strength at a distance
2Magnetic Field Integral Equation relates electric currents and/or magnetic currents to magnetic field
strength at a distance
3Combined Field Integral Equation is a weighted combination of both EFIE and MFIE integral equations
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domain. It preserves basic topological properties of the continuous equa-
tions such as conservation of charge and energy. FIT was first proposed
in [19].
⇤ Partial Element Equivalent Circuit Method (PEEC). PEEC does not solve
Maxwell’s equations directly. Instead, it breaks a problem geometry into
small pieces and models all electromagnetic interactions between the pieces
as circuit elements [20].
Other discretization techniques exist for CEM problems such as Asymptotic Methods
(GTD, UTP and PO), Generalized Multipole Technique (GMT) and hybrid methods.
• Frequency domain vs time domain. Some codes solve Maxwell’s equations in the
frequency domain (i.e. one frequency at a time), while others work in the time do-
main (usually calculating a system impulse response).
• 2D vs 3D. CEM modelling techniques can be implemented in 1, 2 or 3 dimensions.
2D modelling is much more efficient than 3D modelling, but for 3-dimensional prob-
lems, a 3D modelling is needed.
After the discretization of the equations governing the problem, the computer solves the
discretized equations in all the mesh elements. This process takes time because this set
of equations is solved iteratively in usually a very large number of cells until the solution
converges.
MoM, FDTD or FEM are the most used discretization techniques by CEM solvers [14]. As a
reference, in the case of a CFD problem, most solvers use one of these three discretization
methods: finite element (FEM), finite difference (FDM) or finite volume method (FVM).
3.1.1.4. Post-processing
After the solution converges, the simulation stops and the results are made available
generally in multiple forms: data sets with values, plots, and text files, etc. In the post-
processing step, not only the results themselves are important, but also the way in which
we treat them. The computer recorded an immense amount of data during the simulations
(e.g., at each mesh node, the values of several parameters are stored). Even in a simple
geometry, the amount of stored data can easily reach millions of values. Consequently, it
is critical to treat all these data in an intelligent way. Modern software overlays coloured
contours to help visualize the results. Many kinds of plots are available and also an ex-
porting tool is helpful in case we need to analyse the results with other tools such as Excel
or MATLAB for our convenience.
Later on, the specific phases regarding the COMSOL simulation of the proposed NDT
technique will be deeply analysed.
3.1.2. CEM codes
Maxwell’s equations have to be solved using one of the numerical techniques explained
above. In the next list, some electromagnetic modelling codes will be presented along with
the method used by their solver.
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• GEMACS by Applied Research Associates, Inc uses a hybrid MoM/UTD/FDFDmethod
• ANSYS Maxwell by ANSYS, Inc uses FEM
• FEST3D by Aurora Software and Testing, S.L. uses BEM
• CST Studio Suite by CST Computer Simulation Technology AG uses time-domain
and frequency-domain solver modules
• COMSOL Multiphysics by COMSOL Inc. uses FEM
• Efield by Efield AB uses FDTD, FETD, MOM and MLFMM solvers
• The suite by INTEGRATED Engineering Software uses BEM
• JMAGStudio by The Japan Research Institute,Ltd. uses FEM
• Sim3D Max by Nonlinear Control Strategies uses FDTD
• VSim by Tech-X Corporation uses FEM
Some open access solutions are also available:
• EM Explore uses FDTD
• LC also uses FDTD
• NEC2 uses MoM
The software mentioned in the list is a preview of the most important and widely used CEM
software. A full list of commercial and open access electromagnetic modelling codes can
be found in [21] and [22] respectively.
3.2. Multiphysics
After explaining the basics of electromagnetic modelling, a brief introduction about multi-
physics should be done as one of the main characteristics of the software used to model
the innovative NDT is that it is multiphysics enabled. Multiphysics treat simulations that
involve multiple physical models or multiple simultaneous physical phenomena so it in-
volves solving coupled systems of partial differential equations. Multiphysics must not be
confused as multidisciplinary, also known as loose or one way coupling. The former al-
lows a two-way exchange of information, which could involve implicit convergence within a
time-step while the latter just uses the data generated by one physics as the input for the
other [23]. In the past, due to the lack of computational capabilities, these coupling effects
were either ignored or taken into account using highly simplified approaches. Nowadays,
with the always-increasing capabilities of the computers, these effects can be accurately
computed.
There are many multiphysics software packages. However, in the following list, only the
most relevant commercially available and open-source solutions are mentioned. The com-
mercial solutions are:
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• ALGOR/Simulation Multiphysics by Autodesk
• Altair Smart Multiphysics by Altair
• ANSYS Multiphysics by ANSYS
• ABAQUS by 3ds
• ADINA Multiphysics by ADINA
• ACE+ by Esi Group
• LS-DYNA by LSTC
• Comsol Multiphysics by COMSOL Inc.
• Fluidyn-MP by fluidyn
• MSC Nastran by MSC Software
• STAR-CCM+ by CD Adapco
The open-source solutions are:
• Elmer
• MOOSE (Multiphysics Object-Oriented Simulation Environment)
As explained before, several discretization techniques can be used to solve numerical
problems. Most of the software stated above uses the FEM for solving the partial differ-
ential equations, but Fluidyn-MP and ANSYS Multiphysics use the FVM that is more often
used in CFD problems.
CHAPTER 4. COMSOL SIMULATION
4.1. COMSOL Multiphysics
COMSOL Multiphysics is a finite element analysis (FEA), solver and simulation software
package for various physics and engineering applications, especially coupled phenomena,
or multiphysics.
COMSOL Multiphysics is a proven software that can solve coupled physic models trans-
parently to the user. COMSOL has several modules each one of them optimized for spe-
cific application areas. The choice of a specific module in the electromagnetics ambit is
not trivial. There are six modules that at first sight could be suitable in the product suite;
the AC/DC Module, RF Module, Wave Optics Module, micro-electro mechanical systems
(MEMS) Module, Plasma Module, and Semiconductor Module. The first four address appli-
cations purely governed by various forms of Maxwell’s equations, while the Plasma Module
addresses the coupling of electromagnetic fields to plasma transport and chemistry, and
the Semiconductor Module solves the drift-diffusion equations for electrons and holes.
In the case at hand, COMSOL Multiphysics needs to solve Maxwell’s equations subject
to certain boundary conditions, so Plasma Module and Semiconductor Module are easily
discarded. As stated in the previous chapter, COMSOL Multiphysics uses the FEM to solve
numerical electromagnetism problems.
The following Figure (4.1) illustrates the range of applicability of the AC/DC, RF and Wave
Optics Modules, based on the operating frequency and object size.
Figure 4.1: Range of applicability of the AC/DC, RF, andWave Optics Modules in COMSOL
Multiphysics based on the operating frequency and object size [24]
So, according to Figure 4.1, and taking into consideration that the length of the object
simulated is 100mm, the DC case will be studied under the AC/DC Module. Regarding
the AC case, frequencies up to 1010Hz will be simulated. However, as the problem to be
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solved is mainly magnetic (not electric), the module that has the best capabilities to solve it
is also the AC/DC Module. It offers the environment for the simulation of electromagnetics
in 2D and 3D solving partial differential equations (PDEs). It is fully multiphysics enabled
so it also allows coupling this environment with any other interface on another COMSOL
module.
Other modules are available in the COMSOL Multiphysics suite including: Acoustics, Bat-
teries & Fuel Cells, CFD, Microfluidics and Heat Transfer among others.
4.2. The simulation
When working on numerical simulation, several factors must be taken into account. A
thoughtful characterization of the whole process should be discerned and a methodized
procedure should be followed to avoid mistakes and miss-interpretation of the results.
As stated in the section 3.1.1., every CAE problem can be structured in 4 stages. This cat-
egorization will now become handy to better structure the procedures followed to simulate
the MEDD technique.
4.2.1. First steps
Once the program is started, the Model Wizard is prompted. This 3-step wizard lets us
choose the spatial dimension of the problem, the physics affecting the simulation and the
type of study that will define how the model is solved. For this simulation, a 3D space is
selected because the problem under study is three-dimensional. However, if not enough
computational power was available to simulate in three dimensions, a simplified 2D ap-
proach may also be considered.
Afterwards, the physics of the problem have to be defined. At this point, the module has
to be selected and a list of possible physics will appear. For instance, this simulation will
use the Magnetic Fields (mf) physics, the package that will be responsible for solving the
Maxwell’s equations. Finally, the study type has to be picked. As there will be two different
simulations: one for the AC case and another one for the DC case, two different study
types have to be selected: for the AC case, a time dependent study and for the DC case
a stationary study. Despite the selections that have been done in the wizard, any of these
parameters can be changed or new ones can be added on the Model Builder window at
any time.
Once a project is started, the geometry, parameters, material properties and boundary
conditions of the problem can be set up in the graphical user interface (GUI).
In Figure 4.2, the general parameters of the simulation are stated. The definition of these
values is not mandatory, but having the variables defined will be of great help when math-
ematical expressions have to be written down.
Regarding the geometry, it can either be imported from a CAD file or it can be drawn in
COMSOL’s own geometry module. Although a CAD software would be generally much
better as it is specially designed for creating 2D-3D geometries, COMSOL’s built-in draw-
ing capability will be enough for generating the geometry studied in this research. The
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Figure 4.2: Image of the graphical user interface (GUI) of COMSOL Multiphysics showing
the model’s parameters
geometry has been simplified to reduce the computational time to reach the solution. It
consists of a rectangular plate made of AA 2024-T3, a cylindrical crack of N-503 ferrofluid
and a cylindrical body filled with air that represents the solenoid. The dimensions of these
elements are shown in Figure 4.2, and are the ones defined in [5]. As per the crack, more
than the crack size itself, it is more important the quantity of ferrofluid that can be deposited
inside it. This value is also defined in [5], and amounts a total of 80mg. In the next Figure
(4.3), the schematic of the geometry is depicted.
Figure 4.3: Model’s geometry. The outer cylinder represents the solenoid. The AA plate is
centered on the revolution axis of the solenoid and it has a semi-circular crack filled with
the N-503 ferrofluid
Some boundary conditions also need to be defined. The temperature is set to 293.15K
and the pressure to 101325Pa. The solenoid is insulated and the initial values for the
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magnetic vector potential are set to 0Wbm 1 in the three axes.
To achieve a good outcome of the simulations, it is of great importance that the materials
(the ferrofluid, air and the test plate in this case) are well characterized. COMSOL Multi-
physics has a vast library with many built-in materials, but the magnetic properties of most
of them are not characterized in much detail. COMSOL Multiphysics needs three inputs
for each material when solving an electromagnetic problem for the selected physics: the
electrical conductivity in Sm 1, the relative permittivity and the relative permeability, being
both dimensionless. These three parameters have been defined in section 2.1..
For the characterization of air and the AA 2024-T3, references and bibliography have been
found to properly characterize them. The values in Table 4.1 have been used for the
simulations.
Table 4.1: Magnetic properties of Air and AA 2024-T3
Material Electrical Conductivity (Sm 1) Relative Permittivity Relative Permeability
Air 10a 1b 1b
AA 2024-T3 1.876 ·107 [25] 1.6-1.7 [26] 1.00002 [27]
a The value for the electrical conductivity of air was set to 0 Sm 1 by COMSOL Multiphysics,
but some references were found about malfunctioning of the solver in the support section of
the COMSOL webpage if the value was equal to 0. These malfunctioning issues were also
encountered when simulating the model for large magnetic fields leading to non-converging
solutions. That is the reason why a very small value has been assigned to it, 10 Sm 1 for
instance. The simulation converged with that value.
b Values defined by default in COMSOL Multiphysics.
On the contrary, the ferrofluid N-503 is a commercially available ferrofluid whose magnetic
properties are neither supplied by the manufacturer nor defined in COMSOL Multiphysics.
The only information regarding the ferrofluid provided by the supplier (Sigma Inc., FIX,
Japan) is depicted in the following Table (4.2).
Table 4.2: General N-503 properties provided by the supplier
Properties Values
Magnetic particles Magnetite (Fe3O4)
Carrier fluid Iso-paraffin
Volume fraction 8.9%
Boiling range 150-200oC
Specific gravity 1.38 (at 20oC)
Average diameter 10 nm
Dynamic viscosity 20.6 mPa·s
Surface tension 29 dyn/cm
Saturation magnetization 531 G (53.1 mT)
The lack of magnetic properties data for the ferrofluid drove us to search for similar so-
lutions in the literature. Preliminary research was done for those ferrofluids that were
composed by magnetite, with the same carrier fluid and comparable saturation magneti-
zation. Even after a thorough research on similar ferrofluids, some of the found data made
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no sense and the research ended up with a range of values that are not acceptable for nu-
merical simulation. The values found on the literature are summarised in the Table 4.3. As
Table 4.3: Hypothetical magnetic properties of N-503 ferrofluid as obtained from the litera-
ture
Electrical conductivity (Sm 1) Relative permittivity Relative permeability
9.61 ·108a[29] 2 [30] - 81a[31] 72.0332a[32]
a Value found for magnetite nanoparticles.
stated before, a valid characterization of the materials used while simulating any physical
phenomena is crucial for obtaining good and valid results. We had an opportunity to make
an experimental characterization of the N-503 ferrofluid in the labs of LEITAT Technological
Center and, since the data obtained from the literature was not convincing, we took advan-
tage of it. The tests conducted let us know exactly the values of the magnetic properties
and assures a more accurate characterization of the ferrofluid. The values obtained from
the tests are shown in Table 4.4 and the process of the characterization of the material is
explained in Appendix B.
Table 4.4: Experimental magnetic properties of N-503 ferrofluid
Electrical conductivity (Sm 1) Relative permittivity Relative permeability
0 2 -
As explained before, an assumption has been made when representing the geometry.
Instead of drawing a complete solenoid, a cylinder with the size of the inner diameter of
the solenoid has been used. Drawing and simulating a realistic solenoid with all its turns
and different types of materials is extremely laborious, arduous and it is not the aim of the
present thesis. However, in an attempt to obtain sound results, the best effort has been
made in order to keep the simulations as realistic as possible. Next, the modellization of
the magnetic field will be explained both for the DC and AC cases.
In an ideal case as it is an infinitely long solenoid, the inner magnetic field is homogeneous
and its strength does not depend on the distance from the solenoid revolution axis, nor on
the solenoid cross-sectional area. However, the magnetic field inside a finite solenoid
varies both radially and longitudinally along its revolution axis.
Figure 4.4 shows the magnetic field inside a solenoid as a function of both its length (left)
and its radius (right) [28].
As it can be seen, the major difference in the magnetic field distribution is encountered in
the solenoid’s revolution axis. For that reason, we will assume that the magnetic field is
radially uniform.
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Figure 4.4: Distribution of the magnetic flux density inside a generic solenoid along x and
y axes
4.2.1.1. DC magnetic field distribution
Due to the multilayer winding characteristics of the solenoid, the DC magnetic field gener-
ated by the solenoid when supplied with DC current cannot be calculated by the following
classical expression:
B= µ0
NI
L
(4.1)
Therefore, a method to compute specifically the magnetic field distribution inside multilayer
winding solenoids when supplied with DC current has been used [33]. The process is
explained in Appendix C.
4.2.1.2. AC magnetic field distribution
When an alternate current is applied to a solenoid, the magnetic field generated by the
solenoid is constantly changing in phase with the applied current.
Figure 4.5: Solenoid circuit diagram
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Considering the solenoid as a series RL circuit (Figure 4.5), the complex impedance of
this circuit is:
ZL = R+ jXL (4.2)
Being the phase angle:
f= arctan
⇣XL
R
⌘
(4.3)
It is important to note that if the frequency increases, so will the reactance XL, meaning
that the impedance and the phase lag also increase with frequency (the latter approaches
90 degrees). On the contrary, if the working frequencies decrease, the phase lag tends to
0 degrees (obviously, in the limit of null frequency, the circuit behaves like a DC circuit).
The magnetic field produced by the solenoid could be approximated by:
B= µ0
NI0
L
cos(wt) (4.4)
To study this phenomena, a Parametric Sweep for the frequency will be included on the
time-dependent study.
4.2.2. Domain meshing
After defining the simulation conditions and the domains, the mesh has to be generated.
As introduced before, the mesh is of utmost importance. The Mesh feature enables the
discretization of the geometry into mesh elements. The mesh can either be user-controlled
or physics-controlled. For the physics-controlled mesh, the mesh is adapted to the physics
settings in the model. If something changes, the mesh is readapted to fit the current needs.
On the contrary, a user-controlled mesh allows the user to manually build the mesh and
so, every time that the model is changed, the mesh should also be adjusted.
The mesh generator discretizes the 3D domains into tetrahedral, hexahedral, prism, or
pyramid mesh elements. The boundaries in the geometry are discretized into triangular or
quadrilateral boundary elements, the geometry edges are discretized into edge elements
and the geometry vertices are represented by vertex elements. In this simulation, tetrahe-
dral elements for the discretization of the 3D domain and triangular elements for the 2D
domain have been used.
In order to assess the meshing process, a study regarding the mesh quality has been
done. COMSOL Multiphysics considers that a mesh has a bad quality if the Minimum
element quality parameter of the mesh is lower than 0.1. For assessing the quality of the
mesh, six different cases have been studied. In the Figure below (Figure 4.6.), 4 physics-
controlled meshes and 2 user-defined meshes are compared. COMSOL Multiphysics has
9 predefined sizes for the mesh elements: extremely coarse, extra coarse, coarser, coarse,
normal, fine, finer, extra fine and extremely fine.
The finer the mesh is, the more mesh elements are created. However, the number of
elements are not of such importance as the quality of the general mesh. For the physics-
defined meshes, the complete domain is meshed with elements of the same size. For the
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(a) Physics-controlled mesh, nor-
mal size
(b) Physics-controlled mesh, fine
size
(c) Physics-controlled mesh, ex-
tra fine size
(d) Physics-controlled mesh, ex-
tremely fine size
(e) User-controlled mesh #1 (f) User-controlled mesh #2
Figure 4.6: Mesh quality assessment. Six different cases are presented in order to assess
the meshing process. The mesh e) is the one selected for the simulations because it offers
great quality with an acceptable computing time
user-controlled meshes, two meshes with different sizes have been created for each case.
In 4.6(e), an extremely fine mesh was created around the points of interest (the plate and
the crack) and a finer one for the regions that are not so important (the rest of the domain).
In 4.6(f), an extremely fine mesh and an extra fine mesh have been used in the same way
as before. In both cases, an unstructured tetrahedral mesh was used.
As stated above, the minimum element quality should be greater than 0.1, so 4.6(a) is
discarded. All the other meshes are above this value, so they should be suitable for that
purpose. However, if the quality is assured, the next thing that has to be taken into account
is the computational time that each mesh will result in. Mesh 4.6(b) has fewer elements
than the other meshes, but the quality of the mesh may be improved. The quality of mesh
4.6(e) is better than 4.6(d) with just a 20% of its elements, and comparing it to 4.6(c), the
quality is a little bit higher, but the number of elements of mesh 4.6(e) is just around a 60%
of those required by mesh 4.6(c). Despite mesh 4.6(f) has an overall better quality than
mesh 4.6(e), the quality in the regions of interest is the same because the same size has
been used at those points, and the computational time for mesh 4.6(f) is much higher than
for mesh 4.6(e). So, for all these reasons, mesh 4.6(e) is the one that will be used for the
simulations. Besides, the user-controlled mesh allows a better quality of the results as a
better mesh is placed on the regions of interest. Indeed, the minimum element quality at
the ferrofluid domain is 0.2255.
The mesh used for the simulations is depicted in Figure 4.7.
In a time-dependent study, the Mesh quality expression field can be used in order to stop
the simulation if the quality of the mesh, at any point of the simulation, is lower than the
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Figure 4.7: Mesh used during the simulation process. The colour code represents the
quality of the mesh. The closer the value is to 1, the better the mesh is. x, y and z axes
are in mm
chosen value. Then, the model will automatically remesh to carry on with the simulation.
4.2.3. Solver
As the third major step, the equations describing the problem have to be solved. COMSOL
Multiphysics offers a wide variety of direct and iterative solvers for this purpose. Iterative
methods approach the solution gradually, while direct solvers do it in one large computa-
tional step. COMSOL Multiphysics can use three direct solvers: MUMPS [34], PARDISO
[35] and SPOOLES [36]. The iterative solver that COMSOL Multiphysics uses is similar to
a conjugate gradient method [37]. Whereas direct solvers offer a more accurate solution,
the computational time needed is larger than for iterative solvers, and using the former
does not always guarantee the best solution in complex 3D problems, where the memory
needed for solving the simulation is very large. Also, when using an iterative solver, the
tolerance can be manually selected. That is why an iterative solver has been selected, for
instance FGMRES. COMSOL can also select by default the type of solver needed for the
simulation taking into account the geometry, the physics of the problem and the mesh.
In both simulated conditions (i.e., the DC and AC cases), the solver used is also para-
metric. This is defined by the Parametric Sweep, which is useful if it is needed/desired
to study how results change with a given parameter. In the DC simulation, a sweep has
been used for the parameter input magnetic field, the magnetic field applied to the test
specimen. A magnetic field ranging from 0 to 720 kAm 1 (⇡ 9000 G) is used to simulate
the one generated by the solenoid. In the AC case, the parametric sweep is used for the
frequency (freq). The range of frequencies to be simulated is really large. The frequency
for the maximum phase lag varies from 108Hz to 1010Hz depending on the relaxation time
as stated in the analytical study.
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4.2.4. Post-processing
The last task is to visualize or further process the solution. COMSOL Multiphysics has
very powerful tools for displaying the results obtained from the simulations. The solution is
stored in the Data Sets section. Extra datasets can be created if needed. For example, a
Cut Line or a Cut Plane can be defined in order to compute the results at those locations.
Once the datasets have been created, the data can be retrieved. Data can be extracted as
Derived Values: for computing average, maximum, minimum or integrate values along a
selection of geometrical parts; as Tables: to get numerical values and as Plots. COMSOL
Multiphysics can create 1D, 2D, 3D and polar plots. Each one of them has to be referred
to a current dataset and several expressions for each type of plot can be written to be dis-
played. The creation of reports and the ability to export data is also of great help if further
data processing is needed with other software such as Matlab or Excel.
The results obtained from the simulation will be presented and discussed in the next chap-
ter.
CHAPTER 5. RESULTS AND DISCUSSION
After deeply analysing the simulation process followed, the results will be presented. In this
section, the results under an applied DC magnetic field are first introduced and compared
to those obtained in [5]. Then, the results under an applied ACmagnetic field are presented
and also compared to those obtained in [5].
5.1. DC results
For this case, it is important to see how the ferrofluid behaves when an external DC mag-
netic field is applied to the sample. The first thing that can be easily computed is the
induced magnetic field that the ferrofluid generates when it is placed inside the crack.
This value is the variation of magnetic field when the ferrofluid is placed inside the crack
compared to when there is no ferrofluid.
In Figure 5.1, it can be seen that at the region of the crack, i.e., where the ferrofluid is
placed, the induced magnetic field is higher, as it gets magnetized due to the magnetical
properties of the ferrofluid. In the plot, the external magnetic field applied over the surface
is of 185.65G. This value is the maximum magnetic field that the instrumentation used in
[5] was able to reach averaged according to what is explained in Appendix C. For clarity,
this averaged value for the external magnetic field, will be refered as 200G, which is the
reading of the magnetometer during the experimental procedures.
Figure 5.1: Cross-section at the centre of the dipole. x-component of the induced magnetic
field with the ferrofluid (µr = 73.02) placed over the crack for an external magnetic field of
200G.
In our reference system, the magnetic field created by the ferrofluid within the crack, when
magnetized, is negative in the xy plane because the magnetic moments of the magnetic
particles align with the x-axis (i.e., with the applied magnetic field lines, which are parallel
to the crack longitudinal axis), such that the magnetic field is reinforced inside the dipole.
The values obtained during the simulations are presented in Table 5.1 and are compared
to those obtained in [5] analytically and experimentally.
Despite the fact that the order of magnitude is the same, the relative error between the ob-
tained numerical solution and the experimental result is 45%. If the experimental result is
correct, the error, aside from limitations of the numerical models and the characterization
of the ferrofluid, is probably due mostly to an incorrect value attributed to the relative per-
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Table 5.1: Comparison between analytical, experimental and numerical results for the
maximum induced magnetic field
Magnetic field at the dipole Analytical a Analytical b Experimentalb Numericala
200G  0.029G  0.028G  0.070G  0.038G
a Values at the centre of the dipole.
b Values at 5mm of the dipole center.
meability, which is the only necessary input parameter not provided by the manufacturer
and that we have not been able to measure experimentally prior to simulating. That is why
now, taking the experimental result as a reference, the relative permeability is calibrated
such that the result obtained from this simulation is equal to the experimental result.
The relative permeability that provides the best fit for the variation of magnetic field is
µr = 83.6. From now on, this value of relative permeability will be used in the simulations
for the ferrofluid. It may be important to state that even though a value of the same order of
magnitude was found on the literature (µr = 72.03), references to lower values (µr = 2.6)
were also found [38]. In [39], the relative permeability is expressed as a complex value
(in response of an AC magnetic field) and is also around 2. These values may be more
realistic because the values are from a ferrofluid and not from magnetite nanoparticles, but
the relative permeability that better fit the variation of the magnetic field is closer to µr =
72.03. In Figure 5.2, the same cross-section presented above is depicted for an external
magnetic field of 200G and having the ferrofluid a relative permeability of µr = 83.6.
Figure 5.2: Cross-section at the centre of the dipole. x-component of the induced magnetic
field with the ferrofluid (µr = 83.6) placed over the crack for an external magnetic field of
200G.
To assess the feasibility of the MEDD technique in an industrial environment, the behaviour
of the technique has to be checked. When the ferrofluid is applied all over the surface to
be tested, the ferrofluid will penetrate inside the cracks, but some ferrofluid will remain on
the surface unless it is cleaned (this is called excess ferrofluid from now on). A series of
simulations were conducted to verify if it is convenient to clean the excess ferrofluid or if
its influence on the signal is not significant such that cleaning can be avoided for saving
operator time. For this purpose, in the following plot, the magnetic field variation is shown
when a thin layer of ferrofluid is left on the surface of the sample. The plot is generated
with an external magnetic field of 200G and µr = 83.6.
Comparing Figure 5.3 with Figure 5.2, it can be seen that the performance of the technique
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Figure 5.3: x-component of the induced magnetic field (in G) for an external magnetic field
of 200G at the centre of the dipole with a 0.53mm thickness excess ferrofluid layer.
diminishes if the cleaning process is not performed before the measurements. Figure 5.3
has a layer of 0.53mm (equal to the radius of the dipole). To sum up, it appears convenient
to clean the surface to be inspected after applying the ferrofluid and prior to scanning the
surface with the sensor, to have signals with higher intensity.
Figure 5.4 shows the magnetization of the ferrofluid as a function of the external magnetic
field, as obtained from Langevin’s model [40] and from the simulations. As an example,
when a field of 200G was applied (the maximum value that the custom-made solenoid
is able to reach during the experimental process) the magnetization of the ferrofluid was
205G, according to Langevin’s theory, while the numerical result is a bit lower: 167.1G.
The error of this value is in line with the acceptable relative error of a 20% in numerical
simulations.
Figure 5.4: Magnetization of the ferrofluid as a function of the external magnetic field. The
range for the external fields is limited by the instrumentation used during the experimental
procedure
A magnetic relationship required as an input is the relative permeability (which is a con-
stant). To be able to compare the variation of the magnetic field when the ferrofluid reaches
the saturation, the magnetization curve from [5] will be introduced. At this point, the con-
stitutive relationship for which COMSOL will solve the magnetic fields equations will be the
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magnetization curve (Figure 5.5).
Figure 5.5: Analytical magnetization curve of the ferrofluid as a function of the external
magnetic field. Msat = 531G
For the next simulations, in order to assure that the ferrofluid is at its saturation magnetiza-
tion, the external magnetic field used as input is 9000G (716.2kAm 1). Figure 5.6 shows
the variation of the magnetic field for this applied external field. The maximum value is
 0.190G, which is quite constant all along the region where the ferrofluid is saturated. Un-
fortunately, for these values of external magnetic field, out of the slow working range of the
magnetometer, no experimental results are available for comparison purposes. Besides,
according to Langevin’s theory and the analytical results, very high fields are necessary
to have the ferrofluid at its saturation magnetization, while the signal increments achieved
would be comparatively very small, thus complicating signal detection over a much in-
creased background noise. The magnetometer can be set to work at a fast range (2000
to 20000G), but its resolution in this case is 0.1 1G and thus the signal variations due to
the ferrofluid could not be properly measured. However, the value obtained analytically is
indeed available ( 0.125G) and has a relative error to the numerical value similar to the
relative error obtained on the 200G case.
Figure 5.6: Cross-section at the centre of the dipole. x-component of the induced magnetic
field with the ferrofluid (µr = 83.6) placed over the crack for an external magnetic field of
9000G.
With this new value for the external magnetic field, analogous simulations were performed
to that in Figure 5.3 where the surface was not cleaned before the test. In this case, no
beneficial effect from leaving the excess ferrofluid on the surface was observed either.
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The experimental work was done at 5mm of the dipole center and the values presented
for the numerical simulations are obtained at the dipole. Taking into account that the
magnetic properties of air are the same as the ones for the AA plate used (they do not
get magnetized), the readings will be taken 1mm below the crack. The variation at 1mm
below the dipole center is between a 20% - 30% lower.
5.2. AC results
AC measurements yield information about dynamic magnetization, which is not obtained
in DC measurements, where the sample moment is constant during the measurement
time. An AC magnetic field causes a time-dependent moment in the sample. At high
frequencies, the AC moment does not follow the DC magnetization curve and the dipole
moment of the nanoparticles follow the oscillations of the applied magnetic field with a
certain phase lag. This phase lag depends on the frequency of the field, so different
magnetic fields at different frequencies should be considered.
For applied AC fields, instead of crack detection based on local variations of magnetic
flux density due to the ferrofluid in the crack, an alternative method is proposed. In this
case, detection could be based on the phase lag of the ferrofluid magnetization (and thus
the phase lag of the magnetic field close to the crack) respect to the applied field [41].
In Equation 5.1, the phase lag is defined as a function of the AC susceptibility (see also
Equation 2.9).
j= arctan
✓
c00
c0
◆
(5.1)
COMSOL Multiphysics cannot plot the susceptibility parameter under the selected study,
so an alternative way to obtain this value has been used. The complex magnetic suscep-
tibility is related to the permeability parameter by the following equations:
c0 = µ
0
µ0
(5.2)
c00 = µ
00
µ0
 1 (5.3)
To enable the computation of the complex permeability, and thus the complex susceptibility
and the phase lag, the hysteresis loop of the ferrofluid is input data that must be manually
introduced in COMSOL, since the particular ferrofluid used in this study is not included in
the COMSOL materials database, as explained before.
The hysteresis loop can be extracted from [42]. This data is from a ferrofluid with mag-
netite nanoparticles of 8 nm diameter at 400K. The coercivity is 20Oe. Noting that the
magnetization saturation of our ferrofluid is 531G, the hysteresis loop is shown in Figure
5.7. Note that only the left-hand side of the loop is plotted as COMSOL only allows one
value for the magnetization per magnetic field strength.
After checking the COMSOL options Split complex variables in real and imaginary parts
and Allow complex-valued output from functions with real input and introducing the hystere-
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Figure 5.7: Hysteresis loop for the N-503 ferrofluid
sis loop, COMSOL still does not provide as a result a complex value for the permeability,
and so the phase lag is still zero. In order to get some values for the phase lag, another
approach can be made. The complex relative permeability will be introduced by hand for
a given frequency and the evolution of this parameter will be left for COMSOL to compute.
In this attempt, the complex value for the relative permeability did not change for different
frequencies and kept its initial (input) value. As a last attempt, several complex values
were entered as the input for different frequencies. COMSOL interpolates these values in
order to obtain a function and the result is simply the input data.
All these previous steps were also performed under a Stationary Study and a study in
the Frequency Domain. The stationary case does not make a lot of sense because the
response in AC generates a time-dependent solution, but it was done in order to check if
the behaviour of the solver was different. No variation on the susceptibility was obtained
either. For the frequency domain study, higher values for the frequency were tested than
in the Time-Dependent Study. In the Time-Dependent Study, only a few frequencies (near
the maximum frequency) were tested due its high computational requirements.
From the analytical work, the variation of the real and imaginary components of the sus-
ceptibility should be similar to the one shown in Figure 5.8, but no relevant information
about this case has been obtained after all the simulations.
To sum up, after all the steps explained above, the only way in which COMSOL Multi-
physics showed a frequency-dependent susceptibility was to enter as an input the relative
permeability data from Figure 5.8. A possible explanation is that when using the hysteresis
loop, COMSOL may not be aware that the susceptibility is frequency dependent because
the relative permeability cannot be defined together with the hysteresis loop even though
a sinusoidal magnetic field is present. Thus, the only way to obtain data related to the
phase lag introduced by the ferrofluid is to make the relative permeability the constitutive
relationship (so the hysteresis loop is not included). This relative permeability will be a
frequency-dependent function with the shape of Figure 5.8, as explained before.
Therefore, the simulation for the AC case with the analytical solution as the input cannot
make any contribution to validate the analytical results.
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Figure 5.8: Analytical complex susceptibility
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CONCLUSIONS
Thanks to the analytical and experimental work done in previous works, complemented
and completed with the numerical study done in this thesis, it has been possible to make
a preliminary assessment of the MEDD technique, based mainly on signal detectability, in
order to verify its potential. The permeability is the only unknown feature of the ferrofluid.
After checking the numerical simulations against the experimental results, good agreement
is observed, but only for a range of permeability values that, while being physically sound,
are around and order of magnitude higher than the values reported in the literature. The
relative permeability that provides the best fit is 83.6. This value could be used in sub-
sequent investigations. Fortunately, the order of magnitude of the magnetic field variation
caused by the ferrofulid placed inside the crack is such that it can be detected by means of
not-high-end instrumentation. In particular, for an applied magnetic field of 200G, the fer-
rofluid induced magnetic field is -0.070G, so it can be easily detected by the magnetometer
used in this work. In the light of the results obtained in the DC case, MEDD has a great
potential with simple instrumentation, which could make of it a cheap, easy-to-perform and
efficient NDT technique. However, several aspects must be further studied. It has also
been presented that the cleaning of the surface after applying the ferrofluid is mandatory
to obtain unmistakable results. But the process of cleaning (i.e., how much time should
the ferrofluid be left to penetrate inside the cracks, how the surface should be cleaned or
finding an efficient way of cleaning it) has to be assessed. One of the main advantages
of the ferrofluids is that they have a saturation magnetization. This special characteristic
was exploited in order to find a larger induced magnetic field in the region of the ferrofluid.
No experimental data was available to compare, but a variation of  0.190G was found
for an external magnetic field that made the ferrofluid reach its saturation magnetization.
As expected, for this case, in which a larger external magnetic field is applied, the local
magnetic field variation is larger, so it would be easier to find cracks. However, if working
at higher fields, the necessary instrumentation would require more power, and this may
make the technique less attractive (cost-effective) after a given power threshold. Thus, a
trade solution would be convenient between increased ferrofluid magnetization (and thus
signal detectability) and excessive power consumption.
For the AC case, one of the main advantages is that very slight variation of the magnetic
fields can be detected as it was found during the analytical work. However, to obtain
large values for the phase lag, the working frequencies have to be pretty large (on the
experimental work, only a phase lag of 1  was achieved). During the simulation process,
no relevant information could be obtained regarding the phase lag due to the limitations of
COMSOL Multiphysics. On the results section, the steps done in order to implement a valid
solution for this case have been explained, but after all the attempts, the only way in which
complex results could be obtained, was to enter the analytical results as an input. Even
though the AC MEDD technique is very promising as it can detect very slight variations,
its use should be further assessed. No experimental work has been done and as per now,
and on behalf of the analytical work, the instrumentation required to achieve sound results
must be quite powerful, ergo more expensive.
This assessment has been made using a ferrofluid with magnetite nanoparticles. However,
a characterization of different ferrofluids could be of interest to check if another one has a
better performance or is more cost-effective. Further investigation of the process to migrate
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the technique to an industrial environment should be done in order to assess if MEDD will
reach the demanded accuracy, reliability and safety requirements for the industry. At the
moment, MEDD may not be suitable for aerospace applications, but the market of NDT is
large enough to find an application in which MEDD could perform fine (i.e., applications
where the cost is the main limitation and the size of the cracks to be detected is not so
demanding).
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APPENDICES

APPENDIX A. TABLE OF CONVERSIONS FOR
MAGNETIC PROPERTIES
This Appendix is intended for clarifying the always-confusing magnetic properties and
gives the conversion factors between Gaussian and SI units.
Table A.1: Conversions for magnetic properties
Property Gaussian Conversion Factora SI
Magnetic flux density (B) G (gauss) 10 4 T(tesla)
Magnetic flux (F) maxwell (Mx) 10 8 Wb(weber)
Magnetic field strength (H) Oe (oersted) 103/4p Am 1b
(Volume magnetization) (M)c emu/cm3 103 Am 1
(Volume magnetization) (4pM) G 103/4p Am 1
Magnetic moment (m) emu 10 3 Am2
(Volume) susceptibility (c) dimensionless 4p dimensionless
Permeability (µ) dimensionless 4p10 7 H m 1 (henry per metre), NA 2
Relative permeability (µr)d not defined — dimensionless
Permittivity (e) not defined — F/m (farads per metre)
Relative permittivity (er) not defined — dimensionless
a Multiply a number in Gaussian units by the Conversion Factor to convert it to SI (e.g., 1G x 10 4 TG 1 =
10 4 T).
b Am 1 was often expressed as ”ampere-turn per meter” when used for magnetic field strength.
c Magnetic moment per unit volume.
d µr = µµ0 = 1+c, all in SI. µr is equal to Gaussian µ.
49

APPENDIX B. TECHNICAL DATA OF THE N-503
FERROFLUID
In order to compute the electrical conductivity of the N-503 ferrofluid, the Hach HQ440d
laboratory meter has been used. The instrument (Figure B.1) is a multi-parameter meter
that can measure several properties of liquid solutions such as the pH1, the electrical
conductivity, the optical dissolved oxygen2, the oxidation-reduction potential (ORP)3, the
temperature or the ammonia levels. It can also act as an ion-selective electrode (ISE)
meter4.
Figure B.1: Hach HQ440d Multi-Parameter Meter used for measuring the electrical con-
ductivity of the N-503 ferrofluid at LEITAT Technological Center
After turning on the device, three conductivity calibration solutions were used to test that
the readings of the instrument were reliable. Firstly the probe was submerged into a
1413µScm 1 conductivity solution. The reading was 1418µScm 1. Then, the second
and third solutions were tested: 1500µScm 1 and 447µScm 1. The Hach HQ440d in-
dicated 1499µScm 1 and 446µScm 1 respectively. These values turn out a maximum
relative error of 0.35% in absolute value, so the Hach HQ440d was calibrated and working
properly.
For the measurement of the electrical conductivity of the ferrofluid, the probe was sub-
merged into it. Three readings were taken in order to assure the replicability of the mea-
surements. They were 0.4µScm 1, 0.7µScm 1 and 0.4µScm 1.
1pH reveals if a solution is acidic or alkaline (also base or basic).
2Dissolved oxygen is a relative measure of the amount of oxygen that is dissolved or carried in a given
medium.
3ORP is a measure of the cleanliness of the water & its ability to break down contaminants.
4ISE is a sensor that converts the activity of a specific ion dissolved in a solution into an electrical potential.
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The measurements obtained differ greatly from the electrical conductivity reference value
found in the literature. As stated in Table 4.3 (Section 4.2.1.), the value found for the
electrical conductivity was 9.61 ·108 Sm 1. Despite the fact that the value was measured
three times, and because the difference was so great, the calibration solutions were tested
again to check if the conductivity meter was malfunctioning. This procedure lead to the
same results, so after assuring a proper functioning of the instrument, the ferrofluid was
tested again leading also to the similar results.
After rechecking the measurements, some theories arose about the obtained values. The
first thing that came to mind was that, in some way, the magnetic nanoparticles were
interfering with the probe and they did not let the probe to take the measurements. Also,
the possibility of being the electrical conductivity out of range was considered. However,
the HQ440d User Manual states that if the value is out of range, a ”—” should be shown
on the screen [44] and that did not happen, so that postulation was discarded. Despite
the great difference between the measurement and the value found, the possibility for the
ferrofluid to be insulating was also acknowledged.
This last hypothesis was easier to validate, so a multimeter was used to check if the fer-
rofluid was really insulating. With that procedure, the value of the electrical conductivity
cannot be obtained, but it can be discovered if the ferrofluid is a conductor or an insulator.
The pointed probes of the multimeter were placed into a drop of the N-503 ferrofluid to test
the resistance. The reading obtained showed an open circuit, so the conclusion obtained
from the tests is that the N-503 ferrofluid is insulating. This is allegedly caused because of
the insulating characteristics of the iso-paraffin, the solvent of the ferrofluid.
Even though the ferrofluid is insulating, the value for the electrical conductivity in COMSOL
Multiphysics was set to 10Sm 1 for the reasons introduced in the footnote of Table 4.1
(Section 4.2.1.).
After assuring that the ferrofluid N-503 is insulating, the relative permittivity value has to
be assessed. While the relative permittivity of the carrier fluid (i.e., iso-paraffin) is around
2 [30], [45], [46], the relative permittivity for the magnetite powder ranges from 33.7 to 81
[31]. Recalling the definition of the relative permittivity from section 2.1.; this value is the
amount of electrical energy stored in the ferrofluid by an applied voltage, relative to that
stored in a vacuum. Taking into consideration the above mentioned insulating character-
istics of the ferrofluid, it seems logical to take a value closer to the carrier fluid, as it will
be the one governing the relative permittivity. Therefore, the value used for the ferrofluid
relative permittivity is 2.
For the relative permeability, values have only been found for magnetite nanoparticles. The
value found in [32] (µr = 73.02) corresponds to the relative permeability when no external
magnetic field is applied, so it will be the one taken as a reference.
The datasheet of the Hach HQ440d Multi-Parameter Meter is attached in the following
pages.
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APPENDIX C. MAGNETIC FIELD INSIDE A
SOLENOID
In this appendix, a method to compute the magnetic field distribution inside the solenoid
is explained. The technique is based on the superposition of semi-infinite solenoids with
zero inner radius [33].
As a general rule, the magnetic field components of a thick solenoid depend on four vari-
ables: the radial and axial coordinates of the field point and the parameters a and b that
specify the solenoid shape. However, with the method presented, the calculation is possi-
ble in terms of only two variables if a superposition method is used.
The semi-infinite solenoid with zero inner radius is defined as an axially symmetric, uni-
form, azimuthal current density which extends from the axis of a cylindrical coordinate
system out to R= b and from Z = 0 to Z = •. In this case, each field component can be
expressed nondimensionally in terms of only two variables, the nondimensional field-point
coordinates, r = R/b and z= Z/b.
Any desired finite solenoid can be expressed as a superposition of four of these semi-
infinite solenoids (as it can be seen in figure C.1) and any field component is obtained by
the addition of the single contributions of the semi-infinite solenoids.
Let H1, H2, H3 and H4 be the values of the desired field component which would be con-
tributed by the four semi-infinite solenoids marked 1, 2, 3, and 4 (in figure C.1). The field
of the desired thick finite solenoid is simply the sum of the contributions of the four semi-
infinite solenoids taking into account that the current density is reversed for the solenoids
2 and 4.
H = H1 H2+H3 H4 (C.1)
If each term is divided by the current density J and by the inner radius s of the finite
solenoid, the following non dimensional expression is obtained:
H
Js
=
H1
Js
  H2
Js
+
H3
Js
  H4
Js
(C.2)
Let the radii of the semi-infinite solenoids be b1, b2, b3 and b4. Being b3 = b4 = s and
b1 = b2 = as. Then:
H
Js
=
aH1
Jb1
  aH2
Jb2
+
H3
Jb3
  H4
Jb4
(C.3)
Finally, let the nondimensional quantities be denoted as h1...4. These nondimensional
quantities are the nondimensional fields of the four semi-infinite solenoids. These nondi-
mensional fields can be evaluated approximately by using the following graph (figure C.2).
H
Js
= ah1 ah2+h3 h4 = ht (C.4)
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Figure C.1: Formation of a thick finite solenoid from four semi-infinite solenoids with zero
inner radius. Curved arrows indicate direction of current circulation. Since nondimensional
graphs are to be used, each semi-infinite solenoid has its own coordinate system, with its
own radius as the unit of length.
Figure C.2: Nondimensional axial field component of a semi-infinite solenoid
In figure C.3, 15 points are depicted (A to O). These locations are the ones at which the
magnetic field will be computed. In order to compute the magnetic fields, the parameter
alpha and s will be needed. a= 43 and s= 0.03m.
If the contributions of the semi-infinite solenoids are introduced in the right-hand side of
equation C.4, the total nondimensional axial field at each point can be easily computed.
The values are written in the following Table C.2.
In Figure C.4, the total nondimensional axial fields are presented at the 5 points of interest.
Despite a better solution would have been obtained if more points were evaluated, a math-
ematical approximation will be used to define the magnetic field distribution inside the
Figure C.3: Cross section of the solenoid’s coil. Numbered corners correspond to the
location of the edges of the end planes depicted in figure C.1. Points A to O are the
locations at which the magnetic field will be computed.
Table C.1: Contribution of each semi-infinite solenoid to the axial field at each coordinate
Coordinate h1 h2 h3 h4
A 1 0.5 0.5 1
B 1 0.25 0.012 1
C 1 0.15 0.11 1
D 1 0.08 0.055 1
E 0.99 0.038 0.025 1
F 0.99 0.035 0.025 1
G 0.95 0.025 0.015 1
H 0.25 0.015 0.09 0.85
I 0.5 0.015 0.007 0.5
J 0.23 0.12 0.5 1
K 0.2 0.03 0.025 1
L 0.12 0.002 0.012 0.5
M 0.12 0.22 1 0.5
N 0.035 0.3 1 0.03
O 0.015 0.12 0.5 0.012
whole solenoid. For the case at hand, only the longitudinal fields will be taken into ac-
count, as they are the ones with more relevance during the numerical computations and
the magnetic field distribution is being considered radially independent. Moreover, as the
region of interest is where the ferrofluid is placed, only the five central points C-G will be
considered to compute the mean value of the magnetic field.
As found is the experimental results, the magnetic field measurement at the center of the
dipole (5mm above the ferrofluid) was 200G (0.02T ). This value will be used as a refer-
ence to find the current density in order to compute the magnetic fields at the remaining
coordinates. From equation C.4 and the computed factors, the magnetic flux density can
be expressed as:
B= µ0H = htµ0Js (C.5)
Table C.2: Total nondimensional axial field at each coordinate
Coordinate Total contribution
A 0.1667
B 0.0120
C 0.2433
D 0.2817
E 0.2943
F 0.2983
G 0.2483
H -0.4467
I 0.1537
J -0.3533
K -0.7483
L -0.3307
M 0.3667
N 0.6167
O 0.3480
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Figure C.4: Total nondimensional axial field at the region of interest, where the ferrofluid is
placed
With only the current density as an unknown and being it constant all along the solenoid,
the magnetic flux densities can be computed at each coordinate. As stated before, the only
experimental data is at the center of the dipole, so the current density will be computed
with those values.
J =
BE
htEµ0s
= 1802.6kAm 2 (C.6)
Introducing the current density and the total contribution in equation C.5, the magnetic flux
densities are calculated. In Table C.3, these values are presented.
Table C.3: Magnetic flux density at the points of interest
Coordinate Magnetic Flux Density [G]
C 165.34
D 191.44
E 200
F 202.72
G 168.74
AVERAGE 185.65
The average value obtained is the one that will be used as the input parameter for the
magnetic field generated by the solenoid at the region of interest. COMSOL requires the
magnetic field as the input, so using equation C.5, the average value for the magnetic field
strength is H = 14.774kAm 1.
