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A class of quasi-sparse companion pencils
Fernando De Terán, Carla Hernando
Abstract In this paper, we introduce a general class of quasi-sparse potential com-
panion pencils for arbitrary square matrix polynomials over an arbitrary field, which
extends the class introduced in [B. Eastman, I.-J. Kim, B. L. Shader, K.N. Vander
Meulen, Companion matrix patterns. Linear Algebra Appl. 436 (2014) 255-272]
for monic scalar polynomials. We provide a canonical form, up to permutation, for
companion pencils in this class. We also relate these companion pencils with other
relevant families of companion linearizations known so far. Finally, we determine
the number of different sparse companion pencils in the class, up to permutation.
1 Introduction







iAi, Ai P Fnˆn, i“ 0,1, . . . ,k, Ak ‰ 0, (1)
(with F being an arbitrary field) is by means of a linearization, which is a ma-
trix pencil (that is, a matrix polynomial of degree 1) whose eigenvalues (together
with their multiplicities) coincide with the ones of the polynomial (1). Any matrix
polynomial has infinitely many linearizations, but in order for them to be useful in
practice, it is important to know in advance that they are linearizations. One way
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Departamento de Matemáticas, Universidad Carlos III de Madrid, Leganés, 28911, e-mail:
cahernan@math.uc3m.es
1
2 Fernando De Terán, Carla Hernando
to create such linearizations is by means of symbolic constructions consisting of
block-partitioned pencils whose blocks contain the coefficients of (1). Companion
pencils are particular cases of these constructions (see Definition 2.2). They present
several advantages, besides being linearizations for any matrix polynomial. Among
the most relevant ones are: (a) they are strong linearizations (that is, they also pre-
serve the infinite eigenvalue of the polynomial, and its multiplicities), and (b) they
present a template involving no arithmetic operations at all. The only information
needed to build companion pencils is the selection and placement of the blocks.
Several families of companion pencils have been introduced in the literature, in-
cluding the Fiedler-like families [1, 4, 8, 10, 23] and the block-Kronecker lineariza-
tions [15]. They contain, as particular cases, the classical Frobenius linearizations,
and extend the notion of companion matrix, which has been extensively used to
compute roots of scalar polynomials (like in the MATLAB command roots). In
the recent years, some effort has been devoted to introduce new families of com-
panion pencils which preserve some of the structures of matrix polynomials usually
encountered in applications [2, 5, 7, 9], or to companion pencils in other polynomial
bases than the monomial basis [20, 21, 22]. Some recent works have also analyzed
particular features or applications of Fiedler-like pencils [3, 12, 13, 14]. In partic-
ular, it is proved in [6] that the families of Fiedler and Generalized Fiedler pencils
are particular cases of block-Kronecker linearizations. As for companion matrices
of scalar polynomials, we refer to [18] and [19] for a more general notion than the
one considered in this paper, and to [17] for some pentadiagonal constructions.
Companion matrices are valid only for monic scalar polynomials. They have
been studied in several recent papers [16, 18, 19] from a theoretical point of view,
providing canonical expressions up to permutation. Some interest has also been paid
to sparse companion matrices, namely those with the smallest number of nonzero
entries, motivated by the simplicity of the constructions. However, from the numer-
ical point of view, it may be desirable to work with non-monic polynomials. This is
one of the motivations to introduce the more general notion of companion pencils.
In this paper, we are mainly interested in sparse companion pencils. Our main
goal is to extend the results in [16] to such kind of constructions. In particular, we
first introduce a general class of pencils (denoted by Rn,k) associated with symbolic
matrix polynomials as in (1). As with all families of companion pencils mentioned
above, the pencils in Rn,k contain k´ 1 identity blocks, plus another k´ 1 blocks
equal to λ I, together with some other nonzero blocks involving the coefficients of
the polynomial. However, its generality relies on the fact that these blocks can be
located anywhere in the pencil. This aims to introduce a class of potential lineariza-
tions that keeps all the essential structural properties of the previous families of
linearizations (namely, the identity blocks), and having a small number of nonzero
entries (or blocks). We refer to them as quasi-sparse because of this small num-
ber of nonzero entries. Some pencils in Rn,k can be either not companion (that is,
linearizations) or not sparse, and our interest focuses on those which are compan-
ion (firstly) and those which are companion and sparse (secondly). Our goal is to
provide a canonical expression, up to permutation, for companion pencils in this
family, resembling the one provided in [16] for companion matrices, and to deter-
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mine, up to permutation as well, how many different sparse companion pencils are
in this family. To achieve this goal, we introduce a new class of pencils, denoted by
QC n,k (plus an intermediate class Qn,k), which comprises, up to permutation, all
companion pencils in Rn,k, and we count the number of different sparse pencils in
QC n,k.
The paper is organized as follows. In Section 2 we present the basic notions
(including the families Rn,k, Qn,k, and QC n,k), together with some structural prop-
erties. Section 3 is devoted to prove that any companion pencil in Rn,k is permu-
tationally equivalent to a pencil in Qn,k, and that companion pencils in Qn,k must
belong to QC n,k. We also prove that all pencils in QC n,k are companion pencils. In
Section 4 we get the number of different sparse (companion) pencils in QC n,k.
2 Preliminaries
Throughout this paper, we use calligraphic letters with two subindices, like An,k,
to denote a class of nkˆ nk block-partitioned matrix pencils, which are viewed as
block kˆ k matrices with blocks of size nˆn.
In order to define the notion of companion pencil for matrix polynomials, we first
recall the following notions. For more information about them we refer to [11].
In what follows, the reversal of Qpλ q in (1) is the polynomial revQpλ q :“
řk
j“0 λ
jAk´ j, obtained by reversing the order of the coefficients of Qpλ q.
Definition 2.1. A matrix pencil Lpλ q “ λX`Y with X,Y P Fnkˆnk is a linearization
of an nˆn matrix polynomial Qpλ q of degree k if there exist two unimodular nkˆnk
matrix polynomials Upλ q and V pλ q such that






(that is, Lpλ q is unimodularly equivalent to diagpIpk´1qn,Qpλ qq. The linearization
is called a strong linearization if revLpλ q is also a linearization of revQpλ q.




of degree k is an nkˆ nk matrix pencil Lpλ q “ λX `Y such that if X and Y are
viewed as block kˆ k matrices with blocks of size nˆn, then:
(i) each nonzero block of X and Y is either In or Ai (up to constants), for some
i“ 0, . . . ,k, and
(ii) Lpλ q is a strong linearization for every nˆn matrix polynomial of degree k.
Note, in particular, that if Lpλ q is a companion pencil for Qpλ q, then detpLpλ qq “
α detpQpλ qq (for some α ‰ 0). When n “ 1, Qpλ q is just a scalar polynomial. In
this case, we will use lowercase letters and this determinant condition reduces to





iai, with 0‰ α P F.
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2.1 New classes of block-partitioned pencils
The most general family of “potential” companion pencils in this work, Rn,k, is
introduced in Definition 2.3. This family contains all the sparse companion pencils
introduced so far in the literature (in the monomial basis). In particular both Fiedler
and generalized Fiedler pencils [4, 8, 10], as well as the sparse block-Kronecker
pencils introduced in [15, Def 5.1]. The motivation for introducing this family is
precisely to create a general family containing all these companion pencils, and also
to extend the family of companion matrices introduced in [16].
Definition 2.3. We denote by Rn,k the set of block-partitioned matrix pencils with
block entries in FrA0, . . . ,Aks and whose only nonzero blocks are of the form:
• k´1 blocks equal to ´I, together with k´1 blocks of the form λ I, and
• at most k nonzero blocks, denoted by B0pλ q, . . . ,Bk´1pλ q, such that each coef-
ficient Ai, for i “ 0, . . . ,k, appears only in one B j, for j “ 0, . . . ,k´ 1. These
blocks are of the form
B jpλ q “ B0j `λB
1
j , (2)
for j “ 0, . . . ,k´ 1, with B jpλ q being either 0, Ai, λAi`1 or Ai` λAi`1, for
some 0ď iď k´1.
The generality of the family Rn,k relies on the fact that nothing is said about
the location of the nonzero blocks in Definition 2.3. Because of this generality, not
all pencils in Rn,k are companion pencils, as we are going to see. The following
subclass of Rn,k will comprise, up to permutation, all companion pencils of Rn,k
(see Theorem 3.1).
Definition 2.4. Qn,k is the class of block-partitioned pencils in Rn,k where:
• the blocks equal to´I are in all super-diagonal positions (i.e., the block entries
pi, i`1q, for i“ 1, . . . ,k´1q,
• the blocks equal to λ I, together with a nonzero block Bd , for some 0ď dď k´1,
are on the main diagonal, and
• the remaining nonzero blocks B j, for j ‰ d, are below the main diagonal.
However, it is not difficult to see that not every matrix pencil in Qn,k is a compan-
ion pencil [16, p. 261-262], since these pencils do not necessarily satisfy condition
(ii) of Definition 2.2. The following result provides some necessary conditions in
order for a pencil in Qn,k to be companion.
Theorem 2.5. Let Lpλ q PQn,k be a companion pencil. Then,
(i) If B j, for 1 ď j ď k´ 2, is located in the ith subdiagonal, for 1 ď i ď k´ 2,
then B j is either 0, Ak´i´1, λAk´i, or Ak´i´1`λAk´i.
(ii) If B j is located in the pk´1qth subdiagonal, then B j is either A0 or A0`λA1.
(iii) If B j is located on the main diagonal, then B j is either λAk or λAk`Ak´1.
In order to prove Theorem 2.5 we use the following result.
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Lemma 2.6. Let Lpλ q “ rli js PQ1,k. For any nonzero lst with s´ t ě 0, the deter-
minant of Lpλ q contains a nonzero summand of the form:
l11 ¨ ¨ ¨ lt´1,t´1lst ls`1,s`1 ¨ ¨ ¨ lkk. (3)
Proof. Spanning either across the row or the column containing lst , for some s´ t ě
0, we obtain that the only term in detpLpλ qq containing lst is lstCst , where Cst is the
cofactor of the block entry lst . This cofactor is of the form:










































































that is, Cst “ l11 ¨ ¨ ¨ lt´1,t´1ls`1,s`1 ¨ ¨ ¨ lkk` rCst . Recall that below the main diagonal
of Lpλ q there can be nonzero entries. Since Lpλ q PQ1,k, the first summand in Cst has
degree k´ps´ tq´1. It suffices to prove that rCst has, at most, degree k´ps´ tq´2.
First, the matrix in (4) is partitioned in six big blocks. Note that each summand in
rCst contains a term below the main diagonal multiplied by its cofactor, in particular,
this term can be in one of the p1,1q, p2,1q, p2,2q, p3,1q, p3,2q or p3,3q blocks. If
it is in any of the blocks p2,1q, p2,2q or p3,2q, its cofactor is 0. However, if it is
in the remaining blocks p1,1q, p3,1q or p3,3q, its cofactor is obtained by removing
two terms on the main diagonal, which are of degree 1 in λ , and the cofactor is
multiplied by the term on the subdiagonal, which is, at most, of degree 1 in λ . Then,
rCst is, at most, of degree k´ps´ tq´2 in λ .
Finally, by Definition 2.3, lst contains some coefficient ar, which does not appear
in any other entry, so (3) cannot cancel out with any other term in detpLpλ qq. 
Proof (Theorem 2.5). We focus on n “ 1. Let Lpλ q P Q1,k. If ai, for 0 ď i ď k,
is in lst (in the rth subdiagonal, with r :“ s´ t), then the exponent of λ which
appears multiplied by ai in detpLpλ qq is, by (3), equal to k´ r´ 1` degplstq (note
that l11, . . . , lt´1,t´1, ls`1,s`1, . . . , lkk all have degree 1). Then, i“ k´r´1`degplstq,
so r “ k´ i´ 1` degplstq, but degplstq is either 0 or 1, and ai must be either in the
pk´ i´ 1qth subdiagonal (without λ ) or in the pk´ iqth subdiagonal (multiplied
by λ ). In particular, when i “ 0, the only possibility is degplstq “ 0 and r “ k´ 1
(otherwise, if degplstq “ 1, we would have r “ k, which is not possible, since there
are no k subdiagonals), and similarly when i“ k, the only possibility is degplstq “ 1
and r “ 0. This means that a0 can only be in the pk´1qth subdiagonal (without λ )
and ak can only be in the 0th subdiagonal (multiplied by λ ).
As a consequence, if b j “ b0j`λb
1
j is in the ith subdiagonal, then b
0
j can be either
0 or ak´i´1, and b1j can be either 0 or ak´i. 
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Now, we introduce the following class of block-partitioned pencils where part piq
is motivated by Theorem 2.5.
Definition 2.7. QC n,k is the class of block-partitioned pencils in Qn,k satisfying
the following conditions:
(i) The coefficient Ai is either in the pk´ i´ 1qth subdiagonal or in the pk´ iqth
subdiagonal. In the first case it appears without λ , and in the second one it
appears multiplied by λ .
(ii) (Rectangle condition). All possible nonzero blocks B j, for j “ 0,1, . . . ,k´ 1,
lie on the rectangular block-partitioned submatrix whose upper right corner is
the position containing Ak, which is on the main diagonal (denoted as Bk´1q,
and whose lower left corner is the position containing A0 (denoted by B0q,
namely the pk,1q position.
The following example illustrates the difference between Definitions 2.4 and 2.7.
Example 2.8. Let Qpλ q “
ř4
i“0 λ
iAi be an nˆn matrix polynomial of degree 4. Let
us consider the following block-partitioned matrix pencils L1pλ q and L2pλ q.
L1pλ q “
«








and L2pλ q “
«









In L1pλ q, the coefficient A2 is not inside the rectangular block-partitioned submatrix
indicated with a box. In L2pλ q, instead, all nonzero blocks below the main diagonal
are in this rectangle. Then, L1pλ q PQn,4\QC n,4, and L2pλ q PQC n,4.
Figure 1 illustrates the relationship between the classes Rn,k, Qn,k, and QC n,k.
Rn,k: quasi-sparse
Qn,k: lower Hessenberg
QC n,k: companion pencils in Qn,k
3 Companion pencils in Qn,k
Our first result shows that any companion pencil in Rn,k can be taken to the form
Qn,k by block permutations of rows and columns.
Theorem 3.1. Any companion pencil in Rn,k is block permutationally equivalent to
a pencil in Qn,k.
Proof. We can focus on the case n“ 1 for simplicity. All developments are also true
for arbitrary n.
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which has k´ 1 entries equal to ´1, together with k´ 1 entries equal to λ and,
at most, k nonzero entries that we order as b0, . . . ,bk´1. The polynomials b j, for
j“ 0, . . . ,k´1, are equal to either 0, ai, λai`1, or ai`λai`1, for some 0ď iď k´1,
as in Definition 2.3. Suppose, bk´1 is the entry containing ak and b0 is the one con-









Since Spλ q is a companion pencil, detpSpλ qq “ α qpλ q “ α
řk
i“0 λ
iai, with 0‰ α P
F (note that, since the leading term of detpSpλ qq comes from the product of the k´1
entries equal to λ , together with bk´1, it must be α “˘1). This identity is satisfied
for all values of the coefficients ai. Then, we can shrink to zero some coefficients ai
or give them some specific values and the identity, for these particular values, must
be true as well.
In the first place, we shrink to zero all the coefficients ai of qpλ q which are not
in bk´1, that is, we assume that all entries b j are zero except bk´1. In this case,
detpSpλ qq “ αpλ k´1bk´1q. This implies that all entries equal to λ , together with
bk´1, are in different rows and columns of Spλ q.
Similarly, by shrinking to zero all the coefficients ai of qpλ q which are not in b0,
we conclude that all entries equal to ´1, together with b0, are in different rows and
columns of Spλ q.
Now, we can find two permutation matrices P1, P2 such that






λ ˚ ˚ ˚ ˚ ˚ ˚
˚
. . . ˚ ˚ ˚ ˚ ˚
˚ ˚ λ ˚ ˚ ˚ ˚
˚ ˚ ˚ bk´1 ˚ ˚ ˚
˚ ˚ ˚ ˚ λ ˚ ˚
˚ ˚ ˚ ˚ ˚
. . . ˚







To be precise, P2 is built up as follows: Spλ q has, in each row, only one ele-
ment equal to either λ or bk´1. Then, we can define P2 as the matrix that takes this
element, which is in the position pi, jiq, to the position pi, iq, for each i“ 1, . . . ,k.
Similarly, we can proceed with columns instead of rows to define P1. Then, we
only need one of P1 or P2, depending on whether we perform row or column per-
mutations. Therefore, up to permutational equivalence, we get the pencil rSpλ q, with
the same entries as Spλ q, but with the k´ 1 entries equal to λ , together with bk´1,
on the main diagonal.
There are, at most, 2pk´ 1q nonzero entries p˚q in rSpλ q, which are the k´ 1
entries equal to ´1 together with the polynomials b j, for j “ 0, . . . ,k´2. Note that
bk´1 can be in any position on the main diagonal, and that the k´1 entries equal to
´1, together with b0, are also in different rows and columns. We are going to show
that there is a permutation matrix rP1 such that
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λ ´1 ˚ ˚ ˚ ˚ ˚
˚
. . .
. . . ˚ ˚ ˚ ˚
˚ ˚ λ ´1 ˚ ˚ ˚
˚ ˚ ˚ bk´1 ´1 ˚ ˚
˚ ˚ ˚ ˚ λ
. . . ˚
˚ ˚ ˚ ˚ ˚
. . . ´1








Note that the entries equal to λ and bk´1 remain on the main diagonal in pSpλ q.
It suffices to prove that the k entries (´1’s and b0) form a k-cycle. For this,
let us shrink to zero all coefficients ai of qpλ q other than a0 and ak, set ak “ 1,
and denote by rS1pλ q the pencil obtained from rSpλ q after this replacement. Then
detprS1pλ qq“ λ k`a0. Moreover, rS1pλ q does not contain any other terms with degree
1 in λ than the ones on the main diagonal, so rS1pλ q “ λ I ´ A, with A being a
companion matrix for the polynomial λ k`a0.
As a consequence of Lemma 2.1 in [16], we conclude that the ´1 entries, to-
gether with the one containing a0, must be in a cycle of length k.
Therefore, up to permutational similarity, we arrive at pSpλ q, having the same
entries as rSpλ q, but the k´ 1 entries equal to ´1 being on the super-diagonal and
the entry b0 being in the position pk,1q.
Finally, let us assume, by contradiction, that pSpλ q has, at least, one entry bt , for
some 1 ď t ď k´ 2, above the super-diagonal, that is, in the position pit , jtq, with
it ă jt ´1.
Let us shrink to zero all the coefficients ai of qpλ q which are not in bt and denote
by pS1pλ q the pencil obtained after this replacement. Note that either btpλ q “ ar,
btpλ q “ λar`1, or btpλ q “ ar ` λar`1, for some 1 ď r ď k´ 2. We suppose that
btpλ q “ ar ` λar`1 (the proof is analogous for the other two cases). In this case,
since pSpλ q is a companion pencil, it must be detppS1pλ qq “ λ rar`λ r`1ar`1, where





























This matrix is upper triangular and its determinant is the product of the entries on
the main diagonal, that is, detppS1q “ 0‰ λ rar`λ r`1ar`1, which is a contradiction.
Therefore, all nonzero entries in pSpλ q are on or below the super-diagonal. 
Next we prove that any companion pencil in Qn,k belongs to QC n,k.
Theorem 3.2. Let Lpλ q PQn,k be a companion pencil. Then, Lpλ q PQC n,k.
Proof. As in the proof of Theorem 3.1, we can focus on the case n “ 1. Then, let
Lpλ q PQ1,k. By Theorem 2.5, we know that if the polynomial b j, for j“ 1, . . . ,k´2,
is in the ith subdiagonal of Lpλ q, for i “ 1, . . . ,k´ 2, then b j is either 0, ak´i´1,
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λak´i, or ak´i´1` λak´i. Therefore, it satisfies condition (i) in Definition 2.7. It
remains to prove that Lpλ q satisfies condition (ii) in Definition 2.7.
By contradiction, let us assume that there is an entry bt , for some 1ď t ď k´2,
outside the rectangle. Then it is located in the position pit , jtq, with either jt ă it ă i0
or it ą jt ą i0, where li0,i0pλ q “ bk´1pλ q. Let us shrink to zero all the coefficients ai
of the polynomial qpλ q which are not in bt or bk´1 and let us denote by L1pλ q the
















0 ¨ ¨ ¨ 0 bk´1
...
































0 ¨ ¨ ¨ 0 bk´1
...




















depending on whether jt ă it ă i0 or it ą jt ą i0. In both cases, the entries not
explicitly indicated in the matrix are zero. Let us first assume that jt ă it ă i0.
By Lemma 2.6, the determinant of L1pλ qwill contain a nonzero term of the form:
looooooomooooooon
λ 1s
l11 ¨ ¨ ¨ l jt´1, jt´1
lomon
bt
¨ lit , jt ¨
looooooomooooooon
λ 1s and bk´1
lit`1,it`1 ¨ ¨ ¨ lkk “ λ
k´pit´ jtq´2btbk´1.
Therefore, detpL1pλ qq contains a term involving the product btbk´1, which involves
in turn a product of coefficients ai of qpλ q, and this is in contradiction with the fact
that Lpλ q is a companion pencil.
It remains to analyze the case where i0 ă jt ă it . The determinant of L1pλ q for
this case contains a nonzero term of the form:
looooooomooooooon
λ 1s and bk´1
l11 ¨ ¨ ¨ l jt´1, jt´1
lomon
bt
¨ lit , jt ¨
looooooomooooooon
λ 1s
lit`1,it`1 ¨ ¨ ¨ lkk “ λ
k´pit´ jtq´2btbk´1.
As above, this is a contradiction with the fact that Lpλ q is a companion pencil. 
Theorem 3.2 tells us that a matrix pencil in Qn,k must belong to QC n,k in order
to be a companion pencil. The following result shows that, moreover, all pencils in
QC n,k are companion.
Theorem 3.3. Any pencil in QC n,k is a companion pencil.
Proof. Let Lpλ q PQC n,k be an nkˆ nk matrix pencil. If Bk´1 is in the entry pp`
1, p` 1q, for some 0 ď p ď k´ 1, then we can write Lpλ q as the following block-
partitioned matrix pencil:
















Mp`1,1 ¨ ¨ ¨ Mp`1,p Mp`1,p`1
...
. . .




































with p`q`1“ k. Note that Mk1 “ B0, Mp`1,p`1 “ Bk´1, and the remaining blocks
Mst , for s“ p`1, . . . ,k and t “ 1, . . . , p`1, are either 0 or B j, for j “ 1, . . . ,k´2.
Note that, by Theorem 2.5, if B j, for j “ 1, . . . ,k´ 2, is in the rth subdiagonal of
Lpλ q, for r “ 1, . . . ,k´2, then it is either 0, Ak´r´1, λAk´r, or Ak´r´1`λAk´r.
Now, we consider the following two block permutations Prow and Pcol:
• Prow permutes the rows of Lpλ q. Note that Lpλ q is partitioned in two big blocks
of block-partitioned matrices by rows; the first block-partitioned matrix in-
cludes rows from 1 to p and the second one includes rows from p`1 to k. We
define Prow as the matrix taking: s ÞÑ k´ s`1, for s “ 1, . . . , p, and s ÞÑ s´ p,
for s“ p`1, . . . ,k.
• Pcol permutes only the first p`1 columns of the matrix Lpλ q. We define Pcol as
the matrix taking: t Ñ p`2´ t, for t “ 1, . . . , p`1.
It is straightforward to see that:




















































In particular, the (block) diagonals in the p2,1q big block of Lpλ q become the
(block) anti-diagonals of the p1,1q big block in rLpλ q. Now, let us consider a general
pencil like in the right-hand side of (5). In particular, the blocks Mst are matrix
pencils. It is shown in [15, Thm. 5.4] that if the sum of the trailing coefficients of all
Mst blocks in the pk´ i´1qth antidiagonal plus the sum of the leading coefficients of
all Mst blocks in the pk´ iqth antidiagonal equals Ai, for all i“ 0,1, . . . ,k, then rLpλ q
is a strong linearization of Qpλ q. By condition (i) in Definition 2.7, this condition
on the leading and trailing coefficients of the Mst blocks is satisfied for the particular
rLpλ q coming from Lpλ q as in (5). Therefore, rLpλ q is a strong linearization of Qpλ q.
Since Lpλ q is permutationally equivalent to rLpλ q, Lpλ q is also a strong linearization
of Qpλ q. Then, Lpλ q satisfies condition (ii) in Definition 2.2 and, by definition, Lpλ q
satisfies condition (i) as well, so it is a companion pencil. 
The proof of Theorem 3.3 shows that the family of block-Kronecker pencils in-
troduced in [15, Def. 5.1] comprise, up to block permutation, all companion pencils
in Rn,k (in other words, it contains, up to block permutation, all pencils in QC n,k).
A class of quasi-sparse companion pencils 11
4 Number of different sparse companion pencils in Rn,k
We say that companion pencils in Rn,k are quasi-sparse companion pencils, since
they have a small number of nonzero block entries. However, not all companion
pencils in Rn,k have the same number of nonzero block entries. We first give a
lower bound on the number of nonzero block entries of a companion pencil in Rn,k.
In the following, tru and rrs denote, respectively, the floor and the ceiling of r P R.
Note that, if r is an integer, then r “ tru“ rrs.






Proof. By Theorems 3.1 and 3.2, any companion pencil in Rn,k is permutationally
equivalent to a pencil in QC n,k, so we focus on pencils in QC n,k. Recall (Theorem
2.5) that the blocks B j, for j “ 0, . . . ,k´ 1, are equal to either 0, Ai, λAi`1, or
Ai`λAi`1, for some 0ď iď k´1. Note that the entries equal to ´I and λ I add up
to 2pk´1q nonzero block entries. Regarding the k`1 coefficients Ai (i“ 0, . . . ,k),
they can be grouped in the pencils B j “ B0j`λB
1




2 s is the smallest number of nonzero blocks B j, which are of the form
A2i` λA2i`1, for i “ 0,1, . . . , k´12 . However, if k is even, different groupings are


















Lemma 4.1 motivates the following definition.






Since any companion pencil in Rn,k is permutationally equivalent to a pencil in
QC n,k, to count the number of sparse companion pencils in Rn,k, up to permutation,
we can just count the number of non-permutationally equivalent pencils in QC n,k.
First, Theorem 4.3 guarantees that no two of them are permutationally equivalent.
Theorem 4.3. Two different matrix pencils in QC n,k are not block permutationally
equivalent.
Proof. Let L1pλ q,L2pλ q PQC n,k. If L1pλ q is block permutationally equivalent to
L2pλ q there exists two block-partitioned permutation matrices P,P1 with
PL1pλ qP1 “ L2pλ q. (6)
Let us shrink to zero all coefficients Ai, for i“ 0, . . . ,k´1, and let Ak “ I. Looking
only at the leading terms in (6), we get P ¨ I ¨P1 “ I, so P“ pP1q´1. Then, L1pλ q and
L2pλ q are block permutationally similar.
It suffices to prove that two different matrix pencils in QC n,k are not block per-
mutationally similar. L1pλ q is block permutationally similar to L2pλ q if there exists
a block-partitioned permutation matrix P such that
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PL1pλ qPB “ L2pλ q (7)
(where p¨qB stands for block transposition). We prove that the only permutation ma-
trix P satisfying (7) is the identity matrix, which implies L1pλ q “ L2pλ q. For this,
we can focus on the case n“ 1.
Again, by shrinking to zero all entries ai, for i“ 0, . . . ,k, and equating the trailing









It is straightforward to check that the only permutation matrix P with PN “ NP is
P“ I. 
The following lemmas will help us to get the number of sparse pencils in QC n,k.
Lemma 4.4. If Lpλ q PQC n,k, then Lpλ q cannot have two consecutive null subdi-
agonals.
Proof. Just recall, by condition (i) in Definition 2.7, that Ak´ j is either in the p j´
1qth subdiagonal or in the jth subdiagonal (as λAk´ j), for j “ 1, . . . ,k´2. 
Lemma 4.5. If Lpλ q P QC n,k is sparse, then it can not have two nonzero block
entries in the same subdiagonal.
Proof. If Lpλ q P QC n,k is sparse and it has two nonzero block entries in the jth
subdiagonal, for some 1 ď j ď k´2, these must be Ak´ j´1 and λAk´ j (by Defini-
tions 2.3 and 2.7). Then, by joining Ak´ j´1`λAk´ j in the same entry (either the
one containing Ak´ j´1 or the one containing λAk´ j) we arrive at a new pencil in
QC n,k having less nonzero block entries than Lpλ q, which is a contradiction with
the fact that Lpλ q is sparse. 
The following result gives us the exact number of zero subdiagonals (including
the main diagonal as the 0th subdiagonal) of any sparse pencil in QC n,k.
Lemma 4.6. Let Lpλ q PQC n,k be sparse. Then Lpλ q has exactly k´ 1´ t k2 u null
subdiagonals.




nonzero entries below the diagonal,
by Lemma 4.1. By Lemma 4.5, no two nonzero entries of Lpλ q are in the same
subdiagonal, so Lpλ q has t k2 u nonzero subdiagonals and, as a consequence, k´1´
t k2 u null subdiagonals. 
As a consequence of the previous results, we can explicitly identify which are
the only null subdiagonals of any sparse pencil in QC n,k. This is the first step in
determining the number of sparse pencils in QC n,k. We start with the case k odd.
Lemma 4.7. Let Lpλ q PQC n,k be a sparse pencil with k odd. Then the only nonzero
jth subdiagonals of Lpλ q are the ones with indices j “ 0,2,4, . . . ,k´1.
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Proof. By Lemma 4.6, Lpλ q has exactly k´12 null subdiagonals and, consequently,
k`1
2 nonzero subdiagonals. Since the main diagonal and the pk´ 1qst subdiagonal
(the entry pk,1q) are nonzero, among the remaining k´ 2 subdiagonals there are
k´1
2 null ones, together with another
k´3
2 nonzero ones. Since, by Lemma 4.4, there
can not be two consecutive null subdiagonals in Lpλ q, the first and the pk´ 2qnd
subdiagonal must be zero, and the zero/nonzero subdiagonals must alternate. 
For k even, the situation is more involved. As there are k`1 coefficients Ai, for
i “ 0, . . . ,k, there must be k2 nonzero blocks of the form Ak´ j´1`λAk´ j, together
with another nonzero block of the form B` “ λAk´ j or B` “ Ak´ j´1, for 0 ď j ď
k´ 1. In particular, the pattern of zero/nonzero subdiagonals in QC n,k depends on
the position of this monomial B`. This is stated in Lemma 4.8, which also establishes
some restrictions about B`.
Lemma 4.8. Let Lpλ q PQC n,k be a sparse pencil with k even. Then the monomial
B`, located in the jth subdiagonal (for 0ď jď k´1), and the indices of the nonzero
rth subdiagonals of Lpλ q are the following:
(a) If j is even: B` “ λAk´ j, and r “ 0,2,4, . . . , j, j`1, j`3, . . . ,k´3,k´1;
(b) If j is odd: B` “ Ak´ j´1, and r “ 0,2,4, . . . , j´1, j, j`2, . . . ,k´3,k´1.
Proof. By Lemma 4.6, Lpλ q has exactly k2´1 zero subdiagonals and, consequently,
k
2 `1 nonzero subdiagonals. Recall that the main diagonal and the pk´1qth subdi-
agonal (the entry pk,1q) are nonzero. As mentioned above, there is only one nonzero
block of the form B`“ λAk´ j or Ak´ j´1, which is located in the jth subdiagonal, for
some 0ď jď k´1. The remaining nonzero blocks are of the form Ak´s´1`λAk´s,
for s‰ j. As a consequence, there are four possible situations:
Case 1: B` “ λAk´ j is in the jth subdiagonal, for 0ď j ď k´1, with j even.
Case 2: B` “ λAk´ j is in the jth subdiagonal, for 0ď j ď k´1, with j odd.
Case 3: B` “ Ak´ j´1 is in the jth subdiagonal, for 0ď j ď k´1, with j even.
Case 4: B` “ Ak´ j´1 is in the jth subdiagonal, for 0ď j ď k´1, with j odd.
By Lemma 4.5, B` is the only nonzero block entry in the jth subdiagonal. Moreover,
(see Theorem 2.5), the block entries in the ith subdiagonal, for i“ 0, . . . ,k´1, with
i‰ j, are either: (i) λAk´i, (ii) Ak´i´1, (iii) Ak´i´1`λAk´i, or (iv) 0.
Case 2: In this case, the j coefficients Ak,Ak´1, . . . ,Ak´ j`1 are located in the
subdiagonals from 0th to p j´1qth. Since j is odd, at least another coefficient must
be unpaired, so the pencil is not sparse.
Case 3: Now there are j`1 coefficients Ak,Ak´1, . . . ,Ak´ j among the subdiag-
onals from 0th to p j´1qth. Since j is even, the pencil is, again, not sparse.
This proves the first part of the statement. The second part follows from Theorem
2.5, together with Lemma 4.4 and Lemma 4.6. In particular, conditions (i)-(iv) above
determine the pattern of zero/nonzero subdiagonals, taking into account Lemma 4.4.
This is summarized in Table 1.




0th 1st ¨ ¨ ¨ p j´1qth jth p j`1qth ¨ ¨ ¨ pk´2qth pk´1qth
Case 1 Ak´1`λAk 0 ¨ ¨ ¨ 0 λAk´ j Ak´ j´2`λAk´ j´1 ¨ ¨ ¨ 0 A0`λA1
Case 4 Ak´1`λAk 0 ¨ ¨ ¨ Ak´ j`λAk´ j`1 Ak´ j´1 0 ¨ ¨ ¨ 0 A0`λA1
Table 1: Possible forms of the block entries in the subdiagonals for Cases 1 and 4.

Remark 4.9. Note that if L1pλ q and L2pλ q are two sparse pencils in QC n,k of even
degree k such that L1pλ q has a monomial in the jth subdiagonal (with j even) of
the form B` “ λAk´ j and L2pλ q has a monomial in the p j` 1qth subdiagonal of
the form B` “ Ak´ j´2, for j “ 0,2, . . . ,k´2, then L1pλ q and L2pλ q have the same
nonzero subdiagonals. This is straightforward to see looking at the indices of the
nonzero subdiagonals in Lemma 4.8, just replacing, for the case j odd, j by j`1.
Example 4.10. In this example we show all possible patterns for sparse pencils in
QC n,4 (that is, for quartic nˆ n matrix polynomials). Following Lemma 4.8, the
zero/nonzero pattern of the subdiagonals depends on the subdiagonal containing
the monomial B`. Let this subdiagonal be the jth one, for j “ 0,1,2,3. Then:
(a) For j “ 0,1, the monomial is B` “ λA4 (for j “ 0) or B` “ A2 (for j “ 1), and
the nonzero subdiagonals are the ones with indices 0, 1 and 3 in both cases.
(b) For j “ 2,3, the monomial is B` “ λA2 (for j “ 2) or B` “ A0 (for j “ 3). The
nonzero subdiagonals are the ones with indices 0, 2 and 3 in both cases.






‹ ´I 0 0
‚ ‹ ´I 0
0 ‚ ‹ ´I



















‹ ´I 0 0
0 ‹ ´I 0
‚ 0 ‹ ´I














Table 2: All possible patterns for sparse pencils in QC n,4.
Since we know which are exactly the zero and nonzero subdiagonals in QC n,k,
for k odd and even, we can determine the number of different sparse pencils in
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QC n,k. We use, for a given k P N
Ť
t0u, the double factorial of k, defined by the
recurrence relation: k!! :“ pk´2q!! ¨ k, if k ě 2, and k!! :“ 1 if k ď 1.














































































. We consider the rectangle R j of




























˚ ¨¨ ¨ ˚ λ I
. . .


















. . . ´I













There are k`12 nonzero blocks among the asterisks ˚. By Lemma 4.7, they are of the
form Ak´i´1`λAk´i, located in the ith subdiagonal, for i“ 0,2, . . . ,k´1. We look
for the number of different ways to place them in R j.
This is summarized in Table 3, where we indicate the number of possible po-
sitions of each nonzero block in R j. We need to take into account the parity of j.
Then, the number of possible sparse pencils in QC n,k, for k odd, with all entries
in R j is determined by counting all possible locations for the coefficients in Table 3.
In particular, if ηp jqn,k denotes the number of possible sparse pencils in QC n,k with





















, i f j is even, and










, i f j is odd.
(9)




. We only need to look




, and also at j “ k`12 , since for j “
k`3
2 , . . . ,k, the patterns are




patterns. In the case j “
k`1
2 , we can obtain the number of possible sparse pencils in QC n,k with all its
entries in the rectangle R k`1
2
just replacing j by k`12 in (9), and this number is equal
to:
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Coefficient Can be placed in . . .
λAk`Ak´1 1 position p0th subdiagonalq




λAk´p j´2q`Ak´p j´1q, or
λAk´p j´3q`Ak´p j´2q
"
j´1 positions pp j´2qth subdiagonalq i f j even, or
j´2 positions pp j´3qth subdiagonalq i f j odd
"
λAk´ j`Ak´p j`1q, or
λAk´p j´1q`Ak´ j
"
j positions p jth subdiagonalq i f j even, or




λA j`1`A j, or
λA j`A j´1
"
j positions ppk´ j´1qth subdiagonalq i f j even, or
j positions ppk´ jqth subdiagonalq i f j odd
"
λA j´1`A j´2, or
λA j´2`A j´3
"
j´1 positions ppk´ j`1qth subdiagonalq i f j even, or
j´2 positions ppk´ j`2qth subdiagonalq i f j odd
...
...
λA3`A2 3 positions ppk´3qth subdiagonalq
λA1`A0 1 position ppk´1qth subdiagonalq






















, i f k`12 is odd.
(10)

































































Using (9) and (10), and grouping summands appropiately in (11), we get (8). 
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We will use the following lemma in the proof of Theorem 4.12.
























, if j ě 3 is an odd number.
Proof. We divide the proof in two cases, depending on the parity of j.










2 ¨4 ¨6 ¨ ¨ ¨ p j´2q
3 ¨5 ¨7 ¨ ¨ ¨ p j´1q
`
4 ¨6 ¨ ¨ ¨ p j´2q
5 ¨7 ¨ ¨ ¨ p j´1q











2 ¨4 ¨6 ¨ ¨ ¨ p j´4q`3 ¨4 ¨6 ¨ ¨ ¨ p j´4q`3 ¨5 ¨6 ¨ ¨ ¨ p j´4q` ¨ ¨ ¨`






5 ¨4 ¨6 ¨ ¨ ¨ p j´4q`3 ¨5 ¨6 ¨ ¨ ¨ p j´4q






5 ¨7 ¨6 ¨ ¨ ¨ p j´4q` ¨ ¨ ¨`






















2 ¨4 ¨6 ¨ ¨ ¨ p j´1q
3 ¨5 ¨7 ¨ ¨ ¨ p j´2q
`
4 ¨6 ¨ ¨ ¨ p j´1q
5 ¨7 ¨ ¨ ¨ p j´2q











2 ¨4 ¨6 ¨ ¨ ¨ p j´3q`3 ¨4 ¨6 ¨ ¨ ¨ p j´3q`3 ¨5 ¨6 ¨ ¨ ¨ p j´3q` ¨ ¨ ¨`






5 ¨4 ¨6 ¨ ¨ ¨ p j´3q`3 ¨5 ¨6 ¨ ¨ ¨ p j´3q






5 ¨7 ¨6 ¨ ¨ ¨ p j´3q` ¨ ¨ ¨`
3 ¨5 ¨ ¨ ¨ p j´4qp j´3q`3 ¨5 ¨ ¨ ¨ p j´4qp j´2q
¯











Proof (Theorem 4.12). Let k be an even integer and let 1ď j ď k2 . We consider the
rectangle R j with vertices p j,1q,p j, jq,pk,1q,pk, jq, as in the proof of Theorem 4.11.
First, we locate the nonzero block entry with only one coefficient, B`, and, according
to Lemma 4.8, the remaining nonzero subdiagonals are uniquely determined.
We assume that B` “ λAk´i, which is in the ith subdiagonal, for i being an even
number (case (a) in Lemma 4.8). For the other case (B` “ Ak´i´1), the nonzero
subdiagonals are exactly the same, by Remark 4.9.
As in Theorem 4.11, we have to take into account the parity of the integer j and
the position of the monomial B`. The procedure consists of counting, for each B`,
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and for each i even, the number of possible locations of each nonzero block entry
inside R j. It is also important to note that, in R j,




i`1 positions, if 0ď iď j´2,
j positions, if j´1ď iď k´ j, and
k´ i positions, if k´ j`1ď iď k´1.
(13)
First, let us assume j even. Then, depending on i (i even), we obtain:
• If iď j´4: The nonzero subdiagonals, by Lemma 4.8, have indices 0,2,4, . . . , i, i`
1, . . . , j´3, j´1, . . . ,k´ j´1,k´ j`1, . . . ,k´3,k´1, so, using (13), the num-
ber of possible locations for the nonzero blocks inside R j is:












• If j ´ 2 ď i ď k ´ j: The nonzero subdiagonals have indices 0,2, . . . , j ´
2, j, . . . , i, i` 1, . . . ,k´ j´ 1,k´ j` 1, . . . ,k´ 3,k´ 1, so the number of pos-
sible locations for the nonzero blocks inside R j is:







• If iě k´ j`2: The nonzero subdiagonals have indices 0,2, . . . , j´2, j, . . . ,k´
j,k´ j` 2, . . . , i, i` 1, . . . ,k´ 3,k´ 1, so, using (13), the number of possible
locations for the nonzero block entries inside R j is:













Finally, if we denote by Eηp jqn,k the number of possible sparse pencils in QC n,k
with all entries in the rectangle R j, for j even, then, adding up all the above quanti-
ties, we get:














































Note that the first and third summands in the last sum add up to the same num-
ber (just replace i by k´22 ´ i in the sum of the third term). Moreover, the second
summand does not depend on the index i. Then, Eηp jqn,k is equal to:
A class of quasi-sparse companion pencils 19



































































Repeating this procedure for j odd, if we denote by Oηp jqn,k the number of all possible
sparse pencils in QC n,k with all entries in the rectangle R j, for j odd, then:














































As above, we can simplify Oηp jqn,k as:






































































































Now, we consider all possible rectangles R j, for 1 ď j ď k2 . We just look at j “
1, . . . , k2 , since for j“
k
2 `1, . . . ,k, the patterns are symmetric (with respect the anti-














































‚, i f k2 is odd.
(15)
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Using (14) and grouping summands appropiately in (15), we arrive at (12). 
Remark 4.14. Note that the number of sparse companion pencils in QC n,k for k
even becomes much larger than the one for k odd as k increases. This is due to
the fact that the nonzero subdiagonals in the case k odd are determined (they are
the ones with indices 0,2, . . . ,k´1), but the case k even allows for more flexibility,
depending on which is the nonzero subdiagonal containing the block B` (see Lemma
4.8).
5 Conclusions
In this work, we have first introduced a family of companion pencils for nˆn ma-
trix polynomials of degree k over an arbitrary field, Rn,k, which extends the one in
[16] for companion matrices of monic scalar polynomials. This family contains all
companion pencils in most of the families of companion linearizations introduced
so far in the literature, expressed in the monomial basis, and having a small number
of nonzero entries. In particular, Rn,k contains both Fiedler and generalized Fiedler
pencils, as well as all sparse pencils in the block-Kronecker linearizations presented
in [15]. We have provided a “canonical” expression for companion pencils in Rn,k,
up to block permutation. This expression, which leads to the class Qn,k, is block up-
per Hessenberg and resembles the one provided in [16] for companion matrices of
monic scalar polynomials, We have provided a characterization for a pencil in Qn,k
to be a companion pencil (namely, they are those in the class denoted by QC n,k ).
Finally, we have obtained the number of different sparse companion pencils in Rn,k,
up to block permutation. We want to emphasize that there could be other sparse
companion pencils for nˆ n matrix polynomials of degree k not included in Rn,k.
Therefore, describing all sparse companion pencils for nˆn matrix polynomials of
degree k is still an open field of research.
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