Associative memory with fractal connections was studied. We show numerically that the fractal neural network has a higher capability than randomly connected neural network for fractal pattern and fractally localized patterns, but not for random patterns. We discuss this result from a theoretical standpoint.
Recent studies of artificial neural networks have been partly motivated by their resemblance to biological neural systems. However, relatively little knowledge has been obtained concerning network structure and coding principles in biological neural systems. Therefore most studies on associative memory, for instance, concern fullyl) or randomly connected networks 2 )-4) as their structures. It is known that the human brain has 10 10 neurons, and each neuron has 10 3 to 10 4 connections with other neurons. Even if localized brain function is considered, neither fully connected nor randomly connected structures are biologically plausible. Neuro-physiological studies have revealed recently that the branching pattern of dendrites has fractal properties in various parts of the mammalian brain.
)-7)
On the other hand, it is known that the neural firing rate of an individual neuron is very low compared with its saturation level. 8 ), 9) This is reminiscent of the characteristic of sparse coding: the total contribution of the excited components is very small compared with the resting components. l3 ),l4) . Motivated by these observations, we have studied the performance of a recurrent network model of associative memory with fractal connections. However, our goal is not to compose a biological neural network model with a fractal structure but to evaluate the computational performance of the fractally configured network model. For a fractally connected network with N neurons, the ratio of connections for each neuron to the total number of neurons is very small, approaching 0 for a large N limit. The fractal neural network model as an associative memory was studied by Baram,lO) who_ suggested a structure consisting of small subnetworks interconnected in a layered hierarchy. Merrill and PortH) proposed a fractal neural network and applied it to a simple generalization problem.
In this paper, we compare the computational performance of a fractal neural network (FNN) with a randomly connected neural network (RNN), using the same number of internal connections. We use random patterns, random fractal patterns andfractally localized patterns for encoding. Since fractal patterns have a very low activity level, they need a sparse coding scheme to be stored. l2H4 ) We show that FNN has a higher capability than RNN for fractal pattern and fractally localized patterns, but not for random patterns. We discuss this result from <1 theoretical standpoint.
Random fractal connection was constructed for a N neuron system as follows. We define the spatial coordinate of i-th neuron by the d -dimensional position vector ri={r/, d, "', rid}. If the distance between the i-th and j-th neurons is rij=llri-rjll ={~~=I(r/-r/)2}l!2, the connection Cij between two neurons is determined as 1, with probability p(rij), and as 0 with probability 1-p(rij), where p(r) is defined by a power law distribution function:
The connectivity Cij is calculated for all i and j. Therefore the number of connections C(R) contained in a d-dimensional sphere with radius R is (2) implying that the fractal dimension of synaptic connection distribution is DN, where ddr =dr=dr 1 dr 2 ···dr d . Note that when DN=d and a=l, p(r)=l holds, which implies the fully connected condition. Numerical simulations of the N neuron system were performed on a lattice for the condition d = 1, using the Euclidean distance rij =Iri-d. The model consists of N neurons, each capable of being in one of two states, represented by the values 1 (firing state) and -1 (resting state). We represent the state of the i-th neuron as xi(i=l, "', N). The state of the network is defined by the vector X={Xl, "', XNY, where T denotes transpose. The network operates as an associative memory when the strength of each synapse is determined by M, given embedded patterns according to the outer product rule, i.e., Hebbian learning. Here, we write the i-th component of the ,u-th embedded pattern as sl' = ± 1 (i = 1, "', N, ,u =1, "', M). The average firing rate T of embedded patterns is defined by
The random pattern has the firing rate T =1/2, while the firing rate for a fractal pattern depends on its fractal dimension D p , because the relations N ~ Rd and {the number of fired sites} ~ RDp hold:
Therefore, storing fractal patterns results in sparse coding since in the limit N -> 00,
T -> 0 holds. For learning, we use covariant rule:
where
1' -=1
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The dynamics of the network, which is appropriate both for dense and sparse codings, is defined by (8) where x denotes the present state, and x' the next state. Note that, in the case [ =1/2, $;= 8i =0 holds, implying Hebbian learning and standard dynamics. Also in the limiting case of sparse coding, [---> 0, the relation $;---> -1 and 8 ---> ° holds, Eq. (8) results in a similar form with generalized Willshaw dynamics,I2),14) with 1 and ° signal value coding instead of 1 and -l.
For test patterns, random patterns, random fractal patterns (random Cantor sets) and fractally localized patterns were used to encode the synaptic strength for each network. The characteristics of random Cantor set and fractally localized test patterns requires some explanation.
One of the simplest and well-known fractals is the Cantor set, which is a finite size fractal consisting of disconnected parts embedded into one-dimensional space (d=l). The Cantor set is constructed based on the subsequent division of intervals generated on the unit interval [0, 1]. First [0,1] is replaced by m intervals of length l/n (m < n). Next, this rule is applied to the m newly cre~ted intervals, and the procedure is repeated. As a result we obtain a deterministic fractal whose fractal dimension is Dp =lnm/lnn. In general, Cantor sets with various m and n can be constructed. For example, keeping n=10 and changing m between 1 and 9, nine different fractal dimensions 0:S:Dp :S:1 can be produced. By choosing m intervals out of n at random, we constructed various Cantor sets with the same fractal dimension. Calculated random Cantor sets were expanded on the lattice sites by multiplying [0, 1] 
by (N -1).
Let us consider one-dimensional fractally localized patterns. The fractally localized pattern with fractal dimension Dp is constructed based on the power law distribution function:
where d=l and rU=\ri-rj\, and b is fixed at 1/2. For the ,u-th set of pattern 81' -, we chose ri at random and set st=l, then the j-th component sf was determined as 1 with probability q( rij) and as -1 with probability 1-q( riJ.
To compare the computational capability of FNN and RNN with the same number of internal connections, numerical simulations were carried out with N =500, for the range, 0< DN < 1, of the network dimension, starting from a randomly selected initial state 81'-'( =1=81'-), with parallel dynamics and a finite number of test patterns as encoding memories. Random Cantor sets as test patterns were generated randomly, subject to the constraint Dp =ln4/ln10. Fractally localized patterns were generated subject to the . constraint Dp=Oo4 and 0.6. The total activity of the fractal patterns depends on their fractal dimension. The number of active components in a Cantor sets and fractally localized patterns becomes negligibly small compared to N, for Dp= ln4/ln10 and Dp =004, respectively. The rate of average activity is 4 % for fractally localized patterns of Dp=Oo4, and 10 % for Dp=0.6. Even if the networks have the same network dimension, the capacity of the network depends on the pattern dimension D p • Figure 1 shows that the capacity of the network is bigger when Dp is greater, for the same network dimension, DN . Here, we note that even if the Cantor sets and fractally localized patterns have the same pattern dimension, D p , the capaCities of the network are different because the firing rates are different. The capacity of FNN and RNN for stability of the memory states is shown in Fig. 1 , for fractally localized patterns, and in Fig. 2 for random Cantor sets. We can observe that there is a critical value of the network dimension for memory capacity. The rates of total connectivity of the network for DN=0.8, 0.9 and 0.98 are about 41 %, 63 % and 91 %, respectively. Figures 1 and 2 show that the memory capacity does not increase at all with the increase of the network dimension, until DN reaches 0.8. When DN2.0.8, the memory capacity increases gradually at first, then rapidly when DN approaches 1 (full connection). These simulation results show that the performance of the FNN is greater than the RNN for fractally represented patterns (random Cantor sets) and fractally localized patterns. We show the memory capacity determined by random patterns for FNN and RNN in Fig. 3 . The capacities of FNN and RNN are small because there are few effective connections when the network has a low value of dimension DN • Capacity gradually increases on increasing the network dimension. For instance, when DN=0.8, the capacity is p( =M/N) =0.086 for RNN, and 0.080 for FNN. This result shows that the performance of the RNN is greater than the FNN for the random patterns. , Since the number of excited components of fractal patterns is very small compared with the number of neurons N, it is diffi<::ult to confirm the results for the asymptotic limits (N -> 00) by numerical simulations. However, it is possible to see the effects of fractally configured connections on the capability of an associative memory.
It is known that the memory capacity for random patterns is determined by the average connectivity and is higher for a larger connectivity in case of RNN, where embedded patterns are uniformly encoded in all the synaptic connections. 4 ) However, the capacity of FNN for correlated patterns such as fractal patterns, where synaptic strengths are not uriiformly encoded in space, has not been studied. Since the fractal pattern, for instance, has a stronger correlation for a shorter distance, a connection between two neurons over a short distance has a higher strength than that between two over a long distance. Therefore the effective connectivity which is created by the correlation between synaptic configurations and embedded fractal patterns is different when correlated patterns are stored. Let us consider i, j pair where lu=f=-O. If cu=f=-O,the connection between i-th and j-th neuron is effective for the function of network, while it is not if Cij=O. Suppose cu~O for all i, j, the capacity is naturally zero. While if cij=1 for all i, j, the network is fully connected and has highest memory capacity. Therefore the memory capacity is considered to be greater if the total effectiveness of the network is higher. The effective connectivity is defined as the expectation of ! u, which is the correlation of the connection and synaptic weight:
where S/'='S/'-Sk, and V is the volume of the network space. Because Sk=Sk-Sk is either ° or 1 for the sparse limit, <lu> is roughly proportional to the number of synaptic connections which are not ° after learning. Therefore, it is assumed that the higher effective connectivity produces the higher capacity. For arbitrary patterns whose auto-correlation function is a monotonically decreasing function of distance r, including fractal patterns, a FNN of arbitrary fractal dimension has higher effective connectivity than a RNN. However this argument does not explain why a RNN has higher capacity than a FNN for random patterns, for which g(r)=O holds implying <Jt>=<J~>. This may come from the fact that <lu> does not hold the meaning of effective connectivity any more for dense coding, since 5 i =Si-Si is either -1 or 1. This discrepancy may also come from multi-step correlation in the dynamics, or the asymmetrical connections in FNN instead of symmetrical connections as in RNN.
