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1 Introduction 
In the first phase of computer animation the traditional techniques of ani-
mation were brought to the computer resulting in computer animated films 
where the keyframes were linked by image-based and parametric interpolation. 
Especially when trying to compute aesthetic human movement it soon became 
obvious that a more realistic computer animation has to take into account the 
basic physical properties of the objects and the fundamental physical principles 
that govern their movement. In algorithmic animation the evolution of the 
state of a system of objects is not detennined by interpolation, but by physical 
laws given either as algebraic fonnulae in the simple case or more complicated 
as set of coupled nonlinear differential equations. In kinematic animation the 
objects are moved according to a set of given equations for the velocities or 
the accelerations at certain points of the objects. This procedure results in 
a realistic animation only if the prescribed velocities and accelerations were 
derived from a complete dynamic physical model. Therefore, the most general 
approach for generating physically correct animation sequences is to perform 
a full dynamical simulation of the given model taking into account all external 
and internal forces and torques. 
However, a complete dynamical simulation of a synthetic human actor in 
realtime (which requires much more than just the correct movement of the 
skeleton) is far beyond the capabilities of modern computers and simulation 
software. Only rigid objects with a few degrees of freedom or very simple elastic 
models can be treated today and there are many unresolved questions of how to 
control the internal torques in order to get the desired motion. Thus, generating 
appealing animation today still requires a lot of heuristics, experimental data 
and a combination of keyframing, kinematic and dynamic algorithms. Never-
theless, the importance of dynamic modelling will continue to grow since it is 
the only method which guarantees the equivalence of modelling and animation, 
which means that the temporal behaviour of physical based objects is bound 
up in the model itself. 
This tutorial will focus on the physical principles of kinematics and dynam-
ics. After explaining the basic equations for point masses and rigid bodies a 
new approach for the dynamic simulation of multi-linked models with wobbling 
mass is presented, which has led to new insight in the field of biomechanics, 
but which has not been used in computer animation so far. 
2 Kinematic fundamentals 
\Ve will briefly review the kinematics of point masses and extended rigid bod-
ies, which is just the geometrical description of the motion. Those motions 
take place in a three-dimensional coordinate system, where points in space 
are denoted by the position vector pointing from the origin of the coordinate 
system to the respective end points. Whenever it is convenient, we leave the 
coordinate-free formulation and switch to cartesian, cylindrical or spherical cc>-
ordinates. Besides the space coordinates ,. which we are completely free to 
choose, kinematics introduces a time coordinate t which can be looked at as 
the independent variable. 
2.1 Kinematics of a point mass 
When describing the motion of an object where the size of the object is negli-
gible compared to the distances covered and where rotations and deformations 
are of no interest, the object may be idealized by a mathematical point cbar-
acterized by a mass. The motion of a point mass is completely described by 
its trajectory in space, e.g. its position vector r(t) and its velocity v(t) at the 
time t (cf. Fig 2.1) The velocity is given by 
v(t) = ;'(t), (2.1) 
where the time derivative is defined. as usual: 
;'(t) = dr = lim r(t + 6t) - r(t) 
dt 61-0 6t (2.2) 
The component of the velocity tangential to the trajectory is the absolute 
value of the velocity v, the component normal to the trajectory is zero 
(2.3a) 
(2.3b) 
where e, denotes the unit vector tangential to the trajectory. Therefore, the 
length of the path s covered since to is 
5(t) = l' vdt'. 
'0 
(2.4) 
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Fig. 2.1. Trajectory of a point mass in apace . The unit vector e, is tangential to the trajectory, 
whereas the unit vector en is perpendicular to the trajectory in the local osculating plane. 
A further important quantity is the acceleration a(t) of the mass point, 
defined as: 
a(l) = ;'(1) = r(I). (2.5) 
Its components tangential and normal to the trajectory are given by 
a, 
-
ve, 
v' 
an - -en p 
(2.6a) 
(2.6b) 
Here, en means the unit vector normal to the trajectory. which lies in the local 
osculating plane and p is the corresponding local curvature radius. 
Elementary examples are the parabola of a throw in a uniform gravitational 
field or the motion of planets on conic sections according to Kepler's laws (which 
have to be mentioned by tutors from Tiibingen). 
2.2 Kinematics of a rigid body 
In order to uniquely describe the position and the orientation of a rigid body 
in space six independent coordinates are necessary. Of course, there exist a lot 
of different possibilities for realization. An appropriate way is to use the three 
cartesian coordinates of the center of mass Xc, Yc, Zc defined by 
_ ) _ f.ol rp(z,y,z)dzdydz 
r, - (z"y"z, - r ( )d d d Jvolpx,y,z % Y z (2.7) 
where p(%, y, z) is the ma.ss density, and the three Eulerian angles Q , P. "Y for the 
orientation of a body·fixed coordinate system efJ(, whose origin coincides with 
the center of mass (cf. Fig. 2.2), with respect to the directions of the space-fixed 
axes (X),(Y),(Z). 
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Fig. 2.2. Coordinates for the determination of position and orientation or a rigid bod)' in space. 
The Euler angle P is the angle between the (Z)· and (-axis, the Euler angle Q is defined as 
the angle between the line or intersection or the (Z)(.plane with the (X)(Y)-plane and the 
(X)-a.xis, and the Euler angle., is the angle between the line of intersection or the (Z)( -plane 
with the {~plane and the !-axis. 
The most general motion of the rigid body is the superposition of the ve-
locity of its center of mass rc(t) = Vc and a rotation around the center of mass 
with an angular velocity "'(t): 
ret) = ",(t) + ",(t) x (r(t) - r,(t)) (2.8) 
The vector w of the instantaneous angular velocity can be projected onto the 
space-fixed axes as well as onto the axes of the body-fixed coordinate system. 
These components can be expressed by the Eulerian angles and their time 
derivatives 
W, -,8sino + .ysin,8coso (2.9a) 
w, f3 coso +.y sin{Jsin 0 (2.9b) 
w, 0. +'rcosP (2.9c) 
W( -0. sin p cos l' + P sin l' (2.10a) 
w. 0. sin P sin '1 + .8 cos '1 (2.10b) 
w, - ixcosP + 'r (2.10c) 
An example is the force-free motion of a symmetric top. 
2.3 Kin~matics or the spN:ial th~ry or r~ lativity 5 
2.3 Kinematics of the special theory of relativity 
When computing animation sequences which involve relative motions of the 
objects or of the observer, usually a Galilci transformation 
x' - x - Vt 
y' y (2.11) 
z' - z 
t' _ t 
is applied to transform from a coordinate system XY Z to a system X'Y' Z' 
moving relative to each other in X (and X') direction with the velocity V. This 
is a very good approximation for terrestrial scenarios with relative velocities 
much smaller than the velocity of light. The correct space~time structure of our 
physically real world, however, is much more complex and not imaginable for 
us . This very strange structure is revealed only at velocities, which approach the 
velocity of light. Therefore, the correct relativistic behaviour must be taken into 
account for the animation of extraterrestrial scenes in astrophysical simulations 
and, of course, in a correct modelling of science fiction. 
As the essential step in the transition from non relativistic to relativistic 
kinematics the Galilei transfonnation (2.11) has to be replaced by the Lorentz 
transformation 
, x - Vt 
x 
-
Jl- u'd , (2.12) Y - Y 
z' 
-
z 
t' t - (*)x 
- Jl-(~)' 
The main consequences are the Lorentz contraction of moving bodies, the time 
dilatation (better known as the famous twin paradoxon) and the strange prop-
erties of the relativistic theorem for adding velocities. For velocities in the 
range of human experience the relativistic effects. are tiny. Even a racing car 
at a speed of 300 km/h is shortened by 1.5 x 10-13 m which is only 1/1000 of 
the diameter of an atom. But at velocities approaching the velocity of light c 
= 300 000 km/s the effects become dramatic. However 1 it should be noted that 
the Lorentz transfonnation (2.11) tells us what we measure but not what we 
see. 
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2.4 Effects of signal propagation time 
Especially in scientific visualisation, it might become necessary to distinguish 
between the kinematic behaviour which can already be quite complicated like 
in special relativity and the visual appearance of this behavior for the observer. 
The only way we can experience the state of a distant object is by receiving 
physical signals from there. Those signals spread with a certain characteristic 
velocity which leads to the fact that a signal which was sent out from a part of 
the object which was further away is received at later time. Therefore, a picture 
which we take of the object at a certain time contains information about the 
object at various time steps before. If, for example, one tries to animate what 
bats "see", one has to take into account the velocity of sound in air. 
" 
\ 
\ 
I 
r 
I 
Fig.t.', A straight rod which is moving towards the observer with a velocity of &Jmoat the 
spe-ed or light will appear bent, becauae the photons from the outer parts of the rod have to 
travel a longer way and therefore have to start earlier in order to arrive at the Ame time at 
the observer. 
This effect is even more dramatic in special relativity where we have to 
deal with the finite velocity of light in order to gain a correct visual impression 
of the space-time structure. The picture we would see of a relativistic moving 
object is produced by photons which arrive at the same time at the eye or 
at a detector. but which were emitted from the object when it was at various 
positions. Fig. 2.3 shows that a straight rod, which is moving towards us at 
a very high speed will appear bent, because the photons from the outer parts 
have to travel a longer way than the ones from the inner parts and have thus 
to be started, when the rod was further away. 
Combining the effects of the Lorentz-transformation (like contraction and 
aberration) and light travel time an even simple kinematic animation like flying 
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with almost the velocity of light through Berlin's Brandenburg gate gives a 
visual impression one would naively have never expected (cf. Fig. 2.4 a-d) (Ertl 
et a1., 1991). 
8 2 r.: in~malic rundam~nt&1. 
fig.2:.4. A Io'isualifiation of the- spftc~time 5trucLure of 5p~i.1 relativiLY, when flying with 
\'lI.(iou$ velocities through c hie Brandconburg gale. The (our im&8" on the left hlUld side show 
..... hll.t the o~rver " CC"S when he movNI ..... ith 10% of the Jl;peed of light . The various sides of 
the building arc calarM differt"ntl)' for better orienlll.tion: the (ront is yellow, the rear is blue 
And the inner sid('S are r~l, brow" and orange. In the bottom picture the observer hLS turned 
180 Jcgre~ and looks bad: towards the rear side. The four images in the right column show 
what an o~rver would 5(>(', if he moved with 99% of the ~pced of light . The 8flle appears 
drAmatically distort("({ lind although the observt'r looks into the dirK~ion of the motion he i!'l 
I\blc to ~ee lh~ inner anll the reM !'iidC5 M well . 
3 Basic principles of dynamics 
In this chapter we will present a short overview of the physical laws which are 
necessary to produce physically correct computer animation. 
3.1 Classical mechanics of a point mass 
In ordinary computer animation sequences the occuring velocities are much 
smaller than the velocity of light and the gravitational forces are small as well. 
Therefore, Newton's classical mechanics is the appropriate theory for correct 
description of the dynamical behaviour. 
3.1.1 Newton's law for the motion of a point mass 
The motion of a point mass m under the influence of an external force F is 
given in an inertial frame by 
mr = p = F {3.1} 
where the p = mv is the momentum. This is a differential equation of second 
order for the position vector r. With given initial values for position ro and 
velocity ;'0 = Vo and known force F( r, t), the motion can immediatly be calcu-
lated by the numerical integration of (3.1) with standard routines. The result 
is the position vector r = r(t) as a function of time. In realistic situations a 
constant force does not accelerate the mass up to an infinite velocity because 
of friction . The frictional force depends on the instantaneous velocity v(t) and 
is usually proportional to -v(t). This additional term does not introduce any 
difficulty for the numerical integration. 
For some purposes it can be convenient to observe the motion from a mov-
ing, an accelerated or a rotating system. There are two ways to solve this 
problem. The first is to solve {3.1} in the inertial system and then to transfonn 
the solution into the desired system. The other possibility, which is completely 
equivalent to the first, is to transform (3.1) into the non-inertial system. When 
transforming into a rotating system we use the genera11aw for the transforma-
tion of the time derivative 
d d' 
-==-+wx 
dt dt ' 
{3.2} 
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where f, denotes the time derivative in the rotating system. The resulting 
modified equation of motion contains additional terms. E.g., in the transition 
to a rotating system with the angular velocity n (t } terms describing Coriolis 
forces , centrifugal forces and forces caused by the time dependence of n arise: 
~r ~r . m-,- = F-2mnx-
d 
-mn x( n x r ) -mnx r 
dt t 
(3.3) 
Although (3.3 ) seems to be far more complicated there are many cases, where 
(3.3) is the better formulation . One example is the motion of particles in a 
binary system with two orbiting stars as presented in Fig. 3.1. 
FiC.l.l. The trajectories of particles in a rot.atinS frame under influence of the Stavitationa.! 
forces of two orbilins atara 
3.1.2 Computer animation by particle simulation 
The method of particle simulation is a powerful tool to treat hydrodynamic 
problems. Furthermore, this approach automatically leads to animation se-
quences. The basic idea is to replace the 1025 - 1010 atoms or molecules of a 
macroscopic gaseous or fluid object by 104 _105 pseudo particles which interact 
in such a way that the macroscopic properties like pressure or viscosity are cor-
rectly simulated. The equations of motion of these pseudo particles including 
all external and internal forces are integrated and macroscopic physical quan-
tities are derived form the positions and velocities of the particles. In order to 
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obtain smooth simulation pictures the pseudo particles are smeared out to a 
continuous density. 
A good example for this very general method is the formation of an accretion 
disk in a close binary system (Ruder et aI., 1990). Such a system consists of a 
normal star and a degenerated object, e.g. a white dwarf star, a neutron star or 
a black hole. The normal star fills its Roche volume and matter flows from the 
equilibrium point between the two stars to the compact object and forms a disk 
caused by the angular momentum of the overflowing matter. In the corotating 
system of the two stars the dynamic equation which must be solved for each 
particle has the form 
.. ~ . 
. . ::1'Q ."." i· ..... '-;.. .. ...... .' '. ' I~''':' ' _ .. _ .. , 
. . 
.. " ..;.. .. :. ... ';.~~ .. 
" :' ~i. ... > • '. • f · :I' .' ....... . : . .. .. '. .. -'. .. - . s.." . .... 
., . 
• ~,f . ... 
-~- •• ' 'T4Wf' " . ... .. 
:-
.. . 
Fig. 3.2. A time ser ies showing the formal ion of an accretion disk as a result of a dyn amic 
computer simu lation . BecAuse of the gravitational pull of the compact object, matter is pulled 
a ..... ay from the red star form ing a thin disk around the whi te dwarf. 
d' v 
dt 
_ \7( 1 Gm, 1 + 1 Gm'l) -2mnxv-mnx (nx r ) 
T l - T T 2- T 
1 
- - \7P+ vL'.v 
P 
(3.4) 
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where, on the right hand side, the terms represent the gravitational forces of 
the two stars , the Conolis force, the centrifugal force, the pressure (p is the 
density) and the viscosity. 
Due to viscous interaction the orbi ts around the compact obje<:t become 
circular , mass flows inwards and angular momentum flows outwaxds in the disk. 
In Fig. 3.2 some snapshots of the time evolution series are shown. In addition, 
the viscosity causes dissipation of energy, which leads to a local temperature. 
A realistic animation sequence is obtained by converting the corresponding 
spectral (Planck) distribution for these temperatures to colours on a grapbic 
screen. For the simulation of a stationaxy disk, as shown in Fig. 3.3, 40 000 
pseudo particles are necessary and the computation based on a well vectorized 
code requires more lImn R day of cpu time on a Cray 2 supercomputcr. 
Fig. l .l . An evolved stationa ry accrelion disk where the color coding rcpresent..'! the local 
temperature produced by viscous intera.ction of the particles. 
3 .2 Euler's equations for the motion of a rigid body 
A point mass is a vcry special case for animation purposes. More general, the 
objects, which should be animated, are rigid bodies or systems of rigid bodies 
connected by joints. A r igid body is defined by its total mass M and its tensor 
of inertia 8, which in a body-fixed e'7(-sys tem with the origin in the center of 
mC! c:s has the following form 
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e~ 
= ( f(~' + (')pdT' - f ~~pdT' - f ~(pdT' ) - f ~~pdT' f(e + (')pdT' - f ~(pdT' - f ~(pdT' - f ~(pdT' f(e + ~')pdT' (3.5) 
P = p({.'1.() is the local density of matter and dT' = d{d'1d( is the volume 
element. 
Its position and orientation in space is defined by the three cartesian coor-
dinates Xc, Yet Ze for the position of the center of mass and by the three Euler 
angles 0, P. "'( for the orientation of a body-fixed coordinate system (cf. Fig. 2.2). 
The introduction of a body-fixed system is essential since in a space-fixed co-
ordinate system the components of the tensor of inertia of a rigid body are not 
constant. but depend on the position and orientation of the body in space in a 
complicated way. 
The definition of the body-fixed system is arbitrary, however, a special 
choice. namely the principal axes of inertia and the origin in the center of 
mass is very advantageous. In this system, the tensor of inertia takes a simple 
diagonal fonn 
with 
A ~ j(~' + (')p(~,~,()d~d~d( 
B ~ jte + (')p(~,~,()d~d~d( 
C ~ j(e + ~')p(~,~,()d~d~d( 
where A, B, C are the principle moments of inertia. 
(3.6) 
In general, a number of forces act on tbe rigid body (d. Fig. 3.4) and 
the problem is the resulting motion in space. Using center-or-mass coordinates 
xc,Yc,zc and fixing the origin of the body-fixed {'1(-system at the center of 
mass the equations of motion for the system deco.uple in an equation for the 
center of mass and one relative to it: 
MiL~p~LF, (3.7a) 
t ~ ~(e ... ) ~ L(ri x 1';) + LT, 
i i 
(3.7b) 
Here M ~ f p d~d~d( denotes the total mass of tbe rigid body, F, the external 
forces, L the angular momentum and T. the external torques relative to the 
center of mass. The motion of the center of mass can easily be calculated by 
integrating (3.7a). The integration of (3.7b) needs a further processing since 
with respect to space-fixed axes the components of the tensor of inertia Bl'e, 
Ii 3 Basic: principles or dynamics 
F, 
Fig. ~.4. For-ces acting on a rigid body 
in general, time--dependent. Therefore, the time derivative f, in the space-
fixed. system must be expressed. by the the time derivative f, in the rotating 
body-fixed system with the help of the general relation (3.2). Using (3.2) and 
e = const in the body-fixed frame, the Eulerian equations of motion of a rigid 
body follow immediately from (3. 7b) 
d!( = AW( + w,we(C - B) = T( (3.8a) 
d!" = Bw. + w(we(A - C) = T. (3.8b) 
d!e = Cwe + w(w.(B - A) = Te (3.8e) 
Knowing the torques these equations can be integrated, yielding the comp<; 
nents w( ,w."w< of the angular velocity projected on the body-fixed axes as 
functions of time. To arrive finally at the motion of the body-fixed system a 
further integration is necessary, namely the integration of the first-order differ-
ential equation system. connecting the components w(,w."w< with the Eulerian 
angles 0, p, -r and their time derivatives, which can immediately be obtained 
from (2.10) 
. 1 ( . ) 
Q = - --=--p W( cos.., + w" Sin.., 
Sin 
/J = W( sin-r + w., cos"'( 
i' = w( cot P cos "'( - w" cot fJ sin "'( + we 
(3.98) 
(3.9b) 
(3.ge) 
Eqs. (3.1), (3.7a) and (3.9) represent the basie equations of motion for 8 point 
mass and for a rigid body. With given initial conditions for position and velocity 
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and known external forces and torques the position of the center of mass and 
the orientation of the body·fixed axes can be calculated by means of a standard 
integration routine. 
3.3 A simple example: the falling rod 
To warm up let us consider as a simple example a rod freely falling down from 
a certain height, hitting the bottom and jumping off again. The rod possesses 
the mass M and the length I. Its tensor of inertia e relative to the center of 
mass and in the body-fixed sytem of the principle axes of inertia is of the fonn 
with A = III MIl . 
The rod is described by the three Cartesian coordinates Xe, Ye, Ze of its 
center of mass lying in the middle of the rod and by the two Eulerian angles 
a, f3 for the orientation. The third Eulerian angle i is without meaning since 
the principle moment of inertia around the axis is zero and, therefore, the rod 
is not able to rotate around this axis with the cODsequence that We is zero. In 
free fall, the only external force is the gravity Mg which acts aD the center of 
mass. This is also the reason why the external torques vanish. 
Taking into account the above considerations the equations of motion (3.78) 
and (3.8) simplify to 
Mic = 0 
My, = 0 
Mi, = -Mg 
WI = 0 
w., = 0 
which immediately can be solved analytically, yielding 
z, == vezOt + .reO 
y, = vc,ot + YeO 
1 , 
z, 
- -'2gt + vuot + ZcO 
WI = W(O 
w. = w"o 
(3.lOa) 
(3.lOb) 
(3.10c) 
(3.lOd) 
(3.10e) 
(3.11a) 
(3.11b) 
(3.11c) 
(3.11d) 
(3.11e) 
where the values of the position and velocity of the initial state are denoted by 
an index zero. 
The motion of the rod is the superposition of the parabola of its center of 
mass and a rotation with constant angular velocity w = Jwi + w~ around an 
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axis perpendicular to the rod. The explicite time dependence of the Eulerian 
angles can be obtained by integrating (3.9) 
tana = tan(wt}/sin.8mil1 
cos.8 = cos (wt) cos Pmifl 
where 13mifl. is the smallest angle between the axis of the rod and the z-axis, 
which occurs during the rotation. 
The falling and rotating rod is also an appropriate example to discuss basi-
cally what happens during an impact. To demonstrate more clearly the essential 
idea we simplify the motion and assume that the rod rotates in the same plane 
in which its center of mass moves. This means Q = O. To be consistent with 
later notation we introduce the angle ~ = 90° - .8 for the orientation of the 
rod. Fig. 3.5 shows the situation at the moment of impact. 
z 
Fig. 3.$. Coordinates and ertemaJ rorces or a rigid rod during impact 
The motion is completely described by 
Xc = vc~ot + Xc() 
1 , 
zc = -'29t + VClOt + ZcO 
<p - -w,t + '{Jo 
(3.12&) 
(3.12b) 
(3.12c) 
With Xe I Ze we denote the Cartesian coordinates of the lower impacting end of 
the rod, which are geometrically related to the coordinates Xc, Zc, '{J by 
1 (3.13&) X, = Xc - - cos¥, 2 
1 (3.13b) z, = Ze - - SlDl(J 2 
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The time derivative of (3.13) yields for the corresponding velocities 
I (3.14a) %. 
- Xc + '2 sin cpc.P 
I (3.14b) z. 
-
ze - '2 cos 1.pt{,J 
As a further notation we introduce the upper indices impact for the values of 
the quantities at the time of the impact, before for immediately before and 
after for immediately after the impact. 
Assuming the rod and the bottom to be infinitely rigid the duration of 
the impact is infinitely short and the ground reaction force is a a-peak. The 
integration of the equations of motion 
Mi:, = FG,(t) = c,6(t;mp~,) 
Mi, _ -Mg + FG.(t) = -Mg + c.6(t;mp.,,) 
BIjJ == (z~mp.ct - .rc:)Foz - (z~mp~t - zc:)FGz 
(3.15a) 
(3.15b) 
(3.15c) 
over the infinitesimally short impact time leads to the relations between the 
changes of the linear and angular momenta and the integral of the impact forces 
and torques 
,'mp .... +( A1(x~fter _ x~dore) = M .Llxc: = r. FGz(t')dt' = Cr (3.16a) J' .mp .... _1 
, im p ..:,+( 
M(Z;rter _ i~efore) = Maze = r. (-Mg + FGz(t')] dt' = Cz (3.16b) l,.mp":'_ f 
B( c.P .. her _ r,;beCore) = 8.Ll1jJ = (.r~mpa.c:t - ze)cz _ (z~mp~t - ze)cr . (3.16c) 
To calculate explicitly these changes further information on the mechanical 
properties of the ground is necessary. Two limiting cases are on the one hand 
a totally elastic behaviour and on the other hand a totally inelastic behaviour. 
In the first case the z-component of the velocity of the impacting end ze of the 
rod alters its sign and the second equation for determining the constants Cr and 
Cz is the conservation of the total energy during the impact. In the second case 
the end of the rod comes to rest immediately after the impact, which yields the 
two additional equations desired. 
Let us first look to the totally elastic case. The equation of the reversa! of 
the z-velocity reads 
_ _ i~efore ~ (3.17a) 
= z .. fter _ ibefore 
• • 
= i;fter _ ~ cos (cpimp.et)ljJ..rter _ i~erore + ~ cos (!pimp~t)r,;berore 
~ .Llic - ~ cos (cpimpact).Llc.P = - 2i~efore (3.17b) 
and the conservation of the total energy during the impact leads to 
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E dter _ Ebdore = 0 =:> 
~ M [( i:her)2 + (i:fter}2] + M gz~mp,Cl + ~ e( ~dler}2 
_ ~Af [(i~efore}2 + (.:~do,e?] _ ft1gz~lnp&CL _ ~e(c,.?bdOre)2 
= ~Nf (Llic(Llic + 2i~dore) + Llzc(.1ic + 2i~dore}) 
+ ~e (,<l";(,<l"; + 2.,;bo'o,"») = 0 . 
(3.17c) 
Eqs. (3.17b,c) and (3.16c) determine the changes of the velocities during the 
impact. The values of the quantities immedia.tely before the impact can be cal-
culated from the solution (3.12) and depend uniquely on the initial conditions. 
Having the changes at hand the values of the positions at the impact and the 
values of the velocities immediately aIter the impact serve as initial conditions 
for the further motion until the next impact. 
In the second case of a totally inelastic impact with i:fter = 0 and z:her = 0 
the equations read 
_ iaher _ ibdore __ ibeCote =:> 
- ( ( - e 
= i:fter + ~ sin (I;'impact }r,;aher _ i~erore _ ~ sin (I;'impact }r,;bdore 
= Llic + ~ sin(~impa.c:t)Llr,; = _i~dore (3.18a) 
zaher _ ibefore = _ibdore =:> o 0 0 
i;her _ ~ cos (cpilnp&.Ct}r,;aher _ .i~efore + ~ cos (I;'impa.c:t)c,.?bdore 
= Llzc - ~ cos (cpimpacl }Llcp = _.i~efore (3.18b) 
From (3.18a,b) and (3.16c) with the same procedure as above the motion can 
further be monitored. Of course l in this case the total energy is not conserved. 
In the above considerations the impact is a point event in time. If one is in-
terested in details during the impact the mechanical properties of the colliding 
parts must be taken into account. This requires the knowledge of the relation 
between the reaction force and the local deformation and, if damping elements 
are present, the instantaneous deformation velocity. Inserting a realistic rela-
tion Fc(rdeform,rdefortn) into the right hand sides of (3.15) and integrating 
numerically these equations yield all quantities as continuous functions of time 
even in the impact region, which is now extented in a small time interval. 
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3.4 Relativistic mechanics 
For animation problems in our daily environment Newton's mechanics is the 
appropriate theory. For animation problems in astrophysics and above all in 
science fiction with velocities near the velocity of light, the special theory of re-
lativity must be applied. Besides the different kinematics discussed in Sect. 2.3, 
there are also modifications in dynamics compared with Newton's theory. 
For a point mass the relativistic equations of motion are formally quite 
similar to Newton's equations 
dp 
F 
dt -
(3.19a) 
dE 
F·v 
dt -
(3.19b) 
The essential difference is that the relativistic momentum p and the relativistic 
energy E for a mass point with rest mass rno has the form 
(3.2Ga) 
(3.2Gb) 
with the consequence that for any object the velocity of light c is the limiting 
velocity. 
The treatment of extended bodies in the frame of a relativistic theory is 
a highly complicated task and far beyond the scope of this tutorial. Even the 
terminus rigid body is not allowed, since in a rigid body the sound velocity is 
infinite and therefore larger than c. 
4 A survey of commonly used computer 
animation approaches 
Numerous articles on computer animation can be found in the proceedings of 
the SIGRAPH conferences and in the proceedings of the Computer Animation 
Workshops. A survey of the state of the art in synthetic actors and motion 
control was given by Thalmann, 1989 and Magnenat-Thalmann, 1990. This 
chapter tries to relate some of the work done by other authors in the field of 
kinematic and dynamic animation to the concepts presented in this tutorial 
and defines some of the commonly used notions. 
Usually, the basic structure for a human animation is a skeleton consisting 
of a connected set of rigid segments, corresponding to the limbs with joints 
at each intersection of the limbs. The animation of the skeleton is therefore 
detennined by one position and all of the joint angles. The direct kinematic 
problem consists in computing the positions of the ends of the segments as a 
function of time while not taking into account the forces or the moments that 
cause the motion. This can be done without problems since the transformations 
from joint angles and angular velocities to Cartesian coordinates and velocities 
of the end points of the limbs are well behaved. 
This is not true for the reverse transformation which is needed in inverse 
kinematics (Featherstone, 1983). Here, the animator is allowed to specify the 
desired end point positions and the sequence of joint angles is computed au-
tomatically. However, several special BlTangements of the joint axes have been 
suggested for which closed fonn solutions exists (8adler et al. 1985, Forsey 
and Wilhelms, 1988). In addition, the anima.tor is required to impose inter-
nal constraints in order to obtain a unique orientation of the body. A system 
which allows to specify only one constraint at a time is not a very efficient 
way to solve. Therefore, iterative algorithms for satisfying multiple constraints 
according to a priority scheme in inverse kinematics were developed (Badler et 
01. 1987). 
The problem with kinematic motion specification is how to determine a 
sequence of positions that result in a realistic looking animation. The basic 
alternatives are either getting the data fonn real world experiments (like film 
analysis) or finding them by trial and error, which both can be very tedious 
and therefore unacceptable in certain situations. The use of dynamic simulation 
avoids these limitations at a much higher cost and complexity of computation. 
The major advantage of dynamics is, that given the time sequence of con-
trolling torques and forces the predicted motion is accurate for the specified 
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conditions and it would occur under these conditions in the real world. This 
means that the result of a dynamic simulation can be used as a basis for a 
perfect animation automatically taking into account the reaction to internal 
and external constraints like fields, collisions, torques and forces . Dynamical 
analysis couples the field of computer animation with research in the area of 
robotics, biomechanics and sports. 
Like in kinematics, a direct and an inverse formulation can be stated. The 
direct dynamics problem consists oC finding the trajectories oC the end-point 
positions of the skeleton with regard to the forces and torques that describe 
the motion, whereas in inverse dynamics one looks for the forces and torques 
that produce a predefined motion. Inverse dynamics is mainly used for motion 
analysis, verification of direct dynamic simulations by comparison with exper-
imental data or computing forces and torques for steering manipulators. The 
goal of animation, however, the production of movement, can only be reached 
with a direct dynamic simulation. 
Numerous papers have been published during the last couple of years dealing 
with various aspects oC the dynamic simulation. Wilhelms and Barsky (1985) 
have used the Gibbs-Appell formulation instead of Netwon's law resulting in an 
algorithm with computational cost O( nolo) where n is the number oC joints. Arm-
strong and Green (1985) proposed a method which reduces the computational 
cost to O( n) for the special case of tree-like skeletons, where rotation about 
the principal axes can be neglected. Kunii and Sun (1990) achieve a similar 
performance by deriving typical forces and torques for human movement from 
a database and by moving each segment unlinked from the others. They have 
to introduce another step of inverse dynamics in order to meet the constraints 
at the joints. A complete modelling system based on dynamic constraints was 
presented by Barzel and Barr (1988). They also use inverse dynamics to find the 
constraint forces which are necessary for the bodies in order to assemble them-
selves in accordance with the given constraints. Arnaldi et al. (1989) present 
a motion control system where the animation oC a hand writing a letter was 
achieved with a combination of kinematic and dynamic motion control. Selbie 
(1989) reproduced a film recording of a running stride by getting the forces 
and torques Crom the experiment with inverse dynamics and using those in the 
forward dynamic simulation. The use of experimental data is quite common for 
producing realistic looking animation oC walking, which is still based on motion 
analysis and heuristic models (Boulic et al., 1990). 
More and more attention is paid to the control oC the behaviour of dynamic 
simulations. With task level control, the animator specifies the broad outlines 
of a particular movement and the animation system fills in the details. This 
normally leads to an inverse kinematic or dynamic fonnulation of the problem 
with given constraints. Since there are many physical realistic alternatives for 
generating the in-between-motion, several optimization strategies were devel-
oped (Witkin and Koss, 1988, Girad, 1989). An alternative approach, which is 
much more adapted to Corward dynamic simulation is behavioural animation. 
Here, the motion of an object is generated according to rules which define how 
the objects react to their environment. This automatic stimulus-response mech-
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anism removes the burden of a detailed motion specification from the animator 
and leads to realistic behaviour. Reynolds (1987) introduced this method when 
studying the problem of group trajectories for bird flocks and fish schools. The 
concept is essentially a particle simulation like the one presented in Sect. 3.2, 
where the particle interaction is set up in such a way, that they do not come 
too close together, but do not spread too far apart. Particle animation was also 
used by Sims (1990) when computing images of waterfalls, snoW storms and 
fire. If the particle interaction can not be defined as clearly as in the previous 
examples, the behaviour has to be learned. Wilhelms (1990) has described an 
interactive network for solving a path finding problem. 
5 Mechanics of multi-linked models for 
biomechanical simulations 
For the modelling of human beings or animals with legs and arms multi-linked 
systems of extended bodies connected by joints are necessary. Developing a 
satisfactory model is by no means a trivial problem. The joints and their COD-
straints must be correctly described as well as the mechanical properties of 
the body segments. Important is the action of external forces especially during 
short impacts and, finally, the time development of the internal torques in the 
joints, which are generated by the skeletal muscles and thus reflect the free will 
of the being to control its motion. 
5.1 Description of a multi-linked system 
In principle, the mechanical problem of a multi-linked system has been solved 
for a long time. We will recapitulate some general facts. 
5.1.1 Coordinates and degrees of freedom 
Let us consider a system with n segments and n - 1 joints. At first, we will 
assume that the motion takes place in a plane. Then, each segment is defined 
by three coordinates, two cartesian coordinates for the position of the center 
of mass and one angle for the orientation (cf. Fig. 5.1a). 
All together we have 3n coordinates and, therefore, we need 3n equations. 
In the plane case each joint yields two conditions, namely that the coordinates 
of the two end points of corresponding segments coincide. Taking into account 
these conditions we end up with 3n - 2( n - 1) = n + 2 degrees of freedom. The 
number n + 2 is also the minimal number of coordinates needed for a unique 
description. These coordinates are free from any restrictions. Additionally, we 
have three equations of motion, two for the center of mass and one for the mer 
tion relative to it. Thus, there remain n+2-3 = n-1 quantities undetermined, 
the torques in the n - 1 joints, the free will of the individual. 
An other way to consider the same subject is to regard each segment sep-
arately. In our plane case we need 3 coordinates (Xci. zci, !Pi) for each segment 
and, with known forces and torques acting on the segment, the motion of its 
center of mass and relative to it can be obtained by nwnerically integrating the 
3 equations of motion 
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Fi,.5.1. Ca) Coordinates of a plane multi-linked .,..tem. Each .esment i. defined by the 
Cartesian coordinatee %d , Zc;j of ita center of m .... and an angle 'Pi det.emUnins itA orientation 
relative to the horizontal line. (b) Forces and torques acting on the .ezmenu. Beside the 
external forces like gravitation and ,round reaction force additionally, for the fint joint, the 
internaJ forces and torques are .hown. 
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L ' Fij and Lj Tij contain all forces and torques, external and internal, acting 
on) the segment. The external forces such as gravitation, friction or contact 
forces must be given, the internal forces are caused by the constraints of the 
joints. Due to actio -= reactjo there are two unknown force components at a 
joint acting in opposite direction on the two segments connected by this joint. 
Since the condition of a joint yields two equations, the 2( n - 1) internal forces 
are uniquely determined by the 2( n -1) equations of the joint conditions. These 
forces are necessary to keep the segments together. The standard method to 
deal with such problems is the Langrangian formalism. Solving the 3n+2(n-1} 
equations, the motion of the n connected segments and the interal joint forces 
are obtained simultaneously. The (n -I) torques , of course, are free again and 
determine the active behaviour of the model. 
The same counting rhymes can be applied to a three dimensional model. To 
determine the degrees of freedom we note that one segment needs six coordi-
nates and the n - 1 joints yield 3( n - 1) conditions thus, the minimal number 
of free coordinates is given by 6n - 3(n - I} = 3n + 3. Taking into account 
the six equations of motion for the whole system, we end up with 3(n - 1) 
freely choosable internal torques. This number, however, is only valid for freely 
movable spherical ball joints. 
5.1.2 Joints and constraints 
In the simulation of the motion of animals or human beings the modelling of 
joints is an essential part. Simple cases are hinge joints, which are movable 
around definite axes, or spherical ball joints, which are freely movable in three 
dimensions. For such joints the conditions for the connection of the two seg-
ments can easily be fonnulated as algebraic equations. An example for a ball 
joint is the human hip, one for a hinge joint is the human knee. The last is true 
only in a first approximation, a closer inspection exhibits a complex structure 
shown in Fig 5.2. 
Far more complicated are joints without axes or points of rotation. Bio-
logical examples of such joists are the shoulders. Joints of this type can be 
modelled by introducing appropriate trunk-fixed and arm-fixed surfaces , which 
roll and slide on each other. These surfaces must be individually determined 
with the help of film analysis. 
A further important aspect in modelling joints is the range of mobility. 
Each joint possesses a definite range of angles for flection depending on the 
structure of the skeleton. During the course of animation sequences care must 
be taken that the joint angles do not exceed these biological limits. Of course, 
the most promising way is to imitate nature. When approaching the limiting 
angle in the joint an internal torque is built up which decelerates the motion 
and prevents an overshooting. This torque must depend on the difference of 
the actual joint angle and the limiting angle \Plimit and on the angular velocity 
of the joint angle. This velocity dependence is necessary to include a damping 
mechanism and thus to avoid an unnatural elastic reflection from the stop. A 
reasonable form of this torque is 
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Fig. $.2. Skeletal structure o( the human kn~ joint with the different muscle and joint forces . 
M(lCPJirnit - ct'joind, CPjoint) = {ba(l'l'"m" - 'I'io;.,Il' + cJ-l(1 + d.p;) for 1'Plimit - cpjoilld :s CPon 
for 1'Ylimh - 'Pjoillt I > CPoa (5,2) 
where a, b, c, d and "Poa are adjustable parameters. For a certain joint the angle 
'Yon denotes how many degrees before "Plimit the limiting torque starts to act. 
Typical values for 'Pon are of the order of a few degrees. 
5.2 The wobbling mass 
In trying to simulate motion with high accelerations with a multi·linked system 
consisting of rigid bodies as segments the limits of such a model 800n become 
obvious. The reasons for this failure is easily recognized by considering a high· 
speed movie of a jump or of an impact. The segments of the human body, trunk, 
thigh, lower leg, arms are far away from reacting like rigid bodies during an 
impact . Therefore, it is necessary to take into account the different composition 
of the body, namely the rigid skeletal part and the soft components like tendons, 
muscles, organs, and last but not least fat . 
For a better understanding of this requirement we roughly estimate what 
happens during the impact after a down jump of a human body from a height of 
1 meter. The landing velocity is about 4.4 m/s. The heel is stopped within about 
1 cm. Assuming for simplicity a constant deeeleration this stopping length leads 
to a deceleration of 100 times the acceleration of gravity and it acts for about 
5 milliseconds. During this time the skeletal part of the lower leg comes to rest. 
The wobbling mass of the body, however, remains almost in free fall. covers 
3 to 4 cm and is then smoothly deeelerated by the forces coupling it to the 
skeleton which is already at rest. The measurement of the time evolution of a 
typical ground reaction force, shown in Fig. 5.3, clearly exhibits this behaviour. 
The height of the impact peak is about eight times the body weight and not 
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100 times and the width is about 20 ms and not 5 ms. A model consisting only 
of rigid bodies yields totally wrong results, especially, jf the internal forces, 
which are of special interest in biomechanical research, are calculated. The 
further course of the ground reaction forces, the active phase, is determined by 
intentionally produced torques in the joints. 10 this region of the motion with 
smaller accelerations the wobbling mass is of secondary importance. 
A correct modelling of the human body, e.g. with finite element methods, 
is extremely expensive and an animation based on this level nearly hopeless. A 
simple, practicable and very successful method to model the essential properties 
is to introduce a wobbling mass (Gruber et aI. 1987, 1991), which summarizes all 
the soft parts of a segment and which is coupled quasi-elastically and strongly 
damped to the skeletal part. This wobbling mass can be moved and rotated 
relative to the skeleton as shown in Fig. 5.4. 
The additional coordinates needed to describe the wobbling m8SS are for 
each segment in the plane case two Cartesian coordinates Ll%i, LlZi for the 
displacement of the center of mass of the wobbling mass element with respect to 
the center of mass of the corresponding rigid element and the angles Ll'fJi for the 
torsion relative to the orientation of the skeletal part. In three dimensions six 
coordinates are necessary, three for the displacement Ll%i, LlYi, Ll%" and three 
.£loi. il{3i. Ll'Yi for the torsion. The motion of each wobbling mass is determined 
by the six (or three in the plane case) equations of motion for an extended 
body analogously to eq •. (3.1), (3.7a) and (3.9). The forces and torques acting 
in addition to gravity are given by the coupling mechanism between skeletal 
and wobbling part and depend on the displacement coordinates. Via actio = 
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FiC. S .•. Plane model of one body sqment cOnllsting of a d:eletaJ part and a coupled wobblins 
mas.s, which is movable relative to the skeletal part . The displacement of the centers or m .... 
is described by 6ri and the relative rotation by .6rpi . 
reactio the same forces and torques act 00 the skeletal part in the opposite 
direction. Therefore, a multi-linked system with wobbling masses possesses the 
same number of internal torques reflecting the free will. 
To adjust as well as possible the coupling between the skeletal part and the 
wobbling mass experimental input is necessary. In general, for a small displace-
ment the coupling is very loose and it becomes stiff in a narrow ra.nge. Such a 
behaviour can be described by a dependence of the form (displacement)m with 
an exponent m ::::: 3 .. . 4. Furthermore, the motions of the wobbling masses are 
strongly damped and come to rest after some few oscillations. This is described 
by a dependence of the velocities of the displaeements. Additionally, it must 
be taken into account that the coupling constants of the wobbling masses are 
different {or displacements parallel or perpendicular to the skeletal parts. The 
relative torques of the angular displacements alP, can be treated in an analo-
gous manner. After a long period of biomechanical experiments together with 
fitting procedures we have found that the following relations for the coupling 
forces seem to be (for the plane case) the best approximations in the framework 
of our modelling. 
(5.3a) 
(5.3b) 
(5.3c) 
The longitudinal and transversal components FUli •1 and Fwi .• of the coupling 
forces are then decomposed onto the space-fixed axes and yield the Cartesian 
5.3 Th~ three.linked wobbling mass model 29 
components Fwi,% and Fwi,z, which enter into the equations of motion. The 
coupling constants awi, bwi, Cwi,l, dwi,l. Cwi ,l and dWi ,1 must be adjusted individ· 
ually. 
To avoid confusion it should be stnted that in the model presented here 
only the skeletal parts are connected by joints and, therefore, only they couple 
via the internal reaction forces, but each wobbling mass is only coupled to its 
corresponding skeletal part. 
To become more concrete, we will discuss a three·linked wobbling mass 
model in detail and demonstrate some animation sequences. 
5.3 The three-linked wobbling mass model 
The minimum number of segments to simulate a human being is three: one 
segment for the trunk, a second for the two (parallel) thighs and a third for 
the two lower legs. 
A wobbling mass element is coupled to each segment. Even this simplest 
model possesses n + 2 + 3n = 4n + 2 = 14 (for n = 3) coordin.tes (see Fig. 5.5) 
in the plane case and 14 second order differential equations must be integrated 
for the dynamic simulation. FUrthermore, for an explicit calculation the geo-
metrical and mechanical parameters of the model must be fixed. 
5.3.1 Geometrical and mechanical parameters 
As geometrical quantities we have the three lengths Ii of the segments 
lower leg including foot II = 0.43 m, 
thigh I, = 0.45 m, 
trunk including head I, = 0.75 m 
and the biologically possible ranges of the two angles 
150 ~ C{)knu = 1800 - C{)'l + C{)I :s; 1820 , 
150 .:S C{)Ai" = 1800 + 1{J3 -1{J2 ~ 2100 • 
The mechanical quantities of the model for each segment are the mass mi, the 
disposition in a skeletal part with mass mi, and a wobbling part miw, and the 
corresponding moments of inertia €l;. and fhw. (The index 3 stands for skeletal 
and U/ for wobbling.) 
The masses of the segments can be taken from the medical literature and are 
given in units of the total mass m: 
mass of a lower leg including foot ml = 0.06 m, 
mass of a thigh m2 = 0.11 m, 
mass of the trunk including head and arms mJ = 0.66 m. 
To obtain numbers for the percental disposition of each segment into a skeletal 
and wobbling part is much more difficult. Our experimental studies together 
with fitting procedures yield as reasonable percentages: 
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Fig.5.5. Coordinates of the three-linked wobblins ma.u model. The poeition of the heel is 
described by the Cartesian coordinates (zo\. z.). the orientat.iona of the skeletal aegments by 
the angles 'Pl. 'P2. 'P3 and the position. of the wobbling masses relative to their conesponding 
skeletal parts by the vectors of displacement and the angles of rotation (cf. Fig. 5 .• ). 
lower leg: skeletal part 25%. wobbling mass 75%. 
thigh: skeletal part 25%. wobbling mass 75%. 
trunk: skeletal part 50%. wobbling mass 50%. 
Experimental data for the moments of inertia of the segments relative to their 
centers of mass although are not available in the literature, therdore, we ap-
proximately calculate these quantities by means of the relation for the moment 
of inertia of a cylinder with mass mit length Ii, and average radius ri perpen· 
dicular to its axis 
(5.4) 
Using the lengths I; of the segments and experimentally determined radii we 
obtain from (5.4) the following values for the six moments of inertia divided by 
the total mass: 
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e .. /m = 0,00023 m' 
e,./m = 0,00047 m' 
e3./m = 0,00845 m' 
elw/m = 0,00037 m' 
e'w/m = 0,00152 m' 
e3w/m = 0.03380 m', 
5.3.2 Equations of motion 
To obtain an impression of the form and complexity of the problem, in the 
following the equations of motion for the three· linked wobbling mass model 
using the coordinates from Fig. 5.5 are explicitly given (after a lengthy but 
elementary calculation): 
- ( 2 2 )11, - ( ? )1" " mXh - mJ + m:z + m3 '2 sm~l~l - m2 + _m3 '2 SlD~2~:Z 
- m3 l~ sin<P3~3 + mlwLlxl + m2wLlx2 + m3wLlx3 
( 2 2 )11 " ( ? )1, " = m} + m2 + m3 '2 COS~l~l + m:z + _m3 2' COS~:zt.p2 
13 " F. + m3'2 COS~3~3 + Gr (5.5a) 
_ ( ) II _ ( ) 1, _ 
mZh + m} + 2m2 + 2m 3 '2 cos!;,}!;,} + m2 + 2m3 2 COS!;'2t.p2 
1 + m3; COS~3<P3 + mlwLlz1 + m2wLlz:z + m3wLlz3 
= (ml + 2m:z + 2m3) l~ sin~l<pi + (m2 + 2m3) ~ sin¥'2~i 
13 , " F. + m3'2 SlD~J~3 + 0,. - mg (5.5b) 
(5.5c) 
(5,5d) 
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.. 1, . A " I, A; -e3~\P3 - m3~2 S1n\P3L.lX'3 + m3~ 2 COS~3"-l~3 
13 rna h m3 J = (-sin\P3-- Fw3r - -2 cos~J--Fw3: 
2 m3w m3w 
-T23 -Tw3 + Tcorr 3 
.. I, "Ll" 
Zh + 2 COS~I\Pl + ZI 
I,. ., J ~ 
= - S1D\P)I.YI - --.cwl: - 9 
2 ml .... 
I 
Xh -II sin<'?l~l -12sinI.Y2~2 - ; sin'P3~3 + .1x3 
., I ., I, ., J ~ = II COS <'?1'P1 + 2 cos <,?2<'?2 + -2 COS<,?3\PJ - --.cw3r 
m,w 
"I "I .. I, "A .. 
Zh + 1 COS <,?l <,?l + 2 COS <'?2<'?2 + "2 COS <'?3'P3 + "-lZ3 
I · ., I' ., I, . ., J ~ = 1 S1D<'?l<'?l + 2 SIn <,?2<'?2 + -2 SlO<'?3<'?3 - --.cw3: - 9 
m,w 
-e'w{'iit + Ll';.J = Twl 
-e,w{';' + Ll,;,) = Tw' 
-e,w{';' + Ll,;,) = Tw' 
(5.5e) 
( 5.5f) 
(5.5g) 
(5.5h) 
(5.5i) 
(5.5j) 
(5.5k) 
(5.51) 
(5.5m) 
(5.50) 
In addition to the symbols already explained in the previous sections in 
Eq. (5.5) some further new quantities occur, namely the z- and :-component 
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of the ground reaction force Far and Fo f • the torque Ta, which is transmit-
ted at the foot by the ground reaction force (cf. Fig. 5.5) the torques T12 ,T23 , 
which are generated by skeletal muscles in the knee and hip joints. Tcorri is an 
additional torque in each joint, which is necessary to correct the violation of 
the angular momentum caused by the coupling of the wobbling mass. These 
latter quantities are tiny and only of theoretical interest. 
It should be mentioned that the structure of the equations is always the 
same as in Eq. (5.5). This is valid for two and three dimensions and for an 
arbitrary number of segments. Denoting the vector of independent coordinates 
with z, the mass matrix with M. the vector of the generalized Coriolis and 
centrifugal forces with C and the vector of the generalized forces and torques 
acting on each segment with F the equations of motion can be generally written 
in the form 
M(a:}· z + C(a:,z} = F(a:,z} (5.6) 
to which standard integration routines can be applied. 
5.4 Inverse and direct dynamics 
The equations of motion can be considered from two basically different points 
of view. On the one hand the motion can be regarded as known. then the left 
hand sides of the equations are determined and the forces and torques on the 
right hand side can be calculated. This procedure requires experimental input 
either film analysis or measurements of external forces and accelerations. On the 
other hand with all external forces and internal torques given the integration 
of the equations of motion leads to the physically correct motion of the system. 
We will now discuss in some detail these two aspects. 
5.4.1 Inverse dynamics 
The simplest case is to fix markers at the body and to follow the space-time 
trajectory of these points with the help of a high-speed camera or other ad-
equate systems. Ideally. as a result all coordinates describing the system are 
given on a discret time grid with typical time steps of the order of milliseconds. 
In order to obtain the forces and torques these time sequences have to be dif-
ferentiated twice (d. Eq. (5.5) and (5.6)}. This numerical differentiation leads 
to an artificially oscillating behaviour and to a reduced accuracy in the time 
resolution. An additional complication results from the fact that the markers 
are fixed at the skin which shows a displacement with respect to the skeleton 
especially by motions with high accelerations. However. for slow motions the 
method of film analysis works well and is successfully applied in gait analysis 
in biomechanical research (e.g. Aleshinsky and Zatsiorsky. 1978i Zajac et al., 
1989). 
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In order to experimentally investigate motions with high acceleration like 
impacts during contact with the ground we have developed an alternative 
method to determine.the internal forces and torques. To avoid the problems 
introduced by the numerical differentiation the external forces are directly mea-
sured by means of force platforms and a sufficient number of accelerations by 
appropriately placed accelerometers. These devices can be operated at higher 
frequencies of about 4 kHz yielding experimental data with a far better time 
resolution. As follows from the general considerations in Sect. 5.1.1 concerning 
the degrees of freedom of a multi-linked model and as can be explicitly seen 
from Eq. (5.5) in the case of a plane three-linked model the two internal torques 
are unknown quantities even if all external forces and torques are measured. 
These two (or n - 1 in the general plane or 3(n -1) in the most general three-
dimensional case) internal torques are not accessible to a direct measurement 
without invasive operations. This problem can unbloodily be solved by mea-
suring the corresponding number of accelerations. Then, the internal torques 
are gained from these experimental input not by twofold differentiating but by 
integrating the equations of motion, a procedure, which is numerically far more 
stable and yields a much higher degree of accuracy. 
With the external and internal forces and torques at hand the physically 
correct continuous motion can be calculated in a reproducible way. Further-
more, at each arbitrary plane of intersection of the body the forces and torques 
transmitted in this plane can be determined at any moment, which is of special 
interest in biomechanical problems. 
5.4.2 Controlling direct dynamics 
The \1 himate goal of producing animation sequences for human beings and 
aniOJ. ... is the physically realistic simulation of the motion taking into account 
the biu! llechanical constraints, the correct mechanical properties of the objects 
and a behaviour controlled feedback for the building up of the internal torques. 
This means that all forces and torques, which enter the equations of motion, 
are determined either by a relation between the force, the deformation and the 
deformation-velocity or by a self-controlling mechanism. 
5.4.2.1 External reaction force. 
These forces arise when 8. body segment collides with objects in its environment. 
For almost all possible situations a relation of the form 
F = a (Xddorm)6 + d %ddorm (5.7) 
for each component of the force with appropriately adjusted parameters is 
a sufficiently good approximation. The parameters can be determined either 
empirically or in the frame of an el8St~mechanica.l theory. To give an example. 
in Fig. 5.6 the experimental force·deformation relation of the human heel is 
shown for the static and a dynamic case. 
In general, the relation for the reaction force is a superposition of the me-
chanical properties of the body and the object. An example is a down jump on 
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Fig.5.,. Empirical force--deformation relation of the human heel for the static and a dynamic , .... 
a plank, where as well the elastic properties of the heel enter as the bending 
of the plank (cf. Sect. 5.5). In the presence of friction as a further constraint 
the component of the reaction force tangential to the striking surfaces must be 
smaller than the component perpendicular to the surface times the coefficient 
of friction otherwise sliding sets on. 
5.4.2.2 Active internal torques 
As discussed previously the internal torques produced by the muscles determine 
the controlled part of the motion. One way to find the torques for a desired 
motion as functions of time is the simple trial and error method, e.g. starting 
from a given initial state, varying the torques and integrating the equations of 
motion until the desired final state is achieved. A far more sophisticated way 
is to control the increase and the decrease of the internal torques by an active 
feedback mechanism. This method shall be demonstrated by the example of 
the active deceleration phase after a down jump. 
During the free-fall phase the joint angles are assumed to be constant. 
Therefore, the internal torques must be zero. Shortly after the impact the 
heels have come to rest, the velocity of the center of mass of the whole body 
is somewhat reduced by the impact and at the same time the bending of the 
body segments abruptly starts with definite angular velocities. They have to 
be stopped by building up the internal torques. Right before the impact the 
muscles are actively strained, however, without producing net torques. Caused 
by the bending of the segments the joint angles alter, the strained muscles and 
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tendons are expanded and automatically produce torques, already a few mil-
liseconds after impact. Due to the mechanical properties of the muscles and 
ligaments the increase of the torques is approximately proportional to the an-
gular velocities ljJij of the joint angles I.!' ij . Therefore, in this start phase of 
increasing torques the internal torque Ti} in a joint at the time t + dt can be 
calculated by 
T' j(t + dt) = T'j(t) + c:j.p,j(t)dt (5.8) 
Of course. the torques cannot increase infinitely. Each joint is only able to 
build up a maximum torque Tlju . Therefore. the increase of the torque will 
slow down when approaching this limiting torque. Such a behaviour can well 
be modelled by modifying (5.8) by an additional factor 
Tij(t + dt) = T'j(t) + C'j.p,j(t) (T{ja> - T'j(t») dt (5.9) 
Eq. (5.9) leads to a linear increase of the torque at the beginning and a smooth 
approaching to Tlju. With appropriate chosen parameters for each joint the 
torque evolution of the form (5.9) leads, e.g. for a down jump, to a physically 
realistic hopping of the model. 
To produce more and more complex motions more and more control pa-
rameters must be introduced in modelling the torques. The alteration of the 
torques can be controlled either by the coordinates and velocities of the body 
segments themselves or by external conditions of the environment. A simple 
example is the controlling of the deceleration phase after a down jump by the 
z-component of the velocity of the center of mass which can be written as an 
additional factor in (5.9) of the form 
Tij(t + dt) = Tij(t) + C,j.pij(t) (Tij" - T'j(t») (5.10) 
. [1 +.'j C~:; .. , -1) 1 dt 
The choice of the parameter aij determines at what squat position the body 
comes to rest. 
As an example for the modelling quality which can be achieved within 
the framework presented, in Fig. 5.7 the measured ground reaction force of 
a down iump (d. Fig. 5.3) is shown together with the calculated force which 
was produced without any experimental input. This excellent agreement proves 
that the whole motion is physically correct described within an error of a few 
percents. 
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Fig. 5.7. Comparison of the measured and calculated components of the ground reaction forces 
during the landing on the heel and the following deceleration phase after a down jump. The 
theoretical curves are produced by integrating the equations of motion (5.5) without any 
experimental input. 
To remain realistic for actively motivated torques the finite reaction time 
of a human being, which is of the order of 0.1 s, must be taken into account. 
This means a retardation of this amount in using coordinates and velocities for 
the calculation of those changes in the torques which are caused by reactions 
of external conditions. Studies of such kind are also of great interest for biome-
chanical and behaviour research. At this stage modern methods of controlled 
learning must be applied. Besides these things a retardation is also not a triv-
ial problem for the numerical treatment of the integration of the equations of 
motion. 
5.5 Jumps and impacts 
The best way to demonstrate the capabilities of our dynamic simulation are, of 
course, animation sequences. In the following Figs. 5.S and 5.9 snapshots of two 
down jumps of an extended five-linked model are shown. In the first example 
the internal torques are controlled in such a way that the model comes to rest 
in a squat position and in the second example that the model jumps off again 
and performs a somersault. 
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Fig. 5.9. Snapshots of a down jump or a fi~e-linked modd with landing on a stiff plank. The 
internal torqut'5 are here c::on lrol\M in such a way that the mod~1 jumps off again and p~rforms 
a somersault. 
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6 Symbolic and numerical computation 
The methods presented in the previous chapter can canonically be extended 
to multi-linked systems with more than three links or to three-dimensional 
models. However, the complexity of the equations of motion describing the pla-
nar three-link system with wobbling mass makes it obvious that the equations 
for much more complicated structures are hard to derive manually. Therefore, 
symbolic manipulation packages need to be used for an automatic derivation 
of the equations of motion. 
Basically, there are two different approaches: The most common one is the 
following. In the first step the equations of motion are formulated for every 
single rigid body assuming it to be unconstrained. Each rigid body has six 
degrees of freedom, three for translation, and three for rotation. Corresponding 
to this number of degrees of freedom there are six equations of motion: The 
three Newtonian equations describe the translation of the centre of mass and 
the three Eulerian equations describe the rotation with respect to the centre of 
mass (Sect. 3.2). In a multi-linked system the n segments yield 6 n equations 
of motion. 'While assembling the segments to a system the initially unknown 
forces and torques of constraint that effect the coupling between the segments 
are added to the external forces and torques. Additionally, the m constraints 
give an adequate number of further equations resulting in an exactly determined 
system of 6 n + m equations. Unknown quantities in this case are the second 
derivatives of the segmental coordinates and the components of the forces and 
torques of constraint. The coordinates themselves and their first derivatives are 
known from the initial conditions. 
In a second step the components of the forces and torques of const raint 
are eliminated from the equations of motion by the usual procedures for the 
symbolic manipulation of systems of linear equations. IT there are m const raints 
the number of equations of motion is reduced to a set of 6 n - m. Using these 
constraints all of the 6 n coordinates and their derivatives are replaced by the 
6 n - m generalized coordinates and derivatives of the system. Thus, the whole 
procedure results in 6 n - m equations containing 6 n - m unknown quantities, 
i.e. the second derivatives of the generalized coordinates. Again, the system of 
equat ions is uniquely detennined. 
However I serious problems occur when manipulating the equations symboli-
cally following the course of this procedure. Huge algebraic terms are produced 
during the symbolic elimination of the forces and torques of constraint and the 
replacement of the segmental coordinates by generalized coordinates. With an 
increasing number of degrees of freedom the size of these terms exceeds the ca-
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pabilities of symbolic manipulation programs. Also. the generated source code 
may reach dimensions which are very hard to handle. 
These problems can be avoided by utilizing a method , that requires the 
solution of a system of more equations. but whose terms are of a much sim· 
pier structure. -The first step is the same as the one, described at the top of 
this section. The resulting system of linear equations at the end of this step, 
however, consists of 6n + m equations instead of 6n - m . At this point the 
unknown quantities are the 6 n second derivatives of the segmental coordinates 
and the m components of the forces and torques of constraint. It is possible to 
solve the system already at this stage and one obtains the second derivatives of 
the segmental coordinates and additionally the components of the forces and 
moments of constraint. 
Using this method there are 6 n differential equations of second order to be 
integrated instead of the 6 n - m ones of the first approach. Moreover, at every 
integration step now there has to be solved a 6 n + m system of linear equations 
compared to a 6 n - m system. The particular terms of the equations, however. 
are quite simple and therefore easy to be generated automatically. Despite an 
increased number of equations the cpu-time needed for the second approach 
may decrease because of the highly simplified terms. 
Once, the equations of motion are derived in the general form of Eq. 5.6, 
they have to be integrated numerically. The first step in order to use one of the 
existing integration procedures is to split each of the second order equations into 
two first order equations by introducing a new independent variable. Preferably, 
the symbolic package already does this for you, before the equations are output 
in a form which can be easily integrated into the source code of your favourite 
programming language. 
According to the forward fonnulation of the dynamic simulat ion the nu· 
merical problem can be characterized as an initial·va1ue problem for a system 
of coupled ordinary differential equations: 
:i: = f (t, ., ) .,(to) = f o (6.1) 
There are many excellent integration routines for initial· value problems 
available (fo[" an overview of the area see Press, 1986) and one should def. 
initely not start with implementing the Runge--I<utta algorithm again. For a 
good tradeoff between accuracy and efficiency a variable order1 variable stepsize 
method should be chosen. We made good experiences with a code called DE 
(Shampine and Gordon, 1975), which is based on an Adarns·Bashford predictor. 
corrector method. Especially when trying to resolve very sharp impacts the 
equations tend to appear stiff. This is a result of the predictor step which ot>. 
viously cannot predict the correct behaviour after the impact. For this case, 
implicit BDF-metbods (Gear, 1975) can be used. 
The difference between Eq. 5.6 and Eq. 6.1 shows that the mass matrix has 
to be inverted for each evaluation of the right hand side. We use a routine from 
LINPACK for this part, but any other matrix solver will probably do the job. 
In order to reduce execution time an algorithm was suggested where it is not 
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necessary to invert the mass matrix for each evaluation of the right hand side, 
but only, if it resulted in a significant change. 
In the last chapter we tried to show that in our view the only reasonable 
way to reach a set of given end conditions (positions and velocities in the next 
keyframe) is to do a direct dynamic simulation with behavioural control through 
feedback from vision or other senses. However, there is still much more research 
to be done before this method will become computationally feasable. Until then, 
there is a need for being able to compute backwards. For a simple rigid body 
(like the rod from Sect. 3.3) this leads to a boundary. value problem. Numerical 
methods which can be used for this are either shooting algorithms or relaxation 
methods. We used extensively a relaxation procedure called Hemodes (Nobili 
and Turono, 1988) which is based on the Henyey method (Henyey et al. , 1964). 
For multi· linked models there is no unique solution for the boundary value 
problem . Solutions can only be found by optimizing additional constraints like 
form stability etc. 
Once the dynamic behaviour of the skeleton is computed, there is much 
more to be done in order to generate a realistic looking human body, like the 
animation of the body surface and its reaction to deformations, hair I skin, and 
facial expressions, but all this is far beyond the scope of this tutorial. 
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