Abstract
Introduction
Bayesian networks (BNs) [1] has been well established as an effective and efficient tool for uncertainty reasoning in Artificial Intelligence that combines probability theory and graph theory [2] [3]. A BN consists of a directed acyclic graph (DAG) and a corresponding set of conditional probability tables (CPTs). The vertices of the graph represent random variables. The conditional independencies (CIs) encoded in the DAG indicate that the product of CPTs is a joint probability distribution (JPD). That is to say, BN provides a factorization of the joint probability distribution over some variables of interest. Given a BN, One of the most famed problems is related with the propagation of evidence, which is also known as performing probabilistic inference. The probabilistic inference of calculating the posterior probability of one variable given some other variables can be performed according to such a factorization. However, both exact and approximate inferences on Bayesian networks are NP-hard problems. Various BN inference algorithms have been developed that work quite well in practice. There is some form of the so-called clustering or junction Tree (JT) method, which basically entails grouping in single cluster variables that strongly related together [4] . After that, these groups or clusters are organized as a tree , and then sophisticated adaptations to the evidence propagation algorithm can also be done such as Lauritzen and Spiegelhalter method [5] , Shenoy and Shafer propagation [6] or Hugin architecture [7] , and Lazy propagation [8] .
Many these propagation-based inference algorithms work on a secondary structure, junction tree, which is transformed from Bayesian networks. This transformation consists of two separate and sequential graphical operations, namely, moralization and triangulation. The moralization of a given BN is unique, while different junction trees can be generated from the same Bayesian network. The particular choice of triangulation is important since efficiency of probabilistic reasoning is affected by the chosen triangulated graph. The complexity of reasoning on a junction tree is determined by the largest cliques of the Junction Tree. Therefore, the key point in reducing the complexity is to reduce the sizes of the largest cliques as much as possible. The sizes of the cliques of a junction tree are directly determined by the triangulation method used during the construction of the junction tree. Especially, the particular choice of variables elimination ordering has a direct effect on the structure of the triangulation graph [9] . Hence, the search for the optimal triangulation is equivalent to the search for the optimal node elimination sequence.
Much research effort has been aimed to find a minimal triangulation or an optimal elimination ordering of Bayesian networks. Although the problem of finding an optimal triangulation that produces least time complexity is NP-hard [10] , some deterministic heuristics and stochastic methods have appeared and made a progress. Maximum cardinality search [11] continuously selects a vertex to be ordered next, with the highest number of ordered neighbors; LEX-M [12] ,which is the most known and first one, does something similar to the maximum cardinality search, but in addition it is guaranteed to produce minimal triangulations; Extended random elimination [13] does not necessarily add fill edges between all non-adjacent vertices in the adjacency set of a vertex being eliminated; FMINT [9] applied to the triangulations obtained by simple random elimination and maximum cardinality search; Each of the three heuristically algorithms minimum size, minimum fill and minimum weight [9] successively chooses the next vertex to be eliminated as the one that produces the smallest clique, the fewest fill edges as possible, or the clique with least weight, respectively; MCS-M [14] , which produces a minimal elimination ordering, is a simplification of LEX-M where cardinality labels are used instead of neighbor nodes along the path; LB-triang [15] computes minimal triangulation efficiently, and can also be implemented as an elimination scheme; QuickTree [16] can optimally triangulate graphs with a hundred nodes in a reasonable time frame; Recently, there is a new method [17] shown up, which combines depth-first search and best-first search together for finding optimal total table size triangulation.
There are also many stochastic heuristic algorithms being presented, which need more computational resources, but can produce a junction tree better. Simulated annealing (SA) [10] is the first stochastic heuristic used to solve the problem of BNs triangulation. The experiments carried out in [9] , which introduces an additional parameter named radius into SA method, are the best results up to now. But SA is not suitable for global searching, which makes it difficult to get the global optima. Genetic Algorithms (GA) [18] , which does a global search by using a population of candidate solutions instead of a single one, developed in [19] obtains similar results to the SA algorithm described in [9] . TAGA in [20] is proposed to search for the optimal node elimination sequence, by means of adjusting the probabilities of crossover and mutation operators by itself and providing an adaptive ranking-based selection operator is to search for the optimal node elimination sequence. Dong [21] proposes a new cooperative co-evolutionary genetic framework and five grouping schemes. Unfortunately, GA has several disadvantages that are difficult to overcome, as premature convergence and the problem of local optima. The use of heuristic knowledge in Ant Colony Optimization (ACO) helps ACO-based algorithms [22] to focus upon the search process and speed it up. Lately, the estimation of distribution algorithm (EDAs) is used to obtain the most efficient triangulation, as a new paradigm for evolutionary computation [23] . Romero [23] also presents a new type of evolutionary algorithm, the recursive EDAs (REDAs), which can improve the behavior of EDAs in triangulation problem, and their results are competitive with other triangulation techniques.
We consider the problem of triangulation in this paper. In the inference frame of Lauritzen and Spiegelhalter in [5] , finding optimistic triangulation equals seeking for the best ordering of eliminated variables. In this paper, we will use Bayesian Optimization Algorithm, which is one of the most advanced EDAs, to solve this computational optimization problem.
The remainder of this paper is organized as follows: We begin with some preliminaries about BNs, Construction of Junction tree and the description of triangulation is presented in Section 2. In Section 3, we will give a general from of BOA. In Section 4, we describe the proposed triangulation method using BOA in detail. Then, section 5 presents the experimental results of several benchmark data sets with some known structures. Finally, in section 6 we summarize the main contributions of this paper, and outline future research.
Triangulation from moral graph
Bayesian Networks (BNs) are a kind of uncertainty knowledge representation and reasoning model based on probability theory and graph theory [1] , and is a type of Probabilistic Graphical Models (PGM), which encodes the joint probability distribution among a set of random variables in a close and intuitive way. In this paper, we take as point of departure the evidence propagation algorithm proposed by Lauritzen and Spiegelhalter for the sake of reasoning on BNs. We summarize how to construct a junction tree from a Bayesian network in [5] as follows.
 Moralization. Construct an undirected graph, called a moral graph, by adding undirected edges to each pair of parents with common child, and dropping the direction of all original edges.  Triangulation. Selectively add edges to the moral graph, to form a triangulated graph, which contains an edge between nonadjacent nodes in every cycle of length four or greater.  Identify cliques. Each maximal clique will be represented by a node in a JT.
 Building. Connect the cliques to form an undirected tree that satisfies JT properties, and insert appropriate separators. Given a moral graph of BN, a triangulation can be constructed by the following procedure called Elimination. given by the sizes of its cliques (A clique is a subset of nodes which is complete and maximal). There are several criteria to evaluate the quality of a triangulation [24] . One of the most known criterions is the minimum weight, used in the experiments as the evaluation function of the triangulation algorithms.
Before given this criterion, weight of a clique is given in Equation (1).
Where, j r is the number of possible states of the variable j X that belongs to clique i C .
Therefore, we can define a weight of the triangulated graph in the following equation (2).
( ) log
Overall, our aim of optimistic triangulation is to minimize ( )
In this work, we will use the frame of Bayesian Optimization Algorithm, to find the optimistic triangulation.
Triangulation using BOA
Bayesian optimization algorithm (BOA) [25] is one kind of Estimation distribution algorithms (EDAs), which address the challenge of computational optimization by combining concepts from evolutionary computation, machine learning and statistics. Moreover, BOA has proven to optimize problems of bounded difficulty quickly, reliably and accurately [26] .
Estimation of Distribution Algorithms
Estimation of distribution algorithms (EDAs) are a novel class of evolutionary optimization algorithms that are developed as a natural alternative to genetic algorithms in the last decade [27] . In EDAs, there is neither crossover nor mutation operators. Instead, in each generation, they built an explicit probabilistic model of distribution of 'good' individuals in the search Triangulation of Moral Graph Using Bayesian Optimization Algorithm Yinghua Zhang, Wensheng Zhang, Jin Liu space. New population is created by sampling the above mentioned probability distribution, which is estimated from a database containing selected individuals of previous generation. Different approaches have been proposed for the estimation of probability distribution, such as UMDA [28] , PBIL [29] , cGA [30] , MIMIC [31] and ECGA [32] .
General form of BOA
BOA [33] works with a population of candidate solutions to the given problem. This section describes an outline of BOA [34] procedure.
In BOA, Candidate solutions are represented by fixed-length strings over a finite alphabet; usually, fixed-length binary strings are used. The first population is generated randomly according to the uniform distribution over all solutions. Each iteration starts by selecting promising solutions from the original population using any standard selection method of evolutionary algorithms, such as tournament or truncation selection. For example, truncation selection selects the best half of the current population. Then, a Bayesian network is built for the selected solutions and the built network is sampled to generate new candidate solutions. New candidate solutions are then incorporated into the original population using a replacement strategy. Many replacement strategies may be used; for example, the new candidate solutions can replace the entire original population. The next iteration is then executed unless some terminated after a given number of iterations or when all bits have nearly converged. The pseudo code of BOA is shown in the Figure 2 . 
Our method
In this section, the proposed method is given in details, which aims to get the optimistic triangulation. In this work, we will use a Bayesian optimization algorithm to estimation the probability distribution of the Bayesian network.
Individual representation
For the triangulation problem, a variables elimination ordering is a possible permutation of all nodes. So, we will use this possible permutation of all nodes to simulate different individuals in a population.
Estimation of the BN
For successful application of BOA, it is important that BOA can automatically learn a Bayesian network that encodes dependencies and independencies that properly decompose the problem [35] . To learn an appropriate Bayesian network, BOA uses the set of promising solutions selected by the selection operator, which transforms dependencies between decision variables in the problem into statistical dependencies [33] .
Structure learning and Parameters learning are two parts of building a Bayesian network in BOA. Constructing BN structure means determining every possible edge in network, including
Triangulation of Moral Graph Using Bayesian Optimization Algorithm Yinghua Zhang, Wensheng Zhang, Jin Liu whether the edge exists in the final network and which direction the edge orients [36] . The number of possible graph structures grows exponentially with the number of nodes. Due to this, even the restricted form where variables are constrained to have only parents, has been proven to be NP-complete [37] . Given data, an optimal structure which maximizes the probabilistic fitness, is constructed to perform a correct representation and efficient inference of the dependency relationship. Learning the parameters is straightforward. This can be done using the maximum likelihood estimator Equation (4). Usually, a greedy search algorithm is used to construct a network that maximizes the scoring metric. The greedy algorithm starts with an empty network and in every iteration the network score the most. As primitive operators, edge additions, removal, and reversals are usually considered; nonetheless, according to our experience, edge removals and reversals do not significantly improve quality of the final model and that is why we only use edge additions. The network must remain acyclic and all operators leading to networks that violate this property are disallowed. The search is terminated whenever the current network cannot be improved anymore. However, the greedy algorithm has some disadvantages in that aspect of accuracy and efficiency. This shortcoming will greatly affect the whole performance of BOA method. Hill Climbing which can be used to learning structure in BOA, is adopted in this paper.
Sampling the new generation Overview of our method
In this paper, we will use probabilistic logic sampling (PLS) method of Henrion [38] to sample the new generation from the Bayesian network, which is constructed in the previous generation. In detail, first of all, we will generate the instance of the variable, which has no parents; then, the instance of a variable is generated after all its parents have already been sampled, using the distribution ( )
Overview of our method
The overview Algorithm frame of our method is shown in the following Figure 3 . 
Experiment
We compare our method proposed in this paper with other EDAs like MIMC, UMDA and PBIL on four Bayesian networks: Sparse, Dense, Medianus-I, Medianus-II, Water and Barley. Sparse network is computer-generated and has 50 variables and 100 arcs. Dense network, also computer-generated, has 50 variables and 359 arcs. Medianus-I network consists of 43 vertices and 110 edges and describes relations between disorders, pathophysiological features, and measurements for the human median nerve. Medianus-II network is a later version of Medianus-I, containing 56 vertices and 110 edges. Table 1 displays the number of nodes and edges in the moral graphs of these five networks, and the binary logarithms of the best known state space sizes, which are obtained by exhaustive search. The approach described in the preceding section was implemented using toolbox of FullBNT-1.0.4 in MATLAB. 
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The data experiments can be described as follows. We always use a population size of M=100 and M=500 individuals for all BNs. To verify the robustness of the algorithm, all the algorithms are performed 50 running times (MIMC, UMDA, PBIL and our method). In all EDAs, we select the first N=M/10 [39] best individuals from the actual population to generate the Bayesian network of EDA and then simulate the next generation. Additionally, we only keep the ten best individuals from one generation to the next, and sampling M-10 individuals at each generation in EDAs.
We perform MIMC, UMDA, PBIL and our method 50 times on each network, for one choice of M. 
Conclusion
This paper has investigated practical issues of applying Bayesian Optimization Algorithms to achieve approximate optimum triangulation of moral graph. Comparing with other EDAs, our method using BOA is very competitive, both on average and best results. Especially, our method shows good robustness on all four experimental Bayesian networks. All these results reveal that the introducing of Bayesian Optimization Algorithm can help to improve the performance of the triangulation problem of moral graph.
