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Anisotropies in the final state of heavy-ion collisions carry information on the creation, expansion
and evolution of the quark-gluon plasma. Currently, there is an abundance of studies on azimuthal
anisotropies in comparison to longitudinal ones. The purpose of this work is to quantify angular
(θ, φ) correlations to further the understanding of the full spatial 3-D picture of emitted hadrons.
Therefore, public ALICE data from Run 1 (2010) of Pb-Pb collisions at
√
sNN = 2.76 TeV is
analyzed through the estimation of an angular power spectrum. Issues with |η| < 0.9 limitation
are tackled, as well as event multiplicity and detector efficiency. Firstly, spectra are calculated for
toy Monte Carlo samples. Secondly, heavy-ion data spectra are presented for the full momentum
phase space 0.15 < pT < 100 GeV and also separate intervals pT < 0.54 GeV and pT > 0.54 GeV.
The latter reveal how different geometries dominate at distinct scales and transverse momentum.
Finally, the study submits particles generated through the AMPT model to the same power spectrum
analysis. This comparison shows that in scales dominated by flow geometry, AMPT qualitatively
describes the data spectra, while the opposite is true for smaller scales.
I. INTRODUCTION
When two heavy nuclei collide in the Large Hadron
Collider (LHC) at ultrarelativistic energies, they form a
state of matter denoted quark-gluon plasma (QGP) [1–3]
which, as the name indicates, has quarks and gluons as
its degrees of freedom. Such is believed to be the state of
the universe itself when it was microseconds old. After
being formed, the QGP undergoes a collective expansion,
i.e., the initial geometry molded by the overlap region
and quantum fluctuations dictates the emitted particles
final distribution. As the system cools, the quarks and
gluons change into hadronic matter through a smooth
phase transition. A hadron gas is thus formed and its
components finally reach the detectors: these particles
carry the only information available on the properties
and behavior of this hot primordial soup.
From cosmology, our older window into the early uni-
verse comes from the photons emitted from the surface
of last scattering, when electrons were bound to nuclei
and formed atoms. As the universe expanded, the wave-
lengths of said photons also stretched. This electromag-
netic radiation was first discovered in 1964 by radio as-
tronomers and it is denoted Cosmic Microwave Back-
ground (CMB) [4]. The anisotropies present on the lat-
ter are an imprint of the initial conditions of our uni-
verse. These preferred directions of emission can be stud-
ied from the angular power spectrum of the CMB, which
can determine not only the curvature of the universe, but
can be also used to get information on dark-matter and
dark-energy densities [5].
Studies on the azimuthal anisotropies found in the
product of heavy-ion collisions have provided a plethora
of insights into QGP formation and evolution: fluctu-
ations in the initial geometry, constraints on shear vis-
cosity to entropy ratio η/s, and the QGP equation of
state [6–8]. However, in order to get the full QGP picture,
it is necessary to understand its longitudinal dynamics.
Still, the latter is yet to be addressed with the same level
of scrutiny applied to the transverse evolution. For in-
stance, there is evidence of event-by-event fluctuations in
pseudorapidity [9, 10], whose effects distinct models man-
age to reproduce only qualitatively [11], thus underlying
the importance of 3+1D modeling. Additionally, the de-
pendence of η/s on QGP temperature could potentially
be probed through longitudinal anisotropies [12], as the
temperature profile of the medium changes with pseudo-
rapidity.
An angular power spectrum C` of heavy ions aims at
enriching the understanding of anisotropies in the final
particle distribution as a whole: both in the transverse
and longitudinal directions. What is more, pseudorapid-
ity η is defined in terms of the polar angle θ between
a particle’s 3-momentum and the beam axis through
η = − log(tan(θ/2)). This relation enables for convert-
ing particles coordinates (η, φ)→ (θ, φ), which allows for
power spectrum calculation. Said quantity measures the
amplitude of correlations between (θ, φ) pairs as a func-
tion of angular scale.
This work is a detailed follow-up on the study in
Ref. [13]: it also projects heavy-ion ALICE1 data [14, 15]
onto spherical surfaces and calculates their averaged
spectrum 〈C`〉. The first difference lies in the choice of
higher map resolution. Additionally, events are separated
in accordance to their interaction points, i.e., the posi-
tion along the beam axis where the collision occurs. The
method built in Ref. [13] is then applied for each event
batch, considering the usual issues of detector limited ac-
ceptance and non-uniform efficiency, as well as relatively
low multiplicities. Furthermore, the present study ex-
tends the power spectrum estimation for a divided trans-
verse momentum pT phase space: pT < 0.54 GeV and
pT > 0.54 GeV. Finally, spectra results are compared to
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2a multi-phase transport (AMPT) model [16] for a single
centrality class, 10-20%. A difference in scales is clearly
observed, with the model succeeding in one, though fail-
ing the other.
The first part of this paper details the method built in
Ref. [13] for toy Monte Carlo simulations under the new
chosen resolution. The MC distributions are sampled
from functions of the type fMC(θ, φ) = g(θ)h(φ). On
the second part, the angular power spectrum of Pb-Pb
collisions at 2.76 TeV center-of-mass energy is presented
for the ALICE Run 1 2010 data set from the CERN open
data portal [14]. The results are displayed for the full and
partial pT intervals in the following centralities: 0-5%, 5-
10%, 10-20%, 20-30%, and 30-40%.
II. BUILDING A METHOD
Particles emitted from nuclei collisions have their co-
ordinates represented in terms of pseudorapidity η, az-
imuthal angle φ and transverse momentum pT . As pre-
viously mentioned, the data set at hand was recorded
with the ALICE detector [17, 18] in 2010, during Run
1 of LHC at a center-of-mass energy per nucleon of√
sNN = 2.76 TeV [14].
The extraction of said ALICE data along with its event
selection and default cuts were executed through the
repository in Ref. [15]. The algorithm begins by verifying
whether a primary vertex zvtx exists, i.e., if the particles
came from a heavy-ion collision or from vacuum cham-
ber interactions. The next step then consists in checking
if zvtx lies within 10 cm of the detector’s center. In ad-
dition, event multiplicity should be non-zero. Lastly, a
minimum-bias trigger selects high efficiency events [18].
The tasks of primary and secondary vertex determi-
nation, as well as track reconstruction, centrality estima-
tion and separation of particle beam from background are
performed by the following subsystems: the Inner Track-
ing System (ITS) [19], the Time Projection Chamber
(TPC) [20] and the VZERO (V0) detectors [21]. Through
the combination of their capabilities and event selection
criteria, the phase space coverage at present is |η| < 0.9,
0.15 < pT < 100 GeV and 0 ≤ φ < 2pi.
The main objective of this work lies in mapping the
heavy-ion events onto tessellated spheres. As a first
step, the final particle distribution f(η, φ, pT ) should un-
dergo a change of variables from pseudorapidity to po-
lar angle through the expression θ = 2 arctan(e−η); ex-
plicitly, f(η, φ, pT ) → f(θ, φ, pT ). The software pack-
age HEALPix2 [22] (Hierarchical Equal Area isoLatitude
Pixelation) was employed for both map projections and
power spectrum calculations. As the name itself suggests,
it divides the surface of a sphere into pixels of equal areas.
The number of pixels Npix is directly related to the
resolution parameter Nside through Npix = 12N
2
side. In
2 https://healpix.sourceforge.io/
the previous study [13] the chosen resolution was Nside =
8. However, due to concerns over signal smoothing of
events from most central collisions, the present resolution
is Nside = 16.
During the course of this paper event maps are made
by counting the particles with coordinates (θ, φ) that fall
within each pixel boundaries. More specifically, heavy-
ion data or samples of a function f(θ, φ) are sets of unit
vectors nˆ = (θ, φ). Each of their entries (θj , φj) corre-
spond to a pixel on a map: the 2-D angular distribution
turns into an 1-D array of pixels indexed p ∈ [0, Npix)
from θ = 0 to θ = pi. Lastly, it should be remarked
that pT will not be considered in this first part of the
discussion.
Let np = (θp, φp) be the pixel center coordinates, then
f(np) represents the pixelated map of f(nˆ). For a dis-
tribution on the surface of a tessellated sphere, the a`m
coefficients of the spherical harmonic expansion can be
estimated as
a`m =
Npix−1∑
p=0
Ωpf(np)Y
∗
`m(np), (1)
where Ωp = 4pi/Npix is the standard pixel weight under
HEALPix.
The angular power spectrum C` is defined as the
variance, or second moment, of the a`m for a given `.
The later are denoted multipole, with ` = 0 being the
monopole, ` = 1 the dipole and so on. The expression
for C` is
〈a`ma∗`′m′〉 = δ``′δmm′C`,
C` =
1
2`+ 1
∑`
m=−`
|a`m|2. (2)
Following up, we discuss in detail the effects on the
spectrum under limited detector coverage, how to es-
timate the background caused by low multiplicity and
non-uniform detector efficiency for a MC generated dis-
tribution.
A. The mask effect
The acceptance of a detector may be represented by
the function W (nˆ), also denoted as mask. The true un-
derlying distribution ftru(nˆ) then relates to the observed
one fobs(nˆ) through fobs(nˆ) = W (nˆ)ftru(nˆ). Also, for a
perfect detector W (nˆ) = 1, ∀nˆ.
Under W (nˆ) the a`m coefficients of the maps in ques-
tion, i.e., the ones accessible experimentally, become a
linear combination of the coefficients pertaining to the
true distributions under full detector coverage a˜`m. For
the current data set, W (nˆ) = 1 if 44o . θ . 136o and
zero otherwise. In addition, the azimuthal direction is
3completely covered. The harmonic coefficients are re-
lated as follows:
a`m =
∑
`′
`′∑
m′=−`′
[∫
Ωη
Y`′m′(nˆ)Y
∗
`m(nˆ)dΩ
]
︸ ︷︷ ︸
W ``
′
mm′
a˜`′m′ , (3)
where Ωη is the region covered by the detector.
The mixing matrix W ``
′
mm′ associated with the mask
W (nˆ) is depicted in Fig. 1 for a maximum multipole value
`max = 47 corresponding to the chosen resolution. Each
one of the major squares refers to a fixed combination of
m,m′ = 0, 1 with varying `, `′. The gray areas indicate
m 6= m′, which yield null values for the matrix, since de-
tector coverage encompasses the full azimuth. Another
noteworthy feature of W ``
′
mm′ is the chessboard-like pat-
tern of m = m′: it means that `, `′ must have the same
parity. Additionally, the matrix values decrease with in-
creasing ∆` = |`′−`|, so only harmonics with neighboring
multipole values contribute to the observed a`m.
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FIG. 1. Mixing matrix W ``
′
mm′ for m,m
′ = 0, 1 and truncated
to `max = 47.
The linear system in Eq. (3) has no unique solution,
due to W ``
′
mm′ having a determinant equal to zero. In this
case, it is not possible to get the true a˜`m values by in-
verting the matrix. The solution proposed in Ref. [13]
relies on the fact that a`0 coefficients with ` even are the
ones mostly affected by the mask geometry. The afore-
mentioned work shows how fully isotropic distributions
have a particular enhancement of even modes relative to
odd ones solely due to W (nˆ). It is straightforward to
verify with Eq. (3) that a˜00 alongside W
``′
mm′ make it so
that only a`0 with ` even are non-zero. Accordingly, all
remaining modes should be zero, which provides an in-
teresting asset to the method at hand.
From Ref. [13], anisotropies are best accounted for
when m = 0 modes are eliminated from C`. The fol-
lowing expression for the power spectrum is hence used
throughout the analysis:
Cm 6=0` =
1
2`+ 1
∑`
m=−`
|a`m|2 − |a`0|
2
2`+ 1
. (4)
B. The multiplicity issue
The averaged angular power spectrum Cm6=0` of
isotropic maps limited to |η| < 0.9 should be equal to
zero for all `. Nevertheless, for generated isotropic dis-
tributions with multiplicity akin to those of the 0-5%
centrality, their averaged spectrum 〈Cm 6=0` 〉iso is of or-
der O(10−3) [13]. This suggests that each `-mode of the
spectra carries a quantity attributed to the distributions’
multiplicity M .
In order to quantify how the observed spectrum values
change with typical event multiplicity, a simple approach
was devised: we generated a set of 8000 isotropic events
where they all have the same multiplicity and calculated
〈Cm 6=0` 〉iso. This process is repeated from M = 100 to
M = 5000. Additionally, the value of 〈Cm 6=0` 〉iso for each
` is plotted as a function of the multiplicity set and fitted
to a power law of the type p0 ·M−p1 + p2, where pi for
i = 0, 1, 2 are the fit parameters.
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FIG. 2. 〈Cm 6=03 〉iso as a function of multiplicity (M).
Notice in Fig. 2 how 〈Cm6=03 〉iso decreases with higher
multiplicity according to a power law, a feature that is
true to all modes. It is worth noticing that p2 should
be the ‘true’ 〈Cm 6=0` 〉 value when multiplicity tends to
infinity. One could be tempted in this case to correct
the spectrum values by finding p0, p1 and subtracting
〈p0 · M−p1〉 from the observed 〈Cm6=0` 〉. However, the
relation in Fig. 2 could be dependent on the underlying
distribution. Instead, we make use of the non-zero result
of 〈Cm6=0` 〉iso itself for a given multiplicity distribution.
4Let 〈Nm 6=0` 〉 be the averaged background spectrum as-
sociated with the typical event multiplicity. We begin by
producing ∼ 106 isotropic events according to the present
multiplicity distribution within |η| < 0.9 and calculating
their power spectra. At the end, the ensemble average is
taken thus yielding 〈Nm 6=0` 〉. This power spectrum should
give an estimate on the sparsity background, i.e. the size
of fluctuations originated solely from typical event mul-
tiplicity.
A simple approach to correcting the averaged power
spectrum of a given set of events would be to subtract
from it the corresponding 〈Nm 6=0` 〉 to its multiplicity.
This can be thought as akin to comparing the signal-to-
background ratio to unity |〈Cm 6=0` 〉/〈Nm 6=0` 〉 − 1|. Since
the only difference is a normalization factor, we de-
fine 〈Sm 6=0` 〉 = |〈Cm 6=0` 〉 − 〈Nm 6=0` 〉| the averaged angular
power spectrum corrected by the low event multiplicity.
In order to test the efficacy of this correction, two sets
of Monte Carlo distributions are generated. Their un-
derlying functions have the form fMC1(nˆ) = h(φ) and
fMC2(nˆ) = g(θ)h(φ), with
g(θ) ∝ cosh
(
θ − pi/2
2
)
((θ − pi/2)2 + 1),
h(φ) ∝
[
1 + 2
6∑
n=1
vn cos(n(φ−Ψn))
]
, (5)
where vn are fixed coefficients of the Fourier expansion
(shown in Table I) and Ψn varies randomly event-by-
event for each n. The same number of events Nevts ∼
8000 were generated for both mentioned functions, with
same multiplicity distributions. These simulated events
were then projected onto maps and had their power spec-
tra calculated. Finally, the average was taken resulting
in 〈Cm6=0` 〉MC1 and 〈Cm 6=0` 〉MC2 . The same background
spectrum 〈Nm 6=0` 〉 was used for both their corrections,
〈Sm6=0` 〉MC1 and 〈Sm 6=0` 〉MC2 .
v1 v2 v3
0.02119 0.05928 0.02636
v4 v5 v6
0.01218 0.00520 0.00209
TABLE I. Values of vn coefficients for h(φ).
The resulting spectra 〈Sm6=0` 〉MC1 and 〈Sm 6=0` 〉MC2 are
compared to the analytically calculated ones Cm 6=0` di-
rectly from fMC1(nˆ) and fMC2(nˆ). These are depicted
in Fig. 3 until ` = 20. Notice how they fit the direct cal-
culation quite closely for 1 ≤ ` ≤ 6. At higher ` modes
the influence of the vn coefficients decreases with smaller
scales. It is an unsurprising outcome, since the geome-
try generated by initial condition fluctuations belongs to
large scales, or low `.
At this point one can notice from Fig. 3 how the angu-
lar power spectrum of distributions purely dominated by
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FIG. 3. Comparison between corrected 〈Sm 6=0` 〉 and the
analytically calculated spectra for both MC functions.
flow should look like. The peak in ` = 2 pertains to the
almond-like shape of the overlapping nuclei. It also influ-
ences ` = 6, since v2 also contributes to C6. Though their
values differ, the shapes of 〈Sm6=0` 〉MC1 and 〈Sm6=0` 〉MC2
are basically the same, specially at the low ` region.
Overall, the method of correction described above
managed to perform remarkably well for ` ≤ 6, while be-
coming trickier for higher values. The limitations of the
correction are probably dependent on the distributions
at hand, since it is clear to see that MC2 was better es-
timated than MC1 on the 7 ≤ ` ≤ 10 region. Before
moving on to heavy-ion data, it is necessary to ascertain
that the strategy applied in Ref. [13] to deal with detector
efficiency actually works.
C. Detector efficiency
The collisions of heavy ions have different azimuthal
orientations relative to each other, implying that if they
were to be summed over, the result would be isotropic in
φ. Namely,
∑Nevts−1
i=0 f
(i)(np) ∝ g(np), with f (i)(np) as
the map of a single event i and g(np) representing the
pixelation of g(θ). Such overlapping of collisions is shown
in Fig. 4 for the 10-15% centrality. However, anisotropies
are clearly seen, which suggests they are caused by the
detector’s efficiency. In the following calculations, we
5consider the MC2 distribution, since it possesses g(θ),
making it closer to the data itself.
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FIG. 4. Overlapping map F all(np) of ∼ 8000 events belong-
ing to the 10-15% centrality.
Assuming the detector’s efficiency to be a function
of the polar and azimuthal angles, D(nˆ), with corre-
sponding map D(np). Since each event is subjected
to the same detector performance, then their particle
distribution on the sphere f
(i)
MC2
(np) should instead be
f
(i)
D2
(np) = D(np) · f (i)MC2(np), where f
(i)
D2
(np) designates
the observed event particle distribution map under de-
tector effects. In light of these new considerations, the
overlapping distribution of the observed events will be
F all(np) =
Nevts−1∑
i=0
f
(i)
D2
(np)
= D(np)g(np). (6)
In order to verify the changes in spectrum values as-
sociated with the detector anisotropies, a 2-D spline of
D(np) was created to estimate D(nˆ). Then, ∼ 8000
events with underlying function D(nˆ)fMC2(nˆ) were gen-
erated, had their spectra calculated and averaged over.
The same background spectrum 〈Nm6=0` 〉 applied to MC1
and MC2 above was used to compute 〈Sm 6=0` 〉D2 . On
the follow-up, both corrected spectra 〈Sm 6=0` 〉MC2 and
〈Sm6=0` 〉D2 are divided by the analytically calculated Cm 6=0`
for MC2. These ratios are shown in Fig. 5.
Notice in Fig. 5 how, in the region ` ≤ 6 where the coef-
ficients vn have most influence, it is possible to see a devi-
ation at ` = 4, 5, 6. Interestingly, ` = 8 is the most accen-
tuated mode when checking the ratio 〈Sm 6=0` 〉D2/Cm6=0` .
After all, it corresponds precisely to the scale ∼ 22.5o of
the dark patch in Fig. 4.
In the previous work [13], the trick employed to deal
with detector-caused anisotropies was dividing each event
by F all(np). The same approach is used here:
fD2(np) =
fD2(np)
D(np)g(np)
. (7)
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FIG. 5. Ratios 〈Sm 6=0` 〉/Cm 6=0` for MC2 under detector with
uniform and non-uniform efficiencies. Dashed lines are 1σ
(yellow) and 2σ (green) deviations for fMC2(nˆ) within 1 ≤
` ≤ 6 from unity.
Note how the latter results are also divided by their mul-
tiplicity density distribution in θ. Therefore, besides
the changes on 〈Cl〉 due to smoothing out the detec-
tor anisotropies, there should be the additional effect of
changing the overall θ distribution. In other words, the
pixels in fD2(np) will have associated weights coming
from both detector efficiencies and the distribution along
the polar angle. Nevertheless, the pixel density will re-
main unchanged, as the ones with null value shall stay
like that.
A direct consequence of dividing by g(np) lies in the
estimation of 〈Nm6=0` 〉. A new calculation was thus de-
vised: we take an event, randomize its azimuthal dis-
tribution to get rid of the φ dependency and then di-
vide it by the average event map, g(np). This pro-
cess is repeated ∼ 106 times, each turn taking a ran-
dom event. Finally the averaged power spectrum is
calculated, here denoted 〈Nm 6=0` 〉bar. These normalized
azimuthally isotropic events possess the same trait as
fD2(np), namely weighted pixels whose densities follow
g(np).
It should also be remarked that Eq. (7) implies that
fD2(np) will have a spectrum like fMC1(nˆ), since its po-
lar distribution has been smoothed out. We denote the
corrected power spectrum of fD2(np) as 〈Sm6=0` 〉bar and
compare it to Cm 6=0` pertaining to fMC1(nˆ). The result
can be seen in Fig. 6 (a), where the modes enhanced
by the detector anisotropies have been successfully sup-
pressed.
From Fig. 6 (b), the ratios for ` ≤ 6 stand within 1σ
deviation. On the other hand, the error on the estima-
tion of the higher modes is significantly wide, though still
comparable to MC1 itself. It has been mentioned that
in this region the influence of vn wanes, making way for
the detector anisotropies. So it is not surprising that this
region has wide error bars.
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FIG. 6. Efficiency-corrected spectrum 〈Sm 6=0` 〉bar in compar-
ison to the expected MC1 spectrum (a). Ratios 〈Sm 6=0` 〉/Cm 6=0`
for fMC1(nˆ) and fD2(np) (b). Dashed lines are 1σ (yellow)
and 2σ (green) deviations of the MC1 ratio from unity within
1 ≤ ` ≤ 6.
Detector limited acceptance, event multiplicities and
detector efficiency all have counter strategies. Then, with
the method for angular power spectrum estimation estab-
lished, it is time to move on to data.
III. APPLYING TO DATA
The correction methods described in the previous sec-
tion successfully returned the expected average power
spectra values in the low ` regime, i.e. ` ≤ 6. Given
this result, we may confidently apply the latest discussed
method to data itself. The first consideration is vertex
selection, a feature not dealt with in Ref. [13]. Then, the
corrected angular power spectrum 〈Sm 6=0` 〉 for heavy-ion
data is displayed for all centralities. The translation from
power spectrum to flow is yet calculated again, since the
resolution has changed. These values are also compared
to vn computations with an η gap. Lastly, the transverse
momentum phase space is separated and each of their
corresponding spectra calculated.
A. Vertex selection
When heavy ions collide in the ALICE detector, the
resultant particles firstly reach the Inner Tracking Sys-
tem (ITS) of the experiment, a cylindrical detector whose
main tasks consist in primary and secondary vertices re-
construction, aside from tracking and identification of
particles [17]. This subsection essentially focuses on the
location of each event’s primary vertex, or interaction
point, and how the resulting power spectrum changes
when selecting the position where the collision occurred
and then following the steps depicted on previous sec-
tions.
FIG. 7. Scheme of a heavy ion collision whose primary vertex
is located at z = −7.5 cm
The interaction point of an event may be located any-
where along the beam axis z spamming a couple of cen-
timeters along the interaction region. For the data set at
hand, each collision happened in the interval −10 cm <
z < 10 cm, where z = 0 cm is in the center of the
ITS detector, represented by a thick black line in Fig. 7.
The latter shows an schematic representation of the ITS’
cross section. At mid-rapidity, i.e. η = 0, the colli-
sion happens: the lines coming out of it crudely repre-
sent the resultant particles, whose directions of emission
spam over the whole pseudorapidity (or θ) and azimuthal
ranges. However, with the primary vertex located at,
for instance, zvtx = −7.5 cm and the detector’s cover-
age limited to the dashed lines in Fig. 7, particles with
0 > η > −0.9 may end up not being tracked. Lastly,
Fig. 8 illustrates how events (Nevts) from the given run
are distributed along the vertex: note how their bulk is
located near the center, i.e. z = 0 cm.
Both in the previous work [13] and up until this point
in the current study, we have performed the full analy-
sis, from mapping particles on Mollweide projections to
correcting 〈Cm 6=0` 〉 by multiplicity, on a batch of events
whose interaction points were located anywhere along
−10 cm < z < 10 cm. The objective of this section
is then to first select in which interval with dz = 2 cm
width the primary vertex is located. Secondly, the cen-
trality division from 0-5% to 30-40% is determined and
finally, the following steps are performed for each vertex
interval: mapping particles, normalizing the event maps
by F all(np) and calculating their power spectra.
Events whose interaction points happen close to the
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FIG. 8. Distribution of Nevts according to their zvtx. The
red lines indicate the z position where acceptance is uniform
for |η| < 0.9.
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FIG. 9. F all(np) for events with primary vertex in (8, 10)
cm (top) and (−2, 0] cm (bottom). Maps are from the 10-20%
centrality.
detector’s edge, end up with unaccounted particles whose
pseudorapidity lies within |η| < 0.9. Those escape the
detector at only one of its sides, as illustrated in Fig. 7,
which leads to an asymmetric θ distribution, shown on
the top of Fig. 9. This map is the average over all events
with primary vertex located within (8, 10) cm: note its
asymmetry as pixels close to the top edge are not colored
yellow, contrasting with the ones on the bottom.
On the bottom of Fig. 9 is the average over all event
maps whose interaction point lies within (−2, 0] cm of
the detector center. It is one of the regions where ma-
jority of events happen. In contrast to the map on top,
both edges are colored yellow, as they possess a similar
number of particles per pixel. At this point, it is impor-
tant to remark that even though these events are from
the same run, both F all(np) maps seem to have different
detector-caused anisotropies. While for the one on top
the inefficiency is located above θ = pi/2 (η = 0), for the
other it is below. This suggests that the detector part re-
sponsible for the non-uniformity is located between the
center and left edge of the interaction region. Unsur-
prisingly, the detector anisotropy seen in the mentioned
maps also differ from the one seen on Fig. 4: as this map
is a result of all events with primary vertices ranging
from −10 cm to 10 cm and the non-uniformity ends up
smeared over |η| < 0.9.
Due to the asymmetric geometry of the map from
(8, 10) cm, a`0 modes with ` odd are expected to be non-
trivial. In order to verify that, distributions of |a10|2 from
events of three vertex intervals were created. Their re-
sults are compared in Fig. 10, where it is clear to see that
for (8, 10) cm, its |a10|2 values spam over three orders of
magnitude. Meanwhile, for (−2, 0] cm their average lies
in O(10−3), the expected value for fully isotropic distri-
butions with these multiplicity values.
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FIG. 10. Distribution of coefficients |a10|2 for events with
different vertex intervals.
In the previous study [13] the full averaged power spec-
tra 〈C`〉 with ` odd for different centralities were found
to follow a power law behavior C(`) = A · `−β +C. Given
how modes like a10 are highly altered due to the asym-
metries, this power law behavior of 〈C`〉 for odd ` is sim-
ply a combination of asymmetric maps in θ and their φ
anisotropy.
8B. Data spectrum
Finally we reach the point where we correct the spec-
tra corresponding to each of the vertices, by subtracting
〈Nm 6=0` 〉 from 〈Cm 6=0` 〉. The 〈Cm 6=0` 〉 we are interested
in correcting corresponds to that of normalized maps,
f(np), whose anisotropies caused by detector efficiency
should have been smoothed out. In this case, its averaged
power spectrum should be subtracted by 〈Nm 6=0` 〉bar, cal-
culated from data maps azimuthally randomized and nor-
malized by their averaged map. This step is repeated for
all intervals at hand separately and, at the end, the av-
erage over the intervals is taken, a quantity denoted by
〈Sm6=0` 〉z.
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FIG. 11. Estimated 〈Sm 6=0` 〉 for the interval (−2, 0] cm
(a). Corrected average spectra for each vertex interval and
〈Sm 6=0` 〉z over all vertices for interval widths dz = 1 cm and
dz = 2 cm (b).
In this study, particles emitted from events with zvtx
within different intervals are considered to be drawn from
the same distribution f(nˆ), but affected by distinct de-
tector efficiency functions Dz(nˆ), where the subscript z
indicates that it is vertex dependent. For the current
analysis, an interval width of dz = 2 cm was chosen to
maximize the number of events per interval, while main-
taining Dz(nˆ) approximately the same for the sample.
Additionally, an uniform acceptance within |η| < 0.9 is
only possible for vertices |zvtx| < 5.3 cm [17]. That ex-
plains why the intervals in Fig. 11 (b) range from −4 cm
to 4 cm.
The corrected average power spectrum for the 10-20%
centrality and vertex interval (−2, 0] cm is depicted in
Fig. 11 (a). Notice that it possesses the same peak at
` = 6 present in the MC simulated distributions. The
higher peak at ` = 2 is also unsurprisingly conserved, a
possible sign of elliptic flow, as already mentioned. In
addition, it has a damping tail with periodic ‘dips’ on
every fourth mode counting from ` = 8 until ` = 20. As
seen in the MC cases, a spectrum fully dominated by flow
anisotropies should drop significantly from ` = 7. This
means the aforementioned tail suggests the presence of
anisotropies yet unaccounted for, as it does not possess,
for example, the ‘dip’ at ` = 8 present on the MC simu-
lations. Those modes are probably dominated by short-
ranged non-flow effects, such as jet cones or resonance
decays.
The spectra (lines) at Fig. 11 (b) are weighted aver-
ages over all vertex intervals. They are presented along-
side 〈Sm 6=0` 〉 for each of the intervals within (−4, 4] cm
with a dz = 2 cm width (markers). As a means of
testing the efficiency of the power spectrum estimation
method developed, 〈Sm6=0` 〉z was also calculated for ver-
tices within (−5, 5] cm with dz = 1 cm. It readily agrees
with 〈Sm 6=0` 〉z for dz = 2 cm, indicating the reliability of
the method.
Following up on the vertex averaged spectrum of 10-
20%, 〈Sm6=0` 〉z for dz = 2 cm is calculated for the re-
maining centralities 0-5%, 5-10%, 20-30%, and 30-40%.
The current centrality division differs from the one in
Ref. [13], due to maximization of Nevts after the separa-
tion in vertex intervals and pT phase space. The resultant
〈Sm 6=0` 〉z are shown in Fig. 12. At first glance, the usual
features can be spotted: a peak at ` = 2 followed by de-
creasing values until a peak at ` = 6. For higher modes,
a damping tail dominates the spectra. There is also a
clear hierarchy between centralities.
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FIG. 12. Power spectra 〈Sm 6=0` 〉z, dz = 2 cm for centrality
intervals 0-5%, 5-10%, 10-20%, 20-30%, and 30-40%.
9All the spectra in Fig. 12 have the large-scale char-
acteristics of a scenario with anisotropic flow, since for
` ≤ 6 they resemble the MC spectra in Fig. 3. Also, how
their values increase with more peripheral centralities is
akin to the behavior of azimuthal flow coefficients [23].
The angular power spectrum describes correlations
between (θ, φ) pairs, so any phenomenon, from short
to long-ranged, pertaining to two-particle correlations
should contribute to 〈Sm 6=0` 〉z. That includes jets, hadron
decays, quantum fluctuations, among others. Since these
are short ranged, their presence could be the main cause
of the damping tail of 〈Sm 6=0` 〉z.
C. From spectrum to azimuthal flow
In light of the current approach to calculate the an-
gular power spectrum of heavy-ions, it has been deemed
important to repeat the azimuthal flow extraction from
Ref. [13]. Not only has the resolution changed, but the
events at hand were selected with uniform acceptance
within |η| < 0.9. In other words, effects from maps
asymmetric around θ = pi/2 were eliminated. Further-
more, Dz(np) was considered for each vertex interval,
thus assigning the corrected pixel weights from detector
efficiency. We begin by finally presenting how azimuthal
flow calculation works for MC simulations in comparison
to the Q-cumulants method [24, 25] and then move on
to the data spectra, where vn will be also computed with
an η gap.
From the flow ansatz, the azimuthal distribution of the
emitted hadrons can be expanded in a Fourier series [26,
27]:
dN
dφ
∝ 1
2pi
[
1 + 2
∞∑
n=1
vn cosn(φ−Ψn)
]
, (8)
where vn are the azimuthal flow coefficients and Ψn are
the symmetry planes associated with them. Consider
now heavy ion events, from either simulations or real
data, drawn from a factorizable distribution of the type
f(nˆ) = g(θ)h(φ) as presented on the previous section.
Additionally, take h(φ) = dN/dφ as the flow ansatz in
Eq. 8. From the expansion of f(nˆ) in spherical harmon-
ics [13]:
a`0 = b`0 for m = 0,
a`m = b`m · v|m|e−imΨ|m| for m 6= 0, (9)
with
b`m = N`m
∫ θf
θi
g(θ)P`m(cos θ) sin θdθ, (10)
where (θi, θf ) correspond to η = 0.9 and η = −0.9, re-
spectively. Additionally, N`m is the square root coeffi-
cient of the spherical harmonics and P`m are the associ-
ated Legendre polynomials.
The azimuthal flow coefficients vn are extracted by
combining Eq.(9) with the expression in Eq.(4):
|vn|2 = 2n+ 1
2
· C
m6=0
n
|bnn|2 ·
|b00|2
C0
or (11)
|vn|2 = 1|bnn|2
[
2n+ 1
2
· Cm 6=0n −
2n− 3
2
· |bnn−2|
2
|bn−2n−2|2 · C
m 6=0
n−2
] |b00|2
C0
, (12)
where |b00|2/C0 is a normalization factor. The expres-
sions in Eqs.(11, 12) are valid for n = 1, 2 and n = 3, 4,
respectively. It should also be remarked that the vn coef-
ficients are calculated from the averaged corrected spec-
trum 〈Sm6=0` 〉.
We begin by confirming whether or not they are valid
for the simulated distribution drawn from fMC(nˆ), ex-
plicitly expressed by Eq.(5). The objective consists in
recovering the input vn values from the power spectrum
alone, here denoted as vn{C`}, and compare them to
the Q-cumulants’ result for 2-particle correlations, de-
noted as vn{2, QC} or vn{2}. The simulations have the
same multiplicity as each of the centralities from 0-5% to
30-40% with vn input values that increase as collisions
become more peripheral. Flow coefficients are also com-
puted from fD2(np), as said maps are closer in similarity
to the data ones.
It is clear to see in Fig. 13 that getting azimuthal co-
efficients from the power spectrum through Eqs (11, 12)
works perfectly for the MC simulations. The resulting vn
values are within error of the input ones and of the Q-
cumulants’ method. Even the coefficients from fD2(np)
(stars) for centralities 0-5%, 10-15% and 35-40% describe
the input values. Given that these MC distributions are
purely dominated by flow, the result is not surprising.
As the extraction of flow coefficients through 〈Sm 6=0` 〉
works well for the MC-simulated emitted particles, the
same steps were applied to the normalized maps of pub-
lic data. The vn coefficients were calculated using Eqs.(9,
10) for b`m from g(θ) as a constant, due to the normaliza-
tion of data maps by their average θ distribution. This
power spectrum estimation of azimuthal flow was com-
pared again to the Q-cumulants method for two-particle
correlations, now denoted vn{2}. In addition to the lat-
ter, a pseudorapidity gap of ∆η > 1 was imposed in order
to suppress non-flow effects, this approach is denoted as
vn{2,∆η > 1}.
A trend can be observed in Fig. 14: flow coefficient
values calculated using the power spectrum are typi-
cally higher than their Q-cumulants counterparts. This
same effect had already been observed in Ref. [13] using
Nside = 8 without accounting for the anisotropies from
vertex selection. It is not surprising that vn{C`} should
stand above vn{2,∆η > 1}, since the latter does not
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FIG. 13. Comparison between the power spectrum extrac-
tion vn{C`} and Q-cumulants vn{2, QC} to the input values
of vn, for n = 1, ..., 4.
consider short-ranged particle correlations in η. How-
ever, there is a difference between vn{C`} and vn{2} de-
spite the MC results suggesting that given a function
f(nˆ) = g(θ)h(φ) they should be the same. In conclusion,
the assumption that data follows a factorizable function
even within |η| < 0.9 should be regarded carefully.
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
v 1
(a)
v1{C }
v1{2}
0.02
0.04
0.06
0.08
0.10
0.12
v 2
(b)
v2{C }
v2{2}
v2{2, | | > 1}
0.01
0.02
0.03
0.04
0.05
v 3
(c)
v3{C }
v3{2}
v3{2, | | > 1}
0 5 10 15 20 25 30 35 40
centrality (%)
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
v 4
(d)
v4{C }
v4{2}
v4{2, | | > 1}
FIG. 14. Comparison between power spectrum and Q-
cumulants method for extraction of vn for data.
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Alternatively, consider the final event distribution as a
superposition of maps: one with the large scale structures
and another with the short-ranged ones. When comput-
ing the power spectrum, their final harmonic coefficients
|a`m|2 would receive contributions not only from the sin-
gle maps |aA`m|2 and |aB`m|2, but also from their cross-term
aA`m(a
B
`m)
∗+(aA`m)
∗aB`m. Here A and B represent the large
and small-scale structure maps.
Yet another way of understanding the difference be-
tween vn{C`} and vn{2} is to consider that the 3-D geom-
etry of non-flow anisotropies is seen differently through
spherical and azimuthal two-particle correlations. Lastly,
the result of vn{2,∆η > 1} for n = 1 indicates that the
values of v1 are short-ranged in η, i.e., not an anisotropy
related to a symmetry plane Ψ1. For instance, single jets
could contribute to the high dipole.
D. Transverse momentum
In the previous sections, we showed that the aver-
age angular power spectrum from total multiplicity maps
contains a non-trivial large-scale structure which is prob-
ably related to the extensively studied flow coefficients.
It also has a damping tail, associated to short-ranged
two-particle correlations. When comparing calculations
of vn through 〈Sm 6=0` 〉z and the well known Q-cumulants
method for the ALICE data, however, we found dis-
crepancies between all flow harmonics, suggesting that
f(nˆ) 6= g(θ)h(φ).
Correlations between produced particles in heavy ion
collisions are also studied as a function of transverse mo-
mentum, pT [23]. Additionally, the dependence of vn co-
efficients on pT also provides information on the hydrody-
namical behavior of the QGP, aside from being sensitive
to the medium’s viscosity [7]. In light of these, we study
now how multiplicity maps and their spectra change with
transverse momentum.
The objective in this section is to make a simple, yet
straightforward analysis of how the angular power spec-
trum changes with pT . Therefore, we begin by separat-
ing the resulting particles of each event in two transverse
momentum intervals: pT < 0.54 GeV, or lower pT , and
pT > 0.54 GeV, or upper pT . The choice of such intervals
results in each of their events having approximately the
same multiplicity.
After separating the particles of each event by their
pT values, we perform the usual step of making their
multiplicity maps by projecting their angular coordinates
(θi, φi) onto a sphere. Then a background spectrum
〈Nm 6=0` 〉 is estimated for both of them separately and
subtracted from their spectra ensemble averages. Fi-
nally, the weighted average of the vertex spectra is taken,
yielding 〈Sm 6=0` 〉Uz for pT > 0.54 GeV and 〈Sm 6=0` 〉Lz for
pT < 0.54 GeV.
The maps under full momentum phase space studied
so far can be seen as the superposition of a map whose
particles have pT > 0.54 GeV and another whose par-
ticles have pT < 0.54 GeV. The a`m of the full phase
space map has the following relation to the harmonic co-
efficients of the aforementioned maps:
|a`m|2 = |aU`m|2+|aL`m|2+(aU`m)∗ ·aL`m+aU`m ·(aL`m)∗, (13)
where aU`m and a
L
`m correspond, respectively, to the upper
and lower bounds of the pT intervals.
The terms in Eq. (13) can be summed in m for all ` and
divided by 2`+ 1, showing that the spectra from Fig. 12
are equal to the sum of 〈Sm 6=0` 〉Uz and 〈Sm 6=0` 〉Lz plus a
cross-term. Those three are depicted in Fig. 15 for the
10-20% centrality.
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FIG. 15. Estimated 〈Sm 6=0l 〉z for lower, upper pT and their
cross-term at 10-20% centrality.
Note from Fig. 15 how the spectra for pT > 0.54 GeV
and pT < 0.54 GeV retained different characteristics af-
ter correction. Firstly, upper-pT has a more typical flow-
dominated shape, with not only the peak in ` = 2 and
` = 6, but also ` = 10, an effect highly influenced by v2.
Additionally, it has also a higher value at ` = 3, 4 than
its counterpart. In turn, the power spectrum at lower-pT
dominates the picture for ` ≥ 5 and it possesses a seem-
ingly more slanted damping tail than the ones present in
Figs. 11, 12.
From Fig. 15, it can be seen that particles with higher
momentum encode most of the anisotropies arising from
fluctuations in initial conditions, given how 〈Sm6=0n 〉Uz for
` = 2, 3 stand way above their lower momentum coun-
terparts. This observation is in agreement with measure-
ments of vn(pT ), which show that flow coefficients have
higher values with increasing pT [23].
The cross-term (dashed line) in Fig. 15 has similar
shape compared to 〈Sm6=0n 〉Uz. Interestingly, the cross-
term does not need correction for multiplicity, since the
backgrounds of each pT spectrum are independent quan-
tities, i.e., not correlated to each other.
On the follow-up, the averaged spectra for upper- and
lower-pT intervals are calculated for all centralities. The
result is shown in Fig. 16 for pT > 0.54 GeV (a) and
12
pT < 0.54 GeV (b). Overall, the centrality hierarchy re-
mains, with spectrum values increasing as collisions be-
come more peripheral. Next, we tackle the characteristics
of each spectrum separately.
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FIG. 16. Angular power spectra of distributions with pT >
0.54 GeV (a) and pT < 0.54 GeV (b) as they change with
centrality.
The features of 〈Sm6=0` 〉Uz are quite sharp at ` ≤ 6, with
values flattening out at higher `. The clear exception is
` = 10, which suggests an increase in dominance of initial
conditions anisotropies. The aforementioned plateau at
higher ` indicates that the size of fluctuations does not
change significantly with scale from ` = 11.
In the case of 〈Sm 6=0` 〉Lz it is now clear to see that the
damping tails have become more slanted than in the full
pT phase space spectra. Meanwhile, the peak at ` = 6
has been smoothed out, though the one at ` = 2 has
remained for all but 0-5%. The relatively high ` = 2
suggests that these low momentum particles are globally
arranged like the initial overlapping region. Said parti-
cles are associated with small-scale phenomena, which is
hinted at by the surpassing ` = 1 mode over ` = 2 for
0-5%.
Since the tails of 〈Sm 6=0` 〉Uz seem to decay with a
power-law, a fit to the function Pow(`) = A · `γ was per-
formed to the modes with 3 ≤ ` ≤ 20 on the spectra of
all centralities. Due to A being just a scaling factor, only
the exponent γ was plotted as a function of centrality.
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FIG. 17. Power-law exponent γ as it changes with centrality.
It can be observed from Fig. 17 that γ increases with
centrality percentile. This means that the tails in Fig. 16
(b) decrease faster for more peripheral collisions. One
could consider the rarefaction of the medium: central
events would have more particle clusters at smaller scales
than peripheral ones, as their number of participants
would allow for less particles being produced.
Taking the geometry of momentum conservation to
mean particles emitted on opposite sides of a sphere, it
is possible to see that only Y`m with even ` have such
symmetry. As a consequence, an spectrum influenced
by momentum conservation would possess enhanced even
modes. This effect can be slightly seen in the 〈Sm 6=0` 〉Lz
of 20-30% and 30-40% centralities. The sparsity in the
medium of events belonging to these centralities allow
for particles to travel without interacting much after
hadronization.
The relatively high dipole moment (` = 1) persisted in
all spectra seen in this work. This large-scale geometry
is connected to Y11 and Y1−1, which suggests a net asym-
metry in φ. Also, from the results of vn{2,∆η > 1}, this
anisotropy is short-ranged in θ. A possible explanation
could be a jet emitted on one direction, while its partner
got swallowed by the medium.
E. Model comparison
The averaged power spectra over distinct vertex inter-
vals 〈Sm6=0` 〉z for both full-pT phase space and the inter-
vals pT < 0.54 GeV and pT > 0.54 GeV have been dis-
played for heavy-ion data at
√
sNN = 2.76 TeV measured
with the ALICE detector. The results contain features
associated with different sources of two-particle correla-
tions, where global geometries arising from initial con-
ditions dominate the low-` region and phenomena unre-
lated to flow should be prominent in the high-` region.
Given characteristics such as the peaks in ` = 2 and
` = 6, as well as the damping tail from ` = 3 in the spec-
tra for pT < 0.54 GeV, a comparison to well-established
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models of heavy-ion collisions is a necessary step in this
exploration of the angular power spectrum. Since spher-
ical projections of data require knowing the final particle
distribution both in the longitudinal and transverse di-
rections, it is adamant to employ a 3+1D model.
A multi-phase transport model AMPT [16] explicitly
handles non-equilibrium many-body dynamics. Overall,
it consists of four main stages: initial conditions, par-
ton dynamics, hadronization and hadronic interactions.
Strings and minijets dominate the initial state, which
is modeled with the heavy-ion jet interaction generator
(HIJING) [28–31]. In the string melting [32–34] version
of AMPT, excited strings are converted to partons ac-
cording to their valence quarks. Then, the space-time
evolution of the initial partons is treated with Zhang’s
parton cascade (ZPC) [35]. Subsequently, hadronization
is described by a quark coalescence model which com-
bines partons into hadrons. Finally, the latter’s interac-
tions are defined by a relativistic transport (ART) [36, 37]
model for hadrons.
The AMPT version employed in this study was
v2.26t7b with a string melting mechanism, released on
May of 2018. The model was run for Pb-Pb collisions
at center-of-mass energy per nucleon
√
sNN = 2.76 TeV.
The choice of parameters followed Ref. [38] and the re-
sulting simulated particles reproduce mid-pseudorapidity
and transverse momentum charged-particle distributions
of ALICE heavy-ion data. Explicitly, the values for the
screening mass and strong coupling constant are, respec-
tively, µ = 2.265 fm−1 and αs = 0.33, which correspond
to a parton cross-section of 3 mb. In addition, the Lund
string fragmentation parameters used are a = 0.3 and
b = 0.15 GeV−2.
In this study, the AMPT power spectra are compared
to ALICE data for a single centrality window, 10-20%.
The estimation of impact parameter values followed the
expression c ' pi|b|2/σin [39], where c stands for cen-
trality, b is the impact parameter and σin ≈ 784 fm2
the nucleus-nucleus total inelastic cross-section calcu-
lated from the Glauber model. For the 10-20% most
central events, the minimum and maximum impact pa-
rameter values were thus 5.0 fm and 7.1 fm, respectively.
Around 7000 AMPT events were generated with ran-
dom symmetry plane orientations for the 10-20% central-
ity. Single event maps fsim(np) for each of these events
were then created for particles with |η| < 0.9. Likewise
experimental data, an all-event map F allsim(np) was cre-
ated from the overlap of all ∼ 7000 fsim(np) maps. Since
AMPT particle distributions are ‘measured by a perfect
detector’, Dsim(np) = 1 and the all-event map is simply
the average θ-distribution, F allsim(np) = gsim(np), in ac-
cordance to Eq. 6. Following the steps of ALICE data
spectrum we calculate f¯sim(np) = fsim(np)/F
all
sim(np) in
analogy to Eq. 7.
The resulting maps f¯sim(np) have assigned pixel
weights according to the average θ-distribution of AMPT
events, which should agree with ALICE data given how
both pseudorapidity distributions are consistent within
|η| < 0.9. The angular power spectra of AMPT are
then calculated from f¯sim(np) and their average multi-
plicity background 〈Nm 6=0` 〉sim is estimated in the same
manner as done for the ALICE data itself. Specifically,
106 events following the AMPT θ-distribution, gsim(np),
and uniform in φ were generated. Their multiplicities
reflected those of the AMPT events themselves. Each
created event map was then divided by gsim(np) to as-
sign pixel weights which match those of the AMPT maps.
Their spectra were calculated and averaged over yielding
〈Nm 6=0` 〉sim.
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FIG. 18. Comparison between averaged power spectra
〈Sm 6=0` 〉 from ALICE data and AMPT model.
The resulting averaged angular power spectrum of
AMPT events 〈Sm 6=0` 〉sim is depicted in Fig. 18. Ad-
ditionally, it is compared to the ALICE data spectrum
〈Sm 6=0` 〉z for the 10-20% centrality. Note how the AMPT
spectrum reasonably matches data for ` = 2, 3. More
specifically, 〈Sm6=0` 〉sim is within 6.5% and 11.2% of the
data spectrum values for ` = 2 and ` = 3, respectively.
Given the aforementioned result, the next step con-
sisted in estimating vn for AMPT using both Q-
cumulants and C` - Eqs. (11, 12). Recall from Fig. 14
that, in the ALICE data case, vn{2} and vn{C`} diverge
from each other specially for ` > 2. As means of quan-
tifying the differences between both vn calculations, we
compute |1 − vn{2}/vn{C`}| for both the experimental
data and AMPT.
The relative difference between Q-cumulants and C` on
the ALICE data case more than doubles as n increases,
with vn{C`} always yielding a higher value than vn{2};
see Fig. 14. On the other hand, vn{C`} < vn{2} for
n = 3, 4 in the AMPT case. Additionally, the simu-
lation’s result |1 − v4{2}/v4{C`}| ≈ 0.072 ± 0.066 was
the highest among n = 2, 3, 4, with the others lying be-
low 0.02. In other words, both Q-cumulants with two-
particle correlations and the power spectrum estimations
of vn yield the same results in the AMPT case. A feature
not present in the experimental data.
All in all, the AMPT spectrum reproduces the shape
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of the ALICE data spectrum until ` = 6. Beyond this
multipole value, 〈Sm 6=0` 〉sim is, on average, a full order
of magnitude below data and has a shape more indica-
tive of an isotropic spectrum. An increase in number of
events could aid in defining the shape better, though it
is unlikely that it would match the data spectrum.
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FIG. 19. Angular power spectra of ALICE data and AMPT
model for pT > 0.54 GeV (a) and pT < 0.54 GeV.
Likewise the full-pT phase space case above, AMPT an-
gular power spectra are also calculated for the transverse
momentum intervals pT > 0.54 GeV and pT < 0.54 GeV.
The events pertain to the same batch presented before,
within the 10-20% centrality class. We follow the same
steps described before: create event maps, divide each
by the total ensemble sum, calculate their spectra and
take their average. In order to estimate the background,
create 106 events with gsim(np) as their θ-distribution
and uniform in φ. Divide each event by gsim(np), calcu-
late their spectra and average over them, finally yielding
〈Nm 6=0` 〉sim for each pT interval.
The corrected spectra for pT > 0.54 GeV and pT <
0.54 GeV are shown in Fig. 19 (a) and (b), respectively.
They are compared to the data spectra for 10-20% al-
ready presented in Fig. 16. The AMPT power spec-
tra for the upper and lower pT bounds shall be denoted
〈Sm6=0` 〉simU and 〈Sm 6=0` 〉simL , respectively.
In the case of pT > 0.54 GeV, a proximity of
〈Sm 6=0` 〉simU to the data spectrum for ` = 4, 5, 6 is ob-
served. Similarly to Fig. 18, AMPT describes the shape
of the spectrum until ` = 6. There is no peak at ` = 10,
a feature that becomes prominent when the transverse
momentum phase space is sliced. Instead, for ` > 6
〈Sm 6=0` 〉simU stands closer to the MC cases above than ex-
perimental data. There is no coherent pattern, which
suggests that at such scales, AMPT particle distributions
are nearly isotropic.
As for pT < 0.54 GeV, 〈Sm 6=0` 〉simL at ` = 2 remains
enhanced relative to the other multipoles, indicating the
presence of an overall geometry connected to the initial
overlapping region. On the other hand, higher ` pos-
sess the same behavior as previous spectra: no signifi-
cant pattern and large error bars. This enforces the idea
that AMPT within the current settings has no specific
small scale structure. Meanwhile, the data spectra have
a damping tail which becomes more slanted with periph-
eral collisions.
Lastly, the AMPT spectra also have an azimuthal
asymmetry short-ranged in η. This is further supported
by the non-zero v1{2}, the Q-cumulants estimation with-
out η-gap.
IV. DISCUSSION
This work explored two-particle correlations on a
sphere, while it aimed at furthering our knowledge on
anisotropies along the beam axis. The method presented
in Ref. [13] was firstly detailed and applied to Monte
Carlo simulated distributions in a pure flow scenario.
Possible issues arising from limited detector acceptance
and efficiency, as well as event multiplicity were prop-
erly tackled. Overall, the resulting spectra managed to
describe the distributions up until an angular scale cor-
responding to ` = 10.
Once the method of power spectrum estimation had
been established, it was applied to ALICE data. Consid-
erations on the vertex position of each event had to be
made, since for |zvtx| > 5.3 cm acceptance for |η| < 0.9 is
non-uniform and gives rise to artificial anisotropies; e.g.
the power law behavior of uncorrected odd modes [13].
Given a vertex interval, events were classified in the fol-
lowing centralities: 0-5%, 5-10%, 10-20%, 20-30%, and
30-40%. Their observed and background power spectra
were calculated and their averages subtracted from each
other, yielding 〈Sm 6=0` 〉. Lastly, the latter’s weighted av-
erage over all vertices was taken, resulting in Fig. 12.
The most striking characteristic of 〈Sm6=0` 〉z is the peak
at ` = 2, a clear signal of the initial almond shape im-
printed in the final distribution. Additionally, the simi-
larity to the MC spectra in a pure flow scenario indicates
that primordial fluctuations are dominant in the region
of large-scale structures, ` ≤ 6. The exception is ` = 1,
whose anisotropies are not related to a symmetry plane
Ψ1.
Since 〈Sm 6=0` 〉z encompasses azimuthal anisotropies, vn
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were calculated using it through Eqs. (11,12) and com-
pared to two-particle correlation calculations with and
without an η gap. Unsurprisingly, vn{2,∆η > 1} yielded
lower values than the other two, due to suppression of
non-flow effects. On the other hand, vn{C`} remained
higher than vn{2}, suggesting that the assumption of
data following a function f(nˆ) = g(θ)h(φ) might be in-
sufficient, i.e., it could be true only on a first order ap-
proximation. Also, vn and Ψn were taken to be approx-
imately constant in θ. Their variation with the polar
angle could be a possible explanation for the difference
between vn{C`} and vn{2}.
The hierarchy 〈Sm6=02 〉z > 〈Sm6=03 〉z > 〈Sm6=04 〉z is akin
to that of vn coefficients with n = 2, 3, 4. The increase of
〈Sm6=0` 〉z values with centrality percentile is also similar
to that of azimuthal flow coefficients. These are part
of the body of evidence pointing towards geometries of
initial conditions being imprinted on the angular power
spectrum.
It is with the exploration of the power spectra for
different transverse momentum intervals that distinct
geometries emerge. For instance, 〈Sm 6=0` 〉Uz possesses
higher values for ` ≤ 4 in comparison to 〈Sm 6=0` 〉Lz, while
the latter dominates for ` > 5. This can be explained
due to vn(pT ) being higher for pT > 0.54 GeV than for
pT < 0.54 GeV.
The spectrum 〈Sm 6=0` 〉Uz has a peak in ` = 10 in all cen-
tralities but 0-5%, its values until ` = 6 are also higher
than the full spectrum. Additionally, its shape resem-
bles more that of the presented MC spectra, strongly
suggesting the influence of initial geometries in its fea-
tures. Taking a look at the angular two-particle corre-
lation functions C(∆φ,∆η) [40], small-range correlations
(∆φ,∆η) ≈ 0 also influence pT > 0.54 GeV. The peak
associated with these increases in value with centrality
percentile. Also, it provides a reasonable explanation for
the flattening out of the spectrum at ` > 10, since the
Fourier transform of a Dirac delta is a constant.
For particles with pT < 0.54 GeV, vn(pT ) has rela-
tively low values [23], implying that for 〈Sm 6=0` 〉Lz the in-
fluence of primordial anisotropies dwindles significantly.
Therefore, one could say that 〈Sm6=0` 〉Lz is mainly a spec-
trum of non-flow. For instance, the enhanced even modes
for 6 ≤ ` ≤ 12 in the centralities 20-30% and 30-40%
suggest that Y`m with ` even have a considerable con-
tribution to the spectrum. These are characterized by
symmetries between points diametrically opposed, which
could imply momentum conservation.
The damping tail present on the CMB spectrum is
caused mainly by photon diffusion, as these traveled from
hot to cold areas of the universe, thus making it more uni-
form [41]. In other words, the scale of the fluctuations
in the tail are comparable to the mean-free-path of pho-
tons. If the same interpretation is brought to the power
spectra of heavy ions, then the observed suppression of
higher ` modes indicates the length of mean-free-path
lmpf . What is more, lmpf would depend on the trans-
verse momentum phase space, as the spectra for full-pT ,
lower-pT and upper-pT differ from each other.
The comparison to AMPT showed that, under the
current settings, the transport model managed to re-
produce the shape of the data spectrum at ` ≤ 6 for
both the full transverse momentum phase space and for
pT > 0.54 GeV. The enhancement of the dipole (` = 1)
and quadrupole (` = 2) moments is present on all three
AMPT spectra, with the first indicating an overall asym-
metry in φ, though unrelated to a symmetry plane Ψ1.
As for the second, it consists of an imprint of the almond-
shaped geometry generated by the overlapping nuclei.
Despite the similarities described above, AMPT fails
to emulate the data spectra for ` ≥ 7, in the cases of
〈Sm 6=0` 〉sim and 〈Sm 6=0` 〉simU . For pT < 0.54 GeV, the dis-
crepancy starts at ` = 3, as AMPT completely lacks a
damping tail. All in all, beyond these scales dominated
by initial stage fluctuations, or flow, the AMPT spec-
tra values have no distinct feature. One could say the
AMPT particle distributions look isotropic when probed
at smaller scales.
Overall, AMPT underestimates the size of fluctuations
on particle distributions. Specially when it comes to
short-ranged scales, where AMPT’s particles seem to be
nearly isotropic, i.e., they follow no specific pattern. In
other words, the AMPT model results in smoother par-
ticle distributions, while experimental data is lumpier.
Considering the possible relation between the heavy-
ion angular power spectrum and the system’s mean-free-
path, AMPT could have a larger lmpf than the experi-
mental data. Specifically, one could think that the prop-
agation of anisotropies to the final state is related to the
mean-free-path. If the probed scale is bigger than lmpf ,
than its patterns should be imprinted in the final dis-
tribution. However, if the opposite is true and lmpf is
actually larger than the scale in consideration, then the
latter’s characteristics will be smoothed out. Hence the
AMPT spectra being more suppressed relative to the AL-
ICE data.
Given the comparison to the AMPT model and pos-
sible relations to the mean-free-path of the system, it
would be interesting to submit results from hydrody-
namic 3+1D simulations to the power spectrum analysis
present in this study. One could also verify how differ-
ent stages of the QGP creation and evolution affect the
angular power spectrum.
One of the main limitations of the developed method
lies in the event multiplicities. With less particles, reso-
lution should decrease, thus making the calculation of
a`m less accurate. Analysis in the momentum range
pT > 2 GeV, or of different particle species and small
collision systems are highly limited. Precisely due to
the latter, the task of separating the different causes of
anisotropies could be challenging.
This work adds to previous ones [42–44] in power spec-
trum analysis of heavy-ion collisions and it differs primar-
ily from them due to its thorough exploration of modes
with m 6= 0. It also tackles the relation between angu-
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lar power spectrum and transverse momentum differently
than Ref. [43]. In the latter, the pixels on the map corre-
spond to pT values themselves, with the power spectrum
measuring correlations between ∆pT /pT (nˆ) pairs. In the
present work, the spectra at distinct pT intervals still
measures correlations between (θ, φ) pairs. Also, a de-
pression in ` = 6 was observed in the spectra of Ref. [43],
while 〈Sm6=0` 〉z displays the exact opposite, an influence of
the initial almond-like geometry. Additionally, no acous-
tic peaks were present in the final spectra.
In the current Big Bang paradigm, the quark-gluon
plasma is the state of matter permeating the universe
right after inflation. Curiously, the scale of QGP
anisotropies is considerably larger (` ≤ 20) than the
CMB ones (` > 100), even thought the size of the uni-
verse at recombination is much larger than the size of the
QGP droplet in LHC and RHIC. While the peaks of the
heavy-ion spectrum tell of initial anisotropies, the CMB
peaks are related to the curvature of the universe and
matter densities.
ACKNOWLEDGMENTS
I would like to thank Poul Henrik Damgaard for the
discussions and incentive on writing this paper. I am
also grateful to Christian Bourjau for bringing to the ta-
ble the possible issue of vertex selection. Finally, I thank
Ante Bilandzic, J. J. Gaardhøje, Pavel Naselsky, Hao Liu
and You Zhou for the interesting discussions. This work
was partly supported by the Danish National Research
Foundation (DNRF) and the Conselho Nacional de De-
senvolvimento Cient´ıfico e Tecnolo´gico (CNPq).
[1] K. Aamodt et al. (ALICE), Phys. Lett. B696, 30 (2011),
arXiv:1012.1004 [nucl-ex].
[2] S. Chatrchyan et al. (CMS), Phys. Rev. Lett. 107, 052302
(2011), arXiv:1105.4894 [nucl-ex].
[3] G. Aad et al. (ATLAS), Phys. Rev. Lett. 105, 252303
(2010), arXiv:1011.6182 [hep-ex].
[4] A. A. Penzias and R. W. Wilson, APJ 142, 419 (1965).
[5] Y. Akrami et al. (Planck), (2018), arXiv:1807.06205
[astro-ph.CO].
[6] S. A. Voloshin, A. M. Poskanzer, and R. Snellings,
Landolt-Bornstein 23, 293 (2010), arXiv:0809.2949 [nucl-
ex].
[7] U. Heinz and R. Snellings, Ann. Rev. Nucl. Part. Sci. 63,
123 (2013), arXiv:1301.2826 [nucl-th].
[8] H. Song, Y. Zhou, and K. Gajdosova, Nucl. Sci. Tech.
28, 99 (2017), arXiv:1703.00670 [nucl-th].
[9] V. Khachatryan et al. (CMS), Phys. Rev. C92, 034911
(2015), arXiv:1503.01692 [nucl-ex].
[10] M. Aaboud et al. (ATLAS), Phys. Rev. C95, 064914
(2017), arXiv:1606.08170 [hep-ex].
[11] W. Li, Proceedings, 26th International Conference
on Ultra-relativistic Nucleus-Nucleus Collisions (Quark
Matter 2017): Chicago, Illinois, USA, February 5-11,
2017, Nucl. Phys. A967, 59 (2017), arXiv:1704.03576
[nucl-ex].
[12] G. Denicol, A. Monnai, and B. Schenke, Phys. Rev. Lett.
116, 212301 (2016), arXiv:1512.01538 [nucl-th].
[13] M. Machado, P. H. Damgaard, J. J. Gaardhøje, and
C. Bourjau, Phys. Rev. C 99, 054910 (2019).
[14] ALICE Collaboration, “Pb-Pb data sample at 2.76TeV
from run number 139465. CERN Open Data Portal.” .
[15] C. Bourjau, “mALICE: An open source framework for
analyzing alice’s open data,” (2018–).
[16] Z.-W. Lin, C. M. Ko, B.-A. Li, B. Zhang, and S. Pal,
Phys. Rev. C 72, 064901 (2005).
[17] The ALICE Collaboration, “The ALICE experiment at
the CERN LHC,” (2008).
[18] B. B. Abelev et al. (ALICE), Int. J. Mod. Phys. A29,
1430044 (2014), arXiv:1402.4476 [nucl-ex].
[19] G. Dellacasa et al. (ALICE), (1999).
[20] G. Dellacasa et al. (ALICE), (2000).
[21] P. Cortese et al. (ALICE), (2004).
[22] K. M. Go´rski et al., The Astrophysical Journal 622, 759
(2005).
[23] J. Adam et al. (ALICE), Phys. Rev. Lett. 116, 132302
(2016), arXiv:1602.01119 [nucl-ex].
[24] A. Bilandzic, R. Snellings, and S. Voloshin, Phys. Rev.
C 83, 044913 (2011).
[25] A. Bilandzic, C. H. Christensen, K. Gulbrandsen,
A. Hansen, and Y. Zhou, Phys. Rev. C89, 064904 (2014),
arXiv:1312.3572 [nucl-ex].
[26] S. Voloshin and Y. Zhang, Z. Phys. C70, 665 (1996),
arXiv:hep-ph/9407282 [hep-ph].
[27] A. M. Poskanzer and S. A. Voloshin, Phys. Rev. C58,
1671 (1998), arXiv:nucl-ex/9805001 [nucl-ex].
[28] X.-N. Wang, Phys. Rev. D 43, 104 (1991).
[29] X.-N. Wang and M. Gyulassy, Phys. Rev. D 44, 3501
(1991).
[30] X.-N. Wang and M. Gyulassy, Phys. Rev. D 45, 844
(1992).
[31] M. Gyulassy and X.-N. Wang, Computer Physics Com-
munications 83, 307 (1994).
[32] Z.-w. Lin and C. M. Ko, Phys. Rev. C 65, 034904 (2002).
[33] Z.-w. Lin, C. M. Ko, and S. Pal, Phys. Rev. Lett. 89,
152301 (2002).
[34] Z.-W. Lin and C. M. Ko, Journal of Physics G: Nuclear
and Particle Physics 30, S263 (2003).
[35] B. Zhang, Computer Physics Communications 109, 193
(1998).
[36] B.-A. Li and C. M. Ko, Phys. Rev. C 52, 2037 (1995).
[37] B.-A. LI, A. T. SUSTICH, B. ZHANG, and C. M.
KO, International Journal of Modern Physics E 10, 267
(2001), https://doi.org/10.1142/S0218301301000575.
[38] Z.-W. Lin, Phys. Rev. C90, 014904 (2014),
arXiv:1403.6321 [nucl-th].
[39] W. Broniowski and W. Florkowski, Phys. Rev. C 65,
024905 (2002).
[40] G. Aad et al. (ATLAS), Phys. Rev. C86, 014907 (2012),
arXiv:1203.3087 [hep-ex].
[41] J. Silk, Astrophys. J. 151, 459 (1968).
[42] P. Naselsky et al., Phys. Rev. C86, 024916 (2012),
arXiv:1204.0387 [hep-ph].
17
[43] F. J. Llanes-Estrada and J. L. Muoz Martinez, Nucl.
Phys. A970, 107 (2018), arXiv:1612.05036 [hep-ph].
[44] G. Sarwar, S. K. Singh, and J.-e. Alam, Int. J. Mod.
Phys. A33, 1850121 (2018), arXiv:1711.03743 [nucl-th].
[45] L.-Y. Zhang, J.-H. Chen, Z.-W. Lin, Y.-G. Ma, and
S. Zhang, Phys. Rev. C 99, 054904 (2019).
