In the present paper we obtain a necessary and sufficient condition to prove the Riemann hypothesis in terms of certain properties of local extrema of the function Ξ(t) = ξ( 1 2 + it). First, we prove that positivity of all local maxima and negativity of all local minima of Ξ(t) form a necessary condition for the Riemann hypothesis to be true. After showing that any extremum point of Ξ(t) is a saddle point of the function ℜ{ξ(s)}, we prove that the above properties of local extrema of Ξ(t) are also a sufficient condition for the Riemann hypothesis to hold at t ≫ 1.
Properties of local extrema of Ξ(t) as a necessary condition for the Riemann hypothesis
We begin with recapitulating some definitions and relations presented in our earlier paper [3] . Riemann's ξ(s) function 1 is defined (see e.g., Edwards [1] p. 16) by
where ζ(s) is Riemann's zeta function defined by
which is then extended to the entire domain of the complex variable s = σ + it by analytic continuation (See Riemann [5] and Edwards [1] ). The function ξ(s) has the product-form representation (see [1] , p. 20. also Eqn. (24) of [3]):
The value of ξ(s) on the critical line s = 1 2 + it is a real function of t, denoted here as Ξ(t) (see e.g., Titchmarsh [6] ).
In the present paper we make use of the real functions a(t) and b(t) that we introduced in (32) and (33) of [3] .
and b(t) = ∂ℑ{ξ(s)} ∂σ
In the subsection below, we will derive essential properties of local extrema of Ξ(t) under the assumption that the Riemann hypothesis is true.
A necessary condition for the Riemann hypothesis to be true
Let us suppose that the Riemann hypothesis is true, i.e., all zeros of ξ(s) take the form ρ n = 1 2 + it n , with t n being real. Then, their complex conjugates ρ * n = 1 2 − it n must be also zeros. We label these countably infinite zeros so that ρ −n = ρ * n , with n > 0. Then, the product form (3) can be rewritten as
where we define g n (s) by
where λ = σ − 1 2 , as defined in [3], i.e., s = 1 2 + λ + it. We term g n (s) the "nth factor" of the product-form expression for ξ(s). Let us bring the j-th factor out of the product-form:
where
It is shown in Appendix A that ξ (j) (s) can be approximated by the following expression for t ≈ t j :
where α j and γ j are constants. Then, the real part of ξ(s) is found to be
where the approximation was obtained by noting that λ 2 + t 2 j − t 2 ≪ 2λt for t ≈ t j ≫ 1. Thus, it is a parabola of λ and touches the horizontal axis at its extremum point λ = 0 (see e.g., Figure 3(a) ). Similarly, the imaginary part of ξ(s) is found to be
Because both real and imaginary parts of the cross section ξ( 1 2 + λ + it j ) are zero at λ = 0, the point s = 1 2 + it j is confirmed to be a zero of ξ(s), as it should be. For a further discussion on the cross-sections, see Appendix A and the numerical example in the next subsection, .
By setting λ = 0 in (7), we find
Taking the logarithm and differentiating both sides, we have
Differentiating the above once more, we obtain
which can be rearranged, using a(t) and b(t) defined in (5) and (6), as
which leads us to the following theorem:
(Local extrema of the function Ξ(t) and the Riemann hypothesis) If the Riemann hypothesis is true, local maxima of the function Ξ(t) are all positive, and local minima are all negative.
Proof. A local extremum of Ξ(t) occurs at t = t * such that Ξ ′ (t * ) = 0. Then, from (16) we find that the following relation holds at all extremum points t * :
which implies that if Ξ(t * ) is a local maximum (i.e., if
Thus, we have proved the theorem.
It is important to note that the inequality in (18) does not depend on the location of the extremum points t * vis-à-vis the zeros t n 's. The above lemma asserts that positiveness of all local maxima and negativeness of all local minima of Ξ(t) form a necessary condition for the Riemann hypothesis to be true.
An illustrative example
In this subsection, we present some numerical example. Let us consider the range 101 ≤ t ≤ 106, in which there are three zeros: t 30 = 101.3178 . . . , t 31 = 103.7255 . . . and t 32 = 105.4466 . . .. Figure 1 (a) and (b) are surface plots of the real and imaginary parts of the function ξ(s) in the critical zone 0 < σ < 1 (or equivalently − 1 2 < λ < 1 2 ). Here, the critical line σ = 1 2 (i.e., λ = 0) and the three lines t = t 30 , t = t 31 and t = t 32 that pass through these zeros are shown in magenta. The magnitude of the function is in the order O(10 −31 ) near t = t 31 , but it rapidly decreases down to O(10 −32 ) and O(10 −33 ) at t = t 31 and t = t 32 , respectively.
In Figure 2 (a), we show a plot of the function Ξ(t), which clearly crosses zero at t 30 , t 31 and t 32 , and local maxima are positive and local minima are negative. In Figure 2 (b), we plot a(t) = − ). The parabola (in blue) is the real part, and the straight line (in red), the imaginary part. In the figure (b) we show the real part (in blue) and the imaginary part (in red) of ξ 30 (σ + it 30 ), which was calculated by dividing ξ(s) by the 30th factor f 30 (s) in the product-form representation (9). The figure (c) is the real part of the cross-section of the 30th factor, and the figure (d) is the imaginary part of this factor. In (d) we plot the real part again in blue, but because it is so small (i.e., on the order of O(10 −5 ) compared with the imaginary part, which is (O −2 ), the blue line is indistinguishable from the horizontal axis. 
Properties of local extrema of Ξ(t) as a sufficient condition for the Riemann hypothesis
In this section we shall investigate the inverse of Theorem 1.1. Let us start with the following lemma:
Lemma 2.1. (Local extrema of Ξ(t) and saddle points) Any extremum point of Ξ(t) is a saddle point of the function ℜ{ξ(s)}.
Proof. Since ξ(s) is a holomorphic function, ℜ{ξ(s)} is a harmonic function. It is known that every critical point of a harmonic function is a saddle point. To verify this, we apply the so-called discriminant function test (or the second partial derivative test), which is well known in multivariate calculus, that is, to examine whether the determinant of the Hessian matrix of ℜ{ξ(s)} evaluated at s = (σ, t) = (
The first term of the last expression was obtained by applying Laplace's equation to the function ℜ{ξ(σ, t)}, and the second term was obtained by using the Cauchy-Riemann equation, and this last term is zero because of (8) in [3] . Hence, we find
If Ξ ′ (t) crosses zero upward at t = t * , then Ξ ′′ (t * ) > 0, and ℜ{ξ(s)} is a convex function of t and a concave function of σ at the point ( 1 2 , t * ). Thus, this point is a saddle point of the function ξ(s). If Ξ ′ (t) crosses zero downward at t = t * , then Ξ ′′ (t * ) < 0, and ℜ{ξ(s)} is a concave function of t and a convex function of σ at ( 1 2 , t * ), which is again a saddle point of ξ(s). If Ξ ′′ (t * ) = 0, the point (t * ) is an inflection point in both t and σ directions. But since ℜ{ξ(s)} is symmetric around σ = 1 2 , we find that
for all σ. It then follows that Ξ ′′ (t * ) = 0, if and only if ℜ{ξ(σ, t * )} = Ξ(t * ) = 0 for all σ, which is impossible. Thus, we have shown that all local extremum points of Ξ(t) are saddle points of ℜ{ξ(σ, t)}.
When the Riemann hypothesis is false
Now let us suppose that the Riemann hypothesis is false, i.e., there should exist a pair of zeros ρ k and ρ k ′ of the form
and their complex conjugates
must be also zeros. We assume, without loss of generality, that t k > 0 and 0 < λ k < 1 2 . Then the product-form expression for the hypothetical ξ-function, denoted ξ H (s), can be written as
where f k (s) is also a hypothetical function, representing the product of the four multiplicative factors in the product-form (3) 3 :
and ξ (k) (s), as defined by (10), is obtained by removing the kth factor in the product-form (3):
As is derived in Appendix A, ξ (k) ( 1 2 + λ + it k ) can be be given by the following estimate in the vicinity of t ≈ t k :ξ
where α k and γ k are real constants. This approximation formula could be improved by including higher order terms λ 3 (in the imaginary part) and or λ 4 terms (in the real part). Thus, (23) can be estimated for t ≈ t k bŷ
from which we see that the real part is an even function of λ and is zero exactly at λ = ±λ k , and the imaginary part is an odd function of λ and is zero at λ = ±λ k and λ = 0 (see Appendix B). By setting λ = 0 in (23), we find
which can be approximated in the vicinity of t = t k bŷ
and its value at t = t k :
By taking the absolute value of both sides in (29), taking their logarithms and differentiating them w.r.t. to t, we find
Note that
for any real function f (t) at f (t) = 0. Thus, the evaluation of the above at
3 In arriving at the last line in (25), we used the approximation
which should not affect the validity of the rest of this paper. 4 One might argue that we should remove another factor, say the (k + 1)-st factor, since we are multiplying by f k (s), a polynomial of 4th order in s, in (10). But such consideration should not affect the essence of our conclusion of this section, other thanΞ H (t) would change its polarity, and its magnitude by a factor of approximately t j /2. which, together with (31), givesΞ
which should be equal to −b(t j ). Since the above is not exactly zero, the point t = t k is not a local extremum point ofΞ H (t). By differentiating (32) once more, we find
which leads tô
Based on what we have found up to this point, we make the following proposition:
Lemma 2.2. (A necessary condition for the Riemann hypothesis to be false) Suppose that we conjecture that a pair of zeros possibly exist on the line t = t k , together with their complex conjugates on the line t = −t k . A necessary condition for this conjecture to be true (i.e., for the Riemann hypothesis to fail) is to show that the value of
Proof. Suppose Ξ ′′ (t k ) > 0. Then, the function Ξ(t) is a convex function of t in the vicinity of t = t k . From
Laplace's equation
thus the cross-section of ℜ{ξ( 1 2 + λ + it k )} along t = t k is a concave function of λ, and is a parabola in the range |λ| < 1 2 , with its maximum occurring at λ = 0. Then, a necessary and sufficient condition for this function to become zero at λ = ±λ k , is that the cross-section at λ = 0, which is Ξ(t k ), is strictly positive. If Ξ(t k ) = 0, then it implies λ k = 0, the degenerated case where the two zeros ±λ k reduce to one on the critical line.
If Ξ ′′ (t k ) < 0, the above argument should be modified by replacing "convex" to "convex," "maximum" to "minimum," and "positive" to "negative." In either case, the ratio Ξ ′′ (t k )/Ξ(t k ) must be strictly positive for the Riemann hypothesis to be rejected.
Unfortunately, Ξ(t k ) is neither a local maximum, nor a local minimum, because Ξ ′ (t k ) = −b(t k ) = 0. Thus, the above lemma cannot be directly applicable to solving the Riemann hypothesis, since we have no way of knowing a possible value of t k , even if such t k should exist. As we show in Appendix B, however, there should always exist a local extremum point t = t * = t k − δ k , where δ k is strictly positive, as given by (37) below. Thus, we can make the following assertion: If local maxima of Ξ(t) are all nonnegative and its local minima are are all non-positive, then the Riemann hypothesis is asymptotically true, i.e., at t ≫ 1.
Proof. As is derived in Appendix B, for any t k where nontrivial zeros off the critical line might exist, there is a point t * = t k − δ k , which is a local extremum of the real function Ξ(t), where
Thus, it is clear that lim
c Hisashi Kobayashi, 2016.
The example continued
Let us continue the example of the preceding section. For the sake of a hypothetical example, let us consider the case k = 30 (i.e., t 30 = 101.3178 . . .), and λ k = 
Concluding Remarks
In this paper we have presented a new and promising direction towards a possible proof of the Riemann hypothesis, i.e., to show that all local maxima of Ξ(t) are positive and all local minima are negative. A further investigation along this line of argument will be reported in a forthcoming paper. 
it), the second term in RHS of (29); (c) Ξ H (t) of (29); (d) Ξ H (t) (in blue) of (29), and its approximationΞ H (t) (magenta) of (30) in the vicinity of t 30 = 101.3178 . . .. Appendix A: ξ (j) (s) of (10) The function ξ (j) (s) is defined by (10), i.e.,
Let us consider the following three different regimes:
1. t n ≫ t ≈ t j : There are infinitely many such t n 's, but each term of the product form (A.1) can be approximated by a real constant, which converges to 1 as t n → ∞:
For instance, for t ≈ t 10 = 49.7738 . . . (i.e., j = 10), the term contributed by n = 30 (where t 30 = 101.3178 . . .) can be approximated by a real constant: the real part of the above expression is ≈ 0.76, and the imaginary part is within ±5 × 10 −3 . For n = 100 (t 100 = 236.7818 . . .), the real part is ≈ 0.96 and the imaginary part is much smaller, i.e., within the range of ±0.9 × 10 −3 for |λ| < 2. t n ∼ t ≈ t j : Since the distance between two adjacent zeros is on the order of O(1), λ 2 is negligibly smaller than the rest of the terms. Thus,
By setting a n (t) = 2t t 2 n − t 2 , each term is proportional to (1 − ia n (t)λ), where a n (t) = O(t −1 ) ≪ 1.
Then, the following formula (1 + ia 1 λ)(1 + ia 2 λ) = 1 − a 1 a 2 λ 2 + i(a 1 + a 2 )λ,
(1 + ia 1 λ)(1 + ia 2 λ)(1 + ia 3 λ) = 1 − (a 1 a 2 + a 2 a 3 + a 3 a 1 )λ 2 + a 1 a 2 a 3 λ 4 + i[(a 1 + a 2 + a 3 )λ − a 1 a 2 a 3 λ 3 ],
(1 + ia 1 λ)(1 + ia 2 λ)(1 + ia 3 λ)(1 + ia 4 λ) = 1 − ( Since a n ≪ 1 it is clear that the real and imaginary parts of the product can be approximated by a quadratic function and a linear function of λ, respectively.
