The California Current System (CCS) is an eastern boundary upwelling system characterized by strong eddies that are often generated at the coast. These eddies contribute to intense, long-distance cross-shelf transport of upwelled water with enhanced biological activity. However, the mechanisms of formation of such coastal eddies, and more importantly their capacity to trap and transport tracers, are poorly understood. Their unpredictability and strong dynamics leave us with an incomplete picture of the physical and biological processes at work, their effects on coastal export, lateral water exchange among eddies and their surrounding waters, and how long and how far these eddies remain coherent structures. Focusing our analysis on the southern part of the CCS, we find a predominance of cyclonic eddies, with a 25-km radius and a SSH amplitude of 6 cm. They are formed near shore and travel slightly northwest offshore for~190 days at~2 km day −1 . We then study one particular, representative cyclonic eddy using a combined Lagrangian and Eulerian numerical approach to characterize its kinematics. Formed near shore, this eddy trapped a core made up of~67% California Current waters and~33% California Undercurrent waters. This core was surrounded by other waters while the eddy detached from the coast, leaving the oldest waters at the eddy's core and the younger waters toward the edge. The eddy traveled several months as a coherent structure, with only limited lateral exchange within the eddy.
Introduction
The California Current System (CCS) is one of the most extensively studied eastern boundary upwelling systems (EBUS) (Bograd and Lynn 2003) . Driven by the upwelling of cold, salty, nutrient-rich water at the coast, the CCS is among the most productive coastal ecosystems, supporting many economically important fisheries (FAO 2009 ). This upwelled coastal water creates strong cross-shore gradients influenced by both cross-shore Ekman transport and intense mesoscale activity (Capet et al. 2008c; Chaigneau et al. 2009; Sangrà et al. 2009; Combes et al. 2013) .
This mesoscale activity is the focus of the present study. It is generated through various processes within a~700-kmwide band along the coast (Kahru et al. 2012; Chaigneau et al. 2009 ). However, a significant fraction of that mesoscale activity is generated near shore (Marchesiello et al. 2003; Chaigneau et al. 2009 ) in response to wind forcing (ParesSierra et al. 1993; Batteen 1997 ) and instabilities of boundary currents (Batteen et al. 2003; Marchesiello et al. 2003; Colas et al. 2013) including interactions between topography and currents (Hickey 1998; Hickey et al. 2003; Caldeira et al. 2005; Dong et al. 2009 ). Eddies are known to enhance biological activity, driving high chlorophyll-a concentrations, high zooplankton biomass, and intense sardine spawning (Hayward and Venrick 1998; Checkley et al. 2000; Logerwell et al. 2001; Almazán-Becerril et al. 2012; Chenillat et al. 2015 Chenillat et al. , 2016 . This locally enhanced productivity is often transported far from its coastal origin.
Despite the large number of studies and observations in the CCS and other EBUS, the ecological roles of coastal eddies in upwelling systems are poorly documented. Recent studies have shown that eddies in the CCS are responsible for the offshore transport of coastal, nutrient-rich water and the redistribution of biogeochemical components through advection and diffusion (Gruber et al. 2011; Stramma et al. 2013 ) reach similar conclusions in the Humboldt Current System; Chenillat et al. 2016) . However, the mechanisms of formation of such coastal eddies, and, perhaps, more importantly their capacity to trap and transport tracers, are poorly understood, mainly due to the difficulties of studying these features at sea. The ubiquity of mesoscale features leaves us with a very incomplete picture of the physical and biological processes controlling planktonic ecosystems in these systems.
Numerous techniques have been developed to characterize eddy properties including Eulerian approaches (e.g., Chelton et al. 2011) and Lagrangian methods (e.g., d 'Ovidio et al. 2004 ). Such techniques have been used in various oceanic systems (e.g., Northeast Atlantic (Lehahn et al. 2007 ), PeruChile upwelling system (Chaigneau et al. 2008 (Chaigneau et al. , 2011 , western Gulf of Lion (Nencioli et al. 2011) ), but only a few studies focused on eddies of the CCS (e.g., Chaigneau et al. 2009; Kurian et al. 2011) . These latter studies averaged eddy characteristics over the entire CCS. However, the CCS has strong latitudinal variability, e.g., due to the alongshore wind gradient that drives a variable coastal upwelling from north to south (Checkley and Barth 2009 ). This latitudinal variability can directly impact the ecological role of eddies depending on where the eddies were formed. Finally, in all EBUS, the role of eddies in transporting material across the shelf is still poorly understood (Beron-Vera et al. 2008) . To better understand the effect of eddies on biological dynamics and transport, we seek to understand whether eddies are leaky and how long and how far they typically maintain their coherent signature in terms of water masses.
We focus our study on the Southern CCS (SCCS), south of Point Conception (34.5°N). The SCCS is characterized by high mesoscale activity mainly caused by interactions between topography and currents (Hickey 1998; Hickey et al. 2003; Caldeira et al. 2005; Dong et al. 2009 ). The SCCS is also of major ecological importance (McClatchie 2014) . Applying an eddy detection and tracking algorithm to an ocean circulation model (OCM) run for 10 years, we perform comprehensive analyses to elucidate the properties of eddies in the region and quantify their spatial and temporal dynamics. To untangle the mechanisms enabling eddies to efficiently transport coastal waters, we then study a particular eddy that was found to be representative of cyclonic eddies in the SCCS. Combining the OCM results with a Lagrangian particle-tracking tool enabled us to quantify the evolution of the eddy's hydrographic properties and gain new insights into the formation, development, movement, leakiness, and dissipation of this particular cyclonic eddy that formed at the coast. Section 2 describes the models and numerical experiments; Sect. 3 explores eddy activity in the SCCS and determines the properties of the most common eddies in the region. Section 4 presents the study of one particular eddy's dynamics and kinematics and gives some biological insights. Conclusions are given in Sect. 5.
Methods

Ocean circulation model
We investigate mesoscale dynamics in the SCCS using the Regional Ocean Modeling System (ROMS), a three-dimensional, free-surface, hydrostatic, eddy-resolving primitive equation ocean model (Shchepetkin and McWilliams 2005) . The model is configured with 5-km horizontal resolution (as in Capet et al. (2008b) ) and 32 vertical σ-coordinate levels, with higher resolution near the surface to resolve upper ocean physics. The grid is rotated to follow the general orientation of the west coast of the USA. The domain covers the entire CCS, from the coast to 1500 km offshore and from southern Canada (50°N) to southern Baja California, Mexico (24°N). The bathymetry is derived from etopo2 (http://www.ngdc.noaa. gov/mgg/global/etopo2.html) following the procedure of Penven et al. (2008) . The physical boundary conditions, initial conditions, and surface forcings used in this study are derived from monthly climatologies. They are the same as in Capet et al. (2008b) who used the Comprehensive OceanAtmosphere Dataset (COADS) for surface fluxes, except for temperature data that were obtained from Advanced Very High Resolution Radiometer (AVHRR). QuikSCAT satellite scatterometer data for the period 2000-2008 were used as a monthly climatology for the wind forcing. Boundary conditions come from the Simple Ocean Data Assimilation (SODA) model (Carton and Giese 2008) .
We ran a 40-year spin-up of the physical model. The final state of the physical spin-up was then used as the initial condition of a final 10-year run. Five-day averages of physical variables were archived and used to explore the main eddy statistics in the SCCS. In addition, we increased the output frequency to a daily average from the first 2 years of the final run (Y1 and Y2 hereafter) to perform Lagrangian analyses and passive tracer experiments.
This high-resolution configuration of ROMS has previously been used to successfully explore mesoscale and submesoscale properties of the CCS (Capet et al. 2008c (Capet et al. , 2008d Kurian et al. 2011; Colas et al. 2013) . Our solution shows realistic, coherent surface mesoscale activity (as in Kurian et al. (2011) ), including permanent eddies generated from the California Current (Strub and James 2000; Centurioni et al. 2008 ) and coastal eddies formed through baroclinic instabilities in the SCCS ).
General eddy dynamic approach
We begin by quantifying the overall statistics of eddies in the SCCS using eddy detection, eddy tracking, and composite analysis of eddy properties.
Eddy detection
To quantify mesoscale eddy properties from the 10-year run, we use the standard Okubo-Weiss method (Okubo 1970; Weiss 1991; Isern-Fontanet et al. 2003; Morrow et al. 2004; Chelton et al. 2007; Kurian et al. 2011; Frenger et al. 2013) , which is based on the computation of Okubo-Weiss parameter (W):
where S n and S s are the normal and shear components of the strain and ζ the relative vorticity of the flow. These quantities are defined by
respectively, where u and v are the eastward and the northward velocities. Potential location of eddies is given by a vorticitydominant W field, where the rotation of the flow dominates over its deformation. This corresponds to negative values of W; we chose a threshold value of − 5 × 10 −11 s −2 to identify eddy cores (Chelton et al. 2007 ), i.e., the part of the eddy that is in solid body rotation. To remove non-eddy structures from the analysis, we used a shape test (Kurian et al. 2011 ) that consisted of fitting a circle over each detected entity, accepting features with a shape error less than 40% (see details in Kurian et al. (2011) ) and with a minimum radius of 15 km. The radius R, position, and polarity (cyclonic or anticyclonic) of eddies passing these criteria were archived.
Eddy tracking
An automated procedure was used to track eddies: eddy center positions and radii at consecutive time steps were compared. To avoid the algorithm switching between different eddies, eddies must not travel more than one eddy diameter between the consecutive time steps of the identification process. Only long-lived (> 90 days) eddies were analyzed, to provide a clear synthetic view of the lateral transport by eddies.
Composite analysis
To quantify the vertical structure of physical properties in the eddies, we performed a comprehensive composite analysis on all detected eddies. To include the eddy core and the area surrounding the eddy, we extracted the eddy properties over a cross-shore transect centered on the eddy from -3R to + 3R (with R the radius of the eddy core). The horizontal (radial) coordinates were then normalized by the radius R of each eddy, and physical variables were averaged over all the eddies in this normalized coordinate system (eddy center at 0 and edge of the eddy core at ± 1). These normalized distributions included temperature, salinity, and vorticity. We computed the eddy anomaly, at any given time and depth level, for any given field by removing the horizontal average of the fields from − 3R to + 3R as in Kurian et al. (2011) . This method tends to be more robust than the Bdifferential anomaly^ (Simpson et al. 1984) which consists in removing the value in the surrounding waters. Indeed, with our method, we remove the cross-shore trends that are common in coastal upwelling system (see the introduction).
Study of eddy C01-2
The second part of this study aims to investigate the eddy kinematics and dynamics of one particular eddy-representative of the SCCS-using a Lagrangian approach and a passive tracer as follows. This cyclonic eddy was spawned in January of Y2 in the model, and was thus named eddy C01-2.
Lagrangian modeling
To quantify the eddy kinematics, we performed Lagrangian analyses using the offline mass-preserving algorithm Ariane (Blanke and Raynaud 1997; Blanke et al. 1999) . Using Eulerian velocity fields-here the daily archive of the first 2 years of the simulation-Ariane computes Lagrangian trajectories of numerical floats (particles), tracking the water properties (salinity, temperature, density, and depth) along the trajectories. The Lagrangian experiments were conducted within the SCCS (29-35°N) , from the coast to 800 km offshore. This study area was chosen far enough from the model boundaries not to be contaminated by the open boundary condition procedure (Marchesiello et al. 2001 ) that relies on a prescribed external forcing.
An upstream phase consisted in releasing 210 particles each month along the model coastline (i.e., in the first ocean model grid cell west of the coast) from 29.2°N to 33.1°N, from the surface to a maximum of 200-m depth, depending on topography. These 210 particles were released on the first day of each month from September Y1 to February Y2 and integrated forward in time until 30 March Y2. The region and the period of the release corresponded to the formation of cyclonic eddy C01-2 (see Sect. 4.1). A total of 1260 particles were thus released in the experiments. Among them, 843 became trapped in eddy C01-2 and were analyzed in this study, using additional Lagrangian integrations: (i) we followed them backward in time for 210 days to 1 September Y1 when C01-2 began to form and (ii) we tracked them forward in time for 120 days until 30 July Y2 when the eddy signature dissipated (see Sect. 4.1).
Passive tracer experiment
To track the water trapped in eddy C01-2 and quantify its degree of leakiness, we performed a passive tracer experiment. We released six independent tracers, each following the same advection-diffusion equation as for temperature and salinity. Each tracer concentration was set to 1 on 31 December Y1 within eddy C01-2. Tracers 1, 2 and 3 were released within the entire eddy from the surface to 60 m, to 120 m, and to 180 m, respectively. Tracers 4, 5, and 6 were released within the core of the eddy and from the surface to 60 m, to 120 m, and to 180 m, respectively. For this experiment, the core was defined by the W parameter, whereas the edge was defined by the closed contours of SSH, with a threshold of − 4 cm. Note that the SSH used here takes into account the mean dynamic topography (MDT, i.e., the longterm time mean sea level with respect to the geopotential surface). In the SCCS, the MDT is approx. − 4 cm and presents low spatial variability (Centurioni et al. 2008 ); thus, a SSH threshold of − 4 cm to delimit eddies would correspond to a sea-level anomaly threshold of 0 cm, as expected.
Eddy properties
Following on the work of Kurian et al. (2011) who gave a detailed description of eddy properties in the entire CCS, we define the properties of the mesoscale eddies in the SCCS. This analysis will help to determine the spatial and temporal characteristics of eddies in the region in terms of their structure, hydrographic properties, and generation.
Applying the W parameter method (Sect. 2.2) to the 10-year-long model run with a 5-day archiving frequency, we detected a total of 7004 eddies, with a predominance of cyclonic eddies (65%) compared to anticyclonic eddies (35%) as previously observed in the region (Owen 1980; Stegmann and Schwing 2007; Kurian et al. 2011; Combes et al. 2013) . Approximately 50% of eddies were found within a 200-km coastal band, with a maximum frequency of occurrence at 50 km from the coast and decreasing offshore (Fig. 1a) , similar to the entire CCS region (Kurian et al. 2011) . This is consistent with the formation of eddies near shore; as they propagate westward (Kelly et al. 1998; Strub and James 2000) , they naturally decay due to friction and/or eddy-eddy interactions (Samelson et al. 2014) , or deepen, losing their surface signature (Barth et al. 2002; Bograd and Mantyla 2005; Pegliasco et al. 2015) .
We compare both the spatial and temporal frequencies of occurrence of cyclonic and anticyclonic eddies by computing Fig. 1 Eddy detection and tracking in the Southern CCS. a Eddy occurrence. b Eddy polarity ((Na − Nc) / (Na + Nc), with Na and Nc the total number of individual cyclonic (4567) and anticyclonic (2437) eddies). c Seasonal percentages of cyclones (blue) and anticyclonic (red) eddies found in the 50-km coastal band. d Tracks of long-lived (> 90 days) cyclonic (n = 42) and anticyclonic (n = 11) eddies the number of anticyclones (N a ) and cyclones (N c ), normalized by the number of total eddies, i.e., (N a − N c )/(N a + N c ) (Chaigneau et al. 2009; Kurian et al. 2011) (Fig. 1b) . The numbers of eddies (N a and N c ) are counted in 1°× 1°win-dows. Up to several hundred kilometers offshore, cyclones were dominant compared to anticyclones (Fig. 1b) , consistent with previous observations from satellites (Stegmann and Schwing 2007) and models (Kurian et al. 2011) . The eddy core radius was~25 ± 8 km (mean ± standard deviation) for cyclones and~20 ± 6 km for anticyclones.
We found a clear seasonal cycle of eddy occurrence within the 50-km coastal band, with a peak for both eddy polarities in the fall (Fig. 1c) . This is consistent with higher mesoscale activity found during the fall from analyses of altimetry data in the SCCS (Strub and James 2000) . However, the same analysis of eddies up to several thousand kilometers offshore does not show significant seasonality. This lack of offshore seasonality is due to the strong decay of coastal eddies offshore.
Using the eddy tracking method, more cyclonic eddies (42) than anticyclonic eddies (11) were followed in the Southern CCS (Fig. 1d ). This imbalance is consistent with the total number of individual eddies and previous studies (Stegmann and Schwing 2007; Kurian et al. 2011) , and can be explained by two mechanisms: (i) according to Kurian et al. (2011) , most anticyclonic eddies in this region are subsurface eddies, i.e., their maximum signature is around 400-m depth giving an uneven surface signature; (ii) while traveling offshore, eddies can deepen (Barth et al. 2002; Bograd and Mantyla 2005; Pegliasco et al. 2015) , losing their surface signature. These two reasons also explain why we found differences in eddy lifetimes: cyclonic eddies last~190 days on average, vs.1 20 days for anticyclonic eddies. Cyclones and anticyclones travel westward with a poleward and equatorward component, respectively. This asymmetric deflection has been observed from satellite data (Morrow et al. 2004; Chelton et al. 2007 Chelton et al. , 2011b and models (Kurian et al. 2011) , and has been related to the beta drift effect (McWilliams and Flierl 1979; Cushman-Roisin 1994) .
The average vertical temperature, salinity, and vorticity structure of both cyclonic and anticyclonic eddies were obtained using composite analysis of all eddies of the CCS (Fig. 2) . These composites are created from cross-shore sections through the eddy core, normal to the mean orientation of the coast. Because the eddy fields are close to being radially symmetric, these composites are representative of the entire eddy. Cyclonic eddies show a clear doming of isotherms and isohalines above 200 m (Fig. 2a, b , left column), with a decrease of the amplitude of the doming with depth. Isotherms and isohalines in anticyclonic eddies present a lesspronounced deepening than the doming in cyclonic eddies (Fig. 2a, b, right column) . The eddy anomaly in cyclonic eddies for temperature and salinity (− 0.60°C and + Fig. 2 Composite analysis of cyclonic (left column) and anticyclonic (right column) eddies showing a temperature, b salinity, and c vorticity (ζ/f). For temperature and salinity, the colors represent the mean and the contours the anomaly relative to the waters outside the eddy. For the vorticity, both colors and contours represent the anomaly 0.06 psu, respectively) appears at~100-m depth. In anticyclones, the temperature and salinity anomalies (+ 0.35°C and + 0.01 psu, respectively) appear at~50-m depth. For both eddy polarities, these anomalies are visible down to 400-m depth. The greatest anomalies in vorticity appear at the surface: + 0.15 s −1 for cyclonic eddies and − 0.10 s −1 for anticyclonic eddies (Fig. 2c) . Similar composite anomaly analyses have been performed over the entire CCS (Kurian et al. 2011) and show similar results for temperature and vorticity; results for salinity differ probably due to the possible inclusion of subsurface anticyclones in our diagnostics. The eddy identification used in our study, however, does not identify subsurface, intrathermocline eddies that do not have a clear surface signature. Generated by instabilities of the California Undercurrent (CUC), intrathermocline eddies are usually anticyclonic with a clear subsurface salinity maximum originating from the CUC (Kurian et al. 2011) . Note that while using the identification method described above, the average eddy diameter (2R) is 50 km, whereas using the extent of the tracer anomalies in Fig. 2 (~2 × 1.8R), the average eddy diameter is 80 km. On average, T-S plots from each eddy polarity correspond well with data from the California Cooperative Oceanic Fisheries Investigations (CalCOFI) program (Kim et al. 2005) , and the C shape of the T-S curves demonstrates that there were at least three water masses in each eddy type (Fig. 3) . Between 2 and 20°C and 33 and 34.5 psu, we can identify three different source waters, characteristic of this region: the shallow warm, salty Eastern North Pacific Transition Water (ENPTW); the deep, cold and salty California Intermediate Water (CIW), likely associated with coastal upwelling; and the shallow cold and fresh Pacific Subarctic Upper Water (PSUW), associated with the equatorward California Current (CC) (Emery and Meincke 1986; Emery 2001) . Along the coast, flow instabilities produce filaments and eddies that trap and mix these water masses together. There are some differences in the T-S curves of cyclones and anticyclones, particularly in the upper 200 m. This is the result of different source waters or mixing processes in each type of eddy (see Sect. 4).
This general composite approach does not give access to estimates of how much of each water mass is trapped within eddies. In the following section, we quantify this using Lagrangian drifters.
Analysis of eddy C01-2
The aim of this section is to understand the details of the formation and life history of a typical eddy in the Southern CCS. A canonical eddy in the Southern CCS is cyclonic, is generated at the coast in the fall, has a core radius of~25 km, and propagates offshore over~190 days, at an average speed of 2 km day −1
. Here, we follow one particular eddy that meets all these criteria, from its early formation at the coast until its decay several thousand kilometers offshore. We characterize the eddy's hydrography, its source water masses, its circulation, and its vertical and horizontal kinematics, and discuss its potential impact on biology.
Characterization of eddy C01-2
From the 2-year-long daily-averaged run, we identified a typical cyclonic coastal eddy, named C01-2. We compare the characteristics of C01-2 to the canonical cyclonic eddy when the former had completely separated from the coast, i.e., in March Y2 (see below). The T-S plots of C01-2 and of the canonical cyclonic coastal eddy are very similar (Fig. 3) . Vertical sections across the eddy C01-2 reveal an upward doming of isotherms, isohalines, and consequently isopycnals visible down to 200-m depth, reflecting the eddy's cold, salty core (Fig. 4) . These vertical profiles are very similar to the canonical cyclonic eddy temperature and salinity patterns (Fig. 2) , despite a 2°C colder sea surface temperature in C01-2 than the canonical eddy. As in the composite analysis, in the southwest portion of C01-2 and above the σ = 26.5 isopycnal, a subsurface salinity minimum is visible, likely due to a deepening of the equatorward CC as it is deflected by the CUC at this latitude (see Sect. 4.3). As expected from the isopycnal doming, the mixed layer depth (MLD, based on the maximum temperature gradient in the upper 200 m) is shallower inside C01-2 than outside (Fig. 4b) . Though the eddy signature is detectable at the surface with SSH, vorticity, and the Okubo-Weiss field (W) (Fig. 4a) , it is less clear in the sea surface temperature (Fig. 4b) . This is consistent with the Fig. 3 Temperature-salinity (T-S) diagram computed for the averaged cyclonic (blue) and anticyclonic (red) eddies (within the core, from the surface to 1000-m depth) from the composite analysis and for the Lagrangian particles trapped in C01-2 (black) composite analyses, which shows only a weak horizontal gradient in temperature near the surface.
The outer boundary of C01-2 can be described using SSH anomalies and relative vorticity (Doglioli et al. 2007 ), while W is useful to detect the eddy core (see Sect. 2.2.1). The SSH threshold of − 4 cm was spatially correlated with changes in the signs of vorticity and W (Fig. 4a) . Using SSH and vorticity to define the edge of the eddy (Chaigneau et al. 2009 ) gives a radius of~70 km in March Y2. On the other hand, the threshold criterion of W gives a radius of~30 km for the eddy core. This was close to the average core radius found for cyclonic eddies in the Southern CCS (see Sect. 3). The curl and the deformation rate (the strain) were positive in the core (10 , respectively). C01-2 was formed from a meander in the SCCS at the coast around 32°30′ N, between San Diego (California) and Ensenada (Mexico) in early fall of the first year (Y1) of the simulation (Fig. 5a ). The meander grew progressively, moving away from the coast (Fig. 5b) , forming eddy C01-2 around November Y1, i.e., in fall, the period favorable for the formation of coastal eddies (Sect. 3). C01-2 was linked to the coast until January Y2 (Fig. 5c ). By March, Y2 C01-2 had completely separated from the coast and its SSH anomaly signature shows it to be an established structure (Fig. 5d) . From May to July, Y2 C01-2 lost its shape and stretched (Fig. 5e ) through interactions with adjacent mesoscale features, with which it finally merged (Fig. 5f ). These interactions were increasingly detrimental to the coherence of C01-2 because (i) the curl and the strain of C01-2 weakened with time and (ii) the adjacent eddy field had a higher curl and strain than C01-2 at later times (not shown). The period from meander formation to eddy dissipation was 8-9 months. However, C01-2 was isolated and coherent for about 6-7 months (180-210 days), the average lifetime of cyclonic eddies in the SCCS (Sect. 3).
From January to March Y2, C01-2 moved southwest,2 00 km from shore, angling to northwest around March Y2 once it was well formed, until it disappeared around July Y2, after traveling~1000 km. This changing trajectory is consistent with our eddy tracking (Fig. 1d) and that of Kurian et al. (2011) (see their Fig. 10 ). The reasons for C01-2's southward propagation are unclear, but may be a result of its formation dynamics (Sect. 3). The poleward propagation is driven by the beta drift effect (Sect. 3). The average translation velocity of C01-2 was~2.2 km day −1 , similar to other eddies in the Southern CCS (Sect. 3). During the eddy's lifetime, the core radius initially increased through March Y2 when it reached~45 km, and then decreased. The initial increase was associated with an inverse energy cascade as the eddy matured (Kurian et al. 2011 ) while the eddy grew, but the curl decreased to 0 m s −2 and the strain became negative as the eddy decayed. During most of its lifetime, the , thin dashed line). b Temperature (°C) and mixed layer depth (MLD) based on the temperature gradient (in dark gray). c Salinity and depth of the σ = 26.5 isopycnal (in light gray). Vertical light gray dotted lines correspond to the extent of the entire eddy eddy was highly non-linear, i.e., the rotation speed was on average two to four times higher than the translation speed (see Sect. 4.2).
C01-2 kinematic processes and nested ring structure
We explored the kinematics of eddy C01-2 using Lagrangian particle tracking. The upstream analyses showed that almost all the particles initialized near the model coastline and entrained into C01-2 moved north or south along the coast before being advected from the coast offshore to the eddy through a 135-km-long coastal section (Fig. 5a ). This coastal section was used to select 843 particles (out of 1260 particles released) with trajectories from the coast to the eddy (Fig. 5a-d) . We performed two Lagrangian experiments with the particles found in C01-2 on 30 March Y2: (i) we followed them backward in time for 210 days to 1 September Y1 when C01-2 began to form and (ii) we tracked them forward in time for 120 days until 30 July Y2 when the eddy signature dissipated. Together, these backward and forward tracks reveal the pathways taken by particles that became trapped in the eddy, and thus, the kinematics of the eddy as it formed moved away from the coast and dissipated (Fig. 5) . In our analyses, we trace the sources of the particles, and their spatial arrangement and movement within C01-2.
To trace the spatial organization of water parcels within C01-2, the particles found in the eddy on 30 March Y2 (Fig. 5d) were divided into five pools based on SSH thresholds (Table 1) , from the eddy core (SSH < − 11 cm, or − 8 cm for corrected sea-level anomaly) to its edge (SSH > − 4 cm, or 0 cm for corrected sea-level anomaly) (Fig. 5d) . We chose SSH as a criterion to partition the eddy as it was spatially smoother than the vorticity or W, making the initial delimitation clearer. The particle depths roughly followed the isopycnals, which deepened from the core to the edge of the Table 1 ) and tracked backward (a-c) and forward (e, f) in time using the Ariane Lagrangian module. Each dot corresponds to one particle. The color of each particle pool is used consistently for Figs. 6, 7, and 8. The dashed line in panels a to d indicates the coastal section through which particles passed before entering C01-2. Of the 1260 total particles in use, only the 843 particles that entered C01-2 are shown in the panels eddy (Fig. 6) . The different particle pools showed that C01-2 formed from a meander near the coast around 30 September Y1 (Fig. 5a) . At this time, most of the particles that subsequently entered C01-2 were spread over the SCCS region (Fig. 5a ). During the 5 months C01-2 was forming and moving offshore, it grew by wrapping particles around its core, forming concentric annuli of particle ages, with the oldest particles at the center and the youngest at the outer edge of the eddy (Fig. 5b, c) . Because of our experimental protocol, all the particles entered C01-2 after passing through the coastal section, though at different times which determined the average age of the particle pools (Table 2) . They approached the coastal section from both the north and south. This entrainment from the coast to an eddy through a restricted coastal section has been previously observed in other numerical studies of coastal eddy formation (e.g., Batteen 1997; Capet and Carton 2004) .
The particles formed rings around C01-2 with the oldest particles in the core and the youngest at the outer edge, following the σ = 25.0 isopycnal (not shown). Based on the relatively constant average distance of individual particle pools from the eddy center (Fig. 7a, b) , this pattern lasted at least 6 months. Furthermore, the low variance of these distances shows that radial exchanges among the particle pools were weak. Such low horizontal mixing within eddies is typical of coherent structures with high radial stability (Sangrà et al. 2005) . Our Lagrangian method can be thought as a simplified version of both finite-space and finite-time Lyapunov exponents (d'Ovidio et al. 2004; Shadden et al. 2005) . It enables us to delimit the eddy in space and time and provides additional information concerning its properties, in particular the effects of its rotation. Particles at the center of C01-2 (the oldest particles) made up to 20 revolutions around the core (Fig. 7c, d ) with the outermost (youngest) particles entering the eddy later and making fewer than five revolutions. The center of C01-2 rotated faster than the edge, implying a radial shear of the rotational velocity. Moreover, the rotation rate of all parts of C01-2 decreased continuously as the eddy grew (Fig. 7e) . When C01-2 formed in September Y1, the angular velocity (Fig. 7e ) corresponded to about a full rotation every 7 days (i.e., an angular velocity of ω = 0.14 day −1 ). By the time C01-2 detached from the coast around March Y2 (Fig. 5>d) , the time for a full rotation increased to 17 days inside the core (ω=0.06 day
) and 50 days at the edge (ω = 0.02 day −1 ). This angular velocity corresponds to a rotational fluid speed U of about 4 to 8 km day
. With a translation speed c of~2.2 km day −1 (see Sect. 3), the ratio U/c is greater than 1 implying that C01-2 is non-linear; this non-linearity allows the eddy to maintain its coherent structure as it propagates offshore (Flierl 1981; Chelton et al. 2011) . Moreover, the eddy core, composed of the two particle pools closest to the eddy center, was in approximate solidbody rotation (both pools had the same angular velocity ω (Sangrà et al. 2005) ). C01-2 clearly showed a radial gradient involving decoupling of the core from the outer rings, which can be important in affecting the local biological dynamics. 90 (20) Average (standard deviation) age for each particle pool on 30 March Y2, in the cyclonic eddy, C01-2, obtained from the Lagrangian experiments. The age represents the time elapsed since the particles crossed the coastal section (represented in Fig. 3a-d ) before entering the eddy Initial location and number of Lagrangian particles used in tracking the eddy kinematics in relation to SSH. Each pool of particles is initialized on 30 March Y2 in the cyclonic eddy, C01-2. Each SSH range corresponds to the location of the particle pool from the center (pool #1) to the edge (pool #5) Once C01-2 had separated from the coast (Fig. 5d ) it traveled offshore, still entraining some non-coastal particles that accumulated at the edge of the eddy (not shown). During this time, from March to May Y2, the eddy core stretched and compressed radially (Fig. 5e) , showing 10 to 20-day oscillations of the average distance of the core pools from the eddy center (Fig. 7a, b) . Despite these distortions, the rings of particles were still visible and coherent (Fig. 7a, b) . Around May Y2 (Fig. 5e) , the outermost particles began to leave C01-2, as shown by the abrupt increase of the distance from the eddy center of the outermost particle pools (Fig. 7b) : the last particles trapped in the eddy were the first to leave. By 30 July Y2 (Fig. 5f ), C01-2 had completely merged with two other mesoscale features. The consequence of this merging was to disperse the particles over the SCCS, dissipating the eddy's signature.
In addition to these Lagrangian experiments tracking the flux of coastal particles into the eddy, we ran experiments to determine the origins of particles that were in C01-2. New particles were initialized in C01-2 on 30 March Y2, and run backward in time to find their source. The initial particle positions for this experiment covered the vertical (defined by isopycnals) and horizontal (defined by different SSH criteria) extent of C01-2 (see Table 3 for the location and number of particles initialized in each case). The results (Table 3) show that 93.5% of the particles in the eddy core came from the coast; this percentage decreased when additional rings around the eddy were included (i.e., with increased distance from the eddy center), due to the incorporation of non-coastal particles as C01-2 grew and detached from the coast. Again, this is consistent with the generic properties of a cyclonic eddy: (i) a highly coherent core with low horizontal mixing (see above) and (ii) a tendency to wrap water around it as it grows.
C01-2 water mass origins and vertical structure
Recent in situ studies in EBUS have hypothesized that coastal eddies can entrain multiple water masses during their formation (Almazán-Becerril et al. 2012; Stramma et al. 2013) . We tested this hypothesis by first computing the T-S properties of Fig. 7 Temporal evolution for each particle pool trapped in C01-2 of a, b the distance from the eddy center, c, d the number of revolutions made around the eddy center, and e, f the corresponding angular velocity. The left column is the backward Lagrangian experiment from 30 March Y2, and the right column is the forward experiment. The number of revolutions is computed beginning from the average time the pool of particles crossed the coastal section. It is calculated by integrating angles around the eddy center along the particle path over consecutive time steps. The angular velocity is calculated from the time derivative of the number of revolutions. Solid lines and shaded areas represent the averages and standard deviations for each pool, respectively. Refer to the Table 1 and Fig. 5 for the color code the Lagrangian particles that became trapped in the eddy in the upper 200 m (Fig. 3) . The T-S properties fit with the T-S diagram from the composite analysis, with a slight difference in surface water temperature as observed for the cross-shore temperature section (Fig. 2b, c) . These similarities confirm that C01-2 contains different water masses, including water from the CC and CUC. Most eddies formed in this region originate from instabilities of currents flowing in opposite directions, in this case instabilities between the CC and CUC (Batteen 1997) . Tracing the origins of our Lagrangian particles through backward experiments showed that C01-2 was formed from several sources (Fig. 8) : 67% of the particles entering C01-2 came from the north and 33% from the south. Particles from the north entered C01-2 at shallower depths (0-50 m) than particles originating from the south (40-120 m) (Fig. 8a, b) , consistent with particles from the north originating from the PSUW (in the CC), while the particles from the south originated from the CIW (in the CUC).
The fates of the water masses trapped in C01-2 were tracked along the particle trajectories. The depths of each particle pool remained relatively constant (with a slight shoaling of the southern origin particles) showing that as C01-2 formed, it wrapped itself in progressively deeper source waters. The temperatures of particles entering from the north reflected the progression through the winter cooling and spring warming (Fig. 8c) . These northern origin pools differed, however, in salinity (Fig. 8e) , which reflected the progressively deeper (and saltier) origins of the particles outside the eddy over time. Particles entering C01-2 from the south were on average deeper than the northern particles (Fig. 8b, d , f), creating a vertical gradient over time with the water properties of the northern origin particles (Sprintall and Cronin 2001) . The salinity of the southern origin particles was similar among the pools, and the pools evolved in concert (Fig. 8f) . Because of this, the temperatures of the different southern origin pools differed, reflecting variability of their origin with depth (Fig. 8d) .
These similarities and differences among the northern and southern particles highlight the differences in radial mixing within C01-2. In the core-and regardless of the origin of the particles-the salinity and temperature variance of the two particle pools decreased, indicating mixing and local homogenization of the water masses (e.g., d 'Ovidio et al. (2013) , and references within). Low radial mixing at the outer edge of C01-2 is reflected in the persistently high variance among particle water properties there. Moreover, the last particles to enter C01-2 also tended to be the deepest, which is consistent with the downward-sloping isopycnals from the center of the eddy (Figs. 3, 6, and 8) .
Here, we have shown the ability of a coastal eddy to trap water masses of different origins and properties and to keep them distinct for months while traveling several hundred kilometers in the SCCS. This is an essential element of conceptual views of coastal ocean functioning (Stramma et al. 2013) . In this case study, the cyclonic eddy was able to trap and gather in its core northern and southern water sources with clearly different water properties. The northern water sources tended to remain shallower (< 20-m depth) than southern water sources (> 20-m depth). Indeed, the deep southern water masses tend to be nutrient-rich compared to the shallow northern water masses. This may play a crucial role in subsequent biological dynamics inside the eddy.
Eddy leakage
The ability of an eddy to retain its waters depends on advection and diffusion in and around the eddy. In the previous section, using advection-only Lagrangian experiments, we found that C01-2 stayed coherent for about 5-6 months-keeping the different particle pools at a constant average distance from the eddy center. Using passive tracer experiments, we now focus on diffusive processes. The passive tracers were released in C01-2 on 31 December Y1 and followed until 31 August Y2 (Fig. 9a) . From January Y2 until June Y2, the passive tracers changed very little (Fig. 9a) , staying coherent within the eddy with only weak diffusive mixing with the surrounding waters.
To quantify the horizontal diffusivity of the eddy, for each experiment, we integrated the tracer concentration vertically and in the alongshore direction, giving a onedimensional cross-shore track of the eddy over time (Fig. 9b) . At each time step, the tracer concentrations were fit to a normal distribution:
where μ and σ 2 are the mean and the standard deviation of the distribution. Because the eddy is mostly axisymmetric during its lifetime, to a first approximation, the Percentage of Lagrangian particles that crossed the coastal section. In this experiment, Lagrangian particles were seeded horizontally and vertically at different locations inside the cyclonic eddy, C01-2, on 30 March Y2 (see Table 1 ), and followed backward in time to identify those that passed through the coastal section (represented in Fig. 3a-d) one-dimensional diffusion equation is a good descriptor of the diffusive processes in this particular case. The one-dimensional diffusion of an initial delta function distribution of a tracer is given by
with T the tracer concentration, x the cross-shore location and t the time, x i and t i being the initial location and time of the eddy, and D the horizontal diffusivity.
From these two equations, we find 2σ 2 = 4Dt, allowing us to estimate the diffusivity as D = σ 2 /2t, with σ 2 the measured standard deviation of the tracer concentration distribution. We were able to assess the horizontal diffusivity D for each experiment (i.e., different horizontal and vertical extents of tracers). In all cases (tracers 1 to 6), there is a period of relatively constant horizontal diffusivity (days 150-170), followed by an increase of the diffusivity associated with the eddy-eddy interactions that led to the dissipation of C01-2. The diffusivity in the eddy was~45 m 2 s −1 when the tracer was released in the core (tracers 4, 5, 6), or~130 m 2 s −1 when the tracer was released over the entire eddy (tracers 1, 2, 3). These values are typical of background diffusivities used in numerical models such as ours with a grid spacing Δx5 km. Note, however, that in our simulation, diffusion arises from fourth-order truncation errors in the advection Fig. 8 Passive tracer experiment (result for the tracer 4, i.e., tracers released in the core of C01-2, from the surface to 60-m depth). a Passive tracer concentration integrated from 60-m depth to the surface represented at different times. b Time evolution of the passive tracer concentration, depth-integrated from 60 m to the surface, and alongshoreintegrated to represent the crossshore dispersion as the eddy travel offshore operator, with adaptive diffusivity that scales as the modulus of velocity (Shchepetkin and McWilliams 1998) , so a precise comparison is not possible. Nevertheless, the small magnitude of the tracer diffusivity we diagnosed confirms the limited role played by stirring and filamentation in and around the eddy (Nakamura 1996; Brannigan et al. 2015) .
Thus, C01-2 was a very coherent eddy with very limited leakage-particularly in its core waters. The low advective and diffusive exchange of eddy waters with the surrounding waters creates a locally distinct environment in the eddy driving distinct local dynamics and fluxes of biogeochemical tracers (Chenillat et al. 2015) .
Biological impacts
From the kinematic analyses of eddy C01-2, we found that it (i) formed near shore, trapping shallow coastal waters from the northern CC and nutrient-rich coastal waters from the southern CUC, and (ii) traveled offshore for at least 6 months with limited exchange with surrounding waters. Mesoscale eddies, and in particular cyclonic eddies, are known to play a fundamental role in modulating the biology of upwelling systems (Moore et al. 2007; Almazán-Becerril et al. 2012; Stramma et al. 2013; Chenillat et al. 2015 Chenillat et al. , 2016 . In-depth investigations of the effects of eddies on planktonic ecosystem dynamics were carried out for eddy C01-2 in Chenillat et al. (2015) . The present analyses help us to understand the mechanics of how such mesoscale eddies are associated with enhanced biological activity, including enhanced chlorophylla concentrations and zooplankton biomass. As the eddy was generated near shore, nutrient-rich coastal waters and their associated biological materials became trapped in the eddy core. The varying proportions of coastal waters from the CC and the CUC modulate the initial nutrient concentrations within eddies at seasonal (Hickey 1979 ) and interannual scales (Combes et al. 2013 ). Because of their limited lateral exchange with surrounding waters, eddies efficiently transport material offshore. In addition to this cross-shore transport, local enrichment occurs in cyclonic eddy cores through vertical advection of nitrate from below the euphotic zone as a consequence of the uplift of the preexisting dome of the nitracline by Ekman pumping (Chenillat et al. 2015) . Eddies are thus likely to locally fertilize the offshore environment when they decay and the waters disperse. On average, the offshore nutrient transport by eddies explain~50 and 20% of the transport of nitrate and plankton, respectively, from the 200-km-wide coastal band; the remainder is exported by the mean offshore Ekman transport (Chenillat et al. 2016) . Offshore transport by eddies is much faster than the Ekman transport (~2 km day −1 versus < 0.5 m day −1 ; Messié and Chavez 2015), and it is likely that most eddies that form ultimately contribute to enhancing the offshore nutrient flux. These results also confirm that eddies can become ecological hotspots for both fish larvae and predators. Eddies maintain increased food availability, offer a relative stable environment while the eddy is in solid-body rotation, and are persistent enough (more than 50 days) to provide a suitable survival habitat for the development of larvae and juvenile fish (McClatchie 2014 and references therein).
Summary and conclusions
This study has focused on mesoscale activity in the Southern CCS using a 5-km horizontal resolution model. Using an eddy detection and tracking algorithm based on the Okubo-Weiss parameter, we found that mesoscale activity in the SCCS was dominated by cyclonic eddies, consistent with in situ data (Stegmann and Schwing 2007) . On average, these eddies have a diameter of 50 km and can remain distinct for up to 190 days. The vertical structure of the average cyclonic eddy obtained from averaging~4000 eddies shows a consistent doming of isopycnals in the eddy center, bringing deep, cold, salty, and nutrient-rich water closer to the surface. These cyclonic eddies are formed at the coast through current instabilities, mostly in the fall. Eddies consistently trapped water from the northwardflowing California Undercurrent and the southward-flowing shallow California Current, and transported these water masses offshore at a speed of~2 km day
To assess the details of the eddy kinematics, we focused on one particular cyclonic eddy, C01-2. Using a Lagrangian approach, we found that when C01-2 formed, its core contained 67% CC and~33% CUC water. While the eddy was still a coastal meander, particles entering the eddy formed its core. As the eddy enlarged and detached from the coast, new particles from coastal (70-90%) and to some extent non-coastal waters (10-30%) wrapped around the core, forming concentric rings. The center of C01-2, composed of the oldest, coastal particles, was in an approximate solid-body rotation for about 2 months. The core was somewhat uncoupled from the edge of the eddy, which was composed of younger particles. These particles of coastal origin were transported in the eddy for at least 6 months as it moved offshore, showing that this coastal eddy was coherent and not very leaky.
Our results are sensitive to the numerical parameters and choices made for this study, in particular the horizontal model resolution and the absence of synoptic forcing. Eddy edges experience kilometer-scale secondary instabilities (e.g., see Fig. 16 in Capet et al. 2008d ) that tend to be concentrated in (deep) mixed layers (Fox-Kemper et al. 2008) . Such instabilities, which cannot be resolved in the present study with a horizontal resolution of 5 km, could enhance the dispersion experienced by the near-surface, outermost particles of the eddy. Storms and ocean heat loss episodes would be needed to generate deep enough mixed layers to drive large submesoscale diffusivities (~30-50 m 2 s −1 in Capet et al. (2008a) ) in the eddy periphery. Though such conditions would further affect our results through the associated vertical mixing within the eddy, they are rare in the SCCS (US GLOBEC 1992). In addition, we note that the cool surface temperatures of coastal cyclones naturally dampen heat losses. The fate of the released particles and the picture of eddy leakage we present may thus be accurate in the absence of major atmospheric disturbances, even for the eddy periphery. The characteristics we have elucidated for cyclonic coastal eddies have important implications for biological production. Chenillat et al. (2015) followed this same eddy (C01-2) and found that (i) as it formed at the coast, it trapped nutrients that sustained a locally enhanced ecosystem through the eddy's lifetime, and (ii) it isolated the ecosystem in the eddy core from the surrounding waters, preventing horizontal losses and stimulating locally enhanced planktonic productivity through vertical advection of nutrients for several months.
the Comprehensive Ocean-Atmosphere Data Set (COADS) (http://iridl. ldeo.columbia.edu/SOURCES/.COADS/), Advanced Very High Resolution Radiometer (AVHRR) (http://noaasis.noaa.gov/NOAASIS/ ml/avhrr.html), from Quick Scatterometer (QuikScat) (http://www. remss.com/missions/qscat), and Ocean General Circulation Model for the Earth Simulator (OFES) (http://www.jamstec.go.jp/esc/research/ AtmOcn/product/ofes.html). All the numerical runs were performed with the Caparmor high-performance computer facilities available at Ifremer. The numerical dataset that supports this article is available upon request to the authors.
