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Abstract
This paper proposes the use of the Bayes Factor as a distance
metric for speaker segmentation within a speaker diarization
system. The proposed approach uses a pair of constant sized,
sliding windows to compute the value of the Bayes Factor be-
tween the adjacent windows over the entire audio. Results ob-
tained on the 2002 Rich Transcription Evaluation dataset show
an improved segmentation performance compared to previous
approaches reported in literature using the Generalized Likeli-
hood Ratio. When applied in a speaker diarization system, this
approach results in a 5.1% relative improvement in the overall
Diarization Error Rate compared to the baseline.
Index Terms: speaker diarization, speaker segmentation, Bayes
Factor, generalized likelihood ratio
1. Introduction
Speaker segmentation, the process of partitioning the audio data
into homogeneous segments according to speaker identities, is
often performed as one of the first stages within a speaker di-
arization system. The segmentation stage is responsible for
determining all boundary locations within a given audio that
correspond to true speaker change points, providing clean, un-
contaminated data for subsequent speaker clustering. Speaker
segmentation is hence commonly regarded as the most crucial
step in the first stages of a speaker diarization system.
One of the most popular speaker segmentation strategies to
date uses a sliding-window approach. A pair of adjacent sliding
windows of constant length is used to evaluate the dissimilarity
between the windows across the whole audio. Local maxima of
the resultant dissimilarity curve above a predetermined thresh-
old are then assumed to be speaker change points. The dissimi-
larity between the windows is computed by evaluating a chosen
distance metric, and the choice of an appropriate distance met-
ric is essential to the success of the segmentation system using
this approach. Compared to the Bayesian Information Criterion
based window growing approach proposed by [1], this approach
does not involve quadratic complexity and is hence much less
computationally expensive. Popular distance measures reported
in literature include the symmetric Kullback-Leibler divergence
[2] and the generalized likelihood ratio (GLR) [3] using single
full-covariance Gaussian models, and the Mahalanobis distance
[4] with a single diagonal Gaussian.
In [3], the GLR is used as a distance metric. The GLR is
a likelihood ratio test statistic; it is used as a measure of how
much a segment boundary is favoured at one particular point
of the audio. Provided that the complete statistics are avail-
able, the GLR is known as the most powerful likelihood ratio
test, and has since become one of the most popular distance
metrics reported in speaker diarization literature. However, the
use of the GLR involves the direct estimation of model parame-
ters based on the Maximum Likelihood Criterion, and does not
take into account the uncertainty of the parameter estimates in
the incomplete-data case. On the other hand, the Bayes Fac-
tor of marginal likelihoods can be used as a distance metric
which explicitly takes the uncertainty of the parameter esti-
mates into account, based on the evidence of observations that
did occur. This paper hence hypothesizes that the Bayes Factor
is a more robust distance metric for this application. This pa-
per presents a novel speaker segmentation technique using the
Bayes Factor as the distance measure, using the sliding-window
approach. Heuristic rules presented in [5] are also applied to the
distance curve to determine which local maxima correspond to
true speaker change points.
Section 2 gives an overview of the baseline system used
in this paper, which performs speaker segmentation using the
sliding-window approach with the GLR distance metric. Sec-
tion 3 presents the Bayes Factor of marginal likelihoods as a
distance metric for speaker segmentation. Section 4 presents the
result obtained on the 2002 Rich Transcription (RT-02) Evalua-
tion dataset and compares the result to the baseline system, and
Section 5 draws some conclusions.
2. Baseline System Overview
The baseline system used for comparison in this paper is based
on the c-sid configuration in the LIMSI broadcast news diariza-
tion system [4]. The LIMSI broadcast news diarization system
was the top participant in the most recent NIST Rich Transcrip-
tion broadcast news evaluation, the RT-04F [6].
In the baseline system, the audio is first passed through a
speech activity detection stage which separates the audio into
speech and non-speech regions. Speaker segmentation is then
performed to partition the speech regions into homogeneous
speaker segments. This is followed by Viterbi resegmentation,
which aims to refine the segment boundary locations. The set
of speaker segments are then passed to the speaker clustering
stages of the system, which aim to merge the segments contain-
ing the utterances produced by the same speaker. Speaker clus-
tering is performed in two stages, an initial clustering stage us-
ing Bayes Factor based clustering, as in [7], followed by the sec-
ond clustering stage, based on a speaker identification method
[4]. A detailed description of the clustering system used in this
paper can be found in [7].
Speaker segmentation in the baseline system is achieved
through the sliding-window approach. The GLR distance is
evaluated at each point along the entire audio, using a mul-
tivariate full-covariance Gaussian to model the distribution of
feature vectors within each window. This process is repeated
using a smaller window, in order to detect boundaries around
short segments that the larger window may have missed, as in
[5]. Local maxima of the resultant distance curves are then used
to determine the speaker change points, using the heuristic rules
presented in [5] to decide which local maxima correspond to
true segment boundaries.
3. The Bayes Factor as a Distance Metric
for Speaker Segmentation
This section presents the Bayes Factor of marginal likelihoods
as a distance metric for speaker segmentation in the frame-
work of hypothesis testing via a likelihood ratio test, using
the sliding-window approach. A mathematical derivation of
the Bayes Factor is presented for multivariate, full-covariance
Gaussian models and its application to speaker segmentation is
discussed.
3.1. The Likelihood Ratio Test
To derive an expression for the likelihood ratio (LR) as a de-
cision criterion for model selection in the framework of hy-
pothesis testing, let the null hypothesis, H0, be that the two
segments are more appropriately modelled by one multivariate
Gaussian distribution (and hence should not be segmented), and
the alternative hypothesis, H1, be that the two segments should
be modelled by two separate Gaussian distributions (and hence
should be segmented). Let the data to be modelled be given by
X = {xi : i = 1, · · · , N}. According to Bayesian decision
theory, the criterion based on which the segmentation decisions
should be made is given by
p(H0|X)
p(H1|X)
. (1)
Applying Bayes Theorem, the posterior probability of each
hypothesis given the data can be written as
p(H|X) =
p(H)p(X |H)
p(X)
. (2)
Since p(X) is identical for both hypotheses, it will not af-
fect the hypothesis testing and will cancel out under the decision
criterion given in (1). Also, assuming equal prior probability
for each hypothesis (ie. p(H0) = p(H1) = 12 ), p(H) will also
cancel out. Under these assumptions, p(H|X) is proportional
to the likelihood of the data given each hypothesis, and the like-
lihood ratio, defined as a ratio of the likelihood of the data given
the two competing hypotheses, can be written as
LR =
p(X |H0)
p(X |H1)
. (3)
Let the first speaker segment contain data X1 and the sec-
ond contain X2. Let the single multivariate Gaussian distri-
bution that supports H0 be M0, and the separate Gaussian dis-
tributions that support H1 be M1 and M2 respectively. The
likelihood ratio given in (3) can then be written as
LR =
p(X |H0)
p(X |H1)
=
p(X1,X2|M0)
p(X1|M1)p(X2|M2)
. (4)
As evident from (4), the smaller the likelihood ratio, the more
evidence that the two segments are more appropriately mod-
elled by two separate Gaussian distributions and should be seg-
mented, and vice versa.
3.2. The Generalized Likelihood Ratio Approach
The GLR approach involves the explicit estimation of model
parameters via the Maximum Likelihood Criterion. For multi-
variate Gaussian distributions, (4) becomes
GLR =
p(X |µ
X
,ΣX)
p(X1|µX1 ,ΣX1)p(X2|µX2 ,ΣX2)
. (5)
Due to the Maximum Likelihood parameter estimation, the
GLR is the most powerful likelihood ratio test, provided that
the complete statistics are available. Under each hypothesis,
the distribution of the data is assumed to be fully specified, and
there are no unknown parameters to estimate. However, in this
case, the complete statistics are not available, and there are un-
certainties associated with each model parameter. The explicit
estimation of model parameters means that the GLR does not
take into account this uncertainty. It is hence proposed in this
paper, that the GLR, despite its popularity in speaker diarization
literature, is not a robust distance metric for this application.
3.3. The Bayes Factor Approach
This paper proposes the use of the Bayes Factor to address the
issue of uncertainty in the explicit estimation of model param-
eters. The Bayes Factor is constructed by evaluating each term
on the right hand side of (4) using the marginal probability inte-
gral. Rather than estimating the model parameters directly, the
model parameters are considered as random variables with their
own probability distributions. Let λ be the parameter set of the
model under consideration. The probability that the data con-
form to a model M , can be given by the marginal probability
integral
p(X |M) =
∫
p(X |λ,M)p(λ|M) dλ . (6)
The marginal probability can be interpreted as the expected
value of the likelihood of the data given the model. It is given
by the likelihood of the data given each model parameter set,
p(X |λ,M), weighted by the associated prior probabilities of
each particular set of model parameters, p(λ|M), and inte-
grated over all possible values of the parameters.
To evaluate the exact value of the integral in (6), one must
first choose an appropriate distribution for p(λ|M) to reflect
one’s prior beliefs about the expected distribution of parameter
values. Following from common practice in speaker recognition
and for simplicity, this paper will consider only the means of
the distributions as the parameters in evaluating the marginal
likelihood integral. The prior chosen here is hence the prior on
the mean. The variances will be estimated from the data itself,
but treated as a known constant in the integral.
The form of the prior distribution chosen in this paper is the
same as the model for the data, a multivariate normal distribu-
tion, as in [8]. According to the central limit theorem, the mean
of a large number of independent random variables, each with
finite mean and variance, will be approximately normally dis-
tributed. In this paper, a normal distribution is assumed for each
feature vector, and the mean of the prior is calculated from the
sum of the individual feature vectors, thus obeying the condi-
tions of the central limit theorem. Additionally, the normal dis-
tribution is also its own conjugate prior, making this a tractable
solution.
In the case of a multivariate normal distribution being cho-
sen as the model for the data as well as the prior, p(X |λ,M)
and p(λ|M) in the marginal probability integral given in (6)
can be expressed as
p(X |λ,M) =
N∏
i=1
|r|
1
2
(2pi)
D
2
exp
(
−
1
2
(xi −m)
T
r(xi −m)
)
(7)
and
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2
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1
2
(m − µ)T τ (m − µ)
)
(8)
respectively, where m and r are the mean vector and precision
matrix of the data, µ and τ are the mean vector and precision
matrix of the prior and D is the dimensionality of the feature
vector. Considering only the mean vector m as the variable of
integration, (6) becomes
p(X |M) =∫ N∏
i=1
[
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·
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)
dm . (9)
While there is currently no known closed form solution to
the indefinite integral given in (9), the definite integral over the
entire space (ie. from −∞ to +∞) is known and can be derived
with the assistance of an appropriate table of integrals, such as
[9].
For the ease of evaluating the integral, given that r and τ
are full precision matrices, simultaneous diagonalization was
used to transform the feature vector space so that τ is whitened
and r is diagonalized simultaneously in this new space. Each
dimension can then be treated independently when evaluating
the integral. Simultaneous diagonalization is achieved by find-
ing a transformation matrix A, to transform the data such that
X ′ = AX , where (′) denotes that the variable is expressed
in the new space. As a result of this data transformation,
AT τA = I is the identity matrix and AT rA = r′ is diag-
onal. The expression for the exact value of the integral is given
in (10), where Λ is the vector of eiganvalues of the prior covari-
ance matrix in the original space.
3.4. Estimating the Hyperparameters
This paper proposes that the prior mean and precision can be
estimated from the data itself. The prior mean estimate is given
by the sample mean of all speech regions within the audio for a
given show, µ = X , and the prior precision estimate for each
segment is given by the sample precision matrix calculated from
all speech regions of the audio scaled by the number of samples
in the segment, τ = NΣ−1
X
, using the central limit theorem as
a guide. It is hypothesized in this paper that estimating the prior
from the data itself will ensure a true and accurate representa-
tion of the data distribution.
The value of the Bayes Factor can now be calculated by
substituting (10) into each term on the right hand side of (4),
using the appropriate data and the corresponding parameter val-
ues. The resultant Bayes Factor can then be used directly as a
distance metric for speaker segmentation.
4. Results
This section presents the results of the Bayes Factor based
segmentation approach, as obtained on the RT-02 Evaluation
dataset, and compares the results to the baseline system. The
RT-02 Evaluation dataset consists of 6 recorded broadcast news
shows, each with a scorable region of approximately 600 sec-
onds.
4.1. Experimental Setup
To evaluate the proposed segmentation strategy, the baseline
system, using the GLR distance metric with the sliding-window
approach for speaker segmentation, is compared to a similar
system with the GLR replaced by the proposed Bayes Factor
distance metric. Both systems use the heuristic rules presented
in [5] to determine which local maxima of the distance curves
correspond to true speaker boundaries. The resultant diarization
performance of the respective systems as a whole are compared,
as well as the intermediate results obtained at the end of the seg-
mentation stage.
The effect of Bayes Factor based segmentation on a diariza-
tion system as a whole can be evaluated using the Diarization
Error Rate (DER) measure, as defined in [6]. The DER is the
primary performance evaluation metric used in the NIST RT
Diarization tasks. It can be interpreted as the percentage of the
total amount of scorable time that is not attributed to the correct
speaker, taking into account speech detection errors.
For the direct evaluation of segmentation results, miss and
false alarm rates are used, as in [1]. A missed segment boundary
is defined as a segment boundary in the groundtruth with no
corresponding segment found in the system, within a certain
time interval either side of the true boundary. A false alarm is
defined as an erroneously detected boundary in the system that
fails to match a corresponding change point in the reference,
within a certain time interval either side of the detected segment.
Miss and false alarm rates scored using 1 and 2 second intervals
are reported in this paper.
4.2. Diarization Performance Results
The overall diarization performance of the two systems, evalu-
ated using the DER measure, is shown in Table 1. The distance
metric used in speaker segmentation is the only difference be-
tween the two systems. However, each system was tuned in-
dependently for optimal diarization performance. The average
DER reported is time weighted according to the length of the
scorable region within each individual show. Overall, the Bayes
Factor system achieved a 5.1% relative improvement in DER.
Table 1: Overall Diarization Results - Average DER (%)
System Diarization Error Rate
GLR System 11.04
Bayes Factor System 10.48
4.3. Segmentation Results
In order to analyse the improvement in DER achieved by the
Bayes Factor based system, the intermediate results at the end
of the segmentation stage are evaluated. Tables 2 below shows
the miss and false alarm rates for GLR versus Bayes Factor
based segmentation, both before and after viterbi resegmenta-
tion, scored using a 1 second interval. For each system, the op-
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erating points were chosen based on the optimal configuration
that produces the best final DER, shown in Table 1.
At the end of the segmentation stages, the miss rate is ide-
ally 0%, since missed boundaries cannot be recovered in the
clustering stages. Missed boundaries will cause contaminated
statistics in the clustering stage, deteriorating subsequent clus-
tering performance. On the other hand, some false alarms can
be tolerated at this stage, since accurate clustering decisions will
remove false alarms by clustering the utterances produced by
the same speaker back together. The optimal configurations for
each system hence oversegment the audio before passing the
segments into the clustering stages. However, excessive over-
segmentation will produce many short segments containing in-
sufficient statistics, which hinders the ability of the clustering
stage to provide accurate clustering decisions. The choice of an
optimal segmentation threshold is hence a trade-off between re-
ducing the miss rate and to avoid producing unnecessary short
segments.
Table 2: Segmentation Results (%) - 1 Second Interval
System Miss Rate FA Rate Total Segs
Before Resegmentation GLR 15.8 42.8 278BF 17.4 56.7 363
After Resegmentation GLR 12.6 40.6 278BF 11.6 53.8 363
Table 3: Segmentation Results (%) - 2 Second Interval
System Miss Rate FA Rate Total Segs
Before Resegmentation GLR 6.8 36.3 278BF 4.7 50.1 363
After Resegmentation GLR 6.3 36.3 278BF 4.7 50.3 363
From Table 2, it can be observed that the Bayes Factor
segmentation results before resegmentation did not outperform
those produced by the GLR. However, it is interesting to note
that the Viterbi Resegmentation stage provided a greater benefit
for the Bayes Factor system through the refinement of segment
boundary locations. In the case of Bayes Factor based segmen-
tation, more segments were relocated to correct speaker change
points, resulting in a larger decrease in the miss rate. This ob-
servation is supported by the results shown in Table 3. The
raw segmentatation results produced by the Bayes Factor sys-
tem has a considerably lower miss rate than the GLR system,
when scored using a 2 second interval. An interpretation of
these results is that the Bayes Factor system is more capable of
hypothesizing segmentation points and place them within the
vicinity of true boundary locations, even though the accuracy
of the segment boundary locations do not always fall within 1
second of the true boundary.
From the above results, it is evident that the two systems
use different operating points, which were chosen based on the
optimal configuration that produces the best final DER for each
system. The Bayes Factor system generates more segments,
hence producing a lower miss rate at the expense of an increased
false alarm rate. In order to compare the two systems directly,
the segmentation threshold of the GLR system was decreased
so that the miss rate matches that of the Bayes Factor system
before Viterbi resegmentation, when scored using a 2 second
interval. The results are shown in Table 4 below. For a given
miss rate, the Bayes Factor system achieved a 7.1% relative re-
duction in the false alarm rate.
Table 4: Segmentation Results (%) - Same Operating Point
System Miss Rate FA Rate Total Segs
GLR 4.7 53.9 393
BF 4.7 50.1 363
5. Conclusions
This paper proposes the use of the Bayes Factor as a distance
metric for speaker segmentation within a speaker diarization
system. Since the GLR does not take into account the uncer-
tainty of parameter estimates, this paper proposes that the per-
formance of a speaker segmentation system can be enhanced by
using the Bayes Factor, which explicitly takes the uncertainty of
the parameter estimates into account, based on the evidence of
observations that did occur. Results obtained on the RT-02 Eval-
uation Dataset show an improved segmentation performance us-
ing Bayes Factor segmentation, as well as an improvement in
the overall DER.
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