We consider testing directed graphs Eulerianity in the orientation model introduced in Halevy et al. [2005]. Despite the local nature of the Eulerian property, it turns out to be significantly harder to test than other properties studied in the orientation model. We show a nonconstant lower bound on the query complexity of 2-sided tests and a linear lower bound on the query complexity of 1-sided tests for this property. On the positive side, we give several 1-sided and 2-sided tests, including a sublinear query complexity 2-sided test, for general graphs. For special classes of graphs, including bounded-degree graphs and expander graphs, we provide improved results. In particular, we give a 2-sided test with constant query complexity for dense graphs, as well as for expander graphs with a constant expansion parameter.
INTRODUCTION
Property testing deals with the following relaxation of decision problems: Given a property P, an input structure S and > 0, distinguish between the case where S satisfies P and the case where S is -far from satisfying P. Roughly speaking, an input S is said to be -far from satisfying a property P if more than an -fraction of its values must be modified in order to make it satisfy the property. Algorithms that distinguish with high probability between the two cases are called property testers or simply testers for P. Furthermore, a tester for P is said to be 1-sided if it never rejects Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested froman input that satisfies P; otherwise, the tester is called 2-sided. We say that a tester is adaptive if some of the choices of the locations for which the input is queried may depend on the returned values (answers) of previous queries; otherwise, the tester is called nonadaptive. Property testing normally deals with problems involving a very large input or a costly retrieval procedure. Thus, the number of queries of input values, rather than computation time, is considered the most expensive resource.
Property testing has been a very active field of research since it was initiated by Blum et al. [1993] . The general definition of property testing was formulated by Rubinfeld and Sudan [1996] , who were interested mainly in testing algebraic properties. Research on property testing for combinatorial objects, and mainly for labelled graphs, began with the seminal paper by Goldreich et al. [1998] . They introduced the dense graph model, where the graph is assumed to be represented by an adjacency matrix, and the distance function is computed accordingly. For comprehensive surveys on property testing, see Ron [2001] and Fischer [2004] .
The dense graph model is, in a sense, too lenient, since for n-vertex graphs the distance function allows adding and removing o(n 2 ) edges, regardless of the number of actual edges in the graph. Thus, many interesting properties, such as connectivity in undirected or directed graphs, are trivially testable in this model, as all the graphs are close to satisfying the property. In recent years, researchers have studied several alternative models for graph testing, including the bounded-degree graph model of Goldreich and , in which a sparse representation of sparse graphs is considered, and the general density model (also called the mixed model) of Parnas and Ron [2002] and Kaufman et al. [2004] . In these models, the distance function allows edge insertions and deletions whose number is at most a fraction of the number of the edges in the original graph.
Property testing of directed graphs has also been studied in the context of the above models [Alon and Shapira 2004; Bender and Ron 2002] . Here we continue the study of testing properties of directed graphs in the orientation model, which started in Halevy et al. [2005] and followed by Halevy et al. [2007] and Chakraborty et al. [2007] . In this model, an underlying undirected graph G = (V, E) is given in advance, and the actual input is an orientation − → G of G in which every edge in E has a direction. Our testers may access the input using edge queries. That is, every query concerns an edge e ∈ E, and the answer to the query is the direction of e in − → G . An orientation − → G of G is called -close to a property P if it can be made to satisfy P by inverting at most an -fraction of the edges of G; otherwise − → G is said to be -far from P. Note that the distance function in the orientation model depends naturally on the size of the underlying graph and is independent of representation details. Moreover, the testing algorithm may strongly depend on the structure of the underlying graph. The model is strict in that the distance function allows only edge inversions, but no edge insertions or deletions. On the other hand, we assume that our algorithms have full knowledge of the underlying graph, whose size is roughly the same as the input size. Viewing the underlying graph as a parameter that the testing algorithm receives in advance, we say that the orientation model is an example of a massively parameterized model. Other examples that can be thought of as massively parameterized models appear in Newman [2002] , where the property is represented by a known bounded-width branching program, in Fischer and Yahalom [2011] , where the input is a vertex-coloring of a known graph, and in other works.
In this article we consider a property as being Eulerian, which was presented in Halevy et al. [2007] , as one of the natural orientation properties whose query complexity was still unknown. A directed graph − → G is called Eulerian if for every vertex v in the graph, the in-degree of v is equal to its out-degree (it is also common to define Eulerian graphs as connected; but as we explain later, our algorithms and proofs work equally well whether we require connectivity or not). An undirected graph G has an Eulerian orientation − → G if and only if all the degrees of G are even. Such an undirected graph is also called Eulerian. Throughout the article we assume that our underlying undirected graph G is Eulerian.
Eulerian graphs and Eulerian orientations have attracted researchers since the dawn of graph theory in 1736, when Leonard Euler published his solution for the famous "Königsberg bridge problem". Throughout the years, Eulerian graphs have been the subject of extensive research (e.g., [Robinson 1969; Lovász 1976; Tutte 1984; Mihail and Winkler 1996; Brightwell and Winkler 2005; Babai 2006 ]; see Fleishcner [1990 Fleishcner [ , 1991 for an extensive survey). Aside from their appealing theoretical characteristics, Eulerian graphs have been studied in the context of networking [Ibaraki et al. 1988] and genetics [Pevzner et al. 2001] .
Testing for being Eulerian in the orientation model is equivalent to the following problem. We have a known network (a communication network, a transportation system or a piping system) where every edge can transport a unit of "flow" in both directions. Our goal is to know whether the network is "balanced," or far from being balanced, where being balanced means that the number of flows entering every node in the network is equal to the number of flows exiting it (so there is no "accumulation" in the nodes). To examine the network, we detect the flow direction in selected individual edges, which is deemed to be the expensive operation.
The main difficulty in testing orientations for being Eulerian arises from the fact that an orientation might have a small number of unbalanced vertices, each of them with a small imbalance, and yet be far from being Eulerian. This is because trying to balance an unbalanced vertex by inverting some of its incident edges may violate the balance of its balanced neighbors. Thus, we must continue to invert edges along a directed path between a vertex with a positive imbalance and a vertex with a negative imbalance. We call such a path a correction path. A main component of our work is giving upper bounds for the length of the correction paths. In this context we note the work of Babai [2006] , who studied the ratio between the diameter of Eulerian digraphs and the diameter of their underlying undirected graphs. While he gave an upper bound for this ratio for vertex-transitive graphs, he showed an infinite family of undirected graphs with diameter 2, which have an Eulerian orientation with diameter (n 1/3 ). Our upper bounds are based on three "generic" tests, one 1-sided test and two 2-sided tests. Instead of receiving as a parameter, the generic tests receive a parameter p, which stands for the number of required correction paths in an orientation that is far from being Eulerian. Hence we call these tests p-tests. We later derive -tests from the p-tests by proving two lower bounds for p. The first one gives an efficient test for dense graphs and the second one gives an efficient test for expander graphs. Finally, we show how to use variations of the expander tests for obtaining a 1-sided test and a 2-sided test for general graphs, using a decomposition ("chopping") procedure into subgraphs that are roughly expanders. The 2-sided test that we obtain this way has a sublinear query complexity for every graph. Unfortunately, our chopping procedure is adaptive and has an exponential computational time in |E|. All of our other algorithms are nonadaptive and their computational complexity is of the same order as their query complexity.
On the negative side, we provide several lower bounds. We show that any 1-sided test for being Eulerian must use (m) queries for some graphs. For bounded-degree graphs, we use the toroidal grid to prove nonconstant 1-sided and 2-sided lower bounds. These bounds are noteworthy, as bounded-degree graphs have a constant size witness for not being Eulerian, namely the edges incident with one unbalanced vertex. In contrast, the st-connectivity property, whose witness must include a cut in the graph, is testable with a constant number of queries in the orientation model [Chakraborty et al. 2007 ].
In other testing models there are known super-constant lower bounds for properties that also have constant-size witness (e.g., Ben-Sasson et al. [2005] prove a linear lower bound for testing whether a truth assignment satisfies a known 3CNF formula). However, most of these bounds are for properties that have stronger expressive power than that of being Eulerian. Tables I and II summarize our upper and lower bounds, respectively. Here and throughout the paper, we set n = |V | and m = |E|, let be the maximum vertex-degree in G, and set d def = m/n. The tilde notation hides polylogarithmic factors. The rest of the paper is organized as follows. Section 2 includes general definitions and lemmas to be used in the sequel. In Section 3 we provide a simple 1-sided lower bound for general graphs. Section 4 is dedicated to our three p-tests, which distinguish between Eulerian orientations and orientations with many correction paths. In Section 5 we give a lower bound on the number of correction paths as a function of the average degree in the graph, and derive our tests for graphs with a high average degree. In Section 6 we give such a bound and tests for expander graphs. Section 7 considers testing subgraphs that we call "lame" expanders, providing results for them that are similar to those obtained for expanders, and are used in the sequel. Section 8 presents our most general tests, which use the results of Section 7. Section 9 gives our lower bound for bounded-degree graphs. Finally, Section 10 summarizes the questions that are still open.
PRELIMINARIES
Throughout the article we assume a fixed and known underlying graph G = (V, E) which is Eulerian, that is, for every v ∈ V , the degree deg(v) of v is even.
Given an orientation
In the following, we sometimes omit the subscript − → G whenever it is obvious from the context. We say that a vertex v ∈ V is a spring in
We say G and let T be the set of drains in − → G . We say that a directed path PROOF. By Lemma 2.2, for any spring u ∈ S, the number of spring-drain paths starting at u is ib(u)/2. Thus u∈S ib(u)/2 = p.
If every correction subgraph of an orientation
− → G is a union of at least p disjoint springdrain paths, we say that − → G is p-far from being Eulerian. An algorithm will be called a p-test for being Eulerian for some positive number p if it can distinguish between Eulerian orientations and p-far orientations. Namely, the algorithm should accept an Eulerian orientation with probability at least 2/3 and reject a p-far orientation with probability at least 2/3. Similarly to -tests, if a p-test accepts every Eulerian orientation with probability 1, then it is called 1-sided, and otherwise it is called 2-sided.
β-Correction Subgraphs and (p, β)-Tests
Given β > 0, we say that a vertex
That is, − → H fixes the balance of all the β-small vertices without increasing or changing the sign of the imbalance of β-big vertices.
A directed path For 0 ≤ ≤ 1 and β > 0, we say that an orientation 
PROOF. One can show that any acyclic β-correction subgraph is a union of edgedisjoint β-spring-drain paths by using similar techniques to those we used in Section 2.1, as well as the fact that a β-correction subgraph may not increase or change the sign of the imbalance of β-big vertices. To bound the number of β-spring-drain paths in any β-correction subgraph − → H of an orientation − → G , note that when we remove a β-spring-drain path from − → H , we reduce the sum u∈V,deg(u)≤β |ib(u)| by either two or four (as we reduce the absolute value of the imbalance of both the spring and the drain by two, and at least one of them is β-small). Therefore, every decomposition of − → H into disjoint β-spring-drain paths contains p paths for some p between Given p, β > 0, an algorithm is called a ( p, β)-test for being Eulerian for some positive number p if it can distinguish between β-Eulerian orientations and orientations that are p-far from being β-Eulerian. Namely, the algorithm should accept a β-Eulerian orientation with probability at least 2/3 and reject an orientation that is p-far from being β-Eulerian with probability at least 2/3. As usual, a ( p, β)-test is said to be 1-sided if it accepts every β-Eulerian orientation with probability 1. Otherwise, the test is said to be 2-sided.
A LINEAR LOWER BOUND FOR 1-SIDED TESTS
In this section we prove that there exists no sublinear 1-sided test for Eulerian orientations of general graphs.
Consider an algorithm that tests an orientation − → G of G. At a given moment, we represent the edges that the algorithm has queried so far by a directed knowledge graph
Otherwise, M is called invalid. Clearly, if − → G is Eulerian, then every knowledge graph − → H of − → G contains only valid cuts. We show that any 1-sided test for being Eulerian must obtain a knowledge graph that contains some invalid cut in order to reject − → G . We say that a (valid) cut M = (U, V \ U ) of G is restricting with respect to − → H if 
Note that, given that − → G is Eulerian, a restricting cut with respect to − → H forces the orientations of all the unqueried edges in the cut. We say that two restricting cuts M 1 and M 2 are conflicting (with respect to a knowledge graph − → H ) if they force contrasting orientations of at least one unqueried edge. 
That is, all the edges in
H . This is a contradiction to our assumption that {u, 
PROOF. We orient unoriented edges in the following manner. If there exists a restricting cut with unoriented edges, we orient one of them as obliged by the cut. According to Lemma 3.1, this will not invalidate any of the other cuts in the graph, and so we may continue. If there are no restricting cuts in the graph, we arbitrarily orient one unoriented edge and repeat (and this cannot violate any cut in the graph, since there were no restricting cuts). Eventually, after orienting all the edges, we receive a complete orientation of G whose cuts are all valid, and thus it is Eulerian. THEOREM 3.3. There exists an infinite family of graphs for which every 1-sided test for being Eulerian must use (m) queries.
PROOF. For every even n, let G n def = K 2,n−2 , namely, the graph with a set of vertices V = {v 1 , . . . , v n } and a set of edges E = {{v i , v j } | i ∈ {1, 2}, j ∈ {3, . . . , n}} (see Figure 3) . Clearly, G n is Eulerian and n = (m).
Consider the orientation − → G n of G n in which all the edges incident with v 1 are outgoing and all the edges incident with v 2 are incoming. Clearly, − → G n is 1 2 -far from being Eulerian. According to Lemma 3.2, every 1-sided test must query at least half of the edges in some unbalanced cut (because otherwise it would clearly not obtain an invalid cut in the knowledge graph). However, one can easily see that every cut that does not separate v 1 and v 2 is balanced, while every cut that separates v 1 and v 2 is of size n − 2 = (m).
GENERIC TESTS
In this section we present one 1-sided p-test and two 2-sided p-tests for being Eulerian. Namely, our tests distinguish with high probability between the case where − → G is Eulerian and the case where − → G is p-far from being Eulerian (see Section 2.1). In later sections we devise several lower bounds on p for every orientation − → G that is -far from being Eulerian, thus obtaining corresponding upper bounds on the tests below. In fact, the 1-sided and 2-sided tests that we give in Section 4.2 are ( p, β)-tests (see Section 2.2), which are, in particular, p-tests when β = . We will also use these tests for β < in Section 7.
A 2-Sided p-Test
We give a simple 2-sided p-test that is independent of the maximum degree . This p-test will yield efficient -tests for dense graphs (Section 5) and expanders (Section 6). .
However, from Lemma 2.7, we have u∈S ib(u) = 2 p = 8δm, and therefore,
Thus, u∈S δ deg(u) > 2δm, and since for every u ∈ S δ we have deg
there exist at least δm edges (u, v) ∈ − → E such that u is a δ-spring. As SIMPLE-2 samples 4 δ edges (u, v) ∈ − → E uniformly and independently, the probability of not sampling any edge (u, v) such that u is a δ-spring is at most (1 − δ) 4 δ < e −4 < 0.02. Suppose now that the algorithm has sampled an edge (u, v) such that u is a δ-spring. Then − → G will be rejected unless fewer than (1 + δ)
of the queried edges (u, w) are outgoing. Since ib(u) > 3δ · deg(u), the expected number of outgoing edges is at least
. Therefore, by the Chernoff bound, the probability of sampling fewer than (1 + δ)
outgoing edges is at most
Note that
> ln(10/3), and therefore, the probability of not detecting that u is a δ-spring is at most 0.3. We thus conclude that if − → G is p-far from being Eulerian, then SIMPLE-2 accepts − → G with probability smaller than 1 3
, which completes the proof of the theorem.
(p, β)-Tests
We now give a simple 1-sided ( p, β)-test, which has a better query complexity than SIMPLE-2 for PROOF. The query complexity is clearly as stated. Since Algorithm 4.3. rejects only when an unbalanced β-small vertex is discovered, it always accepts a β-Eulerian − → G . Suppose now that − → G is p-far from being β-Eulerian. Clearly, to reject − → G , it suffices to sample one edge e = (u, v) ∈ − → E such that u is a spring in Step 1 or an edge e = (u, v) ∈ − → E such that v is a drain in Step 2. By Lemma 2.9, E contains at least p edges of at least one of these two kinds of edges, and so their fraction is at least p/m. We thus conclude that the probability of accepting − → G is at most
We conclude this section with a 2-sided ( p, β)-test, which gives better query complexity than GENERIC-1 for β log 2 m and better query complexity than SIMPLE-2 for p m √ β
. The main idea of the algorithm is to perform roughly O((log β)
2 ) testing stages, each designed to detect unbalanced vertices whose degree and imbalance lie in a certain interval. We show that with high probability, a β-Eulerian orientation − → G is accepted by all the testing stages, while an orientation that is p-far from being β-Eulerian is rejected by at least one of them.
vertices in V i uniformly and independently. -For every sampled vertex u, query all the edges incident with u, and reject if u is unbalanced.
vertices in V i uniformly and independently. -For every sampled vertex u, query q ij = 256 · ln( 6(log β) 2 x ij ) · 2 2(i− j) edges adjacent to u, uniformly and independently, and reject if the absolute difference between the number of incoming and outgoing edges in the sample is at least PROOF. First, we compute the asymptotic query complexity of Algorithm 4.5. Since
the total query complexity is at most 
Step 3, where we randomly sample q ij edges incident with a (β-small) vertex u ∈ V i . Since u is balanced, the expected number of incoming edges in the sample is
. By the Chernoff bound, the probability of sampling fewer than (1 −
. Similarly, the probability of sampling fewer than (1 −
. Since for every pair (i, j) we sample x ij vertices, and since there are fewer than (log β) 2 pairs, the total probability of rejecting − → G is at most .
We define a partition of the unbalanced β-small vertices in − → G , as follows. For every 1 ≤ i ≤ log β − 1 and for every 1 ≤ j ≤ i, let
Then there exist i 0 and j 0 such that
As |ib(u)| < 2 j 0 +1 for every u ∈ V i 0 j 0 , we have
Recall that |V i 0 | = n i 0 . Hence, when we sample x i 0 j 0 vertices in Step 2 or in Step 3, the probability of not sampling any vertex u ∈ V i 0 j 0 is smaller than
Assume from now on that the algorithm has sampled a vertex u
then all the edges incident with u are queried (
Step 2), and since u is unbalanced, − → G is now rejected with probability 1. Otherwise, q i 0 j 0 edges incident with u are queried independently in Step 3. Since deg(u) < 2 i 0 +1 and |ib(u)| ≥ 2 j 0 , either the expected number of incoming edges in the sample is at least 1 +
or the expected number of outgoing edges in the sample is at least 1 +
. To accept the input, we must sample fewer than 1 +
edges in the majority direction. By the Chernoff bound, the probability of doing so is at most
Note that from Inequality (10) we must have 2 j 0 +1 · n i 0 > 4 p (log β) 2 , and hence x i 0 j 0 > ln 12. In addition, we may assume that β ≥ 2, since otherwise − → G is trivially β-Eulerian. It thus follows that the probability of not rejecting the input when sampling u's edges is smaller than 1/4. We conclude that the probability of accepting an orientation that is p-far from being β-Eulerian is at most 1/3.
We note that the query complexity bound of MULTISTAGE-2 can be made tighter for some graphs, as the algorithm skips pairs (i, j) where 2 j · n i ≤ 2 p (log β) 2 (and thus i and j cannot be the i 0 and j 0 which satisfy Eq. (10)). In particular, for regular graphs, only one value of i is relevant for testing, which eliminates the square over log β in the query complexity. However, this does not change the power of β or the dependency on p and m.
TESTING GRAPHS WITH HIGH AVERAGE DEGREE
In this section we obtain a general lower bound for the required number p of correction paths as a function of d = m/n. This, together with the analysis of the previous section, will provide us with an efficient test for dense graphs. 
PROOF. Consider a breadth-first search (BFS) traversal of
− → H starting at the set of springs, S. We define a partition of V H into levels L 0 , . . . , L t for some t > 0, as follows.
H contains a path of length i from some spring to v. Let be the minimum index of a level L i which contains a drain. We prove the claim by showing that < n √ p . For every i = 0, . . . , t we let n i = |L i |. Recall that there are p edge-disjoint springdrain paths in − → H . We first show that, for every 0 ≤ i < , we have n i+1 ≥ p/n i . Consider the level L i for some 0 ≤ i < . Since there are no drains in the levels
Summing over all i = 0, . . . , − 1, we obtain
and so
i=0 n i , the minimum value of
which proves the lemma.
is -far from being Eulerian, then it is p-far from being Eulerian for p
is not empty, we choose a shortest spring-drain path . Summing over j, we obtain
Since
is monotone decreasing for every x > 0, we have
for every j ≥ 1, and therefore
Substituting this in (11), we obtain
Note that p−1 j=0 j is the total number of edges in 
is a 1-sided -test for being Eulerian with query com-
plexity O m 2 d 2 = O n 2 d . (3) MULTISTAGE-2( − → G , 2 d 2 /4, )
is a 2-sided -test for being Eulerian with query complexity O
√ m 2 d 2 = O √ n 2 d .
SIMPLE-2 gives a sublinear complexity for
, GENERIC-1 gives a sublinear query complexity for d = ω √ , and MULTISTAGE-2 gives a sublinear complexity for d = ω 1/4 . All of the tests yield their lowest query complexity relative
TESTING ORIENTATIONS OF AN EXPANDER GRAPH
In this section we obtain a lower bound for the required number p of correction paths in an expander graph. This bound, together with the analysis of Section 4, will provide us with -tests for expanders.
is called an α-expander for some α > 0 if it is connected, and for every U ⊆ V such that 0 < |E(U )| ≤ m/2, we have
Note that while the diameter of G is O(log (1+α) m), the "oriented-diameter" of − → G is not necessarily low, even if we assume that the orientation is Eulerian, as was shown by Babai [2006] .
In the following, log
b (x)) for any natural k ≥ 1. LEMMA 6.1. Let G be an Eulerian α-expander and let k ≥ 1 be a natural number such that log
) Every non-Eulerian orientation − → G of G contains a spring-drain path of length at most
(2) Every orientation − →
G of G that is -far from being Eulerian is p k -far from being Eulerian for
PROOF. We prove the lemma by induction on k. In every inductive step, we use the known bounds of k and p k to devise k+1 and p k+1 in an iterative manner. We start by proving the lemma for the base case, k = 1.
To prove Item 1 of the lemma for k = 1, let − → G be a non-Eulerian orientation of − → G . Consider a BFS traversal of − → G starting from the set S of springs. For every i ≥ 0, let L i be the ith level of the traversal, where L 0 = S, and let
Note that for every i ≤ , the set U <i contains no drains, and all the directed edges that exit it are from
, and therefore
By induction, we obtain that
−1 , and hence − 1 < log (1+α/2) |E(U < )| ≤ log (1+α/2) m and < log (1+α/2) m.
Otherwise, let r > 0 be the minimal index for which |E(U <r )| > m/2. Then, for every r ≤ i ≤ , we have |E(U ≥i )| < m/2, and therefore |∂(U ≥i )| ≥ α|E(U ≥i )|. Note that for every i ≥ r, the set U ≥i contains no springs, and all the directed edges that enter it go
|∂(U ≥i )|. We obtain that, for every r ≤ i ≤ ,
and thus
By induction, we have
for every r ≤ i ≤ . From (13) and (14) we obtain that both r − 1 < log (1+α/2) m and − r + 1 < log (1+α/2) m, and therefore < 2 · log (1+α/2) m. Hence, every non-Eulerian orientation of G contains a spring-drain path of length at most 1 = 2 · log (1+α/2) m + 2 · log (1+α/2) 4 .
To prove Item 2 of the lemma for k = 1, let − → G be an orientation of G that is -far from being Eulerian. While − → G is not Eulerian, choose a shortest spring-drain path in − → G and invert all its edges. By Item 1, every chosen spring-drain path is of length at most 1 . Let − → H be the union of the spring-drain paths inverted. Clearly, − → H is a correction subgraph of − → G . As − → G is -far from being Eulerian, − → H contains at least m edges, and thus it is necessarily a union of at least p 1 = m 1 disjoint spring-drain paths. By Lemma 2.6, every correction subgraph of − → G contains the same number of disjoint spring-drain paths, which completes the proof of the base case.
Suppose now that the lemma holds for some natural k ≥ 1 and assume that log
4 . The proof of both items of the lemma for k + 1 is very similar to that of the base case. However, in Inequality (13) we know that f 1 ≥ p k , and in Inequality (14) we know that |E(U ≥ )| ≥ p k . Hence, every non-Eulerian orientation − → G of G contains a spring-drain path of length at most
Since log PROOF. Let k be the minimum natural number such that log (k) (1+α/2) m < log (1+α/2) 4 . Then, using the same arguments as we did in the proof of Lemma 6.1 for smaller k's, we obtain that every non-Eulerian orientation of G contains a spring-drain path of length at most k+1 , where k+1 satisfies Inequality (15). However, since log (k) (1+α/2) m < log (1+α/2) 4 , we now have
Similarly to our proof of Item 2 in Lemma 6.1, we obtain that every orientation of G that is -far from being Eulerian is p-far from being Eulerian for
Substituting the lower bound for p of Lemma 6.2 in Lemmas 4.2, 4.4 and 4.6, we obtain the following theorem. THEOREM 6.3. Let G be an α-expander (for some α > 0) with m edges and maximum degree .
( (
, is a 1-sided -test for being Eulerian with query
, is a 2-sided -test for being Eulerian with
Note that for a constant α, the query complexity of SIMPLE-2 depends only on (while the other tests depend also on ).
TESTING ORIENTATIONS OF "LAME" DIRECTED EXPANDERS
In this section we discuss a variation of the expander test, which will serve us in Section 8 for devising tests for general graphs. Given an orientation 
The next lemma shows that this assumption allows us to apply the same techniques as we did for the general testing problem.
LEMMA 7.1. If all the cuts in − → G are valid with respect to − → ∂ U , then: PROOF. We first give a proof of Item 1, and later explain how to modify it so as to prove Item 2 and Item 3. Assume that there is a spring s ∈ − → G [U ] with no path to any drain that is contained entirely in − → G [U ]. Let X = {u ∈ U | there is a directed path of internal edges from s to u}.
As X contains no drains but at least one spring, more edges exit X than enter it. Furthermore, by the definition of X, all the edges that exit X are in − → ∂ U . Hence, the cut (X, V \ X) is invalid with respect to − → ∂ U , a contradiction. Since inverting an internal spring-drain path does not change the orientation of the edges in ∂U , we may continue to invert such paths until − → G [U ] becomes balanced. To prove Item 2, note that any correction subgraph of internal edges, which exists by Item 1, contains a β-correction subgraph as a subgraph, and thus it is also internal in
. To obtain this β-correction subgraph, we modify the correction subgraph by removing paths from β-big springs to β-big drains one by one as long as they exist.
To prove Item 3 we use the same proof as for Item 1. However, here we know that all our springs and drains are β-big, since
We are interested in induced subgraphs − → G [U ] that are "lame directed expanders". Given parameters α, β > 0, we say that the subgraph
Note that to decide whether
is an (α, β)-expander we do not need to know the orientation of its internal edges, but only that of its external edges. In particular, if the entire domain graph G is an α-expander, then − → G itself is always an (α, β)-expander for every β > 0 (because G[V ] has no external edges).
In the next two lemmas we give lower bounds for the numbers of internal spring-drain paths and β -spring-drain paths (for some β ) in an (α, β)-expander. Using our ( p, β)-tests from Section 4 with these bounds, we later obtain -tests for (α, β)-expanders. In the following, m U = |E(U )| and U is the maximum degree of a vertex in U (where the degree of a vertex u ∈ U is the total number of edges incident with u, including external edges). β -spring-drain paths (as inverting spring-drains paths in which both the spring and the drain are β -big is irrelevant for being β -Eulerian). Therefrom the lemma will follow.
PROOF. We show that in any orientation
− → G such that − → G [U ] is not β -Eulerian,
Assume that
is not β -Eulerian, and let be the minimum length of a springdrain path of internal edges in
. Such a path exists by Lemma 7.1. If ≤ β then the claim is obviously true. We thus assume that > β. Let S U be the set of springs in U . Consider a BFS traversal of
) is a β-cut, and thus, since U is an (α, β)-expander, we have
Note that for every i ≤ , the set A i contains springs but no drains. Hence, more edges exit A i than enter it:
and thus,
Substituting the above in Inequality (18), we have
for every i such that β < i ≤ and |E(A i )| ≤ |E(B i )|. Recall that all the directed edges in G[U ] that exit A i enter A i+1 . We thus have
and by induction,
for every i such that β < i ≤ and 
For every k ≤ i ≤ while |E(B i )| ≥ β, (B i , A i ) is a β-cut, and thus from Inequality (17) we have
Note that the set B i contains drains but no springs. Hence, more edges enter B i than exit it:
Substituting the above in Inequality (21), we have
and by induction
Combined with Inequality (20), we obtain
Otherwise, let r be the minimum index i such that |E(B i )| < β. Then, for i = k and j = r − 1, Inequality (22) yields
Since |E(B r )| < β, there are fewer than β levels between r and , and thus < r + β. Hence, with Inequalities (20) and (23), we achieve 
, that is, the digraph obtained
by inverting all the edges in the 2β-correction subgraph
is -far from being balanced, at least m U /2 more edges must be inverted in order to make it Eulerian. By Item 3 of Lemma 7.1, there exists a correction subgraph for
, which is a union of internal paths from 2β-big springs to 2β-big drains.
To complete the proof, we show that while − → G 1 [U ] is not Eulerian, it contains an internal spring-drain path of length = O(log (1+α) m U ) = O(log m U /α). This is done similarly to the proof in Lemma 7.3, which shows the existence of a short β -springdrain path. However, note that now the set E(A 2 ) includes all the edges outgoing from at least one 2β-big spring, and thus E(A i , B i ) is a β-cut for every i ≥ 2 such that |E(A i )| ≤ |A(B i )|. Hence, instead of Inequality (19), we have
for every i such that 1 < i ≤ and |E(A i )| ≤ |E(B i )|. Furthermore, since all the drains are 2β-big, the set E(B −1 ) includes all the edges incoming to at least one 2β-big drain, and thus E(B i , A i ) is a β-cut for every i ≤ − 1 such that |E(A i )| > |A(B i )|. Hence, putting j = − 1 in Inequality (22), we obtain
for every i ≤ − 1 such that |E(A i )| > |A(B i )|. Let k be the minimum value of i for which |E(A i )| > |A(B i )|. Then, from Inequality (24), we have k < log (1+α) m U + 3 and from Inequality (25) we have − k < log (1+α) m U + 1, and hence = O(log (1+α) m U ). , then the conditions of Lemma 7.3 apply for = and β = U . We thus obtain the two -tests below. Note that whenever our tests use samples of edges incident with a vertex u ∈ U , the sampling is among all the edges incident with u, and not only internal edges.
Suppose that − → G is -far from being Eulerian and that the external edges of U do not induce an invalid cut. Note that if β ≤

ALGORITHM 7.5. GEN-1(
, and otherwise run
In both cases, p(U, α, β, , β ) is the lower bound given in Lemma 7.3.
, where p (U, α, β) is the lower bound given in Lemma 7.4. (3) Reject if at least one of the tests has rejected, and accept otherwise.
ALGORITHM 7.6. MULTI-2(
In both cases, p (U, α, β, , β ) is the lower bound given in Lemma 7.3. Combining Lemma 7.3 and Lemma 7.4 with Lemma 4.4 and Lemma 4.6, we obtain the following lemmas, which will be used in Section 8. 
GENERAL TESTS BASED ON CHOPPING
In this section we use our results from Section 7 to provide a 1-sided test and a 2-sided test, as follows. Given an orientation − → G of an Eulerian graph G, we show how to decompose − → G into a collection of (α, β)-expanders with a relatively small number of edges that are outside the (α, β)-expanders, henceforth called external edges. We find the "chopping" adaptively while querying external edges only. If we do not find a witness showing that − → G is not already Eulerian during the chopping procedure, then we sample a few (α, β)-expanders and test them using GEN-1 (Algorithm 7.5.) or MULTI-2 (Algorithm 7.6.), obtaining a 1-sided test or a 2-sided test, respectively.
LEMMA 8.1 (THE CHOPPING LEMMA). Given an orientation − → G as input and parameters α, β > 0, we can either find a witness showing that − → G is not Eulerian, or find nonempty induced subgraphs
− → G i = (V i , − → E i = − → E (V i )) of − → G (where i = 1, .
. . , k for some k), which we call (α, β)-components (or simply components), that satisfy the following:
(1) The vertex sets V 1 , . . . , V k of the components are mutually disjoint.
The total number of external edges satisfies
During the chopping procedure, we query only external edges, that is, edges that are not in any component G i . The query complexity is also of the same order if we find a witness that − → G is not Eulerian.
PROOF. The chopping procedure proceeds as follows. At first, we define 
When decomposing, we query the edges of the cut (A, B) and mark them as external edges. Note that we need not query any additional edges to decide on cutting a component, as all the required information is given by the domain graph G and the orientation of the external edges that were queried in previous steps. After each stage, we check whether the orientations of the edges queried so far invalidate any of the cuts in the graph (see Section 3), in which case we conclude that − → G is not Eulerian and return the invalid cut.
The procedure terminates once there is no cut of any component that satisfies the chopping conditions. The components are clearly disjoint throughout the procedure. Since we only chopped components across β-cuts, every final component contains at least β edges. Moreover, note that a component is always chopped by the procedure unless all its β-cuts satisfy Inequality (17). Hence, if the algorithm terminates without finding a witness that − → G is not Eulerian, then every − → G i is an (α, β)-expander. It remains to prove the upper bound for the number of external edges and the query complexity of the chopping procedure. Consider a component U and a β-cut (A, B) of U that was queried in some step of the lemma. Suppose that the cut ( A, V \ A) is valid. Then,
From the chopping condition (26), we have
Combining Equations (27) and (28) and considering two cases, depending on whether
Hence, if Inequality (29) does not hold, then, in any case, after querying the edges in (A, B) we discover an invalid cut in the graph (which could be ( A, B) or another cut). We next compute the query complexity in the case where our knowledge graph contains no invalid cuts throughout the procedure, and later show how to modify our analysis for the case where an invalid cut is detected after querying the last cut. For every β-cut ( A, B) that we use for partitioning, we refer to the edges in the minimal cut among − → E (A, B) and − → E (B, A) as rare edges, and to the edges in the other direction as common edges. Let us first compute the cost of querying the rare edges only. For every partition of a β-cut (A, B), we "charge" a cost of α on every edge in E(A). From Inequality (29), the sum of charges is larger than the number of rare edges queried. Since by our definition |E(A)| ≤ |E(B)|, every edge can belong to "Side" A of a partitioned β-cut (A, B) at most log m times throughout the entire procedure. Hence, the sum of charges is at most α log m for every edge in the graph and at most αmlog m in total. We complete the proof by showing that the ratio between the number of external edges and the number of rare external edges is O(m/β).
Consider the component multigraph − → G comp , whose vertices are the components G i and whose edges are the external edges of − → G . By our assumption that the knowledge graph contains no invalid cuts, − → G comp is Eulerian (as a directed multigraph), and hence it is an edge-disjoint union of simple directed cycles. However, − → G comp does not contain a directed cycle of common edges. This can be proved by induction, as follows. When starting the chopping procedure there is only one component and no external edges. Then, at every step, we partition one component into two sets, and add the common edges, if any, from one of the sets to the other. One can see that this cannot create directed cycles of common edges. Therefore, − → G comp is an edge-disjoint union of simple directed cycles, where each cycle contains at least one rare edge. As the number of vertices in − → G comp is at most m/β, we conclude that the number of external edges in − → G is at most m/β times the number of rare edges. From the discussion above, it follows that the number of external edges in − → G is O(αm 2 log m/β). Regarding the case where querying the edges of a β-cut (A, B) reveals a violation of a cut in the graph, recall that as long as the knowledge graph does not induce an invalid cut, there exists an Eulerian orientation extending the knowledge graph (see Lemma 3.2). Thus, the edges of ( A, B) have a "good" orientation that does not violate any cut in the graph. Clearly, the total query complexity after we query the edges of (A, B) and terminate is no higher than in the case where we would have queried the edges of (A, B) and discovered the good orientation.
We are now ready to present our 1-sided test. In the following, let α, β > 0 be parameters.
ALGORITHM 8.2. CHOP-1(
(1) Use Lemma 8.1 (the chopping lemma) for finding (α, β)-components − → G 1 , . . . , − → G k and querying their external edges, or reject and terminate if an invalid cut is found in the process.
(2) Sample 3 ln 3/ (α, β)-components − → G i randomly and independently, where the probability of selecting a component 
PROOF. If the external edges induce an invalid cut, then the algorithm rejects in
Step 1 while trying to perform the chopping. Otherwise, every (α, β)-component sampled in Step 2 is /2-far from being Eulerian with probability at least /2. By Lemma 7.7, for every (α, β)-component that is /2-far from being Eulerian, the rejection probability is at least 2/3. Thus, the probability of rejecting one sampled component is at least /3. Since the components are selected independently, the probability of accepting all the components is at most (1 − /3) 3 ln 3/ < e − ln 3 = 1/3. 
In particular, for α = We conclude with a similar 2-sided test which gives a sublinear query complexity for all graphs. In the following, let α, β > 0 be parameters. PROOF. If − → G is Eulerian, then − → G has no invalid cuts and therefore CHOP-2 does not reject in Step 1. In addition, all the (α, β)-components − → G i are Eulerian. Thus, by Lemma 7.8, every run of MULTI-2 on a component − → G i rejects with probability at most 1/3. By standard large deviation arguments, the probability of rejecting a component − → G i by at most half of its tests is at most /9. Applying the union bound for the 3/ (α, β)-components sampled, the probability of rejecting − → G is at most 1/3. LEMMA 8.9. If the external edges induce an invalid cut, or if more than /2-fraction of the internal edges are in (α, β)-components that are /2-far from being Eulerian, then Algorithm 8.7 rejects with probability at least 2/3. PROOF. If the external edges induce an invalid cut, then the algorithm rejects in
Step 1 while trying to perform the chopping. Otherwise, the probability of not sampling any (α, β)-component that is /2-far from being Eulerian is at most (1 − 2 ) 3/ < 1 4 . Suppose that we have sampled at least one (α, β)-component that is -far from being Eulerian. By Lemma 7.8, the acceptance probability of a single test of this component is at most 1/3. Using standard large deviation arguments, the probability of accepting in at most half of the tests of this component is smaller than 1/12. We conclude that the probability of accepting − → G in this case is at most 1/3. 
( m) 2/3 and β = . PROOF. The correctness of the test follows from Lemmas 8.8, 8.9, and 8.5. The query complexity follows from Lemmas 7.8 and 8.1 (The chopping lemma).
LOWER BOUNDS FOR BOUNDED-DEGREE GRAPHS
A 2-Sided Lower Bound
In this section we prove the following theorem. The main idea of the proof uses Yao's principle [Yao 1977] . Namely, for infinitely many natural numbers , we define a graph G with m = 2 2 edges and two distributions over the orientations of G . The first distribution, P , contains only Eulerian orientations of G , while the second distribution, F , contains orientations that are with high probability 1/64-far from being Eulerian. We then show that any nonadaptive deterministic algorithm that makes o log m log log m queries cannot distinguish between the distributions P and F with probability higher than 1/5.
All our underlying graphs G are two-dimensional tori, which are 4-regular graphs having a highly symmetric structure (the exact definition is given below). We exploit this symmetry to construct distributions P and F such that, for any fixed set Q of o log m log log m edges, with high probability, the orientation of every pair of edges in Q has either no correlation in any of the distributions, or a correlation that is identical in both distributions.
We build the orientations in P and F from repeated "patterns" of varying sizes and show that, in order to distinguish between the distributions, a deterministic algorithm must be approximately "synchronized" with the (unknown) size of these patterns.
9.1.1. Preliminaries. For i, j ∈ [ ], we let i⊕ j denote addition modulo , that is:
Given a graph G = (V, E) and two vertices u, v ∈ V , we define the distance between u and v (or in short dist (u, v) ) as the the walking distance in G between u and v. Given two edges e 1 , e 2 ∈ E, we define the distance between e 1 and e 2 (or in short dist(e 1 , e 2 )) as the minimal distance between an endpoint of e 1 and an endpoint of e 2 . For an edge e = {u, v} ∈ E and a vertex w ∈ V , we define the distance of e from w (or in short, dist(e, w)) as the minimum of dist(u, w) and dist(v, w). We stress that even when we consider an orientation − → G , the distances between edges and vertices are still measured on the underlying undirected graph G for the following proofs.
Definition 9.2 (Torus). A torus is a two-dimensional cyclic grid. Formally, an × torus is the graph
We refer to E H as the set of horizontal edges and to E V as the set of vertical edges. Two edges e 1 , e 2 ∈ E are said to be perpendicular if one of them is horizontal and the other is vertical, and otherwise they are called parallel.
Given an orientation − → T of T , we say that a horizontal edge e = {v i, j , v i, j⊕1 } is directed the right if v i, j is the start-point of e, and otherwise we say that e is directed to the left. Similarly, we say that a vertical edge e = {v i, j , v i⊕1, j } is directed upwards if v i, j is the start-point of e, and otherwise we say it is directed downwards.
To simplify the presentation, we assume throughout this section that is even. We now define a graph operation that will be used later in the construction of the distributions P and F . 
9.1.2. Defining Auxiliary Distributions. Let H = (V, E) be an × torus, where V = {v i, j | i, j ∈ [ ]}, using the same indexing as in Definition 9.2. We define two simple distributions, R and C (k) , over the orientations of H. We later use these distributions to build the final distributions, F and P .
The distribution R is simply a random orientation of H's edges. Namely, in − → H ∼ R the orientation of every edge e ∈ E is chosen uniformly at random, independently of the other edges. PROOF. Define a subset I = {v i, j | i + j is even} ⊆ V of 2 /2 vertices. Observe that I is an independent set in H (i.e., it has no internal edges), and so every vertex v i ∈ I (k) and the edges e i and e j reside in different 4k-cycles C i and C j . A set Q ⊆ E is called independent if all the pairs e 1 , e 2 ∈ Q are independent. Observe that if Q is independent, then the orientation of every e ∈ Q is distributed uniformly at random, independently of the orientation of all other members of Q. Clearly, if − → H is distributed according to R , then every set Q ⊆ E is independent. In the following lemmas we prove that, under some conditions, the set Q is independent with high probability also in the case where − → H is distributed according to C (k) .
LEMMA 9.5. Let e 1 , e 2 ∈ E be two perpendicular edges of H. Let − → H be an orientation of H distributed according to C (k) for an integer k that divides /2. Then the probability that e 1 and e 2 are independent is at least 1 − 1 2k
. PROOF. Suppose that e 1 and e 2 are not independent. Hence, they both reside in the same cycle C in the partition of H's edges into 4k-cycles. Note that, in such a case, e 1 and e 2 define a unique square-shaped 4k-cycle in which they both reside, and hence they define a unique vertex in H that must be the lower-left corner of this cycle. By the definition of the partition into 4k-cycles, it is easy to see that the fraction of vertices in H that are corner vertices is 1 2k
. The lemma follows, since in the last stage of constructing an orientation from C (k) , the partition into 4k-cycles is randomly shifted. -far from being Eulerian with high probability. Our aim is to show that any nonadaptive deterministic algorithm that makes o log log log queries will fail to distinguish between the orientations that are distributed according to P and those that are distributed according to F .
Let Q ⊆ E be a fixed set of at most 1 10 log log log edges queried by a nonadaptive deterministic algorithm. Let
/2t or R /2t ) that has been used to create an orientation − → T of T . By Definition 9.7, the orientations of the padding edges of − → T are identical in P and F , and the orientations of the other edges are determined by those of their originating edges. We thus focus on the set org(Q) def = {org(e) : e ∈ Q} ⊆ E(H) of Q's originating edges. If − → T is distributed according to F , then the set org(Q) ⊆ E(H) is independent in H, and hence the distribution of the orientations of the edges in org(Q) ⊆ E(H) is uniform. We henceforth assume that − → T is distributed according to P . In the next lemmas we show that, with probability at least 4/5, the set org(Q) is independent in H in this case also, and thus our algorithm cannot distinguish between the two distributions.
LEMMA 9.10. Let e 1 , e 2 ∈ E be two edges within distance x. Let − → T be a random orientation of T chosen according to the distribution P . Then,
where t = 2 s .
PROOF. Observe that there are at most 2 log k + 4 = 2 log log + 4 values of s for which a fixed number x can satisfy 2 s−log k−2 = t 4k
possible values, so the lemma follows.
For a set Q ⊆ E and an orientation − → T of T , let I Q be the following event: for all pairs e 1 , e 2 ∈ Q, either dist(e 1 , e 2 ) < t 4k or dist(e 1 , e 2 ) > 4tk in T .
LEMMA 9.11. Let Q ⊆ E be a fixed set of 1 10 log log log edges and let − → T be a random orientation of T , according to distribution P . Then the event I Q occurs with probability at least 9/10. PROOF. Follows by applying the union bound on the inequality from Lemma 9.10 for all pairs e 1 , e 2 ∈ Q.
LEMMA 9.12. With probability 1 − o (1) , by the definition of the t-tiling, org(e 1 ) and org(e 2 ) must have a common endpoint in H, say v i, j . If e 1 and e 2 are perpendicular, and then we are done again. On the other hand, if e 1 and e 2 are parallel, then in order to have different origins they must be separated by the the main diagonal of R i, j (the representative grid of the common vertex v i, j ). Note that this may happen only if the distance of both e 1 and e 2 from the main diagonal is at most t 4k
. But the probability that an edge is within that distance from the main diagonal of some representative grid is at most 2
. Now the proof is completed by applying the union bound for all pairs e 1 , e 2 ∈ Q. LEMMA 9.13. Let Q ⊆ E be a fixed set of 1 10 log log log edges and let − → T be a random orientation of T , chosen according to the distribution P . Then org(Q) is independent with probability at least 4/5. PROOF. By Lemma 9.11, with probability at least 9/10, the event I Q happens; that is, for all pairs e 1 , e 2 ∈ Q, we have either dist(e 1 , e 2 ) < t 4k or dist(e 1 , e 2 ) > 4tk in T . Assume that I Q occurs. Then, by Lemma 9.12, with probability 1 − o(1), all the pairs e 1 , e 2 ∈ Q with dist(e 1 , e 2 ) < t 4k in T are perpendicular or have no more than one originating edge. Conditioned on this event, every two edges in org(Q) are perpendicular or are at distance larger than 2k in H.
. Therefore, from Lemma 9.6, org(Q) is independent in this case with probability 1 − o(1).
Summing up, we have that org(Q) is independent with probability at least 9 10
− o(1) > 4/5 for large enough, where the probabilities are taken over P .
PROOF OF THEOREM 9.1. Let Q ⊆ E be the fixed set of 1 10 log log log edges queried by a deterministic nonadaptive algorithm. For every fixed t, a, and b, let P t,a,b be P conditioned on t, a, and b and let F t,a,b be F conditioned on t, a, and b. Note that t, a, and b fully define the set org(Q) of originating edges and, in particular, it is the same set for orientations drawn according to P t,a,b and F t,a,b . It follows that, for every t, a, and b, if org(Q) is independent, then the restriction of P t,a,b to Q is identical to that of a,b . Now recall that, for every t, a, and b, if − → T is distributed according to F t,a,b then org(Q) is independent. On the other hand, by Lemma 9.13, org(Q) is independent with probability at least 4/5 also for P t,a,b , taken over the choice of t, a, and b. Summing over all the possible choices of t, a, and b, we obtain that the variation distance between the restriction of P t,a,b to Q and to that of F t,a,b is at most 1/5. Hence, distinguishing between the two distributions with probability larger than 1/5 requires more than 1 10 log log log = log m log log m queries.
A 1-Sided Lower Bound
In this section we prove the following theorem: THEOREM 9.14. For every 0 < ≤ 1/16, every nonadaptive 1-sided -test for Eulerian orientations of bounded degree graphs must use at least 1 100 m 1/4 queries. Consequently, every adaptive 1-sided test requires (log m) queries.
As opposed to 2-sided testers, a 1-sided tester is not allowed to reject the input unless a negative witness was found. In our case, as claimed in Lemma 3.1, the only possible witness that an orientation is not Eulerian is an invalid cut, that is, a (possibly partial) cut that cannot be made balanced under any orientation of the nonqueried edges.
Following this observation, we prove Theorem 9.14 using the distribution F defined in Section 9.1.3. First, we define a distribution F that is similar to the distribution F , except that t is fixed to be /16, and the orientation − → H of an 8×8 torus H is fixed to be one that makes all 64 vertices fully unbalanced. Then, we show that for orientations that are distributed according to F , any nonadaptive deterministic algorithm that makes o( √ ) = o( √ m) orientation queries cannot find an invalid cut (a negative witness) with probability larger than 1/5. This implies that there exists an orientation that is 1 16 -far from being Eulerian on which any randomized tester fails with probability at least 4/5.
The main idea follows. A cut can be invalid (and hence unbalanced) only if both its components contain unbalanced vertices. Let us now fix a cut (A, B) of an × torus T = (V, E), and let − → T be an orientation of T chosen according to F . Suppose that both A and B indeed contain unbalanced vertices, and let Q be a subset of the edges in the cut (A, B) that witness its invalidity. Using basic properties of tori, we show that either Q contains (m 1/4 ) edges, or otherwise, one of the edges e ∈ Q must be within distance O(m 1/4 ) from one of the unbalanced vertices of − → T . Since the number of unbalanced vertices in
, and since they are grouped into 64 diagonals of length /32, the number of edges that are within distance O(m 1/4 ) from these unbalanced vertices is bounded by O(m 3/4 ). Finally, since the last step in building − → T is a random shift, the probability that a set Q of size o(m 1/4 ) contains any such edge tends to zero.
We first give a formal definition of the distribution F of orientations over a torus. PROOF. Let U denote the set of unbalanced vertices in − → T ∼ F . Observe that |U | = 64t = 4 = 4 m/2, and recall that the vertices in U ⊆ V are grouped into 64 diagonals of length t (see Definition 9.7). Thus, the number of vertices v ∈ V that are within distance at most √ from some vertex u ∈ U is bounded by 64 · (t + 2 √ ) · 2 √ ≤ 10 3/2 . Hence, the probability of a single edge e ∈ Q satisfying dist(e, u) ≤ √ for some u ∈ U is bounded by 20m −1/4 and the lemma follows.
We establish the proof of Theorem 9.14 using a few lemmas, in which we point out some significant properties of the torus. But first, we give a general lemma about witnesses for not being Eulerian.
LEMMA 9.16. Let G = (V, E) be a graph and let (A , B ) is a disjoint union of (A 1 , B ) , . . . , (A k , B ) . Using averaging calculations, we obtain that there exists a connected component A i such that Q contains more than PROOF. Looking at the cycle of vertical edges connecting all the vertices in every mixed column, it is easy to see that every mixed column has at least two vertical edges in (A, B) . Similarly, it can be shown that every mixed row has at least two horizontal edges in (A, B) . PROOF. We give the proof of the first item, as the proof of the second item is identical. Let R i be a row of T that is not in R(A). Then v i, j ∈ B for every j ∈ [ ]. Hence, every column C j ∈ C(A) has a vertex in A as well as a vertex in B (namely, v i, j ), which proves the claim. PROOF. Let R i 1 , R i 2 be rows in R(A). Hence both R i 1 and R i 2 include at least one vertex in A. Since A is connected, there exists a path of vertices in A between R i 1 and R i 2 . Clearly, for every edge in the path, the endpoints are in the same row (in case of a horizontal edge) or in subsequent rows (in case of a vertical edge). We thus conclude that R(A) is a set of successive rows in the torus. Similarly, C(A) is a set of successive columns in the torus. PROOF. By Lemma 9.16, we may assume without loss of generality that Q contains more than half of the edges of an invalid cut (A, B) , where both A and B are connected. Since |Q| < 1 2 , we have |E(A, B)| < , and hence, from Lemma 9.20, one of the sets A and B is grid-bounded. Assume without loss of generality that A is grid-bounded. Let s = |R(A)| and t = |C(A)|. Then s, t < . Since A is connected, from Observation 9.21, A is contained in an s × t grid G.
Suppose that |Q| < q. Then |E(A, B)| < 2q, and from Observation 9.17 we have r mix + c mix < q. Let e = (w A , w B ) be an edge in Q ∩ E (A, B) , where w A ∈ A and w B ∈ B. Since A is invalid, there exists an unbalanced vertex u ∈ A. By the definition of q, we have dist(e, u) ≥ q, and hence dist(u, w A ) ≥ q. Using the notation of Observation 9.21, we denote u = v i 1 , j 1 and w A = v i 2 , j 2 , where i 1 , i 2 ∈ [s] and j 1 , j 2 ∈ [t]. Then, clearly, |i 1 −i 2 |+| j 1 − j 2 | ≥ q. We thus have s = |R(A)| ≥ |i 1 −i 2 |+1 and t = |C(A)| ≥ | j 1 − j 2 |+1.
Since A is grid-bounded, from Observation 9.18 we obtain |C(A)| + |R(A)| = r mix + c mix ≥ |i 1 − i 2 | + 1 + | j 1 − j 2 | + 1 > q. Finally, Observation 9.17 gives that |E(A, B)| > 2q, a contradiction.
PROOF OF THEOREM 9.14. Let T = (V, E) be an × torus and let − → T ∼ F be an orientation of T . Let Q ⊆ E be the fixed set of 1 100 m 1/4 edge queries that a deterministic non-adaptive algorithm makes on − → T . By Lemma 9.22, in order to form a witness that − → T is not Eulerian, one of the edges in Q must be within distance at most |Q| = 1 100 m 1/4 < √ from an unbalanced vertex in − → T . But according to Lemma 9.15, the probability of the above is at most 1/5. We thus conclude that discovering a witness that − → T ∼ F is not Eulerian with probability larger than 1/5 requires more than 1 100 m 1/4 nonadaptive queries.
CONCLUDING COMMENTS AND OPEN PROBLEMS
We have shown a test that has a sublinear number of queries for all graphs. The test procedure is surprisingly involved, considering the problem statement. However, (possibly excepting the special cases of dense graphs and expander graphs), this should be only considered as a first step for this problem, as many questions still remain open.
First, the question arises as to whether we can reduce the computational complexity of the test. While having a sublinear number of queries, the exponential in m time complexity makes this test unrealistic for implementation. Also, to make the test truly attractive, not only its computation time needs to be polynomial in m, but most of the calculations should be performed in a preprocessing stage, where the amount of calculations done while making the queries should ideally be also sublinear in m.
Related to the preprocessing question is the unresolved question of adaptivity. The current test is adaptive, but we would like to think that a sublinear query complexity nonadaptive test also exists for the same class of graphs. Other adaptive versus nonadaptive gaps, such as the one concerning the 2-sided lower bounds, also need to be addressed.
