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Abstract. High temperature superconductivity in cuprate superconductors remains
an unsolved problem in theoretical physics. The same statement can also be made
about a number of other superconductors that have been dubbed unconventional.
What makes these superconductors so elusive is an interesting question in itself. The
present manuscript focuses on the recent magnetic oscillation experiments and how
they fit into the broader picture. Many aspects of these experiments can be explained
by Fermi liquid theory; the key issue is the extent to which this is true. If true, the
entire paradigm developed over the past three decades must be reexamined. A critical
analysis of this issue has necessitated a broader analysis of questions about distinct
ground states of matter, which may be useful in understanding other unconventional
superconductors.
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1. Introduction
There is always a semantic question as to what we mean by key issues, especially because
our perception has evolved over the past decades. At this instant of time, I will define
them to be the set of all issues necessary to elucidate one class of experiments that will
be collectively described to be magnetic quantum oscillations [1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12], which took the community by surprise in 2007. It is my view that these
experiments have the potential to change the landscape of high-Tc research, because
they hint at a degree of simplicity that was previously unrecognized [13]. Historically,
emergent simplicity in a complex field has been a real breakthrough. It is in this spirit
that this article is written, and it emphatically does not pretend to be a review. I make
no apologies; the reader, if he so chooses, may construe this to be downright malice
on my part, but I hope that he will recognize that having a clear focus can be more
illuminating than otherwise.
The question posed here is quite simple. Is the normal state from which
superconductivity develops a Fermi liquid? Before 2007 such a question would have
been at the very least heresy, if not simply silly. The answer to this question will
take us into addressing pseudogap, competing order, non-Fermi liquids and effective
Hamiltonians. Why should we be carrying so much baggage with us? The prevailing
dogma has been that these superconductors arise from the Mott insulating state of
their parent compounds [14]. Never mind the fact that we do not know what the wave
function of a Mott insulator is and what local Hamiltonian it solves. Never mind the fact
that one can equally well view superconductivity as arising from the overdoped regime
of the phase digram, which can not be viewed to be in the proximity of a Mott insulating
phase by any stretch of the imagination [15]. Nonetheless, the same superconductors can
be said to develop from the overdoped regime and are killed as we approach the Mott
insulating regime. Paradoxical? You are right to think so. It would be a blast if we could
prove that right in the heart of the strange metal-Mott insulating regime, the system
in reality is a Fermi liquid—a blow to postmodernism. To confront the postmodernists
we need crystal clear experiments that can be interpreted beyond a shadow of doubt.
Alas, there lies the rub. The quantum oscillation experiments have not so far risen to
that level, although they are quickly achieving that status.
In Section 2, I outline the importance of recognizing a multiplicity of mechanisms,
both competing and cooperating, that may be responsible for high temperature
superconductors (high-Tc). Section 3 is a brief overview of quantum oscillation
measurements. In Section 4, I discuss broken symmetries in the context of high-
Tc superconductors, and in particular density waves of higher angular momenta.
The Section 5 contains the definition of a non-Fermi liquid necessary for an overall
understanding. Kohn’s theorem regarding quantum oscillations provides a robust
perspective in Section 6. A short aside about ν = 1/2 quantum Hall effect is provided
in Section 7. This brief section serves as an warning that there may be more to it than
meets the eye. The concept of Fermi surface reconstruction as an explanation of the
Key issues in High-Tc 3
quantum oscillation experiments is discussed in Section 8. Section 9 contains some the
unresolved puzzles.
2. The magic bullet
From the very beginning of high-Tc research the presumption has been that there is a
magic bullet that will lead to the secret of these materials. We have witnessed many
such attempts: resonating valence bonds, spin fluctuations, interlayer tunneling, gauge
theories, stripes, electron-phonon mechanism, quantum criticality, etc. But the search
for a magic bullet has turned out to be an ineffective strategy and may even be a false
premise. This may be unique to the new unconventional superconductors in contrast to
old conventional superconductors. In fact, the conflicts between experiments, especially
in the normal state, and the lack of universality point to the importance of a set of
mechanisms, as opposed to a single mechanism. Therefore the solution to the high-Tc
problem may be a combination of mechanisms. The lack of a unique mechanism may
be unsatisfying to a reductionist, but it is not so uncommon from the perspective of
emergent phenomena; especially serious bottlenecks exist in a number of outstanding
problems in biology or medicine. We basically know what causes superconductivity:
a suitable attraction between electrons can form a ground state with a broken global
gauge symmetry, with a number of remarkable consequences. What we do not know
is how this attraction arises, when it is sizable and when it is not, and what factors
are detrimental to superconductivity. We hope that it is not as complex as problems
in biology and an effective low energy Hamiltonian that contains the main ingredients
can be found. This principle of multiplicity behooves us to take seriously non-partisan
views of
• Conflicts within theories and experiments. Barring highly idealized many particle
systems, it is impossible to find a complete mathematical solution of a complex
problem, nor is it necessary. History is replete with such examples. Each
approximation must be placed in its proper context and both pro and con should be
weighed. Similarly, experiments should be scrutinized. A burning question now is
the quantum oscillation experiments indicating the existence of Fermi pockets in the
putative normal state as opposed to the angle resolved photoemission spectroscopy
(ARPES) [16] exhibiting so-called Fermi arcs [17].
• Complexity of the phase diagram. The so-called unconventional superconductors,
of which high-Tc cuprates are examples, are distinguished from their conventional
cousins by their complex phase diagrams with many competing ground states
with quantum phase transitions between them. A complex phase diagram implies
competing interactions in the reduced Hamiltonian, which in turn imply broken
symmetries. It is remarkable that even Buckyball superconductivity that was
once declared to be a conventional electron-phonon superconductor [18], with
one serious exception [19], is now found to be unconventional in the most recent
experiments [20]—compare the phase diagram of Cs3C60 with A15 structure and
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a phase diagram of cuprates in Fig. 1. The complexity of the diagrams and the
multiplicity of phases is evident.
F
Figure 1. There are many proposed phase diagrams for high-Tc cuprates with a
multiplicity of phases. Here is my favorite one, as a function of doping x, with emphasis
on broken symmetries. The symbols are: 3D AF—three dimensional antiferromagnet;
DDW is d-density wave; DSC is d-wave superconductor; tcp stands for a tetracritical
point; x2 stands for a suggested quantum critical point (QCP) in the overdoped regime
separating superconductivity from ferromagnetism [15], F, and x1 and xc are two other
QCPs. QCR is a depiction of the quantum critical region, and (a), (b), and (c) are
possible experimental trajectories that should exhibit different behaviors as a function
of temperature. The region termed competing phases may be composed of a cascade
of various charge ordered states.
3. Quantum oscillation experiments: a brief overview
The purpose of these experiments is to crush the superconducting dome by applying
a high magnetic field and to study the resulting normal state at low temperatures.
After all, it is essential to understand the normal ground state if we are to get to
the secret of high transition temperatures. The field range has been generally very
high, 35 − 65 T, and in some cases even higher, up to 85 T. Nonetheless, as far
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as the energetics are concerned this is still very small compared to the electronic
energy scale [21]. There have been de Haas-van Alphen, Shubnikov-de Haas, and Hall
measurements. The materials are hole doped YBa2Cu3O6+δ (YBCO) close to 10%
doping, YBa2Cu4O8 (Y124) corresponding to 14% doping and overdoped single layer
Tl2Ba2CuO6+δ (Tl2201). Further doping levels of YBCO have also been explored [10].
More recently Shubnikov-de Haas oscillations in the c-axis conductivity have also been
observed in optimal to overdoped electron-doped Nd2−xCexCuO4 (NCCO) at 15%, 16%,
and 17% doping [12]. This is significant for at least two reasons: (1) the material involves
substantial cation disorder and (2) the measurements are carried out in the field range
35− 65 T, far above Hc2 that is less than 10 T. The field range implies that in NCCO
there is hardly any fluctuating order to speak off. The similarity of the observations with
the hole doped cuprates is so striking that it is unlikely that mechanisms in electron and
hole doped materials are different, ipso facto pairing fluctuations could not possibly play
a major role in these experiments [22]. There has been some controversy as to whether
or not the quantum oscillation measurements in YBCO are carried out in the “normal
state” [23], although it is certain that they are carried out in the resistive state.
In this brief space I can only highlight some striking features of the relevant
experiments. I shall return at the very end to some of the unresolved puzzles.
• The first experiment detected oscillations of the Hall coefficient [1]. This is dramatic
because within Fermi liquid and Boltzmann transport theories the scattering rate
cancels out in the Hall coefficient as long as there is only one type of pocket, electron
or hole. At least two types of pockets with differing mobilities are necessary to
observe oscillations of the Hall coefficient [24], let alone its negative sign in a hole
doped material. The existence of oscillation in the Hall coefficient is therefore
indicative of two types of charge carriers.
• The most plausible explanations of these oscillations in my opinion have involved
reconstruction of the Fermi surface involving a density wave order [24, 25]. Whether
or not the order is commensurate or incommensurate is important but not the
primary issue.
• Measurements in a tilted field have yielded conflicting results. In one case
no interference effects leading to spin zeros in the oscillation amplitudes were
reported [6] and in the other spin zeros were found [26]. The authors of the
latter experiment ascribe the difference to greater resolution in separating two close
frequencies that have spin zeros at two different angles. One of them may reach
the zero at an angle where the other is finite. Thus if these two frequencies are
not resolved, it would appear that there are no spin zeros. Excessive tilting of the
field may drive the the system deep into the superconducting state that possibly
cannot exhibit quantum oscillations. While the normal component couples to the
supercurrent, the Zeeman coupling is to the full field. These experiments are terribly
significant: the existence of spin zeros implies that the quasiparticles carry charge
e, spin-1/2, a g-factor close to 2, and an effective mass m∗ within a factor of 2 of
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the free electron mass in underdoped cuprates—shocking after some three decades
of complex Mott physics. One can go further and provide strong argument [27]
that whatever density wave order is causing the Fermi surface reconstruction has
to be of the singlet variety. Conversely, non-existence of spin zeros implies that the
order parameter is likely to be a spin triplet.
4. Broken symmetries
A fundamental organizing principle of matter is the notion of broken symmetries. When
a symmetry is present in the Hamiltonian but not in the ground state, we say that the
symmetry is broken. For example, a liquid has all the symmetries of the Hamiltonian,
rotation, translation, etc. In contrast a crystal has only a set of discrete translational
and rotational symmetries. This definition is found to be counterintuitive by an artist
who typically finds no symmetries of a featureless liquid but beautiful symmetries in
a crystalline state or in an isicle. Broken symmetries often have their key signatures,
if those are not hidden from our common sense experience. For example, a magnet
breaks time reversal and spin rotational symmetries, a crystal symmetries of the space
group, ferroelectrics the inversion, and superconductors the global gauge symmetry.
Nonetheless, the roster of observed broken symmetries are far too small compared to the
multitude of possibilities. In fact, it is a truism that any symmetry that can be broken,
must be broken. So why are so few broken symmetries observed in Nature? I would
like to argue that in high temperature superconductors certain broken symmetries and
the consequent order parameters are hidden from the common observational techniques.
This does not imply that these hidden orders are unimportant, but only that we do not
have the tool to observe them. They work behind the scene.
Broken symmetries offer protection from irrelevancies. Deep inside a broken
symmetry state elementary excitations are uniquely known. This, in turn, allows us
to understand and predict the properties matter. Often mean field theory and small
fluctuations about it are sufficient theoretical tools. Deep inside a broken symmetry
phase critical fluctuations are absent and even the collective modes can be physically
identified from the symmetries of the order parameters. Moreover, those properties that
are determined by symmetries can be determined in the weak interaction limit, where the
calculations are better controlled, from a suitable effective Hamiltonian. The results thus
obtained should be at least qualitatively valid even in the strong interaction limit. [15]
However, the thermal properties in low dimensional systems are badly predicted by
the Hartree-Fock theories of broken symmetries, because fluctuations are often very
important. Nonetheless, it is expected that the results at zero temperature retain a
considerable degree of validity, except close to quantum critical points where quantum
fluctuations become important. This leads us to the discussion of what dominant
symmetries are broken in unconventional superconductors.
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4.1. The density wave state of higher angular momentum: an example with application
As there are excellent review articles of certain classes of broken symmetry phases [28,
29], I will concentrate here on a class that I favor, about which there are no review
articles. Additionally, understanding of these states may be important in understanding
the quantum oscillation experiments, the major focus of the present article. A
whole class of density wave states relevant to cuprates can be defined by the angular
momentum quantum number and the fundamental nature of the condensates [30]. A
superconductor is a condensate of Cooper pairs, that is, the condensation is in the
particle-particle channel. Thus, the overall antisymmetry of the wave function results
in strict restrictions. If the orbital function is symmetric, the spin function must be
antisymmetric and vice versa. In contrast, the density wave states are condensates of
bound pairs of electrons and holes. Since there is no requirement of exchange between the
two distinct particles, the orbital function cannot constrain the spin function. Although
angular momentum is not a strict quantum number in a crystal, we will continue to
use it as a metaphor—the proper classification is in terms of the symmetry of the point
group.
For a superconductor ` = 0, 1, 2, . . . define s-wave (spin singlet), p-wave (spin
triplet), and d-wave (spin singlet) condensates, etc. For a particle-hole condensate,
that is, a density wave, ` = 0 comes in two varieties, a spin singlet version and a spin
triplet version. The spin singlet version is the familiar charge density wave (CDW) and
the triplet version the spin density wave (SDW). The ` = 1 comes also in two versions
and involves bond order. The focus of this article is the case ` = 2. Here the spin
singlet version is not a wave of density at all but corresponds to a staggered pattern of
circulating charge currents, dubbed the d-density wave (DDW). The ` = 2 spin triplet
version corresponds to a staggered pattern of circulating spin currents. The two-fold
commensurate DDW breaks translation, time reversal, parity, and a rotation by pi/2,
while the product any two symmetries is preserved. More specifically, the DDW order
parameter is defined by (a being the lattice constant)
〈cα†(k + Q, t)cβ(k, t)〉 = iΦQ
2
(cos kxa− cos kya) δαβ , (1)
where Q = (pi/a, pi/a). Note the similarity of the form factor with the d-wave
superconductor (DSC) and the crucial factor of i signifying the breaking of time reversal
symmetry. The Kronecker δαβ reflects the fact that the order parameter transforms as
identity in the spin space, hence a singlet. As mentioned above the order parameter in
the real space corresponds to a staggered pattern of circulating charge currents shown
in Fig. 2. It has been proposed [31] that the DDW gap is proportional to pseudogap T ∗;
see Fig. 1. From this proposed identification one can estimate that the largest magnetic
field corresponding to current circulating around a square plaquette is about 10 − 30
Gauss. A triplet DDW order on the other hand is given by
〈cα†(k + Q, t)cβ(k, t)〉 = iΦQ
2
(cos kxa− cos kya) nˆ · σαβ , (2)
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Figure 2. Staggered pattern of charge currents reflecting DDW order in the square
planar CuO-lattice with O-sites ommitted.
which clearly transforms as a triplet under rotation in spin space. In the real space this
order parameter corresponds to circulating staggered spin currents. The unit vector nˆ
defines the direction of the spin.
4.2. Hidden order
The singlet or the triplet DDW order are hidden from most common probes because
they do not result in a net charge modulation nor a spin modulation. The reason is that∑
k∈BZ
〈cα†(k + Q, t)cβ(k, t)〉 = 0. (3)
Contrast it with a d-wave superconductor, where the Meissner effect follows directly
from the broken U(1) symmetry, irrespective of the pairing channel. Thus, even though
the integral over the Brillouin zone is zero, the superconducting order can be detected
by an applied uniform magnetic field B through the Meissner effect. We have no such
luxury in the case of DDW. Even specific heat is smooth as a function of temperature,
unlike a superconductor [32]. Experiments seeking to uncover such order must (a) be
sensitive to spatial variation of the kinetic energy or currents, (b) measure higher order
correlations of charge or spin densities (2-magnon Raman, NQR, etc.). For triplet DDW,
we have broken spin rotational symmetry and the corresponding Goldstone mode, which
can be picked up in neutron scattering measurements, as can the staggered magnetic
field for the singlet DDW. A triplet DDW does not even break time reversal and so it
is hidden further. The effect of potential disorder is rather subtle in the DDW state; it
is rather robust in comparison to a d-wave superconductor (DSC) [33]. This legitimizes
the use of a mean field Hamiltonian with a given order parameter along with disorder
without performing a self consistent determination of the order parameter. The reason,
in essence, is that DDW involves current modulation as opposed to density modulation.
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5. What is and what is not a Fermi liquid?
There is a great schism: a class of experiments undoubtedly point to non-Fermi liquid
behavior and a class of experiments that tantalizingly resemble, even quantitatively to
some degree, a Fermi liquid normal state at low temperatures when the superconducting
dome is crushed by a high magnetic field, namely the quantum oscillation measurements.
The distinction between a Fermi and a non-Fermi liquid is sharpest in the ground state,
not at finite temperatures. From this perspective it does not matter whether or not there
are sizable superconducting fluctuations above Tc, which I believe is perfectly reasonable,
especially for superconductors with high pairing scale. The most convincing experiment
that points to a Fermi liquid is a recent Shubnikov-de Haas experiment involving multiple
oscillation frequencies [26] that are interpreted as conventional quantum oscillations as
though the quasiparticles have charge e, spin 1/2, and a g-factor close to 2, more precisely
2.2. In order to appreciate this issue, we need to take a step back and discuss what
is and what is not a Fermi liquid. Since much is known about Fermi liquids, I will
concentrate on what is not a Fermi liquid.
Only non-analyticity of the time-ordered one-particle Green’s function on the
principal sheet, in the infinite volume limit, is a cut along the real axis. To describe a
Fermi liquid, Galitskii and Migdal[34] proposed a model of the one-particle Green’s
function, which has simple poles, sufficiently close to the real axis in the second
and the fourth quadrants on the second sheet. The pole in the fourth quadrant
corresponds to a long-lived quasiparticle and that in the second quadrant to a long-
lived quasihole. According to this model the matrix elements of a fermion operator
between the ground state and the exact eigenstates is sharply peaked at an energy
depending on the wavevector k. The quasiparticle pole in the complex plane is the
representation of the physical phenomena on the real frequency axis, as the theory of
analytic continuation implies. A simple pole implies a unique energy εk for a given
k. With proper normalization of the wave function, a quasiparticle can be made to
resemble a bare particle for energies asymptotically close to the Fermi energy. Other
properties of quasiparticles also follow from the assumptions of the model. The charge
of the quasiparticle is e and its spin 1/2.
The Galitskii-Migdal model can be summarized by the spectral function
A(k, ω) = − 1
pi
Im GR(k, ω) = zkδ(ω − (ε(k)− µ)), (4)
where GR is the retarded Green’s function, zk is the quasiparticle residue and µ is the
interacting chemical potential. As this model is valid only for quasiparticles close to the
Fermi surface, we can linearize: ε(k) − µ ≈ vk∗ |k − k∗|, where k∗ is the point on the
Fermi surface nearest to k; for a Fermi surface with spherical symmetry k∗ = kF , the
Fermi wave vector, and vk∗ = vF , the Fermi velocity. Then, the asymptotic spectral
function has the scaling property
A(Λ|k− k∗|,Λω) = Λ−1A(|k− k∗|, ω), (5)
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reflecting the gaplessness of the elementary excitations. The system is poised at
criticality. That a normal Fermi system represents a critical system is, of course, well
known, but usually this criticality does not lead to serious dynamical consequences. This
is because the modes (the fermionic excitations) decouple, as in the Gaussian model of
classical critical phenomena. An exception is the Kondo problem where the criticality
leads to non-trivial coupling between the modes, resulting in a breakdown of the single
particle picture [35].
What would be the corresponding model of a non-Fermi liquid? A well defined
model could be one where the analytic continuation of the Green’s function to the
second sheet have branch points instead of simple poles [36]. Thus, the corresponding
scaling relation for the asymptotic spectral function is
A(Λy1 |k− k∗|,Λy2ω) = ΛyAA(|k− k∗|, ω), (6)
where y1, y2, and yA are the exponents defining the universality class of the critical
Fermi system. The exponents other than y1 = 1, y2 = 1, and yA = −1 have been
termed anomalous. The notion of a spectral function with anomalous exponents was
termed spectral anomaly. Spectral anomaly implies that a given k does not correspond
to a single frequency but a continuum of frequencies. A creation operator of wave vector
k, applied to the ground state, creates a state that couples to many eigenstates of the
unperturbed system that can no longer be considered a damped quasiparticle. The
analytic property of the Green’s function is completely changed.
Continuity with the Fermi liquid model requires that the location of the branch
point be in one-to-one correspondence with the poles. This is by no means an obvious
assumption, but holds for one-dimensional electron gas [37], and also for gauge
models[38, 39] in higher dimensions. We have not incorporated spin-charge separation
in our definition. At the level of generality stated above the inclusion of fractionalization
is straightforward, but simply more elaborate.
From the dispersion relation we can now determine the real part of the retarded
Green’s function, i.e,
ReGR(|k− k∗|, ω) = −P
pi
∫ +∞
−∞
dω′
ImGR(|k− k∗|, ω)
ω − ω′ . (7)
Thus, the real part also satisfies the same scaling relation given by
ReGR(Λ
y1||k − k∗|,Λy2ω) = ΛyAReGR(|k− k∗|, ω). (8)
From the generalized homogenity assumption, we also get
A(|k− k∗|, 0) = 1|k− k∗|yA/y1A(1, 0) (9)
and
A(0, ω) =
1
|ω|yA/y2A(0, 1). (10)
The momentum distribution function n(k) is given by
n(|k− k∗|) =
∫ 0
−∞
dωA(|k− k∗|, ω). (11)
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Using the scaling relation, we can write
n(|k− k∗|) =
∫ 0
−∞
dωΛ−yAA(Λy1 [k− k∗],Λy2ω). (12)
Because Λ is an arbitrary scale factor, we can chose Λy1|k− k∗| = 1. Then,
n(|k− k∗|) = |k− k∗|(y2+yA)/y1
∫ 0
−∞
dxA(±1, x). (13)
The discontinuity present in a Fermi lquid is destroyed due to spectral anomaly.
In a Fermi system, the occupation of a state cannot diverge, and the inequality
(y2 + yA)/y1 > 0 must be satisfied. There is a superficial difficulty with the scaling
argument above: the integral does not converge. This is a minor point and is true
for any leading asymptotic scaling function; we need to restore the cutoff to correct it.
However, the critical exponent is still given correctly by the above scaling argument.
Fermi liquid theory is an effective low energy theory of metals[40, 41]. We shall
briefly recapitulate the arguments due to Polchinski[40]. Imagine that we are considering
an effective field theory below an energy scale Ec at which there are strong Coulomb
interactions. Consider first the free action (the repeated spin index σ is summed over):∫
dtddk
{
iψ†kσ(t)∂tψkσ(t)− (ε(k)− µ)ψ†kσ(t)ψkσ(t)
}
(14)
As we scale all energies by a factor s < 1, the momenta must scale to the Fermi surface.
To accomplish this scaling, we write
k = k∗ + l. (15)
As we scale the energies and the wave vectors, E → sE, k∗ → k∗, and l → sl, and
the action remains fixed provided the dimension of the fermion operators is s−1/2. If
there are no relevant operators, the effective low energy theory is self-consistent. The
generated mass term can be absorbed by redefining the fermi surface to be the true
interacting Fermi surface.
The most important interaction is the four fermion operator:∫
dtdd−1k∗1 dl1 dd−1k∗2 dl2 dd−1k∗3 dl3 dd−1k∗4 dl4V (k∗1,k∗2,k∗3,k∗4)
ψ†k1σ(t)ψk3σ(t)ψ
†
k2σ′(t)ψk4σ′(t)δ
d(k1 + k2 − k3 − k4), (16)
where we have assumed that the interaction is short-ranged. It can be seen that the
interaction scales as s times the dimension of the delta function. Let us assume, for the
moment, that
δd(k1 + k2 − k3 − k4) = δd(k∗1 + k∗2 − k∗3 − k∗4 + l1 + l2 − l3 − l4)
∼ δd(k∗1 + k∗2 − k∗3 − k∗4), (17)
where we have ignored l in comparison to k∗, because l all scale to zero. Now the
argument of the δ-function does not depend on s, and the four fermion interaction
scales as s, vanishing in the limit s → 0. The interaction is irrelevant! However, the
argument fails for the special kinematics implied by the forward, the exchange, and the
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Cooper channel scattering processes. For these processes, the delta function can be seen
to be of order s−1, transforming the dimension of the interaction to s0. The net result
is that the interaction is marginal[40]. The argument also fails in d = 1 because the
δ-function is always of order s−1 and the interaction is always marginal.
We now turn to the consistency of our non-Fermi liquid model [36]. Let the action
be ∫
dω ddk G−1(k, ω)ψ†kσ(ω)ψkσ(ω), (18)
where the Green’s function G corresponds to that of a non-Fermi liquid defined above.
The dimension of ψσ(k, t) is s
yA/2. If we follow Polchinski, we see that the the four
fermion interaction is irrelevant; even for those exceptional kinematics for which the
interaction was marginal in the Fermi liquid case, it now scales as s2(1+yA), hence
irrelevant as long as there is spectral anomaly, that is, (1 + yA) > 0. A non-Fermi
liquid is more stable than a Fermi liquid! In fact, in the weak coupling regime, it does
not even allow a superconducting instability. The coupling has to reach a threshold
before superconducting instability occurs. This is a remarkable result. In a Fermi
liquid-BCS theory, arbitrarily weak attractive interaction leads to a superconducting
instability, hence there is no chance of a quantum critical point, as long as the interaction
is attractive. In contrast, in a non-Fermi liquid there can be a quantum critical point
because the coupling has to reach a finite threshold before superconductivity sets in.
6. Quantum oscillations: Kohn’s theorem
The periodicity observed in all quantum oscillations has its root in the Landau levels.
There is an instructive theorem due to Kohn [42] that exemplifies the robustness of the
effect. Consider a continuum two-dimensional electronic system with arbitrary short
ranged velocity independent electron-electron interaction, but without disorder. The
Hamiltonian is
H =
∫
x
ψ†σ(x)ε(p,x)ψσ(x) +
∫
x,x′
ψ†σ(x)ψ
†
σ′(x
′)v(x− x′)ψσ′(x′)ψσ(x) (19)
Here ε(x,p) is the Hamiltonian for individual particles of mass m, charge e, magnetic
moment µB, spin
1
2
, moving in an external magnetic field B. Here v(x− x′) is assumed
to be a spin independent static potential, so any explicit spin dependence can be
dropped. Moreover, for simplicity we shall also drop the Zeeman term −gµBB · σ
in the Hamiltonian. The single particle energy is
ε(p,x) =
1
2m
[p− (e/c)A]2 . (20)
We choose the Landau gauge A = (0,−Hx, 0). Note that since magnetic field is never
a small perturbation, as it increases indefinitely with the size of system, it is sensible
to begin with the noninteracting system but in the presence of the magnetic field and
then consider the effect of the interaction term.
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The solution to the single particle problem is the well-known Landau levels with
energy eigenvalues and eigenfunctions given by
n,k = ~ωc
(
n+
1
2
)
, ψn,k = e
ikyun
(
x+
~ck
eB
)
, (21)
where the frequency ωc =
eB
mc
and the degeneracy of each energy level is
dΦ = 2
Φ
Φ0
, (22)
where Φ = BLxLy and Φ0 = hc/e; the factor of 2 is for spin. The functions un are the
one-dimensional harmonic oscillator wave functions.
In a magnetic field momenta are not good quantum numbers, but it is still useful to
depict the energy levels on the two-dimensional kx−ky-plane. The spectra, of degeneracy
dΦ, lie on concentric circles in this plane separated by ~ωc. The total number of available
states in an area ∆A = 2pim~2 δε between the two energy surfaces is unchanged despite the
Landau quantization:
LxLy
(2pi)2
∆A =
dΦ
2
. (23)
Let the Fermi level, F , at T = 0 be situated on one such concentric level. Then all
states with energy E ≤ F are completely filled and all states for E > F are completely
empty. The area enclosed by the Fermi level, A(F ), follows trivially from Eq. (23) and
is
2
A(F )
(2pi)2
=
N
LxLy
, (24)
where N is the fixed total number of particles including both spin directions. That is
none other than the Luttinger sum rule [43], relating the volume of the Fermi surface
and the density of particles despite the magnetic field.
The magnetic field with an integer number, j, of the lowest Landau levels completely
filled and the rest empty will satisfy
2
A(F )
(2pi)2
=
1
LxLy
2Φ
Φ0
j (25)
or
1
Bj
= j
2pie
~c
1
A(F )
. (26)
This isolated nondegenerate ground state is separated by a gap ~ωc from the excited
state. As we increase B, the quantized orbits are drawn out of the Fermi level, and
sequentially pass through essentially ‡ identical set of nondgenerate isolated ground
states, resulting in the periodicity of the properties of the electron gas. The frequency,
F , of the oscillations when analyzed in terms of 1/B is then the universal relationship
F =
~c
2pie
A(F ). (27)
‡ This is certainly true as long as we are not at a very low Landau level. Otherwise, the difference in
the free energy between the n-th filled Landau level and (n − 1)-th filled Landau level is substantial
and cannot be dropped as a small correction.
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Periodicity of course does not imply a sinusoidal wave form.
The interesting question now is what we can say about the interacting systems.
Now, fix Bj to a completely filled Landau level and turn on the electron-electron
interaction adiabatically. This is clearly possible for this incompressible state because
there is a gap in the spectrum: ~ωc. Then to all orders in perturbation theory an
isolated nondegenerate ground state will remain so. Therefore the sequence of states
corresponding to fully filled Landau levels as a function of the magnetic field will be
the same, as in the noninteracting case. The periodicity is therefore unchanged and is
determined by the enclosed area A(F ), which in turn is fixed by the Luttinger sum rule. §
Note that the theorem makes no statement about the amplitude of the oscillations, nor
about the waveform of the periodicity.
It appears that we have only made use of the adiabatic theorem and as such Kohn’s
theorem may be true non-perturbatively and perhaps can be generalized to a non-fermi
liquid state. Despite motivated effort the present author was unable to generalize this
theorem. ‖ The real question is do non-Fermi liquids have Landau levels? Perhaps a
phenomenological illustration is useful. For a Fermi liquid, the quasiparticle spectral
function is a series of δ-functions, which is trivially (considering for illustration for the
2D case)
A() = 2
eBLxLy
2pi~c
∑
n
δ[− (n+ 1/2)~ωc] (28)
with appropriate renormalization of the effective mass. Considering that the ground
state corresponds to all Landau levels filled up to an energy  in the kx − ky-plane
denoted by pik2F , as discussed above, we immediately obtain
∆
(
1
B
)
=
2pie
~c
1
A(kF )
. (29)
One might wonder if a generalization to a non-Fermi liquid might not exist. We could
write
ANFL() ∼
∑
n
[− (n+ 1/2)~ωc]yA/y2 (30)
where the appropriate anomaly exponents were defined earlier; note that yA/y2 < 0.
This will imply once again that the spectral functions have periodic branch points at
the same values as in Eq. 29. Despite its intutive appeal, it remains to be proven that
a non-Fermi liquid has Landau levels.
§ Although we merely made use of continuity, the true interacting state may not be unitarily equivalent
to the noninteracting state — typically when a symmetry is broken. For a partially filled Landau level,
which is degenerate, there is a zoo of density wave states for higher Landau levels [44].
‖ This is not simply a consequence of Gell-Mann and Low’s theorem [45] applied to a non-degenerate
ground state with a gap such that the adiabatic theorem can be applied. Although for Fermi liquids
adiabatic switching evolves free particles to quasiparticles, one must guard against symmetry change
and unitary inequivalence, or even the difference in the analytic structure of the Green’s function of a
non-Fermi liquid versus a Fermi liquid.
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6.1. Luttinger formalism
In an often quoted paper by Luttinger [46] a derivation of the Lifshitz-Kosevich (LK)
formula [47] is given. But this formula is valid if and only if the Fermi liquid theory
is valid. The modification of LK formula by Luttinger may include Fermi liquid
corrections, but cannot be used for a non-Fermi liquid. It implies in turn that if the LK
formula holds, we are very likely observing quasiparticles, perhaps with renormalized
masses and with Fermi liquid corrections to the spin susceptibility if we are considering
interference due to spins.
It is useful to recapitulate what Luttinger really proved. The range of interest is
kBT, ~ωc  µ and kBT not much larger than ~ωc. The self energy Σ is separated into
three parts:
Σ = Σ0 + ΣT + Σosc. (31)
Here Σ0 is a field independent part taken at T = 0 and ΣT is the first temperature
correction, which by the Sommerfeld expansion is
ΣT ∼ (kBT/µ)2Σ0. (32)
Moreover Luttinger estimates that
Σosc ∼ (~ωc/µ)3/2, (33)
and therefore
Σosc/ΣT ∼ (~ωc/kBT )2(µ/~ωc)1/2  1, (34)
allowing us to drop ΣT . An assumption here is that the system is three dimensional
and the Sommerfeld expansion is a meaningful asymptotic expansion. These estimates
allow him to drop ΣT . If we now assume that the electron-electron scattering rate
vanishes as (− µ)2, which is a Fermi liquid assumption, the leading oscillatory part of
the thermodynamic potential is
Ωosc = − 1
β
∑
r
ln
[
1 + eβ(µ−Er)
]
, (35)
which is exactly the thermodynamic potential for independent fermions but with the
renormalized quasiparticle energies Er determined from
Er −Qr(Er) = 0, (36)
where Qr is the real part of the self energy. Except for that it is exactly the LK formula.
The final formula of Luttinger can of course be cast in terms of fermionic Matsubara
frequencies, ωn, and a self energy dependent on it. It then reads
Ωosc = − 1
β
∑
n
Tr{ln [+ Σ0(ωn)− iωn]}. (37)
It appears that the non-oscillatory part of the self energy Σ0(ωn) can be
phenomenologically assigned whatever we wish, in particular a non-Fermi liquid or a
marginal Fermi liquid form. This procedure [48, 49, 50] seriously lacks consistency, as
there is no proof that such systems exhibit Landau levels, which I believe is the sine
qua non of quantum oscillations (cf. below).
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6.2. Disorder
Any amount of impurities will break translational invariance and Kohn’s theorem
cannot, strictly speaking, hold. A moderate amount of disorder can be understood in
terms of a self consistent Born approximation and has been discussed extensively [51].
Landau levels will be broadened and will overlap, but as long as the states within a
Landau band are not fully localized, magnetic oscillations persist. Can we understand,
on dimensional grounds, how the oscillations are affected by disorder. Of course,
impurity broadening must lead to the decay of the amplitudes characterized by the
Dingle factors. How about the frequency? With disorder we have a new dimensionless
parameter, ~/(F τ), that is expected to affect the frequency as well. The electron will
take longer to complete a cyclotron orbit, so the frequency should be shifted downward,
but by what amount? The downward shift in the energy  of an extremal orbit can be
estimated to be
∆() =
P
pi
∫
dω
Γ(, ω)
− ω , (38)
where Γ(k, ω) = pi
∑
k 6=k′ |Vk,k′|2δ(k′ − ω) and k =  = F . When averaged over
the distribution of disorder, Γ is smooth and independent of energy, and therefore the
principal value integral vanishes. A more refined self consistent argument [52] shows
that the correction to the frequency is of order (~/F τ)2, which is a small correction in
most cases.
7. The ν = 1/2 quantum Hall effect and transverse gauge field: an aside
There are examples where quantum oscillations arise from a nearby non-Fermi liquid
state. A remarkable example is the ν = 1/2 quantum Hall state. As the filling factor
moves away from ν = 1/2, Shubnikov-de Haas oscillations are observed [53, 54] and the
LK formula provides a good description, given suitable redefinitions of the parameters
of a Landau Fermi liquid by the parameters corresponding to composite fermions [55].
In particular, it is believed that the state at ν = 1/2 is a non-Fermi liquid with a
logarithmically divergent effective mass due to an emergent transverse gauge field [56].
That transverse gauge fields are special in this respect and was first discovered by
Holstein, Norton, and Pincus [57]. In fact, certain aspects of the de Haas-van Alphen
oscillations were also noted by them, but the oscillations considered there were hardly
affected by the non-Fermi liquid state because the gauge coupling constant was negligibly
small. In recent years emergent transverse gauge field in strongly correlated electron
systems has been widely discussed [58] where the effective coupling constant can be of
order unity [59, 60]. It is an interesting question if there may not be an underlying Fermi
liquid (not necessarily a Landau Fermi liquid) responsible for the quantum oscillation
experiments. That the normal state of high temperature superconductors are anomalous
is well known, and it may be worthwhile to pursue this idea in some depth, if only to
prove its invalidity.
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8. Fermi surface reconstruction: density waves
I will use the example of singlet DDW to illustrate how Fermi surface reconstruction
takes place, but any other two-fold commensurate order at the mean field level will do.
The Hamiltonian in terms of the fermion creation and destruction operators, c†k and ck,
is (the spin index is ignored)
H1 =
∑
k∈RBZ
(
kc
†
kck + k+Qc
†
k+Qck+Q
)
+
∑
k∈RBZ
(iWkc
†
kck+Q + h.c.), (39)
where k is the single particle spectrun. The reduced Brillouin zone (RBZ) is bounded
by ky ± kx = ±pi/a. We define the DDW gap by
Wk =
W0
2
(cos kxa− cos kya), (40)
which is obviously proportional to the order parameter ΦQ defined earlier. The resulting
Fermi surface reconstruction is shown in Fig. 3. The diamond in (a) is called the reduced
Brillouin zone (RBZ) and contains exactly half the number of available states. In (a)
the unoccupied states are colored red. The constant energy contours are shown as
the set of black curves. The filled diamond corresponds to one electron per unit cell.
In (a) the red area corresponds to (1 + x) holes per unit cell of the crystal lattice.
The excess, x, is called the doped holes. Consider shifting the Fermi surface in (a) by
vectors (±pi/a,±pi/a), which will give rise to (b), ignoring the shading for clarity. Matrix
elements at the degeneracy points open up gaps, reconstructing the Fermi surface shown
in (c), as in a kaleidoscope. However, if we continue to consider the full BZ, we would
double the number of states. All distinct states are contained in the RBZ, but there are
now two distinct sets of energy levels, the upper band and the lower band. However, we
continue to use the full BZ in (c), as a better aid for visualization. Because the RBZ is
the fundamental unit in the wave vector space, the new unit cell of the crystal lattice
is doubled, given by a square
√
2a × √2a, and the full translational symmetry of the
original lattice is broken. The Fermi surface now consists of disconnected sheets of blue
and red areas. The remarkable fact is that the charge carriers in the blue region behave
like electrons of fraction ne and in the red region like holes of fraction nh. The doped
holes are given by x = 2nh − ne, as there are two hole pockets and one electron pocket
in the RBZ from Luttinger sum rule (cf. below). The broken symmetry invoked here
is called commensurate, strictly two-fold commensurate, as the translational invariance
of the crystal of integer multiples of the next nearest neighbor lattice vectors of the
original lattice is still preserved.
8.1. Luttinger sum rule
It would appear that broken symmetry density wave states will lead to problems
regarding the count of the charge carriers because the system is no longer in one-
to-one correspondence with free fermions. This is not the case [61]. At the mean
field level a whole class of density wave states with broken translational symmetry in
Key issues in High-Tc 18
Figure 3. An illustration of a Fermi surface reconstruction, as described in the text.
The red pockets represent holes and the blue pockets electrons.
the particle-hole channel, such as the spin density wave (SDW), the singlet and the
triplet d-density waves (DDW), are Fermi liquids in disguise when viewed in terms of
quasiparticles of the valence and the conduction bands with their appropriate coherence
factors. This mean field picture reconstructs the Fermi surface in terms of Fermi
pockets, as illustrated for a commensurate DDW in Fig. 3. The full Hamiltonian is
now the Hartree-Fock Hamiltonian plus the Hamiltonian of the residual interactions of
the Hartree-Fock quasiparticles. Therefore, the proof of Luttinger’s sum rule should be
identical to that of a Fermi liquid [43]. To understand when this will cease to hold, it
might be useful recapitulate the conventional proof. The total number of particles N
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can be written as
N = − iTr
∑
k
lim
t→0+
∫ +∞
−∞
dω
2pi
G(k, ω)eiωt
= iTr
∑
k
lim
t→0+
∫ +∞
−∞
dω
2pi
[
∂
∂ω
lnG(k, ω)−G(k, ω) ∂
∂ω
Σ(k, ω)
]
eiωt (41)
Here Tr corresponds to trace over spin projections, and Σ(k, ω) is the self energy. It
would appear that the first term being a total derivative should vanish. However, one
should be mindful that the time-ordered Green’s function¶ is not analytic in either half
plane with the chemical potential µ being the location where the poles switch from the
upper-half to the lower-half plane. In the infinite volume limit, we have a cut along the
entire real axis. For a Fermi liquid Luttinger argued that the second integral vanishes
to all orders in perturbation theory, while the first integral leads to the relation
N =
∑
k
θ(µ− k) (42)
where µ is the chemical potential for interacting electrons. How should one generalize
this to the density wave states? This is trivial when one realizes that the trace operation
must be enlarged to include the full Nambu space. The most general Hartree-Fock
Hamiltonian that includes SDW, singlet DDW and the triplet DDW can be written in
one stroke as
H =
∑
k∈RBZ
Ψ†kAkΨk (43)
where in the Nambu notation
Ψk =

c↑ (k)
c↑ (k + Q)
c↓ (k)
c↓ (k + Q)
 . (44)
where Ak is a 4×4 matrix involving the respective order parameters. The corresponding
Green’s function can now be substituted in the Luttinger formula [61]. The second term
is obviously zero and one arrives at the result that
x = xh − xe (45)
where x stands for doped holes, while xh and xe stand for the concentration of carriers
in the hole pockets and the electron pockets in the RBZ. Kohn’s theorem applies
once again to holes and electrons to the extent that interband transitions can be
ignored. One would again begin with the unperturbed problem which fully includes the
magnetic field resulting in Landau levels with gaps and turn on the residual interaction
between the quasiparticles. The underlying assumption is that the Hartree-Fock gap is
present, however small,+ and whatever residual interactions between the quasiparticles
¶ Note that the retarded and the advanced Green’s functions vanish at equal times.
+ Magnetic breakdown effects may cause complication in the presence of large magnetic fields.
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Figure 4. Left: An example of calculated ARPES spectral function without disorder
for hole pockets where the effect of the coherence factors are prominent.
Figure 5. Right: An example of calculated ARPES spectral function without disorder
for electron pockets.
are present can be handled in exact analogy to the Luttinger’s formalism. This result
cannot persist across a quantum phase transition where the Hartree-Fock gap collapses.∗
A more complex question involves the behavior in the quantum critical region.
9. Outstanding puzzles
• How does one reconcile with Fermi arcs observed in ARPES? At the most trivial
level one notes that once the coherence factors are incorporated for the ARPES
spectral function [62], as one must, the intensity of the parts of the Fermi surfaces
become negligibly small, as shown in Fig. 4 and Fig. 5. At a deeper level, there are
many unanswered questions. Although signatures of both hole and electron pockets
in ARPES are known in electron doped superconductors [63], there is no evidence so
far of electron pockets in hole doped cuprates. But on the other hand there are no
reliable ARPES measurements in YBCO. In a recent measurement [64], it has been
noted that a cleaved surface gets naturally overdoped regardless of what the bulk
doping is. An attempt was made to reduce the doping by depositing a potassium
overlayer and the ARPES showed no sign of electron pockets, nor even hole pockets,
but only Fermi arcs. I have argued elsewhere that a likely picture is that potassium
ions act to produce long-ranged disorder. The effect of this disorder is strikingly
strong on electron pockets but less so on the hole pockets [65]. Of course the effects
of the coherence factors play some role as well. An example is shown in Figure 6.
The definitive answer is missing, notwithstanding a recent ARPES measurement
that finds both Fermi arcs and hole pockets [66].
• Why is the hole pocket frequency that follows from Luttinger’s sum rule is not
observed in hole doped materials? At the most rudimentary level there is an answer.
∗ Note that a topological Lifshitz transition is also a bonafide quantum phase transition.
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Figure 6. An example of the effect of long ranged correlated disorder on the ARPES
spectral function from Ref. [65]. Note that the electron pockets are essentially wiped
out and the visible part of the hole pocket is shortened.
The Dingle factor, D, that suppresses quantum oscillations can be written as
D = e−ppi/ωcτ (46)
where p is the index for the harmonic. Since ωc = eB/m
∗c and vF τ = l, where τ
the scattering time, and l the mean free path, D can be alternately rewritten as
D = e−ppi~ckF /eBl. (47)
Assuming that the mean free paths for the hole and the electron pockets are more
or less the same, the pockets with larger kF will be strongly suppressed because of
the exponential sensitivity. This appears to be reasonable from whatever numerical
calculations and approximate analytical calculations exist [65, 22]. Nonetheless,
the definitive result in the resistive state of YBCO, including vortex fluctuations,
is missing.
• Is the order that reconstructs the Fermi surface incommensurate? This perhaps
will be settled experimentally. As to theory, presently we do not have sufficiently
controlled microscopic understanding to address this question.
• Do the tilted field measurements point truly to a triplet order parameter? This is
also a matter that needs to be explored further experimentally. The implications,
as emphasized earlier, are striking.
• How about the existence of order and field induced order? At the moment there is
no evidence of long-ranged order in the relevant doping range, be it SDW, singlet
DDW, or triplet DDW, both in electron and hole doped cuprates. It is difficult
to overemphasize that dHvA is an equilibrium measurement: fluctuating order
cannot solve this dilemma, all quantum oscillation measurements require very large
correlation lengths and nearly static order. How about order induced by high
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magnetic fields? There are strong arguments from detailed fits to the measurements
that the relatively high magnetic field is not the root of these observations [11],
beyond the obvious effect of suppressing superconductivity. Indeed, previous NMR
measurements in YBa2Cu4O8 up to at least 23.2 T have shown no signatures of field
induced order. Yet the quantum oscillation measurements in this stoichiometric
material are clear and unambiguous. Of course, NMR measurements [67] in higher
fields of the order of 45T would be interesting. An argument that order could be
field induced cannot be ruled out but seems to be implausible.
• It is an open question at this time as to whether or not the quantum oscillation
experiments can be understood using concepts of a non-Fermi liquid. These
experiments have progressed to such a degree that there are many tight constraints
imposed on theories. If the tilted field experiment of Ref. [26] is sound, there appear
to be unambiguous evidence of charge e, spin 1/2, m∗ ∼ 2 fermions, consistent
with a g-factor close to 2.2. I suspect that if an alternate explanation is possible,
it will involve conceptual ideas similar to composite fermions at ν = 1/2, but with
remarkable numerical coincidences.
10. Outlook
Challenging problems in the quantum theory of matter have been solved over the years
by startling key ideas. A fews specific examples are: (1) Landau theory of Fermi liquids.
Despite the fact that potential and kinetic energies are of similar magnitude, screening
and the Pauli exclusion principle conspire to allow a perturbative approach—the Landau
Fermi liquid. Emergent quasiparticles have renormalized mass, charge e, spin 1/2 and
weak residual interactions. (2) Critical phenomena—discovered by Thomas Andrews
in 1869 was not explained until 1970’s by Ken Wilson and his coworkers. Until then a
nightmare of fluctuations on all length scales confounded both experimentalists and
theorists. The key simplification was the notion of fixed points of renormalization
group transformations. The physical systems that share the same fixed point have the
same critical behavior. (3) BCS theory of superconductivity. With the key simplified
reduced Hamiltonian BCS were able to explain a myriad of mysteries and successfully
predict new phenomena, far too many to recount here. The quagmire generated by
high temperature superconductors requires simplification, not ill-defined complexity
(akin to postmodernism), and a new concept of how a multiplicity of mechanisms can
act in concert to raise the superconducting transition temperature in unconventional
superconductors.
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