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Abstract
We describe a new type of wireless mesh nodes called Dyntenna nodes that are equipped with
steerable omnidirectional antenna. Designed for 3D wireless mesh networks, these nodes
adaptively adjust the antenna orientation to improve the connectivity and the throughput of
the system by increasing the Received Signal Strength Indicator (RSSI) between nodes.
We propose an efficient antenna adjustment algorithm that probes less than 10% (on
average) of all possible antenna orientations to determine the optimal orientation. We demon-
strate the importance of being able to programmatically orient the antenna, by presenting
the measurement results from our testbed. Our experimental results show that, compared
to using the default vertically upright antenna orientation, Dyntenna nodes can improve the
median of the RSSI per link by 5 dB, and the average throughputs for 27% of one-hop paths




In a dense urban environment with many tall buildings, it is often not practical to deploy
an 802.11 wireless mesh network (WMN) such that the nodes are placed on a 2D plane (on
the roof [27] or on poles/trees [6]). In contrast, in such a setting, nodes are often placed at
different heights, forming a 3D WMN, where antennas do not necessarily have direct line-of-
sight to one another. Also, the default vertically upright orientation for the antenna does not
necessarily achieve good connectivity.
In such a 3D WMN, it is possible to manually calibrate the antenna orientation to optimize
the connectivity during deployment, but it can be extremely time-consuming when there are
a large number of nodes. Moreover, because the optimal orientation is likely to also depend
on the environment conditions and because some of these environmental conditions may
be transient (e.g., rain and natural fluctuations in wireless connectivity), it is impractical to
re-calibrate the antenna orientation every time there is a change in the optimal orientation.
To avoid the frequent manual re-calibration of antenna orientation, we constructed WMN
nodes with mechanically-steerable 2D omnidirectional antenna for our 3D WMN testbed. We
call these nodes Dyntenna nodes. The antenna of a Dyntenna node can programmatically
orient itself to one of 121 possible orientations. While there is a large body of work on
steerable directional antennas [21, 23, 17, 18, 28, 35], to the best of our knowledge, we are
the first to dynamically adjust the orientation of 2D omnidirectional antenna in a WMN, and
it was not immediately clear what would be the optimal antenna orientation in our context,
or how to efficiently find the optimal orientation.
In this dissertation, we make the following contributions. First, we describe the design
and implementation of a 3D WMN testbed with prototype Dyntenna nodes that are equipped
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with steerable 2D omnidirectional antenna. Second, we conducted a detailed measurement
study on the physical characteristics of such a 3D WMN, focusing on understanding the ef-
fects of moving the antenna and the variations in the optimal antenna orientation over time.
Finally, we designed, implemented, and evaluated an efficient basic antenna adjustment al-
gorithm, demonstrating that by exploiting steerable omnidirectional antenna, we can improve
the throughput in 27% of one-hop paths involving Dyntenna nodes in our testbed by 59% on
average, and in 38% of the multi-hop paths involving Dyntenna nodes by 73% on average.
Our antenna adjustment algorithm is based on the following key insights from our initial
measurement study: (i) the Received Signal Strength Indicator (RSSI) between nodes changes
smoothly as the antenna orientation is gradually adjusted, (ii) for each link, there exists a
threshold above which the link becomes reliable; and (iii) while RSSI values (wireless connec-
tivity) do change over time, they change on a timescale that is slow enough (i.e., in the order
of hours on average) that makes automated antenna adjustment practical.
The antenna adjustment algorithm incorporates a sampling technique that allows us to
interpolate the RSSI over a large number of the orientations by probing only a small number
of orientations. Also, the prediction of whether a link would have bad connectivity is based on
a relationship between RSSI and packet delivery ratio (PDR) that is inferred during sampling.
The algorithm finally adjusts the antenna of each node to an orientation that gives maximum
total RSSI with all its neighbors, while ensuring that none of the links lose connectivity to its
neighbors in the new orientation.
It turns out that the problem of orienting a 2D omnidirectional antenna in a 3D WMN
is much less straightforward than we had initially anticipated. We have not managed to
fully solve the problem in spite of our efforts. What we have shown however, is that the
use of steerable omnidirectional antennas can definitely improve the performance of existing
3D WMN by adding an important dimension to the design space. We believe that our work
lays the foundation for a new class of 3D WMN with steerable omnidirectional antenna and
more in-depth study into the integration of such antennas with other components like power
control and routing.
The rest of this dissertation is organized as follows: in Chapter 2, we provide an overview
of related work in the literature. In Chapter 3, we describe our 3D WMN testbed and the
hardware of the Dyntenna node. In Chapter 4, we present the measurement study on our
testbed along with the main insights gained from the testbed. In Chapter 5, we describe
our antenna adjustment algorithm. In Chapter 6, we describe the evaluation of Dyntenna
via simulation and on a real testbed, respectively. Finally, we discuss the implications and
2




In this chapter, we first provide a survey of Wireless mesh networks (WMNs) to provide the
background for the rest of this thesis. Next, we review prior work that investigated the link
characteristics in WMNs. Finally, we discuss existing electronically-steerable beam antenna
systems.
2.1 Wireless Mesh Networks
In this section, we discuss the motivation and characteristics of general WMNs followed by
an introduction of MIT Roofnet.
Wireless mesh networks are a natural extension of mobile ad-hoc networks (MANET).
MANETs aim to establish completely spontaneous wireless networks without any preexist-
ing architecture or even any plan in advance. The networks should be self-forming and
self-configuring and users can join in or leave the network at any time without damaging the
connectivity of the whole network, which requires every node act as both a host and a router
to contribute to the randomly established network. These types of networks are especially
useful in situations where no deployed architecture exists; typical scenarios include rescue
and relief work in disaster areas or combats in battlefields.
However, due to limited application scenarios, and due to a series of technical challenges
such as routing under dynamic topology, providing QoS in a frequently changing environment
and security vulnerabilities [12], there are few deployments of practical MANETs.
In contrast, WMNs are neither completely spontaneous nor completely planned. The typ-
ical architecture of WMNs consists of mesh gateways, mesh routers and mesh clients as
illustrated in Fig. 2.1 [3]. The mesh gateways make it possible for WMNs to integrate with any
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Figure 2.1: Wireless Mesh Networks’ general architecture.
other type of networks, such as the Internet, cellular or sensor networks, etc. In practice, 2
or 3 gateways are enough for a mesh of 20-40 nodes which can cover an area of over 6 square
kilometers [27]. Although the mesh gateways should typically be planned and deployed care-
fully, the majority of mesh router nodes can be deployed with ease or even without any plan.
One such typical unplanned WMN is the MIT Roofnet [5].
Like MANETs, WMNs can also be self-configuring and self-healing making it effortless to
add/remove nodes into/from the network. However, since WMNs are centrally-managed, un-
like MANETs, it is much easier to provide QoS guarantees, design efficient routing algorithms,
and handle security vulnerabilities. WMNs can also be used in a wide-variety of application
scenarios including providing a stable local network on campuses, in enterprises and residen-
tial communities. With multi-hop topologies, WMNs can also provide much wider coverage
than traditional 802.11 APs. A more comprehensive analysis of general WMNs can be found
in [3].
There are many WMNs testbeds in use for commercial and research purposes, such as
the MIT Roofnet [27], mesh networking of Microsoft Research (MCL) [20], and Mesh@Purdue
(MAP) [19]. These testbeds typically differ from each other in hardware or technical details,
including the type of antennas used, the routing protocol used, and whether they support
multi-radio, etc. For instance, the MAP testbed uses the more conventional OLSR [22] rout-
ing protocol initially designed for MANETs, while the MCL and Roofnet testbeds adopt the
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custom routing protocols MR-LQSR [11] and Srcr [5] respectively. The software we used in
our wireless mesh network is based on the software from the MIT Roofnet Project which we
describe briefly in the next section.
2.1.1 MIT Roofnet
The MIT Roofnet [27] consists of 38 nodes deployed over a 6-square-kilometer area in Cam-
bridge, Massachusetts. Each node consists of a conventional PC running linux, an 802.11b
card running at 2.4 GHz ISM band and an omni-directional antenna mounted on the roof of
the building with most buildings at similar height. There are 4 Internet gateways with DHCP
to distribute IP addresses.
The routing algorithm used is Srcr, which is similar to Dynamic Source Routing (DSR) [14],
and is implemented in Click [8]. The same routing protocol is used in our work and our
algorithm to adjust the antenna is implemented in Click as well. Srcr is based on the expected
transmission time (ETT) metric [5], derived from the expected transmission count (ETX) [10].
By exchanging the link-state information, each node calculates the estimated time (or the
ETT) to transmit a 1500-byte packet over different routes to a same destination and selects
the route with the lowest ETT as the optimal route. However, ETT has been found to be quite
sensitive to large flows [9]. In such situations, to avoid large ETT values, the nodes may
choose longer paths resulting in frequent route changes within the mesh.
Roofnet has their own bit-rate selection algorithm called SampleRate [4]. SampleRate tries
to send data packets at the rate which provides the highest throughput. By periodically
sending a data packet at a different rate, SampleRate updates the delivery probability and
calculates the estimated throughput at that rate. Once it detects a rate with possible higher
throughput than the current rate, it will switch to that rate and repeat this process.
2.2 Link Characteristics in WMNs
In this section, we first present a survey on the metrics used in WMNs to assess link quality
and then focus the discussion on PDR vs RSSI.
2.2.1 Link Metrics
Four of the most commonly adopted metrics for assessing link quality in WMNs are RSSI (Re-
ceived Signal Strength Indication), SINR (Signal-to-Interference-plus-Noise Ratio), PDR (Packet
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Delivery Ratio) and BER (Bit Error Rate).
RSSI is measured during the reception of a packet preamble that is always transmitted
at the lowest rate. Valvanios et al. claimed that RSSI is not a good measure of link quality
because it does not take into account the reception of the whole packet (including the pay-
load), and because it is always measured at the lowest rate while the payload can be sent at
a higher rate [32].
However, according to our measurements, RSSI can predict link quality accurately at
different data rates. There is typically an RSSI threshold above which packet delivery in a
link can be ensured with high probability. This threshold increases higher as the data rate
is increased. As the RSSI can be directly obtained from the wireless card during packet
reception, and since it is able to predict SINR [26] and PDR [25, 26] accurately, it has been
utilized in a large amount of work to assess link quality [16, 29, 34].
SINR reflects how much the received signal strength exceeds the interference plus noise
at the receiver side. It is considered to be the most appropriate metric for assessing link
quality by Reis et al. [26]. However, SINR is very difficult to measure in practice, and Reis et
a. resorted to calculating SINR from RSSI.
PDR is the ratio of successfully received packets to the total amount of transmitted packets
and it is the most commonly used metric in WMNs. SampleRate [4] uses PDR to estimate the
throughput by calculating the product of PDR and corresponding data rate. Similarly, the
routing algorithm used by MCL [11] is based on PDR.
BER is a much finer-grained metric compared to PDR because it calculates the success-
fully received bit ratio rather than packet ratio. However, calculating BER can introduce
significant overhead and it is also subject to the interference of packet outliers [32]. Hence, it
is rarely used in practical WMNs.
In our work, we rely on the RSSI and PDR metrics to design our antenna adjustment
algorithm. We conducted measurement studies to establish the relationship between RSSI
and PDR for two purposes: 1) to show that there is a strong correlation between PDR and
RSSI, and 2) to show that the correlation is different between different links, i.e., the RSSI
thresholds are different for different links. We use RSSI to estimate PDR instead of measuring
it directly because PDR measurements are very slow because they require a large number of
packets to be sent, and this could drastically increase the overhead. In contrast, measuring
RSSI is fast and RSSI is sufficiently accurate as a metric for predicting PDR.
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2.2.2 PDR vs RSSI
There is a large amount of work on understanding the relationship between RSSI and PDR in
practical 802.11 wireless networks.
The seminal work on Roofnet [2] studied the link quality in a 38-node outdoor 802.11b
mesh network, and found that the relationship between packet loss rate and RSSI was not
strong. They claimed that many links had intermediate levels of loss and attributed the weak
relationship to the pervasive multi-path effect (rather than external interference).
The measurement work by Raman et al. [25] on outdoor 802.11bg links found that, with-
out severe external interference, the correlation between PDR and RSSI was stronger than
in [2]. They concluded that the external interference was a more important factor than multi-
path in affecting the correlation between PDR and RSSI.
Halperin et al. [13] argued that, in an indoor environment, the frequency-selective fading
due to multi-path effect became the major factor disturbing the correlation between PDR and
signal power, especially for the links with high data rates. Similar weak correlation at high
data rates was also observed in the indoor testbed in [32], and they claimed that RSSI cannot
be used for estimating PDR.
However, note that one common feature among the above-mentioned work is that the
measured “PDR vs. RSSI” points came from all the available links in the network. In fact, as
observed in [26], the correlation between PDR and RSSI was stronger from the perspective of
individual link.
Our measurement results are similar to that in [26], and we will show in the section 4
that in our testbed, RSSI is strongly related to PDR for every individual link across all the
available rates in our mesh. And there is a clear RSSI threshold for each link above which
the PDR almost equals to 1 and below which 0.
2.3 Steerable Beam Antenna Systems
There have been a small number of measurement studies on the impact of dynamic (or steer-
able) antennas in wireless networks [7, 31, 16]. They show that (i) RSSI could opportunis-
tically increase as the antenna orientation changes, and (ii) the change of RSSI is smooth,
similar as in our testbed.
Dynamic/steerable antenna has been employed in various proposals to boost the perfor-
mance of wireless networks. One representative scenario is the vehicular network where the
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moving vehicles communicate with roadside APs. With beamforming antenna array avail-
able, the MobiSteer in [21] helped the vehicles choose the optimal beam and AP. Similar
to Dyntenna, SNR was the metric for ranking the optimal choices. Another solution called
R2D2 [23] considered both the “directionality” and the “diversity” of steerable antennas. It
also incorporated a rate adaptation method, which again relied on continuous measurement
of SNR.
Another application of steerable antennas is to improve the spatial diversity of WLANs.
In the design of DIRC [17], APs were equipped with phased array antennas and clients with
omni-directional antennas. A simple SINR-based conflict graph model, executed at a central
server behind APs, was used to schedule the transmission of APs in a TDMA manner. A
follow-up work in [18] extended DIRC by considering both APs and clients with phased array
antennas, to further improve the spatial diversity. It also developed a distributed scheduling
protocol for APs, at the expense of more control overhead on the wireless links.
A third operating scenario of dynamic antennas comes from mobile devices. The work
in [28] investigated how the rotation of passive directional antenna affected the performance
of hand-held mobile devices. Based on a prediction method of RSSI change in a short term,
the proposed method chose the optimal passive directional antenna for transmission. A
similar work on mobile devices can be found in [35], where phased array antenna was used.
The focus was on selecting the optimal beamforming size and transmission power, based on
continuous estimation of channel state information.
Like available proposals, Dyntenna uses RSSI as the key metric for adjustment. There are
also several significant differences: (i) the available proposals were all focused on infrastructure-
based networks, whereas Dyntenna is designed for the more challenging mesh networks; (ii)
most of them used the prohibitive phased array antennas, whereas Dyntenna relies on simple
hardware with negligible cost; and (iii) Dyntenna does not assume that the links are symmet-




Our 3D WMN testbed is deployed in a student residential complex at the National University
of Singapore. There are 20 nodes in the mesh; 6 are steerable Dyntenna nodes (Nodes 7, 8,
9, 20, 22 and 26) and the remaining are traditional static nodes with antennas in the default
vertically-upright orientation. The nodes are installed at different levels of 20 apartment
blocks in the residential complex. The physical layout of the testbed is shown in Fig. 3.1,
where we also represent the height of each node graphically.
Each node in the testbed consists of a PC Engines ALIX system board with a 500 MHz x86
CPU and two Atheros-based 802.11 a/b/g wireless cards, running OpenWrt. The antenna in
a static node is a simple rubber duck antenna, with 360◦ horizontal transmission pattern and
90◦ vertical transmission pattern. It is mounted outdoors in the vertically upright orientation,
and is connected via a coaxial cable to the system board that is placed indoors.
The antenna of a Dyntenna node consists of an omnidirectional antenna mounted on a
physical moving base that is itself attached to a physical frame. The frame is mounted on a
wall outside of a building in a default vertically upright position. The base (see Fig. 3.2) is the
only movable portion of the node and it has two degrees of freedom: along the X and the Y
axes. The movement is controlled by two motors that can be activated simultaneously so the
antenna can move diagonally in a single step. The sweep angle on each axis is 90◦, from −45◦
to +45◦, with a movement precision of ±2◦. The base also contains an accelerometer that can
measure the current tilt of the antenna and is connected via USB to the system board. Each
Dyntenna antenna prototype currently costs about USD 100 to fabricate, but we believe that
this cost can be significantly reduced for mass production. In Fig. 3.3, we illustrate how the




















Dyntenna node (ID 8) at level-7




Figure 3.1: Overview of 3D wireless mesh testbed.
To simplify the implementation, we chose a step size of 9◦ for each motor, resulting in 11
steps along each axis and 121 total possible antenna orientations. The selection of the step
size was based on two considerations: (i) it should be large enough so that changes in RSSI
can be observed between each step, and (ii) it should be small enough so that the antenna
does not move drastically between steps and lose granularity.
The antenna adjustment algorithm was implemented as a Click [8] module that operated
between the MAC and routing layers. This design allows our algorithm access to low-level




































To help us understand the characteristics of a 3D WMN with Dyntenna nodes, we conducted
an extensive measurement study aiming to answer the following questions: (i) how does the
RSSI between two nodes change with antenna orientation? (ii) how does the packet delivery
ratio (PDR) change with RSSI and antenna orientation? (iii) how does the relationship between
RSSI and antenna orientation change over time? In this chapter, we present the results and
conclusions of our measurement study.
4.1 RSSI Maps
To understand how the antenna orientation affects the signal strength of the reception be-
tween the nodes, we ran a systematic experiment on our testbed to measure the RSSI of each
link between the Dyntenna nodes and their neighbors, at each antenna orientation.
The experiment is conducted as follows: We picked a Dyntenna node, moved its antenna
to all of its 121 possible orientations, and sampled the RSSI value from the nodes within
range. While this Dyntenna node’s antenna is moving, the antenna for all its neighboring
nodes are in the default vertically-upright orientation. Once the node has finished sampling
at all orientations, its antenna is reset to the default orientation and the process is repeated
with the next Dyntenna node until samples from all Dyntenna nodes are collected.
For each link (i.e., each Dyntenna-neighbor pair) l, the measured values were recorded in
a 11 × 11 matrix Rl. Each element (i, j) in Rl corresponds to the RSSI value measured at the
antenna orientation (i, j) at 6 Mbps. We call Rl the RSSI map of the link l. Multiple sets of
RSSI maps were measured at different times and we collected 361 sets of RSSI maps, where
each set contained results from a single run of the experiment, over a period of one month.
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In total, we collected 3,487 RSSI maps.
We classified the RSSI maps into three broad categories depending on the distribution of
RSSI values over the space of possible antenna orientations. We noticed that whenever the
RSSI of a link was above 9 dB at 6 Mbps, the connectivity is almost guaranteed to be good
(see Section 4.2 for details). We thus use 9 dB as the threshold to help us categorize the RSSI
maps. The categories are as follows:
• Category A: RSSI values in the matrix are all below 9 dB. Links with RSSI maps in this
category are deemed unusable. Of the 3,487 matrices collected, 1,224 (35%) fall into
this first category.
• Category B: RSSI values in the matrix are all at least 9 dB. Links with RSSI maps in this
category are good links that are not affected by the antenna orientation. 1,029 (30%)
matrices fall into this category.
• Category C: Some RSSI values in the matrix are greater than or equal to 9 dB, but others
are below 9 dB. This observation suggests that the antenna orientation can significantly
affect the connectivity of the links in many cases and that it is indeed necessary in a 3D
WMN to adjust the antenna to obtain good RSSI and connectivity. The remaining 1,234
(35%) matrices fall into this category.
Fig. 4.1 illustrates the RSSI maps for sample links from each of the three categories. In
Fig. 4.1(d), we see an RSSI map with multiple local maxima.
We found that some 80% of the peak RSSI values in our RSSI maps were at least a Cheby-
shev distance of 3 steps or more away from the center position.1 This means that for the
majority of the links in our testbed, the default vertically-upright orientation is likely not
optimal.
Another important observation from these measurements is that, as the antenna orien-
tation changes, the RSSI values change gradually. Hence, it is possible to use interpolation
methods to estimate RSSI values at all possible antenna orientations to converge to the op-
timal orientation quickly. We designed our probing algorithm based on this observation (see
Section 5).
1The Chebyshev distance between two points (x1, y1) and (x2, y2) is defined as max{|x1 − x2|, |y1 − y2|}. It corre-
sponds to the number of steps our antenna needs to take to move from one orientation to another.
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Figure 4.1: RSSI maps in different categories. A cell with darker color indicates higher RSSI
value. Two RSSI maps for Category C are shown, one with more good links than the others.
4.2 Relation between RSSI and PDR
To understand the relationship between RSSI and PDR in our testbed, we conducted another
measurement study, where each Dyntenna node moved its antenna to each of the 121 orien-
tations and sent data to each of its neighbors at 4 different link data rates: 6 Mbps, 12 Mbps,
18 Mbps, and 24 Mbps. RTS/CTS is enabled, and maximum transmission power is used.
The RSSI and PDR are measured at each neighbor and recorded. Note that while 802.11bg
support rates higher than 24 Mbps, we are not able to send data at rates higher than 24 Mbps
because our processors are not sufficiently fast.
Figs. 4.2(a) and 4.2(b) show how PDR changes with RSSI on two illustrative links. Each
data point in each figure shows the RSSI value and the corresponding PDR for a measurement
15
done for a given link, at one antenna orientation, at the specified link data rate.
We observe that there is a sharp increase in PDR values over a small window of RSSI
values in all cases, suggesting that a sharp RSSI threshold exists, above which the link
becomes reliable. Furthermore, the threshold increases as the link data rate increases, and
the threshold for one link can be different from that of a different link even at the same
data rate (e.g., at 12 Mbps, the threshold is about 6 dB in Fig. 4.2(a) and about 10 dB in
Fig. 4.2(b)). Our analysis of RSSI/PDR curves shows that for each link, there exists a sharp
threshold above which the link becomes reliable. We will use this threshold, in combination
with the RSSI map, to help determine a good antenna orientation in Section 5.
While it is generally reported in the literature that the RSSI/PDR has a much gentler
slope [2, 32], there is no contradiction. Previously reported curves are aggregated RSSI/PDR
curves with the values taken over multiple links, each likely with a different threshold. We
believe that RSSI/PDR curves for a single link are not common in the literature simply be-
cause RSSI does not typically vary much for a single link, so there is typically only one data
point per link. However, with a Dyntenna node, varying the antenna orientation can give 121
RSSI/PDR samples for each link.
4.3 Temporal Variations in RSSI
To understand how RSSI values vary over time, we probed the RSSI values at all 121 orien-
tations continuously over 25 hours for the three Dyntenna nodes (nodes 8, 9, and 26) in our
testbed. Probing all 121 orientations on a single Dyntenna node takes about 24 minutes. We
divide the time into 25-minute slots, and re-measure the RSSI map for each link every 25
minutes. This measurement experiment therefore yields a sequence of RSSI maps over time.
We denote Rtl as the RSSI map measured during slot t.
To understand the changes of RSSI over time, we computed the difference matrix ∆Rtl =
Rtl − R
t−1
l . We observe that over 90% of elements in ∆R
t
l have a value of zero or one: 49%,
60%, and 73% of the RSSI readings do not change from one slot to the next for links incident
to nodes 8, 9, and 26, respectively; 90%, 96%, and 99% of the RSSI readings change by at
most one for links incident to nodes 8, 9, and 26, respectively. These measurements suggest
that most of the time, the RSSI values do not change from one time slot to the next, when the
time slots are 25 minutes in size.
Next, we analyzed the maximum absolute changes in the RSSI readings over time and































Figure 4.2: PDR/RSSI curves for two different links.
Fig. 4.3 for three select links: 9→7, 26→6, and 9→19. We selected these three representative
links to illustrate the different link characteristics we observed from our data. Similarly, we
plot the Chebyshev distance between the orientation with the peak RSSI at time 0 and time
t, for the same three links in Fig. 4.4.
Link 9→7 showed significant variations in RSSI over time, with maximum changes within
±6 throughout the experiment. The antenna orientation with highest RSSI, however, did not
vary much (note that the largest change in RSSI may not occur at the peak RSSI orientation).
This result is ideal since it implies that once we find the optimal antenna orientation, we
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Figure 4.3: Maximum RSSI differences between two consecutive 25-min time slots.
Unfortunately, out of the 15 links measured, only 3 falls under this category.
Link 26→6 showed less RSSI variations over time, but we observed a sudden change in
RSSI during the 10th to 12th hours. We have observed two plausible reasons for such sudden
changes in the RSSI values. The first is due to the weather conditions, where rain would affect
the reliability of a good link, causing a drastic shift in the peak RSSI orientation. The second
is node churn, where a node that was previously off was switched on, or vice-versa.
For links 26→6 and 9→19, the antenna orientation with the peak RSSI changes signifi-
cantly over time. Such change is observed even for links such as 9→19 that did not show sig-
nificant changes in RSSI values. This result is due to another characteristic of our links where
some links in our testbed yield multiple peaks as illustrated by the RSSI map in Fig. 4.1(d).
As a result, minor variations in the RSSI can cause the maximum to oscillate between these
peak orientations, leading to the phenomenon observed for Links 26→6 and 9→19.
In summary, the optimal orientation for an antenna is likely to vary over time and there is
hence a need to periodically adjust the antenna. Fortunately, the changes happen at a time
scale slow enough that despite the fact that it takes several minutes to adjust the antenna
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Figure 4.4: Chebyshev distance between current and initial peak RSSI positions.
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Chapter 5
Algorithm for Antenna Adjustment
The antenna adjustment algorithm aims to orient an antenna to improve the throughput of
a node to its neighbors, considering link asymmetry, short-term changes to traffic patterns,
and long-term temporal changes in RSSI.
The high-level idea of our algorithm is as follows. First, a Dyntenna node m probes a
set of anchor orientations and measures the RSSI values at these orientations. These initial
RSSI readings are then used to interpolate a set of estimated RSSI maps, based on which
the optimal orientation for the antenna is estimated. Dyntenna then adjusts the antenna
accordingly. Once the antenna is in the new orientation, more RSSI readings are taken
and our estimates of the RSSI maps are updated via interpolation with the new data point.
The process repeats until the antenna converges to local maximum. The node continuously
monitors the RSSI of its neighbors and reverts to adjustment mode when there are significant
changes in the traffic pattern or RSSI readings. An overview of the Dyntenna adjustment
algorithm is shown in Fig. 5.1.
5.1 Initialization
Because our algorithm employs interpolation, initial values are required for the interpolation
of the rest. An anchor constellation is set of orientations that are needed to be probed at the
beginning of the initialization phase for us to be able to interpolate values for the remaining
(unprobed) orientations. Our algorithm first initializes the RSSI maps by probing a 5-point
constellation of anchor orientations (see Fig. 5.2). At each orientation, a Dyntenna node m
measures its RSSI readings to each neighbor, and simultaneously, each neighbor measures












Figure 5.1: Overview of algorithm for antenna adjustment.
to initialize two 11×11 RSSI maps per neighbor, one map for the incoming link, the other for
the outgoing link.
We also explored using a 9-point constellation (Fig. 5.2) but found that the 5-point con-
stellation is slightly better (see Section 6.1 for details).
5.2 Probing
When probing each orientation, m stays at the orientation for a probe interval of 10 s, during
which m sends 1,500-byte unicast packets with RTS/CTS enabled to each neighbor at the
sending rate of 10 packets per second (pps). Each neighbor also sends similar 1,500-byte
unicast packets to the Dyntenna node at the same rate. Overall, m sends 100 probe packets
to each neighbor and also receives 100 probe packets in return. In addition to RSSI readings,
we also estimate the PDR from the number of probe packets received. Probe packets are sent
at 6 Mbps at the anchor orientations. Subsequently, the probe packets are sent at the same
link data rate as the actual traffic on each link.
RSSI Threshold. As described in Section 4.2, we observe that there exists a threshold
RSSI value for each link, above which the PDR for the corresponding link is close to 1; con-
versely, if the RSSI value is below this threshold, the link performance suffers. We estimate
the RSSI threshold θl for each (directional) link l by comparing the measured RSSI rl to the
measured PDR pl. θl is initialized to zero and is updated to rl under either of the following
conditions:
• If rl < 0.9θl and pl > 0.5; or
• If rl > 1.1θl and pl < 0.5
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Figure 5.2: Possible initial anchor configurations. Left: 5-anchor constellation. Right: 9-
anchor constellation
Since there are likely measurement errors in both rl and pl, the factors 0.9 and 1.1 are
introduced to allow a 10% allowance before adjusting the thresholds, adding a small amount
of hysteresis to the system and improving the stability of the algorithm.
5.3 Delaunay-triangulation-based Linear Interpolation
In this section, we describe the interpolation algorithm that is used to estimate the RSSI maps
using the readings from a small number of probed orientations. In our work, we explore sev-
eral interpolation methods and find that a Delaunay-triangulation-based linear interpolation
is sufficient to achieve a good balance between accuracy and computational complexity. We
will discuss in Section 6.1 the comparison between the linear interpolation and a more com-
plex cubic interpolation.
An RSSI map Rl will typically consist of only a small number of probed orientations. In
order to estimate the RSSI values of the unprobed orientations, we first decompose the space
into a set of Delaunay triangulations [30] based on the probed orientations. Since we probe
all four corners during the initialization phase, each unprobed orientation is guaranteed to
lie within a triangle with a probed orientation at each of the three corners. The RSSI value
of an unprobed orientation is then interpolated using Barycentric Coordinates as shown in


















Figure 5.3: Using Barycentric Coordinates for interpolation.
5.4 Computation of Next Position
After interpolation, a Dyntenna node m has two RSSI maps per neighbor, containing respec-
tively the estimated transmission and reception RSSI values at all antenna orientations. From
these RSSI maps, we want to compute the next best orientation to probe. The best orienta-
tion for an antenna is necessarily a compromise between the various optimal orientations
with respect to each neighbor.
Considerations. In orienting the antenna, there are several considerations. First, we want
to achieve good-quality links to each of the neighbors. Second, we want to avoid disconnecting
the network by ensuring that none of the links to any of the neighbors will become unusable.
Finally, we want to adapt to the traffic pattern, e.g., improving the link to the only neighbor
the node is receiving from or transmitting to.
Aggregate Matrix. The selection of the optimal orientation for a Dyntenna node m is based





wl[fmn(Mmn(i, j)) + fnm(Mnm(i, j))],
if ∀n, fmn(Mmn(i, j)) 6= 0 and
fnm(Mnm(i, j)) 6= 0
0, otherwise.
(5.2)
wl is a coefficient that is a function of the traffic for link l, Mmn is the RSSI matrix for the link
mn after interpolation.





1, if Rmn ≥ θmn
0, if Rmn < θmn
(5.3)
The intuition behind the aggregate matrix is the following: we set Am(i, j) to 0 if there exists
a non-reliable connection either to or from one of m’s neighbor (RSSI below threshold) when
we orient the antenna to (i, j), to penalize orientations that would break a link regardless of
how strong the other links would become. Among all the other antenna orientations that does
not break any link, we favor the one with the largest total weighted RSSI.
Choosing the Next Probe Position. Once Am is computed, the next orientation P to be
probed is the unprobed orientation with the largest value in Am. It is possible for all the
remaining unprobed orientations in Am to be zero. In this case, we move the antenna to the
orientation P with the largest value in Am.
Once the antenna is at P , the node m probes its neighbors to update Am, keeping track of
the probed orientation with the highest value found thus far, Pmax. We stop probing when we
have not found an orientation with value in Am that is higher than Pmax in the last K probes.
The choice for the value of K is discussed in Section 6.1. Once we stop probing, the antenna
moves to Pmax and Dyntenna goes into a maintenance phase.
5.5 Maintenance Phase
After a Dyntenna node goes into the maintenance phase, the antenna remains stationary,
but we continue to monitor the RSSI readings to its neighbors in the background. If there is
a 3 dB or higher change in the RSSI values for the received or transmitted packets for any
neighbor, we reset all current estimates and start the probing process by probing the 5-point
initialization constellation again. The value 3 dB is chosen since our measurement study
(Section 4.3) and existing work [32] indicate that short-term fluctuations of up to 3 dB are
common.
In addition, we see in Section 4.3 that RSSI tends to change in the order of hours. So,
even if we do not detect any significant changes in the RSSI within an hour, we will probe
the 5-point initialization constellation every hour. If the RSSI values are unchanged, we will
stay in maintenance mode at orientation Pmax. If we find that the RSSI values for the 5-point
initialization constellation are different, we will continue probing until the system finds a new
Pmax as described in Section 5.4.
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5.6 Coordinating Between Dyntenna Nodes
To guarantee that at any moment, within the same collision domain in our mesh at most
one Dyntenna node is moving, which is necessary when the traffic involves more than one
Dyntenna node, we have implemented the following mechanism.
Before the initialization phase, every Dyntenna node sends a request to each of its neigh-
boring Dyntenna nodes, and the local Dyntenna node can move only under the condition that
all its neighboring Dyntenna nodes reply with acceptance, otherwise, it remains stationary
and keeps sending the request periodically until it is accepted by all the Dyntenna neighbors.
The local Dyntenna node will reject any request from its neighbors when it is 1) sending the
request, or 2) moving.
This simple mechanism satisfies our requirement mentioned above and works efficiently in
practice. However, in our current work, we did not study these flows with multiple Dyntenna




In this chapter, we present the evaluation of our antenna adjustment algorithm on our
testbed. Our main goal is to understand to what extent a Dyntenna node can improve the
throughput of the system.
First, we performed extensive Matlab simulations to demonstrate the effectiveness of our
linear interpolation method, as well as to understand the impact of some important system
parameters. The simulation study is conducted using 90 sets of RSSI maps collected at
different times from the testbed, with each set containing between 2 maps to 12 maps.
Next, we evaluated our algorithm on our testbed. We first run Srcr [5], which is the default
routing algorithm for MIT Roofnet [27]. Once the routing tables are stable, we retrieve the
routes from all the nodes. We use the routes to conduct three sets of experiments under
different settings: single-hop single-flow, multi-hop single-flow, and single-hop multi-flow.
To measure the throughput between a pair of nodes, we send Iperf [1] UDP traffic from one
node to another at full sending rate, and record down the average throughput for 15 seconds.
6.1 Interpolation and Convergence
First, we simulated the antenna adjustment algorithm to investigate how fast our interpo-
lation method is able to converge to the actual RSSI map for the two possible initial probe
configurations: 5-point and 9-point constellation. In Fig. 6.1, we see that the mean RSSI
error (normalized to the number of RSSI maps in a set), converges quite rapidly with the
number of probed antenna orientations. The error bars for the figures in this section indicate
the 10th and 90th percentiles. We see also that the convergence is faster with the 5-point




















Figure 6.1: Plot of RSSI error against the number of probes.
to zero. We also tried cubic interpolation in place of linear interpolation, and found that it
produces very similar results. Since linear interpolation is simpler to implement and “good
enough,” we adopted it for our algorithm.
Next, we simulated the algorithm with different values of K (see Section 5.4) and different
initial probe configurations. In Fig. 6.2, we see that the median RSSI error reaches to zero for
K = 3 and K = 1 for the 5-anchor and 9-anchor configurations respectively. From Fig. 6.3,
we see how the total number of probes (steps) varies with K.
From these results, we see that by picking K = 3 for the 5-anchor initial probing config-
uration, we can expect the algorithm to converge after probing just 10 different orientations
and achieve a relatively low error, so in our implementation, we picked this set of parameter
settings. We confirm this by plotting the CDF of the RSSI error and the CDF of the Chebyshev
distance from the real peak for sets of RSSI maps in Figs. 6.4 and 6.5. We see that with our
chosen configuration, the algorithm converges to the optimal orientation more than 50% of
the time, and the difference between the final orientation of the antenna and the optimal ori-
entation is not more than 2 dB. This results compares well with the default vertically upright
orientation for which the RSSI is at least 5 dB lower than the optimal value about 50% of the
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Figure 6.6: Throughput improvements (1-hop).
6.2 Single-Hop Single-Flow
In our first set of experiments, we want to understand the effect of moving antennas on the
throughput between two neighbors. We choose pairs of connected neighbors from the Srcr
routes (initialized with Srcr running at 6 Mbps). For each one-hop (directed) path p formed by
a Dyntenna node and its neighbor, we set the antenna to its default orientation and measure
the throughput along path p using each of the link data rate of 6, 12, 18 and 24 Mbps. We
repeated the measurements above after the antenna moves to a stable optimal orientation
as determined by our adjustment algorithm. Let the throughput measured on path p at link
data rate r with the antenna at the default orientation and the optimal orientation be T defp,r
and T optp,r respectively.
We plotted T optp,r against T
def
p,r for different p and r in Fig. 6.6. The figure shows that about
half the points fall along the line x = y, indicating that re-orienting the antenna does not
improve the throughput for these links, especially at the lowest link data rate 6 Mbps. At
higher link data rates, there are several points that show significant improvements. We are,
however, surprised to see that re-orienting the antenna can sometimes cause the throughput
to deteriorate significantly.
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A closer look at the data reveals an intricate interaction between Dyntenna and Srcr. The
path between a pair of nodes might only be a single hop at 6 Mbps at the default (upright)
antenna orientation, but Srcr might choose to send the packets between this pair of nodes
through a longer 2-hop path, thereby reducing the throughput significantly. The decision
to use a longer path may occur at higher link data rate or when the antenna orientation
changes. For instance, one highest data point above the line x = y of Fig. 6.6 shows that at
the link data rate of 12 Mbps, the throughput from Node 8 to Node 27 (using a 2-hop path) is
only 4.3 Mbps without moving the antenna. Re-orienting the antenna causes Srcr to revert
to a one-hop path between these two nodes, bumping the throughput to 8.8 Mbps. The set of
data points below x = y line are caused by this phenomenon as well. The effect, however, is
reversed. When the antenna is at the upright position, Srcr chooses a one-hop route between
two nodes. When the antenna moves to the final position that maximizes the weighted sum
of the RSSI to all neighbors, some neighbors may inevitably suffer a reduction in RSSI. As
a result, Srcr switches to a two-hop path between the nodes, causing the throughput to be
lower than that in the default orientation.
Another observed cause for this phenomenon is more interesting and exciting. The reason
is that in the evaluation, our algorithm assigns all the neighbors with equal weights, resulting
in the situation where the connectivity of one Dyntenna node is improved, i.e., the number
of its neighbors increases, and as a tradeoff, there is a significant drop in throughput of
certain existing flows. For instance, in the results for Node 8 shown in Fig. 6.7, we found
that Dyntenna causes a significant drop in performance for existing neighbors across all the
three higher data rates, 12 Mbps, 18 Mbps, and 24 Mbps, but new neighbours are also found
in these cases. However, despite the performance drop, the connectivity is still maintained.
This suggests that our algorithm can drastically improve the connectivity of the whole mesh
and thus provide more options for routing decisions.
Above all, these experimental results show that 1) while antenna can sometimes improve
throughput, the adjustments may need to be coordinated with the routing protocol in order
to achieve optimal performance; 2) Dyntenna is often able to help improve the whole mesh
connectivity, thus providing more choices for the routing protocols.
In order to isolate the effect of the routing protocol from the measurements, we measure
the throughput of a single link l with all the other nodes in our testbed disabled. This has
two important consequences. First, Srcr will not be able to find an alternative path between a
pair of nodes, forcing all packets to be routed directly from one node to another. Second, the






























Figure 6.7: Connectivity improvements of Node 8.
all other neighbors. In other words, the antenna adjustment algorithm will orient an antenna
in a way as to maximize the RSSI for link l. The resulting throughput will therefore provide us
some insight into the upper bound of improvement we can get from using Dyntenna nodes.
The results are shown in Fig. 6.8.
Under this new scenario, adjusting the antenna does not seem to cause any throughput
degradation. About 71% of the cases resulted in a change in throughput of less than 5%;
there are only 2 cases where the throughput is reduced by more than 5% (6% and 9% re-
spectively); The remaining 27% of cases saw a significant increase in throughput. Excluding
five data points where the throughput is zero without moving the antenna, the average im-
provement of throughput is 59%. The five data points with x = 0 correspond to the situation
where there was no connectivity between the two nodes when the antenna is at its default
orientation. Our algorithm was able to re-orient the antenna to connect the two nodes.





l,r }, for different links l. We see that the average improvement is 19% , with
some 38% of the links achieving a throughput improvement of more than 5%. In the best
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Figure 6.10: Throughput improvements due to Dyntenna (multi-hop).
6.3 Multi-Hop Single-Flow
We ran another set of experiments to investigate whether throughput can be improved for
paths with multiple hops. As before, we turned off nodes not on a path when we measured
the throughput. We selected a subset of 2-hop and 3-hop paths that included exactly one
Dyntenna node from the set of Srcr routes initialized with the corresponding link data rate
r used for measurement. The Dyntenna node was either the sender, the receiver, or a relay
node. For each path p, we measured T defp,r and T
opt
p,r as before for three link data rates: 6 Mbps,
12 Mbps, and 18 Mbps. We did not use higher link data rates since there are very few usable
multi-hop paths in our testbed at higher link data rates. Similarly, we do not use longer
paths since paths with more than 3 hops are rare.
In Fig. 6.10, we plot T optp,r against T
def
p,r for different combinations of p and r. We found that
in about 56% of the cases, the throughput does not change by more than 5%, with or without
Dyntenna. In 6% of the cases, the throughput reduces by more than 5% with Dyntenna (up
to about 45% reduction due to a route change). However, we note that in the cases where
the throughput was improved, the improvement was significant (averaging at 73%). In about































Figure 6.11: Throughput improvements with Dyntenna node in the middle (multi-hop).
Some of these cases with significant improvement/reduction are due to Srcr route changes.
Despite disabling other nodes not involved in a path while running measurements, Srcr can
still change the route using the nodes along the path. For instance, a 2-hop path can be
shortened to one hop if the RSSI between the source and the sink strengthens sufficiently
due to antenna adjustment. The highest point in the figure belongs to such case. Similarly,
the reverse is also true. The purple triangular point that is most far away from the x = y line
belongs to this case where a 2-hop path changes to 3 hop.
The average throughput improvement for 2-hop topologies was 13% and for 3-hop flows,
it was slightly higher at 20%. This result is reasonable in the sense that with longer paths
and more nodes involved, there is more chance for Dyntenna to help select better routes, in
particular, by reducing hop count.
To understand the influence of the Dyntenna node’s position on the mesh performance,
we plot in Figs. 6.11 and 6.12 the performance when Dyntenna sitting in the middle as relay
nodes and when Dyntenna are sender/sink nodes, respectively.
We found that flows with Dyntenna sitting in the middle did not outperform those with































Figure 6.12: Throughput improvements with Dyntenna at the end (multi-hop).
the end was 20% which was about 5% more than the other case. However, excluding those
flows with an original throughput of zero, the performance gain was almost the same for both
cases, suggesting that more connectivity was found with Dyntenna in the end.
6.4 Single-Hop Multi-flow
Our last set of experiments investigates the effect of Dyntenna on overall throughput and
fairness between flows. We focus on the scenario with three nodes in the same collision
domain, and send two flows from two nodes to the Dyntenna nodes (again, with the other
nodes in the testbed disabled). We measured the throughput of both flows at the link data
rates 6, 12, and 18 Mbps, without and with Dyntenna node adjusting its antenna. We plot
the throughput of Flow 2 versus Flow 1 in Fig. 6.13, and connected the two data points
corresponding to the same link with a line, to indicate the change in the throughput caused
by antenna adjustment.
The plot can be interpreted in two ways. First, the line x = y represents the fairness line



























Figure 6.13: Multi-flow performance.
the resulting allocation of throughput is fairer. Second, each point falls on a line x+y = K (not
shown in the figure) with K being the total throughput. As the total throughput increases,
the line moves towards to the top-right corner of the figure. We can see in our results that
using Dyntenna either improves the fairness of the flows, or increases the total throughput.
Both are desirable consequences of antenna adjustment.
6.5 Convergence Time
We also measured how long it took for our algorithm to converge to a peak orientation and
become stable on our testbed. We found that the minimum convergence time is about 90
seconds, corresponding to 9 probes (5 at the anchor points, 1 at the optimal position, and
additional K = 3 probes to confirm). The average convergence time is 104.8 seconds, corre-
sponding to 10 probes. This value is consistent with our simulation results in Section 6.1,
showing that our antenna adjustment works as expected in practice. On average, we need
only to probe two additional orientations beyond the anchor orientations to converge. In other






In this dissertation, we describe a new type of wireless mesh nodes called Dyntenna nodes
that are equipped with steerable omnidirectional antenna. We built and studied a 3D WMN
testbed with Dyntenna nodes and showed that moving omnidirectional antenna can improve
the connectivity of the whole mesh and the throughput of flows, in cases where the default
antenna orientation does not give the best RSSI.
We also showed that it is possible to efficiently move the antenna to the optimal orien-
tation using RSSI interpolation by probing less than 10% of all possible orientations. Our
experimental results showed that, compared to using the default vertically upright antenna
orientation, Dyntenna nodes can improve the median of the RSSI per link by 5 dB, and the
average throughputs for 27% of one-hop paths and for 38% of the multi-hop paths by 59%
and 73%, respectively.
We believe that the work presented in this thesis lays the foundation for a new class of 3D
WMN with steerable omnidirectional antenna.
7.1 Future Work
The work presented in this thesis is far from complete. There are many interesting new
issues that have arisen that we are currently investigating on our testbed. In this section, we
highlight three key issues.
Traffic Coefficient wl. The coefficient wl used in Equation (5.2) is a function of the traffic
sent to and received from a link l. In our current implementation, we set wl to a constant
value. This means that the orientation of the antenna is not biased by the observed traffic. If
there is traffic to only one of the neighbors, it is clear that wl should naturally be increased
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above 1 for that link and the value of wl provides us with a way to determine the amount of
weight to be given to the observed traffic patterns.
However, when there is traffic to more than one neighbor, then the setting of wl becomes
much less straightforward. In particular, there are two possible choices: (i) increase wl with
increasing traffic; or (ii) decrease wl with increasing traffic. In the former, we bias the ori-
entation of the antenna towards neighbors with higher traffic, potentially improving link uti-
lization at the expense of the nodes with lower traffic; in the latter, we bias the orientation
of the antenna towards neighbors with lower traffic, potentially increasing the fairness of the
throughput allocation between the neighbors at the risk of lower overall utilization. Effec-
tively, wl provides us with additional mechanism to control the fairness in the allocation of
throughput to individual links.
Integration with Routing Layer. In Chapter 6, we showed that we can often signifi-
cantly improve throughput by moving an antenna into an orientation that allows the routing
algorithm to find a shorter route. However, we currently have no control over the routing
algorithm and the routing algorithm has no knowledge of the steerable antenna. We believe
that there is scope in exploring whether cross-layer design between the steerable antenna
layer and the routing algorithm can further improve performance.
Integration with Power & Rate Control. Finally, one key observation from our results
in Chapter 6 is that it is sometimes possible to move an antenna into an orientation that
improves a link sufficiently to allow us to transmit on a higher rate rate. This suggests
that it is likely helpful for us to explore how existing rate control algorithms [33, 15] can
be enhanced by incorporating steerable antenna. Power control [24] is also a closely related
parameter that can be adjusted and between the three, antenna steering, power control and
rate control, there should be opportunities to do more.
40
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