The collapse of a heavy fluid column in a lighter environment is studied by direct numerical simulation of the Navier-Stokes equations using the Boussinesq approximation for small density difference. Such phenomenon occurs in many engineering and environmental problems resulting in a density current spreading over a no-slip boundary. In this work, density currents corresponding to two Grashof (Gr) 
Introduction
Two fluids having different densities that are initially separated by a physical boundary and are suddenly allowed to mix, interact freely forming a density current. Depending on the situation, the density current can be in the form of a denser intrusion penetrating horizontally into the lighter fluid along the bottom boundary, in the form of a lighter intrusion spreading into the heavier fluid along the top boundary, or as a combination of both conditions. Examples are snow avalanches, thunderstorm fronts, volcano eruptions, oil spills in the ocean, the release of contaminants in the environment and flows generated by the collapse of a building. Many more examples can be found in the books by Simpson ͓1͔ and Allen ͓2͔. In most environmental and industrial flows of this type, the density difference is only a few percent and it is caused either by scalar fields, such as temperature, salinity and a chemical species, or by particles in suspension leading to the development of turbidity currents ͓3,4͔.
Consider the case of a denser fluid released into a lighter environment. Soon after the release a density current develops, which presents a front, a body, and a tail. The front is a discontinuity in density that penetrates into the lighter fluid. The denser fluid rides over a thin layer of light fluid that remains attached to the bottom boundary as a consequence of the no-slip condition. This results in a front whose nose is somewhat lifted above the bottom boundary. The front of the current is a complex, dynamic region where most of the mixing occurs. This mixing, driven by Kelvin-Helmholtz instabilities and vortex shedding, plays an important role regulating the flow since it modifies the driving force by entraining ambient fluid into the current, and thus, diminishing density differences. Behind the front, the body and the tail of the current follow, and their length depends on the amount of dense fluid initially released. In this region, the vortices shed from the front pair, stretch, and eventually break down.
The earliest theoretical attempts to describe the spreading rate of these types of flows were made by von Kármán ͓5͔ and Benjamin ͓6͔. Benjamin ͓6͔ proposed that in a lock-exchange configuration the front should move at a speed of ͱ 1/2g͑ 1 − 0 ͒/ 0 h 0 , where 0 and 1 are the densities of the lighter and heavier fluids, respectively, h 0 is the channel half height and g is the acceleration of gravity. Later works used shallow water theory, along with an empirical Froude condition to close the model, in order to describe the propagation of the front ͓7-11͔. Most of these analyses do not account for the mixing with the ambient fluid.
Several experiments have also been performed to study the front dynamics. Huppert and Simpson ͓12͔ have studied experimentally the release of a fixed volume of denser fluid in a lighter ambient. They found that initially a given current spreads at an approximately constant speed and then continuously decelerates until it is dissipated by viscous effects, calling them the slumping, inertial, and viscous phases, respectively. If the Reynolds number of the flow is large enough the deceleration starts with the beginning of the inertial phase. However, for low Reynolds numbers the inertial phase is not present and the deceleration of the flow occurs dominated by viscous effect during the final viscous phase. They also proposed an empirical Froude condition that has been used in box models and to close integral shallow water models of density currents. The propagating front undergoes threedimensional instability in the form of lobes and clefts. Allen ͓13͔ and Simpson ͓14͔ devoted a great deal of effort to studying the lobe and cleft patterns. Simpson ͓14͔ proposed that the lobe and cleft instability forms only in no-slip surfaces and it is caused by denser fluid overrunning on top of less dense fluid. However, the exact origin of this instability is still not well known and recent work ͓15͔ has brought Simpson's theory back into discussion. García and Parsons ͓16͔ and Parsons and García ͓17͔ studied the similarity of density currents fronts finding that the Reynolds number of the current front plays an important role in the mixing with the ambient fluid. Very recent observations of density current activity in the Chicago River, Illinois, by García et al. ͓18͔ supports the observation that the front dynamics is affected by scale ͑i.e., Reynolds number effects͒.
Recently, high-resolution numerical computations have been performed in both two and three dimensions to explore the dynamics of density currents ͓19-23͔. These works have provided a detailed description of the flow topology at the foremost portion of the current. The simulations have concentrated on planar and axisymmetric configurations and, to date, no such effort has been attempted for the corresponding cylindrical three-dimensional configuration. In this work, the release of a fixed volume of a homogeneous fluid into a slightly less dense environment in a cylindrical configuration is considered, and the results are compared with the planar case.
The planar lock-exchange configuration studied by Härtel, Meiburg, and Necker ͓22͔ is considered first. We present results from a three-dimensional simulation with the same conditions as reported by them and compare the results qualitatively as well as quantitatively. Then we consider the release of a cylindrical region of denser fluid into a less dense ambient and compare our results qualitatively with previously reported experiments ͓24͔.
Numerical Formulation
We consider the case of an initial cylindrical volume of heavier fluid surrounded by an infinite extent of lighter fluid. The released volume is a cylinder of radius r 0 and height 2h 0 ͑see Fig. 1͒ and the lighter fluid extends between top and bottom boundaries separated vertically by a distance H. Here we consider both the top and bottom boundaries to be rigid and no slip. Attention will be restricted to the case where the density difference is due to a scalar field ͑e.g., salinity or temperature͒.
The density difference is assumed to be small enough so that the Boussinesq approximation can be adopted. With this approximation density variations are important only in the buoyancy term. The dimensionless equations of motion read ͓22͔
Here ũ i is the velocity vector, p is the dynamic pressure, is the density, Gr is the Grashof number, Sc is the Schmidt number and e i is a unit vector pointing in the gravity direction. We have adopted the initial condition half height, h 0 , as the length scale.
Since there is no externally imposed velocity scale for the flow, the following velocity scale is defined
Consequently, the time scale is h 0 / U 0 . Here 1 is the density of the denser fluid and 0 is the density of the ambient fluid. The dimensionless density and dynamic pressure are given by
The two dimensionless numbers in Eqs. ͑1͒-͑3͒ are given by
where is the kinematic viscosity and is the diffusivity of temperature or salinity responsible for the density difference. The definitions are similar to those employed by Härtel, Meiburg, and Necker ͓22͔ in their study of planar case. Note that the Grashof number is essentially the square of the Reynolds number. The ratios r 0 / h 0 and h 0 / H are additional geometric parameters introduced by the initial condition. In this work we will concentrate on the condition H =2h 0 , where the denser fluid initially extends vertically over the entire height of the layer. The governing equations are solved using a de-aliased pseudospectral code ͓25͔. Fourier expansions are employed for the flow variables along the horizontal directions ͑x and y͒. In the nonhomogeneous vertical direction ͑z͒ a Chebyshev expansion is used with Gauss-Lobatto quadrature points. The flow field is time advanced using a Crank-Nicolson scheme for the viscous and scalar diffusion terms. The advection term in the momentum equation is handled with the Arakawa scheme, where the nonlinear term is alternately considered in its convective form ͑as written in Eq. ͑1͒͒ followed by the conservative form. A third-order Runge-Kutta scheme is used to advance the nonlinear terms. The buoyancy term is also advanced with a third-order Runge-Kutta 
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Transactions of the ASME scheme. More details on the implementation of this numerical scheme can be found in the work by Cortese and Balachandar ͓26͔.
For the planar lock-exchange configuration the computational domain is a box of size L x =30ϫL y =3ϫL z =2, where the spanwise width of the domain ͑L y =3͒ has been shown to be more than adequate to capture the lobe and cleft instability ͓22͔. For the cylindrical configuration the computational domain is also a box of size L x =30ϫL y =30ϫL z =2. Periodic boundary conditions are enforced in the horizontal directions for all variables. At the top and bottom walls no-slip and zero-gradient conditions are enforced for velocity and density, respectively. The use of a rectangular grid to solve a cylindrical problem may seem odd. However, a Cartesian grid with equi-spaced grid points provides uniform resolution along the horizontal directions over the entire domain. This allows adequate resolution as the cylindrical front propagates radially out and we are able to better resolve the fine structures of the flow at the front ͑lobes and clefts͒. With a cylindrical grid, the circumferential resolution will be far more than what is needed as the center is approached. Furthermore, a cylindrical computational domain requires to carefully address the singularity presented by the pole at the origin as well as the outflow boundary condition at the outer extent of the computational domain. Herein, by adopting a rectangular domain and periodic boundary conditions these difficulties are clearly avoided.
For the case of the cylindrical current, periodic boundary conditions along the horizontal directions strictly imply an infinite layer of lighter fluid with a doubly periodic array of cylindrical regions of heavier fluid released into it. Here we consider the initial nondimensional radius of the cylindrical region to be r 0 = 2 and thus the released volume is of unit aspect ratio. Owing to the periodic boundary conditions, the lateral spacing between the cylindrical releases is 30 along both the x and y directions. Only when the head of the gravity current approaches the lateral boundaries of the computational domain, it begins to interact with the front of the adjacent currents. Based on simulation results we observe that this interaction effect can be neglected till the front reaches about 2 nondimensional units from the lateral boundaries. This behavior is similar to that observed by Härtel, Meiburg, and Necker ͓22͔ for the planar case along the x direction. As the cylindrical gravity current expands from the initial radius of 2 to about 13, its evolution is not influenced by the periodic boundary condition and can, thus, be taken as an isolated cylindrical density current spreading into an infinite lighter medium.
In this work, two different Grashof numbers will be considered: Gr= 10 5 and Gr= 1.5ϫ 10 6 . As will be discussed below, with increasing Gr the complexity of the flow increases and thus the simulation at the higher Grashof number requires increased resolution. In the cylindrical configuration the flow was solved using approximately 12 millions grid points for Gr= 10 5 ͑N x = 420ϫ N y = 420ϫ N z =72͒ and 28 millions for Gr= 1.5ϫ 10 6 ͑N x = 512ϫ N y = 512ϫ N z = 110͒. For the lock-exchange configuration approximately 2 million grid points were used for Gr= 1.5ϫ 10 6 ͑N x = 560ϫ N y =48ϫN z =64͒. The numerical resolution for each simulation was selected to have between 6 and 8 decade decay in the energy spectrum for all the variables, i.e., the three velocity components and density. The time step was selected to produce a Courant number smaller than 0.5 for all time steps.
The flow was started from rest and a small random disturbance superposed on the density field to accelerate the three-dimensional development. The following initial condition was used in all the cylindrical simulations to be reported:
Here r = ͱ x 2 + ỹ 2 , ␥ 1 ͑−0.05, 0͒ and ␥ 2 ͑−⌬x /2,⌬x/2͒. These last two parameters are random numbers chosen from a uniform distribution. For the planar case we use the same initial condition as that of Härtel, Michaud, and Stein ͓27͔, where they justify the use of an error function to prescribe the initial density profile based on the solution to the pure diffusion equation for early times when the flow has not yet developed. The values of ␥ 1 and ␥ 2 were selected to produce a decorrelated interface with a white noise energy spectrum. In this way we assure that there is no artificially selected wavelength that could evolve in an artificial lobe and cleft pattern. The solution was advanced in time until the front reached the radial location of r = 13 to avoid the influence of the lateral boundaries ͓27͔. The above initial condition ensures that the rectangular planform of the domain and the grid do not introduce any bias in the evolution of a cylindrical front.
Results
Planar Lock-Exchange Configuration. In order to validate the code, we have performed a planar lock-exchange simulation under the same conditions reported by Härtel, Meiburg, and Necker ͓22͔, i.e., Gr= 1.5ϫ 10 6 and Sc= 0.71. This configuration can also be seen as the limiting case of a cylindrical configuration with the condition of r 0 → ϱ. Figure 2 shows three-dimensional views of the flow time evolution visualized by a surface of constant density ͑ = 0.5͒. The flow starts as two dimensional ͑t=5͒, forming the head of the current and the nose. Kelvin-Helmholtz instabilities are also observed in the interface between light and heavy fluid. The flow turns into a three-dimensional state ͑t= 10 and 15͒ starting with instabilities at the bottom foremost part of the current that grow very rapidly, forming a pattern of lobes and clefts. Then, the whole flow becomes three dimensional ͑t=20͒ presenting vortex pairing at the rear end of the head. These results are in complete agreement with the findings of Härtel, Meiburg, and Necker ͓22͔ and with laboratory observations ͓3͔. Figure 3 shows the mean flow visualized by density contours. Mean variables are computed as spanwise averages of the threedimensional results, i.e.
In this figure the dynamics of the Kelvin-Helmholtz instabilities can be more clearly appreciated. Observe that the flow is initially symmetric, but as it becomes three dimensional the symmetry is lost. The last snapshot ͑t=15͒ also shows the beginning of vortex pairing on the lower-advancing front. The front velocity has also been computed from twodimensional simulations of the lock-exchange configuration with Gr= 10 5 and Gr= 10 7 . The results are presented in Fig. 4 . For comparison, the result of Härtel, Meiburg, and Necker ͓22͔ is also shown. Observe that the agreement is not only qualitative as mentioned above, but also quantitative. The trend of the front velocity with the Gr number is also correct.
We will not expand any further on the planar lock-exchange problem, since Härtel et al. ͓22,28͔ have presented a very fine and detailed analysis of the flow for this configuration. Now we turn into the cylindrical configuration.
Cylindrical Configuration
Flow Structure. To study the structure of the flow, simulations for Gr= 10 5 and Gr= 1.5ϫ 10 6 were performed. The Sc number was set to 1. As addressed by Härtel, Meiburg, and Necker ͓22͔ its influence on the flow is weak as long as it is kept order 1. Figure 5 shows the time development of the flow structure for the higher Gr= 1.5ϫ 10 6 . In this figure the flow is visualized by a surface of constant density = 0.25. After the release of the denser fluid, an intrusive front forms. Initially, the flow evolves in an axisymmetric fashion in which Kelvin-Helmholtz rolls develop and form the front and the nose. Below the nose, which is raised from the bottom, an unstable stratified region forms as a consequence of the no-slip condition. In this region, three-dimensional instabilities develop and evolve into a lobe and cleft pattern in the foremost part of the current. This feature has been observed in experiments for both planar ͓14͔ and cylindrical currents ͓29͔. Behind the front, the flow develops into a very intense threedimensional structure where the Kelvin-Helmholtz billows shed from the front deform, bend, and break up. This behavior is similar to the planar case ͓22,30͔.
One of the main differences between the cylindrical ͑finite volume release͒ and the planar lock-exchange configurations is the maximum density value inside the current. Figure 6 shows the time evolution of the maximum density, max , with time for planar lock-exchange and cylindrical currents with Gr= 1.5ϫ 10 6 .I na truly planar lock-exchange configuration, which corresponds to infinite volume release, at all finite times the maximum and minimum concentration levels remain at 1.0 and 0.0, and, respectively, correspond to unmixed heavy and light fluids. In the present periodic finite volume planar lock exchange, over the time interval computed and shown in Fig. 2 , the maximum and minimum concentrations remain 1.0 and 0.0, respectively. In the cylindrical configuration the small finite volume release of heavy fluid quickly mixes with the surrounding light fluid as it flows out. Thus the maximum concentration remains equal to 1.0 only for a short duration after which the concentration decreases. In the present periodic case the final well mixed concentration will be 2.8% and it depends on the ratio of volume released to the volume of the periodic box. From Fig. 6 it is clear that the released heavy fluid is everywhere diluted by entrainment of lighter fluid, but the mixing process is far from complete. While max remains equal to the initial value ͑ max =1͒ the cylindrical current moves at approximately constant velocity. This phase of spreading is called 
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Transactions of the ASME slumping phase ͓12͔. In the case of the planar lock exchange, max = 1 for all the computation time and the front spreads at constant speed.
The lobe and cleft structure of the front is shown in detail in Fig. 7 . Figure 7͑a͒ is a visualization of the front in a laboratory experiment for Grϳ 10 8 and Sc= 700 using the same geometrical configuration of the numerical simulations. Figure 7͑b͒ is a close view of the numerical results for Gr= 1.5ϫ 10 6 and Sc= 1. We can observe in this figure the similitude between the experimental and numerical results despite the difference in the Sc ͑Sc in the experiment is two order of magnitude larger than in the numerical simulation͒. This is in agreement with the findings of Härtel, Meiburg, and Necker ͓22͔ who state that the Sc does not influence the flow as long as it is kept order 1 or larger. In contrast to the planar case ͓22͔, the number of lobes in the front stays almost constant as the front evolves. However, since the current is spreading radially, the size of the lobes grows as the current spreads out until it is dissipated by mixing of light fluid. The origin and dynamics of this instability are still not well understood. Simpson ͓14͔ states that the lobe and cleft instability forms only in no-slip surfaces and it is caused by denser fluid overrunning less dense fluid. However, recent work by McElwaine and Patterson ͓15͔ suggests that this is not necessarily the case and that lobes and clefts may still form in free-slip surfaces provided the Gr number of the flow is large enough. Our simulations show that the formation of lobes and clefts is highly Gr dependent even in the case of no-slip surfaces. For example, the solution for Gr =10 5 does not present this feature. The solution is completely axisymmetric for all time ͑see Fig. 8͒ . The structure of the mean flow is also dependent on the Gr number. In the cylindrical configuration the mean flow is computed as
Figures 9 and 10 show the mean flow visualized by contours of constant density for Gr= 1.5ϫ 10 6 and Gr= 10 5 , respectively. The main structures of the flow, namely head, nose, and body are present for both Gr investigated, however, there are substantial differences. The head of the current for Gr= 10 5 features a single vortex that evolves in time to become a rounded structure. On the other hand, the current for Gr= 1.5ϫ 10 6 features two vortices in the head that eventually pair and form a triangular structure. It is also clearly seen from these figures that the nose location ͑h N in Fig. 1͒ of the current for Gr= 10 5 is always higher compared to the current for Gr= 1.5ϫ 10 6 . This feature is in agreement with experimental observations ͓31͔. In contrast to the behavior of the nose location, the height of the head ͑h F in Fig. 1͒ is approximately the same for both Gr. However, h F diminishes over time transforming the potential energy of the head into kinetic energy of the flow, which is subsequently expended in mixing light fluid into the current and dissipated by viscous effects. Another clear difference between the two Gr solutions is the structure and height of the body ͑h B in Fig. 1͒ of the current. The lower Gr current presents a higher body with a regular structure while the higher Gr current presents a lower body with vortical structures in it.
Mean Flow Dynamics. When viscous effects are not important ͑high Gr͒ the current that develops from the release of a fixed volume of heavy fluid passes through three different phases ͓12͔, provided that the volume of released fluid is large enough. Soon after the release, the current enters the slumping phase, which is characterized by a nearly constant front velocity. Huppert and Simpson ͓12͔ proposed that this phase lasts until h B = 0.075H. Then, the current enters a self-similarity phase called the inertial phase. During this phase the front decelerates and the front velocity evolves as t −1/2 ͑cylindrical configuration͒. This self-similar phase lasts until viscous effects take over, and the current enters the viscous phase. Depending on the initial configuration of the flow, the inertial phase may or may not be present. In the following we will describe the dynamics of the mean flow during the slumping and inertial/viscous phases.
An idea of how the flow evolves can be gained from Figs. 9 and 10 that show the time evolution of the mean flow for Gr= 1.5 ϫ 10 6 and Gr= 10 5 , respectively. The development of the mean flow starts with a short acceleration phase. In this phase, the nose is formed and the front reaches the slumping phase velocity. After the initial acceleration phase, the flow enters the slumping phase and moves at approximately constant speed, which depends on Gr. In this phase the flow presents a very interesting behavior. First, a large billow is formed in the front ͑B1 in Fig. 9͒ , which gives the current the characteristic structure of front ͑or head͒ and body. Then, two more billows are formed. One counter-rotating billow is formed in the lower region of the front ͑B2͒, which has been interpreted as boundary layer separation by Alahyari and Longmire ͓24͔ caused by the adverse pressure gradient produced by the first billow ͑B1͒. The other billow ͑B3͒ is formed in the body of the current and rotates in the same direction as the first billow ͑B1͒. Finally, the first billow formed in the front ͑B1͒ retards the upper part of the front, which gives place to the formation of another billow at the front ͑B4͒. At the same time, billows B2 and B3 loose their identity.
After the slumping phase, the flow enters into the inertial/ viscous phases. During these phases the third billow formed at the front ͑B4͒ becomes more prominent and undergoes the same dynamics as the first billow ͑B1͒ in the slumping phase. Billow B4 retards the front and pair with billow B1 to form a triangular wedge that eventually dissipates.
The dynamics of the flow described here is in good agreement with the findings of Alahyari and Longmire ͓24͔ based on their laboratory experiments. It is worth noticing that the Gr of their experiment is larger ͑GrӍ 10 7 ͒ than our simulation, however, the dynamics and structure of the flow are quite similar.
Front Velocity. The planar lock-exchange configuration ͑infinite volume release͒ from the previous section can be seen as the limiting case of the cylindrical configuration with infinite radius. Thus, the planar lock-exchange density current will stay in the slumping phase and will never reach the inertial phase, while the corresponding cylindrical current started from a finite volume release will transition from the initial slumping phase to an inertial phase and finally to a viscous phase. The time at which these transitions take place depend on the amount of fluid being released and on the Reynolds number of the flow. The slumping phase is characterized by a constant front velocity, which based on theory ͓5,6͔ takes a value of 1 / ͱ 2 for the case of 2h 0 = H. Based on a best fit to experimental data, Huppert and Simpson ͑12͒ proposed the same nondimensional front velocity for both planar and cylindrical currents. In this section we present front velocity results in the slumping phase obtained from our simulations of planar lock-exchange and cylindrical currents for two values of Gr.
The front velocity is computed by tracking the front location over time. If r F denotes the front location, the front velocity is computed as
The front location is defined as the largest radial location where the mean flow density equals a preset density value ͑for example, = 0.01͒. Figure 4 shows the front velocity for the planar lock-exchange configuration and for the slumping phase of the cylindrical configuration. The figure also shows the value reported by Härtel, Meiburg, and Necker ͓22͔͑ open square͒ in good agreement with our results. There is a clear dependency of the front velocity on Gr number, which was originally observed by Simpson and Britter ͓31͔. This Gr dependency is less strong for larger Gr ͑see Härtel, Meiburg, and Necker ͓22͔͒ and it is likely to be negligible for large enough values of Gr, reaching an asymptotic state close to the theoretical value.
There is also a well defined dependency on the geometrical configuration of the current. The cylindrical current is slower than the planar current. This is in contradiction with the findings of Huppert and Simpson ͑12͒, who reported the front velocity to be independent of the geometrical configuration. It can be argued that the numerical simulations are at lower Gr and over a narrow range compared to the experimental results, and that for larger Gr the cylindrical currents could reach the same asymptotic state as the planar lock-exchange configuration. The answer to this question will be addressed in a forthcoming work.
Concluding Remarks
In the present work, we have presented and discussed the results of three-dimensional direct numerical simulations of density currents in planar lock-exchange and cylindrical configurations.
There were two main objectives in this paper. The first one was to validate the present computational methodology by comparing our results with previously published experimental and numerical works ͓22,24͔ and with experimental visualizations produced for this work. The second one was to present a detailed analysis and visualization of three-dimensional density currents in cylindrical configuration. The simulations were performed employing a dealiased pseudospectral code, which allows accurate representation of all length scales.
We have presented three-dimensional results for Gr= 1.5ϫ 10 6 and Sc= 0.71 and two-dimensional results for Gr= 10 5 and Gr =10 7 with Sc= 1 in the planar lock-exchange configuration. The flow starts as two dimensional and preserves the initial symmetry for early times. For later times the flow becomes three dimensional, presents a pattern of lobes and clefts at the front, and the symmetry of the flow is lost. These results are in complete agreement with the results reported by Härtel, Meiburg, and Necker ͓22͔, qualitatively as well as quantitatively. We have also presented three-dimensional simulations in cylindrical configuration for Gr= 10 5 and Gr= 1.5ϫ 10 6 , and Sc= 1. These highly resolved simulations allowed for a detailed analysis and visualization of the flow structures ͑two-and three-dimensional structures͒ and dynamics. The simulation for Gr= 1.5ϫ 10 6 exhibits the main features observed in laboratory experiments ͓14,29͔͑see also Fig. 7͒ , and the dynamics of the flow computed in this simulation is in agreement with experimental observations ͓24͔ at higher Gr ͑ϳ10 7 ͒. The results for front velocity indicate dependencies on both the Gr and on geometrical configuration. However, it is possible that with increasing Gr the front velocity will reach an asymptotic state that is independent of Gr and geometrical configuration. Simulations for larger Gr are under way and the answer to this question will be presented in a forthcoming paper.
