ABSTRACT We present an extensive comparison of short-range order and short wavelength dynamics of a hydrated phospholipid bilayer derived by molecular dynamics simulations, elastic x-ray, and inelastic neutron scattering experiments. The quantities that are compared between simulation and experiment include static and dynamic structure factors, reciprocal space mappings, and electron density profiles. We show that the simultaneous use of molecular dynamics and diffraction data can help to extract real space properties like the area per lipid and the lipid chain ordering from experimental data. In addition, we assert that the interchain distance can be computed to high accuracy from the interchain correlation peak of the structure factor. Moreover, it is found that the position of the interchain correlation peak is not affected by the area per lipid, while its correlation length decreases linearly with the area per lipid. This finding allows us to relate a property of the structure factor quantitatively to the area per lipid. Finally, the short wavelength dynamics obtained from the simulations and from inelastic neutron scattering are analyzed and compared. The conventional interpretation in terms of the three-effective-eigenmode model is found to be only partly suitable to describe the complex fluid dynamics of lipid chains.
INTRODUCTION
Lipid membranes in the fluid L a phase have since long been studied by elastic x ray and inelastic neutron scattering as model systems for the more complex and multicomponent biological membranes (1) (2) (3) (4) (5) (6) (7) (8) (9) . Quantitative information on molecular packing, self-assembly, and thermal fluctuations can be obtained (10) . Recent studies on such model membranes have been extended to address the collective dynamics by using inelastic x ray (11, 12) and neutron scattering (13) , providing dispersion relations for propagating density modes. Together, elastic and inelastic scattering lead to a quite detailed and quantitative description of lipid bilayers in the reciprocal space. Parallel to experimental techniques, molecular dynamics (MD) simulations have been used to study the structure and dynamics of lipid bilayers (14, 15) . MD simulations are routinely used to study the dynamics and energetics of phase behavior, permeation, undulation, membrane selfassembly, and collective dynamics at a molecular level (16) (17) (18) (19) (20) (21) (22) .
In this work, we will show that the simultaneous use of MD and diffraction data can be used to refine the structural knowledge of lipid bilayer systems. Simulations can help to interpret diffraction signals in more detail and accuracy than was possible before. At the same time, starting parameters and interatomic potentials used in MD can be verified and refined by comparison with diffraction data.
Elastic x-ray scattering experiments of lipid bilayers usually yield the modulus square of the Fourier transform of the electron density, and thus yield spatial correlations in the electron density rather than the density itself. This fact is well known as the ''phase problem'' in crystallography. In some cases, e.g., structurally simple liquids, the correlation functions themselves-such as structure factors-are the main quantity of interest, from which the nearest-neighbor distance and correlation length can be inferred. Already for complex fluids, however, a much more detailed description beyond mere correlation functions is required. Detailed structural information can be obtained by MD simulations. Simulation results can be compared to experiments via a Fourier transformation of the MD coordinates, and can thus facilitate interpretation of the experimental results at a molecular level.
Recently, a number of approaches have been introduced to correlate experimentally measured structure factors (SFs) with SFs extracted from MD simulations to aid molecular interpretation of the experiments. Spaar et al. related measured SFs to the interchain distance extracted from MD (23) . Additionally, the issue of extracting the area per lipid has been an active field of research (24, 25) . Klauda et al. (26) addressed this nontrivial issue by relating the area per lipid from simulations to measured density correlations perpendicular to the membrane.
In this work, we combine MD simulations of the wellknown phospholipid model system 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC) in the fluid L a phase with elastic x-ray and inelastic neutron scattering experiments. We present an analysis of the experimental observables, allowing an extensive comparison of the MD results to a set of scattering data, including x-ray reflectivity, x-ray reciprocal space mappings, and inelastic neutron scattering by triple-axis-spectrometry. Accordingly, details of the vertical density profile r(z) of the acyl chain packing and radial distribution functions, as well as the dispersion relation of the density fluctuations in the plane of the bilayer are addressed. Moreover, the relationship between the experimentally measurable chain correlation peak and the area per headgroup extracted from MD is investigated. In contrast to Klauda et al. (26) , who addressed density correlations perpendicular to the membrane, we primarily focus at lateral short-range order of lipids.
In addition to static properties of the bilayer, we present an analysis of collective dynamics of the lipid tails. These have been argued to be crucial for the transport of small molecules through the bilayer (27) , and have been investigated experimentally (11) (12) (13) and by MD (21) . Generally, collective chain dynamics are interpreted in terms of the three-effectiveeigenmode model, which has, however, been derived and verified to describe short wavelength density fluctuations of simple liquids like fluid inert gases (28) (29) (30) (31) . So far, it is not obvious whether the collective dynamics of lipid tails can be quantitatively described by three effective modes.
The following presentation of our results is organized in three parts:
1. The electron density profile, the structure factor parallel to the membrane plane, and the reciprocal space mapping of the DMPC bilayer are calculated from equilibrium MD simulation and quantitatively compared to x-ray scattering results. 2. Next, the relationship between the area per lipid and the interchain correlation peak is addressed by employing results derived from simulations at different fixed areas per lipid. Additionally, the MD coordinates are used to verify quantitative relations between the structure factor and the radial distribution function, i.e., between a signal in reciprocal space with structure in real space. 3. Finally, we compare collective chain dynamics in simulation and experiment by analyzing the dynamic structure factor derived from inelastic neutron scattering and MD simulations. The dynamic structure factor is interpreted in terms of the three-effective-eigenmode model.
METHODS

Simulations
An equilibrated simulation box of 128 DMPC lipids and 2944 water molecules ( Fig. 1 a) was chosen as starting configuration for the simulations. Parameters for DMPC were taken from Berger et al. (32) and the Tip4p water model (33) was applied. All simulations were carried out using the GROMACS simulation software (34, 35) . Electrostatic interactions were calculated at every step with the particle-mesh Ewald method (36, 37) . Shortrange repulsive together with attractive dispersion interactions were described by a Lennard-Jones potential, which was cut off at 1.0 nm. The SETTLE (38) algorithm was used to constrain bond lengths and angles of water molecules, and LINCS (39) was used to constrain the bond lengths of the lipids, allowing a time step of 2 fs. The simulation temperature was kept constant by weakly (t ¼ 0.1 ps) coupling the lipids and solvent separately to a temperature bath (40) of 313 K. Likewise, the pressure was kept constant by weakly coupling the system to a pressure bath of 1 bar. In simulations with fixed area per lipid, the pressure coupling in x-y direction (membrane plane) was turned off and the box was coupled to a pressure bath only in z FIGURE 1 (a) A patch of 128 DMPC lipids and 2944 water molecules was used as starting configuration for all simulations. To calculate structure factors and radial distribution functions, a four-times larger patch was simulated. (b) Electron density determined by x-ray diffraction (shaded), by simulation (black), and by convolving the simulation result with a Gaussian (dashed). (c) Electron density extracted from the simulation and decomposed in contributions from headgroups (shaded solid), lipid tails (shaded dashed), water (black dashed), and the complete system (black solid).
direction (perpendicular to the membrane). In total, the simulations cover a time of 230 ns.
Density profiles
The number of water molecules per lipid (n w /n ' ) to be used in the simulation was determined from the experimental density profile, yielding an estimated ratio n w /n ' of 27.6. To accomplish this ratio, a simulation box of 128 lipids and 3529 water molecules was set up, but used only for comparison of the electron density profiles. The electron density was extracted from a 50-ns trajectory where the first 10 ns were removed for equilibration. The atomic electron densities were approximated by a sum of Gaussians, r el ðrÞ ¼
The parameters a Ã i and b Ã i were estimated from the Cromer-Mann parameters a i and b i (see also next paragraphs) using the fact that a Gaussian form factor in reciprocal space refers to a Gaussian electron density in real space. Fourier transformation yields a
Structure factors (SF)
To achieve a resolution in reciprocal space comparable to the experiments (see below), we combined four of the preequilibrated patches of 128 lipids to obtain a simulation system of 512 DMPC lipids and 11,776 water molecules (n w /n ' ¼ 23). This system was then equilibrated for 12 ns, and simulated for another 18 ns for production. Structure factors were calculated every 10 ps, yielding the SF averaged over 1800 frames. The scattering amplitudes at the reciprocal space coordinate q, s(q), were calculated by a direct evaluation of the sum sðqÞ ¼ + n f n ðkÞexpðiq Á r n Þ: Here, r n denotes the position of atom n, and f n (k) the nondispersive part of the atomic form factor of atom n where k ¼ sin u/l with the incident angle u and the wavelength l of the x-ray beam. The f n (k) values were calculated using the approximation f n ðkÞ ¼ c
where c are the Cromer-Mann parameters which are available in the literature (41) . Parameters for N ¼ 4 and N ¼ 2 Gaussians are available. We used the latter ones. The structure factor is given by SðqÞ ¼ jsðqÞj 2 : The value S(q) was averaged in the q x -q y plane along circles of constant q lat ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi q 2 x 1q 2 y q ; giving the structure factor S(q lat , q z ) as a function of q lat and q z , corresponding to the components of momentum transfer parallel (in lateral direction) and perpendicular to the membrane, respectively.
The periodic boundary conditions applied in all simulations give rise to an infinite and strictly periodic system in which the resolution in reciprocal space is limited to 2p/L where L is the box size. In our case, the simulation setup of 512 lipids rendered a resolution of ;0.05 Å À1 parallel and ;0.1 Å À1 perpendicular to the bilayer.
Radial distribution functions (RDF)
Following the notation in Spaar and Salditt (23) , the RDF is defined by gðrÞ ¼ nðr; r 1 DrÞ
where DV 2D ¼ 2pr Dr is the volume of a shell with radius r and thickness Dr, and n(r, r 1 Dr) is the number of the considered molecules/subgroups in this shell. The value r denotes their two-dimensional density and r is the distance in lateral direction only. The simulation of 512 DMPC lipids was used to calculate RDFs of (parts of) the headgroups and of the lipid tails. Headgroup RDFs were calculated for each monolayer separately, and subsequently averaged over the two monolayers. For the RDF of the chains the tail region was cut into 60 slices of width d sl ¼ 0.5 Å . For each atom in a slice, neighboring atoms were counted to contribute to the RDF of the slice if their distance perpendicular to the bilayer was smaller than d sl /2. The first maximum in the RDF of the lipid tails a was extracted after slightly smoothing the RDF by a SavitzkyGolay method. A robust measure of the periodicity of the RDF l RDF could be achieved by fitting the maxima of the RDF to quadratic functions.
Correction in relations between RDF and SF
When calculating properties of the RDF of the lipid tails from their SF, a distinction should be made between the RDF of the electron density and the RDF of the centers of the carbon atoms of the lipid tails. The small difference between the two is due to the normalization of the RDF with DV 2D (Eq. 2): Assuming a carbon atom C located at a distance r 0 from the origin, with its electron density distributed like a Gaussian with standard deviation s at around r 0 , then the factor of 1/r due to the normalization (Eq. 2) renders the maximum of the RDF of the electron density to be located at
rather than at r ¼ r 0 . The Cromer-Mann parameters were used to estimate s in the simulations. A fit of a single Gaussian to the electron density of a united CH 2 atoms yielded s ' 0.89 Å . As the united CH 2 atoms are the most frequent atom type in the lipid tails they are the most suitable choice for this estimation. This correction of ;3% has been incorporated in Fig. 6 c.
Statistical errors for the correlation length
All trajectories were subdivided in short trajectories of 1 ns. The SF was calculated for every subtrajectory separately and fitted to a Lorentzian allowing us to extract the mean and the standard deviation of the correlation length (assuming a normal distribution).
Dynamic structure factor (DSF)
To clarify the nomenclature we first review some definitions needed to investigate collective dynamics of bilayers. The spatial and temporal density correlation function is given by Gðr; tÞ ¼ N À1 R d 3 r9AErðr9; 0Þrðr91r; tÞae; where N is the particle number, and the brackets denote the ensemble average. In the case of neutron scattering, the corresponding density is given by rðr; tÞ ¼ + n f n dðr À r n ðtÞÞ with the position r n (t) of particle n at time t, and f n its nuclear scattering length.
The ''intermediate scattering function'' (in some publications termed ''density correlation function'') is the spatial Fourier transform of G(r, t), Sðq; tÞ ¼ R d 3 r e iqÁr Gðr; tÞ ¼ N À1 + n;m f n f m AEexpfiq Á ½r n ðtÞ À r m ð0Þgae: The scattering function in turn is defined as the temporal Fourier transform of S(q, t), i.e., by Sðq; vÞ ¼ R N ÀN dve ivt Sðq; tÞ: Note that S(q, v) is real since S(q, t) ¼ S*(q, Àt) holds for the complex intermediate scattering function.
For a fluid, it has been shown (29) that, according to kinetic theory, S(q, v) can be decomposed into an infinite set of Lorentzians:
Here, S(q) is the static structure factor, and the parameters A j and z j are real or appear in complex conjugate pairs: A Àj ¼ A j * and z Àj ¼ z j *. The values A j and z j are not independent but obey sum rules,
where R 0 (q) ¼ S(q), R 1 (q) ¼ 0, and R 2 (q) ¼ Àk B Tq 2 /M with the temperature T, the Boltzmann constant k B , and the particle mass M.
In the hydrodynamic limit, i.e., for wavelengths much larger than the diameter of the particles, only three Lorentzians contribute to S(q, v), and the parameters A j and z j can be expressed in terms of hydrodynamic quantities, which are, e.g., summarized in de Schepper et al. (29) . Then the model consists of a central Rayleigh line (j ¼ 0), and two Brillouin lines (j ¼ 61), which correspond to the heat mode and two sound modes, respectively. Therefore, it is usually referred to as the three-effective-eigenmode model. It has been argued that it is not the particle diameter s but the mean free path ' that limits the validity of the hydrodynamic equations. Therefore, for
, S(q, v) can still be well approximated by three Lorentzians. In this case, however, A j and z j are no longer determined by hydrodynamic quantities.
In summary, for all cases q , ' À1 , A 10-ns simulation of a well-equilibrated patch of 128 DMPC lipids and 2944 water molecules was performed to calculate the lateral DSF of the lipid tails. During the simulation, the nuclear form factor Fðq; tÞ ¼ + n f n expðÀiq Á r n ðtÞÞ was calculated every 4 fs. Here, f n denotes the nuclear scattering length of atom n, and r n (t) its position at time t. As in the samples used for corresponding experiments (see below), all CH 2 and CH 3 groups of the lipid tails were assumed to be deuterated. The intermediate scattering function was calculated by S(q, t) ¼ N À1 AEF*(q, t 1 t)F(q, t)ae t , where N denotes the number of atoms, and the brackets the average over the 10-ns simulation, i.e., over ;2.5 million pairs of frames, yielding a wellconverged DSF. S(q, t) was calculated up to a time displacement of t # 100 ps. Finally, S(q, t) was averaged along circles of equal q lat (lateral plane) and Fourier-transformed, yielding the scattering function S(q, v), and the lateral spectrum
To suppress artifacts from the cutoff at 100 ps, S(q, t) was turned off smoothly by a Gaussian of width s ¼ 20 ps, which corresponds to a resolution of 0.05 meV. The fit to the threeeigenmode model was performed by a least-square Trust-Region algorithm, restricted to v , 30 meV.
Experiments
For all experiments, DMPC and deuterated DMPC were purchased from Avanti Polar Lipids (Birmingham, AL). Density profiles and structure factors were measured at the bending magnet beamline D4 of HASYLAB/ DESY in Hamburg, Germany.
Density profiles
The experimental density profile was obtained from x-ray reflectivity measurements and analysis described in Mennicke et al. (42) . For the experiments, highly oriented oligo-membranes were prepared using the spin-coating method (43) . The DMPC was used without further purification. The lipid was dissolved in chloroform at a concentration of 10 mg/ml. An amount of 100 ml of the solution was pipetted onto carefully cleaned silicon substrates of a size of 15 3 25 mm 2 cut from standard commercial silicon wafers. The substrate was then immediately accelerated to rotation (3000 rpm), using a spin-coater. After 30 s the samples were dry and subsequently exposed to high vacuum to remove any remaining traces of solvent. The samples were then stored at T ¼ 277 K until the measurement. For the x-ray measurements the samples were kept in a stainless steel chamber with kapton windows, which were filled with ultra-pure water (Millipore, Billerica, MA). Thus, the samples were fully hydrated, immersed in excess water. To measure the samples in this environment, x rays of 20 keV photon energy were used, to minimize absorption loss in the water. Temperature was controlled by an additional outer chamber at T ¼ 313 K. The settings of the x-ray reflectivity measurements are described in Mennicke et al. (42) . Least-square fits of the Fresnel reflectivity have been carried out over a range of q z # 0.65 Å À1 , taking into account thermal fluctuations (44) . For the modeling, the density profile was parameterized by Fourier coefficients, as described in Salditt et al. (45) .
Structure factors: elastic scattering of the acyl chains
Experimental structure factors and reciprocal space mapping were obtained from elastic x-ray scattering of oriented multilamellar films at partial hydration using the grazing incidence diffraction geometry as described in Spaar and Salditt (23) . DMPC was dissolved in Isopropanol at a concentration of 20 mg/ml and used without purification. After drying, remaining traces of solvent in the sample were removed by exposing the samples to high vacuum over 24 h. The films were then rehydrated in a hydration chamber from a water reservoir. The orientational alignment of the multilamellar stack with respect to the substrate (mosaicity) was typically better than 0.01°. A very low mosaicity is a prerequisite to apply interface-sensitive x-ray scattering techniques for structural studies of solid-supported bilayers. During the x-ray experiments, the solid-supported multilamellar films were kept in a closed temperature-controlled chamber at T ¼ 318 K. The DMPC bilayers were typically only swollen up to a repeat distance of d ' 50 Å in the fluid L a -phase, i.e., they were only partially hydrated. Note that full hydration by immersing the samples in excess water as for the reflectivity measurements described above was not possible, since in this case the chain correlation peak is dominated by the scattering peak of excess water. The hydration conditions were controlled in situ by measuring the lamellar repeat distance d, from which the osmotic pressure or the relative humidity can be obtained. The grazing incidence diffraction experiments have been carried out as described in Münster (46) .
Dynamic structure factors: inelastic neutron scattering
Data on the collective dynamics of the acyl chains were obtained from inelastic neutron scattering using the cold triple-axis spectrometer IN12 at the high flux reactor of the Institut Laue Langevin in Grenoble, France, as described in Rheinstädter et al. (13) . Oriented membrane stacks were deposited on 2" silicon wafers with a thickness of t wafer ¼ 300 mm by spreading from a solution of DMPC-d54 (deuterated DMPC) in trifluoroethylene/chloroform (1:1) at a concentration of 35 mg/ml. To increase the scattering volume, 10 of these wafers were stacked on top of each other to create a sandwich sample consisting of several thousands of highly oriented lipid bilayers with a total mass of ;300 mg of deuterated DMPC. The samples were hydrated from a heavy water reservoir, thermally isolated against the sample. Aluminum spacers between the substrates allow the heavy water to vapor in between the wafers to hydrate the bilayers. The humidity inside the stack can be controlled by independently adjusting the temperature of the chamber and the temperature of the reservoir using two bath controllers. A temperature and a humidity sensor were installed close to the sample. The lamellar repeat distance was d ' 53 Å . Measurements were performed in the fluid phase at T ¼ 303 K. The use of a triple-axis spectrometer offers the unique possibility to measure reflectivity, the static structure factor in the plane of the membranes, S(q lat ), and in-plane dynamics, S(q lat , v) on the same instrument in the same run without changing setup.
RESULTS AND DISCUSSION
Electron density
Since this study mainly focuses on the lipid structure parallel to the bilayer, and as the influence of force fields and finite size effects on the electron density have already been investigated in detail (26, 47, 48) , we present here only a brief comparison between the electron density perpendicular to the bilayer, r(z), determined by simulation and x-ray scattering experiments. Fig. 1 b shows the electron density profile along the membrane normal of a DMPC bilayer. The density from MD simulations (black solid line) is in good agreement with the density profile from experiment (shaded line). Small differences are observed in form of the more pronounced maxima and minima in the simulation, and a slightly faster decay of the electron density between headgroups and bulk water. These differences can be explained either by 1), limitations in the force field, i.e., some aspects of the bilayer structure are not reproduced well; 2), by finite size effects due to the limited size of the simulation box; or 3), by an experimental effect leading to a smearing out of the profile. Smearing out of the experimental profile may be caused by thermal fluctuations, which are taken into account on the level of a continuum model (44) , but residual fluctuation amplitudes on molecular scales may still lead to a flattening of the profile. To test whether smearing can indeed account for the differences between profiles from scattering and simulation, we mimicked smearing by convolving the electron density from simulation with a Gaussian. The best agreement was found by convolving the density from simulation with a Gaussian of width s ¼ 1.4 Å (Fig. 1 b, dashed line) . As expected, the convolution decreases the differences observed at the maxima and minima. The difference in the decay of the density between headgroups and water remained. As a next step, we investigated whether the difference in the slope near the headgroups is due to finite size effects. A simulation of a bilayer system four times larger than the one shown in Fig. 1 a did, however, not improve the agreement (data not shown). This may be taken as an indication that although the applied force field reproduces the overall measured electron density favorably, not all aspects of the bilayer structure are perfectly reproduced.
Static structure factors
Static structure factors at q z ¼ 0 Fig. 2 shows the static SF S(q lat , q z ¼ 0) representing correlations of the electron density parallel to the membrane. The experimental result from x-ray diffraction (23, 49) is shown in cyan, the simulation result in black. The most pronounced feature of the SF is the chain correlation peak at q lat ' 1.39 Å
À1
. Additionally, a shoulder at ;0.8 Å À1 is visible. Taking advantage of the possibility to omit atoms when calculating the SF from the simulation we can isolate the contributions from individual groups to the SF. To this end, we decomposed the SF into contributions from the lipid tails (Fig. 2, green) , the headgroups (blue), or the complete DMPC lipids (red). All curves except the headgroups show the peak at ;1.39 Å À1 . The observation that the headgroup curve (blue) does not show this peak, whereas the lipid tails (green) produces this peak only, clearly confirms the common interpretation of this peak as the chain correlation maximum.
To quantify the comparison between experiment and simulation, we fitted the interchain correlation peak in the range of 1.2-1.8 Å À1 to a Lorentzian,
where I denotes the intensity, g the half width at halfmaximum, and q 0 the center. In simple cases only, a peak at q 0 refers to a regular ordering of the density with spacing 2p/ q 0 . The value y 0 is the baseline of the peak and is generated by, e.g., thermal fluctuations and contributions from inelastic scattering. For a Lorentzian the correlation length is given by j ¼ 1/g. The fit of the chain correlation peak to a Lorentzian (Eq. 7) was carried out by applying a least-squares method using a Trust-Region algorithm, yielding the peak position q 0 and the correlation length j. This fit has been performed FIGURE 2 Static structure factor S(q lat , q z ¼ 0) revealing density correlations parallel to the bilayer. The interchain correlation peak at q lat ¼ 1.39 Å À1 is clearly visible in both the experimental (cyan line) and simulation results (black line). Additionally, a shoulder at q lat % 0.8 Å À1 that corresponds to the electron density of the headgroups is visible in both curves. Properties of the structure factor are easier to identify after decomposing it into contributions from the lipid tails (green), the headgroups (blue), or the complete DMPC lipids (red). The solid orange line indicates where the headgroup peak is expected when assuming that the headgroups are arranged on a two-dimensional hexagonal lattice. The dashed orange line is the corresponding line for the lipid tails.
for 1), the experiment; 2), the coordinates of the lipid tails; 3), of the complete lipids; and 4), of lipid and water. The results are summarized in Table 1 . The peak position as well as the correlation length is in favorable agreement with experiment. Since the level of hydration was slightly lower in experiment compared to simulation, we performed an additional simulation with a water/lipid ratio of n w /n ' ¼ 15, which reproduces the experimental bilayer repeat distance of 50 Å . The results differ ,1% compared to the results in Table 1 (data not shown), showing that in the regime of partial hydration the exact level of hydration has no significant influence on the lipid tail packing. A second feature in the experimental SF (Fig. 2 , cyan line) and the SF of the simulation system (black line) is the headgroup peak, which is only visible as a shoulder at ;0.8 Å À1 . Omitting the water (red line) leads to a significantly more pronounced peak, indicating that gaps between headgroups are filled by water, smearing out the electron density correlation. When taking only the DMPC headgroups into account (blue line) the headgroup correlation is visible as a single peak, which can again be fitted to a Lorentzian (Eq. 7) giving the position of the peak maximum and the correlation length. The fit in the range of 0.4 Å À1 -1.4 Å À1 yields q 0 ¼ 0.72 Å À1 and j ¼ 3.2 Å (see also Table 1 )-showing that, although the headgroup correlation is present, it is weak.
In summary, the simulation result agrees favorably with experiment and confirms the common interpretation of the chain correlation peak and the headgroup shoulder. Having identified and analyzed the SF, the following questions arise: How do these structure factor maxima relate to specific configurations of lipids in real space? In particular, to which degree is the picture of a simple two-dimensional fluid valid to describe the short-range order of the lipid tails or the headgroups?
In a first step, we compare the lipid headgroup distribution to a grid of spheres arranged on a two-dimensional hexagonal lattice. The distance between the centers of adjacent headgroups is thend ¼ ð2A L =3 1=2 Þ 1=2 ; where A L is the area per lipid, and a peak atq lat % 2p=d is expected in the SF. In our simulations, A L equaled 62.3 Å 2 , resulting iñ q lat ¼ 0:74Å À1 ; as indicated by a solid orange line in Fig. 2 .
And indeed, the true position of the headgroup peak at 0.72 Å À1 is in good agreement with the position expected from this simplistic hexagonal lattice model.
In contrast, the idea of a densely packed two-dimensional fluid does not hold for the lipid tails. Using the same model, the chain correlation peak would be expected at 1.05 Å
(dashed orange line), which is far off the peak at 1.39 Å À1 . Hence, the distance between lipid tails is shorter than expected from the homogeneous hexagonal lattice model. This short distance may be due to formation of local clusters of lipid tails. Apparently, in the fluid L a phase, it is not possible to relate the area per lipid straightforwardly to the interchain distance. It would be interesting to investigate this issue in the gel phase as well, where the area per lipid is more reduced, thus shifting the dashed orange line in Fig. 2 to higherq lat :
Reciprocal space mapping (RSM) in the q lat -q z plane So far, we have considered S(q lat , q z ¼ 0), reflecting the lateral correlations in the plane of the bilayer in a range of q lat corresponding to molecular length scales. However, S(q lat , q z ¼ 0) characterizes only the two-dimensional order of lipid molecules, after projection of the electron density into the plane of the membrane. A full description of the fluid structure is obtained, by considering the three-dimensional structure of the tails, including their tilt degree of freedom. To this end, S(q lat , q z ¼ 0) needs to be complemented by a fully two-dimensional reciprocal space mapping (RSM) S(q lat , q z ) around the chain correlation peak (23) . Experimentally, this is only possible for highly aligned membranes, where powder averaging does not destroy the separation of the different q components.
The RSM of the DMPC bilayer is displayed in Fig. 3 a. The simulation results are shown as a contour plot. For comparison, the x-ray data are shown as a color-coded plot. Again, favorable agreement is found in the full range of available experimental data. Both the simulation and x-ray data show the extension of the interchain correlation peak along a circle with radius ;1.4 Å À1 around the origin of reciprocal space, indicated by a dashed line in Fig. 3 a. The bent peak shape originates from lipid tail populations (or segments) which are tilted against the membrane normal.
A more quantitative comparison is possible by analyzing S(q lat , q z ) along radial slices in the q lat -q z plane. Fig. 3 b shows the simulation RSM along these slices at angles f (as defined in Fig. 3 a) between 0°and 80°in steps of 5°. The maximum of the chain correlation peak clearly decreases and its half width at half-maximum increases with increasing f. This is an indication that the lateral correlation length of the tail decreases the more the tails are tilted with respect to the membrane normal. The decay of the chain correlation peak along f can be quantified by fitting the experimental and simulation data to a Lorentzian (Eq. 7) at various angles f. The resulting peak maxima I(f) are displayed in Fig. 3 c.
Simulation and experiment may only be compared in the 10°&
f & 40°range. In this range, good agreement is observed. For f , 10°corresponding to exit angles equal to the critical angle a f ¼ a c , the Fresnel transmission function leads to an enhancement of intensity, which is a well-known optical effect in grazing incidence diffraction, rendering higher experimental than theoretical values.
Radial distribution functions (RDFs)
Headgroup structure
The RDF (Eq. 2) of the lipid headgroups yields a more detailed picture of their short-range order. Here, we present the RDFs computed from the centers of mass, which is more pronounced and less smeared out than the RDF computed from the electron densities. Thus, it helps to identify features in the structure. The RDF of the complete headgroups (Fig. 4 , green) reveals that there is not one but rather two or more typical distances of adjacent headgroups (note that ''distance'' always refers to COM distances). Apparently, the structure of lipid headgroups is more complex than that of spheres in a two-dimensional liquid and is not well described by the RDF of the COM of the complete headgroups. Therefore, we proceed to calculate the RDF of three subgroups of the headgroup: the phosphate group PO À 4 ; the trimethylammonium (TMA) group NðCH 3 Þ 1 3 ; and the central carbon atom of the glycerol (denoted C-b), i.e., the carbon atom to which the lipid tails are bound. Interestingly, these three subgroups show very different short-range correlations.
The simplest short-range structure is formed by the TMA groups producing a single peak in the RDF at a lateral distance of r ' 7:9Å (Fig. 4, blue) . Presumably this is due to the situation that the TMA group at the very top of the headgroup is least constricted in its motion by interactions with other lipid molecules. In the same fashion as above, we compare our results to the two-dimensional hexagonal lattice model (orange line in Fig. 4 ). For the TMA group, we find that its peak maximum is only slightly below the lipid distance in the hexagonal lattice modeld; indicating that the TMA groups show a weak tendency to arrange in a nonhomogenous distribution.
The RDFs of the phosphate (red line) and the C-b atoms (black line) show more complex behavior with two and three maxima for adjacent headgroups, respectively. This behavior is related to the fact that 1), these atoms are confined by steric interactions with other lipid molecules; and 2), that lipid molecules are not rotationally symmetric.
To illustrate the complex short-range order of the headgroups we selected representative pairs of lipid molecules from MD snapshots that contribute to the peaks in the RDFs. They are displayed in Fig. 4 with arrows indicating to which peak they contribute. The first peak in the phosphate RDF at r ' 5.6 Å can be assigned to two directly neighboring phosphates (Fig. 4 a) , whereas the second one at r ' 8.7 Å corresponds to two phosphates separated by a TMA group (Fig. 4 c) . This TMA can either belong to one of the two lipids or be part of a third lipid. The first maximum in the C-b RDF at r ' 5.5 Å corresponds to pairs of lipids that are tightly packed with their lipid tails relatively parallel (Fig. 4 a) . Although the peak is clearly present, its maximum is quite low, indicating 
FIGURE 4 Radial distribution functions g(r)
of the centers of mass of molecular components of the headgroups: complete headgroups (green), phosphate (red), trimethylammonium groups (blue), and the central carbon atom of the glycerol (black, denoted by C-b). The radial distribution functions reveal complex structural determinants for the packing of (components of) the headgroup. The distance that is expected if the headgroups were ordered on a two-dimensional hexagonal lattice is indicated in orange.
that this configuration is rare. The second and most prominent maximum of the C-b RDF at r ' 7.2 Å belongs to a broad set of disordered adjacent lipid molecules. Fig. 4 b shows a representative configuration for this group of poorly packed, but very frequent structures. The third peak at ;r ' 9.5 Å usually corresponds to two lipid molecules being separated by either a few water molecules (Fig. 4 d) , or a tail of a third lipid molecule (not shown).
In summary, these results indicate that the picture of headgroups (in contrast to the lipid tails structure) being ordered like a dense two-dimensional liquid is a reasonable firstorder approximation. On a closer look, however, packing effects of the asymmetric lipids and interactions of the headgroup subunits render the energy landscape of the lipids much more complex than that of a simple liquid. The impact of this complex energy landscape on dynamic processes like bilayer formation or lipid diffusion remains a topic for future studies.
Radial distribution function of lipid tails 
Lipid tail packing and area per lipid
The main goal of this section is to relate the experimentally measured SF to intrinsic structural quantities of the bilayer, in particular to the area per lipid A L and the radial distribution function of the lipid tails. Two problems are addressed: First, we investigate how the chain correlation peak of the SF depends on A L , and whether the latter can be estimated from the peak position and shape; and second, quantitative relations between properties of the SF and RDF shall be tested at varied A L .
RDF and SF at different A L
A patch of 512 DMPC and 11776 water molecules was first simulated for 20 ns at constant pressure, allowing us to extract the equilibrium area per lipid A eq ¼ 62.3 Å 2 under the simulation conditions. Then, the system was simulated with the area per lipid A L being constrained between 100% and 140% of A eq with steps of 5%. Each of these nine systems was simulated for another 20 ns. We restricted to A L $ A eq , since bilayers of the size of our simulation box were found to form bends within only a few 100 ps when being constrained to A L , A eq , rendering the simulations unsuitable for the following quantitative analysis. Fig. 6 a shows the RDF g(r) of the nine simulations at different areas per lipid. The first maximum in the RDF a is the most likely interchain distance, which must be distinguished from the mean interchain distance a m ¼ R 1 sh rgðrÞ dr= R 1 sh gðrÞ dr: Here, R 1 sh is an integral over the first shell of lipid tails, i.e., up to the first minimum of g(r). l RDF denotes the periodicity of the RDF as depicted in Fig. 6 a. Interestingly, only the value of g(r) at the maxima and minima of the RDF depends on the area per lipid A L , but not the position of the maxima and minima or the periodicity l RDF of the RDF. This is also shown in Fig. 6 c where the position of the first maximum a of the RDF is plotted as a black solid line versus the relative increase of the area per lipid showing that a is independent of A L . Similarly, the periodicity l RDF (shaded solid line) is independent of A L . The same trend can be observed in the structure factor of the lipid tails ( Fig. 6 b) ; with increasing A L the chain correlation becomes less pronounced, but the position of the maximum in reciprocal space q 0 is almost constant. Apparently, when increasing A L , the lipid bilayer does not undergo a uniform expansion. Instead, lipid tails remain at constant relative positions and only the population of interchain distances is reduced. In other words, the bilayer responds in a lateral inhomogeneous manner to the decrease of pressure. This can be understood from the fact that the interaction between the chains is predominantly attractive.
Although interchain distances are obviously not explicitly dependent on A L , we cannot exclude that under environmental conditions (temperature, humidity, salt) that induce a different A L the chain correlation might also be affected. From our results we conclude that it is not the area per lipid itself that determines the periodicity of the RDF (or the position of the interchain correlation peak of the SF). This finding underlines the fact that for a given type of lipid (and a given temperature) the q 0 , a, a m , and l RDF are robust properties of the bilayer. It also rules out any possibilities to deduce A L experimentally from the measured peak position of the SF.
While A L thus does not determine a and the corresponding q 0 , it does have an effect on the correlation length j ¼ 1/g of the chain-chain ordering as shown in Fig. 7 . When increasing A L from 62.3 Å 2 (1A eq ) to 74.8 Å 2 (1.2A eq ), j decreases linearly from 5.7 Å to 4.85 Å . When pushing the bilayer even further away from equilibrium we reach a nonlinear regime where j seems to saturate at ;4.8 Å . Visual inspection of the simulation trajectories showed that under such extreme conditions, the bilayer starts to rupture. Lipid molecules form clusters and water molecules penetrate into the membrane between the clusters. For A L & 1:20 A eq ; the membrane remains intact and allows us to quantify the j-A L dependence empirically by a simple linear model j(A L ) ¼ aA L 1 j 0 . From the simulation data, we estimate j 0 ¼ 9.78 Å (60.4%), and a ¼ À0.0674/Å (60.8%) (Fig. 7, shaded line) (26)). This analysis shows that the interchain correlation length is an observable that can be quantitatively related to the area per lipid. Determination of a and l RDF from the experimental SF
Assuming that the SF is a Lorentzian (Eq. 7), and g/q 0 ( 1 holds, the RDF in two dimensions can be well approximated by (23) 
In our case, the term of order g/q 0 is a correction of only 7% to the first cosine. From this expression the position of the first maximum of g(r) is calculated to be at a ' 9p 4q 0 À 3g 2q 0 (9) and the period of the RDF is
To verify these relations, we employ the RDFs and SFs obtained from our simulations at different areas per lipid.
The values a and l RDF as calculated by Eqs. 9 and 10 are compared to the corresponding values obtained directly from the RDF. Fig. 6 c shows these structural parameters as a function of A L in units of the average area per lipid in the equilibrium simulation A eq . The black solid line (with circles) shows the most likely interchain distance a. The black dashed line (with circles) depicts a calculated from the SF of the lipid tails using Eqs. 9 and 3. We find favorable agreement with a deviation of ;0.5%. In addition, the dashed black line (no symbols) shows the mean interchain distance a m , which is found to be ;9.5% larger than a and does also not depend on A L . The shaded lines in Fig. 6 c show the periodicity l RDF of the RDF as determined either from the local maxima of the RDF itself (shaded solid line), or from the SF of the lipid tails (shaded dashed line). For the latter we corrected Eq. 10 according to Eq. 3. Again, good agreement within 4% is found indicating that, indeed, the period of the RDF can be determined to high accuracy from the SF of the lipid tails.
Hence, it is straightforward to calculate the structural properties a, l RDF , and a m from the measured SF. Applying the validated Eqs. 9 and 10 to the experimental SF (see Table 1 ) gives a exp ¼ 5.07 Å and l exp ' 4.5 Å . Using the result that a m is 9.5% larger than a renders the mean interchain distance under the experimental conditions to be a exp m ' 5.6 Å .
Dynamic structure factor
The dynamic structure factor S(q, v) of lipid bilayers is usually interpreted in terms of the effective three-eigenmode model, i.e., as a sum of a heat and two sound modes (see Methods for more details). Unfortunately, the sound modes are often difficult to observe in S(q, v) as they show up only as a soft shoulder in the tails of the heat mode, rather than as a clear excitation maximum. In contrast, in the longitudinal spectrum defined by C ' (q, v) ¼ (v 2 /q 2 )S(q, v), the multiplication of v 2 makes the excitation (sound modes) more easily visible for analysis. Therefore we focus here on C ' (q, v) as in the literature on simple fluids (30) .
The longitudinal spectrum of the chains of a DMPC bilayer in the fluid L a phase extracted from an MD simulation is shown color-coded in Fig. 8 a. In this plot, C ' (q, v) has been normalized with respect to its maximum at v m in the case of a free gas,
As the spectrum is plotted in arbitrary units the normalization only corresponds to a factor of q. The mode is dispersive, with a minimum at q ;1.4 Å À1 , i.e., near the interchain correlation peak of the static SF, and its shape is in agreement with experimental (11, 13) and previous molecular dynamics studies (21) .
The maxima of C ' (q, v) yield the dispersion curve v m (q) (Fig. 8 b, black line) , which must be distinguished from the sound mode frequency v s (q) in Eq. 6. In the same plot, the corresponding dispersion curve determined by neutron scattering (13) is shown as a blue curve, and we find good agreement in the q , 2 Å À1 range. For wavelengths shorter than typical interchain distances (q * 2 Å À1 ), we find higher frequencies in the simulation compared to experiment. Since the force field applied in the simulation has not been parameterized to reproduce short wavelength dynamics, the agreement for q , 2 Å À1 is an important cross validation for the accuracy of MD simulations. The discrepancy between simulation and experiment in the very short wavelength regime is presumably due to the united-atom force field applied for the aliphatic carbons in the simulation. The shortrange energy landscape of the force field might lack roughness due to the absence of explicit hydrogen or deuterium atoms, rendering the dynamics too rapid.
To interpret the spectrum in terms of the three-eigenmode model we have fitted the spectrum extracted from the simulation to Eq. 6. The fits turned out to be nontrivial. To perform the fit, it is necessary to choose which of the sum rules (Eq. 5) should be applied as constraints during the fit. The choice is somewhat arbitrary and has also been investigated in experimental studies on short-wavelength modes in liquid argon (29) and neon (31) . The spectrum and the corresponding fits are shown for three representative wavenumbers q in Fig. 9 as black and shaded lines. We found that the shape and position of the fitted peak agrees best with the simulation results if we apply Eq. 5 with n ¼ 0 and n ¼ 1. In this case, we observed some difference between fit and simulation only for small v, indicating that the narrow heat mode decays rather like 1/v than 1/v 2 in the simulation. When additionally applying the sum rule n ¼ 2, the three-eigenmode model is not suitable to fit the data. Applying n ¼ 1 (Fig. 9 , dotted line) or n ¼ 0 only renders an unstable fit which is difficult to reproduce, or the shape of the fitted peak does not match the simulation.
The sound mode frequency v s (q) resulting from the fit of the three-eigenmode model to C ' (q, v) from simulation is plotted as a red line in Fig. 8 b. The corresponding line width is given as a red shaded area of width 2G s (q) around the v s (q). Three regimes should be distinguished:
À1 , the sound mode frequency v s (q) equals the dispersion maximum v m (q) of C ' (q, v) indicating that the peak is due to propagation of sound. In the q , 0.7 Å À1 regime, v s increases approximately linearly with q as expected in the hydrodynamic limit. 2. In the q % 1.4 Å À1 regime, i.e., for wavelengths similar to a typical interchain distance, the fit tends to v s ¼ 0, i.e., to three Lorentzians centered at v ¼ 0. This indicates a dispersion gap and has also been found experimentally in liquid neon (31) and liquid argon (29) , and has been proposed theoretically for a system of hard spheres (28) . From our results, the propagation of sound is likely to show a dispersion gap also in a lipid bilayer. (It should be noted that the fit does not tend to a propagation gap when applying constraint n ¼ 1 only. In this case, however, the fit was more unstable and its result was unsatisfactory at the dispersion minimum q ; 1.4 Å À1 ; compare Fig. 9 , center.) 3. In the range q * 2.0 Å , the fit turned out to be unstable, and dependent on the fitted v-range and the starting points. Therefore, we refrained from analyzing the spectrum with respect to the three-eigenmode model for the high q-range.
CONCLUSIONS
We have probed the short-range order and short wavelength dynamics of a hydrated DMPC bilayer by elastic x-ray diffraction, inelastic neutron scattering, and MD simulations. The combination of experiment and simulation offers a powerful set of tools to investigate the lipid structure and dynamics in both reciprocal and real space. Whereas experiments are essential for force-field validation and developments, simulations help to interpret and complement scattering experiments and can, in turn, initiate further experimental studies. We stress that the methodology developed here in refining the analysis of scattering experiments by MD simulation can be used in a much more general sense, in particular also for multicomponent membranes.
We have found that the electron density as well as the SF in lateral direction as determined by simulations agree favorably with experimental results. In particular, position and correlation length of the interchain correlation peak at '1.39 Å were well reproduced in all simulations. Good agreement was also found for the reciprocal space mapping of the bilayer, representing correlations between tilted lipid tails and their tilt angle distribution. FIGURE 9 Longitudinal spectrum C ' (q, v) (black solid line) for three representative wavenumbers: close to the hydrodynamic limit (top), at the dispersion minimum, i.e., at the reciprocal interchain distance (center), and in the very short wavelength regime (bottom). The corresponding fits to the three-effective-eigenmode model applying constraint in Eq. 5 with n ¼ 0, 1 (shaded dashed line), or n ¼ 1 only (shaded dotted line).
The headgroups were found to display correlation, producing a peak at 0.72 Å in the SF which is, however, hard to observe in x-ray experiments. To elucidate structural determinants of the headgroups of the bilayer we analyzed RDFs of different components of headgroups and identified frequent arrangements of adjacent lipid molecules. We found that although the headgroups, in a first approximation, are arranged like a densely packed two-dimensional liquid, their asymmetry induces more complex structural arrangements. These act on the sub-headgroup level and lead to a complex effective energy landscape in which the lipids move. Experimentally, selective deuteration of the molecular components of the headgroups and corresponding contrast variation in neutron scattering of oriented membrane stacks may be used to further study this issue.
Simulations of DMPC at different areas per lipid could validate analytical expressions that relate the RDF of the lipid tails to their SF. The most likely interchain distance a, the mean interchain distance a m , and period l RDF of the lipid tail RDF can be determined from the SF to very high accuracy. These three quantities proved to be robust properties of the bilayer, and surprisingly, are independent of the area per lipid. In contrast, the interchain correlation length j is linearly dependent on the area per lipid, and might therefore turn out to be a new observable to quantify the area per lipid.
We found the dispersive mode of the lateral spectrum as determined by MD simulations to compare well with inelastic neutron scattering experiments, in particular around the dispersion minimum. At very short wavelengths, the dynamics in the simulations are presumably slightly too rapid due to the united atom force field applied. A quantitative analysis of the spectrum in terms of the three-effective-eigenmode model is possible, although we do not find agreement over the complete q-v range. This could be taken as an indication that the collective dynamics of the lipid chains cannot be fully described by the theory developed for simple liquids. The issue of a dispersion gap in the propagation of sound remains challenging.
