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Introduction
Au cours de trajet en co-voiturages, il y a toujours un instant où la conversation s’oriente
sur mon occupation professionnelle. L’énoncé de mon titre de thèse, ou juste de son thème,
s’accompagne invariablement d’un regard interrogateur : "Mais pourquoi étudier ces ondes
en particulier ?". Afin de répondre à cette question, il est nécessaire de replacer ces ondes
dans leur contexte océanique. L’étude des aspects fondamentaux des ondes internes de
gravité s’inscrit, en eﬀet, dans une démarche de compréhension plus fine des mécanismes
permettant le maintien de la circulation thermohaline 1.
Le schéma le plus simple de cette circulation est le suivant : aux niveaux des pôles
les eaux se refroidissent, deviennent ainsi plus denses et tombent par gravité au fond des
océans. Ces eaux froides et denses remontent ensuite progressivement en surface où elles
sont réchauﬀées par le soleil et ramenées ensuite vers les pôles. Il semble donc qu’une
source chaude et une source froide permettent de mettre en place une circulation globale.
Cependant selon le théorème de Sandström [83], il est impossible de générer un mouvement
d’ensemble si les sources chaudes et froides se situent à la même altitude, ce qui est le cas
pour la terre. Sans autres processus, les océans seraient donc constitués principalement
d’eau froide, homogène en densité, recouverte d’une fine couche de surface réchauﬀée par
le soleil. Pour expliquer la diﬀérence entre les prédictions du théorème de Sandström et les
mesures expérimentales des profils de densité océanique, Munk introduit dans les années
soixante [71] la notion de diﬀusivité thermique turbulente. Il suppose ainsi que l’eau froide
est remontée en surface de manière globale par des mouvements turbulents. Cette turbu-
lence permet ainsi d’améliorer le transfert thermique des couches chaudes vers les couches
profondes. À partir des profils océaniques de densité, on montre qu’il est nécessaire d’avoir
un coeﬃcient de diﬀusion thermique turbulent 1000 fois supérieur au coeﬃcient de diﬀusion
moléculaire sur l’ensemble des océans.
Cette hypothèse a lancé un grand débat sur le sujet et a fait avancer pendant les
quarante années suivantes la compréhension des phénomènes océaniques. Au cours de ces
années l’amélioration technologique a, entre autres, permis d’eﬀectuer des mesures directes
de ce coeﬃcient de diﬀusion turbulente à l’aide de capteurs de densité et de vitesse. Ces me-
sures mettent ainsi en évidence une très grande disparité des valeurs de diﬀusion turbulente
dans l’océan, notamment entre l’intérieur des océans et près des bords [80]. L’eau froide
n’est donc pas remontée en surface de manière homogène : des zones semblent beaucoup
plus turbulentes que d’autres. De plus, des observations satellites ont permis de porter un
nouveau regard sur l’importance des ondes internes océaniques. En eﬀet, ces observations
1. La circulation thermohaline désigne l’ensemble des courants océaniques d’eau plus ou moins dense
qui traverse les océans du globe.
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ont montré qu’une partie non négligeable de l’énergie des marées est transmise aux ondes
internes de gravité [23, 24, 25]. Par diﬀérents mécanismes l’énergie de ces ondes peut en-
suite être convertie en énergie potentielle, ce qui a pour conséquence une remontée des
eaux denses vers la surface. Afin d’estimer la contribution des ondes internes au mélange
océanique, il est important de déterminer et d’étudier les processus de transfert d’énergie
des ondes internes de gravité.
Plusieurs processus répondant à ces critères ont été identifiés :
– les interactions avec la topographie [18, 48, 54, 79],
– les interactions avec des structures méso-échelles telles que des tourbillons ou des
courants [82],
– le développement d’instabilités suivi de déferlements [1, 60],
Une meilleure compréhension de ces diﬀérents mécanismes est donc indispensable afin
d’estimer correctement l’importance des ondes internes dans le maintien de la circulation
thermohaline.
Le travail de cette thèse portera principalement sur le troisième mécanisme de transfert
d’énergie des ondes internes de gravité évoqué précédemment. Bien que ces objets soient
des objets océaniques, nous avons opté pour une approche expérimentale, complétée très
ponctuellement par des simulations numériques. Cette approche, comme toute démarche
du physicien, permet d’isoler et de contrôler simplement les diﬀérents paramètres des ondes
internes et ainsi d’identifier clairement les facteurs importants des phénomènes étudiés.
Après une première partie consacrée à une présentation générale des ondes internes de
gravité, de la théorie à leur génération expérimentale, nous présenterons dans une seconde
partie une étude expérimentale de l’Instabilité Paramétrique Sous-harmonique (PSI). Ce
processus consiste en la déstabilisation d’une onde interne de gravité en deux ondes se-
condaires de vecteurs d’ondes et de pulsations diﬀérentes. Cette partie sera l’occasion de
présenter les premières études expérimentales de la PSI sur une onde plane. Nous verrons
alors que la comparaison de nos résultats expérimentaux aux prédictions théoriques a per-
mis de découvrir certaines limites d’application de la théorie classique de cette instabilité.
Nous proposons ensuite un ajustement du modèle théorique, potentiellement intéressant
pour l’étude du cas océanique.
Enfin la dernière partie expose une adaptation de la technique expérimentale de Fluores-
cence Induite par Laser (LIF) à l’étude des fluides continûment stratifiés. Cette technique
permet de remonter à la densité du fluide en chaque point d’un plan et à tout instant. Nous
avons par ailleurs associé ces champs de densité à des mesures de vitesse, donnant ainsi
accès à des grandeurs caractérisant le mélange. Ce travail permet, entre autres, d’observer
des déferlements d’ondes internes, et donc de quantifier l’impact de ces déferlements sur une
stratification. L’utilisation de cette technique devrait permettre de déterminer plus pré-
cisément l’importance relative des diﬀérents phénomènes de transfert d’énergie des ondes
internes de gravité.
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Première partie :
Généralités sur les ondes de gravité
internes
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Chapitre1
Les ondes internes de gravité :
de la théorie aux océans
Les ondes internes de gravité sont des
ondes se propageant dans des milieux strati-
fiés, c’est-à-dire des milieux dont les proprié-
tés physico-chimiques (température, salinité,
densité, quantité de mouvement) varient selon
une direction (altitude, profondeur, latitude,
longitude...).
On parle de couches de fluide lorsque l’évo-
lution de la densité est brutale, ou bien de
stratification continue lorsque l’évolution est
douce. L’atmosphère et les océans sont les
exemples les plus parlants de tels fluides pour
lesquels la densité évolue avec l’altitude ou la
profondeur. Ces deux couches fluides terrestres sont donc des lieux favorables à l’observa-
tion des ondes internes de gravité, de leur génération à leur dissipation. Ces ondes per-
mettent le transfert d’énergie sur de grandes distances et à travers les échelles, jouant ainsi
un rôle important dans le bilan énergétique océanique et la compréhension de la circulation
thermohaline.
Nous verrons dans un premier temps en quoi les fluides stratifiés sont si particuliers
et permettent l’apparition de ces ondes. Une étude plus précise des ondes internes sera
ensuite détaillée, avant de les présenter à l’échelle du globe et d’expliquer en quoi elles sont
un sujet d’étude si intéressant.
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1.1 Description d’un fluide stratifié en densité
Nous considérons ici un fluide stratifié dont la densité évolue avec la profondeur. L’équi-
libre mécanique d’un tel fluide repose sur l’équilibre des forces de pression et de pesanteur,
traduit par la relation locale de l’hydrostatique
∂P
∂z
= −ρ(z)g , (1.1)
où g est la contante de pesanteur, ρ la densité du fluide à l’équilibre et P la pression au
sein du fluide. L’axe (Oz) est dirigé selon la verticale ascendante 1.
Une particule fluide 2, de densité ρp, placée dans un fluide de densité ρ(z) est soumise
à la résultante des forces de pression volumique
−→
Π = ρ(z)g−→ez , (1.2)
appelée poussée d’Archimède, et à la force volumique de pesanteur ρp−→g . La résultante de
ces deux forces s’écrit donc −→
R = (ρ(z)− ρp)g−→ez . (1.3)
Nous observons, à partir de cette expression, qu’une particule fluide de densité plus
élevée que le fluide environnant subit une force résultante orientée vers le bas. Une particule
moins dense est, quant à elle, entraînée vers le haut, c’est la poussée d’Archimède qui
l’emporte. Ce mécanisme permet ainsi de créer une stratification stable au sein de fluides
dont la densité n’est pas homogène, les fluides denses venant se placer sous les fluides moins
denses.
Nous pouvons également remarquer que la résultante des forces s’annule lorsque la
densité de la particule fluide est égale à la densité du fluide. Il y a donc équilibre pour une
altitude z1 telle que ρ(z1) = ρp. Si l’on déplace légèrement la particule fluide de sa position
d’équilibre, la dynamique du mouvement est régie par l’équation
ρp
−→a = (ρ(z)− ρp)g−→ez . (1.4)
Or ρp = ρ(z1), ainsi pour de petits déplacements δz de la particule fluide autour de z1
(z = z1 + δz), nous obtenons
d2δz
dt2
=
ρ(z1 + δz)− ρ(z1)
ρ(z1)
g , (1.5)
=
g
ρ(z1)
dρ
dz
￿￿￿￿
z1
δz , (1.6)
= −N2(z1)δz . (1.7)
L’équation (1.7) est l’équation diﬀérentielle d’un oscillateur harmonique de pulsation N ,
appelée pulsation de flottabilité 3. La particule fluide oscille autour de sa position d’équilibre
en z = z1, à une pulsation dépendant de la variation de densité autour de cette position
d’équilibre.
1. Cette définition de l’axe (Oz) est valable pour tout ce document.
2. Nous supposons que la taille de la particule fluide est petite devant la distance caractéristique des
variations de densité.
3. Cette pulsation est également appelée pulsation de Brünt-Väisälä.
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De manière plus générale, cette pulsation est définie à l’aide de la valeur moyenne
ρ0 = ￿ρ￿ de la densité du fluide
N2(z) = − g
ρ0
dρ
dz
￿￿￿￿
z
. (1.8)
Il est à noter que la pulsation de flottabilité est bien définie dans le cas d’une strati-
fication stable, c’est-à-dire lorsque la densité augmente avec la profondeur. Dans ce cas,
la dérivée du profil de densité est négative et la grandeur N2 est bien positive. Cette pul-
sation est un moyen très simple de caractériser un fluide stratifié. Une grande valeur de
pulsation de flottabilité correspond à une variation rapide de la densité selon la verticale,
tandis qu’une faible valeur décrit une évolution lente de la densité.
Ce bilan des forces montre très simplement que la moindre perturbation d’une particule
fluide au sein d’un fluide stratifié entraîne des oscillations de celle-ci. L’amplitude des
oscillations est ensuite atténuée par viscosité. Les fluides stratifiés sont donc propices à des
mouvements oscillants dont la force de rappel est la résultante de la poussée d’Archimède
et de la pesanteur.
1.2 Ondes internes linéaires
Au cours de ce paragraphe, nous allons détailler les conditions permettant aux mou-
vements oscillatoires décrits précédemment de se propager et de former ainsi des ondes
internes de gravité. Nous considérons un fluide stratifié, de pulsation de flottabilité N , et
incompressible. La dynamique de l’écoulement est régie par l’équation de Navier-Stokes
∂−→v
∂t
+ (−→v ·−→∇)−→v = −→g − ρ
ρ
−→g − 1
ρ
−→∇P + ν∆−→v , (1.9)
l’hypothèse d’incompressibilité
∇−→v = 0 , (1.10)
et l’équation de conservation de la masse
∂ρ
∂t
+−→v ·−→∇ρ = κ∆ρ , (1.11)
avec −→v = (u, v, w) la vitesse du fluide, ν la viscosité cinématique du fluide, κ le coeﬃcient
de diﬀusion massique de l’agent stratifiant et ρ = ρ + ρ￿ la densité du fluide exprimée
comme la somme d’un terme associé à la stratification moyenne ρ et d’un terme associé
aux fluctuations de densité ρ￿. Nous obtenons donc un système non linéaire de 5 équations
à 5 inconnues.
Afin de simplifier ce problème, nous supposons l’écoulement comme étant bidimension-
nel dans le plan (xOz). Cette hypothèse permet alors d’introduire la fonction courant ψ
telle que ∂xψ = −w et ∂zψ = u, assurant ainsi l’hypothèse d’incompressibilité de l’écoule-
ment. Les équations (1.9) et (1.11) se réécrivent alors
∂tzψ + J(∂zψ,ψ) = −1
ρ
∂xP + ν∂z∆ψ , (1.12)
∂txψ + J(∂xψ,ψ) =
ρ￿
ρ
g +
1
ρ
∂zP + ν∂x∆ψ , (1.13)
∂tρ
￿ + J(ρ￿,ψ) = κ∆ρ￿ +
dρ
dz
∂xψ , (1.14)
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avec J un jacobien de définition J(f, g) = ∂xf∂zg − ∂zf∂xg.
À ce niveau intervient une approximation régulièrement utilisée dans l’étude des fluides
stratifiés : l’approximation de Boussinesq. Cette approximation consiste à négliger, dans
l’équation de Navier-Stokes, les fluctuations de densité sauf dans le terme de flottabilité.
Cela revient à dire que ρ￿ ￿ ρ et que ρ ≈ ￿ρ￿ = ρ0. Expérimentalement nous observons des
variations de densité de l’ordre de quelques g·L−1 pour des densités voisines de 1000 g·L−1.
Par ailleurs la densité des stratifications utilisées varie de 1000 g·L−1 à 1030 g·L−1. Il est
donc tout à fait justifié d’assimiler ρ à sa valeur moyenne ρ0 dans les équations précédentes.
Tous les termes en ρ des équations (1.12) et (1.13) deviennent ainsi des termes en ρ0.
Enfin l’opération ∂z(1.12)+∂x(1.13) permet d’éliminer la pression des équations. Le
système se réduit alors aux deux équations suivantes
∂t (∆ψ) + J(∆ψ,ψ)− ν∆ (∆ψ) = g
ρ0
∂xρ
￿ , (1.15)
∂tρ
￿ + J(ρ￿,ψ)− κ∆ρ￿ = −N2 ρ0
g
∂xψ . (1.16)
Ce système permet donc de décrire la dynamique non-linéaire d’un fluide stratifié vis-
queux et dont l’agent stratifiant diﬀuse au cours du temps. Afin d’étudier la dynamique
des ondes internes linéaires, les termes non-linéaires des équations (1.15) et (1.16) sont
négligés. Le système linéaire est donc de la forme
∂t (∆ψ)− ν∆ (∆ψ) = g
ρ0
∂xρ
￿ , (1.17)
∂tρ
￿ − κ∆ρ￿ = −N2 ρ0
g
∂xψ . (1.18)
Nous cherchons des solutions de type onde plane avec ψ = Ψ0eiωt−i
−→
k ·−→r et
ρ￿ = ρ￿0eiωt−i
−→
k ·−→r . Nous noterons pour la suite k la norme du vecteur d’onde et−→
k = ￿−→ex +m−→ez .
Le système précédent peut alors se réécrire sous la forme matricielle suivante−k2(iω + νk2) i gρ0 ￿
iN2
ρ0
g
￿ iω + κk2
￿ψ
ρ￿
￿
=
￿
0
0
￿
. (1.19)
Ce système possède des solutions non nulles si et seulement si le déterminant de la
matrice définie dans l’équation précédente est nul. Cette condition s’exprime sous la forme
suivante
0 = k2
￿
iω + νk2
￿ ￿
iω + κk2
￿
+N2￿2 . (1.20)
1.2.1 Cas d’un fluide parfait
Un fluide parfait est un fluide pour lequel les phénomènes dissipatifs, tels que la diﬀusion
et la viscosité, sont négligés. Dans ce cas, l’équation (1.20) devient￿ ω
N
￿2
=
￿2
k2
i.e.
ω
N
= ±|￿|
k
. (1.21)
Nous obtenons alors la relation de dispersion des ondes internes. Cette relation de
dispersion peut être réécrite en faisant intervenir l’angle θ, qui est l’angle formé par la
verticale et par le vecteur d’onde (figure 1.1). La relation de dispersion s’écrit alors
ω
N
= ± sin θ . (1.22)
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Ainsi, à une pulsation de l’onde sont associés quatre vecteurs d’ondes diﬀérents : (￿,m),
(−￿,m), (￿,−m) et (−￿,−m). Par ailleurs, cette relation de dispersion ne fait pas intervenir
directement la longueur d’onde. Par conséquent, pour une fréquence d’excitation donnée,
la longueur d’onde des faisceaux d’ondes internes émis est imposée par l’excitation.
Les vitesses de groupe et de phase peuvent être calculées à partir de cette relation de
dispersion. Nous obtenons les deux expressions suivantes
−→cφ = ±N |￿|k3 (￿
−→ex +m−→ez ) , (1.23)
−→cg = ±N sign(￿)mk3 (m
−→ex − ￿−→ez ) , (1.24)
où sign(￿) vaut +1 si ￿ > 0, et −1 sinon.
Nous obtenons ici une caractéristique très particulière des ondes internes de gravité :
la vitesse de phase est perpendiculaire à la vitesse de groupe et cφz et cgz sont de signes
contraires. Cette caractéristique est illustrée sur la figure 1.1 où l’on présente les quatre
faisceaux, ainsi que leur vitesse de phase et de groupe, générés par un corps oscillant
verticalement et placé au centre du repère. Par ailleurs la vitesse de phase étant colinéaire
au vecteur d’onde, l’angle θ correspond à l’angle formé par la verticale et par la vitesse de
phase.
−→cg
−→cφ
θ
−→cg
−→cφ
−→cg
−→cφ
−→cg
−→cφ
Figure 1.1 – Représentation schématique des quatre faisceaux d’ondes internes créés par
un corps oscillant à fréquence fixée dans un fluide stratifié.
1.2.2 Cas d’un fluide réel
Eﬀet de la viscosité
La prise en compte de la viscosité dans les équations (1.17) et (1.18) modifie la relation
de dispersion des ondes internes donnée précédemment. Nous obtenons en eﬀet la relation
suivante ￿ ω
N
￿2 − iνk2
N
￿ ω
N
￿
− ￿
2
k2
= 0 . (1.25)
Le discriminant de ce polynôme d’ordre 2 en ω/N vaut
∆ = −ν2 k
4
N2
+ 4
￿2
k2
. (1.26)
Il est à noter que ce discriminant peut être positif ou négatif selon les valeurs des com-
posantes horizontales et verticales du vecteur d’onde. Lorsque ∆ est négatif les racines du
polynôme sont alors des imaginaires purs. Cela signifie que l’onde est une onde évanescente
et qu’il n’y a pas de propagation possible pour ces vecteurs d’ondes.
La courbe bleue de la figure 1.2 représente, dans l’espace des vecteurs d’ondes, les
vecteurs annulant le discriminant. Pour des vecteurs d’ondes situés à l’extérieur de la
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Figure 1.2 – La courbe bleue délimite le domaine de propagation des ondes internes pour
ν = 10−6 m2·s−1. À l’extérieur de ce domaine les ondes sont évanescentes. La courbe rouge
délimite le domaine dans lequel la pulsation dans le cas du fluide parfait et la pulsation
dans le cas d’un fluide visqueux ne diﬀèrent que de 1%.
courbe bleue, les ondes seront évanescentes et pour des vecteurs d’ondes situés à l’intérieur,
le discriminant est positif et les solutions du polynôme sont de la forme
ω = ωr + iωi , (1.27)
avec ωr = ±N
￿
￿2
k2
− ν
2k4
4N2
, (1.28)
et ωi =
νk2
2
. (1.29)
Nous pouvons dans un premier temps remarquer que la partie réelle de ω est modifiée
par la prise en compte de la viscosité. Cependant, pour des vecteurs d’ondes compris dans
le domaine délimité par la courbe rouge de la figure 1.2, la diﬀérence relative entre ωr
et ω (donnée par la relation (1.21)) est inférieure à 1%. Pour toutes les expériences que
nous avons eﬀectuées au cours de cette thèse, les vecteurs d’ondes mesurés seront toujours
compris dans le domaine délimité par la courbe rouge. Nous retiendrons donc pour la suite
la relation de dispersion sans viscosité.
La partie complexe de la pulsation correspond, quant à elle, à l’atténuation visqueuse
le long du faisceau. Le coeﬃcient d’atténuation dans la direction de propagation ξ = cgt,
avec cg = N |m|/k2, vaut
β =
ν
N
k4
2|m| , (1.30)
=
νk3
2
√
N2 − ω2 . (1.31)
Deux ondes ayant la même longueur d’onde mais de pulsations diﬀérentes n’ont donc
pas la même atténuation visqueuse, en eﬀet l’atténuation visqueuse est d’autant plus grande
que ω/N est proche de 1.
Eﬀet de la diﬀusion et de la viscosité
Si l’on tient compte de la diﬀusion de l’agent stratifiant en plus de la viscosité, la
relation de dispersion s’écrit￿ ω
N
￿2 − i(ν + κ)k2
N
￿ ω
N
￿
−
￿
νκ
k4
N2
+
￿2
k2
￿
= 0 . (1.32)
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Le discriminant de ce polynôme du second degré à coeﬃcient complexe devient
∆ = −ν2
￿
1− 1
Sc
￿2 k4
N2
+ 4
￿2
k2
, (1.33)
avec Sc = ν/κ le nombre de Schmidt comparant les eﬀets visqueux et les eﬀets diﬀusifs.
Dans le cas de l’eau salée Sc ∼ 700, le discriminant peut donc être, avec une bonne ap-
proximation, considéré comme égal au discriminant calculé précédemment. Nous obtenons
donc le même domaine de propagation des ondes internes.
Dans toute la suite de ce document, nous ne tiendrons compte que de la viscosité et
négligerons les eﬀets de diﬀusion du sel.
1.2.3 Influence des conditions aux limites
Dans le paragraphe précédent, nous avons cherché des solutions de type onde plane,
supposant ainsi que le milieu de propagation est infini. C’est loin d’être le cas dans les
océans et dans nos expériences où la surface et le fond délimitent le milieu de propagation.
Expérimentalement, nous parvenons à limiter le confinement horizontal soit en ayant un
domaine de propagation suﬃsamment long pour que la viscosité atténue fortement l’onde
retour, soit en ajoutant des absorbeurs d’onde en fin de cuve, empêchant ainsi la réflexion.
Les ondes étant confinées verticalement, il semble alors naturel de raisonner en termes de
modes verticaux.
Nous traiterons ici du cas du fluide parfait stratifié avec une pulsation de flottabilité
constante sur toute la hauteur de fluide. Les équations (1.17) et (1.18) permettent ainsi
d’aboutir à l’équation d’onde
∂tt∆Ψ+N
2∂xxΨ = 0 . (1.34)
La prise en compte du confinement vertical conduit à chercher des solutions de la forme
Ψ = Ψ0f(z) exp(iωt− i￿x). Lorsque l’on injecte cette solution dans l’équation d’onde, nous
obtenons une équation diﬀérentielle de type oscillateur harmonique
d2f
dz2
+ ￿2
￿
N2
ω2
− 1
￿
f(z) = 0 . (1.35)
Nous supposons par ailleurs que le fluide est compris entre deux plaques rigides en
z = H/2 et z = −H/2, imposant alors des vitesses verticales nulles 4. Cette condition se
traduit alors par les égalités f(H/2) = 0 et f(−H/2) = 0. Les solutions de l’équation
diﬀérentielle sur f sont donc de la forme
fn(z) ∝ cos
￿
(2n+ 1)
π
H
z
￿
, (1.36)
avec n un nombre entier. Les solutions de l’équation d’onde correspondent à la somme de
toutes les solutions fn possibles
Ψ =
∞￿
n=0
An cos(mnz) exp(iωt− i￿nx) , (1.37)
avec mn = (2n+ 1)π/H, ￿n la composante horizontale du vecteur d’onde obtenue à partir
de la relation de dispersion (1.21) et An des constantes d’intégration.
4. Aucune condition ne porte sur la composante horizontale de la vitesse car nous étudions ici un fluide
parfait et donc sans frottement sur les bords.
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Ces solutions correspondent à des ondes stationnaires suivant la verticale et propaga-
tives selon l’horizontale. Il est à noter que chaque mode n peut être vu comme la superpo-
sition d’ondes planes de vecteurs d’ondes
−−→
kn+ = ￿n
−→ex +mn−→ez et −−→kn− = ￿n−→ex −mn−→ez .
Par la suite nous parlerons plus particulièrement de mode-1 pour désigner ce mode-1
vertical. Ce mode, obtenu pour n = 0, donne un champ de vitesse formant des rouleaux
sur toute la hauteur du fluide et dont l’expression est de la forme suivante
u = u0 sin
￿ π
H
z
￿
cos (ωt− ￿x) , (1.38)
w = w0 cos
￿ π
H
z
￿
sin (ωt− ￿x) . (1.39)
Enfin la condition d’incompressibilité donne une relation entre u0 et w0
￿u0 =
π
H
w0 . (1.40)
1.3 Les ondes internes à l’échelle du globe
L’étude des fluides stratifiés est directement motivée par l’observation des couches
fluides de la Terre telles que l’atmosphère ou les océans. Ces deux couches fluides terrestres
sont en eﬀet naturellement stratifiées, en température pour l’atmosphère, et en température
et salinité pour les océans. Ces milieux sont donc propices à la propagation d’ondes internes.
1.3.1 Stratification de l’atmosphère et des océans
De par sa proximité et sa facilité d’accès, l’atmosphère a été la première des couches
fluides terrestres à être étudiée. Des mesures de températures ont pu être eﬀectuées à de
nombreuses altitudes, que ce soit par des expéditions sur les diﬀérents reliefs ou par des
lancers de ballons-sondes. Les résultats de ces mesures ont mis en évidence de grosses
disparités de comportement de la température suivant les couches de l’atmosphère. La
figure 1.3 présente l’évolution de la température en fonction de l’altitude.
Nous pouvons observer que la température diminue avec l’altitude dans la mésosphère
et la troposphère mais qu’elle augmente dans la stratosphère. Il semble surprenant que
des évolutions si diﬀérentes de température correspondent à chaque fois à des stratifica-
tions stables. En réalité, la température n’est pas la grandeur la plus adaptée dans le cas
de l’atmosphère, car l’évolution de la pression est également à prendre en compte pour
des fluides compressibles. On définit alors une température potentielle correspondant à
la température qu’aurait le fluide à une pression de référence après une détente ou une
compression adiabatique. La pulsation de flottabilité est alors déterminée à l’aide de ces
grandeurs potentielles.
En raison de cette stratification en température potentielle, les ondes internes peuvent
être générées par le passage du vent sur des reliefs, comme des îles ou des montagnes. En
eﬀet, la formation des ondes internes de gravité en aval d’un obstacle est aisément carac-
térisée par le nombre de Froude Fr, qui compare l’énergie cinétique horizontale à l’énergie
potentielle nécessaire à l’élévation d’une particule fluide de la hauteur de l’obstacle h
Fr =
U
Nh
. (1.41)
Pour des nombres de Froude inférieurs à 1, l’énergie potentielle nécessaire pour élever
la particule fluide au dessus de l’obstacle et plus grand que l’énergie cinétique horizontale :
les particules fluides contournent l’obstacle ou sont bloquées et ne génèrent pas d’ondes
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Figure 1.3 – À gauche : évolution de la température atmosphérique avec l’altitude. À
droite : sillage d’ondes internes atmosphériques à l’arrière de l’île Amsterdam située dans
le sud de l’océan Indien.
internes en aval. Par contre pour des nombres de Froude supérieurs à 1, les particules
fluides passent au dessus de l’obstacle puis redescendent. Des oscillations peuvent donc
apparaître, et ainsi nous pouvons observer la mise en place d’ondes internes de gravité.
Si l’on prend l’exemple d’un obstacle d’une hauteur d’environ 1 km, des ondes internes
pourront apparaître pour des vents de l’ordre de 40 km·h−1, les pulsations de flottabilité
atmosphériques étant de l’ordre de 10−2 rad·s−1.
Il est possible de visualiser ces ondes grâce aux nuages qui peuvent se former au niveau
des maxima d’amplitude. En eﬀet, ces ondes provoquent des oscillations verticales de l’air
de grandes envergures. L’air humide, entraîné à plus haute altitude par ces oscillations,
subit une forte chute de température, provoquant la condensation de gouttes d’eau et
donc la formation de nuages. L’observation par les satellites permet de visualiser les motifs
périodiques formés par les nuages révélant ainsi la présence de ces ondes, comme nous
pouvons l’observer sur la figure 1.3. Les ondes de gravité se forment ici dans le sillage de
l’île soumise à un vent constant souﬄant de la gauche vers la droite.
L’océan, quant à lui, a été plus diﬃcile à explorer et il a fallu attendre l’amélioration
technologique des capteurs de densité et de température pour obtenir des informations sur
l’évolution verticale de ces grandeurs. Ces mesures ont permis de voir que les océans sont
principalement organisés en trois couches. La couche de surface, d’une épaisseur d’une
centaine de mètres, est homogène en densité et en température. Cette zone est sujette
à un fort mélange par les vents de surface ainsi que par les échanges thermiques avec
l’atmosphère. Juste sous cette couche se trouve une zone de forte stratification d’environ
1 km d’épaisseur, appelée pycnoclyne. Cette pycnoclyne inhibe fortement les mouvements
verticaux et limite les échanges entre la couche de surface et les couches plus profondes.
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Figure 1.4 – (a) Profils de température (courbe rouge en pointillé) et de salinité (courbe
bleue en trait plein) en fonction de la profondeur, mesurés aux abords de "Line Islands
Ridge" le 4 mai 2011 au sud de l’archipel d’Hawaï pendant une expédition à laquelle ont
participé Thierry Dauxois, Sylvain Joubaud et Guilhem Bordes. (b) Profil de la pulsation
de flottabilité N(z) en fonction de la profondeur (extrait de [4]).
Enfin sous la pycnoclyne se trouve une stratification profonde où la densité augmente
légèrement avec la profondeur sur quelques kilomètres.
La figure 1.4(a) présente des mesures de températures et de salinité dans l’océan au
large d’Hawaï. L’évolution de la pulsation de flottabilité avec la profondeur en est déduite
et est présentée sur la figure 1.4(b). La pulsation de flottabilité atteint un maximum dans la
pycnoclyne, jusqu’à 10−2 rad·s−1, et diminue ensuite dans l’océan profond pour atteindre
des pulsations de l’ordre variant de 10−4 à 10−3 rad·s−1.
1.3.2 Génération des ondes internes
Il existe principalement deux mécanismes de génération des ondes internes océaniques :
l’un au niveau du fond océanique et le second au niveau de la pycnoclyne. Tout comme la
formation d’ondes de gravité dans l’atmosphère, le déplacement de fluide stratifié au dessus
d’une topographie permet d’émettre des ondes internes de diﬀérentes fréquences selon la
taille, la forme de ces topographies et la vitesse de l’écoulement. Ces écoulements peuvent
être dus à la marée, à des tourbillons ou encore à des courants. La génération d’ondes
internes au niveau de la pycnoclyne est due, quant à elle, à des phénomènes de surface tels
que les tempêtes qui agitent fortement la zone homogène présente à la surface de l’océan.
Ces forts mouvements sont transmis à la pycnoclyne qui transforme alors ces déplacements
de fluide en ondes internes. Ces mécanismes de génération ont été très bien résumés par
Garrett et al. [30] au moyen de la figure 1.5.
La génération des ondes internes par la marée est un sujet de recherche encore très
actif. Que ce soit par une approche expérimentale [22, 36, 51], numérique [75] ou à l’aide
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Figure 1.5 – À gauche : le mouvement de va et vient imposé par la marée génère des
ondes internes au niveau du talus continental ainsi qu’au niveau de topographies en océan
profond. Ces ondes peuvent conduire à de la turbulence et au mélange. À droite : les
ondes internes peuvent participer à la turbulence et au mélange océanique permettant la
remontée des eaux froides formées aux grandes latitudes et le maintien de la circulation à
grandes échelles (extrait de [30]).
de mesures in situ [24, 25], la connaissance du transfert énergétique entre la marée et les
ondes internes est un point clé du budget énergétique océanique. Il apparaît ainsi qu’une
partie non négligeable de l’énergie des marées est convertie en ondes internes [94], cette
conversion s’eﬀectuant principalement le long des côtes océaniques. Une fois formées, ces
ondes peuvent se propager sur de grandes distances et interagir de nouveau avec d’autres
topographies ou avec d’autres ondes.
1.3.3 Circulation océanique, mélange et ondes internes
La figure 1.5 suggère par ailleurs que les ondes internes vont jouer un rôle dans le
mélange océanique nécessaire au maintien de la stratification océanique et à la circulation
thermohaline.
Les modèles de circulation océanique, développés à partir de simulations numériques
et de mesures océaniques, font intervenir deux cellules de circulations, l’une descendant du
pôle nord et la seconde émise à partir du pôle sud [57, 73, 74]. La figure 1.6, tirée de [57],
permet de mieux visualiser ces deux cellules.
Cette circulation peut être schématisée par la figure 1.7 (extraite de [74]). Elle syn-
thétise les comportements des courants en fonction des vents de surface, et des transferts
thermiques avec l’atmosphère à la surface des océans.
Près de l’équateur, les deux cellules sont l’une au dessus de l’autre. Il est alors nécessaire,
à ces latitudes, que du mélange, symbolisé par une flèche rouge, opère afin de maintenir le
profil de densité océanique. Les ondes internes sont alors un candidat parfait pour jouer ce
rôle. En eﬀet, même si ces ondes sont formées au niveau des côtes, leur capacité à voyager
sur de grandes distances 5 leur permet de transiter par ces zones et d’avoir potentiellement
un eﬀet sur la stratification.
5. Les ondes internes océaniques ont des longueurs d’ondes variant de 100 m à quelques kilomètres. Il
en résulte une distance typique d’atténuation de l’ordre de 50 000 km. Les ondes internes océaniques ne
sont donc pas atténuées par viscosité.
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Figure 1.6 – En bleu (rouge) sont représentées les zones de circulation dans le sens horaire
(antihoraire) de la circulation thermohaline moyennée dans la direction zonale (extrait de
[57]).
Figure 1.7 – Représentation schématique de la circulation thermohaline entre le pôle nord
(à droite) et le pôle sud (à gauche) dans un plan méridional. Les lignes en pointillé et flé-
chées représentent les lignes de courant de la circulation résultante des vents de surface et
d’échanges thermiques aux pôles et à l’équateur. Les lignes continues sont des lignes d’iso-
densité. NADW= North Atlantic Deep Water, AABW= Antartic Bottom Water (extrait
de [74]).
Une manière de quantifier et de modéliser le mélange océanique est de définir un coeﬃ-
cient de diﬀusion turbulente. Ce coeﬃcient compare le flux vertical de densité à la variation
verticale de densité. Plus ce nombre est faible et moins il y a de mélange au sein du fluide.
Des mesures océaniques de ce coeﬃcient ont été eﬀectuées par Polzin et al. [80]. Ils ob-
servent que le coeﬃcient de diﬀusion turbulente est plus important près des topographies
que dans des zones sans reliefs. Le mélange y est donc plus intense. Or nous avons vu
précédemment que ces zones sont également des lieux privilégiés pour la formation des
ondes internes, ce qui semble suggérer un impact des ondes internes sur la turbulence et
donc sur le mélange océanique.
Pour ces diﬀérentes raisons, il est pertinent d’étudier les diﬀérents mécanismes de dis-
16
1.3. Les ondes internes à l’échelle du globe
sipation des ondes internes de gravité et de chercher à estimer l’impact de ces diﬀérents
mécanismes sur une stratification.
Finalement, l’étude du cycle de vie des ondes internes est nécessaire afin de mieux estimer
la contribution des ondes internes au bilan énergétique globale : de la génération, pour
déterminer l’énergie transmise par la marée, à la dissipation, pour comprendre les processus
de mélange engendrés par ces ondes. Notre travail expérimental, bien qu’assez loin de la
nature océanique de ces ondes, s’inscrit parfaitement dans cette dynamique en cherchant à
comprendre, dans un cas idéalisé, comment l’énergie des ondes internes peut se transférer
vers des plus petites échelles (deuxième partie) et permettre ainsi le mélange (troisième
partie).
17

Chapitre2
Les ondes internes en laboratoire
Trois possibilités complémentaires s’oﬀrent à nous pour étu-
dier les ondes internes. Nous pouvons soit eﬀectuer des mesures
in situ océaniques ou atmosphériques, soit des simulations nu-
mériques, soit développer une approche expérimentale. Nous op-
terons pour cette dernière approche.
L’approche expérimentale permet de pouvoir contrôler les
diﬀérents paramètres de ces ondes tels que la fréquence, l’ampli-
tude et la longueur d’onde. Cependant, les ondes internes ne se
laissent pas si facilement reproduire en laboratoire. Il faut dans
un premier temps être capable de créer un fluide continûment
stratifié et de contrôler ce profil de densité. En eﬀet, comme
nous l’avons vu précédemment, sans stratification les ondes in-
ternes ne peuvent exister. Ensuite, en raison de la particularité
de la relation de dispersion des ondes internes, qui associe à une
fréquence quatre faisceaux possibles, la génération d’un faisceau
bien contrôlé demande un certain savoir-faire. Enfin, nous devons être capable d’observer
ces ondes internes et de mesurer des grandeurs pertinentes. Plusieurs techniques sont alors
possibles, permettant chacune de remonter à des grandeurs diﬀérentes (densité, vitesse,
gradient de densité).
Ce chapitre sera donc l’occasion de détailler les diﬀérentes étapes expérimentales rela-
tives aux fluides stratifiés, de la formation d’une stratification, à l’observation des ondes
internes, en passant par le dispositif de génération de celles-ci.
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2.1 Un océan de 30 cm de profondeur
2.1.1 Mise en place de la stratification
Les ondes internes ne peuvent se propager sans un fluide stratifié. L’étude expérimentale
de ces ondes repose donc sur notre capacité à réaliser et à contrôler diﬀérents profils de
densité. Expérimentalement, il est plus simple de modifier la densité du fluide en jouant sur
la concentration en sel plutôt que sur la température. En eﬀet, en raison des dimensions
de nos expériences, le rayonnement thermique par les cotés de la cuve est non négligeable.
De plus la température diﬀuse plus rapidement que le sel. Il devient alors diﬃcile, dans ce
cas, de contrôler durablement le profil de densité.
Nous utiliserons donc du sel afin d’obtenir des densités comprises entre 1000 g·L−1 et
1030 g·L−1. Cette gamme de densité possède deux avantages. Le premier est qu’il est justifié
d’identifier ρ à ρ0 dans l’expression de la pulsation de flottabilité, la variation maximale
de densité correspondant à moins de 2% de la densité moyenne. Ensuite, cette gamme
de concentration permet d’obtenir des stratifications linéaires donnant une pulsation de
flottabilité de l’ordre d’un rad·s−1, la hauteur de fluide étant de l’ordre de 30 cm. Les
phénomènes ondulatoires les plus rapides ont ainsi une période de l’ordre de 6 s. Ainsi
une fréquence d’acquisition de 2 Hz permet d’obtenir une bonne résolution temporelle des
phénomènes oscillant. De plus cette échelle de temps permet de faire des expériences sur
plus de deux cents oscillations de l’onde mère en une vingtaine de minutes.
Enfin, afin de contrôler parfaitement la propagation des ondes internes dans nos expé-
riences, il est préférable d’avoir la même pulsation de flottabilité N en chaque point du
fluide. Comme
N2 = − g
ρ0
dρ
dz
, (2.1)
une pulsation de flottabilité constante est équivalente (dans l’approximation où ρ(z) ≈ ρ0)
à une évolution linéaire de la densité avec la profondeur. Il est possible d’obtenir une telle
stratification à l’aide de la méthode des deux bacs [29, 77] schématisée par la figure 2.1.
Q1 Q2
ρA- VA(t) ρB(t)- VB(t)
z
S
Figure 2.1 – Représentation schématique de la méthode des deux bacs.
Un bac A de densité fixe ρA se déverse dans un bac B avec un débit Q1. Le bac B,
sous agitation constante et de densité ρB(t), se déverse dans la cuve expérimentale avec
un débit Q2.
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La conservation de la masse nous donne
d(ρB(t)VB(t))
dt
= ρAQ1 − ρB(t)Q2 . (2.2)
Par ailleurs, la conservation du volume s’écrit
dVB(t)
dt
= Q1 −Q2 , (2.3)
d’où
VB(t) = (Q1 −Q2)t+ VB(0) . (2.4)
En combinant les équations (2.2) et (2.4), nous obtenons une équation diﬀérentielle sur ρB
dρB(t)
dt
= Q1
ρA − ρB(t)
(Q1 −Q2)t+ VB(0) . (2.5)
Par séparation des variables et intégration, nous obtenons
ρB(t) = ρA − (ρA − ρB(0))
￿
1 +
Q1 −Q2
VB(0)
t
￿Q1/(Q2−Q1)
. (2.6)
Par ailleurs, nous pouvons eﬀectuer le remplissage soit par le haut (à l’aide d’un flot-
teur), soit par le bas de la cuve expérimentale. Ainsi, le fluide injecté à un instant t est
positionné, à la fin du remplissage, à l’altitude
z(t) =
Q2
S
t (2.7)
dans le cas d’un remplissage par le haut et à
z(t) = h− Q2
S
t (2.8)
dans le cas d’un remplissage par le bas avec h = (VA(0)+VB(0))/S = 2VB(0)/S la hauteur
de la stratification finale 1.
Finalement en combinant ces dernières équations, nous obtenons l’évolution de la den-
sité de la cuve expérimentale en fonction de la hauteur
ρB(z) = ρA − (ρA − ρB(0))
￿
1 +
Q1 −Q2
Q2
S
VB(0)
z
￿Q1/(Q2−Q1)
, (2.9)
dans le cas d’un remplissage par le haut et
ρB(z) = ρA − (ρA − ρB(0))
￿
1 +
Q1 −Q2
Q2
S
VB(0)
(h− z)
￿Q1/(Q2−Q1)
, (2.10)
dans le cas d’un remplissage par le bas.
D’après ces deux expressions, une stratification linéaire est obtenue si et seulement si
Q1 = Q2/2. Deux méthodes permettent de s’assurer de cette relation entre Q1 et Q2 : soit
les deux débits sont contrôlés indépendamment à l’aide de deux pompes péristaltiques, soit
seul Q2 est imposé et Q1 est obtenu en mettant les deux bacs en vase communicant. La
relation entre Q1 et Q2 est alors assurée si les bacs A et B possèdent la même section.
1. Nous supposons que VA(0) = VB(0) afin de simplifier les expressions.
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Lorsque Q1 = Q2/2, la densité en fonction de z est de la forme
ρB(z) = ρB(0) + (ρA − ρB(0)) S2VB(0)z pour un remplissage par le haut,
ρB(z) = ρA − (ρA − ρB(0)) S2VB(0)z pour un remplissage par le bas.
Les densités des bacs A et B doivent donc être ajustées en fonction du type de rem-
plissage. Si l’on eﬀectue un remplissage par le haut (bas), nous devons avoir ρA < ρB(0)
(ρB(0) < ρA), afin que la densité décroisse avec z. Une stratification d’une trentaine de
centimètres de hauteur est ainsi obtenue en quatre heures.
2.1.2 Mesure de densité
Une bonne connaissance de la pulsation de flottabilité passe par une mesure précise
de la densité. Afin de connaître la densité des bacs A et B, nous utilisons un densimètre
AntonPaar DMA 35. Ce densimètre est constitué d’un capillaire rempli du fluide à étudier.
Un système électro-mécanique permet de faire vibrer ce capillaire et de mesurer la fréquence
de résonance du système capillaire/fluide. La fréquence de résonance dépendant de la masse
de l’ensemble, il suﬃt de connaître le volume du capillaire pour déterminer la densité du
fluide. Cet appareil fournit des mesures de densités comprises entre 0 et 3 kg·L−1 avec une
précision de 0.001 kg·L−1 et une répétabilité de 0.0005 kg·L−1.
Cette technique fournit donc une mesure précise de la densité, mais si l’on veut déter-
miner l’évolution de cette grandeur pour un fluide stratifié de 30 cm de hauteur, il devient
rapidement fastidieux de prélever du fluide à chaque altitude et de mesurer la densité du
fluide prélevé. De plus, la résolution spatiale de la mesure du profil de densité est limitée
par la position de nos points de mesure. La mesure de la stratification s’eﬀectue donc à
l’aide d’une sonde conductimétrique, qui mesure la résistivité électrique du fluide se trou-
vant entre deux plaques conductrices. La résistivité du fluide dépendant des ions présents
dans la solution, un étalonnage permet d’associer à une valeur de résistivité une valeur de
densité.
La sonde conductimétrique est placée au bout d’une tige en acier inoxydable que l’on
plonge progressivement dans le fluide stratifié à l’aide d’un moteur pas à pas. La mesure
de la résistivité s’eﬀectue en continu pendant la descente de la sonde. Nous obtenons alors
une mesure du profil de densité, dont nous présentons un exemple sur la figure 2.2.
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N = 0.915 rad. s−1
Figure 2.2 – Profil de densité mesuré à l’aide de la sonde conductimétrique en bleu, avec
∆ρ = ρ− 1000. En rouge : modélisation linéaire du profil, décalée d’un centimètre vers le
bas. La pulsation de flottabilité N est déterminée à partir de la pente du modèle linéaire.
22
2.2. Génération des ondes internes
La pulsation de flottabilité est alors obtenue en modélisant cette courbe par une loi
linéaire. La pente de la modélisation multipliée par −ρ0/g permet d’obtenir le carré de la
pulsation de flottabilité. Nous pouvons remarquer que, sur notre mesure, la partie haute
du profil est moins stratifiée que le reste de la colonne d’eau. L’un des eﬀets responsables
de cette homogénéisation est, comme dans les océans, les mouvements d’air en surface,
qui mélangent peu à peu la couche supérieure du fluide. D’autres phénomènes tels que la
diﬀusion ou les eﬀets de remplissage influent également sur le profil de densité au niveau
de la surface et du fond.
Finalement, la mesure conductimétrique de la densité permet de contrôler de manière
précise la qualité de la stratification réalisée à l’aide de la méthode des deux bacs et
d’estimer la pulsation de flottabilité.
2.2 Génération des ondes internes
Nous venons de voir comment créer un fluide stratifié et comment mesurer la pulsation
de flottabilité de ce fluide. Il ne reste alors plus qu’à générer les ondes internes. La méthode
historique repose sur un cylindre oscillant placé au sein du fluide stratifié. L’oscillation
du cylindre impose un mouvement oscillatoire au fluide en contact et génère ainsi des
ondes internes de gravité. Ce dispositif a permis les premières observations expérimentales
des quatre faisceaux d’ondes internes associées à une fréquence d’oscillation, et donc les
premières vérifications expérimentales de la relation de dispersion [35, 69].
Au cours de cette thèse, nous avons exclusivement utilisé le générateur d’ondes internes
développé au laboratoire de Physique de l’ENS de Lyon par Gostiaux et al. [37], caractérisé
par Mercier et al. [67] et amélioré par Bordes [4], qui permet de ne générer qu’un seul des
quatre faisceaux. Le principe général de ce générateur est de transformer, à l’aide d’un arbre
à cames, une rotation, générée par un moteur, en un mouvement oscillant horizontal 2, dont
l’amplitude et la phase sont réglables à l’aide de disques percés amovibles.
Figure 2.3 – À gauche : représentation du système de disques et de plaques permettant
de transformer un mouvement de rotation en une translation unidirectionnelle. La par-
tie blanche peut être déplacée afin de changer l’excentricité e et donc l’amplitude de la
translation de la plaque noire. À droite : photo d’un empilement de disques sur un arbre.
La partie gauche de la figure 2.3 représente un disque (partie grise et blanche) que l’on
place sur l’axe de rotation. La position de la partie blanche étant réglable, l’axe de rotation
2. ou vertical suivant la disposition du générateur.
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ne passe pas nécessairement par le centre du disque gris. Lors de la mise en rotation, la
plaque noire permet d’obtenir un mouvement oscillatoire unidirectionnel, dont l’amplitude
correspond à l’écart entre le centre du disque et l’axe de rotation. Ce système permet ainsi
d’obtenir un déplacement horizontal oscillant d’amplitude e, variant entre 0 et 1.5 cm.
Le deuxième atout de ce système est de pouvoir déphaser les disques entre eux. Dans
ce cas pour une même excentricité, chaque plaque eﬀectuera le même déplacement mais
déphasé dans le temps. Par exemple, il est simple de générer un déphasage de 60˚ entre
deux plaques successives. En eﬀet, l’arbre possède 6 ergots disposés tous les 60˚ . Ainsi pour
obtenir ce déphasage, il suﬃt de décaler l’encoche étoilée (figure 2.3) d’un ergot sur l’arbre
(sur la droite ou sur la gauche) par rapport au disque précédent.
Pour plus de flexibilité, nous avons fait réaliser par l’atelier de Mécanique du Labora-
toire de Physique de l’ENS Lyon, plusieurs jeux de disques permettant d’obtenir diﬀérents
déphasages. Nous disposons ainsi de trois types de disques présentés sur la figure 2.4 :
– le disque A, dont l’encoche signalée par une étoile est alignée avec la direction de
translation
– le disque B dont l’encoche étoilée est décalée d’un angle de 15˚ par rapport à la
direction de translation, rendant ce disque non symétrique par rapport à la direction
de translation
– le disque C dont l’encoche étoilée est décalée d’un angle de 30˚ par rapport à la
direction de translation.
θ = 0ê θ = 15ê θ = −15ê θ = 30ê
 " "Ƕ *
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Figure 2.4 – Représentation des 3 jeux de disques disponibles. B’ est obtenu en retournant
le disque B. θ est l’angle entre la direction d’oscillation de la plaque et l’encoche la plus
proche. En bas : Numérotation des ergots de l’arbre à came.
Génération d’onde plane
Le dispositif décrit précédemment permet d’imposer des conditions limites de vitesse au
fluide stratifié. Selon la configuration expérimentale, la condition limite peut porter soit sur
la composante horizontale soit sur la composante verticale en positionnant le générateur
respectivement verticalement ou horizontalement. Dans le cas d’une onde plane, les deux
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composantes de la vitesse ont pour expressions
u = Ψ0m sin (ωt− ￿x−mz) , (2.11)
v = −Ψ0￿ sin (ωt− ￿x−mz) . (2.12)
Ainsi, si l’on place le générateur verticalement, nous imposons la vitesse horizontale
qui a pour expression en x = 0
u = Ψ0m sin (ωt−mz) . (2.13)
Nous remarquons alors que pour chaque plaque, la vitesse est oscillante, d’amplitude Ψ0m,
mais que toutes ces vitesses sont déphasées en fonction de la position.
La pulsation est imposée par la vitesse de rotation de l’arbre, mais la dépendance
spatiale est obtenue à l’aide des déphasages entre les disques. Le tableau 2.1 donne les
diﬀérents empilements de disques possibles permettant de réaliser une longueur d’onde
pour les cinq ondes planes que l’on peut générer avec ce système.
λ = 3 A(1) A(3) A(5)
B(1) B(3) B(5)
C(1) C(3) C(5)
λ = 6 A(1) A(2) A(3) A(4) A(5) A(6)
B(1) B(2) B(3) B(4) B(5) B(6)
C(1) C(2) C(3) C(4) C(5) C(6)
λ = 8 A(1) B(2) C(3) B’(3) A(4) B(5) C(6) B’(6)
λ = 12 A(1) C(2) A(2) C(3) A(3) C(4) A(4) C(5) A(5) C(6) A(6) C(1)
B(1) B’(1) B(2) B’(2) B(3) B’(3) B(4) B’(4) B(5) B’(5) B(6) B’(6)
λ = 24 A(1) B’(1) C(2) B(2) A(2) B’(2) C(3) B(3) A(3) B’(3) C(4) B(4) . . . .
Table 2.1 – Empilement des disques à réaliser pour obtenir une longueur d’onde de 3, 6,
8, 12 ou 24 disques. Une ligne du tableau correspond à une manière de réaliser la longueur
d’onde. La lettre correspond au type de disque à utiliser et le chiﬀre entre parenthèse à
l’ergot sur lequel l’encoche étoilée doit être placée. Dans le cas de λ = 24, seule la moitié de
la longueur d’onde a été décrite. La seconde moitié est obtenue avec le même enchaînement
de disque en remplaçant j, le numéro de l’ergot, par j + 3 modulo 6.
Génération d’un mode vertical
Nous avons vu au cours du paragraphe 1.2.3 qu’un mode-1 est une superposition de
deux ondes planes, permettant d’obtenir une onde stationnaire suivant la verticale (et
donc sur toute la hauteur du fluide) mais propagative suivant l’horizontale. Nous avons
également vu que le champ de vitesse est de la forme
u = u0 sin
￿ π
H
z
￿
cos (ωt− ￿x) , (2.14)
w = w0 cos
￿ π
H
z
￿
sin (ωt− ￿x) , (2.15)
avec H la hauteur du fluide, et ￿ la composante horizontale du vecteur d’onde déduit de ω
et de m = π/H en utilisant la relation de dispersion des ondes internes.
Si l’on place le générateur verticalement, en x = 0, nous imposons la vitesse horizontale
au fluide. Cette vitesse est une fonction sinusoïdale du temps dont l’amplitude varie avec
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la hauteur. Cependant, le sinus change de signe en z = 0, ce qui équivaut à un déphasage
de π entre la partie des z négatifs et la partie des z positifs. Il suﬃt alors d’utiliser des
disques de même phase, de changer l’excentricité de chaque disque de sorte à obtenir le
profil d’une demi-période d’un sinus et de changer la phase en z = 0 afin d’imposer les
conditions limites d’un mode-1.
Il est également possible de générer des modes d’ordre supérieur, en prenant garde aux
diﬀérents changements de phase.
Finalement, ce dispositif permet de générer diﬀérentes types d’ondes internes : des ondes
planes au mode vertical en passant par des faisceaux auto-similaires tels que le faisceau de
Thomas-Stevenson [67] non détaillé ici.
2.3 Observation des ondes internes
Désormais, nous disposons d’un fluide linéairement stratifié et d’un générateur capable
d’imposer les conditions limites adéquates à la propagation d’ondes internes. Il ne reste
alors plus qu’à observer la propagation de ces ondes. En réalité, cette dernière étape n’est
pas aussi simple que l’observation d’ondes de surface ou d’ondes à l’interface entre deux
couches de fluides. Dans un fluide continûment stratifié, les ondes internes se propagent
dans l’ensemble du fluide et il a fallu attendre l’amélioration des outils informatiques pour
parvenir à eﬀectuer des mesures quantitatives sur ces ondes. Les diﬀérentes méthodes, que
nous allons détailler dans les paragraphes suivants, permettent de réaliser ces observations.
2.3.1 Vélocimétrie par Imagerie de Particules
La technique de Vélocimétrie par Imagerie de Particules (PIV) est une technique per-
mettant de mesurer le champ de vitesse d’un écoulement. Pour cela, des particules de
verre réfléchissantes sont introduites dans le fluide 3 et sont éclairées par une nappe laser.
Les particules de PIV sont entraînées par les mouvements de fluide, marquant ainsi les
lignes de courant de l’écoulement. Ces particules sont légèrement plus denses que le fluide
(ρp = 1.1 kg·L−1), elles sédimentent donc au cours des expériences. Cependant, la vitesse
de sédimentation reste faible devant les vitesses de déplacement engendrées par les ondes
internes, ce qui permet de négliger cet eﬀet.
La position des particules au cours du temps est repérée par une caméra. Deux images
successives sont comparées afin de déterminer leur déplacement et d’en déduire ainsi la
vitesse du fluide. Nous utilisons, pour cela, un algorithme de PIV [85]. Chaque image est
divisée en blocs de taille réglable. La taille des blocs est choisie en tenant compte de la
taille des particules et de l’ensemencement du fluide afin que dans chaque bloc un motif
aisément reconnaissable soit formé par les particules. L’objectif de l’algorithme est alors de
parvenir à déterminer la position du motif dans l’image suivante. Pour cela des coeﬃcients
de corrélation sont calculés, et le maximum de ces coeﬃcients signale la nouvelle position
du motif. Cet algorithme permet ainsi de déterminer le déplacement des particules pendant
un temps ∆t défini par la fréquence d’acquisition des images.
Deux paramètres sont donc importants pour cette technique d’observation. Tout d’abord,
l’ensemencement du fluide en particules de PIV doit être suﬃsant pour avoir assez de par-
ticules par blocs lors de l’analyse. Ensuite, l’intervalle de temps entre deux images doit être
3. Soit les particules de PIV sont réparties dans les deux bacs de remplissage avant la mise en place de
la stratification, soit le fluide stratifié est ensemencé par le dessus et la diﬀusion et le poids des particules
permettent d’obtenir un ensemencement homogène au bout de quelques heures.
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contrôlé précisément pour remonter aux valeurs de vitesse. Ces deux paramètres doivent
donc faire l’objet d’une attention particulière lors de nos expériences.
2.3.2 Schlieren Synthétique
La concentration en sel aﬀecte aussi bien la densité du fluide que son indice optique. La
technique de Schlieren Synthétique exploite cet impact du sel sur l’indice optique [17, 90].
La traversée d’un milieu non-homogène en indice optique, s’accompagne d’une déviation du
rayon lumineux vers les zones de plus fort indice. Pour des expériences bi-dimensionnelles,
il est possible de remonter aux gradients d’indice optique par une mesure de l’angle de
déviation. Le montage expérimental permettant ces mesures est décrit sur la figure 2.5.
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Figure 2.5 – Schéma du dispositif expérimental pour l’acquisition des images de Schlieren
Synthétique. Les rayons lumineux sont issus d’un écran lumineux devant lequel est placé
un motif (ici un cercle). La caméra est modélisée par l’association d’une lentille de distance
focale f et d’un capteur CCD. La mise au point est faite sur l’écran Schlieren. Le fluide
stratifié en indice optique décale le cercle de ∆z vers le haut, l’image sur le capteur CCD
étant inversée par rapport à l’objet.
Une caméra, modélisée par l’association d’une lentille de distance focale f et d’un
capteur CCD, filme un motif placé au niveau d’un écran lumineux, que nous nommerons
par la suite l’écran Schlieren. Entre cet écran et la caméra est placée une cuve remplie d’un
fluide stratifié en densité et donc en indice optique, déviant les rayons lumineux issus du
motif d’un angle α. Cet angle est relié au gradient d’indice optique par la relation
α =
L
n
dn
dz
, (2.16)
=
L
n
dn
dρ
dρ
dz
. (2.17)
Nous pouvons noter que sur la gamme de concentration en sel considérée, l’indice
optique de la solution est une fonction aﬃne de la densité avec dρ/dn = 4.1 g·cm3.
Par conséquent, cette déviation provoque un déplacement apparent ∆z de l’image du
motif sur la plaque CCD de la forme
∆z = αf
d+ L/2
d+ L+D − f . (2.18)
Cette déviation est obtenue dans l’approximation des faibles angles et en comparant la
position verticale du cercle bleu obtenue sans le gradient d’indice et la position verticale
du cercle rouge obtenue avec le gradient d’indice.
Finalement, la mesure du déplacement en pixel, ∆p = ∆z/r où r est la taille physique
d’un pixel, permet de remonter au gradient de densité ∂zρ par la relation
∂ρ
∂z
= r∆p
dρ
dn
n
L
d+ L+D − f
f(d+ L/2)
. (2.19)
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Lors de la propagation des ondes internes, le gradient de densité est localement modifié,
provoquant une modification locale du gradient d’indice optique et donc une modification
du motif observé par la caméra. La comparaison d’une image à un instant t à une image
du fluide au repos (pas d’ondes internes) permet de déterminer les modifications locales
du gradient de densité induit par les ondes internes. Nous avons ainsi accès aux quantités
∂ρ˜
∂x
=
∂ρ(t)
∂x
− ∂ρ(0)
∂x
et
∂ρ˜
∂z
=
∂ρ(t)
∂z
− ∂ρ(0)
∂z
. (2.20)
La mesure du déplacement du motif entre ces deux instants repose sur le même al-
gorithme que pour la PIV. Ainsi, afin d’avoir une bonne résolution des déplacements de
fluide, le motif utilisé est un ensemble de points sombres placés aléatoirement.
Finalement, cette technique, très simple à mettre en place, permet des mesures précises 4
de gradient de densité induit par les ondes internes de gravité.
2.3.3 Fluorescence Induite par Laser
La technique de Fluorescence Induite par Laser (LIF) est une technique non intrusive
de mesure de concentration au sein d’un écoulement. Cette technique repose sur l’utilisa-
tion d’un composé fluorescent. La lumière réémise par le colorant n’a pas la même longueur
d’onde que la lumière excitatrice et son intensité dépend de la concentration en colorant. La
mesure de l’intensité lumineuse réémise permet donc de remonter aux valeurs de concentra-
tions en colorant. Nous utiliserons pour nos expériences la Rhodamine 6G dont les spectres
d’absorption et de réémission sont donnés sur la figure 2.6.
λ (nm)
Figure 2.6 – Spectre d’absorption de la Rhodamine 6G en noir et de réémission en rouge
en fonction de la longueur d’onde.
Nous observons que la longueur d’onde de fluorescence est diﬀérente de la longueur cor-
respondant au maximum d’absorption. Cette propriété permet alors de pouvoir diﬀérencier,
à l’aide de filtre optique, la lumière issue du colorant de la lumière excitatrice.
Cette technique a été largement utilisée pour l’étude de jets turbulents dans des fluides
homogènes [72] ou stratifiés [19], mais peu de travaux ont été eﬀectués afin de connaître la
densité en chaque point d’un fluide continûment stratifié. Une première approche, eﬀectuée
par Hopfinger et al. [41], consiste à placer des lignes de colorants uniformément réparties
dans le fluide stratifié. Cette technique permet ainsi de visualiser les déplacements des
isopycnes très facilement et donc de détecter la présence d’ondes de gravité, mais ne permet
pas de remonter à des valeurs de concentrations et donc de densité en tout point du fluide.
4. tant que l’écoulement reste bi-dimensionnel et linéaire.
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Plus récemment Troy et al. [93], ou encore Odier et al. [76] ont adapté cette technique
dans l’étude d’écoulement de fluides composés de plusieurs couches de densités diﬀérentes.
Nous proposons, dans le chapitre 6, une adaptation de cette technique à des fluides conti-
nûment stratifiés permettant la mesure de la densité du fluide en chaque point au cours du
temps.
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Deuxième partie :
L’Instabilité Paramétrique
Sous-harmonique
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Un ingrédient essentiel de la circulation thermohaline est le mécanisme par lequel l’eau
plus dense produite aux pôles peut être remontée en surface afin de boucler la circulation
globale. La remontée de ces eaux vers la surface s’accompagnant d’une augmentation de
l’énergie potentielle, un apport énergétique est donc indispensable. Cet apport est assuré
par le mélange turbulent, induit principalement par le vent et les marées [70, 71]. Un moyen
possible de passer des mouvements d’ensemble au mélange turbulent est le déferlement des
ondes internes de gravité [86]. Ces ondes présentes dans les océans permettent un transfert
des grandes échelles vers les petites échelles, où l’énergie est en partie dissipée sous forme
de chaleur et en partie convertie en énergie potentielle par le mélange diapycnal, i.e. à
travers les isopycnes.
Les mécanismes détaillés de dissipation de l’énergie des ondes internes de gravité sont
toujours débattus. L’instabilité paramétrique sous-harmonique est l’un des processus ma-
jeurs [1, 60] proposé en compétition avec la réflexion des ondes [18], la diﬀusion par des
structures de grande taille [82] ou de petite taille au fond des océans [48, 54, 79]. L’im-
portance relative de ces quatre processus de dissipation doit être estimée et comparée
précisément. La description la plus réaliste est sans doute une combinaison de ces diﬀé-
rents processus, mais l’approche usuelle du physicien (identification des processus en jeux
puis analyse de chacun indépendamment les uns des autres) est certainement appropriée
ici dans un premier temps.
L’instabilité paramétrique sous-harmonique (PSI) est le mécanisme résonant par le-
quel une onde primaire est instable pour des perturbations infinitésimales, transférant de
l’énergie à deux ondes secondaires par le terme non-linéaire quadratique de l’équation de
Navier-Stokes. Ces trois ondes satisfont des conditions de résonance temporelle et spatiale
suivante
ω0 = ω1 ± ω2 ,−→
k0 =
−→
k1 ±−→k2 .
Initialement, ces résonances non-linéaires d’ondes ont été étudiées uniquement pour les
ondes de gravité de surface faisant intervenir quatre ondes de fréquences et de vecteurs
d’ondes diﬀérentes. Dans les années 60, McGoldrick [64] montre que des interactions tria-
diques peuvent se produire dans le cas d’ondes capillaires, en raison du terme dû à la tension
superficielle dans la relation de dispersion des ondes. Il détermine par ailleurs l’expression
des amplitudes des diﬀérentes ondes en jeu dans le cas visqueux et non-visqueux. Dans le
même temps, Ball [2] montre que ces interactions peuvent être la source d’onde internes de
gravité. En eﬀet, dans un fluide composé de deux couches de fluides de densité diﬀérentes,
une onde capillaire de surface peut se déstabiliser sous la forme d’une nouvelle onde capil-
laire et d’une onde de gravité se propageant au niveau du saut de densité. Il est possible
de se convaincre de ce fait par un raisonnement graphique représenté sur la figure 1. Sur
cette figure sont représentées les relations de dispersion d’une onde de gravité (cône centré
sur le point A) et d’une onde capillaire (cône centré sur 0), dans les coordonnées ν, mx
et my correspondant à la fréquence de l’onde et aux composantes horizontales du vecteur
d’ondes. Le point A représentant l’onde primaire, l’intersection des deux cônes fournit les
solutions aux conditions de résonance temporelle et spatiale. Dans le cas présenté sur la
figure nous voyons qu’il est possible de générer des ondes de gravité interne à partir d’une
onde de surface. Ball développe par ailleurs les équations permettant d’aboutir à l’évolution
temporelle des amplitudes des trois ondes mises en jeu.
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Figure 1 – Représentation schématique des conditions de résonance dans l’espace (ν, mx,
my), avec ν la fréquence des ondes et (mx,my) les composantes du vecteur d’onde. Une
onde de surface représentée en A, peut se déstabiliser en une onde de surface, dont la
relation de dispersion est représentée par le cône centré en 0, et en une onde interne, dont
la relation de dispersion est représentée par le cône centré en A. Cette interaction n’est
possible qu’au niveau de l’intersection des deux cônes, formant ainsi l’espace des solutions
du problème (extrait de [2]).
Par ce travail, les ondes internes de gravité font leur première apparition sur le sujet
de couplage non-linéaire. Par la suite Davis [20] puis Hasselman [38] montrent que "le
couplage non-linéaire entre deux composantes infinitésimales 1 et 2 et une composante
finie 0 dont les vecteurs d’ondes et les fréquences vérifient les conditions de résonance est
instable pour la somme et neutralement stable pour la diﬀérence" toujours pour des ondes
internes se propageant au niveau de saut de densité.
Il est alors naturel de chercher à étudier le couplage d’ondes internes de gravité dans
les fluides continûment stratifiés. Les premières études dans de tels fluides ont été eﬀec-
tuées par McEwan à la fin des années 60. Il est ainsi l’un des premiers à développer les
calculs théoriques des interactions triadiques pour des ondes internes et accompagne ces
prédictions par des mesures expérimentales [61, 62, 63]. Il étudie dans un premier temps
la propagation et la déstabilisation d’un mode vertical. Le mode est créé en bord de cuve
par une planche oscillant faiblement autour d’un axe horizontal situé à mi-hauteur de la
cuve. La propagation des ondes est observée soit par des lignes de colorant régulièrement
réparties dans le fluide stratifié, repérant ainsi les lignes d’isodensité, soit par ombroscopie.
La figure 2 tirée de [61] montre la déstabilisation du mode observée par ombroscopie. Nous
observons clairement l’apparition de nouveaux motifs sur le mode primaire.
Ces expériences ont ensuite été reprises par Benielli et Sommeria en 1998 [3], le mode
étant, cette fois-ci, généré par des oscillations de l’ensemble de la cuve. Dans ce cas, la fré-
quence des oscillations de la cuve doit être soigneusement ajustée afin d’obtenir les modes
propres du fluide et éviter ainsi la superposition de plusieurs modes. La visualisation des
ondes par des lignes de colorant est accompagnée d’une mesure locale de la densité par une
sonde conductimétrique. Ces mesures mettent en évidence un seuil d’apparition de l’insta-
bilité légèrement supérieur aux prédictions. En raison de la technique d’observation des
ondes, il est cependant diﬃcile d’obtenir des mesures quantitatives des ondes secondaires.
Dans le même temps, des simulations numériques de modes sont eﬀectuées par Bouruet-
Aubertot et al. [8]. Ces simulations de l’évolution temporelle d’un mode dans un fluide
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Figure 2 – Instantanées de la propagation d’un mode pour t = 0 (a), t = 20T0 (b),
t = 45T0 (c), t = 55T0 (d), t = 60T0 (e), t = 65T0 (f) (extrait de [61]).
stratifié permettent des mesures de taux de croissance et des vecteurs d’ondes des ondes
secondaires et de comparer ces mesures à la théorie non-visqueuse. Par ailleurs, au cours de
ce travail, Bouruet-Aubertot et al. représentent les solutions des conditions de résonance
temporelle et spatiale sous la forme d’une courbe dans le plan défini par la composante
horizontale ￿ et verticale m du vecteur d’onde d’une des deux ondes secondaires. Cette
représentation, plus simple que la représentation en trois dimensions proposée par Ball,
sera réutilisée dans la suite de ce manuscrit (figure 3.5). Les taux de croissance pour le cas
non-visqueux sont calculés en chaque point de la courbe de résonance, permettant ainsi de
situer les maxima sur la courbe de résonance. Ce travail de simulation a ensuite été repris
par Carnevale et al. [11] afin d’étudier l’évolution du spectre spatial au cours de temps,
visualisant en particulier les transferts d’énergie entre les échelles.
Le travail expérimental sur les modes verticaux des ondes internes a récémment été
repris par Joubaud et al. [49]. En eﬀet le développement du générateur d’onde décrit à
la section 2.2 permet d’imposer aisément les conditions limites correspondant à un mode
vertical à amplitude et fréquence contrôlées. Dans ce travail, la propagation du mode
est observé par la technique de Schlieren Synthétique permettant ainsi de remonter plus
précisément que précédemment à des mesures de vecteurs d’ondes et de fréquences. Par
ailleurs des outils de traitement de signaux, tels que le spectre temps-fréquence ou le
filtrage de Hilbert, permettent de diﬀérencier clairement les diﬀérentes ondes présentes dans
l’écoulement. En particulier la figure 3, extraite de [49], illustre parfaitement l’intérêt de ces
traitements de filtrage. Cette figure présente le champs de gradient de densité à t = 40T ,
avec T la période du forçage, associé aux trois fréquences présentes dans l’écoulement.
Nous pouvons ainsi observer trois ondes de vecteurs d’ondes et de direction de propagation
diﬀérents. L’étude de la phase permet alors de remonter à des mesures de vecteurs d’ondes.
Ces dernières observations montrent un léger écart entre les prédictions théoriques et les
observations expérimentales en ce qui concerne la valeur des vecteurs d’ondes secondaires.
Par ailleurs, il apparaît que l’onde primaire ne se déstabilise pas en dessous d’une certaine
valeur de fréquence, ce qui n’avait pas été signalé auparavant. Cependant, la question du
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Figure 3 – Champs de gradient de densité filtrés aux trois fréquences intervenant dans
l’interaction triadique à t = 40T , avec T la période de l’onde mère (extrait de [49]).
transfert d’énergie entre les ondes n’est pas abordée et l’impact de la fréquence et de l’onde
mère sur la sélection des ondes secondaires n’est pas étudié.
Tous ces travaux ont à chaque fois pris pour sujet d’études des modes et non des ondes
planes, objets qui sont pourtant utilisés pour la résolution des équations et la prédiction des
ondes secondaires. Ce choix est essentiellement dû à la diﬃculté expérimentale de générer
un faisceau d’onde plane monochromatique en fréquence ainsi qu’en longueur d’onde.
Les expériences sur des faisceaux d’ondes ont tout d’abord été eﬀectuées par Mc Ewan
en 1977 [63] puis repris par Clark et Sutherland en 2010 [13]. Ces expériences permettent
d’observer par ombroscopie (McEwan) ou par Schlieren Synthétique (Clark) la déstabili-
sation d’un faisceau, généré par un disque oscillant. Par ailleurs, Clark accompagne ces
expériences par des simulations numériques de faisceau d’ondes internes et observe égale-
ment l’apparition de sous-harmoniques à la fréquence moitié de la fréquence primaire.
Ces expériences et simulations mettent donc en évidence qu’un faisceau composé de la
superposition de plusieurs vecteurs d’ondes peut se déstabiliser par l’intermédiaire de l’in-
stabilité paramétrique sous-harmonique. Ces travaux se rapprochent donc des prédictions
par le fait d’étudier une onde plane, mais ne sont pas encore optimaux en raison de la non
monochromaticité du faisceau généré par le disque oscillant.
Ainsi les premières études de cette instabilité sur une onde plane monochromatique
furent des études numériques réalisées par Koudella et al. [53] en 2006. Dans ce travail,
ils eﬀectuent des simulations numériques d’une onde plane monochromatique d’extension
infinie et déterminent ainsi les lieux privilégiés d’apparition de cette instabilité tout en
observant les transferts d’énergie entre les diﬀérentes échelles.
Récemment, ce mécanisme d’interaction triadique a été observé dans un domaine assez
proche des ondes internes de gravité : les ondes inertielles. Ces ondes, comme nous l’avons
évoqué au cours de la première partie, se propagent dans les fluides stratifiés en quantité
de mouvement, c’est à dire des fluides en rotation et sans stratification en densité. Les
ondes inertielles possèdent des propriétés très proches de celles des ondes internes, tels que
l’orthogonalité de la vitesse de groupe et de la vitesse de phase, et une relation de dispersion
liant une direction de propagation à la fréquence des oscillations. En 2012, Bordes et al. [5]
eﬀectuent ainsi une étude expérimentale de la PSI sur ces ondes inertielles. Cette étude a
par ailleurs été possible grâce au générateur décrit dans la première partie permettant la
génération contrôlée d’un faisceau d’ondes inertielles monochromatique et composé d’un
seul vecteur d’onde. Les champs de vitesse obtenus par des mesures de PIV sont ensuite
filtrés aux diﬀérentes fréquences afin de séparer les diﬀérentes ondes et de mesurer les
vecteurs d’ondes associés. La comparaison de ces mesures aux prédictions dans le cas de
la théorie visqueuse montre un très bon accord pour des fréquences de l’onde primaire
supérieure à 0.8f avec f le double de la fréquence de rotation de la table tournante. Pour
des fréquences comprises entre 0.65f et 0.8f les prédictions et les mesures ne sont plus
36
Introduction
en accord et en dessous de ces fréquences, le faisceau primaire est stable contrairement
aux prévisions. Pour expliquer ces diﬀérences avec la théorie, l’hypothèse d’une mauvaise
génération de l’onde primaire est avancée. En eﬀet, dans le cas des ondes inertielles, le fluide
possède trois composantes de vitesses. Le générateur d’onde n’impose un déplacement au
fluide que selon une direction. Il a alors été diﬃcile de générer convenablement des faisceaux
à diﬀérentes amplitudes et diﬀérentes fréquences. Il est alors naturel de chercher à eﬀectuer
la même étude dans le cas des ondes internes de gravité, les conditions limites imposées par
le générateur étant plus conforme au cas des ondes internes de gravité en deux dimensions.
Nous présentons donc au cours de cette partie une étude expérimentale et bi-dimension-
nelle de l’instabilité paramétrique sous-harmonique à l’aide de la technique de Schlieren
Synthétique (ou Strioscopie Synthétique) dans le cas d’ondes internes de gravité monochro-
matique. Le premier chapitre de cette partie présentera donc les premiers résultats expéri-
mentaux, confirmant fortement les observations de Bordes et al. [5]. Puis nous chercherons
dans les chapitres suivants à expliquer les diﬀérences entre les observations expérimentales
et les prévisions de la théorie pour une onde plane d’extension infinie.
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Chapitre3
Observation expérimentale de
l’Instabilité Paramétrique
Sous-harmonique
Les ondes internes sont considérées comme
un paramètre important dans la compré-
hension du mélange océanique et du trans-
port de l’énergie. Plusieurs processus peuvent
conduire au déferlement des ondes internes,
impliquant généralement des interactions non
linéaires entre ces ondes. Dans ce chapitre,
nous allons étudier l’un de ces mécanismes :
l’Instabilité Paramétrique Sous-harmonique
(PSI). Cette instabilité fournit un processus
eﬃcace de transfert d’énergie des grandes vers
les petites échelles par la déstabilisation d’une onde plane primaire en deux ondes secon-
daires, de fréquences plus petites et de vecteurs d’ondes diﬀérents. Une onde interne, dans
les conditions adéquates d’amplitude et de fréquence, pourra ainsi générer deux nouvelles
longueurs d’ondes et transférer de l’énergie vers d’autres échelles. Il devient donc impor-
tant de caractériser cette instabilité pour déterminer son rôle et son importance dans le
mélange océanique.
Ce chapitre présente les premières observations expérimentales de cette instabilité sur
une onde plane. Nous décrirons dans un premier temps le dispositif expérimental, puis nous
verrons les outils à notre disposition permettant de mesurer les grandeurs caractéristiques
de ces ondes. Enfin nous détaillerons la théorie de cette instabilité et nous comparerons les
prédictions aux résultats expérimentaux. Ce travail a fait l’objet d’une publication dans
Journal of Fluids Mechanics [7].
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3.1 Propagation d’ondes planes : observations
expérimentales
3.1.1 Dispositif expérimental
Une cuve de 160 cm de long et de 17 cm de large est remplie d’un ﬂuide linéairement
stratiﬁé à l’aide de la méthode des deux bacs décrite au paragraphe 2.1.1. La pulsation de
ﬂottabilité est alors constante sur toute la hauteur du ﬂuide. Une onde interne est produite
à l’aide du générateur décrit au paragraphe 2.2. Dans le cas de l’expérience décrite ici, nous
générons une onde plane de longueur d’onde horizontale de l’ordre de 8 cm (12 disques) et
d’amplitude 5 mm 1. Ce dispositif est placé à l’horizontale, à la surface du ﬂuide stratiﬁé,
comme illustré sur le schéma de la ﬁgure 3.1.
Dans cette conﬁguration le générateur impose un déplacement vertical au ﬂuide, ainsi
la condition limite du ﬂuide portant sur la composante verticale de la vitesse s’écrit
w(x, z = 0, t) = aω0 cos(ω0t− 2πx/λ) , (3.1)
où ω0 est la pulsation d’excitation et a l’amplitude de déplacement des plaques. Cette am-
plitude reste constante sur deux longueurs d’ondes puis diminue progressivement, jusqu’à
zéro, sur une demi longueur d’onde, aﬁn d’éviter l’émission d’ondes internes parasites au
niveau des extrémités du générateur.
0 15 30
L = 160 +K
H
=
3
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x
Δρ U;XG−1V
Figure 3.1 – Schéma du dispositif expérimental montrant le générateur d’ondes positionné
horizontalement à la surface du ﬂuide. Les lignes en pointillé marquent le domaine de pro-
pagation de l’onde se propageant de la gauche vers la droite. Les directions de propagation
de la phase −→cφ et de l’énergie −→cg sont également représentées. Le rectangle grisé correspond
à la zone dans laquelle s’eﬀectue la mesure du taux de croissance du paragraphe 3.3.2.
La courbe de droite montre une mesure de la densité Δρ = ρ − 1000 en fonction de la
profondeur z. Les points correspondent aux mesures expérimentales et la droite est une
modélisation linéaire.
Dans cette partie, le déplacement du ﬂuide est mesuré à l’aide de la technique de Schlie-
ren Synthétique décrite au paragraphe 2.3.2. De par son principe, cette technique est très
simple à mettre en place et est particulièrement reproductible. En outre, elle permet d’être
plus sensible aux petites longueurs d’ondes que la PIV. En eﬀet, nous pouvons montrer à
partir de la conservation de la matière 1.11 que la vitesse verticale w est proportionnelle
à la dérivée temporelle de la densité. Si deux ondes, notées 0 et 1, se propagent dans un
ﬂuide stratiﬁé, les amplitudes des champs de gradient de densité et des champs de vitesse
1. Les disques du générateur d’ondes ont une excentricité de 5 mm.
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sont reliées par la relation suivante
∂xρ1
∂xρ0
=
k1
k0
w1
w0
et
∂zρ1
∂zρ0
=
k1
k0
￿
tan θ0
tan θ1
￿2 u1
u0
. (3.2)
Dans le cas de la PSI, nous attendons l’apparition d’ondes possédant des longueurs d’ondes
plus petites que la longueur d’onde générée et dont les angles θ, formés par la verticale et
les vecteurs d’ondes, sont plus petits également. Ainsi les rapports k1/k0 et tan θ0/ tan θ1
sont supérieurs à 1. La technique de Schlieren Synthétique est donc tout à fait indiquée.
3.1.2 Observations directes
Dans l’expérience présentée ici, une onde plane est générée à la pulsation ω0 = 0.74N
avec une amplitude a = 0.5 cm dans un fluide linéairement stratifié de pulsation de flot-
tabilité N = 0.91 rad·s−1. La figure 3.2(a) montre un instantané du champ de gradient
vertical de densité obtenu après 10 oscillations du générateur d’ondes. L’onde générée est
eﬀectivement une onde plane, composée de 3 longueurs d’ondes, se propageant depuis le
coin supérieur gauche vers le coin inférieur droit, tandis que la phase se propage perpendi-
culairement (du coin inférieur gauche au coin supérieur droit). Quarante oscillations plus
tard, une forte perturbation de l’onde plane peut être observée sur la figure 3.2(b). Nous
constatons ainsi l’apparition de structures plus petites que la longueur d’onde de l’onde pri-
maire, et réparties sur tout le faisceau, y compris dans des zones où il n’y avait initialement
aucun déplacement de fluide (par exemple le coin supérieur gauche de l’image).
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Figure 3.2 – Instantané du champ de gradient de densité à t = 10T0 (a) et t = 50T0 (b)
où T0 = 2π/ω0 est la période de l’onde primaire. L’onde se propage de la gauche vers la
droite et du haut vers le bas. Sur la figure de gauche, les directions des vitesses de groupe−→cg et de phase −→cφ sont indiquées. L’échelle de couleur est la même pour les deux images.
La pulsation de flottabilité est N = 0.91 rad·s−1, la pulsation de l’onde est ω0/N = 0.74
et le déplacement des plaques du générateur d’ondes est de 0.5 cm.
3.1.3 Analyses
Les champs de gradient de densité mesurés sont analysés à l’aide d’un traitement temps-
fréquence [28] calculé en chaque point du champ
Sr(ω, t) =
￿￿￿￿￿￿ +∞−∞ du ∂rρ˜(u, x, z) eiωu h(t− u)
￿￿￿￿2
￿
xz
, (3.3)
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où h représente une fenêtre de lissage de Hamming, homogène à une énergie, et r la
composante x ou z du gradient de densité. Dans ce traitement de type transformée de
Fourier à temps court, une grande (respectivement petite) fenêtre de lissage assure une
bonne résolution fréquentielle (respectivement temporelle) du diagramme temps-fréquence
obtenu. Afin d’optimiser le rapport signal sur bruit, les données sont moyennées sur toute
la fenêtre d’observation. Dans la suite, nous ne considérerons que l’analyse du gradient
vertical de la densité, mais les résultats sont les mêmes pour les gradients horizontaux.
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Figure 3.3 – (a) Spectre temps-fréquence Sz(ω, t) du champ de gradient de densité. (b)
Spectre fréquentiel Sz(ω, t = 50T0). La grandeur S0 est la moyenne temporelle de la com-
posante fréquentielle associée à l’onde mère S0 = ￿Sz(ω0, t)￿t.
La figure 3.3(a) montre le spectre temps-fréquence pour l’expérience présentée à la fi-
gure 3.2. Nous pouvons clairement observer que pour des temps courts (t < 12T0), seule
la pulsation ω0/N = 0.74 est présente. Cela correspond à l’onde produite par le géné-
rateur d’ondes, que nous appellerons par la suite onde-mère ou onde primaire. Après 10
oscillations, deux ondes-filles, de pulsations ω1/N = 0.50 et ω2/N = 0.24, apparaissent et
gagnent en amplitude. Afin de mieux voir ces trois pulsations, une coupe verticale pour
t/T0 = 50 du spectre temps-fréquence est présentée sur la figure 3.3(b). Nous pouvons alors
constater que ces trois pulsations satisfont à la relation ω1 + ω2 = ω0. Nous reviendrons
sur ce comportement dans les prochains paragraphes. Il est intéressant de remarquer que
les deux pulsations des ondes-filles semblent dériver lentement au cours du temps, tout
en respectant la condition de résonance. Par ailleurs, les amplitudes des deux ondes filles
semblent décroître après quelques instants.
Deux autres pulsations ω/N = 0 et ω/N = 0.98, ont une contribution non nulle
au signal. La première correspond d’une part à un courant moyen généré aux abords du
générateur et d’autre part au courant moyen généré par la réflexion de l’onde sur le fond de
la cuve. La seconde fréquence, ω/N = 0.98, peut être attribuée à l’interaction non linéaire
entre les ondes de fréquences ω2/N = 0.24 et ω0/N=0.74.
Afin d’extraire plus d’informations des diﬀérentes ondes impliquées dans cet écoule-
ment, nous pouvons filtrer le champ de gradient de densité autour de chacune des trois
pulsations ω0, ω1 et ω2. Cette opération de filtrage est eﬀectuée en utilisant une méthode
basée sur la transformée de Hilbert 2, développée par Mercier et al. [66]. Cette méthode
consiste tout d’abord au passage dans l’espace de Fourier par une transformée de Fourier
2. La transformée de Hilbert permet d’associer à un signal de type A cosφ, le signal complexe A exp(iφ).
Nous pouvons ainsi déterminer aisément l’amplitude et la phase associée à la pulsation désirée.
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en temps, puis un filtrage autour de la fréquence d’intérêt (positive ou négative) et enfin
un retour dans l’espace temporel par une transformée de Fourier inverse sur le signal filtré.
Le résultat de cette opération sur nos mesures est montré dans la figure 3.4. Les champs
de gradient de densité filtrés associés à chaque fréquence sont placés sur la première ligne.
En outre, pour les trois cas, un filtrage spatial est aussi eﬀectué pour ne garder qu’un qua-
drant de l’espace des vecteurs d’onde, comme l’indique la zone grisée en haut de chaque
colonne de la figure 3.4. Les vitesses de phase et de groupe étant orthogonales, la direction
de propagation est déduite de celle du vecteur d’onde par une rotation de 90◦, le sens de
rotation étant tel que la composante verticale de la vitesse de groupe et de la vitesse de
phase sont de signes opposés. Pour les deux premières colonnes, cela correspond à une
propagation de la gauche vers la droite et du haut vers le bas, tandis que pour la dernière
colonne, l’onde se propage de la droite vers la gauche et du bas vers le haut. L’opération de
filtrage permet de mettre clairement en évidence trois ondes distinctes, chacune associée
à un angle de propagation diﬀérent. Comme mentionné précédemment, la transformée de
Hilbert permet d’identifier la direction de propagation de chaque onde, montrant ainsi que
l’onde de pulsation ω2 se propage dans le sens contraire des deux autres ondes. Cela ex-
plique alors pourquoi nous observons des gradients de densité non nuls en dehors de l’onde
mère dans le coin supérieur gauche de la figure 3.2(b).
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Figure 3.4 – Première ligne : onde primaire (gauche) et les deux ondes secondaires (centre
et droite) obtenues par la transformée de Hilbert temporelle et spatiale, appliquée au
champ de gradient de densité à t/T0 = 50. Les zones grisées présentent le domaine (￿,m)
gardé lors du filtrage spatial pour chaque fréquence. La seconde ligne présente la phase
associée à chaque fréquence. La phase n’est représentée que lorsque l’amplitude de l’onde est
supérieure à 3% du maximum d’amplitude. Les paramètres expérimentaux sont N = 0.91
rad·s−1, ω0 = 0.74N et a = 0.5 cm.
Cette technique d’analyse permet ainsi l’extraction de la phase φi du signal pour une
fréquence donnée. Cette phase est de la forme
φi(t, x, z) = ωit± ￿ix±miz , (3.4)
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où (￿i,mi) sont les composantes horizontales et verticales du vecteur d’onde ￿ki. La deuxième
ligne de la figure 3.4 montre les phases pour chaque pulsation à t = 50 T0. Nous observons
des lignes parallèles à la direction de propagation pour chaque onde, correspondant à une
phase se propageant dans la direction perpendiculaire. À un instant t fixé et à une position
x (resp. z), la phase est linéaire avec la position z (resp. x). Les composantes ￿i and mi
de chaque vecteur d’onde peuvent alors être obtenues en dérivant φi(t, x, z) selon z (resp.
x). Une seconde méthode consiste à calculer un spectre 2D spatial des champs filtrés de la
première ligne de la figure 3.4. Pour l’expérience présentée à la figure 3.2, nous obtenons
(￿1 + ￿2)/￿0 = 0.89 ± 0.17 and (m1 +m2)/m0 = 0.99 ± 0.07. Les erreurs de mesures
sont obtenues en comparant les deux techniques de mesures. Il est intéressant de constater
que les trois vecteurs d’ondes satisfont une condition de résonance spatiale :
−→
k0 =
−→
k1 +
−→
k2
(en tenant compte des erreurs de mesures expérimentales). Nous pouvons remarquer que
l’erreur la plus grande est sur la mesure de la composante horizontale ￿ des vecteurs d’ondes
en raison du fait que la projection des phases sur une horizontale ne permet de visualiser
qu’une ou deux longueurs d’ondes, la direction de propagation des ondes filles étant plus
horizontale que verticale. Le rapport signal sur bruit de la mesure est par conséquent moins
bon.
Ces premières observations expérimentales permettent donc de constater que les deux
ondes filles générées par l’onde primaire sont le résultat d’une résonance triadique. Nous
allons dans les paragraphes suivants étudier analytiquement les conditions pour lesquelles
une telle triade peut se développer.
3.2 Théorie de l’Instabilité Paramétrique Sous-harmonique
Afin d’obtenir une prédiction de l’évolution temporelle de l’amplitude des ondes se-
condaires et de l’onde primaire, nous partons des équations de conservation de la masse
et de l’équation de Navier-Stokes pour un fluide stratifié sans diﬀusion. Nous supposons
ensuite que trois ondes de pulsations et de vecteurs d’ondes diﬀérents se propagent simul-
tanément dans le fluide stratifié. La superposition de ces trois ondes fait alors apparaître
des conditions de résonance qui permettront finalement d’obtenir un système d’équations
diﬀérentielles régissant l’évolution temporelle de l’amplitude de ces trois ondes.
3.2.1 Développement
La dynamique bi-dimensionnelle (dans les coordonnées x, z) d’un fluide dans l’approxi-
mation de Boussinesq est donnée par le système suivant
∂tb+ J(b,ψ) = −N2∂xψ , (3.5)
∂t∆ψ + J(∆ψ,ψ) = ∂xb+ ν∆
2ψ , (3.6)
où ψ est la fonction courant, b ≡ gρ/ρ¯ la flottabilité et J un jacobien défini de la manière
suivante : J(f1, f2) = ∂xf1∂zf2−∂zf1∂xf2. Le champ de vitesse peut s’exprimer en fonction
de la fonction courant −→v = (−∂zψ, 0, ∂xψ) où la convention de signe choisie est celle
fréquemment utilisée en océanographie.
Nous cherchons des solutions de la forme
b =
2￿
j=0
Rj(t)e
i(￿kj ·￿r−ωjt) + c.c. , (3.7)
ψ =
2￿
j=0
Ψj(t)e
i(￿kj ·￿r−ωjt) + c.c. . (3.8)
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En injectant ces solutions dans les équations (3.5) et (3.6), nous obtenons
2￿
j=0
[R˙j − iωjRj + iN2￿jΨj ]ei(￿kj ·￿r−ωjt) + c.c. = −J(b,ψ) , (3.9)
2￿
j=0
[−k2j (Ψ˙j − iωjΨj)− i￿jRj − νk4jΨj ]ei(￿kj ·￿r−ωjt) + c.c. = −J(∆ψ,ψ) , (3.10)
où R˙ représente la dérivée temporelle de R.
Le cas linéaire de l’équation (3.9) permet d’obtenir une relation liant Rj et Ψj appelée
la relation de polarisation
Rj =
N2￿j
ωj
Ψj pour j = 0, 1 ou 2 . (3.11)
De la même manière, le cas linéaire et non visqueux de l’équation (3.10) permet de retrouver
la relation de dispersion des ondes internes
ωj = sjN
|￿j |￿
￿2j +m
2
j
, (3.12)
où sj = ±1 définit le signe de l’onde j.
Par ailleurs ce système linéaire est forcé par le terme de droite des équations (3.9) et
(3.10). Après quelques manipulations, le jacobien peut se réécrire sous la forme
J(b,ψ) =
2￿
p=0
￿
q ￿=p
[(−￿pmq +mp￿q)RpΨq]ei[(￿kp+￿kq)·￿r−(ωp+ωq)t]
−[(−￿pmq +mp￿q)RpΨ∗q ]ei[(￿kp−￿kq)·￿r−(ωp−ωq)t] + c.c. , (3.13)
J(∆ψ,ψ) =
2￿
p=0
￿
q ￿=p
[(￿pmq −mp￿q)k2pΨpΨq]ei[(￿kp+￿kq)·￿r−(ωp+ωq)t]
−[(￿pmq −mp￿q)k2pΨpΨ∗q ]ei[(￿kp−￿kq)·￿r−(ωp−ωq)t] + c.c. . (3.14)
Nous remarquons alors que si nous multiplions l’équation (3.9) par ei(￿kr·￿r−ωrt), avec
r = 0, 1 ou 2, il apparaît un terme sans exponentielle complexe. Par contre, dans la
partie de droite, les termes sans exponentielles n’apparaissent que si les ondes vérifient les
conditions de résonance spatiale et de résonance temporelle
−→
k0 =
−→
k1 +
−→
k2 , (3.15)
ω0 = ω1 + ω2 . (3.16)
En utilisant ces conditions de résonance et la relation de polarisation, le jacobien peut
se réécrire sous la forme
J(b,ψ) = −(￿1m2 −m1￿2)N2
￿
￿1
ω1
− ￿2
ω2
￿
Ψ1Ψ2e
i(￿k0·￿r−ω0t)
+(￿0m2 −m0￿2)N2
￿
￿0
ω0
− ￿2
ω2
￿
Ψ0Ψ
∗
2e
i(￿k1·￿r−ω1t)
+(￿0m1 −m0￿1)N2
￿
￿0
ω0
− ￿1
ω1
￿
Ψ0Ψ
∗
1e
i(￿k2·￿r−ω2t)
+NRT , (3.17)
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où NRT sont les termes non résonants qui ne sont pas pertinents dans l’étude des résonances
d’ondes. De la même manière, nous pouvons réécrire le second jacobien de l’équation (3.14)
J(∆ψ,ψ) = (￿1m2 −m1￿2)(k21 − k22)Ψ1Ψ2ei(￿k0·￿r−ω0t)
−(￿0m2 −m0￿2)(k20 − k22)Ψ0Ψ∗2ei(￿k1·￿r−ω1t)
−(￿0m1 −m0￿1)(k20 − k21)Ψ0Ψ∗1ei(￿k2·￿r−ω2t)
+NRT . (3.18)
En injectant ce résultat dans l’équation (3.10), nous obtenons trois relations entre Ψr et
Rr pour chaque phase exp[i(￿kr · ￿r − ωrt)] dans laquelle r = 0, 1 ou 2
R0 =
i
￿0
￿
k20(Ψ˙0 − iω0Ψ0) + νk40Ψ0 − γ0α0Ψ1Ψ2
￿
, (3.19)
R1 =
i
￿1
￿
k21(Ψ˙1 − iω1Ψ1) + νk41Ψ1 − γ1α1Ψ0Ψ∗2
￿
, (3.20)
R2 =
i
￿2
￿
k22(Ψ˙2 − iω2Ψ2) + νk42Ψ2 − γ2α2Ψ0Ψ∗1
￿
, (3.21)
où γ0 = +1, γ1,2 = −1 et αr = (￿pmq −mp￿q)(k2p − k2q), avec p, q, r = 0, 1, 2 ou n’importe
quelle permutation circulaire.
3.2.2 Variation lente de l’amplitude
Les résultats expérimentaux laissent à penser que l’amplitude Ψ varie lentement par
rapport à la période de l’onde primaire. Nous pouvons donc considérer que |Ψ˙j |￿ |ωjΨj |,
ce qui conduit, par dérivation de l’équation (3.11), à
R˙j ≈ ωj
￿j
k2j Ψ˙j . (3.22)
Finalement l’utilisation de cette approximation et des équations (3.19), (3.20) et (3.21)
dans l’équation (3.9) permet d’obtenir les trois équations d’amplitude suivantes
i
￿0
￿
(N2￿20 − ω20k20)Ψ0 − 2iω0k20Ψ˙0 − iω0νk40Ψ0 + iω0s0α0(Ψ1Ψ2)
￿
= (￿1m2 −m1￿2)N2
￿
￿1
ω1
− ￿2
ω2
￿
Ψ1Ψ2 , (3.23)
i
￿r
￿
(N2￿2r − ω2rk2r)Ψr − 2iωrk2rΨ˙r − iωrνk4rΨr + iωrsrαr(Ψ0Ψ∗p)
￿
= −(￿0mp −m0￿p)N2
￿
￿0
ω0
− ￿p
ωp
￿
Ψ0Ψ
∗
p , (3.24)
avec r = 1, 2 et p = 2, 1.
Par ailleurs, chaque onde satisfait la relation de dispersion, N2￿2r = ω2rk2r . Nous obte-
nons alors après quelques réarrangements
Ψ˙0 =
￿1m2 −m1￿2
2ω0k20
￿
s0ω0(k21 − k22) + ￿0N2
￿
￿1
ω1
− ￿2
ω2
￿￿
Ψ1Ψ2 − ν
2
k20Ψ0 , (3.25)
qui peut être simplifié sous la forme
Ψ˙0 = I0Ψ1Ψ2 − ν
2
k20Ψ0 . (3.26)
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Les mêmes calculs pour les ondes 1 et 2 mènent à
Ψ˙1 = −I1Ψ0Ψ∗2 −
ν
2
k21Ψ1 , (3.27)
Ψ˙2 = −I2Ψ0Ψ∗1 −
ν
2
k22Ψ2 , (3.28)
où
Ir =
￿pmq −mp￿q
2ωrk2r
￿
ωr(k2p − k2q) + ￿rN2
￿
￿p
ωp
− ￿q
ωq
￿￿
. (3.29)
3.2.3 Solutions
Supposons que Ψ0 correspond à l’onde primaire, que son amplitude est constante au
cours du temps et que Ψ1 et Ψ2 sont négligeables 3 devant Ψ0. Nous pouvons alors combiner
les équations (3.27) et (3.28) pour obtenir une équation diﬀérentielle sur Ψ1
Ψ¨1 = I1I2Ψ
2
0Ψ1 −
ν2
4
k22k
2
1Ψ1 −
ν
2
(k21 + k
2
2)Ψ˙1 . (3.30)
Les solutions de l’équation (3.30) sont de la forme Ψ1,2(T ) = A1,2 eσ+T +B1,2eσ−T avec
le taux de croissance σ± de la forme
σ± = −ν
4
(k21 + k
2
2)±
￿
ν2
16
(k21 − k22)2 + I1I2|Ψ0|2. (3.31)
Un bruit de faible amplitude induit ainsi la croissance de deux ondes secondaires. Fina-
lement, une onde plane peut se déstabiliser par un mécanisme d’excitation paramétrique.
Le taux de croissance de l’instabilité est une fonction des vecteurs d’ondes et des pulsations
par l’intermédiaire de I1 et de I2, mais dépend également de l’amplitude de l’onde primaire
et de la viscosité ν.
3.2.4 Lieu de résonance et taux de croissance
Par la suite, nous considérons que seule l’onde primaire Ψ0, de pulsation donnée ω0, de
vecteur d’onde
−→
k0(￿0,m0) et de signe s0, est présente initialement dans le système, tandis
que Ψ1 et Ψ2 sont au niveau du bruit. Les deux ondes secondaires (s1, ω1,
−→
k1) et (s2, ω2,
−→
k2)
forment une interaction triadique avec l’onde primaire et doivent donc être déterminées en
utilisant les conditions de résonance (3.15) et (3.16). En utilisant la relation de dispersion
des ondes internes, les conditions de résonance peuvent se réécrire sous la forme d’une seule
équation
s0
|￿0|￿
￿20 +m
2
0
= s1
|￿1|￿
￿21 +m
2
1
+ s2
|￿0 + ￿1|￿
(￿0 + ￿1)2 + (m0 +m1)2
. (3.32)
Pour une onde primaire donnée (s0, ￿0,m0), les solutions de cette équation pour chaque
combinaison de signes (s0, s1, s2) sont une courbe dans le plan (￿1,m1), représentée sur la
figure 3.5. Sans perdre en généralité, nous pouvons choisir le signe de l’onde primaire
s0 = +1. Il est alors nécessaire de considérer quatre combinaisons de signes pour le couple
(s1, s2) : (−,−), (+,−), (−,+) et (+,+). Nous pouvons immédiatement remarquer qu’il
3. Cette hypothèse est valable au moins au début de l’expérience où les ondes secondaires sont unique-
ment présentes sous forme de bruit de fond.
47
3. Observation expérimentale de l’Instabilité Paramétrique
Sous-harmonique
ne pourra y avoir de solutions pour la combinaison (−,−) car cela conduit à un terme
strictement positif à gauche égal à la somme de deux termes négatifs à droite. Par ailleurs
les combinaisons (+,−) et (−,+) sont neutralement stables, i.e. la partie réelle du taux
de croissance σ est toujours nulle dans le cas non visqueux et négative sinon. Nous nous
concentrerons donc sur la combinaison (+,+) dans la suite de cette section.
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Figure 3.5 – Les courbes bleues représentent les positions (￿1,m1) satisfaisant l’équa-
tion (3.32) pour les trois combinaisons de signes, avec un vecteur d’onde
−→
k0 = (￿0,m0)
donné. La courbe en trait continu représente le cas où le taux de croissance peut être
positif, tandis que les courbes en traitillé représentent les cas où la partie réelle du taux
de croissance est toujours négative dans le cas visqueux et nulle sinon. Deux exemples de
triade résonante (
−→
k0,
−→
k1,
−→
k2) sont placés sur la figure.
La figure 3.5 représente les solutions de l’équation (3.32) dans le plan (￿1,m1). Chaque
point de la courbe en trait plein représente une position de l’extrémité du vecteur
−→
k1 qui
vérifie l’équation (3.32) avec s0 = s1 = s2 = +1. Nous obtenons alors
−→
k2 directement
par construction. Il suﬃt en eﬀet de fermer le triangle. Pour une valeur donnée de m1,
nous pouvons distinguer trois parties distinctes de la courbe (+,+) suivant que ￿1/￿0 > 1,
￿1/￿0 < 0 ou 0 < ￿1/￿0 < 1. La distinction de ces trois domaines sera utile pour la suite
afin de localiser plus simplement la position du maximum de taux de croissance.
Les taux de croissance théoriques σ sont tracés en fonction de k1/k0 et de ω1/ω0 pour la
combinaison (+,+) sur la figure 3.6. Les diﬀérents types de lignes permettent de distinguer
les trois régions définies précédemment. Par ailleurs deux courbes sont tracées par région,
correspondant aux diﬀérents signes de m1 (partie supérieure et inférieure de la figure 3.5).
Il est à noter que dans les deux figures, la courbe en trait plein (￿1/￿0 > 1) et la courbe
en traitillé (￿1/￿0 < 0) atteignent le même maximum. De plus, nous pouvons remarquer
sur la figure 3.6(b) que les maxima sont obtenus pour ω1 = 0.37 ω0 (courbe en traitillé)
et pour ω1 = 0.63 ω0 (courbe en trait plein), deux pulsations dont la somme est égale à 1.
Plus généralement, la figure 3.6(b) montre que les courbes en trait plein et en traitillé sont
symétriques par rapport à ω/ω0 = 0.5.
Ceci montre que si
−→
k1 est sélectionné sur la courbe en trait plein,
−→
k2 sera sélectionné
sur la courbe en traitillé et inversement. En raison de cette symétrie, nous décidons pour
la suite de définir le vecteur
−→
k1 comme étant le vecteur sélectionné sur la courbe en trait
plein et ainsi le vecteur
−→
k2 est obtenu sur la courbe en traitillé. Par contre, nous pouvons
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Figure 3.6 – Taux de croissance σ calculé à partir de l’équation (3.31), comme une fonction
de la norme k1 pour la figure (a) et comme une fonction de la pulsation ω1 pour la figure (b).
Les trois parties de la courbe (+,+) ont été superposées. Le vecteur d’onde
−→
k0 est choisi
arbitrairement tout comme son amplitude Ψ0/ν = 100. On rappelle que k0 et ω0 sont
respectivement la norme du vecteur d’onde de l’onde primaire et sa pulsation.
remarquer que la courbe constituée de traits et de points possèdent deux maxima. Les
deux ondes filles sont dans ce cas sélectionnées dans la même zone (0 < ￿1/￿0 < 1).
Pour toutes ces courbes, les taux de croissance deviennent négatifs lorsque k1 →∞ en
raison de la viscosité qui dissipe les petites longueurs d’ondes. Il est à noter que le taux de
croissance est positif pour un grand nombre de vecteurs d’ondes et que la courbe est plate
au niveau du maximum, ce qui tend à montrer que cette instabilité n’est pas très sélective
dans ce régime de paramètres. Les valeurs de k1 correspondant aux grandes valeurs de
taux de croissance sont de l’ordre du nombre d’onde k0 de l’onde mère, indiquant que la
viscosité joue un rôle significatif dans la sélection de la triade résonante, en empêchant les
grands nombres d’ondes d’apparaître. Pour la pulsation considérée, le taux de croissance
maximal est obtenu pour k1 = 2.5 k0 et k2 = 1.62 k0.
3.3 Comparaison à l’expérience
3.3.1 Vecteurs d’ondes
Au cours du paragraphe 3.1, nous avons observé que les valeurs expérimentales de
pulsations et de vecteurs d’ondes satisfont aux conditions de résonance spatiale (3.15) et
temporelle (3.16). Le développement théorique eﬀectué au paragraphe 3.2 nous donne la
dépendance du taux de croissance avec le vecteur d’onde d’une des deux ondes secondaires
(la seconde est alors définie par les conditions de résonance). Nous pouvons désormais
vérifier si les vecteurs d’ondes que nous observons correspondent au maximum de taux de
croissance prédit par la théorie. Pour des raisons pédagogiques, la valeur de Ψ0 utilisée
pour calculer les taux de croissance de la figure 3.2 avait été choisie arbitrairement, afin
de mettre en avant le cas où les deux ondes filles possédaient des vecteurs d’ondes plus
grands que l’onde primaire. Nous observions alors un transfert d’énergie des grandes vers
les petites échelles. Le vecteur
−→
k0 était également choisi de manière arbitraire.
Dans ce paragraphe, nous utiliserons les valeurs expérimentales de
−→
k0 et de Ψ0. Cette
dernière grandeur est mesurée en utilisant la norme de la transformée de Hilbert du champ
de gradient de densité de l’onde primaire, calculée dans la même zone utilisée pour la
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mesure du taux de croissance. La figure 3.7(a) montre les lieux de résonance (courbe
bleue) calculés de la même manière que pour la courbe bleue de la figure 3.5 en utilisant
cette fois-ci la valeur expérimentale de
−→
k0 et de ω0/N . Les trois flèches correspondent aux
mesures expérimentales des trois vecteurs d’ondes. Comme nous l’avons mentionné dans
le paragraphe 3.1, nous pouvons observer que la condition de résonance spatiale est bien
vérifiée. La figure 3.7(b) représente l’évolution du taux de croissance avec k1. En comparant
les figures 3.6(a) et 3.7(b), il est intéressant de constater que la diminution de l’amplitude
de la fonction courant de l’onde primaire d’un facteur 3 favorise les vecteurs d’ondes filles
pour lesquelles 0 < ￿1/￿0 < 1 par rapport au cas ￿1/￿0 > 1.
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Figure 3.7 – (a) La courbe en trait plein représente la position de l’extrémité des vec-
teurs
−→
k1 solutions de l’équation (3.32) dans le cas où le vecteur d’onde de l’onde primaire−→
k0 correspond à l’expérience détaillée précédemment, i.e. ￿0 = 75 ± 2 m−1, m0 = 70 ±2
m−1 et ω0/N = 0.74. Les trois vecteurs d’ondes représentent les mesures expérimentales
des trois vecteurs d’onde
−→
k0 (noir),
−→
k1 (rouge) et
−→
k2 (vert). Les encadrés noirs marquent les
régions correspondant aux vecteurs d’ondes possédant un taux de croissance compris entre
90% et 100% du maximum. (b) Taux de croissance σ, calculé à partir de l’équation (3.31),
en fonction du nombre d’onde, dans le cas de l’expérience présentée précédemment (
−→
k0,
ω0 = 0.74 et Ψ0/ν = 33). Les deux lignes horizontales marquent le maximum du taux de
croissance et 90% du maximum. Les mesures expérimentales du taux de croissance sont
placées en fonction des vecteurs d’ondes mesurés k1 (carré rouge) et k2 (cercle vert). L’er-
reur expérimentale sur la mesure du taux de croissance étant très grande (de l’ordre de
25%), nous ne représentons pas les barres d’erreurs pour ces deux points pour la clarté de
la figure.
En accord avec la théorie, les ondes secondaires générées par l’instabilité doivent être
celles possédant le plus grand taux de croissance. Toutefois une instabilité se développe à
partir du faible bruit présent au début de l’expérience et en raison des conditions expéri-
mentales (génération de l’onde, stratification) toutes les fréquences spatiales et temporelles
ne sont pas présentes avec la même intensité. De plus comme nous pouvons l’observer sur
la figure 3.7(b), la courbe du taux de croissance, dans le cas où 0 < ￿1/￿0 < 1, est très
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piquée et présente ainsi une très forte sensibilité au nombre d’onde. Pour ces raisons, nous
pouvons introduire un critère de sélection moins contraignant que seulement le maximum
de taux de croissance : nous supposons que les nombres d’ondes possédant un taux de
croissance compris entre 90% et 100% du maximum peuvent être observés.
Ce critère de sélection est illustré sur la figure 3.7(b) par des lignes plus épaisses et
les positions de ces solutions sont représentées sur la figure 3.7(a) par un encadré noir.
il est intéressant de noter que pour ces valeurs d’amplitude, de vecteurs d’ondes et de
fréquences de l’onde mère, ce critère de sélection permet de sélectionner des vecteurs dans
diﬀérentes zones de la courbe de résonance. En prenant en compte les erreurs de mesures
sur les vecteurs d’ondes, nous observons que les vecteurs d’ondes expérimentaux sont situés
dans cette zone de prédiction et en particulier sur la branche extérieure de la courbe de
résonance. Le taux de croissance de cette zone est plus faible que pour la zone intérieure,
mais la courbe du taux de croissance présente ici un plateau, ce qui n’est pas le cas pour
la zone intérieure.
3.3.2 Taux de croissance
Nous allons désormais comparer les valeurs expérimentales et théoriques du taux de
croissance. La détermination expérimentale du taux de croissance σ est obtenue en cal-
culant un spectre temps-fréquence d’une zone comprise dans le faisceau de l’onde mère,
comme nous l’avons définie dans la figure 3.1 (zone grisée). Ensuite l’évolution temporelle
de chaque composante fréquentielle est tracée. La figure 3.8 montre le logarithme de l’am-
plitude du spectre temps-fréquence pour chaque pulsation en fonction du temps. Le taux
de croissance correspond alors à la pente de la partie de croissance de l’amplitude. Il est à
noter que l’amplitude de l’onde mère n’est pas constante sur tout le faisceau en raison de
l’atténuation visqueuse. Pour cette raison, la position de la fenêtre de mesure du taux de
croissance va influencer la mesure de σ. Nous avons alors estimé l’impact de cet eﬀet en
déplaçant la fenêtre de mesure et en relevant les diﬀérentes valeurs des taux de croissance.
Par ailleurs la largeur de la fenêtre de lissage a également un fort impact sur la précision
temporelle et donc sur la détermination du taux de croissance.
Pour déterminer la valeur théorique du maximum du taux de croissance, il est indis-
pensable de connaître l’amplitude de la fonction courant Ψ0 de l’onde primaire. Cette
amplitude ne peut être obtenue directement depuis l’amplitude des oscillations des cames
du générateur en raison de l’existence d’un facteur de conversion entre le profil imposé et
l’amplitude de l’onde générée, décrit par [67]. Ce facteur n’est pas très bien déterminé et
dépend fortement de la fréquence. En eﬀet, les plaques du générateur ont un mouvement
vertical alors que les ondes formées se propagent avec un angle dépendant de la fréquence.
Pour cette raison, Ψ0 doit être mesurée expérimentalement, introduisant alors une erreur
expérimentale dans les prédictions. Nos mesures conduisent à une valeur théorique du
taux de croissance de σ = 0.153 ± 0.005 s−1, tandis que la mesure expérimentale donne
σ = 0.13±0.04 s−1. Les prédictions sont donc à l’intérieur des barres d’erreurs des mesures
expérimentales.
3.4 Eﬀet de la fréquence et de l’amplitude de l’onde
primaire
Jusqu’à présent les résultats expérimentaux présentés correspondent à une amplitude,
une fréquence et un vecteur d’onde de l’onde primaire donnés. Il semble alors approprié
d’étudier l’eﬀet de ces diﬀérents paramètres sur la sélection des ondes secondaires.
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Figure 3.8 – Amplitude du spectre temps-fréquence Sz(ω, t), normalisée par S0, de l’onde
primaire ω0 et des ondes secondaires ω1 et ω2 . Les lignes en traitillé sont des modélisations
linéaires dont la pente fournit le taux de croissance σ. La quantité S0 est la moyenne
temporelle de la plus importante composante fréquentielle S0 = ￿Sz(ω0, t)￿t.
Tout d’abord, nous pouvons constater numériquement que la norme du vecteur d’onde
de l’onde mère k0 n’a aucun eﬀet sur la sélection des ondes secondaires. La variation de
ce paramètre laisse inchangée la forme des courbes de taux de croissance en fonction de
k1/k0 ou de ω1/ω0 (Fig. 3.6). Le seul eﬀet d’une augmentation de k0 est une augmentation
globale des taux de croissance. Pour cette raison, il n’a pas été nécessaire d’eﬀectuer une
étude expérimentale systématique de la dépendance du taux de croissance avec k0.
Nous allons désormais nous concentrer sur l’eﬀet de la pulsation de l’onde mère ω0 sur la
sélection des ondes filles. La figure 3.9 montre l’évolution des normes des vecteurs d’ondes
des ondes secondaires k1 et k2 normalisées par k0 en fonction de ω0/N . Les courbes en
trait plein correspondent aux vecteurs d’ondes situés sur la partie extérieure de l’espace des
solutions (￿1 > ￿0). L’autre paire de courbes (pointillé) correspond aux vecteurs d’ondes
situés sur la zone centrale (0 < ￿1 < ￿0). Ces courbes sont obtenues pour une valeur de
Ψ0 correspondant à l’expérience présentée précédemment (paragraphe 3.1). Nous pouvons
observer que lorsque les vecteurs d’ondes sont sélectionnés sur la partie centrale de l’espace
des solutions, un seul des deux vecteurs d’ondes possède une norme supérieure à k0. Le
nombre d’onde associé à la seconde onde de gravité est, quant à lui, inférieur, ce qui signifie
donc un transfert à la fois vers les grandes et les petites échelles. Par contre, lorsque les
vecteurs d’ondes sont sélectionnés sur la partie extérieure, il existe une plage de fréquences
(pour ω0/N > 0.67) sur laquelle les deux vecteurs d’ondes secondaires ont des normes
supérieures à k0. En eﬀet la courbe continue noire croise l’ordonnée 1 pour ω0/N = 0.67.
Pour des pulsations supérieures la sélection des ondes-filles sur la zone extérieure permet
un transfert vers les petites échelles uniquement.
Parmi ces deux jeux de vecteurs d’ondes, celui dont le taux de taux de croissance est le
plus grand est représenté par une ligne épaisse. Nous pouvons alors observer une fréquence
critique (ω0/N = 0.77) pour laquelle l’instabilité passe brutalement d’un régime à l’autre.
Comme nous l’avons précisé, tous ces calculs ont été eﬀectués pour une amplitude de la
fonction courant Ψ0 fixée. Lorsque cette amplitude varie, nous observons alors une variation
de la pulsation critique. La figure 3.10 montre l’évolution de cette pulsation critique en
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Figure 3.9 – Évolution de k1/k0 et k2/k0 avec la pulsation ω0 pour une amplitude donnée.
La ligne continue correspond au cas où les ondes secondaires sont sélectionnées sur la partie
extérieure (voir illustration dans le coin supérieur droit). La ligne en pointillé correspond
au cas où les ondes secondaires sont sélectionnées dans la partie centrale (illustration dans
le coin inférieur droit). Le taux de croissance est maximal lorsque la courbe est en trait
épais.
fonction de l’amplitude normalisée par la viscosité (ligne en trait plein). Au dessus de cette
courbe, les vecteurs d’ondes des ondes secondaires sont sélectionnés sur la partie extérieure
de l’espace des solutions, tandis que pour la partie inférieure de la figure, les vecteurs
d’ondes sont sélectionnés sur la partie centrale.
Sur cette même figure, nous superposons les points expérimentaux obtenus pour dif-
férentes valeurs de ω0 et de Ψ0, montrant dans quels cas l’instabilité paramétrique sous-
harmonique a été observée. Pour produire cette série de points, nous avons utilisé trois
valeurs d’amplitudes diﬀérentes (excentricité des cames de 0.1, 0.5 et 0.75 cm). Ces trois
séries correspondent aux trois séries de symboles noirs quasiment alignés selon une verti-
cale. Il est à noter que l’amplitude de l’onde mère est calculée à partir des mesures des
champs de gradient de densité, ce qui explique pourquoi ces séries de points ne sont pas
parfaitement verticales, pour une même excentricité.
Nous pouvons remarquer que l’instabilité est observée pour de grandes amplitudes,
principalement au dessus de la courbe de transition. L’étude plus approfondie des deux
points pour lesquels nous observons l’instabilité pour de plus faibles pulsations a permis de
montrer que ces deux expériences correspondent à des cas où l’instabilité est sélectionnée
sur les branches extérieures de l’espace des solutions. Ce comportement peut être expliqué
par l’incertitude sur la sélection fréquentielle que nous avons évoquée au paragraphe 3.3.1.
Nous en déduisons que la PSI ne peut se développer dans notre configuration expé-
rimentale que lorsque les deux longueurs d’ondes filles sont inférieures à celle de l’onde
mère. Aucune cascade d’énergie vers les grandes échelles n’est alors permise. La raison de
ce comportement pourrait être le nombre trop faible de longueurs d’ondes constituant le
faisceau généré par le générateur d’ondes.
Pour les amplitudes plus faibles, aucune déstabilisation n’a été observée pendant l’en-
registrement, même pour les expériences situées au dessus de la ligne continue de la fi-
gure 3.10. L’équation (3.31) montre que les solutions instables ne sont possibles que lorsque
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Figure 3.10 – Diagramme de phase montrant la dépendance de la PSI avec la fréquence
d’excitation et l’amplitude de l’onde mère. La ligne continue représente pour chaque am-
plitude la transition entre le cas où les ondes secondaires sont sélectionnées sur la partie
extérieure de l’espace des solutions et le cas où les ondes secondaires sont sélectionnées sur
la partie centrale. La ligne en pointillé représente la pulsation seuil en dessous de laquelle
le transfert d’énergie vers les grandes échelles est possible. Les symboles correspondent
aux points expérimentaux, avec les erreurs de mesures : (◦) PSI observée, (+) pas de PSI
apparente.
l’amplitude de l’onde mère est supérieure à un seuil visqueux donné par ν/2
￿
k21k22/(I1I2).
Cependant l’amplitude de l’onde mère reste un à deux ordres de grandeurs supérieure à la
valeur de ce seuil. Le seuil visqueux ne peut donc expliquer ici la stabilité du faisceau.
Ce comportement peut à nouveau être mis en relation avec la valeur attendue des
longueurs d’ondes des ondes filles. En eﬀet, comme nous l’avons vu précédemment sur
la figure 3.9 la courbe continue noire la plus basse croise l’ordonnée 1 à une pulsation
donnée. Cela implique que pour des pulsations inférieures, bien que les ondes secondaires
soient sélectionnées sur la zone extérieure de l’espace des solutions, un transfert des petites
vers les grandes échelles est possible. Nous avons calculé théoriquement cette pulsation
seuil comme une fonction de l’amplitude de l’onde mère. Cette dépendance est présentée
sur la figure 3.10 par la ligne en pointillé. La série d’expériences à faible amplitude, pour
laquelle aucune déstabilisation n’a été observée, se situe à gauche de cette ligne, ce qui
signifie qu’une des deux ondes secondaires prédites possède une longueur d’onde plus grande
que celle de l’onde primaire. Tout comme pour les faibles fréquences, cela peut expliquer
pourquoi nous n’observons pas de déstabilisation.
Finalement, la seule région de ce diagramme de phase où l’énergie n’est transmise que
vers les petites échelles, correspond au coin supérieur droit du domaine (au dessus de la
ligne continue et de la ligne en pointillé). Cette zone correspond à la seule zone où nous
observons la PSI.
54
3.4. Eﬀet de la fréquence et de l’amplitude de l’onde primaire
Conclusion
En utilisant la technique de Schlieren Synthétique pour un fluide linéairement stratifié,
nous avons observé la formation, à partir d’une onde primaire, de deux ondes secondaires
de fréquences et de longueurs d’ondes plus petites. Le mécanisme en jeu est une inter-
action non-linéaire à 3 ondes, vérifiant une condition de résonance temporelle pour les
trois pulsations ω0 = ω1 + ω2 et une condition de résonance spatiale pour les trois vec-
teurs d’ondes
−→
k0 =
−→
k1 +
−→
k2. Cette interaction résonante peut être étudiée analytiquement,
permettant ainsi d’obtenir des prédictions théoriques qui peuvent être comparées à nos
mesures (spectre temps-fréquence, transformée de Hilbert). Un bon accord a été observé
pour les vecteurs d’ondes tout comme pour les taux de croissance.
La présence de PSI pour les ondes internes océaniques a été récemment confirmée par de
nombreuses simulations numériques aux conditions réalistes (par exemple [32], [40], [60]).
Ces simulations ont été suivies par de très intéressantes mesures océaniques pointant la
présence de PSI dans les océans. Nous pouvons en particulier citer les mesures eﬀectuées
près de Hawaï [1] , [12] ou [81].
Cependant, dans l’océan, les échelles spatiales sont beaucoup plus grandes, réduisant
ainsi l’eﬀet de la viscosité par rapport à nos expériences. Afin d’illustrer ce point, consi-
dérons une onde océanique typique mesurée à partir d’observations in situ d’isothermes
(voir la figure 1 de [10] ou encore la figure 6.13 de [88]). Ces oscillations possèdent une
amplitude d’environ 20 m avec une période d’une demi-journée. Les ondes internes océa-
niques possèdent des longueurs d’ondes variant entre 100 m et 10 km [31, 55, 87]. Nous
prendrons comme valeur typique 1 km. Comparées à nos expériences, les ondes internes
océaniques possèdent une amplitude de la fonction courant Ψ0/ν plus grande d’environ 4
ordres de grandeurs. Nous utilisons alors ces valeurs pour calculer les taux de croissance
en fonction de k1/k0 et de ω1/ω0 (figure 3.11). Comme nous pouvons l’observer sur la
figure 3.11(a), le mode le plus instable correspond à la situation où les normes des vecteurs
d’ondes de deux ondes secondaires sont beaucoup plus grandes (10 à 20 fois plus grandes
pour cet exemple) que la norme du vecteur d’onde de l’onde mère. Nous pouvons ainsi
dire que
−→
k1 ￿ −→k2, ce qui implique que ω1 ￿ ω2 ￿ ω0/2, comme nous pouvons l’observer
sur la figure 3.11(b). Cela explique pourquoi cette interaction résonante a pris l’appella-
tion d’"Instabilité Paramétrique Sous-Harmonique", en raison de la ressemblance avec les
instabilités paramétriques qui apparaissent en particulier sur des pendules pesants dont
l’extrémité est fixée à un système oscillant.
Dans notre cuve expérimentale, aux dimensions ridiculement petites devant celles de
l’océan, nous observons que la viscosité joue un rôle plus important sur la sélection des
modes instables. En eﬀet, en raison de la viscosité, k1 et k2 sont du même ordre de
grandeur que k0. Par ailleurs, un deuxième eﬀet de la viscosité est de permettre deux
comportements diﬀérents pour cette instabilité. Tout d’abord, l’instabilité peut générer
deux ondes secondaires, dont les longueurs d’ondes sont plus petites que celle de l’onde
primaire. Nous observons ainsi un transfert d’énergie vers les petites échelles, comme ce
que nous observons au sein des océans. Mais, lorsque Ψ0/ν est assez faible, l’instabilité
génère deux ondes secondaires dont l’une d’entre elles possède une longueur d’onde plus
grande que l’onde mère. Dans ce cas, le transfert d’énergie s’eﬀectue à la fois vers les
grandes et les petites échelles. Cependant, nous n’avons jamais observé expérimentalement
ce comportement, bien qu’il soit prédit par l’étude analytique. Il est possible que la largeur
finie du faisceau limite le développement des ondes dont la longueur d’onde est plus grande
que la longueur d’onde de l’onde mère. Il serait alors intéressant d’eﬀectuer des simulations
numériques afin de vérifier ce comportement.
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Figure 3.11 – Taux de croissance σ en fonction de la norme du vecteur d’onde k1 (a) et
en fonction de la pulsation ω1 (b) pour des paramètres océaniques.
Un autre point à explorer est la localisation de la naissance de deux ondes filles. Dans
toutes les expériences que nous avons eﬀectuées, l’instabilité apparaît dans une région
proche du générateur. Cela est compréhensible, puisque l’onde a une amplitude plus grande
près du générateur et est donc plus instable. Ensuite l’instabilité se développe sur toute la
zone d’observation.
En plus de l’importance du mécanisme de dissipation d’ondes, un eﬀet sur le fluide
stratifié peut être attendu. En eﬀet, l’onde primaire pourrait donner lieu à travers cette
instabilité à deux ondes secondaires dont l’amplitude et la fréquence sont au-dessus du seuil
de retournement. La stratification pourra ainsi évoluer par ces événements de mélange, et
influencer la propagation des ondes en favorisant, si cette rétroaction s’avère positive,
d’autres retournements et donc plus de mélange.
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Chapitre4
À la recherche de la zone centrale
−→
k0
Une première question se pose au vu de
nos expériences sur l’instabilité paramétrique sous-
harmonique : pourquoi n’observe-t-on pas de dé-
stabilisation du faisceau lorsque la prédiction sélec-
tionne des vecteurs d’ondes sur la zone interne de
l’espace des solutions ? Au cours d’une présentation
à une école d’hiver des travaux détaillés dans le cha-
pitre 3, Philip Marcus, professeur au département
d’ingénierie mécanique à l’Université de Californie
(Berkeley), pointa une possible sélection supplémen-
taire non prise en compte par la résolution du sys-
tème et qui rendrait impossible ce régime de l’insta-
bilité.
Ces règles de sélection ayant été l’objet d’une
publication [47], nous nous proposons ici d’eﬀectuer
une relecture de cet article dans l’espoir de trouver
la réponse à ce blocage expérimental.
Nous détaillerons donc dans un premier temps les
notations du problème puis nous verrons comment interpréter ces règles de sélection très
mathématiques. Par ailleurs ces règles sont déterminées pour l’étude de collision d’ondes,
nous verrons donc comment transcrire ces règles à l’étude de la PSI. Enﬁn, nous étudierons
quelle réponse apportent ces règles à nos observations expérimentales.
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4. À la recherche de la zone centrale
4.1 Mise en place du problème
Nous étudions ici la collision de deux ondes internes, de pulsations ω0 et ω1 et de
vecteurs d’ondes
−→
k0 et
−→
k1, et de la possible génération d’une troisième onde (ω2,
−→
k2). Ces
trois ondes vérifient les conditions de résonance temporelle et spatiale
ω0 + ω1 = ω2 , (4.1)−→
k0 +
−→
k1 =
−→
k2 , (4.2)
et chaque onde vérifie la relation de dispersion des ondes internes.
Tout comme Jiang et al. [47], nous supposerons pour toute la suite de l’étude que
ω0 > |ω1|. Il ne reste que deux cas à étudier : ω1 positive ou négative.
Définition des quadrants
Les deux ondes incidentes se rencontrent à l’origine du repère. Le plan (x0z) est divisé en
quatre quadrants définis sur la figure 4.1. Ces quadrants permettent d’associer une notation
simple à une direction et un sens du vecteur d’onde de l’onde incidente (figure 4.1(a) et
4.1(b)) ou émise (figure 4.1(c)). Nous noterons les quadrants des ondes émises à l’aide de
chiﬀres romains afin de bien diﬀérencier les notations pour les ondes émises et les ondes
incidentes.
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−→cφ
−→cg
−→cφ
−→cg
−→cφ
−→cg
−→cφ
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3 4
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k
12
3 4
U#V
−→cg
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−→cφ
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Figure 4.1 – (a) Définition des quadrants pour des ondes incidentes de fréquence positive.
Dans ce cas la vitesse de phase et le vecteur d’onde sont de même sens. (b) Définition des
quadrants pour des ondes incidentes de fréquence négative. Dans ce cas, la vitesse de phase
et le vecteur d’onde sont de sens opposés. (c) Définition des quadrants pour une onde émise
de fréquence positive.
Il est à noter que selon le signe de la fréquence de l’onde incidente, cette dernière n’aura
pas le même vecteur d’onde. Dans toute la suite, nous supposerons que l’onde 0 est issue
du quadrant (1) et est de fréquence positive (cas de la figure 4.1(a)).
4.2 Règle de sélection : une histoire de géométrie
La collision de deux ondes internes de gravité ne mène pas nécessairement à la formation
d’une troisième onde interne. En eﬀet, le fait de satisfaire aux conditions de résonance
temporelle et spatiale ne garantit pas que la pulsation et le vecteur d’onde vérifient la
relation de dispersion des ondes internes. Afin de déterminer dans quel cas cette troisième
onde peut être générée, Jiang et al. [47] étudient attentivement les équations dérivant des
conditions de résonance et, par des analyses de signe, parviennent à déterminer les cas
permettant la génération d’une onde interne.
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Nous proposons ici une approche totalement géométrique de cette analyse, permettant
d’aboutir aux mêmes résultats. Pour cela nous allons distinguer le cas où ω1 est positive
du cas où ω1 est négative.
4.2.1 Cas ω0 > ω1 > 0
Comme nous l’avons vu précédemment, nous supposons que l’onde 0 appartient au
premier quadrant et que ω0 est positive. La première étape de la résolution graphique
est de tracer, dans un repère orthonormé (R0), le vecteur −→k0. La pointe de ce vecteur
déﬁnit alors l’origine d’un second repère (R1) associé au vecteur −→k1 (lignes pointillées de
la ﬁgure 4.2(a)). En raison de la condition de résonance spatiale, l’extrémité du vecteur
−→
k1
construit dans (R1) correspond à l’extrémité du vecteur −→k2 dans (R0) (ﬁgure 4.2(a)).
(R0)
(R1)−→
k0
−→
k1 −→
k2
UV U#V
−→
k0
1 2
34
U+V
1 2
34
BBB
BBB Bp
−→
k0
Figure 4.2 – Les trois étapes de construction des graphiques.
Grâce aux inégalités entre les pulsations des deux ondes incidentes, nous pouvons déﬁnir
un domaine "d’existence" pour
−→
k1. En eﬀet 0 < ω1 < ω0, ainsi
−→
k1 ne pourra être situé que
dans un domaine compris entre les droites formant un angle
θ0 =
∣∣∣arcsin(ω0
N
)∣∣∣ (4.3)
avec la verticale du repère R1 (droites rouges). Nous avons ainsi les relations d’équivalences
suivantes
|ωi| < |ω0| ⇔ θi < θ0 , (4.4)
|ωi| > |ω0| ⇔ θi > θ0 . (4.5)
avec i = 1, 2.
Puisque ω1 < ω0, le vecteur
−→
k1 doit donc être plus vertical que
−→
k0, et se situe ainsi dans
le domaine orange de la ﬁgure 4.2(b). Les numéros dans chaque partie du domaine orange
désignent le quadrant d’origine de l’onde de vecteur d’onde
−→
k1.
Enﬁn comme ω1 est positive, nous obtenons la dernière relation ω0 < ω2. Nous pou-
vons alors en déduire un domaine "d’existence" pour
−→
k2. Cette fois ci, puisque ω0 < ω2,
θ2 ∈ [θ0 , π/2], nous obtenons alors le domaine bleu délimité par les droites bleues (ﬁ-
gure 4.2(c)). Les chiﬀres romains désignent le quadrant dans lequel l’onde 2, émise du
centre du repère R0, se propage.
L’onde 2 peut donc se former si les deux conditions précédentes sont vériﬁées, ce qui
graphiquement correspond à la superposition des domaines orange et bleu (zone hachurée
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de la figure 4.2(c)). Finalement une onde pourra être générée à la condition nécessaire que
la pointe du vecteur
−→
k0 +
−→
k1 appartienne au domaine hachuré 1.
Lecture du graphique
Pour déterminer les règles de sélection, il suﬃt alors de regarder les diﬀérents quadrants
pour l’onde 1 et de chercher si dans ce quadrant il existe une zone hachurée :
– Prenons le cas où l’onde 1 provient du quadrant (1) (tout comme l’onde 0). Sur le
graphique ce cas correspond à la zone orange en haut à gauche (entre la droite rouge
et la ligne verticale en pointillé). Dans ce domaine il n’y pas de recouvrement avec
le domaine bleu, il n’y a donc pas d’interaction triadique résonante possible.
– Nous obtenons le même résultat si l’onde 1 provient du domaine (2), car les droites
bleue et rouge sont parallèles.
– Etudions le cas où l’onde 1 est issue du domaine (3), ce qui correspond au domaine
orange situé le plus en bas à droite (domaine entre la droite rouge et la verticale en
pointillé). Nous observons dans ce cas une zone hachurée qui s’étend sur le domaine
(iii) et (ii) de l’onde émise. Ainsi dans le cas où 1 ∈ (3) il peut y avoir une interaction
triadique et l’onde 2 appartient soit au quadrant (ii) soit au quadrant (iii).
– En raisonnant de la même manière, si 1 ∈ (4) alors 2 ∈ (ii) ou (iii).
Nous pouvons résumer ces observations sous la forme du tableau suivant
−→
k0
−→
k1
−→
k2
1 1 ∅
1 2 ∅
1 3 ii ou iii
1 4 ii ou iii
4.2.2 Cas ω1 < 0
Dans le cas où la pulsation est négative, le raisonnement est exactement le même. Il
est cependant nécessaire de porter attention au domaine à partir duquel l’onde 1 est émise
et à quel vecteur d’onde cela correspond, comme nous l’avons vu sur la figure 4.1(b). Nous
allons alors distinguer le cas où ω1 est supérieure à −ω0/2, du cas où ω1 est inférieure à
−ω0/2.
Cas −ω0/2 ￿ ω1 < 0
Le domaine orange (|ω1| ￿ ω0/2) est alors délimité par des droites formant un angle
θmax = arcsin
￿
sin θ0
2
￿
(4.6)
avec la verticale. Par ailleurs, nous avons dans ce cas : ω2 ∈ [ω0/2 , ω0]. Ainsi le domaine
bleu est délimité par les droites bleues formant soit un angle θmax = θ0 avec la verticale
soit un angle
θmin = arcsin
￿
sin θ0
2
￿
. (4.7)
Ces conditions géométriques sont alors résumées sur la figure 4.3. Le cas où |ω1| = ω0/2
(et donc |ω2| = ω0/2 ) correspond aux intersections des droites bleues et rouges. Ces
1. Nous verrons par la suite que cette condition n’est qu’une condition nécessaire. Les conditions d’ap-
parition sont en réalité plus sélectives.
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intersections ont été marquées par des disques noirs. Par ailleurs nous pouvons, de la
même manière que précédemment, résumer les résultats sous la forme d’un tableau.
−→
k0
3 4
12
BBB
BBB Bp
si |ω1| < ω0/2
−→
k0
−→
k1
−→
k2
1 1 ii
1 2 ii
1 3 iii
1 4 iii
si |ω1| = ω0/2
−→
k0
−→
k1
−→
k2
1 1 ii
1 2 ∅
1 3 ∅
1 4 iii
Figure 4.3 – Obtention des règles de sélection dans le cas où −ω0/2  ω1 < 0. Le cas
ω1 = −ω0/2 est représenté par les disques noirs.
Cas −ω0 < ω1 < −ω0/2
Nous supposons désormais que |ω1| > ω0/2. Cette inégalité implique que ω2 < ω0/2.
Les domaines bleus (ω2 ∈ [0, ω0/2]) et orange (ω1 ∈ [−ω0, −ω0/2]) sont alors inversés par
rapport au cas précédent, comme nous pouvons l’observer sur la ﬁgure 4.4.
−→
k0
BBB Bp
BBB
12
3
4
−→
k0
−→
k1
−→
k2
1 1 i ou ii
1 2 ∅
1 3 ∅
1 4 iii ou iv
Figure 4.4 – Obtention des règles de sélection dans le cas où −ω0 < ω1 < −ω0/2. Les
disques noirs sont, par construction, les mêmes que sur la ﬁgure 4.3
4.2.3 Bilan
Nous pouvons donc réunir toutes ces règles de sélection en un seul tableau identique à
celui présenté dans l’article de Jiang et al. [47], avec pour paramètre χ = ω1/ω0 (Table 4.1).
Nous obtenons donc exactement les mêmes résultats sans passer par des hypothèses
de signes de formules mathématiques. Il semblerait donc que ces règles de sélection ne
soient que des contraintes géométriques puisqu’à aucun moment nous n’avons utilisé d’autre
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sgn(χ) 1 2 3 4
+1 ∅ ∅ ii ou iii ii ou iii
-1 |χ| < 0.5 ii ii iii iii
-1 |χ| = 0.5 ii ∅ ∅ iii
-1 |χ| > 0.5 i ou ii ∅ ∅ iii ou iv
Table 4.1 – Tableau récapitulatif des règles de sélection dans le cas où l’onde (0) appartient
au domaine (1) et où l’onde (1) appartient au domaine donné par la première ligne. Le
paramètre χ = ω1/ω0 permet de diﬀérencier les diﬀérents cas évoqués précédemment.
relation que les deux conditions de résonance ainsi que la relation de dispersion pour la
détermination des angles limites.
Cette résolution graphique simple permet donc de retrouver les règles de sélection. Nous
allons maintenant appliquer ce raisonnement au cas de la PSI et comparer ces règles aux
solutions du système.
4.3 Retour sur l’Instabilité Paramétrique Sous-harmonique
4.3.1 De la collision à l’instabilité
Il est intéressant de constater à quel point l’étude du problème de la collision de deux
ondes est équivalent à l’étude de la PSI. En eﬀet, nous avons￿
ω0 + ω1 = ω2−→
k0 +
−→
k1 =
−→
k2
⇔
￿
ω0 = ω￿1 + ω2−→
k0 =
−→
k1 ￿ +
−→
k2
(4.8)
avec ω￿1 = −ω1 et
−→
k1 ￿ = −−→k1.
Nous avons vu au cours du paragraphe 3.2.4 que l’instabilité possède un taux de crois-
sance positif uniquement lorsque ω￿1 et ω2 sont positives. Ainsi l’étude de la PSI est équi-
valente à l’étude de la collision de deux ondes dans le cas où ω1 est négative. Par ailleurs,
comme
−→
k1 ￿ = −−→k1, l’origine et l’extrémité de ces deux vecteurs sont inversées l’une par
rapport à l’autre. Le raisonnement graphique est ainsi légèrement modifié, la zone orangée
correspondant désormais à la zone accessible par l’origine du vecteur
−→
k1 ￿, dont l’extrémité
est fixée à l’origine du repère R1.
La figure 4.5(a) présente la détermination du domaine d’existence dans le cas où
ω￿1 < ω0/2 (i.e. −ω0/2 ￿ ω1 < 0) et la figure 4.5(b) dans le cas ω0/2 < ω￿1 < ω0/2
(i.e. −ω0 < ω1 < −ω0/2). À ce raisonnement graphique sont superposées les solutions du
système composé des deux conditions de résonance spatiale et temporelle et des relations
de dispersion des trois ondes (courbe en trait continu noir). Le système est résolu à chaque
fois en imposant la condition sur le domaine d’existence de ω￿1.
Nous observons que les solutions sont toujours situées dans le domaine de superposition
des domaines bleu et rouge. Par ailleurs la figure 4.5(c) présente l’ensemble des solutions
du système. Cette courbe se superpose exactement à l’association des deux courbes noires
des figures 4.5(a) et (b). Les règles de sélection n’apportent ainsi aucune information sup-
plémentaire sur la possibilité de développement de l’instabilité par rapport à la résolution
du système.
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Figure 4.5 – (a) Superposition des contraintes géométriques et des solutions du système
(ligne noire) pour 0 < ω′1 < ω0/2. (b) Superposition des contraintes géométriques et des
solutions du système (ligne noire) pour ω0/2 < ω′1 < ω0. (c) La ligne noire représente la
mise en commun des solutions calculées dans les deux cas précédents.
4.3.2 Collision d’ondes expérimentale
La piste de règles de sélection supplémentaires ne semble donc pas apporter de réponse à
notre problème. Cependant, ces réﬂexions nous ont conduits à réaliser quelques expériences
de collision d’ondes, dans le but d’observer une interaction résonante dans la zone centrale
des lieux de résonance (0 < 1 < 0). Pour eﬀectuer ces expériences, nous avons utilisé deux
générateurs d’ondes, générant chacun une onde plane de longueur d’onde et de fréquence
diﬀérentes (ﬁgure 4.6).
L = 160 +K
H
=
3
6
+K −→c;
−→cφ
−→c;
−→cφ
Figure 4.6 – Schéma du dispositif expérimental de collision d’ondes. Le faisceau vert
correspond à l’onde de pulsation ω0 et le faisceau bleu à l’onde de pulsation ω2 pour cette
expérience. Le générateur associée à l’onde bleue peut être placé sur la droite de la cuve
aﬁn d’avoir une onde se propageant de la droite vers la gauche.
Ces deux générateurs sont, par ailleurs, disposés de manière à rendre possible une col-
lision des deux faisceaux générés. Dans certaines conﬁgurations, aucune onde n’est générée
lors de la collision. Par exemple, sur la partie gauche de la ﬁgure 4.7, nous pouvons observer
sur le spectre temps-fréquence que seules les fréquences associées aux deux générateurs sont
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présentes. Il n’y a pas d’apparition d’une troisième onde. La mesure des vecteurs d’ondes
de ces deux ondes par un spectre bi-dimensionnel (dernière ligne de la figure 4.7) montrent
alors qu’il n’existe pas d’onde permettant de satisfaire les conditions de résonance tem-
porelle et spatiale pour ce couple d’onde. En eﬀet, les solutions sont représentées par la
courbe blanche superposée aux spectres 2D et nous pouvons observer que le vecteur d’onde
de l’onde de pulsation ω1 est en dehors de cette courbe. Cette configuration ne permet donc
pas la génération d’une troisième onde par interaction non-linéaire.
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Figure 4.7 – À gauche : spectre temps-fréquence d’une expérience de collision d’onde. Les
fréquences des deux ondes mises en jeu sont ω0/N = 0.52 et ω/N = 0.35. À droite : résul-
tat du filtre aux fréquences des deux ondes en jeu. La dernière ligne présente les spectres
bi-dimensionnels calculés à partir des images de la première ligne. La ligne blanche super-
posée aux spectres bi-dimensionnels correspond aux solutions des conditions de résonance
temporelle et spatiale calculées à partir de l’onde primaire de pulsation ω0 et de vecteur
d’onde
−→
k0.
Cependant, en préparant correctement les deux générateurs et les pulsations, nous avons
été en mesure d’observer la génération d’une interaction triadique sur la zone centrale.
La figure 4.8 présente les champs de gradient de densité filtrés aux pulsations ω0, ω1
et ω2 ainsi que la phase associée à ces champs. Ces pulsations ont été mesurées à l’aide
d’un spectre temps-fréquence, permettant de s’assurer également que ces trois fréquences
vérifient la condition de résonance temporelle. Enfin, la dernière ligne de cette figure pré-
sente le spectre bi-dimensionnel des champs filtrés. Le maximum du spectre 2D (zone en
rouge) permet ainsi d’obtenir une mesure des vecteurs d’ondes associés à chaque onde.
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Figure 4.8 – Première ligne : champs de gradient de densité obtenus après filtrage de
Hilbert pour chaque fréquence. Seconde ligne : phase des images de la première ligne. La
dernière ligne expose les spectres bi-dimensionnels calculés à partir des images de la pre-
mière ligne. À ces spectres est superposé l’ensemble des lieux de résonance de l’interaction
triadique pour une onde primaire de pulsation ω0 et de vecteur d’onde
−→
k0 (ligne blanche).
Pour cette expérience, nous avons généré les fréquences ω0 et ω2. L’onde de fréquence ω1
est le résultat de l’interaction triadique.
Par ailleurs, les lieux de résonance de l’interaction triadique sont donnés par la courbe
blanche superposée aux spectres bi-dimensionnels. Il est alors clair que l’interaction tria-
dique observée se situe sur la zone centrale de l’espace des solutions, puisque les maxima
des spectres 2D se superposent à cette courbe. Nous sommes ainsi capables d’observer une
interaction triadique résonante sur la zone centrale de l’espace des solutions du système.
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Conclusion
Nous avons vu, au cours de ce chapitre, que la collision d’ondes internes et la PSI sont
des cas extrêmement proches. Ainsi l’étude des règles de sélection définies dans le cas de
collision d’ondes a permis de confirmer que la résolution du système non-linéaire permet
de prendre correctement en compte toutes les contraintes dues aux conditions de résonance
et à la relation de dispersion des ondes.
De plus, l’approche collisionnelle a permis l’observation d’une interaction triadique dans
le régime où 0 < ￿1 < ￿0. Nous pouvons ainsi aﬃrmer que le fait de ne pas observer le
régime de la PSI, pour lequel les vecteurs d’ondes secondaires sont sélectionnés dans la
zone centrale, n’est pas dû à une particularité de l’interaction résonante que nous aurions
oubliée. Nous devons donc désormais chercher quelles sont les diﬀérences entre le dispositif
expérimental et la théorie développée au cours du chapitre 3 qui permettront d’expliquer
ces observations expérimentales.
66
Chapitre5
Eﬀet de taille finie
 
 
ï20
0
20
x ( cm)
z
(c
m
)
0 30 60 90 120 150
ï15
ï10
ï5
0
z
(c
m
)
ï15
ï10
ï5
0
b )
∂ z ρ˜
(k g.m− 4 )
Num
c )
a)
Ex p
Comme nous l’avons vu précédemment, la
sélection des ondes secondaires issues de l’in-
stabilité paramétrique sous-harmonique dé-
pend théoriquement de la fréquence et de l’am-
plitude de l’onde mère. Cependant, nous avons
pu constater des écarts significatifs entre les
observations expérimentales et les prédictions,
la principale diﬀérence entre notre dispositif
expérimental et la théorie étant la largeur du faisceau. En eﬀet, dans nos expériences,
mais également dans les océans [21, 36, 56], les faisceaux d’ondes internes possèdent un
petit nombre de longueurs d’ondes, alors que la théorie est développée pour un faisceau
d’onde plane d’extension infinie. Nous pouvons donc nous demander quel est l’impact de
ce paramètre sur le développement de la PSI [89].
Dans ce chapitre, nous présentons des résultats expérimentaux et numériques mettant
en évidence un eﬀet important de la largeur du faisceau sur l’instabilité triadique. Nous
verrons dans un premier temps le dispositif expérimental utilisé ainsi que le cadre des
simulations numériques. Puis nous détaillerons la théorie de la PSI prenant en compte la
largeur finie du faisceau de l’onde primaire. Enfin nous décrirons les diﬀérentes prédictions
de cette théorie que nous comparerons aux observations expérimentales et numériques.
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5.1 Approche expérimentale et numérique
5.1.1 Dispositif expérimental
Une cuve de 160 cm de large, de 17 cm de profondeur est remplie d’un fluide linéai-
rement stratifié avec une pulsation de flottabilité constante N sur toute la hauteur du
fluide (36 cm). Une onde interne est générée à l’aide du générateur d’ondes, décrit dans
le paragraphe 2.2 [37, 67]. Le générateur est placé horizontalement à la surface du fluide
stratifié tout comme dans le chapitre 3.
La largeur du faisceau W peut être changée de λ0 à 5 λ0, avec λ0 la longueur d’onde de
l’onde générée. Par ailleurs la longueur d’onde horizontale ￿0 peut également être modifiée,
ainsi que l’amplitude de déplacement des plaques a (voir paragraphe 2.2), et la pulsation
de l’onde mère ω0.
5.1.2 Méthode numérique
En plus de ces expériences, des simulations numériques 2D avec le logiciel commercial
Comsol Multiphysics ont été eﬀectuées en collaboration avec Patrice Meunier 1 et Michael
Le Bars 2. Nous eﬀectuons la résolution du système d’équations composé de la condition
d’incompressibilité du fluide, de l’équation de Navier-Stokes dans l’approximation de Bous-
sinesq et de l’équation de conservation de la masse pour un fluide newtonien, en tenant
compte de la diﬀusion du sel. Le maillage est constitué d’éléments triangulaires de lagrange
de type P2 − P3 (c’est à dire quadratique pour le champ de pression mais cubique pour le
champ de vitesse et de densité).
Le nombre total de degrés de liberté est supérieur à 2 millions. L’avance en temps
est régi par un solveur IDA (Implicite Diﬀerential-Algebraic) et à chaque pas de temps,
le système est résolu avec le solveur direct linéaire pour matrices creuses PARDISO. Le
nombre de Schmidt, qui compare la diﬀusion du sel et la viscosité cinématique, est fixé à
Sc = 10 afin d’approcher le plus possible la valeur de Sc = 700 du fluide expérimental. Afin
d’éviter la formation d’une onde réfléchie au niveau de la frontière inférieure du domaine
de simulation, une couche d’atténuation est ajoutée après la zone d’intérêt, dans laquelle la
viscosité et la diﬀusion augmentent exponentiellement avec la profondeur. En outre, nous
n’imposons aucune contrainte sur les bords de domaine (sauf à la surface où l’onde est
générée), et le flux à travers les bords est nul.
Par ailleurs, afin de simuler la génération par le générateur d’ondes expérimental, la
vitesse et la densité sont simultanément imposées à chaque pas de temps au niveau de la
frontière supérieure du domaine. Ces champs imposés correspondent à une onde de gravité
linéaire. Il est à noter qu’à t = 0, le faisceau d’onde plane linéaire, solution du problème
visqueux, est imposé dans tout le domaine. L’onde primaire est donc présente sur toute la
hauteur du fluide à t = 0 de la simulation.
L’approche numérique permet une plus grande liberté quant au choix de la largeur
du faisceau de l’onde primaire. Nous pourrons ainsi étudier la propagation de faisceau
d’onde plane composé de plus de 5 λ0. Les paramètres utilisés pour les expériences et les
simulations présentées dans ce chapitre sont résumés dans le tableau 5.1.
1. Chercheur CNRS à l’IRPHE, Marseille.
2. Chercheur CNRS à l’IRPHE, Marseille.
68
5.1. Approche expérimentale et numérique
Exp. N (rad·s−1) ω0/N ￿0 (m−1) ψ0/ν W Approche
I 0.89 0.85 110 16.9 1 à 5 λ0 Expérimentale
II 0.89 0.85 110 16.9 2 à 3 λ0 Numérique
III 0.91 0.74 75 33 3 λ0 Expérimentale
IV 0.91 0.74 75 33 3 λ0 Numérique
V 0.91 0.74 75 33 20 λ0 Numérique
Table 5.1 – Paramètres expérimentaux et numériques des diﬀérentes expériences évoquées
au cours de ce chapitre : N est la pulsation de flottabilité en rad·s−1, ω0 la pulsation de
l’onde mère, ￿0 la composante horizontale du vercteur d’onde de l’onde mère, ψ0 l’amplitude
de la fonction courant et W la largeur du faisceau primaire.
5.1.3 Observations
À l’aide du dispositif décrit précédemment, de nombreuses expériences ont pu être
eﬀectuées afin d’observer le comportement de la PSI en fonction de la fréquence, de l’am-
plitude et de la largeur du faisceau. Nous pouvons rassembler toutes ces expériences sur un
même graphique (figure 5.1). Sur cette figure, les ronds représentent des expériences pour
lesquelles le faisceau primaire se déstabilise en deux ondes secondaires. Les croix, quant à
elle, représentent des expériences sans PSI détectable.
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Figure 5.1 – Représentation des expériences eﬀectuées en fonction de la pulsation de l’onde
mère ω0, normalisée par la pulsation de flottabilité N , et de l’amplitude de la fonction
courant de l’onde mère Ψ0, normalisée par la viscosité ν. La ligne continue représente
pour chaque amplitude la transition entre le cas où les ondes secondaires sont sélectionnées
sur la partie extérieure de l’espace des solutions et le cas où les ondes secondaires sont
sélectionnées sur la partie centrale. La ligne en pointillé représente la pulsation seuil en
dessous de laquelle le transfert d’énergie vers les grandes échelles est possible. Les cercles
rouges représentent les expériences présentant de la PSI, les croix noirs des expériences
stables.
Pour rappel, cet espace peut être divisé en trois parties :
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– une zone en haut à droite, correspondant à un transfert vers les petites échelles
uniquement,
– une zone en haut à gauche située sous la ligne en pointillé et au-dessus de la ligne
continue, correspondant à des ondes secondaires sélectionnées sur la zone extérieure
de l’espace des solutions mais dont le transfert d’énergie s’eﬀectue à la fois vers les
petites et les grandes échelles,
– une zone située sous la ligne continue, pour laquelle les ondes secondaires sont sélec-
tionnées sur la zone centrale correspondant également à un transfert vers les petites
et les grandes échelles.
Il est alors clair que, malgré la variation de la taille du faisceau, de l’amplitude et de
la fréquence, la zone intérieure de l’espace des solutions, correspondant à la partie située
sous la courbe continue bleue, n’est jamais observable. Les expériences présentant de la
PSI sous la ligne continue correspondent à des ondes secondaires sélectionnées sur la partie
extérieure et non sur la partie centrale. En revanche, le cas où les ondes secondaires sont
sélectionnées sur la partie extérieure de la triade et permettant un transfert simultanée vers
grandes et petites échelles (sous la courbe en pointillée bleu) est observable. L’apparition
de l’instabilité est alors fortement dépendante de la largeur du faisceau primaire.
Nous allons, par la suite, nous concentrer principalement sur l’étude des expériences I,
correspondant aux points situés dans le rectangle noir de la figure 5.1, et des simulations
associées II. Nous nous intéresserons en particulier à l’étude des expériences et des simula-
tions pour un faisceau primaire de largeur 2λ0 et 3λ0. Les figures 5.2(a) et 5.2(c) présentent
l’évolution temporelle du gradient vertical de densité mesuré en un point du champ ex-
périmental (expérience I) pour W = 2λ0 et W = 3λ0, tandis que les figures 5.2(b) and
5.2(d) montrent l’évolution temporelle de la même grandeur obtenue par des simulations
numériques (expérince II).
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Figure 5.2 – Évolution temporelle de l’amplitude de ∂zρ˜, en kg ·m−4, mesurée en un point
situé à 4.5 cm sous le générateur pour diﬀérentes largeurs du faisceau : W = 2λ0 (première
ligne) et 3λ0 (seconde ligne) pour les expériences I et II (ω0/N = 0.85, ￿0 = 110 m−1,
ψ0/ν = 16.9). Les résultats expérimentaux correspondent à la colonne de gauche et les
résultats numériques à la colonne de droite.
Les résultats expérimentaux et numériques présentent un très bon accord, conduisant
tous deux à la même observation : alors que pour un faisceau de largeur W = 2λ0 (fi-
gures 5.2(a,b)), la régularité du signal atteste de l’absence d’une résonance triadique, le
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cas où W = 3λ0 (ﬁgures 5.2(c,d)) présente une modulation du signal typique de l’apparition
de nouvelles fréquences dans le système.
Par ailleurs, pour les expériences avec W = 4λ0 et 5λ0, l’instabilité est également
observée. Il est à noter que pour ces paramètres les ondes secondaires observées sont sélec-
tionnées sur la partie extérieure de l’espace des solutions décrit au paragraphe 3.2.4, mais
qu’une des deux ondes secondaires possède une longueur d’onde plus grande que la lon-
gueur d’onde de l’onde primaire. Lorsque l’instabilité se développe (pour W > 3λ0) nous
observons un transfert vers les grandes et les petites échelles. Les résultats numériques
et expérimentaux révèlent ainsi pour la première fois le rôle important de la largeur du
faisceau sur le développement ou non de l’instabilité.
5.2 Théorie
Aﬁn de comprendre cette observation, il est essentiel de se rendre compte que la théorie
de la PSI développée au cours du chapitre 3 et par Koudella et al. [53] est obtenue pour
une onde plane dont l’extension spatiale est inﬁnie. Nous proposons donc ici de prendre
en compte la largeur du faisceau de l’onde primaire, avec pour idée directrice, le fait
que les deux ondes secondaires puissent sortir de la zone d’interaction déﬁnie par l’onde
primaire [63]. Dès que les ondes secondaires ont quitté cette région, elles ne peuvent plus
interagir avec l’onde primaire et le transfert d’énergie est stoppé. Le raisonnement qui va
suivre repose alors sur un simple bilan d’énergie.
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Figure 5.3 – Schéma du dispositif expérimental. Le générateur est disposé à l’horizontale
à la surface du ﬂuide stratiﬁé. L’image de fond présente un cas classique de propagation et
de déstabilisation d’une onde interne émise par le générateur et se propageant vers le coin
inférieur droit de la cuve. Le rectangle penché de longueur L et de largeur W correspond
à la zone de contrôle utilisée dans le modèle théorique.
Aﬁn d’eﬀectuer ce bilan d’énergie, nous déﬁnissons une zone de contrôle contenue dans
le faisceau de l’onde primaire. Cette zone de contrôle est présentée sur la ﬁgure 5.3 à l’aide
du rectangle penché dans la direction de l’onde primaire. Aﬁn de simpliﬁer le développe-
ment, nous supposons qu’il n’y a pas d’atténuation spatiale de l’onde primaire dans ce
domaine, i.e. les énergies surfaciques E0, E1 et E2 des diﬀérentes ondes sont considérées
constantes dans la zone de contrôle. Ainsi, la variation temporelle de l’énergie de l’onde
primaire dans ce domaine est uniquement due à :
1. les interactions non-linéaires qui transfèrent de l’énergie depuis l’onde primaire vers
les ondes secondaires notées Γint(i, j) où i et j désignent les deux autres ondes de la
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triade,
2. la viscosité,
3. le flux entrant et sortant de l’onde primaire.
Ces contributions s’écrivent alors sous la forme suivante
dE0
dt
LW = Γint(1, 2)− νk20E0LW + EinWcg,0 − E0Wcg,0 , (5.1)
avec Ein l’énergie de surface injectée par le générateur et cg,0 = (N2−ω20)1/2/k0 la norme
de la vitesse de groupe de l’onde primaire.
Les deux ondes secondaires n’ayant pas la même direction de propagation que l’onde
mère, elles sortent du domaine à la fois par les côtés de longueur L et les côtés de lon-
gueur W . Nous supposons, par ailleurs, que l’instabilité se développe de la même manière
dans l’ensemble du faisceau. Ainsi la quantité d’énergie des ondes filles pénétrant dans
la zone de contrôle par le coté de longueur W est exactement la même que celle sortant
du domaine par le coté de longueur W . Finalement,seule la perte d’énergie par les cotés
de longueur L sont à prendre en compte. Ces hypothèses permettent d’écrire l’équation
diﬀérentielle régissant l’évolution temporelle de l’énergie Ei dans la zone de contrôle
dEi
dt
LW = Γint(0, j)− νk2iEiLW − EiW |−→cg,i ·−→ek0 | , (5.2)
avec i = 1, 2, j = 2, 1 et le module de la vitesse de groupe cg,i = (N2 − ω2i )1/2/ki.
Le premier terme de cette équation représente le terme d’interaction non-linéaire avec
les autres ondes de la triade, tandis que le troisième terme rend compte de l’énergie sortant
du domaine par les côtés de longueurs L, i.e. une énergie émise selon la direction définie
par
−→
k0. Nous obtenons finalement le système
E˙0 = Γint(1, 2)− νk20E0 +
cg,0
L
(Ein − E0) , (5.3)
E˙1 = Γint(0, 2)− νk21E2 − E1
|−→cg,1 ·−→ek0 |
W
, (5.4)
E˙2 = Γint(0, 1)− νk22E2 − E2
|−→cg,2 ·−→ek0 |
W
. (5.5)
Comme Ei ∝ k2iΨiΨ∗i , et Ein ∝ k20ΨinΨ∗in, avec Ψin l’amplitude de la fonction courant
entrant dans la zone de contrôle, le système peut se réécrire en terme de Ψi et d’un nouveau
terme d’interaction γint(i, j)
2Ψ∗0Ψ˙0 = γint(1, 2)− νk20Ψ∗0Ψ0 +
cg,0
L
(Ψ∗inΨin −Ψ∗0Ψ0) , (5.6)
2Ψ∗1Ψ˙1 = γint(0, 2)− νk21Ψ∗1Ψ1 −Ψ∗1Ψ1
|−→cg,1 ·−→ek0 |
Wk21
, (5.7)
2Ψ∗2Ψ˙2 = γint(0, 1)− νk22Ψ∗2Ψ2 −Ψ∗2Ψ2
|−→cg,2 ·−→ek0 |
Wk21
. (5.8)
Lorsque l’on fait tendre W vers l’infini, nous devons retrouver le même système que
celui obtenu au cours du paragraphe 3.2.2. Cette limite permet ainsi d’identifier les termes
d’interactions, qui s’expriment finalement de la manière suivante
γint(i, j) = (−1)δk02|Ik| {δk0Ψ∗0Ψ1Ψ2 + (1− δk0)Ψ0Ψ∗1Ψ∗2} ,
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avec
Ik =
￿imj −mj￿i
2ωkk2k
￿
ωk(k2i − k2j ) + ￿kN2
￿
￿i
ωi
− ￿j
ωj
￿￿
, (5.9)
et i, j, k = 0, 1, 2. Le système se réécrit alors sous la forme
Ψ˙0 = −|I0|Ψ1Ψ2 − ν
2
k20Ψ0 + F, (5.10)
Ψ˙1 = +|I1|Ψ0Ψ∗2 −
￿
ν
2
k21 +
|−→cg,1 ·−→ek0 |
2W
￿
Ψ1, (5.11)
Ψ˙2 = +|I2|Ψ0Ψ∗1 −
￿
ν
2
k22 +
|−→cg,2 ·−→ek0 |
2W
￿
Ψ2 , (5.12)
avec F = cg,0 (Ψ∗inΨin −Ψ∗0Ψ0) /(2LΨ∗0) un terme de forçage. Ce terme correspond ainsi à
la diﬀérence d’énergie entrante et sortante de l’onde mère dans la zone de contrôle. Nous
pouvons remarquer que sans énergie entrante, tous les termes de l’équation diﬀérentielle
serait négatif et l’amplitude de l’onde mère ne ferait que décroître. Ce terme de forçage est
donc indispensable pour conserver une amplitude constante.
Les solutions pour Ψ1 et Ψ2 peuvent être aisément obtenues en eﬀectuant l’hypothèse
queΨ0 est constant au cours du temps. Nous obtenons ainsi des solutions exponentiellement
croissantes dont le taux de croissance est de la forme
σ± = −1
4
(Σ1 + Σ2)±
￿
1
16
(Σ1 − Σ2)2 + |I1||I2||Ψ0|2, (5.13)
où Σi = νk2i + σadv(ki) et où σadv(ki) = |−→cg,i ·−→ek0 |/W est l’inverse d’un temps d’advection
caractérisant le transport d’énergie en dehors du faisceau de l’onde mère par les ondes
secondaires.
Nous observons immédiatement que, lorsque σadv est grand, le taux de croissance est
fortement modifié par rapport à la théorie d’une onde plane infinie. Trois paramètres vont
influer sur la valeur de σadv :
1. La taille du faisceau W . σadv variant comme l’inverse de la largeur du faisceau, le
taux de croissance sera d’autant plus modifié que le faisceau est fin. Par contre, il est
à noter que lorsque W tend vers l’infini, σadv tend vers 0 et nous retrouvons alors le
taux de croissance de l’équation (3.31).
2. La direction de propagation des ondes secondaires. En eﬀet plus les ondes secondaires
sont perpendiculaires au faisceau primaire, plus il y a d’énergie perdue par les bords
de longueur L, et ainsi le taux de croissance de l’instabilité est fortement impacté.
3. La vitesse de groupe des ondes secondaires. Outre la direction de la vitesse de groupe,
sa norme influe également sur le taux de croissance. Par ailleurs, il est à noter que
la vitesse de groupe est inversement proportionnelle à la norme du vecteur d’onde.
Ainsi pour de petites valeurs de ki, la vitesse de groupe augmente, renforçant ainsi
l’eﬀet de largeur finie.
Nous pouvons attendre, en particulier, un eﬀet important lorsque
−→
ki est quasiment
perpendiculaire à
−→
k0 et est de norme faible, cette configuration maximisant ainsi l’eﬀet des
deux derniers paramètres présentés ci dessus. En outre, σadv est plus faible pour de faibles
stratifications N (petite vitesse de groupe) à k et ω fixés, ce qui implique une plus forte
instabilité dans les océans où les stratifications sont plus faibles que dans nos expériences.
Pour les expériences I et II présentées sur la figure 5.2, le modèle décrit précédemment
prédit que le taux de croissance est une fonction croissante de W . Par ailleurs, pour un
faisceau infiniment large, le seuil visqueux de la PSI vaut Ψ0/ν = 0.2 tandis que pourW =
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2λ0, le maximum de taux de croissance devient négatif pour des amplitudes inférieures à
Ψ0/ν < 4.4. Néanmoins, en raison de la durée finie de nos expériences, même si l’instabilité
se développe il est possible de ne pas la percevoir si l’amplitude des deux ondes secondaires
est trop faible. En eﬀet, si la durée totale de l’expérience est faible ou de l’ordre de l’inverse
du taux de croissance des ondes secondaires, ces dernières garderont une amplitude trop
faible pour être détectable par la technique de Schlieren Synthétique mise en place. Nous
établissons alors un critère sur le taux de croissance maximum et le temps de l’expérience :
les ondes secondaires seront détectables si le temps de l’expérience est supérieur à trois
fois l’inverse du taux de croissance. Avec ce critère, lorsque W = 2λ0 l’instabilité peut
seulement être observée pour Ψ0/ν > 8.5. Cette valeur est du même ordre de grandeur
que l’amplitude des expériences I et II. L’écart entre la prédiction et les observations peut
venir du fait que le modèle ne prend pas en compte la dépendance spatiale de l’amplitude
de l’onde primaire et que la mesure de l’amplitude est eﬀectuée proche du générateur, ce
qui peut surestimer expérimentalement l’amplitude de l’onde primaire.
Cette nouvelle analyse révèle ainsi un eﬀet important sur le développement de l’insta-
bilité qui avait été totalement occulté jusqu’à présent. Lorsque le faisceau devient plus fin,
le seuil de la PSI, initialement dû à la viscosité, est déplacé vers de plus grandes amplitudes
de forçage et peut ainsi bloquer le développement de l’instabilité.
5.3 Sélection de la triade
Nous allons, au cours de ce paragraphe, montrer que la largeur du faisceau mère, dans
certaines conditions, peut, non pas bloquer la déstabilisation, mais modifier la sélection
des ondes secondaires. Afin d’observer cet eﬀet, nous allons nous concentrer sur les expé-
riences correspondant aux expériences III, IV et V du tableau 5.1. Les champs de gradient
de densité expérimentaux et numériques des expériences III et IV, sont présentés sur la
figure 5.4(a) et 5.4(b). Nous observons un bon accord qualitatif entre la simulation et
l’expérience, avec une déstabilisation du faisceau dans les deux cas.
Les paramètres pour ces expériences étant les mêmes que pour l’expérience décrite au
cours du chapitre 3, la triade prédite par la théorie classique est composée d’une onde dont
la longueur d’onde est plus grande que la longueur d’onde de l’onde mère et d’une seconde
de longueur d’onde plus petite. Dans ce cas, le transfert énergétique s’eﬀectue à la fois des
grandes vers les petites échelles et des petites vers les grandes échelles. Cependant, cette
prédiction n’est pas vérifiée et nous observons une triade dont les vecteurs d’ondes des
ondes secondaires sont sélectionnés sur la partie extérieure de l’espace des solutions, alors
que la prédiction prévoit des vecteurs secondaires sélectionnés sur la partie centrale (voir
paragraphe 3.3). Nous n’observons alors qu’un transfert vers les petites échelles que ce soit
pour l’expérience ou la simulation numérique. Cet eﬀet est-il dû à la largeur du faisceau
de l’onde mère, discriminant le régime de l’instabilité correspondant à la zone intérieure ?
Afin de vérifier le rôle de ce paramètre, nous utilisons des résultats numériques, permet-
tant d’accéder à des faisceaux beaucoup plus larges qu’expérimentalement. La figure 5.4(c)
présente le résultat du expérience V, i.e. pour les mêmes jeux de paramètres que les expé-
riences III et IV mais avec un faisceau beaucoup plus large (W = 20λ0). Nous observons
alors que le faisceau primaire est toujours instable, mais que les ondes secondaires semblent
diﬀérentes du cas àW = 3λ0. Pour quantifier cette diﬀérence, nous eﬀectuons une transfor-
mée de Hilbert [66] ainsi qu’une transformée de Fourier spatiale pour mesurer les diﬀérents
vecteurs d’ondes présents dans le champ de gradient de densité numérique. Les vecteurs
d’ondes obtenus ainsi sont présentés sur les figures 5.5(a) et 5.5(b). Comme auparavant les
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Figure 5.4 – Gradient de densité vertical pour les expériences III et IV (ω0/N = 0.74,
￿0 = 66 m−1, ψ0/ν = 33). (a) Champ expérimental avec W = 3λ0. (b) Champ numérique
avec W = 3λ0. (c) Champ numérique avec W = 20λ0. Les deux flèches bleues représentent
la direction de la vitesse de groupe de l’onde secondaire la plus visible.
lignes noires de ces figures représentent les lieux théoriques de résonance de l’interaction
triadique pour l’extrémité de
−→
k1.
Nous pouvons observer une diﬀérence très nette entre ces deux figures. En eﬀet, pour
W = 3λ0, une seule triade est détectable et le vecteur d’onde
−→
k1 appartient à la branche
extérieure de l’espace des solutions (￿1 > ￿0). Les longueurs d’ondes des deux ondes se-
condaires sont plus petites que celle de l’onde primaire. En revanche, pour W = 20λ0,
la formation de deux triades distinctes est observée. La première en pointillé (
−→
k 1,e) est
positionnée sur une branche extérieure 3 de l’espace des lieux de résonance. Cette triade
est similaire à celle observée dans le cas W = 3λ0. La seconde triade en trait plein (
−→
k 1,c)
est située sur la partie centrale 4 de l’espace des solutions 0 < ￿1 < ￿0. Dans ce cas une
des deux ondes filles possède une longueur d’onde plus grande que la longueur d’onde de
l’onde mère, la seconde est, quant à elle, plus petite.
Ces observations peuvent être expliquées par le modèle prenant en compte la largeur
finie du faisceau primaire. En eﬀet, ce modèle prédit une évolution du taux de croissance
en fonction de la largeur du faisceauW présentée sur la figure 5.5(c). Le taux de croissance
a été calculé pour un vecteur
−→
k1 sur la partie centrale et pour un vecteur
−→
k1 sur la branche
extérieure. Nous représentons ici le maximum pour chacune de ces deux zones. Le cercle
correspond au maximum situé sur la zone externe et la croix au maximum de la zone
centrale. Une transition entre ces deux régimes est prédite pour Wc ≈ 7λ0. Pour W < Wc,
le mode le plus instable est situé sur la partie externe de l’espace des solutions tandis que
pour des faisceaux primaires plus larges le mode le plus instable est obtenu sur la partie
centrale, bien que, dans ce cas,
−→
k1 soit quasiment perpendiculaire à
−→
k0 augmentant ainsi
σadv.
3. d’où l’indice "e"
4. d’où l’indice "c"
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Figure 5.5 – (a) Les trois vecteurs sont les mesures des trois vecteurs d’ondes pour le cas
numérique W = 3λ0 (expérience IV). (b) Les cinq vecteurs sont les mesures des vecteurs
d’ondes pour le cas numérique W = 20λ0 (expérience V). Pour (a) et (b), la ligne continue
noire représente les lieux de résonance pour l’onde secondaire ￿k1 pour un ￿k0 donné. Les
rectangles représentent la position des maxima de taux de croissance prédits par le nouveau
modèle de taille finie. (c) Evolution du taux de croissance en fonction de la largeur du
faisceau, calculé à partir du modèle de taille finie. La transition entre la sélection d’une
triade extérieure et d’une triade intérieure est obtenue aux alentours de W = 7λ0 (ligne
verticale).
Au cours de la simulation numérique, la triade sélectionnée sur la zone centrale apparaît
en premier, puis, après quelques périodes de l’onde mère, la triade extérieure apparaît à
son tour, ce qui est en accord avec les valeurs relatives des taux de croissance à W = 20λ0.
Ces simulations numériques confirment donc l’influence de la largeur du faisceau sur la
sélection des ondes secondaires. Ce nouvel eﬀet explique ainsi pourquoi le transfert d’énergie
s’eﬀectue principalement des grandes vers les petites échelles pour des faisceaux fins.
Conclusion
Nos observations expérimentales ont donc permis de mettre en avant l’importance de
la taille du faisceau primaire, paramètre dont l’eﬀet n’avait jusqu’à présent jamais été ob-
servé ni expérimentalement ni numériquement. Ces observations ont ensuite été confirmées
par des simulations numériques et le développement d’une théorie prenant en compte ce
paramètre. Bien qu’ignoré jusqu’à présent, ce paramètre a un fort impact sur l’instabilité.
En eﬀet, la largeur finie de l’onde primaire a deux eﬀets opposés sur la déstabilisation de
l’onde interne primaire :
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– la génération des deux ondes secondaires peut être totalement bloquée, réduisant
ainsi fortement le transfert d’énergie et donc la dissipation de l’onde mère,
– lorsque l’onde primaire peut se déstabiliser, les petites longueurs d’ondes, plus dissi-
patives, sont favorisées, augmentant ainsi la perte d’énergie de l’onde primaire.
Par ailleurs nous n’avons étudié ici que l’eﬀet de la largeur du faisceau et non de
la forme du faisceau. En eﬀet, dans notre cas, nous générons un faisceau possédant n
longueurs d’ondes d’amplitude constante et deux demi-longueurs d’ondes sur les bords
dont l’amplitude décroît progressivement. Ce profil permet de générer des faisceaux sans
ondes parasites. Cependant d’autres profils, tels que le profil de Thomas-Stevenson ou
encore un profil gaussien, sont possibles et influent également sur la sélection des ondes
secondaires 5.
Il n’a cependant pas échappé à notre analyse que la force de Coriolis présente dans le
cas océanique modifie de manière significative la prédiction. En eﬀet, la vitesse de groupe
des ondes gravito-inertielles, proportionnelle à
￿
(ω2 − f2) · (N2 − ω2)/(ωk) [34], décroît
avec le paramètre de Coriolis f . La rotation réduit ainsi la capacité des ondes secondaires
à s’échapper du faisceau primaire, augmentant ainsi la possibilité de déstabilisation de
l’onde. Par ailleurs, à la latitude critique, la vitesse de groupe s’annule, ce qui permet de
retrouver les prédictions théoriques pour une onde plane d’extension spatiale infinie.
Cette nouvelle théorie prenant en compte la largeur finie du faisceau primaire est donc
de première importance, en particulier lors de l’étude de mesures d’ondes internes océa-
niques [21, 36, 56]. Dans l’océan, les longueurs d’ondes sont plus grandes de quelques ordres
de grandeurs, le nombre de Reynolds est également plus grand, rendant ainsi les eﬀets de
viscosité négligeables. Cela signifie que la largeur du faisceau est le seul paramètre de
contrôle du taux de croissance de l’instabilité.
En conclusion, les eﬀets de taille finie modifient significativement le transfert d’énergie
entre les échelles et devraient être pris en compte dans les analyses de turbulence d’onde [9,
58, 59](dans lesquelles les ondes internes d’extension infinie sont les objets classiquement
utilisés) afin d’obtenir des prédictions plus réalistes.
5. L’influence de ce paramètre a été étudiée par Hussain et Akylas et décrite dans un article soumis à
Journal of Fluids Mechanics.
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Bilan sur l’Instabilité Paramétrique Sous-harmonique
Cette partie a été l’occasion d’exposer les premiers travaux expérimentaux sur l’in-
stabilité paramétrique sous-harmonique sur une onde plane interne de gravité. À l’aide
de traitement spatial et temporel, nous avons pu mesurer les fréquences et les vecteurs
d’ondes des ondes secondaires et comparer ces mesures aux prédictions théoriques. Grâce
à la flexibilité de notre générateur d’ondes internes, de nombreuses expériences ont pu être
réalisées en faisant varier diﬀérents paramètres et il est apparu un écart systématique entre
les observations expérimentales et les prédictions. En eﬀet, nous n’avons jamais pu observer
la génération spontanée d’ondes secondaires sélectionnées sur la zone centrale de l’espace
des solutions. De plus, ces expériences ont mis en avant une dépendance de l’apparition de
l’instabilité paramétrique avec la largeur du faisceau d’onde interne primaire, dépendance
qui n’apparaît à aucun moment dans le modèle théorique.
Nous avons alors développé un nouveau modèle théorique de la PSI prenant en compte
la largeur finie du faisceau primaire. Ce modèle nous a permis de montrer que le nombre de
longueurs d’ondes qui compose le faisceau primaire conditionne à la fois le développement
de l’instabilité, et la sélection du mode le plus instable et de confirmer ainsi nos observations
expérimentales.
Ce travail expérimental, numérique et théorique apporte une meilleure compréhension
de l’Instabilité Paramétrique Sous-harmonique et met en exergue les paramètres clés à
prendre en compte pour la mise à l’échelle océanique.
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Troisième partie :
Mesure de densité (LIF)
et de vitesse (PIV)
en fluide continûment stratifié
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Introduction
Les ondes internes de gravité sont présentes dans les océans, en raison de la strati-
fication en salinité et en température des eaux océaniques. Comme nous l’avons évoqué
précédemment, ces ondes sont générées à la fois par l’interaction de la marée et des courants
avec la topographie sous-marine et par le vent à la surface des océans [70]. Par ailleurs ces
ondes peuvent voyager sur de grandes distances et, par des mécanismes de déferlement [86],
participer au mélange océanique. Cependant, il est diﬃcile de connaître précisément ces
mécanismes pour principalement deux raisons :
– le mélange s’eﬀectue à des échelles trop petites pour les simulations de la circulation
globale,
– les mesures océaniques in-situ ne permettent pas d’obtenir d’informations spatiales
suﬃsamment étendues pour quantifier le mélange sur de grandes surfaces.
Toutefois, le mélange par les ondes internes est important, puisqu’il est l’un des mécanismes
permettant de convertir de l’énergie cinétique en énergie potentielle. Ce transfert permet
de maintenir la stratification abyssale et de contrer l’accumulation d’eau froide et dense
au niveau du plancher océanique causée par les courants de gravité [54, 94].
Plusieurs études expérimentales ont été faites sur le mélange induit par le déferlement
des ondes internes de gravité. Nous pouvons citer, entre autres, les travaux de Ivey [46] à la
fin des années 80 qui mesure une augmentation de l’énergie potentielle d’un fluide stratifié
lors de la réflexion d’une onde interne de gravité sur une pente dont l’angle est proche de
l’angle de propagation des ondes. Pour obtenir cette variation, des mesures ponctuelles de
la stratification sont eﬀectuées, puis l’énergie potentielle est déduite de ces mesures. La
réflexion des ondes internes proche de l’angle critique est donc une source de mélange.
Puis dans les années 90, Thorpe observe dans un tube oscillant autour d’un axe hori-
zontal que les ondes internes peuvent induire des retournements conduisant à des déferle-
ments [92]. Ces retournements sont observés à l’aide de lignes de colorant uniformément
réparties dans le fluide stratifié. La figure 1 présente l’évolution temporelle d’une isoden-
sité lors d’un retournement du fluide stratifié. Nous pouvons observer l’apparition d’une
structure en forme de Z inversé typique du retournement, puis lors du retour à l’équilibre
la ligne d’isodensité semble plus large qu’à l’instant initial, évoquant ainsi l’impact d’un
tel phénomène sur la stratification.
Enfin, Hebert et al. [39] étudient l’évolution verticale d’une ligne de colorant horizontale
dans un fluide stratifié parcouru par un mode vertical. Cette mesure permet alors de dé-
terminer la diﬀusion verticale induite par les ondes en fonction par exemple de l’amplitude
de l’onde générée. Ils observent ainsi que la diﬀusion verticale de la ligne de colorant est
augmentée lorsque le fluide est sujet à de nombreux retournements induits par les ondes
secondaires générées à partir du mode primaire. Ces quelques expériences mettent en avant
l’intérêt que porte le monde scientifique à la détermination de l’évolution de la densité au
cours du temps.
Cependant, une caractérisation directe d’événements de mélange implique une mesure
précise du flux vertical de la flottabilité g/ρ0￿ρ￿w￿￿, induit par les ondes de gravité, où
ρ0 est la densité moyenne, g la constante de gravitation, ρ￿ et w￿ les fluctuations de la
densité et du champ de vitesse, tandis que ￿·￿ correspond à une moyenne d’ensemble ou
temporelle. Ainsi cette quantité ne peut être déterminée par une simple mesure de densité :
le champ de vitesse doit également être mesuré. Pour les mesures de vitesse, la technique
de PIV est la technique classiquement utilisée. En ce qui concerne le champ de densité,
nous pouvons mesurer ponctuellement la densité à l’aide d’une sonde conductimétrique
mais cette méthode ne permet d’obtenir l’évolution de la densité qu’en un point et non
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Figure 1 – Évolution temporelle d’une isodensité repérée par du colorant (ligne sombre)
lors d’un retournement (extrait de [92]).
sur toute la hauteur du fluide. Il est également possible de mesurer la stratification après
l’expérience mais cette méthode ne permet d’obtenir que le résultat du mélange et non
l’évolution temporelle. Par ailleurs, nous avons vu que le Schlieren Synthétique permet
d’accéder facilement au champ de gradient de densité induit par les ondes internes de
gravité. Cependant, cette technique devient inopérante dès que des mécanismes de mélange
se mettent en place. En eﬀet, les mouvements de fluide deviennent alors 3-D et les rayons
lumineux issus de l’écran Schlieren sont alors déviés de manière beaucoup trop complexe
pour que l’on puisse remonter à des gradients de densité.
Comme nous l’avons vu au cours du paragraphe 2.3, une autre méthode de mesure
du champ de densité est la Fluorescence Induite par Laser (LIF) [50]. Son principe est le
suivant : le fluide stratifié est ensemencé avec un colorant fluorescent, de manière à avoir une
relation de proportionnalité entre la concentration et la densité. Le fluide est ensuite éclairé
par une nappe laser à la longueur d’onde d’excitation du colorant. L’intensité lumineuse
émise par le colorant est alors proportionnelle à la concentration en colorant et donc à
la densité. En filmant le fluide, l’échelle de gris de chaque pixel permet de déterminer la
concentration locale en colorant et, en s’assurant que la diﬀusivité du colorant est proche
de celle de l’agent stratifiant, nous nous assurons que le colorant est bien un marqueur de
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la densité.
Cette technique de mesure de la densité a en particulier été utilisé par Troy et al. [93]
pour observer le déferlement d’ondes interfaciales se propageant à l’interface entre deux
fluides de densité diﬀérentes. La figure 2 montre les images obtenues à l’aide de cette
technique lors du déferlement d’une telle onde. Il est ainsi possible de visualiser l’évolution
de la densité au sein du déferlement et d’en déduire ainsi l’impact sur le saut de densité.
Pour cette expérience seul un des deux fluides est ensemencé en colorant.
Figure 2 – Champ de concentration en colorant obtenu lors du déferlement d’une onde de
gravité se propageant à l’interface de deux fluides de densité diﬀérentes (extrait de [93]).
Par ailleurs cette technique a été appliquée par Daviero et al. [19] à l’étude d’un jet
dans un fluide stratifié. Ces observations nécessitent la mise en place d’une technique
d’ajustement d’indice optique que nous détaillerons dans la suite de ce manuscrit. Ce
travail expérimental permet ainsi d’étudier l’évolution de la concentration en colorant au
centre du jet. Une nouvelle fois seul le fluide utilisé pour le jet possède une concentration
en colorant non nulle.
Afin de remonter à des grandeurs relatives au mélange, cette technique de LIF peut
être associée à des mesures de vitesse par PIV. En eﬀet en utilisant le même laser pour
exciter le colorant et pour éclairer les particules de PIV, il est alors possible, à l’aide de
filtres colorés, de mesurer la densité et la vitesse au même point et au même instant. Cette
association de technique a été largement utilisée pour l’étude de jets turbulent au cours
des années 2000, entre autre par Borg et al. [6], Feng et al [26] ou encore Hu et al. [43]. La
figure 3 représente en particulier une mesure simultanée de concentrations et de vitesses,
eﬀectuée par Hu et al. [43], lors de l’écoulement d’un jet de concentration connue dans un
fluide de concentration en colorant nulle. À nouveau un seul des deux fluides est ensemencé
en colorant permettant ainsi un bon rapport signal sur bruit. Ces mesures permettent par
ailleurs de déterminer des coeﬃcients de diﬀusion turbulente et de pouvoir comparer les
mesures de concentrations et de vitesse à des simulations numériques.
D’autre part des problèmes plus océaniques tels que l’étude des courants de gravité [76],
ou de déferlement d’onde internes au niveau d’une topographie [44, 45] ont été étudiés à
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Figure 3 – (a) Observation par la technique de LIF d’un jet de fluide marqué par un
colorant dans un fluide sans colorant. (b) Observation par la technique de PIV du même
jet que pour (a). Les deux mesures ont été eﬀectuées aux même instant (extrait de [43]).
l’aide de cette association de techniques. Ces travaux ont chaque fois eu pour objectif de
mesurer des coeﬃcients de diﬀusion des agents massiques, et des longueurs caractéristiques
tels que :
– l’échelle de Thorpe caractérisant la taille typique des retournements au sein de la
stratification,
– l’échelle d’Ellison caractérisant le déplacement vertical du fluide,
– l’échelle de Kolmogorov caractérisant la taille des plus petits tourbillons autorisée
par la viscosité,
– l’échelle d’Osmidov caractérisant la taille maximale des tourbillons autorisée par la
stratification.
Dans tous ces travaux, le colorant n’est placé que dans un des éléments de l’expérience,
que ce soit dans le jet ou dans une des deux couches de fluide. Dans le cas de l’étude du
mélange par les ondes de gravité dans un fluide continûment stratifié il est nécessaire de
connaître l’évolution de la densité en chaque point du fluide. Le colorant doit donc être
réparti dans tout le fluide dès le début de l’expérience. Nous proposons donc au cours de
cette partie une adaptation de la technique de LIF a un fluide continûment stratifié. Puis
nous verrons comment cette technique peut être associée à des mesures de vitesse afin de
remonter à des grandeurs de mélange.
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Chapitre6
Fluorescence Induite par Laser(LIF)
en fluide stratifié
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L’étude du mélange, par les ondes in-
ternes, d’un fluide continûment stratifié néces-
site une mesure précise de la densité en diﬀé-
rents points du fluide au cours du temps. La
technique expérimentale de Schlieren Synthé-
tique utilisée jusqu’à présent pour l’étude des
ondes internes et de l’instabilité paramétrique
sous-harmonique ne permet pas de remonter
à de telles informations. En eﬀet, cette tech-
nique ne permet de mesurer que des variations
de gradients de densité et n’est plus adaptée
lorsque du mélange se produit (brouillage de
l’image). Une première idée serait de placer à diﬀérentes positions dans le fluide des sondes
conductimétriques permettant de mesurer la densité au cours du temps. Cette méthode
reste cependant assez restreinte en raison de la diﬃculté technique à créer un réseau suﬃ-
samment dense de capteurs sans perturber l’écoulement.
Il est alors naturel de se tourner vers la méthode de Fluorescence Induite par Laser
(LIF) développée principalement pour des stratifications discrètes. Cette technique, si elle
pouvait être adaptée à un milieu continûment stratifié, permettrait alors d’obtenir un
champ de densité sur une grande zone et d’observer ainsi les zones potentielles de mélange.
Nous allons donc dans un premier temps exposer le principe de la LIF, puis nous
décrirons sa mise en place expérimentale et les corrections à eﬀectuer sur les mesures.
Enfin nous verrons que cette technique permet, tout comme le Schlieren Synthétique ou la
PIV, de mesurer certaines grandeurs caractéristiques des ondes internes.
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6.1 Fondements théoriques de la Fluorescence Induite par
Laser
6.1.1 Fluorescence induite et linéarité
La fluorescence est la capacité d’un composé organique à absorber des photons, asso-
ciés à une longueur d’onde λabs, et à réémettre une onde lumineuse de longueur d’onde
λfluo diﬀérente de λabs. La Rhodamine 6G, la Rhodamine B et la Fluorescéine sont les
trois composés principalement utilisés pour ce type d’expérience, en fonction de leurs ca-
ractéristiques (λabs, λfluo, coeﬃcient de diﬀusion ou encore eﬀet de la température sur la
fluorescence) :
Colorant λabs λfluo D Pourcentage
(nm) (nm) (m2·s−1) par ◦C
Rh. 6G 525 555 4.1× 10−10 -
Rh. B 555 580 4.3× 10−10 -1.8
Fluor. 490 515 4.2× 10−10 -0.2
Table 6.1 – Caractéristiques des diﬀérents colorants utilisés en LIF [15, 16, 33] à 20◦C.
L’eﬀet de la température a été mesuré entre 20 et 60◦C et est donné en variation de la
fluorescence en % par rapport à la fluorescence mesurée à 20◦C.
Nous utiliserons pour nos expériences la Rhodamine 6G pour son indépendance vis-à-
vis de la température, et en raison de sa longueur d’onde d’absorption compatible avec le
laser que nous utilisons (532 nm).
L’intensité lumineuse F réémise par une solution fluorescente dépend de l’intensité de
la lumière incidente, de la concentration en l’espèce fluorescente, ainsi que de caractéris-
tiques atomiques propres à chaque composé (taux d’absorption, section eﬃcace, rendement
quantique, etc...). La fluorescence s’exprime en fonction de l’excitation lumineuse reçue I,
et de la concentration en composé actif C de la manière suivante
F ∝ I
1 + I/Isat
C , (6.1)
avec Isat l’intensité de saturation pour le colorant [78, 84].
La linéarité de la fluorescence de la Rhodamine 6G en fonction de la concentration a
été observée par Shan et al. [84] jusqu’à des concentrations de 48 µg·L−1. La figure 6.1
montre une série de mesures de fluorescence de solutions de Rhodamine 6G de diﬀérentes
concentrations éclairées par un laser d’intensité fixée que nous avons eﬀectuée.
Ces mesures permettent alors d’observer un écart à la linéarité pour des concentrations
supérieures à 130 µg·L−1. Nous ferons donc en sorte d’avoir, dans toutes nos expériences,
une concentration maximale en Rhodamine 6G inférieure à 100 µg·L−1 afin de rester dans
le domaine linéaire et conserver ainsi une relation simple entre F et C.
Par ailleurs, la relation (6.1) fait apparaître une dépendance non linéaire de la fluores-
cence avec l’intensité du faisceau incident. Cependant cette fonction peut être considérée
comme linéaire dans le cas où l’intensité I est faible devant l’intensité de saturation. Pour
la rhodamine 6G, l’intensité de saturation Isat est de 5 × 109 W·m−2 [84]. Cette valeur
est très grande devant les intensités que l’on peut obtenir expérimentalement avec notre
laser. En eﬀet, nous utilisons un laser continu produisant un faisceau gaussien de 2 mm de
diamètre et d’une puissance maximale de 2 W, correspondant à une intensité maximale de
2/(π(10−3)2) ≈ 106 W·m−2.
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Figure 6.1 – Évolution de l’intensité lumineuse d’une solution de Rhodamine 6G en fonc-
tion de sa concentration.
Nous pourrons donc supposer, pour la suite de nos expériences, que l’intensité lumineuse
réémise par la Rhodamine dans les gammes de concentrations utilisées est donnée par la
relation suivante
F ∝ IC . (6.2)
6.1.2 Loi de Beer-Lambert
La fluorescence possède une contrepartie : l’énergie réémise par le colorant est prélevée
sur le faisceau excitateur. Ainsi l’intensité lumineuse I du faisceau incident diminue tout
au long de son parcours dans le fluide fluorescent. Or, la connaissance de I en chaque point
est indispensable si nous voulons remonter à une valeur de concentration à partir d’une
mesure de fluorescence. La loi de Beer-Lambert permet alors de connaître l’évolution de
l’intensité lumineuse pour un rayon lumineux se propageant d’un point r0 à un point r
I(r) = I(r0) exp
￿
−ε
￿ r
r0
C(s)ds
￿
, (6.3)
avec ε le coeﬃcient d’absorption de l’espèce absorbante et C la concentration de l’espèce
absorbante le long du trajet optique.
Un système expérimental sera appelé "optiquement fin" [65] s’il vérifie la condition
ε
￿ r
r0
C(s)ds￿ 1 . (6.4)
Dans ce cas, chaque zone du fluide est éclairée avec la même intensité, l’absorption étant
négligeable. Dans le cas de nos expériences, la taille de la zone d’observation et les concen-
trations utilisées ne permettront pas de négliger l’absorption. Il faudra donc en tenir compte
dans l’analyse de nos données expérimentales.
En reportant la dépendance de I avec la distance dans la relation (6.2), nous pouvons
alors obtenir l’évolution de la fluorescence le long du trajet optique du faisceau excitateur
F (r) ∝ I(r0) exp
￿
−ε
￿ r
r0
C(s)ds
￿
C(r) . (6.5)
Une solution homogène en colorant n’a donc pas une fluorescence homogène.
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6.2 Mise en oeuvre expérimentale
Dispositif expérimental
Nous utilisons une cuve de 80 cm de long, 17 cm de largeur et haute de 50 cm, remplie
de 32 cm de ﬂuide stratiﬁé linéairement, la pulsation de ﬂottabilité variant entre 0.8 et
1 rad·s−1. Le générateur d’ondes décrit au chapitre 2.2 génère un mode-1 se propageant
dans la longueur de la cuve de la gauche vers la droite. La propagation est observée à l’aide
d’une caméra CCD 16-bits, 2452× 2054 pixels, à une fréquence d’acquisition pouvant aller
jusqu’à 10 Hz. Un miroir oscillant, situé à mi-hauteur de la cuve et à une distance pouvant
varier de 100 à 150 cm, permet de créer une nappe laser verticale, illuminant ainsi une
coupe verticale du ﬂuide stratiﬁé (ﬁgure 6.2).
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Figure 6.2 – Vue de côté (partie basse) et vue de dessus (partie haute) du dispositif
expérimental.
Les paragraphes suivants permettront une description plus précise des diﬀérents élé-
ments du montage expérimental, de la réalisation de la stratiﬁcation à l’acquisition du
champ de concentration en rhodamine en passant par la formation de la nappe laser.
6.2.1 Un ﬂuide stratiﬁé en densité, en Rhodamine... mais homogène en
indice optique
Notre objectif étant de mesurer un champ de densité dans un ﬂuide stratiﬁé, nous
devons associer à chaque valeur de densité une intensité lumineuse. Pour cela, il suﬃt de
faire correspondre à chaque valeur de densité une concentration en colorant. Nous allons
donc réaliser à la fois une stratiﬁcation en densité (concentration de sel) et une stratiﬁcation
en Rhodamine 6G.
La méthode des deux bacs, décrite dans la section 2.1.1, permet d’obtenir très sim-
plement cette double stratiﬁcation. En eﬀet, une fois les deux bacs initiaux mis en place
(bac A : eau fraîche ou peu dense, bac B : eau plus dense), il suﬃt alors d’ensemencer le
bac A ou le bac B avec le colorant suivant que l’on veuille une concentration en colorant
augmentant avec la profondeur (bac B) ou diminuant avec la profondeur (bac A). Cette
méthode permet donc d’obtenir une stratiﬁcation, en sel et en Rhodamine, et d’avoir une
relation bijective entre densité et concentration en Rhodamine.
Cependant, une telle stratiﬁcation n’est pas suﬃsante pour eﬀectuer des expériences
de LIF exploitables. En eﬀet, le ﬂuide est également stratiﬁé en indice optique. La ﬁ-
gure 6.3(a) montre l’évolution de l’indice optique d’une solution salée en fonction de la
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Figure 6.3 – (a) Variation de l’indice optique en fonction de la concentration en sel (en
rouge) ou en éthanol (en bleu). (b) Variation de la densité en fonction de la concentration
en sel (courbe rouge) ou en éthanol (courbe bleue)
concentration (courbe rouge) que nous avons mesurée à l’aide d’un réfractomètre ATAGO
précis à ±10−4. Il apparaît que l’indice optique augmente avec la concentration en sel. Il
est donc plus grand en bas de la stratification qu’en haut. Cette variation d’indice a pour
premier eﬀet de courber les rayons lumineux incidents si ceux ci n’ont pas parfaitement
horizontaux, ce qui peut poser des problèmes de traitement par la suite. Mais, plus impor-
tant, lorsque du mélange se produit, l’indice optique peut localement varier brutalement,
du fait du retournement des isopycnes. Cette variation entraîne alors une focalisation des
rayons incidents et donc l’apparition de faisceaux plus ou moins lumineux au sein de la
nappe laser, ce qui rend les images très diﬃciles à traiter. Il devient impératif de mettre en
place une stratification en densité mais non en indice optique. On parle alors d’ajustement
d’indice, ou de matching d’indice.
Afin de compenser la variation d’indice optique due au sel, nous utilisons de l’étha-
nol. En eﬀet, l’éthanol possède la propriété de diminuer la densité d’une solution, comme
nous pouvons l’observer sur la la figure 6.3(b), tout en augmentant son indice optique
(figure 6.3(a)). Il est alors possible de réaliser deux solutions de même indice optique mais
de densités diﬀérentes.
Daviero et al. [19] ont montré que le mélange en grande quantité d’une solution concen-
trée en éthanol et d’une solution en sel de même indice optique ne changeait pas ce dernier.
La méthode des deux bacs permet donc de prendre en compte cette contrainte. Il suﬃt de
préparer deux bacs de même indice optique, par exemple :
– Bac A : Ceth = 40 g·L−1 ce qui correspond à une densité de 991 g·L−1 et une variation
d’indice optique de 2.4× 10−3 par rapport à l’indice optique de l’eau.
– Bac B : Csel = 14 g·L−1 ce qui correspond à une densité de 1007 g·L−1 et une
variation d’indice optique de 2.4× 10−3 par rapport à l’indice optique de l’eau.
Nous obtenons ainsi un ∆ρ de 16 g·L−1 sans variation d’indice optique.
Finalement, le fluide expérimental est stratifié pour trois composés :
– le sel dont la concentration augmente avec la profondeur,
– l’éthanol dont la concentration diminue avec la profondeur,
– le colorant dont la concentration peut selon la préparation croître ou décroître avec
la profondeur.
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6.2.2 Nappe laser
Une fois le fluide ensemencé, il ne reste alors plus qu’à éclairer ce dernier pour observer
la fluorescence. Comme nous voulons observer le fluide sur une grande zone (dans l’idéal
toute la hauteur de la stratification), il est nécessaire de créer un éclairage homogène sur
une grande surface. Pour cela deux options s’oﬀrent à nous : créer une nappe laser à l’aide
d’une lentille divergente, ou utiliser un miroir oscillant qui permet de scanner la zone
d’étude et de créer, par moyenne temporelle, une nappe laser.
Malgré une mise en place plus simple de la lentille divergente, il nous a semblé plus
pertinent d’utiliser un miroir oscillant principalement pour deux raisons. Tout d’abord, le
faisceau laser est un faisceau gaussien ce qui signifie que lorsque la lentille divergente étale
le faisceau pour créer la nappe laser, cette gaussienne est également étalée (figure 6.4).
Cette inhomogénéité de l’intensité lumineuse est alors diﬃcile à prendre en compte ensuite
pour l’analyse des images, d’autant plus que lors d’expériences préliminaires, il est apparu
que la gaussienne semblait se déplacer au cours des expériences : le pointé du faisceau laser
se déplaçait probablement légérement au cours du temps ce qui, après le passage par la
lentille divergente, avait une influence importante sur la répartition lumineuse. Le profil
de l’intensité n’étant pas reproductible sur les images d’une même expérience, il devient
diﬃcile d’avoir une analyse pertinente sur toute la durée de l’acquisition. Par ailleurs, il
a été montré que la résolution des images était améliorée avec un miroir oscillant [15] en
diminuant les eﬀets de flou dus au déplacement du fluide.
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Figure 6.4 – Formation de la nappe laser avec une lentille divergente (à gauche) ou un
miroir oscillant (à droite). Les lignes vertes représentent la répartition de l’intensité dans
la nappe dans chacun des cas. L’encadré (a) représente l’intensité visualisée par la caméra
dans la cas d’une nappe laser générée par une lentille divergente. Les encadrés (b) et (c)
représentent l’intensité laser observée sur un temps inférieur à une période d’oscillation du
miroir (b), ou égal à une période d’oscillation (c).
Pour ces deux raisons, nous avons mis en place un miroir oscillant commandé par
un signal analogique. Un signal de contrôle triangulaire assure une vitesse de balayage
constante sur toute la zone d’observation et permet ainsi d’illuminer chaque point d’une
verticale pendant une même durée de temps au cours d’une période d’oscillation. Cette
technique permet d’avoir une répartition d’intensité lumineuse beaucoup plus homogène,
la seule variation d’intensité étant alors due à l’atténuation du faisceau le long du trajet
optique. Or, dans le cadre de nos expériences, le miroir est situé entre 100 et 150 cm de la
zone d’observation, et la nappe laser possède une extension verticale de l’ordre de 40 cm
au niveau de l’entrée dans le fluide. Cela signifie qu’au moment de pénétrer dans le fluide
stratifié, l’écart maximal de chemin optique entre les diﬀérents rayons est de 2 cm, distance
sur laquelle l’absorption du faisceau laser par l’air peut être négligée. L’intensité peut donc
être considérée comme étant homogène avec une très bonne approximation sur toute la
hauteur du fluide.
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6.2.3 Acquisition
Une caméra (2452 × 2054 pixels, fonctionnant en 16 bits) placée à environ 250 cm du
fluide stratifié, mesure l’intensité lumineuse réémise par la Rhodamine. Un filtre optique
passe-haut, de longueur d’onde de coupure 550 nm, est placé devant la caméra pour ne
laisser passer que la lumière émise par le colorant (555 nm)et éliminer la longueur d’onde
du laser (532 nm). La caméra munie d’une focale fixe de 3.5 cm permet d’obtenir des
champs de 40 cm par 60 cm.
Afin de visualiser correctement la fluorescence, il est indispensable d’accorder le temps
d’exposition de la caméra aux oscillations du miroir oscillant. En eﬀet, pour que l’éclairage
soit homogène, chaque point de l’image doit être illuminé pendant le même temps. Le
temps d’exposition de la caméra doit donc être un multiple de la période d’oscillation du
miroir (voir illustrations (b) et (c) de la figure 6.4).
Par ailleurs, il est important de n’éclairer le fluide que lors de l’acquisition d’une image.
En eﬀet, une solution de colorant fluorescent voit sa concentration diminuer au cours
du temps en raison de la dénaturation des molécules par la lumière. On parle alors de
photobleaching. L’évolution de la concentration en colorant actif au cours du temps est
prédite par la formule
C(t) = C0 exp (−QbσΦt) , (6.6)
où C correspond à la concentration en colorant, Qb au nombre de molécules détruites par
photon absorbé, σ à la section eﬃcace d’absorption et Φ au flux de photons traversant la
solution.
Au cours d’une période d’oscillation du miroir T , une zone du fluide stratifié de section
carrée S = d2, sera éclairée deux fois, ainsi
ΦT = 2
P∆t
hνd2
, (6.7)
où P est la puissance du faisceau incident, ∆t le temps de transit du laser dans la section
considérée, h la constante de Planck et ν la fréquence de l’onde lumineuse.
Dans le cadre de nos expériences nous utilisons de la Rhodamine 6G pour laquelle
Qbσ = 4.5 × 10−22 cm2 [14], et un faisceau laser de longueur d’onde de 530 nm (hν =
3.7 × 10−19 J) et de 2 W de puissance. La nappe laser possède une hauteur d’environ
H = 40 cm au niveau du fluide, ainsi ∆t = Td/H = T/200. Nous avons alors pour une
période d’oscillation du miroir
C(T ) = C0 exp
￿
−Qbσ
hν
2PTd
d2H
￿
, (6.8)
ce qui donne dans le cas où le miroir oscillant oscille en continu
C(t) = C0 exp
￿
−Qbσ
hν
2PTd
d2H
￿
t
T
￿￿
(6.9)
= C0 exp
￿
− 4.5× 10
−22
3.7× 10−19 × 2T
￿
t
T
￿￿
(6.10)
= C0 exp
￿
−6× 10−4
￿
t
T
￿
T
￿
. (6.11)
où ￿·￿ est la fonction partie entière.
Cela signifie que, pour une fréquence de travail du miroir oscillant de 130 Hz, 20% du
colorant est dénaturé en seulement 6 minutes.
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Par contre, si le miroir n’eﬀectue que n oscillations par image acquise à une fréquence
d’acquisition facq = 2 Hz, C(t) devient
C(t) = C0 exp
￿
−Qbσ
hν
2PTd
d2H
n￿tfacq￿
￿
(6.12)
= C0 exp
￿−n× 6× 10−4 ￿tfacq￿T ￿ . (6.13)
Pour la même fréquence du miroir, il faut alors environ 1h30 pour dénaturer 20% du
colorant si le miroir eﬀectue 4 oscillations par image acquise. Il est donc crucial de limiter
au maximum l’illumination du colorant.
La synchronisation du miroir et de la caméra est assurée par un signal analogique généré
par un programme Labview. Ce signal créneau, de fréquence facq, est transmis à la caméra
qui déclenche l’acquisition lors d’un front montant ainsi qu’à un générateur de fonctions
(Agilent). Ce générateur délivre un signal triangulaire composé de n périodes lors d’un
front montant du signal créneau (figure 6.5).
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Figure 6.5 – Signaux de synchronisation de la caméra et du miroir oscillant.
Nous pouvons ensuite ajuster la fréquence et le nombre d’oscillations en fonction du
temps d’exposition de la caméra. Les expériences décrites ultérieurement ont été réalisées
avec 3 oscillations du miroir par image à une fréquence d’oscillations de 131 Hz et une
fréquence d’acquisition de 2 Hz.
6.3 Observations et analyses
6.3.1 Traitement des images
Les images de LIF obtenues nécessitent un traitement a posteriori pour corriger les
eﬀets d’absorption des diﬀérents éléments chimiques présents dans le fluide (eau, sel, étha-
nol et Rhodamine 6G), comme nous pouvons l’observer sur la figure 6.2 où est présentée
une image d’un fluide stratifié éclairé par une nappe laser. Ce traitement permettra alors
d’obtenir le champ de concentration en colorant puis en densité à chaque instant.
Étape préliminaire
Comme nous l’avons vu précédemment, l’intensité lumineuse réémise par la Rhoda-
mine 6G dépend de la concentration en colorant au point observé, mais également de la
concentration en espèce chimique absorbante tout le long du chemin optique. La caméra
CCD convertissant l’intensité lumineuse en niveaux de gris, nous pouvons exprimer ces
derniers sous la forme suivante
Gcam(x, z, t) = αI(x0, z0, t)Crhod(x, z, t) exp [−β(x, z, t)] +Gb(x, z, t) , (6.14)
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avec Gb(x, z, t) le niveau de gris de base de la caméra 1, I(x0, z0, t) la répartition de l’inten-
sité laser à l’entrée du fluide, α un coeﬃcient de proportionnalité caractérisant l’eﬃcacité
de la fluorescence, la sensibilité de la caméra et la fonction de transfert du filtre optique et
β le terme d’absorption, défini par
β(x, z, t) =
￿ r
r0
(εrhodCrhod(u, t) + εselCsel(u, t) + εethCeth(u, t) + εeau) du ,
où r− r0 est la distance parcourue dans le fluide par un rayon lumineux pour atteindre le
point de coordonnées (x, z) depuis (x0, z0). Dans toute la suite, nous utiliserons la quantité
G = Gcam −Gb pour s’aﬀranchir du niveau de gris de base de la caméra.
Les diﬀérentes méthodes de correction de l’absorption, que nous allons présenter, sont
basées sur une correction itérative le long des diﬀérents faisceaux lumineux traversant le
fluide. Nous devons donc, avant toute opération de traitement, déterminer les trajectoires
du faisceau laser, ce qui revient en réalité à déterminer précisément la position du miroir
oscillant. Cette position est obtenue par une acquisition au cours de laquelle la fréquence
de balayage est petite devant la fréquence d’acquisition de la caméra. Nous obtenons, de
cette manière, la trajectoire à un instant t du faisceau laser. En repérant les trajectoires
pour diﬀérentes inclinaisons du miroir, nous obtenons la position apparente 2 du miroir
(figure 6.6).
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Figure 6.6 – À gauche : image du faisceau laser traversant le fluide stratifié à un instant t.
À droite : le prolongement de ces rayons, pour diﬀérents instants, converge vers la position
apparente du miroir oscillant.
Un calcul d’optique géométrique permet d’écrire, dans l’approximation des faibles
angles, que
dapp =
n3
n2
e+
n3
n1
d , (6.15)
où n1 est l’indice optique de l’air (n1 = 1), n2 l’indice optique du PMMA composant les
cuves (n2 = 1.49), n3 l’indice optique du fluide stratifié (n3 = 1.3385), dapp la distance
entre la première colonne de fluide éclairé et la position apparente du miroir, d la distance
entre la cuve et le miroir (d = 105 cm, pour l’expérience décrite ici) et e l’épaisseur de
la cuve (e = 6 cm). L’application numérique donne alors dapp = 146 cm ce qui est très
1. Expérimentalement ce terme, s’il est non négligeable, pourra être estimé en eﬀectuant une acquisition
avec le cache de la caméra. Ainsi seul le bruit de la caméra est mesuré et peut, ensuite, être retranché à
l’image à un instant t.
2. En raison des diﬀérents indices optiques du PMMA des cuves, de l’air et du fluide stratifié, la position
du miroir que nous obtenons n’est pas la position réelle. Mais ce qui nous importe ici est de déterminer la
position du point source, qu’elle soit réelle ou apparente.
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proche des 145 cm que l’on peut observer entre l’image du fluide et la position apparente
expérimentale du miroir sur la figure 6.6.
Une fois cette position déterminée, nous pouvons passer en coordonnées polaires, dont
l’origine est la position apparente du miroir. La figure 6.7(a) montre une image d’un fluide
stratifié éclairé par une nappe laser et la figure 6.7(b) présente la même image dans les
coordonnées (r, θ). Nous remarquons alors que les bords de la nappe laser inclinés sur
la figure (a) deviennent horizontaux après changement de coordonnées. Nous avons donc
bien, sur chaque horizontale de l’image (b), un faisceau incident. Nous pourrons désormais
eﬀectuer la correction de l’absorption sur toutes les lignes de manière simultanée et gagner
ainsi en temps de calcul.
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Figure 6.7 – (a) Image brute de la stratification éclairée par une nappe laser depuis la
droite de l’image. (b) Image brute en coordonnées polaires r et θ. r0, qui est une fonction
de θ, est la distance parcourue par le faisceau laser avant de pénétrer dans le fluide. Pour
ces deux images, la cellule contenant une concentration en rhodamine fixe et permettant la
renormalisation est visible dans le coin supérieur droit. La ligne blanche et la ligne jaune
représentent deux rayons lumineux issus du miroir oscillant.
Dans ces coordonnées polaires, les niveaux de gris de la caméra se réécrivent
G(r, θ, t) = αI(r0, θ, t)e−β(r,θ,t) Crhod(r, θ, t) , (6.16)
où β garde la même expression que précédemment et où r0 est le point à partir duquel le
rayon pénètre dans le fluide.
Nous pouvons dans un premier temps supposer que I(r0, θ, t) = f(t)Is(r0, θ). Cette
hypothèse revient à dire que la répartition spatiale de l’intensité lumineuse reste la même
au cours du temps mais que l’amplitude peut, quant à elle, évoluer en raison de fluctuations
de l’intensité laser. Pour prendre en compte cette dépendance temporelle, nous plaçons une
solution de concentration fixée dans le champ de la nappe laser (cette solution est visible
dans la partie supérieure droite des figures 6.7(a) et (b)). La fluorescence moyenne de cette
solution peut alors s’exprimer, en négligeant l’absorption en raison de sa petite taille, sous
la forme
Gsol(t) = αf(t)￿Is(r, θ)￿celCref , (6.17)
où Cref est la concentration de la cellule et ￿Is(r, θ)￿cel la moyenne de l’intensité lumineuse
excitatrice au niveau de la cellule. Ainsi, la renormalisation de l’image entière s’écrit
Gr(r, θ, t) =
G(r, θ, t)
Gsol(t)
=
Is(r0, θ)
￿Is(r0, θ)￿cel
Crhod(r, θ, t)
Cref
exp (−β(r, θ, t)) . (6.18)
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Il reste alors à éliminer le terme en Is(r0, θ) pour pouvoir ensuite corriger l’absorption.
Nous proposons par la suite deux méthodes pour déterminer ce terme.
Première méthode : Comparaison à un fluide homogène
Une première méthode pour déterminer cette répartition spatiale est d’utiliser comme
référence l’image d’un fluide homogène en densité et donc en concentration en Rhodamine,
dans les mêmes conditions d’observations. La fluorescence renormalisée du fluide homogène
s’écrit
GH(r, θ) =
Is(r0, θ)
￿Is(r0, θ)￿cel
Crhod
Cref
exp
￿−β(r)￿ , (6.19)
où
β(r) =
￿ r
r0
￿
εrhodCrhod + εselCsel + εethanolCethanol + εeau
￿
du
=
￿
εrhodCrhod + εselCsel + εethanolCethanol + εeau
￿
(r− r0) .
Les C représentent les concentrations du fluide homogène.
Ainsi en divisant une image à l’instant t par cette image de référence, nous obtenons
la grandeur suivante
GM1(r, θ, t) =
Gr(r, θ, t)
GH(r, θ)
,
=
Crhod(r, θ, t)
Crhod
exp
￿
β(r)− β(r, θ, t)￿ . (6.20)
La relation entre deux calottes successives de fluide devient, en se limitant au premier
ordre,
GM1(r+ dr, θ, t) = GM1(r, θ, t)
Crhod(r+ dr, θ, t)
Crhod(r, θ, t)
exp
￿￿
∂β
∂r
− ∂β
∂r
(r, θ, t)
￿
dr
￿
,
et ainsi
Crhod(r+dr, θ, t) = Crhod(r, θ, t)
GM1(r+ dr, θ, t)
GM1(r, θ, t)
exp
￿￿
−∂β
∂r
+
∂β
∂r
(r, θ, t)
￿
dr
￿
. (6.21)
Il suﬃt alors de connaître les concentrations moyennes pour les diﬀérentes espèces ab-
sorbantes ainsi que les valeurs des diﬀérents coeﬃcients d’absorption pour pouvoir ensuite
remonter aux valeurs de concentrations au cours du temps. Il est à noter que nous n’avons
pas besoin de connaître la correspondance intensité lumineuse/concentration en Rhoda-
mine car, avec toutes ces opérations, la première colonne de l’image est, d’après l’équation
(6.20), de la forme
GM1(r0, θ, t) =
Crhod(r0, θ, t)
Crhod
. (6.22)
La connaissance de Crhod suﬃt donc à déterminer le champ de concentration. Il est cepen-
dant important de commencer l’itération à partir de la première colonne de fluide éclairée
pour éviter des eﬀets d’absorption non pris en compte.
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Seconde méthode : comparaison à une prédiction
La détermination du facteur de l’intensité incidente peut également s’eﬀectuer par
l’intermédiaire d’une image de la stratification initiale. En eﬀet, à t = 0, nous connaissons
parfaitement la stratification de notre expérience grâce à une mesure conductimétrique
de la stratification 3. Nous pouvons donc prédire de manière théorique l’image que nous
sommes censés obtenir. Ce modèle aura alors la forme suivante
Cmod(r, θ) = Crhod(r, θ, t = 0) exp (−βmod(r, θ)) , (6.23)
avec
βmod(r, θ) =
￿ r
r0
(ε˜rhodCrhod(u, θ, 0) + ε˜selCsel(u, θ, 0)
+ε˜ethanolCethanol(u, θ, 0) + ε˜eau)du , (6.24)
et où toutes les grandeurs tildées correspondent aux paramètres ajustables du modèle. Les
concentrations sont les concentrations obtenues par la mesure de la stratification.
Si l’on fait le rapport entre l’image renormalisée à t = 0 (équation (6.18) prise en t = 0)
et ce modèle, nous obtenons alors la formule suivante
GI(r, θ) =
Gr(r0, θ, 0)
Cmod(r, θ)
=
Is(r, θ)
￿I(r0, θ)￿celCref
exp (βmod(r, θ)− β(r, θ, 0)) . (6.25)
Les coeﬃcients du modèle sont alors ajustés de manière à annuler le terme de l’expo-
nentiel. Dans ce cas, l’équation (6.25) devient
GI(r, θ) =
Is(r, θ)
￿I(r0, θ)￿celCref
. (6.26)
Nous avons donc pour chaque instant t
GM2(r, θ, t) =
Gr(r, θ, t)
GI(r, θ)
,
=Crhod(r, θ, t) exp (−β(r, θ, t)) . (6.27)
et ainsi
Crhod(r+ dr, θ, t) = Crhod(r, θ, t)
GM2(r+ dr, θ, t)
GM2(r, θ, t)
exp
￿
∂β
∂r
(r, θ, t)dr
￿
. (6.28)
Avec cette méthode nous n’avons donc pas à connaître les concentrations dans le fluide
homogène, mais seulement les concentrations à l’instant initial, qui sont plus proches des
concentrations au cours des expériences. Cette analyse nous a semblé plus pertinente pour
l’étude de la propagation des ondes dans le cas d’un faible mélange.
La figure 6.8(a) représente la correction de l’image 6.7(a) d’un fluide stratifié au repos,
et les figures (c) et (d) sont obtenues lors de la propagation d’un mode-1.
La représentation de quelques isopycnes (figure 6.8(b)) permet de mieux visualiser
l’horizontalité des lignes d’isodensité et donc de s’assurer de la correction de l’absorption.
3. Lors de la calibration de la sonde conductimétrique, il faut alors bien prendre en compte l’eﬀet de
l’éthanol qui participe à la conductivité de la solution. Pour cela, la calibration de la sonde s’eﬀectue avec
des solutions de sel et d’éthanol et en mesurant leur densité avec un densimètre.
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Figure 6.8 – (a) Image corrigée de la stratification initiale. (b) Représentation de quelques
isopycnes de l’image (a). (c) Image corrigée à un instant t pendant la propagation d’un
mode-1. (d) Représentation de quelques isopycnes de l’image (c).
Ces isopycnes sont obtenues à partir de la figure 6.8(a) (ou (c)) en sélectionnant certaines
valeurs de concentration en rhodamine et en mettant les autres concentrations à zéro. Cette
sélection permet, par ailleurs de mieux visualiser le déplacement du fluide, comme nous
pouvons le constater sur la figure 6.8(d). Sur cette figure, nous pouvons voir les oscillations,
des diﬀérentes lignes d’isodensité, dues à la propagation du mode-1. La déformation des
isopycnes est alors très similaire à la déformation de la surface de l’eau lors de la propagation
d’une onde de surface, et toutes les isopycnes ont quasiment la même déformation, en raison
des propriétés particulières du mode-1. Ce n’est pas le cas avec une onde plane en raison
de l’angle de propagation de l’onde avec l’horizontale, créant ainsi un décalage spatial du
motif entre chaque isopycne.
Dans le cas d’une erreur dans le modèle (coeﬃcients d’absorption, concentrations),
les isopycnes perdent leur horizontalité pour la stratification initiale. Cette visualisation
permet de se donner également une idée du bruit de la mesure de la concentration. En
eﬀet, sur la figure 6.8, la concentration en Rhodamine varie de 0 à 40 µg.L−1 et la largeur
des isopycnes représentées est de 0.4 µg.L−1, ce qui représente 1% de la variation verticale.
Puisque la stratification est linéaire et s’étend sur 32 cm, l’épaisseur de ces lignes doit être
de 3.2 mm. Sur ces figures, l’épaisseur des isopycnes est de 4 mm ce qui est très proche
de ce que l’on doit observer. Cette diﬀérence est à la fois due au bruit de la caméra lors
des mesures mais également aux opérations de correction de l’absorption. Ce résultat reste
néanmoins très satisfaisant.
6.3.2 Applications
Afin de tester cette technique, nous avons cherché à observer la propagation des ondes
internes dans un cas déjà étudié de l’apparition de la PSI sur la propagation d’un mode-1
[49]. Nous chercherons donc à mesurer les fréquences et les vecteurs d’ondes des diﬀé-
rentes ondes, comme nous avons pu le faire précédemment avec la technique de Schlieren
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Synthétique.
Un spectre temps-fréquence du champ de densité est donc réalisé dans un premier temps
afin de déterminer les fréquences présentes au cours de notre expérience (figure 6.9(a)).
Nous analysons ici une expérience pour laquelle N = 0.9 rad·s−1, ω0/N = 0.93 et pour
une amplitude du mode-1 de 0.75 cm.
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Figure 6.9 – (a) Spectre-temps fréquence obtenu à partir du champ de densité. (b) Signal
des fluctuations de densité filtré à ω0 en bleu. La courbe verte est l’enveloppe de ces
fluctuations et représente ρ￿0.
Nous remarquons sur la figure 6.9(a) qu’aux alentours de 25 périodes de l’onde mère,
deux sous-fréquences apparaissent et se développent : ω1/N = 0.58 et ω2/N = 0.34. La
somme de ces deux sous-fréquences est égale à la fréquence de l’onde mère, ces trois ondes
satisfont ainsi une condition de résonance temporelle. Pour s’assurer que ce phénomène
correspond à la PSI présentée au cours de la partie 2, nous cherchons à mesurer les vecteurs
d’ondes de ces trois ondes.
Pour cela, nous eﬀectuons tout d’abord un fitrage temporel autour de chacune des trois
fréquences. Les deux premières lignes de la figure 6.10 représentent la partie réelle et la
phase du champ de densité filtré aux diﬀérentes fréquences. Un spectre bidimensionnel
(2D) est ensuite calculé à partir de ces champs, ce qui permet d’obtenir une mesure des
trois vecteurs d’ondes (troisième ligne de la figure 6.10).
Il est à noter que cette méthode ne permet pas de mesurer la composante verticale
du vecteur d’onde de l’onde mère. En eﬀet, comme le champ de densité ne prend pas
toute la hauteur du fluide, nous n’avons pas suﬃsamment d’étalement selon la verticale
pour obtenir la valeur de cette composante verticale m0. Cependant, de par la nature
du forçage, nous savons que m0 = π/H, avec H la hauteur du fluide. Par ailleurs, les
mesures de ￿0 et ω0/N sont compatibles avec cette valeur de m0. Pour les deux ondes filles,
ce problème ne se pose pas et nous avons ainsi accès aux deux composantes. En outre,
d’autres sous pics d’intensité beaucoup plus faible sont visibles dans les diﬀérents cadrans.
Ces pics secondaires proviennent des réflexions des ondes sur les bords du domaine.
Pour comparer ces mesures aux prédictions, nous devons mesurer Ψ0, l’amplitude de
la fonction courant. Cette quantité est reliée aux fluctuations de densité par la relation
Ψ0 =
gω0
N2ρ￿0
ρ￿0 , (6.29)
où ρ￿0 est l’amplitude des fluctuations de densité ρ￿ de l’onde mère, ρ la densité moyenne
du fluide stratifié et ￿0 la composante horizontale du vecteur d’onde de l’onde mère. Cette
relation est obtenue à partir de la conservation de masse, en négligeant les termes du second
ordre.
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Figure 6.10 – Les deux premières lignes montrent les résultats du filtrage du champ de
densité pour chaque fréquence présente sur le diagramme temps-fréquence (la partie réelle
sur la première ligne et la phase sur la seconde) à t = 25T0. La dernière ligne est le
résultat d’une transformée de Fourier 2D appliquée au champ de la première ligne où ￿
est la composante horizontale des vecteurs d’ondes et m la composante verticale. Sur le
spectre spatial est superposé l’espace des solutions du système formé par les conditions de
résonance temporelle et spatiale ainsi que les relations de dispersion.
La courbe bleue de la figure 6.9(b) montre l’évolution avec le temps des variations de
densité associées à l’onde mère ρ￿ = ρ−ρ. Cette grandeur est obtenue par filtrage temporel
du champ de densité autour de la fréquence de l’onde mère. Nous pouvons observer que
pour t = 0, l’amplitude des oscillations est non nulle. Ceci est dû à l’opération de filtrage
temporel qui, en fonction de la largeur de la fonction de filtrage, crée des erreurs au début
et à la fin de l’expérience. La courbe verte représente l’enveloppe de ces fluctuations et
représente ainsi l’évolution temporelle de l’amplitude ρ￿0 des fluctuations de densité. Au
moment de l’apparition de l’instabilité (autour de 25T0), ρ￿0 vaut 0.4 kg·m−3, ce qui cor-
respond à Ψ0 = 1.4 × 10−4 m2·s−1. Cette valeur peut alors être utilisée dans le modèle
théorique développé au cours du chapitre 3.2 pour prédire les vecteurs d’ondes et les pulsa-
tions des ondes filles. La figure 6.11 présente la superposition des mesures expérimentales
des diﬀérents vecteurs d’ondes et des prédictions théoriques.
Nous observons donc que ces trois ondes présentes dans l’écoulement satisfont une
condition de résonance temporelle, comme nous avons pu le constater avec le spectre temps-
fréquence, ainsi qu’une condition de résonance spatiale. Par ailleurs, ces mesures sont en
bon accord avec les prédictions théoriques lorsque l’on tient compte des erreurs de mesures
des vecteurs d’ondes et de l’amplitude de la fonction courant. Enfin, les résultats que nous
observons ici sont tout à fait compatibles avec les observations eﬀectuées par la technique
de Schlieren Synthétique [49].
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Figure 6.11 – Condition de résonance spatiale expérimentale. Les trois vecteurs sont les
mesures expérimentales des trois vecteurs d’ondes :
−→
k0 en bleu,
−→
k1 en vert et
−→
k2 en rouge.
Les cercles représentent les erreurs expérimentales dues au spectre 2D. La courbe en trait
plein représente la position de l’extrémité du vecteur
−→
k1 vérifiant les conditions de résonance
spatiale et temporelle. La zone encadrée représente les lieux de taux de croissance maximal
prédits par la théorie en prenant les valeurs expérimentales de
−→
k0 et de Ψ0 et en prenant
en compte les erreurs sur Ψ0 et une erreur de 1% sur le taux de croissance maximal.
Conclusion
Dans ce chapitre, nous proposons un dispositif expérimental et une méthode d’analyse
permettant d’étendre les champs d’application de la Fluorescence Induite par Laser. En
eﬀet, bien que cette technique soit souvent utilisée pour la mesure de densité au sein d’un
fluide, son utilisation dans un fluide stratifié n’avait jamais été réalisée. Notre dispositif
expérimental nous a permis de mesurer des champs de densité de 60 cm par 30 cm au cours
du temps et d’observer ainsi la propagation d’ondes internes et leur déstabilisation par le
mécanisme de l’Instabilité Paramétrique Subharmonique. Nous avons ainsi pu utiliser les
outils tels que le spectre temps-fréquence ou encore la transformée de Hilbert sur les champs
de densité et remonter à des grandeurs caractéristiques des ondes internes. Grâce à cela,
la méthode de LIF est, non seulement mise en place, mais également validée.
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Chapitre7
Densité et vitesse :
une association qui retourne !
x (cm)
z
(c
m
)
 
 
5 10 15 20 25 30 35 40 45 50 55
10
15
20
25
30
0 5 10 15
L’utilisation de la LIF dans l’observation
de la propagation d’ondes internes a per-
mis d’observer, dans certains régimes de fré-
quences et d’amplitudes, des retournements
des isopycnes. Ces retournements apparaissent
lorsque du fluide plus dense passe au dessus de
fluide moins dense. Dans ce cas, nous obser-
vons l’apparition d’un rouleau similaire à ceux
que l’on peut observer sur les côtes océaniques.
Cette inversion locale de la stratification peut,
lorsqu’elle est suivie d’un déferlement, parti-
ciper au mélange du fluide stratifié. La tech-
nique de LIF développée dans le chapitre précédent permet d’observer l’évolution de la
densité dans de telles zones, mais la connaissance de la densité est encore insuﬃsante pour
caractériser correctement le mélange. Les mesures de flux de densité ou de longueurs ca-
ractéristiques de mélange reposent sur des mesures de densité mais également de vitesse.
Nous devons donc compléter notre dispositif expérimental, afin de mesurer des champs de
vitesse par PIV simultanément à la mesure du champ de densité.
Ce chapitre exposera ainsi dans un premier temps la mise en place des expériences de
PIV-LIF en fluide stratifié, puis nous discuterons des grandeurs caractéristiques mesurables
et de leur comportement dans le cas d’un mélange du fluide stratifié.
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7.1 Réalisation expérimentale
Le dispositif expérimental est sensiblement le même que celui présenté au cours du
chapitre 6.2 : une cuve longue de 80 cm, large de 17 cm et haute de 50 cm, remplie d’un
fluide linéairement stratifié, est éclairée par une nappe laser générée à l’aide d’un miroir
oscillant, contrôlé par un signal analogique. Nous rajoutons cette fois-ci des particules de
PIV (sphères creuses de verre), de densité ρpart = 1.1×103 kg·m−3 et d’une taille moyenne
de 11 µm, dans le fluide stratifié. Ces particules étant plus denses que le fluide stratifié,
elles sédimentent au cours des expériences, ce qui peut poser problème pour des expériences
trop longues. Cependant, les expériences que nous avons eﬀectuées ne duraient pas plus de
30 min, temps pour lequel la sédimentation des particules de PIV est négligeable.
Le déplacement du fluide est observé par deux caméras CCD : une première caméra
pour l’observation de la Rhodamine 6G (16 bits, 2452×2054) munie d’un filtre passe-haut
(longueur d’onde de coupure 550 nm) et une seconde caméra pour l’observation des par-
ticules de PIV (8 bits, 2452 × 2054) munie d’un filtre passe-bande centré sur la longueur
d’onde du laser (530 nm) (figure 7.1). Le filtre passe-haut permet de bloquer la lumière
issue du laser et de laisser passer la fluorescence. La caméra associée aux mesures de LIF
ne mesure ainsi que le rayonnement issu de la Rhodamine 6G. Le filtre passe-bande, quant
à lui, diminue fortement l’intensité lumineuse issue de la rhodamine sans l’atténuer com-
plètement, et laisse passer une grande partie de l’intensité laser réémise par les particules
de PIV. La caméra PIV visualise donc principalement les particules de PIV. Enfin les
deux caméras sont situées à environ 250 cm du fluide et sont éloignées d’une dizaine de
centimètres l’une de l’autre.
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Figure 7.1 – Principe des filtres optiques utilisés. Le filtre passe-haut pour les longueurs
d’onde (filtre rouge) ne laisse passer que la fluorescence de la rhodamine, le filtre passe-
bande (filtre vert) laisse passer la lumière laser diﬀusée par les particules de PIV et une
partie de la fluorescence.
La principale diﬃculté de ces mesures simultanées de densité et de vitesse, repose
sur le terme "simultanée". Il faut en eﬀet s’assurer que les deux caméras observent les
mêmes points au même instant. La calibration spatiale et la synchronisation temporelle
des caméras sont décrites plus en détails dans les paragraphes suivants.
7.1.1 Calibration des caméras
Comme nous l’avons décrit précédemment, nous utilisons deux caméras pour étudier
les déplacements du fluide stratifié. La première permet de remonter à la densité en chaque
point du fluide et la seconde à la vitesse. Mais il est important pour les analyses ultérieures
de pouvoir superposer correctement ces deux champs. Une première méthode consisterait
à régler les caméras de manière à ce qu’elles filment exactement la même zone avec le
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même nombre de pixels, mais il est très diﬃcile expérimentalement de réaliser un tel
réglage au pixel près sans utiliser de dispositif basé sur l’utilisation d’une lame semi-
réfléchissante. Cette technique consiste à placer après l’objectif une lame semi-réfléchissante
permettant de séparer la lumière incidente sur deux capteurs CCD munis de filtres. Nous
pouvons ainsi obtenir au pixel près le même champ avec le même nombre de pixels, mais
la lame semi-réfléchissante diminue fortement l’intensité lumineuse, ce qui, dans le cas de
nos expériences, devient alors problématique.
Pour contourner cette diﬃculté expérimentale, nous utilisons une grille de calibration
que nous plaçons au niveau de la zone à observer. Cette grille est constituée d’un en-
semble de points réguliers placés sur un réseau orthonormé dont les axes sont alignés avec
l’horizontale et la verticale. Chaque caméra fournit une image de ce réseau de points, ce
qui permet d’identifier dans un premier temps le décalage horizontal et vertical entre les
deux images. Par ailleurs, la régularité du réseau dans l’espace réel permet de détecter les
distorsions propres à chaque caméra.
En comparant ces images à la grille de l’espace réel, nous obtenons deux transforma-
tions :
– TLIF qui permet de passer des images de LIF à l’espace réel,
– TPIV qui permet de passer des images de PIV à l’espace réel,
ainsi que les transformations inverses.
La figure 7.2 permet de comparer l’image de la caméra associée aux mesures de vitesses
avant et après transformation.
image de PIV espace réel
Figure 7.2 – À gauche : photo de la grille obtenue par la caméra associée aux mesures de
PIV. À droite : résultat de la transformation TPIV appliquée à la photo de gauche.
Nous remarquons que pour l’image brute les points ne sont pas alignés parfaitement
avec la verticale et l’horizontale (représentées par les lignes rouges) en raison d’un mauvais
positionnement de la caméra. L’application des transformations permet alors de retrouver
cet alignement. Cette calibration permet ainsi de projeter les images issues de chaque
caméra sur un espace commun, faisant ainsi correspondre spatialement les mesures de
densité et de vitesses.
7.1.2 Synchronisation des caméras
Le seul calibrage spatial ne suﬃt pas pour faire correspondre les mesures de densité et
de vitesses. Il faut, en eﬀet, s’assurer que ces mesures s’eﬀectuent au même instant. Pour
eﬀectuer cette synchronisation, il est nécessaire de se rappeler qu’un champ de vitesse à
l’instant t est obtenu en comparant une image prise à l’instant t+∆t/2 et une image prise
à l’instant t−∆t/2, alors qu’un champ de densité est obtenu à partir d’une unique image
prise à l’instant t.
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Une première manière de régler ce problème est de déclencher les deux caméras en même
temps. Nous obtenons alors des images tous les temps tn. Nous devons alors comparer les
images de PIV des temps tn+1 et tn−1 pour obtenir le champ de vitesse de l’instant tn
alors que le champ de densité est directement obtenu à partir de l’image prise à l’instant tn
(figure 7.3).
X X X tn−2 tn−1 tn tn+1 tn+2 X X X
￿vn−1 ￿vn ￿vn+1
ρn−1 ρn ρn+1
Figure 7.3 – Calcul des champs de vitesse et de densité dans le cas où les deux caméras
ont la même fréquence d’acquisition.
Cependant, pour que l’algorithme de PIV fournisse un champ de vitesse propre, le
déplacement des particules de PIV entre deux images doit être compris entre 10 et 15
pixels. Ce déplacement peut alors être rapidement dépassé si la fréquence d’acquisition
n’est pas assez élevée. La synchronisation par déclenchement simultané des deux caméras
impose une fréquence d’acquisition deux fois plus grande que la fréquence d’acquisition
optimale pour la PIV, en raison de l’utilisation d’une image sur deux (figure 7.3).
Or, il est diﬃcile d’assurer une fréquence d’acquisition élevée et stable en raison de la
taille importante des images que l’on doit acquérir 1. La stabilité de la fréquence d’acquisi-
tion étant primordiale pour les champs de vitesse, nous avons opté pour une synchronisa-
tion plus élaborée, permettant de régler indépendamment l’intervalle de temps entre deux
images de PIV, TPIV , et l’intervalle de temps entre deux images de LIF, TLIF .
La figure 7.4 représente les diﬀérents signaux utilisés pour commander les deux caméras
ainsi que le miroir oscillant. Un programme Labview génère un double créneau permettant
de déclencher les acquisitions de la caméra de PIV. Ce signal est également envoyé à un
générateur de fonctions Agilent afin de générer un seul créneau dont le front montant est
au milieu des deux précédents créneaux. Ce signal est utilisé pour le déclenchement de
la caméra de LIF et est sommé au précédent signal afin de déclencher les oscillations du
miroir au moment de l’acquisition des images (zones grisées de la figure 7.4).
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Figure 7.4 – Signaux électriques permettant d’acquérir deux images de PIV pour une
image de LIF et de contrôler le miroir oscillant. TPIV et TLIF sont les périodes associées
à chaque caméra.
Ce système de synchronisation permet ainsi de prendre deux images à des temps très
proches pour la PIV, tout en ne prenant qu’une image de LIF. Les signaux sont conçus de
sorte que l’image de LIF soit prise exactement entre les deux images de PIV. Ce système
1. Pour la LIF, les images que l’on acquiert sont codées en 16 bits, donc beaucoup plus grosses en terme
de mémoire et de temps de transfert.
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permet ainsi de calculer le champ de vitesse à l’instant t et de mesurer le champ de densité
à t. Par ailleurs, nous pouvons contrôler indépendamment les temps TPIV et TLIF, ce qui
n’était pas le cas avant. Enfin, pour éviter le photobleaching évoqué au paragraphe 6.2.3,
le miroir est synchronisé avec la somme des deux signaux de contrôle, permettant ainsi un
temps d’illumination minimal au cours de l’acquisition.
7.1.3 Traitements et premières observations
Les champs de vitesse sont obtenus à l’aide d’un algorithme de PIV (uvmat), sous
licence GNU, basé sur les algorithmes de Fincham et Delerce [27, 85]. Deux images sont
enregistrées avec un écart temporel de TPIV = 1/6 s tous les TLIF = 1/2 s, permettant
d’obtenir entre 15 et 20 champs de vitesse par période de forçage. Les calculs de PIV sont
eﬀectués pour chaque paire d’images sur une fenêtre d’interrogation de 21× 21 pixels tous
les 10 pixels. Par ailleurs, le grandissement utilisé lors de nos expériences est d’environ
40 pix·cm−1. Ce traitement permet donc d’obtenir une mesure de vitesse tous les 2.5 mm.
Les champs de densité sont obtenus en utilisant le traitement détaillé au paragraphe 6.3.1.
Ce champ pourra être moyenné pour obtenir une mesure de la densité tous les 2.5 mm afin
d’accorder la résolution du champ de densité à celle du champ de vitesse. Une fois ces deux
champs obtenus, nous utilisons les transformations TLIF et TPIV pour les superposer dans
l’espace réel 2.
Il est simple dans un premier temps de vérifier que nos deux caméras sont correctement
synchronisées et calibrées. Il suﬃt pour cela d’observer un point du fluide et de tracer
l’évolution de la vitesse et de la densité sur une même figure (figure 7.5). Pour une onde
plane ou un mode-1 , l’utilisation de l’équation de la conservation de la masse permet de
montrer que la vitesse verticale se comporte comme la dérivée temporelle de la densité
vz = − 1
∂zρ
∂tρ . (7.1)
Les deux courbes doivent donc être en quadrature de phase. La figure 7.5(a) montre
l’évolution temporelle de la densité (courbe bleue) et de la vitesse verticale (courbe rouge)
en un point du fluide parcouru par un mode-1.
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Figure 7.5 – (a) En bleu : fluctuations de densité mesurées en un point du fluide en
fonction de t/T0 avec T0 la période du forçage. En rouge : mesure de la vitesse verticale
du fluide au même point. (b) Corrélation croisée de la densité et de la vitesse en fonction
de τ/T0.
2. La transformation du champ de vitesse porte non seulement sur les coordonnées des vecteurs mais
également sur la valeur de la vitesse.
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L’axe des z étant orienté vers le haut, ∂zρ est négatif. Nous en déduisons donc que
la vitesse verticale est du même signe que la dérivée temporelle de la densité. Sur la
figure 7.5(a) lorsque la vitesse est positive (courbe rouge), la densité du fluide en un point
augmente et atteint son maximum lorsque la vitesse s’annule. Afin de s’assurer de la relation
entre les fluctuations de densité ρ￿ et la vitesse verticale w, nous calculons la corrélation
croisée Γρ￿w(τ) de ces deux grandeurs, définie comme suit
Γρ￿w(τ) =
￿
ρ￿(u)w∗(u− τ)du . (7.2)
La figure 7.5(b) représente l’évolution de cette corrélation croisée normalisée par son
maximum entre τ = −T0/2 et τ = +T0/2. Le maximum est atteint pour τ = 0.25T0 ce
qui correspond à un déphasage entre les deux signaux de π/2. La vitesse se comporte donc
bien comme la dérivée de la densité et nos mesures de vitesse et de densité s’eﬀectuent au
même instant et au même endroit.
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Figure 7.6 – Propagation d’un mode-1 sur une période de forçage T0 avec ∆ρ = ρ −
1000 g.L−1 et une largeur des isopycnes de 0.2 g.L−1. L’écart temporel entre 2 images est
de 1/8 T0.
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Il est alors possible de superposer l’ensemble du champ de densité et de vitesse. La
figure 7.6 présente la superposition du champ de densité et du champ de vitesse dans le cas
de la propagation d’un mode-1 et à diﬀérents instants. Nous observons ainsi la propagation
d’un mode-1 de la gauche vers la droite à la fois par le déplacement des isopycnes et par le
déplacement du champ de vitesse (déplacement des rouleaux de vitesse de la gauche vers
la droite).
Finalement, après avoir validé la technique de LIF au chapitre précédent, nous avons
eﬀectué et validé des mesures simultanées de vitesse et de densité. Nous sommes donc à
présent en mesure d’étudier le mélange par les ondes internes dans un cas simple par la
technique de PIV-LIF.
7.2 Mélange et flux de densité
Le résultat du mélange par les ondes internes peut facilement s’observer en mesurant
la stratification avant et après la propagation des ondes. La comparaison des deux stra-
tifications permet ainsi d’observer si la densité a évolué au sein du fluide. La figure 7.7
représente l’évolution de la stratification après la propagation d’un mode-1 instable sur
des périodes de temps allant de 45 min à 180 min. Nous observons alors un raidissement
de la pente de la stratification, ce qui équivaut à une diminution locale de la pulsation de
flottabilité N . Cette diminution est plus rapide lorsque le mode se déstabilise sous forme de
deux ondes secondaires de plus petites longueurs d’ondes (PSI). Ces premières observations
permettent de confirmer que l’instabilité paramétrique joue un rôle dans le mélange d’un
fluide stratifié par les ondes internes.
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Figure 7.7 – Mesure de l’évolution temporelle de la stratification lors de la propagation
d’un mode-1.
Cependant, ces mesures ponctuelles de la stratification ne sont pas tout à fait satisfai-
santes. En eﬀet, pour eﬀectuer ces mesures nous devons arrêter le générateur, attendre la
stabilisation du fluide, puis mesurer la stratification à l’aide de la sonde conductimétrique
et enfin reprendre la propagation du mode-1. Ce protocole ne permet donc pas de mesurer
l’impact réel de la propagation continue d’une onde interne. En outre, de cette manière
nous n’observons que le résultat final et non les processus instantanés de mélange.
La technique de PIV-LIF permet, quant à elle, d’aller plus en avant dans l’étude du
mélange en mesurant en temps réel l’évolution de la densité et de la vitesse au sein du
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fluide. Grâce à ces mesures nous pouvons, en particulier, déterminer le flux vertical de
densité ￿ρ￿w￿￿ où ρ￿ correspond aux fluctuations de densité et w￿ aux fluctuations de vitesse
verticale. Cette grandeur est intéressante à étudier et à mesurer, car c’est un terme qui
apparaît naturellement dans les équations. En eﬀet, si l’on étudie l’équation de conservation
de la masse dans un cas unidimensionnel et sans diﬀusion de masse, nous avons
∂ρ
∂t
+
∂ρw
∂z
= 0 . (7.3)
Or, pour un écoulement turbulent, la densité et la vitesse peuvent se réécrire comme la
somme d’un terme moyen et d’un terme de fluctuations dont la moyenne temporelle est
nulle
ρ = ￿ρ￿+ ρ￿ et w = ￿w￿+ w￿ . (7.4)
L’équation (7.3) devient alors
∂￿ρ￿
∂t
+
∂ρ￿
∂t
+
∂￿ρ￿￿w￿
∂z
= −∂ρ
￿￿w￿
∂z
− ∂￿ρ￿w
￿
∂z
− ∂ρ
￿w￿
∂z
. (7.5)
Si l’on eﬀectue une moyenne temporelle de cette équation, les termes s’exprimant comme
le produit d’une grandeur moyenne et d’une grandeur fluctuante s’annulent 3, et l’équa-
tion (7.6) devient
∂ρ
∂t
+
∂￿ρ￿￿w￿
∂z
= −∂￿ρ
￿w￿￿
∂z
. (7.6)
Nous obtenons ainsi une équation très similaire à une équation de diﬀusion avec, à
droite de l’égalité, un terme égal à la dérivée spatiale d’un flux. Par analogie avec la loi de
Fick, ou encore la loi de Fourier, un coeﬃcient de diﬀusion turbulente κt peut être défini
tel que
￿ρ￿w￿￿ = −κt∂￿ρ￿
∂z
. (7.7)
Afin de comparer diﬀérentes expériences, il est alors plus pertinent d’utiliser le coef-
ficient de diﬀusion turbulente κt, plutôt que le flux vertical de densité. Par ailleurs, le
mélange consistant à abaisser du fluide moins dense (w￿ < 0 et ρ￿ < 0) ou à élever du fluide
plus dense (w￿ > 0 et ρ￿ > 0), le coeﬃcient de diﬀusion turbulente est toujours positif 4.
Finalement, κt caractérise l’importance du mélange par la turbulence dans l’écoulement
considéré : plus ce coeﬃcient est grand et plus la turbulence joue un rôle important dans
les processus de mélange.
La mesure de ce coeﬃcient nécessite la détermination des fluctuations de densité et de
vitesse. La technique de LIF permettant d’obtenir des champs de densité, ρ￿ est obtenu en
retirant la composante continue ou lentement variable au champ de densité. Nous obtenons
ainsi une grandeur dont la moyenne temporelle est nulle. La technique de PIV fournit,
quant à elle, la composante verticale du champ de vitesse w. Or, l’écoulement considéré
ici ne possède pas d’écoulement moyen selon la verticale ainsi, w = w￿. Par la suite nous
garderons la notation w pour désigner les fluctuations de vitesse verticale. Enfin, le produit
de ces deux grandeurs est moyenné temporellement pour obtenir κt.
Pour les expériences qui nous intéressent ici, la turbulence n’est pas homogène spatiale-
ment. En eﬀet, l’onde primaire n’a pas la même amplitude sur toute la zone d’observation,
la PSI aura donc tendance à se développer à proximité du générateur. Les processus de
3. Nous supposons ici que la moyenne temporelle et les dérivées spatiales et temporelles commutent
(hypothèse d’ergodicité).
4. On rappelle que l’axe des z est orienté vers le haut, ainsi ∂zρ est négatif
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mélange seront, par conséquent, plus intenses dans ces régions. Afin d’observer ces zones
préférentielles de mélange, nous eﬀectuons une moyenne temporelle du flux vertical de
densité sur chaque point de la fenêtre d’observation, et nous obtenons ainsi une carte du
coeﬃcient de diﬀusion turbulente (figures 7.8(a), (b) et (c)).
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Figure 7.8 – Champs de coeﬃcient de diﬀusion turbulente κt en m2·s−1 pour trois expé-
riences : (a) mode-1 stable, (b) mode-1 instable sans mélange, (c) mode-1 instable provo-
quant du mélange.
La figure 7.8(a) représente la variation spatiale de κt lors de la propagation d’un mode-
1 stable ; κt est homogène et possède des valeurs de l’ordre de 10−6 m2·s−1, valeur qui
semble être la valeur la plus petite mesurable avec notre dispositif expérimental. Dans le
cas d’un mode-1 instable, mais qui ne provoque aucun mélange sur le temps de l’expérience
(figure 7.8(b)), nous observons de faibles variations de κt. Il est à noter que ces variations
sont négatives, nous verrons par la suite comment ce résultat peut être interprété. Enfin la
figure 7.8(c) présente le coeﬃcient de diﬀusion turbulente obtenu pour un mode-1 instable
vis-à-vis de la PSI et ayant entrainé du mélange. Nous observons cette fois ci des valeurs
allant jusqu’à 20 × 10−6 m2·s−1. Par ailleurs ce coeﬃcient est plus intense à proximité
du générateur d’ondes, situé sur la gauche de la cuve expérimentale. En eﬀet l’instabilité
se développe près du générateur, c’est donc dans cette zone que l’amplitude des ondes
secondaires est maximale, ce qui peut provoquer des déferlements et donc du mélange.
Nous observons donc des comportements diﬀérents de ce coeﬃcient en fonction des
conditions expérimentales. Cependant, un point reste à résoudre : pourquoi obtient-on des
valeurs négatives du coeﬃcient de diﬀusion turbulente ? Ces valeurs négatives signifient
que la propagation du mode-1 produit un abaissement de fluide dense ou une élévation
de fluide moins dense par rapport à la stratification initiale, i.e. une augmentation de
la stratification. Ce résultat traduit donc un phénomène qui est totalement l’opposé du
mélange. Afin de mieux comprendre de tels résultats, nous avons tracé des histogrammes
en deux dimensions en fonction de ρ￿ et de w. La figure 7.9 représente en échelle de couleur
la récurrence du couple (w, ρ￿) en fonction de w et de ρ￿, lors de la propagation d’un mode-1
stable. La récurrence du couple est mesurée sur une fenêtre de hauteur : la hauteur de la
zone d’observation, et de largeur : une longueur d’onde horizontale de l’onde primaire.
Nous observons une ellipse dont les axes sont confondus avec l’horizontale et la verticale.
En eﬀet, Comme nous l’avons vu au cours du paragraphe 7.1.3, les fluctuations de densité
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Figure 7.9 – Histogramme 2D calculé sur toute la durée de l’expérience dans le cas de la
propagation d’un mode-1 stable.
et la vitesse verticale sont reliées par la formule suivante
∂ρ￿
∂t
= −N
2ρ0
g
w . (7.8)
La vitesse et la densité sont donc en quadrature de phase et, par conséquent, l’histo-
gramme est en forme d’ellipse dont les axes sont alignés avec l’horizontale et la verticale.
Sur la figure 7.9, nous observons que les petites valeurs de ρ￿ et de w ont une contribution
plus importante que les autres valeurs. Deux explications complémentaires permettent de
comprendre cette observation. Tout d’abord, l’amplitude de l’onde évolue avec le temps,
ainsi le rayon de l’ellipse change au cours du temps, ce qui crée un anneau plutôt qu’une
ellipse. Ensuite, en raison de la taille de la cuve, l’onde émise par le générateur se réfléchit
en bout de cuve et l’onde réfléchie se superpose ainsi à l’onde incidente. Nous observons
alors la mise en place d’une onde stationnaire selon l’horizontale, pour laquelle les noeuds
de densité correspondent aux noeuds de vitesse. Dans ce cas, l’histogramme calculé en un
instant donné est une droite passant par l’origine du repère, et cette droite tourne au cours
du temps à la pulsation ω0. C’est pourquoi l’amplitude de l’histogramme est relativement
constante pour ρ￿ variant entre −0.8 et 0.8 g·L−1 et w entre −9 et 9 mm·s−1.
La figure 7.10(a) est l’histogramme 2D calculé dans la zone de κt négatif (figure 7.8(b))
et sur toute la durée de l’expérience. Dans ce cas, l’histogramme a la forme d’une ellipse
dont les axes sont légèrement inclinés par rapport à l’horizontale et la verticale. Cette rota-
tion a pour conséquence de privilégier les quadrants pour lesquels le produit ρ￿w est négatif,
d’où le signe du coeﬃcient de diﬀusion turbulente. Nous observons par ailleurs, que dans ce
cas, le centre du disque a une contribution plus faible qu’une partie de l’histogramme, car
pour cette fréquence d’excitation, l’atténuation de l’onde primaire est suﬃsamment intense
pour empêcher la mise en place d’une onde stationnaire selon l’horizontale, contrairement
au cas précédent.
Une rotation des axes de l’ellipse correspondant à un déphasage supplémentaire entre les
fluctuations de densité et la vitesse, nous avons mesuré l’évolution temporelle du décalage
τ/T0 (figure 7.10(b)), en calculant la corrélation croisée Γρ￿w, définie dans la section 7.1.3,
à diﬀérents instants. Nous obtenons ainsi un décalage temporel moyen de τ = 0.23 T0
(ligne verte) ce qui est légèrement diﬀérent de la valeur attendue de 0.25 T0 (ligne rouge).
Il existe donc un déphasage supplémentaire entre ρ￿ et w. Nous pouvons à l’aide de cette
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Figure 7.10 – (a) Histogramme 2D calculé sur toute la durée de l’expérience sur la zone où
κt est négatif. (b) Évolution du décalage temporel τ entre la densité et la vitesse verticale
normalisé par la période de forçage T0 en fonction de t/T0. La ligne horizontale verte signale
la valeur moyenne du décalage temporel (τ/T0 = 0.23). La ligne rouge signale la valeur
attendue (τ/T0 = 0.25).
valeur de déphasage prédire l’ellipse observable dans l’histogramme 2D. Cette prédiction
est superposée aux observations expérimentales sur la figure 7.11(a). Nous observons un
très bon accord entre les observations et cette prédiction.
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Figure 7.11 – (a) Superposition de l’histogramme 2D et de la prédiction (courbe noire)
dans le cas de l’expérience avec PSI mais sans mélange. (b) Superposition de l’histogramme
2D et de la prédiction (courbe noire) dans le cas de l’expérience avec PSI et mélange.
Finalement, la valeur négative du coeﬃcient de diﬀusion turbulente semble provenir ici
soit d’un problème de synchronisation temporelle des deux caméras, soit d’un problème
d’échantillonnage. En eﬀet, pour cette expérience la période du mode-1 correspond à 15
images, ce qui signifie que le déphasage entre la vitesse et la densité n’est pas un nombre
entier d’image. Le décalage passe aléatoirement de 3 à 4 images au cours de l’expérience
en fonction de l’échantillonnage, et ce sont ces sauts qui provoquent ce décalage apparent
et sont à l’origine d’un coeﬃcient de diﬀusion turbulente apparent négatif.
Nous avons également eﬀectué ce traitement sur l’expérience présentant du mélange (fi-
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gure 7.8(c)). Le résultat de ce traitement est présenté sur la figure 7.11(b). Nous remarquons
que l’histogramme change sensiblement de forme, nous observons une ellipse légèrement
incliné mais avec des déformations principalement localisés dans les domaines où le pro-
duit ρ￿w est positif. Des événements dans les quadrants (w > 0, ρ￿ > 0) et (w < 0, ρ￿ < 0)
semblent se produire plus fréquemment, conduisant ainsi à un coeﬃcient de diﬀusion tur-
bulente positif. Il est cependant possible qu’un problème du même ordre que précédemment
soit présent ici, et il est diﬃcile d’estimer son importance par rapport aux déformations de
l’ellipse. Par ailleurs, nous avons représenté sur l’histogramme la prédiction de l’ellipse en
fonction du déphasage que nous mesurons entre ρ￿ et w. Cette prédiction n’est, cette fois,
pas du tout en accord avec les observations. En eﬀet, lorsque du mélange se produit, la
densité et la vitesse verticale ne sont alors plus nécessairement en quadrature de phase, et
ainsi le décalage τ que nous mesurons ne correspond plus au véritable décalage temporel
entre les images des deux caméras.
En conclusion, nous sommes capable d’observer des variations du coeﬃcient de diﬀusion
turbulente, cependant il semble être encore trop tôt pour obtenir des mesures précises de
ce coeﬃcient. En eﬀet, nous devons pour cela nous assurer de la synchronisation des deux
caméras afin d’éviter les désagréments présentés précédemment. Nous envisageons donc
pour les prochaines expériences de mesurer précisément les temps de prise des images en
plus de la méthode de déclenchement des caméras. Il pourrait par ailleurs être judicieux de
synchroniser l’acquisition des images avec le générateur d’ondes afin d’obtenir un nombre
entier d’images pour le décalage temporel entre les fluctuations de densité et la vitesse. Ces
deux précautions expérimentales devraient alors permettre de lever le doute sur les valeurs
du coeﬃcient de diﬀusion turbulente.
7.3 Énergie potentielle et cinétique
Au cours de la section précédente, nous avons cherché à mesurer directement le mé-
lange par les ondes internes à l’aide du coeﬃcient de diﬀusion turbulente. Nous pouvons
également nous intéresser à l’évolution au cours du temps de l’énergie des ondes internes
de gravité et comparer cette énergie à l’énergie théoriquement injectée au fluide par le
générateur d’ondes. L’écart entre ces deux grandeurs est alors une signature de la quan-
tité d’énergie transmise au fluide sous forme d’énergie potentielle, ainsi que de la quantité
d’énergie dissipée par les ondes internes de gravité.
L’énergie cinétique volumique ec, somme de l’énergie cinétique horizontale ecx et de
l’énergie cinétique verticale ecz, et l’énergie potentielle volumique ep s’expriment de la
manière suivante
ecx(x, z, t) =
1
2
ρ(z)u2(x, z, t) , (7.9)
ecz(x, z, t) =
1
2
ρ(z)w2(x, z, t) , (7.10)
ep (x, z, t) = −1
2
g
∂zρ(z)
ρ￿2(x, z, t) , (7.11)
où ρ est la stratification initiale, u la vitesse horizontale, w la vitesse verticale et ρ￿ les
fluctuations de densité.
L’énergie totale des ondes internes et est la somme de l’énergie potentielle ep et de
l’énergie cinétique ec = ecx + ecz. La figure 7.12 montre l’évolution temporelle des diﬀé-
rentes composantes de l’énergie volumique mesurée au centre du fluide stratifié lors de la
propagation d’un mode-1 : (a) stable,(b) instable mais sans mélange, (c) instable et avec
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du mélange. Ces mesures ont été eﬀectuées au centre de la stratification, puis une moyenne
temporelle glissante sur 4 périodes de forçage est appliquée.
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Figure 7.12 – Évolution temporelle de l’énergie cinétique, potentielle et totale pour un
point au centre de la cuve expérimentale dans le cas d’un mode-1 stable ω0/N = 0.88 (a),
instable ω0/N = 0.93 (b) et instable et présentant du mélange ω0/N = 0.93 (c). La droite
horizontale représente egen l’énergie cinétique injectée par le générateur au fluide stratifié.
Dans un premier temps, nous pouvons observer que l’énergie cinétique horizontale reste
nulle dans le cas (a) car la vitesse horizontale est nulle au centre d’un mode-1. Ce n’est
plus le cas pour les figures 7.12(b) et (c) en raison de la déstabilisation de l’onde primaire.
Les deux ondes secondaires confèrent une vitesse horizontale au fluide, ce qui se traduit
par une augmentation de l’énergie cinétique.
Comme nous l’avons signalé précédemment, il est intéressant de comparer l’énergie
volumique totale des ondes internes de gravité à l’énergie cinétique théorique injectée dans
le fluide par le générateur. Nous générons ici un mode-1, ainsi la vitesse horizontale du
fluide est de la forme
u(x, z, t) = aω0 sin(m0z) sin(￿0x− ω0t) , (7.12)
avec a l’amplitude du générateur, ω0 la pulsation imposée, ￿0 et m0 les composantes hori-
zontales et verticales du vecteur de l’onde mère et où l’axe des z est orienté vers le haut
et défini depuis le centre du mode. L’hypothèse d’incompressibilité du fluide permet de
déterminer la composante verticale de la vitesse dans le fluide
w(x, z, t) = aω0
￿0
m0
cos(m0z) cos(￿0x− ω0t) . (7.13)
Pour connaître l’énergie cinétique injectée par le générateur, nous prenons l’expression
de la vitesse verticale et horizontale en x = 0 (position du générateur) et nous eﬀectuons
une moyenne sur une période pour obtenir l’énergie injectée par période de forçage, ainsi
ecgen(z) =
1
4
ρ(z) (aω0)
2
￿
sin(m0z)
2 +
￿
￿0
m0
￿2
cos(m0z)
2
￿
. (7.14)
Nous remarquons qu’en z = 0 (point de mesure des énergies), seule la partie verticale
contribue à l’excitation. Nous pouvons ainsi calculer les valeurs théoriques d’énergie ciné-
tique injectée au fluide par le générateur d’ondes (ligne horizontale noire des figures 7.12(a),
(b) et (c)). Dans le cas sans PSI, nous pouvons remarquer que l’énergie du fluide semble
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être plus importante que l’énergie injectée. Ceci peut s’expliquer par le fait que l’onde se
réfléchit en bout de cuve, ainsi au point de mesure il y a superposition de l’onde incidente
et de l’onde réfléchie d’amplitude plus faible que l’onde incidente. C’est pourquoi l’énergie
en ce point est comprise entre une et deux fois l’énergie injectée. Ensuite dans les cas
où l’instabilité se développe, nous remarquons que l’énergie des ondes est plus faible que
l’énergie injectée. Cela s’explique par le fait que la dissipation est plus eﬃcace lors de la
présence de l’instabilité, en raison de la présence d’ondes de longueurs d’ondes plus petites.
Par ailleurs, nous pouvons remarquer que l’écart entre l’énergie injectée et les mesures est
plus important pour l’expérience comportant du mélange, ce qui est cohérent avec le fait
que de l’énergie associée aux ondes est transmis au fluide sous forme d’énergie potentielle,
afin d’élever le centre de gravité du fluide stratifié, et que la dissipation est augmentée en
raison de l’augmentation de phénomènes à petites échelles.
7.4 Retournement et cisaillement
7.4.1 Échelle de Thorpe
L’échelle de Thorpe, introduite dans les années soixante-dix [91], représente l’échelle
typique des retournements au sein d’un fluide stratifié. La mesure de cette échelle consiste,
dans un premier temps, à eﬀectuer une coupe verticale du champ de densité. Puis la den-
sité est réordonnée de manière à obtenir une évolution décroissante de la densité avec la
hauteur. Si la stratification est stable, i.e. sans retournement, comme sur la figure 7.13(a),
le réordonnement (courbe verte) ne modifie pas le profil initial (courbe bleue) sauf pour
des petites variations dues au bruit de la mesure. Par contre dans le cas d’un retourne-
ment (figure 7.13(b)), des points doivent être déplacés de δz afin d’obtenir une fonction
décroissante de la densité.
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Figure 7.13 – En bleu est représentée une coupe verticale du champ de densité. La courbe
verte est le résultat du réarrangement décalé de 2 cm vers le haut pour plus de lisibilité.
La courbe rouge est la valeur absolue du déplacement vertical calculé sur les deux profils.
La courbe rouge de la figure 7.13 représente l’évolution de |δz| en fonction de z,
pour chaque profil de densité. L’échelle de Thorpe, LT , correspond finalement à la va-
leur moyenne temporelle de ce déplacement
LT = ￿|δz|￿t . (7.15)
La technique de LIF en fluide stratifié fournissant le champ de densité, nous avons pu
mesurer cette échelle en chaque point du fluide et à tout temps. La figure 7.14 présente
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l’échelle de Thorpe en chaque point, pour les trois mêmes expériences que précédemment
((a) : mode-1 stable, (b) : mode-1 instable mais pas de mélange, (c) : mode-1 instable et
mélange). Sur les figures 7.14(a) et (b), nous observons une ligne quasiment horizontale
sur laquelle l’échelle de Thorpe prend une valeur importante. Cette ligne est dû à un fais-
ceau incident légèrement plus intense, qui a pour conséquence de fausser l’estimation de
la densité et induit ainsi une erreur dans la mesure de l’échelle de Thorpe. Par ailleurs,
nous observons que ces deux figures présentent en bruit de fond des structures tout à fait
similaires (traits horizontaux) qui laissent à penser que ces variations sont dues au traite-
ment et non à des retournements. Cependant, sur la figure (b), il apparaît, par dessus ces
structures, des variations de la longueur de Thorpe, montrant ainsi que des retournements
se produisent dès lors que des ondes planes secondaires sont générées par la PSI.
Enfin nous observons logiquement que l’expérience présentant du mélange présente plus
de retournements. De plus, nous pouvons noter à nouveau que ces phénomènes apparaissent
préférentiellement à proximité du générateur d’ondes. Cette observation est donc cohérente
avec les mesures du coeﬃcient de diﬀusion turbulente κt.
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Figure 7.14 – (a) Évolution spatiale de la moyenne temporelle de l’échelle de Thorpe pour
un mode-1 stable. (b) Évolution spatiale de la moyenne temporelle de l’échelle de Thorpe
pour une expérience présentant de la PSI mais sans mélange significatif. (c) Évolution
spatiale de la moyenne temporelle de l’échelle de Thorpe pour une expérience présentant
de la PSI et du mélange.
Cependant, l’observation d’un retournement des isopycnes, à un instant donné, ne ga-
rantit pas le déferlement. En eﬀet, pour qu’il y ait déferlement, le retournement doit durer
suﬃsamment longtemps pour que la gravité l’emporte sur l’inertie et fasse s’écrouler cette
inversion de densité. Sutherland introduit à ce sujet la notion d’instabilité convective [88].
Il est alors intéressant de comparer le taux de croissance σ de cette instabilité convective
à la pulsation ω de l’onde à l’origine de ce retournement. On définit le taux de croissance
de l’instabilité convective en fonction de la dérivée de la densité
σ =
￿
g
ρ0
∂zρ , (7.16)
Il est à noter que ce taux de croissance n’est réel et positif que lorsque la densité du
fluide diminue avec la profondeur (∂zρ > 0), i.e. au sein d’un retournement. Dans le cas
de la figure 7.13(b), le taux de croissance au niveau du retournement est de l’ordre de
0.70 rad·s−1. Cette valeur est donc à comparer à ω1 = 0.52 rad·s−1 et à ω2 = 0.30 rad·s−1,
117
7. Densité et vitesse : une association qui retourne !
les pulsations des deux ondes secondaires générées au cours des expériences. Un taux
de croissance plus grand que la pulsation de l’onde signifie que la convection opère plus
rapidement que le phénomène oscillatoire associé aux ondes. Ainsi dans le cas présenté
sur la figure 7.13(b), le retournement, généré par les ondes secondaires, est suﬃsamment
important pour que l’instabilité convective l’emporte sur le mouvement d’oscillation.
Finalement, le mode-1 ne crée, à lui seul, que très peu de retournement comme le montre
la figure 7.13(a). Cependant, la déstabilisation de ce mode permet la génération d’ondes
planes secondaires, qui pourront, si leur amplitude est suﬃsamment grande, générer de
telles structures. Enfin, si l’instabilité convective possède un taux de croissance plus grand
que la fréquence de ces ondes filles, ces retournements conduisent à des déferlements, et
donc à du mélange. Le fait que la PSI génère des ondes filles, de petites longueurs d’ondes
et de pulsations plus faibles que la pulsation de l’onde mère, est donc un atout pour aboutir
à des déferlements.
7.4.2 Nombre de Richardson
Comme nous l’avons vu précédemment, l’apparition des ondes secondaires augmentent
l’énergie cinétique horizontale de l’écoulement et ainsi le cisaillement vertical. Par ailleurs,
Kitade et al. [52] observent sur des mesures océaniques que les déferlements des ondes
internes de gravité se situent dans des zones de fort cisaillement vertical. Il devient donc
pertinent d’étudier de manière simultanée ce cisaillement vertical et l’échelle de Thorpe.
Afin d’étudier ce cisaillement, nous utilisons le nombre sans dimension de Richard-
son qui compare le cisaillement vertical à la stratification du fluide. Ce nombre a pour
expression
Ri =
N2
(∂zu)2
. (7.17)
Lorsque le nombre de Richardson est inférieur à 1/4 [42, 68], des instabilités de cisaille-
ment peuvent apparaître dans l’écoulement. Nous avons donc cherché à mesurer ce nombre
sans dimension dans nos expériences, afin de déterminer si des instabilités de cisaillement
peuvent se développer et participer ainsi au mélange du fluide stratifié.
z
(c
m
)
x ( cm)
0 10 20 30 40 50
−10
−5
0
5
10
x ( cm)
 
 
0 10 20 30 40 50
0.25 1 10 100 1000 R i
Figure 7.15 – Nombre de Richardson calculé pour deux instants diﬀérents. A gauche, il
n’y a pas encore de PSI et à droite la PSI s’installe progressivement de gauche à droite.
La figure 7.15 présente la variation spatiale du nombre de Richardson Ri en échelle de
couleurs. Le cas sans PSI à gauche possède des valeurs de Richardson de l’ordre de 6×103,
le mode-1 stable ne créant aucun cisaillement vertical. Par contre, dès lors que l’instabilité
paramétrique sous-harmonique se met en place, des ondes planes apparaissent au sein
118
7.4. Retournement et cisaillement
de l’écoulement et génèrent un cisaillement plus important. C’est pourquoi le nombre de
Richardson chute au moment de la mise en place des ondes filles, et dans certaines zones
localisées (spatialement et temporellement) ce nombre peut prendre des valeurs inférieures
à 0.25, suggérant alors l’apparition d’instabilités de cisaillement.
Ces premières observations confirment ainsi une corrélation entre les ondes secondaires
et l’abaissement du nombre de Richardson. Il reste cependant à regarder si les zones de
grandes échelles de Thorpe correspondent à des zones où le nombre de Richardson devient
inférieur à 0.25. Pour cela, nous définissons la grandeur nRi qui correspond, pour un point
de la zone d’observation, au nombre de fois où le nombre de Richardson est inférieur à 0.25
au cours de l’expérience. La figure 7.16 représente en échelle de gris la grandeur nRi/T ,
i.e. la récurrence de Ri < 0.25 normalisé par le nombre d’images T de l’expérience. Nous
représentons cette grandeur pour un mode-1 instable mais ne provoquant pas de mélange
(a), et pour un mode-1 instable et provoquant du mélange (b).
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Figure 7.16 – Évolution spatiale de nRi/T pour un mode-1 instable mais sans mélange
(a) et pour un mode-1 instable générant du mélange (b).
Nous remarquons que plus le nombre de Richardson prend des valeurs inférieurs à 1/4
et plus le mélange est intense. Par ailleurs, nous constatons que nRi/T est plus grand à
proximité du générateur, ce qui est à nouveau cohérent avec les observations du coeﬃcient
de diﬀusion turbulente et de la longueur de Thorpe. Il est à noter que ces trois grandeurs
sont obtenues à partir de mesures diﬀérentes :
– κt est obtenu à partir de ρ￿ et de w,
– LT est obtenu à partir de ρ,
– nRi est obtenu à partir de u, le champ de vitesse horizontal.
Ainsi, le comportement similaire de ces trois grandeurs est bien la signature du mélange
par les ondes internes de gravité.
Finalement, nous avons ici deux mécanismes qui s’ajoutent et qui participent au mé-
lange. En eﬀet, la PSI génére des ondes planes de grandes amplitudes et de fréquences
suﬃsamment petites pour que les retournements puissent déferler et, dans le même temps,
ces ondes planes génèrent un cisaillement horizontal intense diminuant ainsi le nombre de
Richardson jusqu’à des valeurs permettant la génération d’instabilités de cisaillement. La
naissance de ces instabilités participe par conséquent à la déstabilisation des retournements
et donc à leur eﬀondrement.
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Conclusion
Ce chapitre a permis d’exposer les premiers travaux de mesures simultanées de vitesse
et de densité dans un fluide continûment stratifié. Nous avons dans un premier temps
exposé les contraintes expérimentales de cette méthode avant d’exposer des résultats pré-
liminaires sur l’étude du mélange par les ondes internes de gravité. Nous avons ainsi pu
mesurer des coeﬃcients de diﬀusivité turbulente et des échelles de Thorpe, caractérisant
les retournements au sein du fluide stratifié.
Il reste cependant certains points expérimentaux à optimiser afin d’améliorer la préci-
sion de nos mesures. Tout d’abord, en raison de l’absorption par la rhodamine, la mesure de
la densité est plus bruitée dans certaines zones de la fenêtre d’observation que dans d’autres.
Il peut donc être pertinent de diminuer au maximum ces diﬀérences. Nous pouvons jouer
sur deux facteurs pour diminuer ces eﬀets d’absorption : la concentration en rhodamine
ou l’éclairage du fluide. La première option consisterait donc à abaisser la concentration
maximale en rhodamine, diminuant ainsi les eﬀets d’absorption. Cependant, cette tech-
nique provoque une diminution du gradient en colorant et donc du gradient en intensité
lumineuse. Il faut alors s’assurer que le gain apporté par la diminution de la concentration
est supérieur au bruit supplémentaire dû à la diminution du gradient. La deuxième option
est d’éclairer le fluide par le dessus ou le dessous, permettant ainsi de raccourcir la distance
parcourue par le faisceau laser dans le fluide et donc de diminuer l’absorption. Cette tech-
nique présente de nouvelles contraintes expérimentales (interface plane, réflexions etc...)
qui doivent être prises en compte pour avoir un protocole opérationnel. Par ailleurs, comme
nous l’avons évoqué au cours de ce chapitre, une attention particulière doit être apporté
au contrôle de la synchronisation temporelle.
En conclusion, nous avons pu eﬀectuer des premières mesures de densité et de vitesse
en fluide stratifié permettant de remonter à des grandeurs caractéristiques pertinentes pour
l’étude du mélange par les ondes internes. Certains points expérimentaux sont encore à
améliorer, mais ces résultats préliminaires sont encourageants.
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Bilan sur la mesure de densité et de vitesse en fluide
continûment stratifié
Au cours de cette partie, nous avons détaillé une adaptation de la technique de Fluores-
cence Induite par Laser aux fluides continûment stratifiés. Cette technique permet d’obtenir
le champ de densité au cours du temps d’un fluide traversé par une onde de gravité. Des
mesures de vecteurs d’ondes et de pulsations ont permis de valider cette technique.
Une fois cette technique mise en place, il a été possible d’associer ces mesures de densité
à des mesures de vitesse par une technique de Vélocimétrie par Imagerie de Particule.
L’association de ces deux techniques permet de suivre l’évolution de la densité et de la
vitesse en chaque point du fluide au cours du temps. Des mesures préliminaires ont montré
qu’il était ainsi possible d’accéder à des grandeurs caractéristiques du mélange telles que
le coeﬃcient de diﬀusivité turbulente ou encore l’échelle de Thorpe.
Finalement l’association de ces deux techniques est un premier pas dans la direction
de l’étude expérimentale et contrôlée du mélange par les ondes internes de gravité.
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Conclusion
L’objectif principal de cette thèse était de mieux comprendre certains mécanismes per-
mettant aux ondes internes de générer du mélange. Afin de répondre à cette probléma-
tique, nous avons dans un premier temps étudié précisément l’Instabilité Paramétrique
Sous-harmonique.
1. Nous avons eﬀectué les premières observations et mesures expérimentales de cette
instabilité sur une onde plane. L’analyse des champs de gradient de densité a permis
de mesurer précisément les vecteurs d’ondes et les pulsations des ondes secondaires
et de comparer ces mesures aux prédictions. L’ensemble de ces résultats constitue
une très belle caractérisation de cette interaction triadique.
2. À l’aide d’expériences et de simulations numériques, nous avons observé pour la pre-
mière fois un eﬀet prépondérant de la largeur du faisceau primaire sur la sélection des
ondes secondaires. La largeur du faisceau primaire peut ainsi soit inhiber totalement
l’instabilité, ce qui diminue fortement l’impact de la PSI sur le transfert énergétique
vers les petites échelles, soit favoriser la sélection d’ondes secondaires possédant des
longueurs d’ondes plus petites. Enfin, nous proposons un nouveau développement
théorique pour cette instabilité prenant en compte simplement la largeur du faisceau
primaire. L’utilisation de cette théorie semble pertinente pour l’étude de cette insta-
bilité sur les ondes internes océaniques constituées d’un petit nombre de longueurs
d’ondes. Les prédictions de la dissipation des ondes internes et de la turbulence d’onde
pourraient également être impactées par la prise en compte de cet eﬀet.
Par ailleurs cette thèse a également été l’occasion de travailler sur une adaptation de
la technique de Fluorescence Induite par Laser (LIF).
3. Nous avons mis en place une technique de mesure de densité dans les fluides stratifiés.
Le traitement des champs de densité obtenus permet de remonter à des mesures de
vecteurs d’ondes et de pulsations, tout comme lors de l’utilisation de la technique
de Schlieren Synthétique. Par ailleurs, nous avons observé pour des amplitudes suf-
fisamment importantes des retournements et des déferlements d’ondes internes de
gravité.
4. Cette technique a été couplée à des mesures de PIV, permettant des mesures simul-
tanées de densité et de vitesse.
5. Un travail préliminaire d’analyse des données de densité et de vitesse a été eﬀectué.
La mesure de longueurs caractéristiques ou encore de flux de densité sont possibles
et nous avons pu d’ors et déjà observer des corrélations dans le comportement de la
longueur de Thorpe, du flux de densité et du nombre de Richarson, lors de mélange.
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Conclusion
Perspectives
De nombreuses questions restent encore en suspens, que ce soit sur l’étude de la PSI
ou sur l’étude du mélange par les ondes internes. Nous pouvons en particulier évoquer les
points suivants.
1. Afin obtenir l’expression du taux de croissance de l’instabilité, nous supposons que
l’amplitude de l’onde primaire reste constante au cours du temps, ce qui est une
hypothèse forte. Des travaux sur la résolution du système diﬀérentiel sans utiliser
cette hypothèse simplificatrice ont donc démarré. Il serait intéressant de pouvoir
comparer de manière précise les résultats expérimentaux aux prédictions de cette
théorie et de déterminer précisément l’impact de cette hypothèse sur la sélection des
ondes filles.
2. Le travail eﬀectué porte uniquement sur les fluides stratifiés en densité, mais les
océans sont à la fois stratifiés en densité et en quantité de mouvement en raison de
la rotation de la terre. Il serait donc pertinent d’étudier l’évolution de la PSI pour
des fluides stratifiés et en rotation afin de nous rapprocher encore un peu plus des
conditions océaniques. Il est à noter que la rotation réduit la vitesse de groupe des
ondes et réduit ainsi l’eﬀet de la largeur finie du faisceau primaire. La laboratoire de
Physique de l’ENS Lyon s’étant récemment doté d’une table tournante, ces travaux
vont être prochainement eﬀectué par un nouveau doctorant : Paco Maurer.
3. Les expériences de PIV-LIF oﬀrent un grand champ de possibilités. En particulier,
la mesure des diﬀérentes longueurs caractéristiques en fonction de la fréquence et de
l’amplitude du forçage permettrait d’éclaircir les idées sur le mélange. Certains points
expérimentaux restent cependant à améliorer afin de s’assurer de la validité de nos
mesures (échantillonnage, synchronisation des caméras). Par ailleurs ces expériences
sont eﬀectuées pour l’instant avec un mode-vertical mais il pourrait être pertinent à
terme de passer à l’étude d’une onde plane.
Nous espérons finalement que le travail eﬀectué au cours de ces trois années pourra
servir de base pour de nouvelles idées, de nouvelles expériences ou même de nouveaux
développements théoriques sur les ondes internes de gravité.
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Résumé
Les ondes internes de gravité jouent un rôle important dans les échanges énergétiques
océaniques, en particulier par leur mécanisme d’atténuation. Il est alors crucial de déter-
miner et de quantifier les diﬀérents processus permettant un transfert d’énergie vers les
petites échelles et aboutissant ainsi au mélange océanique.
Nous avons, pour cela, étudié précisément l’un de ces mécanismes : l’Instabilité Pa-
ramétrique Sous-harmonique (PSI). Cette instabilité permet la génération de deux ondes
internes, de fréquence et de vecteurs d’ondes diﬀérents, à partir d’une onde primaire, par
interaction non-linéaire résonante. L’étude expérimentale de cette instabilité a ainsi permis
de mettre en évidence l’importance de certains paramètres (fréquence, amplitude, largeur
de faisceau) quant au développement et à la sélection des ondes secondaires. Ces paramètres
influent donc sur le transfert énergétique entre les échelles. En outre notre dispositif expé-
rimental a permis de tester les limites de la théorie développée jusqu’à présent et a conduit
à l’élaboration d’un nouveau modèle validé expérimentalement et numériquement.
Par ailleurs, nous avons adapté la technique de Fluorescence Induite par Laser (LIF) à
des fluides continûment stratifiés afin d’eﬀectuer des mesures simultanées de vitesse (PIV)
et de densité (LIF). Cette technique permet ainsi d’étudier expérimentalement l’eﬀet de
la propagation et de la déstabilisation des ondes internes de gravité sur une stratification
linéaire, et d’accéder à des grandeurs associées au mélange.
Abstract
Internal waves are believed to be of primary importance as they aﬀect energy transfer,
especially their dissipation mechanism. Therefore it is crucial to identify and measure the
diﬀerent processes evolving a transfer to smaller scales and leading to oceanic mixing.
We have chosen to focus on one of these mechanisms: the Parametric Subharmonic
Instability (PSI). This instability allows the generation from a primary wave of two sec-
ondary internal waves, with diﬀerent frequencies and waves vectors, by nonlinear resonant
interaction. The experimental study of this instability has helped to highlight the impor-
tance of some parameters (frequency, amplitude, beam width) for the development and the
selection of secondary waves. Thus these parameters aﬀect the energy transfer between
scales. Moreover, our experimental device was used to test the limits of the theory de-
veloped so far and has led to the development of a new model, which has been validated
experimentally and numerically.
In addition, we adapted the technique of Laser Induced Fluorescence (LIF) to contin-
uously stratified fluids, with the aim of performing simultaneous measurements of velocity
(PIV) and density (LIF). This technique allows us to study experimentally the eﬀect of
propagation and destabilization of internal gravity waves on a linear stratification, and to
access to quantities related to the mixing.
