Two approaches appear to dominate the cointegration literature: maximum likelihood inference on vector autoregressive error correction models (Johansen, 1988 (Johansen, , 1991 , and estimation of Phillips' triangular forms (Phillips, 1991a) . The former provides answers to all relevant statistical questions, relying on a fully parametric model which describes jointly the short and long run components of the process. While this is the most widely used methodology among empirical researchers, it might be sensitive to misspecification, and, in addition, it might show lack of robustness with respect to empirically relevant departures from the model. Phillips' methodology suffers less from these shortcomings and resembles the traditional econometric prescription of specifying economic relations by means of equations. However, it appears to be less popular among practitioners, mainly because its implementation requires prior knowledge of features, such as the cointegrating rank and an appropriate set of regressors.
Introduction
In recent years, cointegration has attracted massive attention from theoretical and empirical perspectives. Two approaches for estimation of cointegration systems appear to be dominant. The first focuses on maximum likelihood inference on vector autoregressive (VAR) error correction models, and has been mainly developed by Johansen (1988 Johansen ( , 1991 and Ahn and Reinsel (1990) . This methodology has been favoured in practice because it offers a complete treatment of cointegration. Among other issues, it provides tests for the cointegrating rank (the dimension of the cointegrating space), estimates of the cointegrating vectors and a neat hypothesis testing procedure (where the likelihood of a given economic theory can be easily checked). The method is based on a fully parametric statistical model which describes jointly the long and short run dynamics of the process, so it might suffer from possible misspecification, optimal inference losing validity if the VAR order is underspecified or if the process lies outside this class. The implementation of the procedure is mostly automatic, although issues like the choice of the lag of the vector autoregression deserve careful consideration.
One of the main criticisms of this methodology is that its outcomes might be difficult to interpret in terms of economic theory (see the discussion about identification in Pesaran and Shin, 2002) , although economically meaningful identifying restrictions can be imposed on the cointegrating vectors (see Johansen, 1995b) . Also, it appears not to be particularly robust to empirically relevant departures from the model, such as autoregressive processes with roots (marginally) higher than unity or stochastic roots, the order of integration of the system (I (2) mistakenly taken as I (1) with drift), or fractional processes (see Gonzalo and Lee, 1998) .
The second dominant strategy concentrates on estimation of the so-called Phillips' triangular form (Phillips, 1991a) , which consists on specifying the cointegrating relations by a set of reduced form regression equations, from which estimation of structural equations (those with economic meaning) can be derived (see Saikkonen, 1993) .
Thus, it relates directly to the simultaneous equations models methodology, with long tradition in econometrics. Within this setting, different estimation methods have been proposed and It can be shown that parametric assumptions on the short run components do not lead (in general) to gains in efficiency in the estimation of cointegrating vectors (see Hansen, 1990, Phillips, 1991b) . Also, cointegrating regressions are robust to misspecification and departures from the model (see Gonzalo and Lee, 1998) .
However, there are several limitations associated to this approach. First, knowledge of the cointegrating rank is essential in order to implement the procedure. In practice one would have to test for the rank (e.g., by Johansen's procedure) prior to estimating a Phillips' triangular form, or just rely on economic theory. The rank determines the choice of left and right hand side variables in the regression equations.
First, it is required that the number of left-hand side variables be the same as the cointegrating rank. Additionally, the rest of the variables (regressors) should not be cointegrated, otherwise they would be perfectly correlated asymptotically. The existence of such a set of non cointegrated regressors is usually imposed by assumption and not generally tested. Overall these requirements and restrictions lead to uncertainty about how to act in practice (especially when dealing with systems of equations), and therefore, it is no surprise that this methodology has been hardly used in applied work, except for single equation estimation.
Our aim in this paper is to provide an automatic (in Johansen's sense) way of proceeding in practice when dealing with possibly cointegrated systems, using simple methods like unit root and regression based cointegration testing, which are widely employed by practitioners and can be very robust to misspecification. Our procedure will determine the cointegrating rank and clarify the issue of finding a valid triangular form, that is, one with the appropriate set of non-cointegrated regressors. Our analysis focuses on an I (1) system, which is characterized by the presence of I (0) (covariance stationary and weak dependent) or I (1) (I (0) after differencing) observables, although extensions to I (2) systems, where the observables could be I (2) (I (1) after differencing), I (1) or I (0), are possible.
The paper is organized as follows. In Section 2 we introduce some preliminary concepts and two results on which our methodology is based. Section 3 will be devoted to particularize our method to the treatment of I (1) systems. Our sequential testing procedure will be presented, and we will apply it to an empirical analysis of the term structure of US interest rates. Next, in Section 4, we compare the finite sample performance of our procedure with that of Johansen's trace test (see, e.g., Johansen, 1995a) . Finally, in Section 5, we conclude.
Preliminary concepts and basic results
First, we introduce some definitions. Even if we will focus on I (1) systems, we give general definitions and results which will also cover the I (2) model. We say that a scalar or vector process ξ t is integrated of order zero (I (0)) if ξ t − E (ξ t ) is covariance stationary and its spectral density at frequency zero is bounded and positive definite.
Then, a scalar process ζ t is integrated of order d (I (d)), d = 1, 2, if the first or second differences of ζ t − E (ζ t ) are I (0), respectively, whereas a vector process is said to be I (d), d = 1, 2, if at least one of its individual components is I (d), the rest having integration orders no greater than d. This definition is similar to that of Johansen (1995a) , and allows for a vector integrated process to have individual components with different integration orders. Next, we define cointegration. Given a p × 1 process
Again this definition is similar to that of Johansen (1995a) and it is significantly more general than the standard notion of Engle and Granger (1987) , where all observables are required to have identical integration orders.
Note that some of the cointegrating vectors captured by our definition might be trivial, just linking variables with different integration orders. As usual, the cointegrating rank among the elements of z t ∼ I (d), d = 1, 2, is the number of linearly independent cointegrating vectors. Finally, we say that a subvector of z t ∼ I (d) has a "reduced order linear combination" (ROLC), if a linear combination of the subvector is I (c), c < d. Note that this does not imply that the components of the subvector are cointegrated, but the coefficients of this linear combination could be extended to the whole vector z t (with zero weights in the components of z t which are not part of the subvector) to form a cointegrating vector.
A model capturing the possibility of an integrated and cointegrated p × 1 vector of observables z t is
where
.., p, and without loss of generality δ 1 ≤ δ 2 ≤ ... ≤ δ p . For simplicity we do not consider the presence of deterministic components in (1). The nonsingularity of Υ ensures that z t ∼ I (δ p ), but in general (1) does not represent a cointegrated system unless some restrictions are imposed on the elements of δ. Also, even if cointegration exists, the parameters in Υ are not identified. As will be seen below, the procedure presented in Section 3 (which deals with the δ p = 1 case) implies restrictions on δ and Υ which ensure cointegration and identification.
We present our first main result, particular cases of which have been previously mentioned in the literature (see, e.g. Johansen, 2005 , and in one direction by Saikkonen, 1993) .
, process and r ∈ {1, ..., p − 1} be the cointegrating rank among the elements of z t . Denote by β a p × r full rank matrix whose columns are cointegrating vectors, partition β as β = (β
are r × r, (p − r) × r matrices respectively, and partition 
would be a cointegrating vector, so there exists a r × 1 vector ψ = 0 r×1 such that
This immediately implies that β a ψ = 0 r×1 , so β a is singular.
Alternatively, suppose β a is singular, so there exists a r × 1 vector ψ = 0 r×1 such
for a c 2 such that c 2 < d, noting that β b ψ = 0, because β is full column rank. Hence, the elements of z (b)t have a ROLC, to conclude the proof of the theorem.
If d = 1, the nonsingularity of β a ensures the plausibility of the first block of Phillips' triangular form. Assuming
where v t is a r × 1 I (0) vector, then
Obviously, by assumption, there always exists a r × r submatrix of β which is nonsingular (so strictly speaking (3) is always a valid representation), and this, by Theorem 1, ensures the existence of a set of p − r I (1) observables which are not cointegrated, which is essential in order to identify the cointegrating parameters in − (β
Note that in standard simultaneous equations systems terminology, (2) and (3) are structural and reduced forms, respectively. The parameters in this latter representation of the cointegrating space are identified, and specific conditions for identification of structural parameters in (2) are given in, e.g., Kim and Park, 2005 . However, in the reduced form, the choice of regressors could be complicated in practice, especially because the cointegrating rank is unknown. Proof. On the one hand, suppose that the cointegrating rank is r, so there exists a full rank p × r matrix β such that β ′ z t is I (c), c < d. Without loss of generality, we assume that the elements of z t are ordered in such a way that β = (β
β a , β b are r × r, (p − r) × r matrices respectively, and β a is nonsingular. Partition
Then, by Theorem 1 the elements of z (b)t do not have a ROLC, so a. holds.
Next, by elementary row operations on the matrix β ′ , it is immediate to transform any row of β ′ in one with r − 1 zeroes, indicating that subvectors of z t of dimension p − r + 1 (or larger) always have a ROLC. Note that in some specific cases, it could be possible to obtain by elementary row operations rows with r (or even more) zeros, indicating that subvectors of dimension p − r (or less) might have a ROLC, but this is not always warranted.
On the other hand, suppose that a. and b. hold, and the cointegrating rank is s < r. Then, by the first part of the theorem, there exists a (p − s) × 1 subvector of z t which does not have a ROLC. But p − s > p − r, which contradicts b. Similarly, if the cointegrating rank is s > r, all subvectors of dimension larger than p − s have a ROLC, but p − r > p − s, which contradicts a. Hence, the cointegrating rank is r, to conclude the proof.
As will be seen below, this theorem provides the key result on which we base our methodology.
3 Estimation of the cointegrating space in an I(1)-
We deal with the situation where the observables are I (1) or I (0). The integration orders of the individual series are not assumed to be known, so the assumption on the maximum integration order (which is similarly imposed by Johansen's methodology)
can be based on a priori knowledge about the series, or on a preliminary analysis on the individual integration orders of the observables (by means of standard test procedures like Augmented Dickey-Fuller (ADF) or Phillips-Perron (PP) tests, see, e.g., Phillips and Ouliaris, 1990) , which, incidentally, corresponds to the first step of our procedure. Our methodology, based on Theorems 1 and 2, is recursive, and consists on implementing consecutive hypothesis tests, with a maximum of p steps.
As clarified below, our strategy is based on Intersection-Union test procedures (see Berger, 1982) .
Before presenting the method we introduce some notation. Given l natural num-
.., i l ≤ p, we define the null and alternative hypotheses:
and, for j = 0, ..., p − 1, the null and alternative hypotheses
...
H(j) :
First, note that H (0), H (0) are equivalent to r < p, r = p, respectively, this latter case corresponding to the situation where the vector of observables is I (0). Then,
by Theorem 2 we easily find the equivalence between the hypotheses in (4), (5), and the cointegrating rank in z t . Clearly
denotes equivalence), and, similarly,
This prompts consideration of the following sequential testing procedure, whose initial step is
This initial step checks for the characterization of individual observables as I (1)
is rejected (so all observables are considered to be I (0)), the procedure finalizes because there is statistical evidence in favour of r = p. If
is not rejected, we proceed to the next step.
Test 1 checks whether all sets of two observables have a ROLC. If H * (1) is rejected, our procedure finalizes because there is statistical evidence in favour of the hypothesis r = p − 1. If, on the contrary, H * (1) is not rejected, we proceed to the next step. A generic j-th step, j = 1, ..., p − 1, would consist on performing the following test:
are not rejected.
Again, if H * (j) is rejected we conclude that r = p − j, whereas if it is not, we proceed to the next step and so on. If the procedure arrives to the last step (Test p − 1), we would test whether the set of all p observables has a ROLC. If they do, there is statistical evidence in favour of r = 1, whereas if not, we conclude in favour of r = 0.
Several issues regarding the previous test procedures need to be discussed with caution. First, H (j), j = 0, ..., p−1, is rejected if and only if all individual hypotheses Berger (1982) ensures that if the individual tests have level α, then the test for H(j) also has level α, although it might be conservative. In addition, note that if the individual tests are consistent, so is that for H(j).
Second, a crucial issue is how to test for H i 1 i 2 ...i j i j+1 . In the case of H (0), the hypothesis H i 1 is equivalent to z i 1 t ∼ I (1), so the test can be easily performed by traditional methods like ADF or PP. The test for H i 1 i 2 ...i j i j+1 for j > 0 is more involved, because
so H i 1 i 2 ...i j i j+1 would be rejected if one of the j + 2 individual hypotheses is rejected.
Given that we do not allow for cointegration among I (0) observables, there is no redundancy in the formulation of the null hypothesis in (6). To guarantee that
by the Bonferroni's inequality, an α/ (j + 2) level has to be used on the individual hypotheses. Thus, the procedure would consist on testing for the I (1) hypotheses first (by ADF or PP), and if none of these hypotheses is rejected, test by means of residual based methods (see Phillips and Ouliaris, 1990 ) the cointegration hypothesis on (6). Regarding this latter test, the design (choice of left side variable and regressors) of the regression from which we derive the residuals which are the basis of our test needs to be done carefully, because if there exists cointegration (among the observables z i 1 t , z i 2 t , ..., z i j+1 t ), the test should be able to detect it. In particular, this requires avoiding the situation in Choi (1994) where, despite there being cointegration, the ADF test would be unable to detect it, since the chosen left-hand side variable enters with zero coefficient in the cointegrating relation. In order to rule out this possibility, two strategies could be followed. First, choose a set of j noncointegrated regressors (possible outcome of the Test j − 1 step). If such a set is unavailable, chose a left side variable which enters a cointegrating relation with nonzero coefficient. Our stepwise procedure ensures that at least one of these choices is guaranteed. Also, note that by using individual consistent tests in (6) that for H i 1 i 2 ...i j i j+1 is also consistent. Thus, given α-level and consistent tests for H i 1 i 2 ...i j i j+1 , our tests for H (j) have the following properties. If r = p − j, by b. in Theorem 2 all subvectors of dimension j + 1 have a ROLC, which imply that H (j) holds. Then
Alternatively, if r < p − j, by b. in Theorem 2 at least one subvector of dimension j + 1 does not have a ROLC. Then H (j) holds, so that
In addition, the test for H * (j) has correct size. The reason is that if r < p − j,
Our sequential procedure leads to an estimator of the rank given by
for j = 1, ..., p − 1, and
whose properties are described in the next theorem.
Theorem 3. Let the cointegrating rank in z t be r. Then the estimator r of r has the property
Proof. First, we show (9). Clearly,
by (7). Next, for j = r + 1, ..., p,
by (7). Finally, regarding (12),
.
so (12) follows noting that by (7) Pr (H (p − r) is rejected) → 1 as n → ∞, to conclude the proof.
Results in Theorem 3 are comparable to those of Theorem 12.3 of Johansen (1995a), the only difference being (12), where for r ≤ p − 2 we obtain a smaller lower bound than Johansen (1995a) . Note however that this bound might not be strict and fits naturally with the upper bound given in (10). In view of our Monte Carlo experiment in Section 4, the lower bound 1 − α (instead of 1 − (p − r) α) might characterize our procedure.
Once the cointegrating rank is determined, our procedure leads to a natural estimator of the cointegrating space. Letting r ∈ {1, ..., p − 1}, the nonsingularity of Υ implies that necessarily
Also, by Theorem 2 there exist p−r variables in z t which are individually I(1) and are
R , so these variables are Q R z t is always cointegrated, so there exists a r × (p − r) matrix B such that
where u
t is a r × 1 vector of cointegrating errors such that u (14) implies (apart from (13)) that
where defining β
R , the r columns of β span the cointegrating space. The restrictions imposed in Υ guarantee identification of the parameters in B. Note that these are reduced form parameters and these restrictions and (13) imply that a particular ordering in z t is possible which leads to a Phillips' triangular form. The cointegrating space can be estimated by simple methods such as ordinary least squares (OLS), fully-modified OLS or Dynamic OLS applied to (14), choosing Q R . In practice, the (p − r)-th step (Test p − r − 1) of our sequential procedure will necessarily determine (at least) one set of p − r variables in z t which does not have a ROLC, so the choice of
R z t is simple and automatic. Standard results (see, e.g., Park and Phillips, 1988) imply that under regularity conditions B − B = O p (n −1 ) in all cases. Finally, in the particular case where r = 1, the unique cointegrating vector can be estimated by a single regression equation (special case of a triangular form), where the p − 1 right-hand side variables should be those with no ROLC in the (p − 1)-th step (Test p − 2) and which, therefore, had led to the rejection of H(p − 2). Note that for a given set of p observables it is only in this final step where a cointegrating regression with p − 1 regressors is well specified, although it seems common among practitioners to initiate an analysis of cointegration by a regression of this type. Related procedures to find identified representations of the cointegrating space in Gaussian VAR models based on likelihood ratio and trace-type tests have been proposed by Boswijk (1996) and Luukkonen, Ripatti and Saikkonen (1999) , respectively.
We exemplify the above procedure by applying it to a dataset of five US interest rates. The five series are monthly observations on US Treasury bond and T-bill interest rates of different maturities (5 year, 3 year, 1 year, 6 month and 3 month), and denoted i τ , τ = 5y, 3y, 1y, 6m, 3m. The data come from the Federal Reserve and run from December, 1958 to July, 2008, for a total of 596 observations.
Since these interest rates of US Government assets are considered to be the closest to risk free, the different maturities should move together, and if we accept that nominal interest rates are I (1), they should be cointegrated. Thus the difference between any two rates of different maturity should be a stationary variable with, possibly, a mean value different from zero, that could be understood as the consequence of changes in expected future rates (expectations hypothesis) or as a liquidity premium (liquidity preference hypothesis). Then, given a data set of p interest rates, it seems reasonable to expect one common trend (which could be identified with one specific interest rate, for example that of shortest maturity), and p − 1 cointegrating vectors of the form mentioned above.
We examine cointegration among the five series of interest rates by applying our procedure (Tables 1 to 4 ) and the more traditional Johansen's method (Tables 5 and   6 ). We assume that the maximum integration order of the system is one, and start our procedure by Test 0. Table 1 Table 2 , where evidence of cointegration between all pairs of rates is reported (at least with α = 0.10, noting that the test should be performed with α/3 significance level). We therefore reject H(1), and stop the testing procedure, concluding that r = 4. Then the estimation of the four cointegrating vectors can be easily carried out by regression-based methods where we choose one of the I (1) variables as regressor (in this case the 3-month interest rate), the rest being left hand side variables. We initially estimate by OLS the system i −3m,t = c + Bi 3m,t + u −3m,t , where i −3m,t = (i 6m , i 1y , i 3y , i 5y ) ′ , c = (c 6m , c 1y , c 3y , c 5y )
u −3m,t ∼ I(0), and present the results in Table 3 . We also report estimation results of Dynamic-OLS (Stock and Watson, 1993) , where four lags and leads of ∆i 3m,t Tables 5 and 6 show the results of applying Johansen's methodology to the interest rate data set. Table 5 includes the two eigenvalue-based tests, which both suggest the existence of r = 4 cointegrating vectors (at least at 10% level). Estimation of the cointegrating vectors (normalized so that coefficients corresponding to rates other than the 3-month are always one) is shown in Table 6 . These estimates are close to those of Table 3 , although they differ slightly, especially in that long-term rates appear to be more sensitive to the short-rates (higher magnitude of estimated b τ ) and have lower mean term premia (lower value of estimated c τ ).
Monte Carlo evidence
We investigate the finite sample performance of our methodology (denoted GBH) and compare it to that of Johansen's procedure by means of a simple Monte Carlo experiment. There are two parts to our experiment, based on 50,000 replications of four series z it , i = 1, ..., 4, of lengths n = 50, 100, 200, 500, 1000. In the first part of the Monte Carlo, the series are generated as
for cointegrating ranks r = 1, 2, 3, and we also cover cases r = 0, where ∆z jt = u jt , j = 1, 2, 3, 4, and r = 4, where the series are generated as (15), except z 4t = u 4t .
In all cases, u t = (u 1t , u 2t , u 3t , u 4t ) ′ is a normally distributed independent sequence with E (u t ) = 0, and V ar
20 (alternative characterizations of V ar (u t ) led to very similar results).
We present in Tables 7-10 results for estimated ranks provided by our procedure (where all tests are ADF) and also by the trace test proposed by Johansen (see, e.g., Johansen, 1995a) (with critical values taken from MacKinnon, Haug and Michelis, 1999 1 ), for different sample sizes, significance levels, values of r and lag structure employed in the different tests 2 . Given the white noise nature of u t , the optimal choice of lags in the ADF tests on which we base our method (and also in the VAR model of Johansen) is zero, but, nevertheless, we also provide results for the case where some lags of differenced observables are introduced in the different testing procedures, noting that the inclusion of lags is common practice in empirical work.
Specifically, we use the lag choices 3, 4, 5, 7, 9, for n = 50, 100, 200, 500, 1000, respectively (other choices of lags lead to very similar results). Table 7 shows the proportion of replications leading to each estimated rank provided by our method, where no lags of differenced observables are introduced in the ADF tests. The blocks in the main diagonal of the table represent the percentage of "correct answers", whereas the rest of blocks indicate proportions of "mistakes".
Also, blocks above the main diagonal represent the sizes of the H * (0), H * (1), H * (2), H * (3) tests for different cases of null hypotheses. Our procedure seems to be undersized, especially when z t is generated under the null that is furthest to the alternative.
As we mentioned in Section 3, the use of α sizes in a union test yields a test with size α, although the test may be conservative. Indeed, we find that this is the case and our procedure appears to reject the null too few times.
The procedure performs quite well in detecting the right cointegrating rank of the data. When the rank comes from a single rejection of a hypothesis (i.e. when p = 4
an estimated rank of r = 4 comes from rejection of H (0)), the test correctly estimates the rank in 100% cases (for n ≥ 500), showing evidence of (9). When some of the H(i) hypotheses need not be rejected in order to estimate the rank, then the rank is in most cases correctly estimated more than 100(1 − α)% of the replications, the worst results corresponding to the r = 0 case, as might have been expected in view of (12). However, the rates of correct answers are in general very good, and, even when r = 0, approach 1 − α as n increases.
In Table 8 we present the corresponding results by Johansen's trace test procedure.
Compared to our method, Johansen's procedure performs strictly better (worse) in 143 (33) cases, although differences are small, and our method outperforms Johansen's when r = 4. Obviously, this was an expected outcome, given that the trace test is based on the correct likelihood.
In Tables 9, 10 , we present corresponding results for the overspecified case, where lags of differenced variables are introduced in the different testing procedures. In general results are worse (than when the correct specification is used) for small sample sizes, but react quickly in the appropriate direction as n increases. Again, our procedure is undersized, and especially for n = 50, 100, the rate of "correct answers"
is significantly worse than in the case where no lags are introduced. However, results for higher sample sizes are satisfactory. In addition, our method seems to be much more robust than Johansen's procedures to overspecification. In particular, it is 65 times strictly worse and 210 times strictly better than Johansen's, our methodology being dominant in most scenarios except when r = 0 and r > 0 for n ≤ 100. It might be argued that in practice less lags are expected to be used in VAR-based tests with respect to those employed in residual based tests, noting that few lags in multivariate models generate very rich dynamics in the corresponding univariate series. Thus, we also replicated the overspecified case for the trace test keeping the number of lags fixed as 2 and 3 for all values of n 3 . Even in this case, our procedure (with increasing number of lags) performed strictly better (worse) than the trace test in 171 (104) and 179 (97) cases, respectively, the advantage of the trace test concentrating again on cases where n ≤ 100. Overall, the performance of our method seems very satisfactory.
Next we compare our procedure with that of Johansen in two situations where, as described by Gonzalo and Lee (1998) , regression-based methods might be more robust to misspecification. Results are reported in Tables 11, 12 . The first situation corresponds to processes with autoregressive roots close to unity. We generate the four observable series by z jt = a j z jt−1 + u jt , j = 1, 2, 3, 4, where u t is generated as before with V ar (u t ) = I 4 (the 4-rowed identity matrix), and analyze the cases (a 1 , a 2 , a 3 , a 4 ) = (1.02, 1, 1, 1), (1.01, 1.01, 1.01, 1). Again we compare our ADF methodology with that of Johansen where no lags are considered in the testing procedures. In both scenarios the observables are independent, and the system is very close to one where r = 0. Nicely, our procedure provides outcomes which in most cases favour this possibility, whereas the trace test, as predicted by Gonzalo and Lee (1998) , overestimates the cointegrating rank in both situations, r = 0 almost never being an outcome of the method when n ≥ 500.
The second misspecification concerns fractional processes, the four observables 3 Tables are available from the authors upon request. being generated by
where 1 (·) is the indicator function and u t is again a zero-mean white noise with V ar (u t ) = I 4 . We examine two situations where d = 0.49, 1.4. Strictly speaking, using an extended definition of cointegration which cover fractional processes, the rank in both situations is 2, the cointegrating relations between the independent observables being in both cases trivial. However, when d = 0.49, there are two stationary relations in the system, so it could be expected that the previously compared methods might be able to detect correctly this rank, unlike in the d = 1.4 case, where the cointegrating linear combinations lead to unit root cointegrating errors. As before, we compare our proposal (assuming that the maximum integration order is one) with that of Johansen (trace test), where the lags in both procedures are determined as in Tables 3, 4 . In the first situation, for large sample sizes (n ≥ 500) our method identifies the true rank. Alternatively, the trace test infers this value less clearly, with many replications indicating that r = 1. In the second case (d = 1.4) however, our method clearly indicates that r = 0, whereas the outcome of the trace test is very unclear, with a substantial number of cases in favour of r = 0, 1 or 2, an outcome which reinforces the results of Gonzalo and Lee (1998) .
Conclusions and final comments
We have presented a simple procedure that allows for identification and estimation of the cointegration features of a set of p observables with possibly distinct orders of integration. Our method appears to be a simple alternative to Johansen's likelihoodbased methodology, since only simple regression-based techniques are necessary to uncover the relevant characteristics of the data from a cointegration viewpoint. Our procedure leads to estimation of Phillips' triangular representations of cointegrated systems, providing guidance for the correct choice of left and right hand side variables.
In terms of finite sample performance, our results are satisfactory and comparable to those provided by alternative procedures, like Johansen's maximum eigenvalue and trace tests. In addition, the outcomes of our procedure appear to be more robust to possible misspecifications.
We mentioned previously that our techniques could be applied to the more complex I (2) system. In this case a richer cointegrating structure is possible, which might be characterized by the cointegrating space and a possible subspace. This occurs when vectors in the cointegrating space lead to an I (1) vector of linear combinations of the observables, but there are special directions in this space leading to I (0) cointegrating errors, increasing therefore the achievement of the cointegration analysis. Although a detailed analysis of this situation goes beyond the scope of the present paper, minor modifications of our procedure achieve the identification of the dimensions of the cointegrating space and possible subspace (covering also the possibility of polynomial multicointegration). It can be shown that this structure is captured by a generalized version of Phillips' triangular form, which from one side is data-based (being one of the outcomes of our procedure), while from the other it is straightforward to estimate.
Finally, the procedure can easily be generalized to higher order systems, although the empirical relevance of this may be limited. The extension of our method to cover more general forms of integration and cointegration (like fractional ones) is also possible, but this is rather more involved and will be the object of future research. OLS estimates from regressions of the form i τ ,t = c τ + b τ i 3m,t + u τ ,t , and DOLS estimates where lags and leads of ∆i 3m,t are included as additional regressors (Stock and Watson, 1993 Trace and maximum eigenvalue test statistics for testing H (r) as in Johansen (1995a) j=1 Γ j ∆z t−j + u t , where z t = (i 3m,t , i 6m,t , i 1y,t , i 3y,t , i 5y,t ) ′ . u t is assumed to be independent and identically distributed with a multivariate normal distribution. Standard errors in parentheses The cells show the proportion of replications where the estimated rank was r, given the correct rank r, obtained following the GBH procedure. 50,000 replications were carried out for each combination of rank r and sample size n. Three different significance levels α = {.10, .05, .01} were used in the tests. Given the white noise structure of the innovations, the number of lags in the ADF tests is set to zero 
