Even though a large number of I/O-efficient graph algorithms have been developed, a number of fundamental problems still remain open. For example, no space-and I/O-efficient algorithms are known for depth-first search or breath-first search in sparse graphs. In this paper, we present two new results on I/O-efficient depth-first search in an important class of sparse graphs, namely undirected embedded planar graphs. We develop a new depth-first search algorithm that uses O(sort(N ) log(N/M )) I/Os, and show how planar depth-first search can be reduced to planar breadthfirst search in O(sort(N )) I/Os. As part of the first result, we develop the first I/O-efficient algorithm for finding a simple cycle separator of an embedded biconnected planar graph. This algorithm uses O(sort(N )) I/Os.
Introduction
External memory graph algorithms have received considerable attention lately because massive graphs arise naturally in many applications. Recent web crawls, for example, produce graphs with on the order of 200 million vertices and 2 billion edges [11] . Recent work in web modeling uses depth-first search, breadthfirst search, shortest path and connected component computations as primitive routines for investigating the structure of the web [9] . Massive graphs are also often manipulated in Geographic Information Systems (GIS), where many common problems can be formulated as basic graph problems. Yet another example of a massive graph is AT&T's 20 TB phone-call data graph [11] . When working with such massive data sets, the I/O-communication, and not the internal memory computation, is often the bottleneck. I/O-efficient algorithms can thus lead to considerable run-time improvements.
Breadth-first search (BFS) and depth-first search (DFS) are the two most fundamental graph searching strategies. They are extensively used in many graph algorithms. The reason is that in internal memory both strategies are easy to implement in linear time; yet they reveal important information about the structure of the given graph. Unfortunately no I/O-efficient BFS or DFSalgorithms are known for arbitrary sparse graphs, while known algorithms perform reasonably well on dense graphs. The problem with the standard implementations of DFS and BFS is that they decide which vertex to visit next one vertex at a time, instead of predicting the sequence of vertices to be visited. As a result, vertices are visited in a random fashion, which may cause the algorithm to spend one I/O per vertex. Unfortunately it seems that in order to predict the order in which vertices are visited, one essentially has to solve the searching problem at hand. For dense graphs, the I/Os spent on accessing vertices in a random fashion can be charged to the large number of edges in the graph; for sparse graphs, such an amortization argument cannot be applied.
In this paper, we consider an important class of sparse graphs, namely undirected embedded planar graphs: A graph G is planar if it can be drawn in the plane so that its edges intersect only at their endpoints. Such a drawing is called a planar embedding of G. If graph G is given together with an embedding, we call it embedded. The class of planar graphs is restricted enough, and the structural information provided by a planar embedding is rich enough, to hope for more efficient algorithms than for arbitrary sparse graphs. Several such algorithms have indeed been obtained recently [6, 16, 22, 24] . We develop an improved DFS-algorithm for embedded planar graphs and show that planar DFS can be reduced to planar BFS in an I/O-efficient manner.
I/O-Model and Previous Results
We work in the standard disk model proposed in [3] . The model defines the following parameters: (the sorting bound) [3] . For all realistic values of N , B, and M , scan(N ) < sort(N )
N . Therefore the difference between the running times of an algorithm performing N I/Os and one performing scan(N ) or sort(N ) I/Os can be considerable [8] .
I/O-efficient graph algorithms have been considered by a number of authors [1, 2, 4, 5, 6, 10, 12, 14, 16, 19, 20, 21, 22, 23, 24, 26, 30] . We review the previous results most relevant to our work (see Table 1 ). The best known general DFS-algorithms on undirected graphs use O (|V | + scan(|E|)) · log 2 |V |) [19] or O |V | +
|V |
M · scan(E) I/Os [12] . Since the best known BFS-algorithm for 
B + sort(|E|) I/Os [10] . For most graph problems Ω(min{|V |, sort(|V |)}) is a lower bound [5, 12] , and, as discussed above, this is Ω(sort(|V |)) in all practical cases. Still, all of the above algorithms, except the recent BFS-algorithm of [23] , use Ω(|V |) I/Os. For sparse graphs, the same I/O-complexity can Problem General graphs Planar graphs space, for any 0 < γ ≤ 1/2. BFS and DFS can be solved in O(sort(N )) I/Os on trees [10, 12] and outerplanar graphs [20] . BFS can also be solved in O(sort(N )) I/Os on k-outerplanar graphs [21] .
Our Results
The contribution of this paper is two-fold. In Section 3, we present a new DFSalgorithm for undirected embedded planar graphs that uses O(sort(N ) log(N/M )) I/Os and linear space. For most practical values of B, M and N this algorithm uses o(N ) I/Os and is the first algorithm to do so using linear space. The algorithm is based on a divide-and-conquer approach first proposed in [27] . It utilizes a new O(sort(N )) I/O algorithm for finding a simple cycle in a biconnected planar graph such that neither the subgraph inside nor the one outside the cycle contains more than a constant fraction of the vertices of the graph. Previously, no such algorithm was known.
In Section 4 we obtain an O(sort(N )) I/O reduction from DFS to BFS on undirected embedded planar graphs using ideas similar to the ones in [15] . Contrary to what has been conjectured for general graphs, this shows that for planar graphs, BFS is as hard as DFS. Together with two recent results [6, 22] , this implies that planar DFS can be solved in O(sort(N )) I/Os. In particular, Arge et al. [6] show that BFS and the single source shortest path problem can be solved in O(sort(N )) I/Os, given a multi-way separator of a planar graph. Maheshwari and Zeh [22] show that such a separator can be computed in O(sort(N )) I/Os.
A preliminary version of this paper appeared in [7] .
Basic Graph Operations
In the algorithms described in Sections 3 and 4 we make use of previously developed O(sort(N )) I/O solutions for a number of basic graph problems. We review these problems below. Most of the basic computations we use require a total order on the vertex set V and on the edge set E of the graph G = (V, E). For the vertex set V , such a total order is trivially provided by a unique numbering of the vertices in G. For the edge set E, we assume that an edge {v, w} is stored as the pair (v, w), v < w, and we define (v, w) < (x, y) for edges (v, w) and (x, y) in E if either v < x or, v = x and w < y. We call this ordering the lexicographical order of E. Another ordering, which we call the inverted lexicographical order of E, defines (v, w) < (x, y) if either w < y, or w = y and v < x.
Set difference: Even though strictly speaking set difference is not a graph operation, we often apply it to the vertex and edge sets of a graph. To compute the difference X \ Y of two sets X and Y drawn from a total order, we first sort X and Y . Then we scan the two resulting sorted lists simultaneously, in a way similar to merging them into one sorted list. However, elements from Y are not copied to the output list, and an element from X is copied only if it does not match the current element in Y . This clearly takes O(sort(N )) I/Os, where N = |X| + |Y |. We use SetDifference as a shorthand for this operation. Computing incident edges: Given a set V of vertices and a set E of edges, the IncidentEdges operation computes the set E of edges {v, w} ∈ E such that v ∈ V and w ∈ V . To compute E in O(sort(N )) I/Os where N = |V |+|E|, we sort V in increasing order and E in lexicographical order. We scan V and E and mark every edge in E that has its first endpoint in V . We sort E in inverted lexicographical order and scan V and E again to mark every edge in E that has its second endpoint in V . Finally we scan E and remove all edges that have not been marked or have been marked twice.
Copying labels from edges to vertices: Given a graph G = (V, E) and a labeling λ : E → X of the edges in E, the SumEdgeLabels operation computes a labeling λ : V → X of the vertices in V , where λ (v) = e∈Ev λ(e), E v is the set of edges incident to v, and ⊕ is any given associative and commutative operator on X. To compute labeling λ in O(sort(N )) I/Os, we sort V in increasing order and E lexicographically. We scan V and E and compute a label λ (v) = e∈E v λ(e), for each v, where E v is the set of edges that have v as their first endpoint. Then we sort E in inverted lexicographical order and scan V and E to compute the label λ (v) = λ (v) + e∈E v λ(e), for each v, where E v is the set of edges that have v as their second endpoint.
Copying labels from vertices to edges: Given a graph G = (V, E) and a labeling λ : V → X of the vertices in V , the CopyVertexLabels operation computes a labeling λ : E → X × X, where λ ({v, w}) = (λ(v), λ(w)). We can compute this labeling in O(sort(N )) I/Os using a procedure similar to the one implementing operation SumEdgeLabels.
Algorithms for lists and trees: Given a list stored as an unordered sequence of edges {(u, next(u))}, list ranking is the problem of determining for every vertex u in the list, the number of edges from u to the end of the list. List ranking can be solved in O(sort(N )) I/Os [4, 12] using techniques similar to the ones used in efficient parallel list ranking algorithms [18] . Using list ranking and PRAM techniques, O(sort(N )) I/O algorithms can also be developed for most problems on trees, including Euler tour computation, BFS and DFS-numbering, and lowest common ancestor queries (Q queries can be answered in O(sort(Q + N )) I/Os) [12] . Any computation that can be expressed as a "level-by-level" traversal of a tree, where the value of every vertex is computed either from the values of its children or from the value of its parent, can also be carried out in O(sort(N )) I/Os [12] .
Algorithms for planar graphs: Even though no O(sort(N )) I/O algorithms for BFS or DFS in planar graphs have been developed, there exist O(sort(N )) I/O solutions for a few other problems on planar graphs, namely computing the connected and biconnected components, spanning trees and minimum spanning trees [12] . All these algorithms are based on edge-contraction, similar to the PRAM algorithms for these problems [13, 29] . We make extensive use of these algorithms in our DFS-algorithms.
3 Depth-First Search using Simple Cycle Separators
Outline of the Algorithm
Our new algorithm for computing a DFS-tree of an embedded planar graph in O(sort(N ) log(N/M )) I/Os and linear space is based on a divide-and-conquer approach first proposed in [27] . First we introduce some terminology used in this section.
A cutpoint of a graph G is a vertex whose removal disconnects G. A connected graph G is biconnected if it does not have any cutpoints. The biconnected components or bicomps of a graph are its maximal biconnected subgraphs. A simple cycle α-separator C of an embedded planar graph G is a simple cycle such that neither the subgraph inside nor the one outside the cycle contains more than α|V | vertices. Such a cycle is guaranteed to exist only if G is biconnected.
The main idea of our algorithm is to partition G using a simple cycle α-separator C, recursively compute DFS-trees for the connected components of G \ C, and combine them to obtain a DFS-tree for G. If each recursive step can be carried out in O(sort(N )) I/Os, it follows that the whole algorithm takes O(sort(N ) log(N/M )) I/Os because the sizes of the subgraphs of G we recurse on are geometrically decreasing, and we can stop the recursion as soon as the current graph fits into main memory. Below we discuss our algorithm in more detail, first assuming that the graph is biconnected.
Given a biconnected embedded planar graph G and some vertex s ∈ G, we construct a DFS-tree T of G rooted at s as follows (see Figure 1 ):
In Section 3.2, we show how to do this in O(sort(N )) I/Os.
Find a path P from s to some vertex v in C.
To do this, we compute an arbitrary spanning tree T of G, rooted at s, and find a vertex v ∈ C whose distance to s in T is minimal. Path P is the path from s to v in T . The spanning tree T can be computed in O(sort(N )) I/Os [12] . Given tree T , vertex v can easily be found in O(sort(N )) I/Os using a BFS-traversal [12] of T . Path P can then be identified by extracting all ancestors of v in T . This takes O(sort(N )) I/Os using standard tree computations [12] .
Extend P to a path P containing all vertices in P and C.
To do this, we identify one of the two neighbors of v in C. Let w be this neighbor, and let C be the path obtained by removing edge {v, w} from C. Then path P is the concatenation of paths P and C . This computation can easily be carried out in O(scan(N )) I/Os: First we scan the edge list of C and remove the first edge we find that has v as an endpoint. Then we concatenate the resulting edge list of C and the edge list of P .
Compute the connected components
s v w C The connected components H 1 , . . . , H k can be computed in O(sort(N )) I/Os [12] . We find vertices v 1 , . . . , v k in O(sort(N )) I/Os as follows: First we mark every vertex in P with its distance from s along P . These distances can be computed in O(sort(N )) I/Os using the Euler tour technique and list ranking [12] . Then we apply operation IncidentEdges to V (P ) and E(G), to find all edges in E(G) \ E(P ) incident to P . We sort the resulting edge set so that edge {v, w}, v ∈ H i , w ∈ P , precedes edge {x, y}, x ∈ H j , y ∈ P , if either i < j or i = j and the distance from s to w is no larger than the distance from s to y. Ties are broken arbitrarily. We scan the resulting list and extract for every To prove the correctness of our algorithm, we have to show that T is indeed a DFS-tree for G. To do this, the following classification of the edges in
an ancestor of v in T , or vice versa; otherwise e is called a cross-edge. In [28] it is shown that a spanning tree T of a graph G is a DFS-tree of G if and only if all edges in E(G) \ E(T ) are back-edges.
Lemma 1 The tree T computed by the above algorithm is a DFS-tree of G.
Proof: It is easy to see that T is a spanning tree of G. To prove that T is a DFS-tree, we have to show that all non-tree edges in G are back-edges. First note that there are no edges between components H 1 , . . . , H k . All non-tree edges with both endpoints in a component H i are back-edges because tree T i is a DFS-tree of H i . All non-tree edges with both endpoints in P are back-edges because P is a path. For every non-tree edge {v, w} with v ∈ P and w ∈ H i , w is a descendant of the root u i of the DFS-tree T i . Tree T i is connected to P through edge {v i , u i }. By the choice of vertex v i , v is an ancestor of v i and thus an ancestor of u i and w. Hence, edge {v, w} is a back-edge. 2
In the above description of our algorithm we assume that G is biconnected. If this is not the case, we find the bicomps of G, compute DFS-trees for all bicomps, and join these trees at the cutpoints of G. More precisely, we compute the bicomp-cutpoint-tree T G of G containing all cutpoints of G and one vertex v(C) per bicomp C (see Figure 2 ). There is an edge between a cutpoint v and a bicomp vertex v(C) if v is contained in C. We choose the bicomp vertex v(C r ) corresponding to a bicomp C r that contains vertex s as the root of N ) ) I/Os, using the algorithms discussed in Section 2. We compute a DFS-tree of C r rooted at vertex s. For every bicomp C = C r , we compute a DFS-tree rooted at the parent cutpoint of C. The union of the resulting DFS-trees (see Figure 2c ) is a DFS-tree for G rooted at s, since there are no edges between different bicomps. Thus, we obtain our first main result.
Theorem 1 A DFS-tree of an embedded planar graph can be computed in O(sort(N ) log(N/M )) I/O operations and linear space.

Finding a Simple Cycle Separator
In this section, we show how to compute a simple cycle 2 3 -separator of an embedded biconnected planar graph, utilizing ideas similar to the ones used in [17, 25] . As in the previous section, we start by introducing the necessary terminology.
Given an embedded planar graph G, the faces of G are the connected regions of R 2 \ G. We use F to denote the set of faces of G. The boundary of a face f is the set of edges contained in the closure of f . For a set F of faces of G, let G F be the subgraph of G defined as the union of the boundaries of the faces in F (see Figure 3a) . The complement G F of G F is the graph obtained as the union of the boundaries of all faces in F \ F (see Figure 3b) . The boundary of G F is the intersection between G F and its complement G F (see Figure 3c) . The dual G * of G is the graph containing one vertex f * per face f ∈ F , and an edge between two vertices f * 1 and f * 2 if faces f 1 and f 2 share an edge (see Figure 3d ). We use v * , e * , and f * to refer to the face, edge, and vertex that is dual to vertex v, edge e, and face f , respectively. The dual G * of a planar graph G is planar and can be computed in O(sort(N )) I/Os [16] .
The idea in our algorithm is to find a set of faces F ⊂ F such that the boundary of G F is a simple cycle 2 3 -separator. The main difficulty is to ensure that the boundary of G F is a simple cycle. We compute F as follows:
1. Checking for heavy faces: We check whether there is a single face whose boundary has size at least |V | 3 ( Figure 4a ). If we find such a face, we report its boundary as the separator C, as there are no vertices inside C and at most Below we describe our algorithm in detail and show that all of the above steps can be carried out in O(sort(N )) I/Os. This proves the following theorem. 
Theorem 2 A simple cycle
Checking for Heavy Faces
In order to check whether there exists a face f in G with a boundary of size at least 
Checking for Heavy Subtrees
First we prove that the boundary of G(v) defined by the vertices in T * (v) is a simple cycle. Consider a subset F of the faces of an embedded planar graph G, and let H be the subgraph of G that is the union of the boundaries of the faces in F . Let H * be the subgraph of the dual G * of G induced by the vertices that are dual to the faces in F . We call H * the dual of H. We call graph H uniform if H * is connected. Since for every vertex v ∈ T * , T * (v) and T * \ T * (v) are both connected, G(v) and its complement G(v) are both uniform. Using the following lemma, this implies that the boundary of G(v) is a simple cycle. N ) ) I/Os using standard tree computations [12] . Given these vertices, we can apply operation IncidentEdges to find the set E of edges in G * with exactly one endpoint in T * (v). The set {e * : e ∈ E } is the boundary of G(v). All that remains is to describe how to compute the sizes of graphs G(v) I/O-efficiently. 
Assume that every vertex v ∈ T
. , G(w k ).
Every endpoint of such an edge is contained in more than one subgraph of G(v), and thus counted more than once by the above procedure. The idea in our modification is to define an overcount c v,u , for every endpoint u of an edge in E(v), which is one less than the number of times vertex u is counted in the sum S = |v
The sum of these overcounts is then subtracted from S to obtain the correct value of |G(v)|. Let V (v) denote the set of endpoints of edges in E(v). A vertex u ∈ V (v) is counted once for each subgraph in {v
* , G(w 1 ), G(w 2 ), . . . , G(w k )} having u on its boundary. Let l be the number of edges in E(v) incident to u. Each such edge is part of the boundary between two of the subgraphs v * , G(w 1 ), . . . , G(w k ). Thus, if u is an internal vertex of G(v) (i.e., not on its boundary), there are l such subgraphs, and u is counted l times (see vertex u 1 in Figure 5 ). Otherwise, if u is on the boundary of G(v), it follows from the uniformity of G(v) and G(v) that two of the edges in G(v) incident to v are on the boundary of G(v) (see vertex u 2 in Figure 5 ). Hence, l + 1 of the subgraphs v * , G(w 1 ), . . . , G(w k ) contain u, and u is counted l + 1 times. Therefore the overcount c v,u for vertex u ∈ V (v) is defined as follows:
We can now compute |G(v)| using the following lemma. 
Lemma 3 For every vertex
v ∈ T * , |G(v)| = ⎧ ⎪ ⎨ ⎪ ⎩ |v * | + k i=1 |G(w i )| − u∈V (v) c v,| + k i=1 |G(w i )| − u∈V (v) c v,u . A vertex in G(v) \ V (v)
(v). That is, G(v) is an internal vertex of G(v).
As argued above, u is counted l times in this case, where l is the number of edges in E(v) incident to u. Thus, it is overcounted l − 1 times, and we obtain the exact count by subtracting c v,u = l − 1. Otherwise, u is on the boundary of G(v) and, as argued above, it is counted l + 1 times. Thus, we obtain the correct count by subtracting c v,u = l. , for all v ∈ T * , we apply operation SumEdgeLabels to find for every vertex u ∈ G, the edge incident to u whose LCA is closest to the root. We call the LCA of this edge the MAX-LCA of u. By sorting the vertices in G by their MAX-LCAs, we obtain the concatenation of lists V (v), v ∈ T * , which we scan to determine |V (v)|, for all v ∈ T * .
Splitting a Heavy Subtree
If the previous two steps did not produce a simple cycle In [17] it is claimed that the boundary of the graph defined by v * and any subset of graphs G(w i ) is a simple cycle. Unfortunately, as illustrated in Figure 6 , this is not true in general. However, as we show below, we can compute a permutation σ : [1, k] → [1, k] such that the boundary of each of the graphs obtained by incrementally "gluing" graphs G (w σ(1) ), . . . , G(w σ(k) ) onto face v * is a simple cycle. More formally, we define graphs of graphs H σ (1), . . . , H σ (k) can be computed in O(sort(N )) I/Os using a procedure similar to the one applied in the previous section for computing the sizes .
We construct a final list S by removing all but the last occurrence of each integer from F . (Intuitively, this ensures that if the union of v * and G(w i ) encloses another subgraph G(w j ), then j appears before i in S; for the graph in Figure 7 , S = 1, 2, 3 .) List S can be computed from list F in O(sort(N )) I/Os using operation DuplicateRemoval. List S contains each of the integers 1 through k exactly once and thus defines a permutation σ : To show that every graph H σ (i) is uniform, i.e., that its dual is connected., we first observe that G(v) is uniform and every subgraph G(
is the union of a subset of these graphs. Hence, if its dual is disconnected, there has to be a subgraph G(w j ) ⊆ H σ (i) so that its dual and the dual of G(v) are in different connected components of the dual of H σ (i).
Now recall the computation of permutation σ (see Figure 8 ). Let L be the list of edges clockwise around face v * , as in our construction, let e 0 be the last edge of G(w j ) in L, and let f 0 be the face of G(w j ) that precedes edge e 0 in the clockwise order around v * . Then for every subgraph G(w j ) that contains an edge that succeeds e 0 in L, j = σ(h ), for some h > h. Hence, the following path in G 
Reducing Depth-First Search to Breadth-First Search
In this section, we give an I/O-efficient reduction from DFS in an embedded planar graph G to BFS in its "vertex-on-face graph", using ideas from [15] . The idea is to use BFS to partition the faces of G into levels around a source face that has the source s of the DFS on its boundary, and then "grow" the DFS-tree level by level around that face. In order to obtain a partition of the faces of G into levels around the source face, we define a graph which we call the vertex-on-face graph G † of G. As before, let G * = (V * , E * ) denote the dual of graph G; recall that each vertex f * in V * corresponds to a face f in G. The vertex set of the vertex-on-face graph G † is V ∪ V * ; the edge set contains an edge (v, f * ) if vertex v is on the boundary of face f (see Figure 10a ). We will show how a BFS-tree of G † can be used to obtain a partition of the faces in G such that the source face is at level 0, all faces sharing a vertex with the source face are at level 1, all faces sharing a vertex with a level-1 face-but not with the source face-are at level 2, and so on (Figure 9a) . Let G i be the subgraph of G defined as the union of the boundaries of faces at level at most i, and let Next we build a DFS-tree for H 1 and attach it to T 0 through an attachment edge of H 1 in a way that does not introduce cross-edges. Hence, the result is a DFS-tree T 1 for G 1 . We repeat this process until we have processed all levels H 0 , . . . , H r obtaining a DFS-tree T for G (see Figure 11) . The key to the efficiency of the algorithm lies in the simple structure of graphs H 0 , . . . , H r . Below we give the details of our algorithm and prove the following theorem. We are now ready to describe the details of our algorithm for constructing a DFS-tree for G by repeatedly growing a DFS-tree T i for G i from a DFS-tree T i−1 for G i−1 , starting with the DFS-tree T 0 for G 0 . During the algorithm we maintain the following two invariants (see Figure 10b ): (i) Every boundary cycle C of G i−1 contains exactly one edge e not in T i−1 .
Theorem 3 Let
One of the two endpoints of that edge is an ancestor in T i−1 of all other vertices in C.
(ii) The depth of each vertex in G i−1 , defined as the distance from s in T i−1 , is known.
Assume we have computed a DFS-tree T i−1 for G i−1 . Our goal is to compute a DFS-forest for H i and link it to T i−1 through attachment edges of H i without introducing cross-edges, in order to obtain a DFS-tree T i for G i . Let H 1 , . . . , H k be the connected components of H i . They can be computed in O(sort(|H i |)) I/Os [12] . For every component H j , we find the deepest vertex v j on the boundary of G i−1 such that there is an attachment edge {u j , v j } of H i with u j ∈ H j . Then we compute a DFS-tree T j of H j rooted at u j and attach T j to T i−1 using edge {u j , v j }. Let T i be the resulting tree.
If we can compute a DFS-forest of H i in O(sort(|H i |)) I/Os and link it to
T i−1 in O(sort(|H i−1 | + |H i |)) I/Os, the overall computation of a DFS-tree T for G uses O (sort(|H 0 |) + r i=1 sort(|H i−1 | + |H i |)) = O r i=0
Lemma 5 Tree T i is a DFS-tree of G i .
Proof: Tree T i is a spanning tree of G i , since T i−1 is a DFS-tree for G i−1 , trees T 1 , . . . , T k are DFS-trees of the connected components of H i , and each tree T j is connected to T i−1 by a single edge. Now let {v, w} be a non-tree edge of G i . As there are no edges between different connected components of
In the first two cases, edge {v, w} is a back edge, since trees T i−1 and T j are DFS-trees for G i−1 and H j , respectively. In the latter case, {v, w} is a back-edge because v is a descendant of u j , and, by Invariant (i), w must be an ancestor of v j on the boundary cycle of G i−1 enclosing H j .
2
We can compute tree T i from tree I/Os. All that remains is to show how to compute a DFS-tree T j rooted at u j , for each connected component H j of H i . The key to doing this I/O-efficiently is the following lemma, which shows that H i has a simple structure.
Lemma 6 The non-trivial bicomps of H i are the boundary cycles of G i .
Proof: Consider a cycle C in H i . All faces incident to C are at level i or greater. Thus, since G i−1 is uniform, all its faces are either inside or outside C. Assume w.l.o.g. that G i−1 is inside C. Then none of the faces outside C shares a vertex with a level-(i − 1) face. That is, all faces outside C must be at level at least i + 1, which means that C is a boundary cycle of G i .
Every bicomp that is not a cycle contains at least three internally vertexdisjoint paths P 1 , P 2 , and P 3 with the same endpoints v and w. As we have just shown, the graph C 1 = P 1 ∪ P 3 is a boundary cycle of G i , as is the graph C 2 = P 1 ∪ P 2 . Let {v, x} be the first edge of P 2 , and {y, w} be the last edge of P 2 . Since C 1 is a boundary cycle of G i , G i is either completely inside or completely outside C 1 . Since C 1 is a subgraph of H i , all faces incident to C 1 that are on the same side of C 1 as G i are at level i because all faces on the other side of C 1 are at level at least i + 1. Hence, if P 2 is on the same side of C 1 as G i , the four faces incident to edges {v, x} and {y, w} are at level i, which contradicts the fact that C 2 is a boundary cycle of G i . If P 2 is on the other side of C 1 , the four faces incident to edges {v, x} and {y, w} are at level at least i + 1, which contradicts the fact that edges {v, x} and {y, w} are at level i. Thus, every bicomp of H i consists of a single boundary cycle.
In order to compute a DFS-tree of H j rooted at u j , we first partition H j into its bicomps. This takes O(sort(|H j |)) I/Os [12] . Then, as in Section 3, we construct the bicomp-cutpoint-tree of H j , rooted at the bicomp containing u j . For each bicomp K, we determine the parent cutpoint x. If K is a trivial bicomp (i.e., consists of a single edge), the DFS-tree T K of K consists of the single edge in K. Otherwise, by Lemma 6, K is a cycle. Let y be a neighbor of x in K. This neighbor can be computed in a single scan of the edge set of K. To obtain a DFS-tree T K of K rooted at x, we remove edge {x, y} from K. The DFS-tree T j of H j is the union of DFS-trees T K of all bicomps K of H j . Note that T K is a path from x to y, and all vertices along this path are descendants of x. Since the non-trivial bicomps of H i are the boundary cycles of This concludes the description of our reduction from planar DFS to planar BFS, and thus the proof of Theorem 3. The following corollary is an immediate consequence of Theorem 3 and recent results of [6, 22] .
Corollary 1 A DFS-tree of an embedded planar graph can be computed in O(sort(N )) I/O operations and linear space.
Conclusions
In this paper, we have developed the first o(N ) I/O and linear space algorithm for DFS in embedded planar graphs. We have also designed an O(sort(N )) I/O reduction from planar DFS to planar BFS, proving that external memory planar DFS is not harder than planar BFS. Together with recent results of [6, 22] , this leads to an algorithm that computes a DFS-tree of an embedded planar graph in O(sort(N )) I/Os.
