ABSTRACT Software evolution continues throughout the life cycle of the software. During the evolution of software system, it has been observed that the developers have a tendency to copy the modules completely or partially and modify them. This practice gives rise to identical or very similar code fragments called software clones. This paper examines the evolution of clone components by using advanced time series analysis. In the first phase, software clone components are extracted from the source repository of the software application by using the abstract syntax tree approach. Then, the evolution of software clone components is analyzed. In this paper, three models, Autoregressive Integrated Moving Average, back propagation neural network, and multi-objective genetic algorithm-based neural network, have been compared for the prediction of the evolution of software clone components. Evaluation is performed on the large open-source software application, ArgoUML. The ability to predict the clones helps the software developer to reduce the effort during software maintenance activities.
I. INTRODUCTION
The primary responsibility of a software manager is not only to ensure software quality and standard service levels but also to minimize the cost associated with maintenance effort [1] . The necessary resources must be available to resolve the defects and promptly make the system operate as expected to achieve the customer satisfaction. It is essential to have a predictive model which can help in reducing the maintenance effort with the proper resources (maintenance staff and critical resources) utilization and planning. The prior information regarding the software clone evolution will be valuable information which will reduce the maintenance effort.
Modern Software is agile [2] i.e. they require continuous changes to adopt the changing requirements. This rapid change of requirements leads to software code fragments being slightly modified or copied to have higher functionalities. This slightly modified or similar code fragments are essential in reducing the effort required in maintenance if we can monitor and predict their evolution across different versions of software applications. This paper presents an approach for prediction of software clone evolution across different versions of software applications.
The previous work done is based on various ways of identifying cloned components in a software system [3] - [5] .
But many of the papers analyzed clones in the same version of software systems. In this paper, we have analyzed the clones across different versions of software applications. The first part of our work is to identify the cloned components. The primary focus of our work is to model the evolution of cloned components using time series modeling.
If we can extract the average number of clones for each version of a particular software application, and model them, then it will be an effective approach in reducing the maintenance effort. This paper presents a time series approach for software clone evolution prediction. We have used a comparative approach for modeling the software clone evolution. First, we have modeled the software clone evolution using standard ARIMA [6] models. Then we have used nonlinear neural network model trained with ''BFGS quasi-Newton Method'' based Back-propagation [7] for modeling the clone evolution series. Finally, we have used a Multi-Objective Genetic Algorithm based Neural Network [8] - [10] for modeling the evolution of software clone components across different versions of software applications.
We have applied our approach to 31 versions of ArgoUML [11] , a UML modeling tool that supports the standard UML 1.4 diagrams. ArgoUML is written in Java and hence can run on any Java platform. ArgoUML was We have organized the rest of the paper as follows: Section II describes a detailed description of different Time Series Modeling techniques used for clone evolution prediction Section III presents a description of Clone Detection Process implemented in this paper. Section IV describes the Data Preparation; Section V outlines the Design of Experiments, Section VI describes the Evaluation and Interpretations of Results. Section VII describes the Application of Clone Evolution Prediction Modelling. Section VIII concludes the paper and shows direction for the future work.
II. TIME SERIES MODELLING OF SOFTWARE CLONE EVOLUTION
A series of observations made sequentially in time forms a time series. It can be modeled using stochastic processes [12] . A stochastic process evolves with time and is governed by the probabilistic laws. A collection of random variables ordered in time and defined at a set of time points is called a stochastic process. A stochastic process may be discrete or continuous.
The fundamental objective of modeling a time series is prediction. Given an observed time series, we can predict its future values [13] . The prediction of future values requires designing a suitable model describing the time series accurately. The methods used to model a time series include BoxJenkins ARIMA models, Box-Jenkins Multivariate Models, and Holt-Winters Exponential Smoothing (single, double, triple) [14] .
In this paper, we have used ARIMA as well as a Neural Network model for predicting the evolution of software clone components. The neural network is first trained with ''BFGS quasi-Newton Method'' based Back-propagation [7] , [15] a standard algorithm used for training of neural network. We have also used Multi-Objective Genetic Algorithm based Neural Network training algorithm [9] for improving the accuracy of the model in prediction. The goal is to have a suitable model for prediction of software clone evolution which will be helpful in reducing the software maintenance effort. The detailed description of all the models is described below.
A. ARIMA [6] is a combination of AR(p), MA(q) and ARMA(p, q) classes. AR(p) [6] is an autoregressive model of order p.
ARIMA(p, d, q)
p represents the value of a series as an auto-regression of previous p values. An autoregressive model of order p abbreviated as AR(p), is described in Equation 1.
Here, x t is a stationary process. [6] is used for the white noise terms.
Here, there exist q lags in the moving average. 
Here, α p = 0, β q = 0. The parameters p and q represents autoregressive and moving average respectively [6] . The time series needs to be differentiated before applying ARMA(p, q) model. ARIMA includes the differentiating operator d [6] . Each layer consists of several numbers of neurons based on the problem specification and also designed by the user. Each layer receives inputs from the outputs generated by the previous layer and also produces the output through an activation function (may be linear or nonlinear as per requirements). The output is passed to the next layer in the network.
1) BACK PROPAGATION LEARNING
MLP is mostly used for nonlinear learning. It is trained using supervised learning approach. The models adjust the network weights on its inputs and the internal nodes iteratively. The goal is to minimize the errors between actual and predicted values. The BFGS quasi-Newton method [7] is an advanced algorithm used for neural network training. For speeding up the computing process, the data needs to be normalized before being trained by a neural network. Different transfer functions are used to catch the linear and nonlinear patterns in the data. As the real-time bug number data shows nonlinear behavior, the nonlinear transfer functions are used for the hidden layer.
Let X be the input vector comprising of the features of a particular training example.
Let the output vector of the hidden layers be
The final output Y is obtained through the layer-by-layer transfer of the output.
The transfer function used is the logarithmic sigmoid function:
Where w i are the weight vectors of the neurons of i-th layer and b i is the vector of the bias terms for each neuron of ith layer.
2) MULTI-OBJECTIVE GENETIC ALGORITHM (MOGA-NN)
Neural networks training is performed to minimize the training error corresponding to the given training data. The optimization technique used is generally Back-propagation [7] . Genetic Algorithm [Zhou201132] is used to minimize the cost function and to improve the accuracy. In our context, as we have two objective functions as a cost function, we will use Multi-Objective Genetic Algorithm [8] to optimize them.
A genetic algorithm [17] is one of the most efficient methods of both constrained and non-constrained optimizations. It mimics the natural process of selection based on the fitness of the population. The genetic algorithm has following steps: 1) Generate Initial Population: A random population of n chromosomes is generated. (Each chromosome represents suitable solution for the problem) 2) Evaluation of fitness function: The fitness f(x) of each chromosome x in the population is Evaluated. 3) Generate a New Population: Create a new population by eliminating the weak population (Population which does not satisfy fitness criteria). 4) Selection of Parents: Select two parent chromosomes from a population according to their fitness (the better fitness, the bigger chance to be selected) 5) Perform Crossover Operation: With a particular crossover probability, the crossover operation is applied to generate new offspring. 6) Perform Mutation Operation: With a particular mutation probability, the mutation operation is conducted to make changes at different locations of new offspring.
Place new offspring in the new population 7) Replace the old Population by a new one: Now the Genetic algorithm has to be applied to the new population. 8) Stopping Criteria: If the stopping condition is satisfied, stop the algorithm. The best solution from the current population is returned, else 9) Loop: Go to step 2 The Multi-Objective Genetic Algorithm [17] is the application of the Genetic Algorithm to optimize multiple objectives. It gives a set of optimal values x = x 1 , x 2 , ...x l ∈ R which minimizes a set of given objective functions subject to a given set of constraints (if any). Basically, instead of point prediction through ANNs, we are here going to have prediction intervals for a sample as they can handle the uncertainty in the model parameters and also noise in the input data [18] .
3) PREDICTION INTERVALS
Prediction Interval (PI) [19] is nothing but the upper bound and the lower bound of the prediction. For a given dataset
We define the Mean Prediction Interval Width (MPIW) and Prediction Interval Coverage Probability (PICP) for X as:
For a better interval prediction, we will optimize the parameters PICP [18] , [20] , [21] to be maximum and MPIW [20] , [21] to be minimum. We also see that as MPIW decreases, PICP increases. Hence we have a competitive multi-objective optimization problem: [19] Simultaneously Such that, NMPIW ≥ 0 and 0 ≤ PICP(X ) ≤ 1
We have taken normalized MPIW (NMPIW ) [19] instead of MPIW , where NMPIW = MPIW y max − y min and
We choose to minimize (1-PICP) instead of maximizing of PICP because both are equivalent.
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The optimal set x is known as a Pareto-optimal set. It is a set of solutions, satisfying the objective functions at accepted levels without being dominated by any other solution.
In other words, if we have to minimize N objective functions, f 1 (x), f 2 (x), . . . f n (x), subject to some given constraints, Let X be the solution space of feasible solutions, then
for all i ∈ [1, N ] and
Hence, for x being a Pareto optimal set, it should not be dominated by any other solution in the solution space.
4) NSGA-II [8] It is the most common form of MOGA. In this algorithm, after each generation, on the new population non-dominance sorting algorithm [8] is applied to sort the chromosomes in the order of dominance. The chromosomes are selected by crowding distance by using binary tournament selection. The crossover and mutation operation is performed to produce the next generation, which also becomes a part of the population. As soon as the maximum number of generations is reached, the first Pareto front of the sorted population is returned, and the corresponding set is the Pareto optimal set [19] .
Here we have presented a brief description of the implementation of MOGA in neural networks: 1) Initialize a feed forward neural network N where N (x i ) represents the predicted value of the training sample xi ∈ X . 2) Train the neural network with MOGA as the optimization function for minimizing the cost functions, i.e. NMPIW (X ) and 1 − PICP(X ).
3) The Pareto optimal set of weights and biases, P (Pareto Set) obtained after the neural network training, is used to find the most optimal solution by setting each set of weights (w i , b i ) ∈ P and calculating the NRMSE for the training dataset X . 4) The solution yielding the minimum training NRMSE is the most optimal set of weights, which can be now used to train the neural network again and apply on the test dataset. The Flow Diagram for MOGA-NN implementation is given in figure 1 on page 11844.
III. SOFTWARE CLONE DETECTION
As software evolves, new code fragments are added, deleted or modified to fulfill the desired requirements. These duplicated, or slightly modified code fragments are called cloned components and focus is on detection of these cloned components. As there is no prior knowledge about which code fragments may be repeated, the detector has to compare every possible fragment with every other possible fragment. The comparison may become intractable from a computational viewpoint. Therefore several measures are used to reduce the domain of comparison before performing the actual comparisons. A typical clone detection process involves following steps.
A. PRE-PROCESSING
Pre-processing partitions the source code and determines the domain of comparison. Three primary objectives exist in this phase [3] , [5] , [22] .
1) FILTERING THE CODE
This involves eliminating code elements that are not required in comparison. This step is necessary for situations when the comparison tool is not language independent. E.g.: SQL statements embedded in JAVA code. Also, generated sources, such as table initialization can be removed during this phase.
2) DETERMINE SOURCE UNITS
The source code is partitioned into disjoint units which are directly involved in clone relations with granularity levels varying from Statements, Blocks, and Functions, etc. to Files.
3) DETERMINE COMPARISON GRANULARITY
This involves to set up the minimum units for comparison, or to fix the granularity parameter for comparison. This parameter affects the running time of the analysis.
B. TRANSFORMATION
Transformation converts the given pre-processed code into an intermediate representation for the subsequent clone extraction process. Normalization additionally removes whitespaces and comments. Normalizing transformation is also supported by some tools [2] .
C. CLONE EXTRACTION
Source code transformation is also referred as extraction. It involves one or more of the following steps:
Tokenization: In token-based approach, using lexical analysis, the source code is divided into tokens. These tokens help in the formation of sequences, which are compared. All the whitespaces and comments are removed [23] .
Parsing: In syntactic approaches, an abstract syntax tree [AST], possibly annotated, and is built from the source code [23] .
D. MATCH DETECTION
At the final stage, the comparison algorithm works on the transformed units to produce clone sets. Adjacent comparison units may be aggregated to form larger units. The granularity for comparison can be fixed or set as a parameter. The output is a set of clone pairs with the location of the clone fragments in the source code.
E. CLONE DETECTION
Abstract syntax tree based clone detection technique is used in this paper with the help of CloneDr, a clone detection tool [23] . After processing, Exact-match clone sets and Nearmiss clone sets were obtained.
1) Exact-match Clone Sets (EMCS):
It is the count of cases in which some code block has been cloned without any changes [23] . 2) Near-miss Clone Sets (NMCS): It is the count of abstractions with parameters for which there are multiple clone instances [23] .
Some Input Parameters used for Clone Estimation
1) Similarity threshold is a real value between 0 and 1 which represents the ratio of the volume of identical code in a clone, to the actual total code in the clone.
2) Volume is computed regarding Abstract Syntax
Tree (AST) nodes [5] , but can be effectively understood regarding Source Lines of Code (SLOC). This threshold controls how similar two blocks of code must be to be considered as clones [24] . 3) Max Clone Parameter helps the tool to determine a limit on dissimilarity between near-miss clones, thereby restricting the number of parameters, which each abstraction is allowed to have [24] . 4) Minimum Clone Size helps control how big a piece of code must be to be considered a clone. This value c is used to determine an AST node count threshold,computed as: c × Figure 3 shows the time series representation for EMCS and NMCS respectively for ArgoUML [11] .
IV. DATA PREPARATION A. APPLIED DATASET
We have implemented our experiments on 31 versions of ArgoUML [11] ranging from version 0.9.5 to the latest stable release 0.34.0. ArgoUML is a UML modeling tool that supports the standard UML 1.4 diagrams. ArgoUML is written in Java and hence can run on any Java platform. ArgoUML supports code generation for C, C + +, Java, C#, PHP4 and PHP5 and it also supports reverse engineering from Java. It also has XML support. The flexible feature of ArgoUML is that it allows you to export your diagrams in different file formats such as GIF, PNG, PS, EPS, PGML, and SVG.
The interactive user interface of ArgoUML provides its users the ability to zoom and edit diagrams. ArgoUML is now available in ten different languages to support a variety of population. It also has support for OCL. Another interesting feature of ArgoUML is the presence of checklist for every component of a model.
The designing process of ArgoUML is user-friendly because of the assistance features provided at each step of the process.
The screen of ArgoUML is divided into four sections. The explorer section shows the relationship between diagrams and design items. To do section provides a list of pending tasks. The user creates and design diagrams in the main window. In the details section, the user defines the diagrams and link them with elements. VOLUME 5, 2017 B. DATA PARTITION The entire dataset prepared by the clone number series is partitioned into a training set and a testing set. It is essential in finding the best fit model with the data pattern for both trained and test data. The model giving more accuracy on the test data is preferably selected. The size of the training dataset and test dataset are taken as 25 and 6 respectively for all the models, to have a consistent comparison among the three models.
V. DESIGN OF EXPERIMENTS
In the first phase, we got the cloned components by AST based clone detector, the CloneDr [4] . For the ArgoUML software application, the result of the clone detection phases is the exact match and near miss clone components. We got time series of size 31 for each type of cloned components. The next step is to model them using suitable time series modeling. First, we have applied the ARIMA [13] to model each type of clone time series. Then we have used the neural network with Back Propagation and MOGA respectively for modeling of the clone evolution. The description of the implementation of all the models is given in this section.
A. ARIMA MODELLING
AS discussed in the previous section; The ARIMA [13] model consists of AR (p), MA (q) and a differentiating (d) operator. ARIMA is a good predictor of stationary time series. ACF and PACF plots are used to for determination of stationary behavior of the series. If the ACF decays slowly, the behavior of the series is non-stationary and if ACF decays instantly, the behavior of the time series is stationary. For the EMCS and NMCS, we plot the ACF and PACF to find out the p, d and q parameters. The representation of ARIMA model is given in Figure 6a .
B. NEURAL NETWORK MODELLING 1) BACK PROPAGATION BASED LEARNING
In this paper, we have also implemented a multi-layer neural network having one input layer, one hidden layer, and one output layer. From the ARIMA model we obtained the autoregressive parameter(p) for both EMCS and NMCS value as two; i.e. the current value is dependent upon 2 past values of the series. Hence the input layer will contain two neurons for the two lags as features, the hidden layer can include a custom number of neurons which we have optimally chosen by error-and-trial as 10, and finally the output layer includes single neuron denoting the NRMSE value. The diagrammatic representation of an implementation of Back Propagation Based Neural Network model is given in Figure 6b .
2) MULTI-OBJECTIVE GENETIC ALGORITHM BASED NEURAL NETWORK LEARNING
Neural networks training is performed to minimize the error corresponding to the given training data. The optimization technique used is generally ''Back-Propagation'' using gradient descent [7] . Genetic Algorithm [Zhou201132] is used to minimize the cost function and to improve the accuracy. In our context, as we have two objective functions as a cost function. We have used Multi-Objective Genetic Algorithm to optimize the error. The diagrammatic representation of an implementation of Back Propagation Based Neural Network model is given in Figure 6c . Here is a brief description of the implementation of MOGA in neural networks.
Steps for Implementation MOGA in Neural Network:
1) The ArgoUML [11] dataset for 31 versions was divided into training dataset with 25 samples and test dataset with remaining 6 samples. 2) The training data was fed into an artificial neural network consisting of an input layer, a hidden layer, and output layer composed of two neurons each. 3) The neural network was trained to optimize the prediction intervals for the training data, through minimizing NMPIW and maximizing PICP. The Pareto Front for EMCS and NMCS after applying MOGA-NN is presented in Figure 4 and 5 respectively. 4) The optimal set of weights and bias terms, also known as a Pareto-optimal set, is used to find the most optimal solution by setting them one by one and getting the most optimal weights and bias which gives minimum NRMSE. 5) The trained model is applied to the test data to get the test accuracy. The description of parameters for all the three models is given in Table 1 and the value of all the parameters is given in Table 2 .
VI. EVALUATION AND INTERPRETATION
To evaluate the Prediction result, we have standard assessment methodology; the normalized root mean square error (NRMSE) [25] . The NRMSE can be defined as:
For ARIMA [6] and Back Propagation [7] based Neural Network modeling NRMSE is directly calculated from the point estimates for training and test data. For MOGA -NN [19] approach, the bounds of PIs, are computed first. NRMSE is calculated by taking the mean of the upper bound and lower bound of each training sample. The models are evaluated both on the trained and test data. The model with minimum NRMSE on test data is selected.
In this section, we give a detailed presentation of NRMSE value by all the three models.
A. ARIMA MODEL EVALUATION
As described in the previous section, the most appropriate ARIMA model that gives the best fit for the clone evolution series is ARIMA (2, 1, 2) . The model is applied to both EMCS, and NMCS clone evolution series and the forecast value is also predicted for the next six values in the series. The Training error and Prediction error for both EMCS and NMCS are presented in Table 3 . Figure 7a and Figure 8a represent the diagrammatic representation of original vs. ARIMA predicted series for EMCS and NMCS respectively.
From the Table 3 , we interpreted that ARIMA model is a poor predictor for the test data for both EMCS and NMCS series respectively. As we see from the graph, there is a significant deviation from the original series from 25 to 31 which are the forecasted values by ARIMA model. This result shows the poor predictive capacity of Linear ARIMA model for clone evolution data which contain a mixture of linear and nonlinear components.
B. BACK PROPAGATION BASED NN EVALUATION
As discussed in the previous section, we have a multi-layer perceptron having a single input, hidden and an output layer. We have also mentioned the number of neurons in each layer in the previous section. The model is trained with BFGS quasi-Newton method, and the NRMSE is calculated for the train and test data. The model is validated against both EMCS and NMCS respectively. The NRMSE as given by the model is presented in Table 4 . Figure 7b and Figure 8b represent the diagrammatic representation of original vs. MLP predicted series for EMCS and NMCS respectively.
From the Table 4 , we found an improvement of prediction accuracy for MLP modeling. We also see that the NRMSE for the test data for both EMCS and NMCS is lower than the ARIMA modeling. However, there is still a deviation from the original series in the region 25 -31 which needs to be minimized to make this model more reliable. Though back propagation is a good predictor of nonlinear data, simultaneously it also suffers from local optima problem. We need to further optimize the error (NRMSE) for more reliable and robust model for clone evolution prediction.
C. MOGA-NN EVALUATION
The detailed procedure for implementation of MOGA-NN is already described in the previous section. Here the bounds of PIs, are calculated first. NRMSE is calculated by taking the mean of upper bound U (X ) and lower bound L(X ) of each training sample x.
The NRMSE as given by the MOGA-NN model is presented in Table 5 . Figure 7c and Figure 8c represents the diagrammatic representation of original vs. MOGA NNpredicted series for EMCS and NMCS respectively. From the Table 5 , we see that MOGA-NN improves not only the accuracy but also a most reliable predictor of the clone evolution. We found from Figure 7c and 8c respectively that Interval estimates are robust method of predicting the series as it completely captures the series within the intervals except for some points. Point estimates sometimes are affected by the uncertainties of the model parameters. We also see that the intervals give a clear picture of the prediction. From the table, we also found that the NRMSE value for the MOGA-NN model outperforms both ARIMA and Backpropagation model for the test data for both EMCS and NMCS. Figure 9a and Figure 9b present a bar chart representation of NRMSE for both EMCS and NMCS for test data only.
As discussed in the previous section the model which gives more accuracy (Minimum NRMSE) has to be selected for prediction of clone evolution. From the Result, we interpreted that MOGA -NN is a most suitable model for clone evolution prediction as it is more accurate, robust and reliable.
ADVANTAGES OF MOGA-NN OVER OTHER MODELS
• It also gives us a broad scope of decision-making by providing a Pareto set of optimal solutions which provide valuable information about the underlying problem.
• Also, NSGA-II does not require derivative calculations or calculation of Jacobian or Hessian matrices.
• MOGA does not get stuck at local optimal solutions like the gradient descent techniques.
In table 6 we have compared the three different techniques based on seven criteria in details.
VII. APPLICATION OF THE MODEL
The work involves identification of cloned components and also the prediction of clone evolution content in an open source software applications. The identification of duplicated and nearly duplicated code is also immensely helpful in the field of bug prediction. It is also useful for reducing the Corrective Maintenance [26] and Preventive Maintenance [27] which involves modification of code content to solve and prevent problems in the software respectively. Because if we can identify and detect the cloned areas, the defect in all the similar code fragments can be resolved at once.
The software clone evolution prediction is immensely helpful in Perfective Maintenance [27] , [28] and Adaptive Maintenance [27] , [28] because the effort required to evolve a software is also dependent on the amounts of cloned contents in the software [28] . Clone evolution prediction is also helpful in the validation of many software evolution hyphotheses [29] . The customer also can evaluate the evolution of clone content for taking decisions on purchasing new versions of software applications.
VIII. CONCLUSION AND FUTURE WORK
The software testing and maintenance are most expensive part in the software engineering [30] . In this paper, we have discussed on a method for proper monitoring and predicting the evolution of clone numbers across different versions of the open source software applications. It is helpful in reducing the effort for software maintenance [26] , [31] , [32] . It is also useful in validating some software evolution hypotheses [29] .
In this paper, we also give a comparative analysis of the predictive performance between ARIMA and two different types of Neural Network Modeling. The result confirms the MOGA-NN model as a best predicting model for both types of clone number series. This paper also confirms the poor performance of ARIMA model in predicting the non-linear patterns in data.
In the future, we can have a detailed analysis of the relationship of software metrics and software clones. It can give a clearer picture of clones in software. We can also model the increasing and decreasing temporal patterns of the software clone evolution using advanced modeling techniques. We can also predict whether code-refactoring is required in case the code fragments smell bad i.e. the error-prone code fragments in the software. 
