Introduction
Lifestyle is known to be an effective cause of happiness (life satisfaction) worldwide. As people's lifestyle may include views and habits on fields such as health, religion and politics and so on, it is necessary to find how these aspects of lifestyle independently or interactively affect happiness, in order to obtain transparent representation of the relationship between lifestyle and happiness. Numerous studies have been conducted to find out which aspects of lifestyle have significant impacts on happiness (Easterlin 1995; Fletcher et al. 1990; Hills and Argyle 1998) . Firstly, happiness is affected by employment, which can be described by working hours, type of the job and incomes (Booth and Van Ours 2008; Ekici and Koydemir 2016; Lim et al. 2017; Köksa et al. 2017; Ward and King 2016) . Secondly, there is accumulating evidence that well-being is associated with health status as well as healthy lifestyle, for example, the consumption of fruits and vegetables (Gschwandtner et al. 2015; Kvintova et al. 2016; Mujcic and Oswald 2016; Puvill et al. 2016) . Thirdly, according to some research, higher level of education neither produces higher happiness, nor the wealth, nor health (Veenhoven 1996; Sabatini 2014 ). However, IQ, which can be improved by education, can independently affect health status to indirectly influence happiness (Hartog and Oosterbeek 1998) . There are many other aspects of lifestyle that could be potentially effective for affecting people's happiness, such as age, religion, marital status, personality and past lives (Elmslie and Tebaldi 2014; Frey and Stutzer 2002; Fujita and Diener 2005; Jewell and Kambhampati 2014; Carr et al. 2014) . The happiness of older adults is especially found to be closely related to, for example, health status, personality, retirement and other aspects like psychosocial variables and so forth (Berg et al. 2006 (Berg et al. , 2008 (Berg et al. , 2009 (Berg et al. , 2011 Enkvist et al. 2012; Hansson et al. 2017; Henning et al. 2017; von Humboldt et al. 2014; Fagerström et al. 2012) .
Quantitative methods used in previous research on the relationship between lifestyle and happiness have mainly focused on traditional linear model and parameter estimation methods such as ordinary least squares and instrumental variable. However, there is still large room for improvement. For example, ordinary least squares method can only be used for normal linear model parameter estimation. Ordinary least squares method is not applicable for small n and large p regression problem where the number of parameters is larger than the number of observations. For multicollinearity (i.e., collinearity) regression problem, the solution given by ordinary least squares method may not be reliable. In addition, the ordinary least square estimation usually uses all the available explanatory variables for regression, ignoring the fact that only a small number of variables (lifestyles) might be significantly important for explaining the response variables (happiness). It is also time-consuming for researchers to manually choose the variables according to the vast existing literature. In some situations when nonlinear interaction among variables (lifestyle) need to be considered for nonlinear modelling, there often exists a huge number of potential interactions and the initial full model could be very complicated and cannot be used for analysis or prediction. These situations also increase the difficulties using statistical analysis approaches such as t test because the implementations of statistics usually require the information of estimated model. If the model itself is too complicated or inaccurate, the results brought by these tests can be unreliable. Thus, the question raises: how to select the significant variables from a large number of candidate interactive variables and how to determine the number of interactions that should be included in the model?
In the existing literature, it still remains an open question about how the interactions of lifestyle variables have significant impacts on life satisfaction. To fill such a gap, a novel approach is proposed in this study to find out the most significant lifestyle interaction variables and to provide an effective tool that can easily be adapted for quantitative analysis of well-being using big data. There are several unresolved questions in the research filed of life satisfaction and happiness, for example, how to quantitatively measure the significance and impact of political, culture, religion and so forth, on happiness.
Based on the above concerns, this study aims to introduce a systems engineering modelling approach to reveal and characterize the dependent relationship of happiness on lifestyles. More specifically, based on the traditional orthogonal forward regression (OFR) algorithm (Chen et al. 1989) , the study introduces a new metrics, with which the impacts of lifestyle variables (and/or their interactions) can be quantitatively measured and identified one by one.
The main contribution of this study is twofold. First, it introduces three new measures, namely, orthogonal error reduction ratio (oERR), non-orthogonal error reduction ratio (nERR) and contribution factor (CI), which enhance the explanatory ability of the OFR algorithm. These measures, together with the OFR algorithm, can effectively, quantitatively measure the significance of lifestyle variables to happiness. The proposed approach in this study has the following two advantages: (i) the algorithm is easy to implement and compute; (ii) the algorithm provides an efficient way to identify the most significant variables (lifestyles) and the associated cross terms (interactions of the lifestyle variables) for representing life satisfaction and this enables the establishment of a parsimonious representation of the relationship between lifestyles and happiness. Second, this study contributes to the literature by providing new evidence regarding the relationship between lifestyle and happiness. Our results clearly indicate that the most effective lifestyle variables, in a national scale of the UK, are 'health,' 'income,' 'retirement,' among others. Most of the significant variables picked out by the proposed algorithm are in line with previous findings (Ball and Chernova 2008; Bender and Jivan 2005; Gorry et al. 2015; Gerdtham and Johannesson 2001; Puvill et al. 2016) . However, the proposed method provide a clearer quantitative indication of the key lifestyle variables (or their interactions). Furthermore, our bilinear model also demonstrates that some interaction variables such as 'retired' together with 'elder,' 'fair health' together with 'low-income' and so on, are significantly related to happiness.
Data
This study uses the UK Understand Society Data which have been collected since 2009. Following over 40,000 households in the UK with more than five waves of surveys, the data consist of a wide range of investigations, covering comprehensive features of basic daily life information of the society. This study uses the data from wave 2 where general questions about lifestyle were asked and answers were recorded.
The life satisfaction variable, denoted by y in the table, is a categorical variable described by 7 integers (i.e., 1, 2, . . . , 7). Participants are asked to score their own satisfaction of life using a 7-point scale, from 1 (very unsatisfied) to 7 (very satisfied). Lifestyle variables are meanly described by two kinds of categorical variables. First, there are categorical variables such as age, job, education, gender and region. These variables are dummy coded and each species of the group is presented by an individual variable, as shown in Table 1 . Dummy coding is a simple and effective method that uses only 0 and 1 to convey all the information from a group (Suits 1957) : 1 denotes the confirmation of what the variable describes, while 0 means rejection. For example, variables u1 to u7 describe the type of jobs involved in the investigation; variables u30 to u34 describe the groups of age; variables u42 to u53 describe the types of degree hold by the individuals. Second, there are a few variables which just describe a simple 'yes or no' questions like 'if have children,' 'if married,' 'if cohabited,' 'if married' and 'if smoke.' They can be treated as binary categorical variable, with a value of either 1 (confirmation) or 0 (rejection).
After data pre-processing (dummy coding), a total number of 63 lifestyle variables are considered (as shown in Table 1 ), from which the most important indicators will be identified using our newly proposed systems engineering modelling approach and the most important interactions among the 42 variables will also be investigated. It can be noticed that the age of the respondents is 49 on average, ranging from 21 to 103. About 52% of the respondents are married and 21% of the respondents have children. Most of the individuals have a full-time or part-time job, while a small percentage of them is sick and disabled. The respondents come from different regions of the UK, for example, about 15% of people are from South East and many of them are from North West, East and London and so forth. 
Methods
We first consider the linear regression model where the response variable y linearly depends on the candidate explanatory variables u 1 , u 2 , . . . , u m , as below:
Note that in many applications, linear models may not provide sufficient representation of the dependent relationship of the response variable and the explanatory variables. In this case, a nonlinear model for example a bilinear model below many give a better representation:
where u 1 , u 2 . . . u m , . . . , u m u m are the explanatory variables, y is the response variable, α 1 , α 2 . . . α m , . . . α m,m are the estimated parameters and ε is the model residual.
In many previous studies, linear models have been developed to investigate the relationship between lifestyle (represented by explanatory variables u 1 , u 2 , . . . , u 42 ) and happiness (represented by response variable y). For such linear regression problems, the conventional way is to establish a model using all the available variables and investigate the significance of the variables by statistical tests. However, for some data analytic problems where there is a huge number of variables or some interactions of the variables that need to be considered, the initial full model with all the available variables (including linear variables and interactive variables) can be extremely complicated. For example, there is 63 explanatory variables in this study and the initial full model of nonlinear degree 2 of form (2) contains a total number of 2080 linear variables and interactive variables. Such a model is barely useful in analyze the relationship between lifestyle and happiness. Actually, since not all the variables are equally important and essential in explaining the variation of the response variable, some of the variables may be irrelevant and they can be removed from the full model. Thus, the decision on which variables are important and should stay in the model and which variables are trivial and should be removed from the model become crucially important. An orthogonal forward search (OFR) algorithm Chen et al. 1989) , initially developed in the field of control and systems engineering, is applied to select explanatory variables/regressors (they are usually called 'candidate model terms' in the selection process) based on their contribution to explaining the response variable. The OFR algorithm is widely applied in many real-world applications including ecological systems (Marshall et al. 2016) , environmental systems (Bigg et al. 2014) , space weather Boynton et al. 2011; Solares et al. 2016) , medicine (Billings et al. 2013 ) and neurophysiological sciences (Li et al. 2016) , social science (Wei and Bigg 2017) and so forth. In this study, we further develop the OFR algorithm by introducing two new measures which are 'oERR' and 'CI,' to analyze the relationship between happiness and lifestyles.
Orthogonal Forward Search Algorithm and Orthogonal Error Reduction Ratio (oERR)
Note that both the linear model (1) and the bilinear model (2) are a linear-in-the-parameter representation, which can be re-arranged to a compact matrix form (4). Note that we use normal letters (for example 'y') to represent the variables/model terms and bold letters (for example 'y') to represent the associated vectors:
where
and 
The above procedure is referred as the ordinary least square (OLS) estimation. As mentioned previously, it might be the case that the terms that should be included in the model cannot be known in advance and the initial full model may contain many redundant variables/regressors. The least squares problem can therefore be severely ill-conditioned and the solution may become less or not reliable. Moreover, there is nothing to know which explanatory variables/regressors are important. To overcome the ill-conditioning and clearly know which explanatory variables/regressors are important, the OFR algorithm was developed to find a subset of the most important model terms, based on which a parsimonious representation can be achieved (Chen et al. 1989 ). The basic idea behind the OFR algorithm is to select significant terms in a stepwise manner. In the first step, the significance of each model term is measured by error reduction ratio (ERR) index. A rank is then generated according to the contribution made by each of the model terms to explaining the variation of the response variable Chen et al. 1989; Wei and Billings 2008) . The ERR value of each model term is defined as:
The index of the first important model term can be identified as:
Thus, the first model term can be selected as ϕ l 1 and the first associated orthogonal vector can be defined as q 1 = ϕ l 1 . Note that once ϕ l 1 is selected by the algorithm, the l 1 -th candidate model term should be removed from the initial dictionary D and the l 1 -th column of the matrix Φ (i.e., the l 1 -th candidate basis vector ϕ l 1 ) should also be removed from the matrix accordingly. After removal ϕ l 1 from the full dictionary, the dictionary is then reduced to a sub-dictionary, consisting of M − 1 unselected candidate model terms.
At step s (s ≥ 2), the M − s + 1 basis vectors of unselected candidate model terms are all firstly transformed into a new group of orthogonalised basis vectors. The orthogonlization transformation is defined as:
where q r (r = 1, 2, . . . , s − 1) are orthogonal vectors, ϕ j (j = 1, 2, . . . , M − s + 1) are the basis vectors of unselected model terms and q (s) j (j = 1, 2, . . . , M − s + 1) are the new orthogonalised basis vectors. At step s, the contribution of each model term can be measured by the ERR value of its associated orthogonalised basis vector. It is defined as orthogonal error reduction ratio (oERR), as:
So, the sth important model term is selected to be ϕ l s and the sth orthogonal vector is ϕ l s , where:
Thus, the model terms of the subset ϕ l 1 , ϕ l 2 , . . . , ϕ l n can be selected step by step, on at each time. The n selected model terms will be included in the final model, which can be written as:
Normally, the number of selected model terms by OFR algorithm is much less than the total number of the candidate model terms (n ≪ M), so that a parsimonious representation can be achieved.
Model Length Detection, Non-Orthogonal Error Reduction Ratio (nERR) and Contribution Factor (CI)
The oERR is a simple but effective index in selecting the important model terms in a forward stepwise manner. oERR is a measure defined in a space where the basis vectors are orthogonal to each other. In order to measure the contribution made by each of the selected model terms (basis vector) to explaining the response variable in the original non-orthogonal space, a new measure called non-orthogonal error reduction ratio (nERR) is proposed, which is defined as:
where ϕ l i (i = 1, 2, . . . , n) are the associated basis vectors of selected model terms. The nERR value is calculated directly from the non-orthogonalised basis vectors of model terms so that it is not affected by the orthogonlization procedure. Then, we can define the contribution indicator Φ of each selected model term as:
where 
Results
Two types of models, namely, linear regression model and bilinear regression model are considered and described as below.
Linear Model
The OFR algorithm was applied to analyze the UKUS data, with all the lifestyle variables from u 1 to u 63 and constant variable as predictors and happiness variable y as response. The APRESS suggested that a model consisting of 11 variables (excluding the constant variable) is the best choice to fit the data (as shown in Table 2 ). Note that the constant variable (denoted by u 0 ) is included in the model because of the bias or shift of the mean but it is meaningless for explaining the happiness. Thus, we define z = y − u 0 as the new response variable and re-estimated the model, to avoid selecting constant variable as significant variable. The estimated parameters of the 11 selected significant variables, along with the associated contribution indicators and t test result, are shown in Table 2 . As depicted in the OFR algorithm, the variables in Table 2 are listed in the order of their entrance into the model in a forward stepwise way, step by step and one in each step. It can be observed that the following factors appear to have a significantly positive impact on happiness: 'income (living comfortably),' 'income (doing alright),' 'income (just about getting by),' 'retired,' 'health (excellent),' 'health (every good).' On the contrary, 'income (find it very difficult),' 'health (poor),' health (fair),' 'sick and disable' and 'region (London)' impact significantly negatively on happiness.
With only 11 variables chosen from the 63 candidate variables, the model provides a simple representation of the relationship between happiness and lifestyle, revealing how happiness quantitatively depends on lifestyle and how the lifestyle variables individually and collectively affect happiness. The contribution indicator is calculated to measure the contribution of each selected variable for explaining the response variable. For example, the contribution factor of 'retired' means that it explains 4.42% of the relationship between lifestyles and happiness.
Compared with the traditional ordinary least squares and t test methods, the new metrics provides an efficient and effective way to select the important explanatory variables in a stepwise manner. The term selection process can be automatically terminated by using APRESS criterion when all the important variables are selected. Overall, the new metrics not only reduces the time on large dataset processing and model estimation but also makes it possible to distinguish the most important variables (linear and nonlinear model terms or regressors for nonlinear modelling). The model could be potentially applied in many areas, such as healthcare and policy making, to provide a transparent reference of which lifestyle variables have significant impacts on happiness.
Nonlinear Model
Since two or more lifestyle behaviors of an individual might affect the happiness simultaneously and interactively, nonlinear models, which could capture the effect of the interactions of lifestyle variables, are often more meaningful. For example, the variables 'income (find it quite difficult)' and 'health (fair)' are known to decrease the happiness separately according to the linear model. Then, how could the interaction variable of 'income (find it quite difficult)' and 'health (fair)' affect happiness? Thus, a bilinear model (that is a model with a nonlinear degree of 2) is developed to solve this question and reveal which of the interactions of variables are significantly effective for happiness.
The bilinear model was estimated using the OFR algorithm and the APRESS criterion. The most important 10 model terms selected from all the candidate model terms, are listed in Table 3 , where the variables are listed in the order of their entrance into the model in a forward stepwise way, step by step and one in each step. From the nonlinear model, it is clear that 'income,' 'health' and some other linear variables always matter a lot either in linear or nonlinear models. It might be inferred that some interactions of the candidate terms play an important role in explaining the relationship between lifestyle and happiness. For example, the interaction term 'u3 × u34' indicates that retired people aged above 65 are more likely to be happy. In this way, the nonlinear model could provide a broader picture of how happiness is affected by different lifestyles. 
Discussions and Conclusions
This work proposed a new method to investigate the relationship between happiness and lifestyle by analyzing the UK Understanding Society (UKUS) Data. Using the OFR algorithm, the most significant variables of lifestyle for happiness were identified. Both linear and bilinear models were created to represent the relationship between happiness and lifestyle using the selected significant variables.
The results from our study show that, on the collective national level of the UK, the following factors appear to have significantly positive impact on happiness: 'income (living comfortably),' 'income (doing alright),' 'income (just about getting by),' 'retired,' 'health (excellent),' 'health (every good).' For the role of income, our finding re-confirms the conclusion of previous studies by Ball and Chernova (2008) that "both absolute and relative income are positively and significantly correlated with happiness." As for the importance of the status of retirement, our finding is perfectly consistent with that reported in Bender and Jivan (2005) , where their findings include two aspects. Firstly, based on a nationally representative sample of the U.S. elderly population, a majority of people fully retired in 2000 stated that their well-being in retirement became better. Secondly, older retirees have higher retirement satisfaction than those who are under 62 years old. Our result also re-confirms other previous research outcome for example the finding that given in Gorry et al. (2015) , concluding that retirement improves both health and life satisfaction. On the contrary, 'income (find it very difficult),' 'health (poor),' health (fair),' 'sick and disable' and 'region (London)' impact significantly negatively on happiness. Our finding is in line with previous studies (e.g., Gerdtham and Johannesson 2001; Puvill et al. 2016 ) that good health is related with a higher level of happiness, while bad health could reduce individuals' happiness. With respect to the negative effect of region on happiness, it might be because people in a metropolis like London face more enhanced competition than their counterparts in small cities.
From the bilinear model, it was observed that some interaction terms affect happiness significantly and positively, while some other interaction terms have significantly negative impacts on happiness. For example, the interaction variable of 'retirement' and 'above 65' indicates that the retired people who are over 65 years old are more likely to be happy, which supports the findings of previous study (see for example (Henning et al. 2017) ). We also find that marriage could enhance the positive relationship between good health status and happiness, while smoke could enhance the negative effect of low income on happiness.
Rather following the literature and simply assuming that certain variables are 'significant' or 'important' for representing happiness, this study advocates to use a data-driven modelling approach (such as the improved variant of OFR algorithm), together with available qualitative analysis knowledge, to identify the most important variables from a huge number of candidate variables and their interactions. It is known that the size and complexity of the well-being data is increasing rapidly, there is an increasing demand for quantitative methods for automatic identification of important lifestyle variables and detection of interaction variables. In this sense, the proposed method provides an effective automatic tool which can save data analysis cost and time and meanwhile produces a ranked list of important lifestyle variables.
A limitation of the study is that model do not consider the impacts of politics, religion and other factors, as the data set used does not contain variables that properly describe these aspects. Thus, one of our future research directions would be to fuse information from different resources to include variables closely related to these aspects and investigate their influence using the proposed approach.
