Statistical and machine-learning algorithms are frequently applied to high-dimensional data. In many of these applications data is scarce, and often much more costly than computation time. We provide the first sample-efficient polynomial-time estimator for high-dimensional spherical Gaussian mixtures.
Introduction

Background
Meaningful information often resides in high-dimensional spaces: voice signals are expressed in many frequency bands, credit ratings are influenced by multiple parameters, and document topics are manifested in the prevalence of numerous words. Some applications, such as topic modeling and genomic analysis consider data in over 1000 dimensions, [17, 44] .
Typically, information can be generated by different types of sources: voice is spoken by men or women, credit parameters correspond to wealthy or poor individuals, and documents address topics such as sports or politics. In such cases the overall data follow a mixture distribution [26, 36, 38] .
Mixtures of high-dimensional distributions are therefore central to the understanding and processing of many natural phenomena. Methods for recovering the mixture components from the data have consequently been extensively studied by statisticians, engineers, and computer scientists.
Initially, heuristic methods such as expectation-maximization (EM) were developed [27, 35] . Over the past decade, more rigorous algorithms were derived to recover mixtures of d-dimensional spherical Gaussians [5, 7, 11, 12, 21 , 42], general Gaussians [2, 4, 6, 10, 22, 29] , and other log-concave distributions [23] . Many of these algorithms consider mixtures where the ℓ 1 distance between the mixture components is 2 − o d (1) , namely approaches the maximum of 2 as d increases. They identify the distribution components in time and samples that grow polynomially in the dimension d. Recently, [22, 29] showed that any d-dimensional Gaussian mixture can be recovered in polynomial time. However, their algorithm uses > d 100 time and samples.
A different approach that avoids the large component-distance requirement and the high time and sample complexity, considers a slightly more relaxed notion of approximation, sometimes called PAC learning. PAC learning [24] does not approximate each mixture component, but instead derives a mixture distribution that is close to the original one. Specifically, given a distance bound ǫ > 0, error probability δ > 0, and samples from the underlying mixture f , where we use boldface letters for d-dimensional objects, PAC learning seeks a mixture estimatef with at most k components such that D(f ,f ) ≤ ǫ with probability ≥ 1 − δ, where D(⋅, ⋅) is some given distance measure, for example ℓ 1 distance or KL divergence. This notion of estimation is also known as proper learning in the literature.
An important and extensively studied special case of mixture distributions are spherical-Gaussians [5, 7, 11, 12, 21, 42] , where different coordinates have the same variance, though potentially different means. Due to their simple structure, they are easier to analyze and under a minimum-separation assumption have provably-practical algorithms for clustering and parameter estimation [7, 11, 12 , 42].
Sample complexity
Reducing the number of samples is of great practical significance. For example, in topic modeling every sample is a whole document, in credit analysis every sample is a person's credit history, and in genetics, every sample is a human DNA. Hence samples can be very scarce and obtaining them can be very costly. By contrast, current CPUs run at several Giga Hertz, hence samples are typically much more scarce of a resource than time.
Note that for one-dimensional statistical problems, the need for sample-efficient algorithms has been broadly recognized. The sample complexity of many problems is known quite accurately, often to within a constant factor. For example, for discrete distributions over {1, . . . ,s}, an approach proposed in [32] and its modifications were used in [40, 41] to estimate the probability multiset using Θ(s log s) samples.
shown to useÕ (dB ǫ) 4(k+1) samples. These algorithms consider the KL divergence between the distribution and its estimate, but it can be shown that the ℓ 1 distance would result in similar complexities. It can also be shown that these algorithms or their simple modifications have similar time and sample complexities for spherical Gaussians as well.
Our main contribution shows that mixtures of spherical-Gaussians are PAC learnable in ℓ 1 distance with sample complexity that is nearly linear in the dimension. Specifically, Theorem 8 shows that mixtures of k spherical-Gaussian distributions can be learned in
time. Observe that recent algorithms typically construct the covariance matrix [19, 42] , hence require ≥ nd 2 time. In that sense, for small values of k, the time complexity we derive is comparable to the best such algorithms can hope for. Observe also that the exponential dependence on k is of the form d
which is significantly lower than the d O(k 3 ) dependence in previous results. By contrast, Theorem 2 shows that PAC learning k-component spherical Gaussian mixtures require Ω(dk ǫ 2 ) samples for any algorithm, hence our distribution learning algorithms are nearly sample optimal.
In addition, their time complexity significantly improves on previously known ones.
One-dimensional Gaussian mixtures
Independently and around the same time as this work [15] showed that mixtures of two one-dimensional Gaussians can be learnt withÕ(ǫ ). We provide a natural estimator for learning mixtures of k one dimensional Gaussians using some basic properties of Gaussian distributions and show that mixture of any k-one dimensional Gaussians can be learnt withÕ(kǫ 
The approach and technical contributions
The popular SCHEFFE estimator takes a collection F of distributions and uses O(log F ) independent samples from an underlying distribution f to find a distribution in F whose distance from f is at most a constant factor larger than that of the distribution in F that is closet to f [16]. In Lemma 1, we lower the time complexity of the Scheffe algorithm from O( F 2 ) time toÕ( F ), helping us reduce the time complexity of our algorithms.
Our goal is therefore to construct a small class of distributions that is ǫ-close to any possible underlying distribution. For simplicity, consider spherical Gaussians with the same variance and means bounded by B. Take the collection of all distributions derived by quantizing the means of all components in all coordinates to ǫ m accuracy, and quantizing the weights to ǫ w accuracy. It can be shown that to get distance ǫ from the underlying distribution, it suffices to take ǫ m , ǫ w ≤ 1 poly ǫ (dk). There are at most
possible combinations of the k mean vectors and weights. Hence SCHEFFE implies an exponential-time algorithm with sample complexityÕ(dk).
To reduce the dependence on d, one can approximate the span of the k mean vectors. This reduces the problem from d to k dimensions, allowing us to consider a distribution collection of size 2
. [18, 19] constructs the sample correlation matrix and uses k of its columns to approximate the span of mean vectors. This approach requires the k columns of the sample correlation matrix to be very close to the actual correlation matrix, and thus requires a lot more samples.
We derive a spectral algorithm that uses the top k eigenvectors of the sample covariance matrix to approximate the span of the k mean vectors. Since we use the entire covariance matrix instead of just k columns, a weaker concentration is sufficient and we gain on the sample complexity.
Using recent tools from non-asymptotic random matrix theory [3, 39, 43] , we show that the approximation of the span of the means converges inÕ(d) samples. This result allows us to address most "reasonable" distributions, but still there are some "corner cases" that need to be analyzed separately. To address them, we modify some known clustering algorithms such as single-linkage, and spectral projections. While the basic algorithms were known before, our contribution here, which takes a fair bit of effort and space, is to show that judicious modifications of the algorithms and rigorous statistical analysis yield polynomial time algorithms with near optimal sample complexity.
Our approach applies most directly to mixtures of spherical Gaussians. We provide a simple and practical recursive clustering and spectral algorithm that estimates all such distributions in O k (d log 2 d) samples. The paper is organized as follows. In Section 2, we introduce notations, describe results on the Scheffe estimator, and state a lower bound. In Section 3, we present the algorithm for k-spherical Gaussians. In Section 4 we show a simple learning algorithm for one-dimensional Gaussian mixtures. To preserve readability, most of the technical details and proofs are given in the appendix.
Preliminaries
Notation
For arbitrary product distributions p 1 , . . . , p k over a d dimensional space let p j,i be the distribution of p j over coordinate i, and let µ j,i and σ j,i be the mean and variance of p j,i respectively. Let f = (w 1 , . . . , w k , p 1 , . . . , p k ) be the mixture of these distributions with mixing weights w 1 , . . . , w k . We denote estimates of a quantity x byx. It can be empirical mean or a more complex estimate. ⋅ denotes the spectral norm of a matrix and ⋅ 2 denotes the ℓ 2 norm of a vector.
Selection from a pool of distributions
Many algorithms for learning mixtures over the domain X first obtain a small collection of mixtures distributions F and then perform Maximum Likelihood test using the samples to output a distribution [14, 18, 20] . Our algorithm also obtains a set of distributions containing at least one that is close to the underlying in ℓ 1 distance. The estimation problem now reduces to the following. Given a class F of distributions and samples from an unknown distribution f , find a distribution in 
F
2 T log F ) outputs a distribution in F with ℓ 1 distance of at most 9.1 max(D(f , F), ǫ) from f , where T is the time required to compute the probability of an x ∈ X by a distribution in F. A naive application of this algorithm requires time quadratic in the number of distributions in F. We propose a variant of this, that works in near linear time, albeit requiring slightly more samples. More precisely,
We therefore find a small class F with at least one distribution close to the underlying mixture. For our problem of estimating
. Note that we have not optimized the constant 1000 in the above lemma.
Lower bound
Using Fano's inequality, we show an information theoretic lower bound of Ω(dk ǫ 
Mixtures in d dimensions
Description of LEARN k-SPHERE
Algorithm LEARN K-SPHERE learns mixtures of k spherical Gaussians using near-linear samples. For clarity, we assume that all components have the same variance σ 2 , i.e.,
A modification of this algorithm works for components with different variances. The core ideas are same and we include it in the final version of the paper.
The easy part of the algorithm is estimating σ 2 . If X(1) and X(2) are two samples from the same component, then
2 . By the pigeon-hole principle, given k + 1 samples, two of them are from the same component. Therefore, the minimum pairwise distance between k + 1 samples is close to 2dσ
2 . This constitutes the first step of our algorithm.
We now concentrate on estimating the means. As stated in the introduction, given the span of the mean vectors µ i , we can grid the k dimensional span to the required accuracy ǫ g and use SCHEFFE, to obtain a polynomial time algorithm. One of the natural and well-used methods to estimate the span of mean vectors is using the correlation matrix [42] . Consider the correlation-type matrix,
In expectation, the fraction of terms from p i is w i . Furthermore for a sample X from a particular component j,
It follows that
Therefore, as n → ∞, the matrix S converges to ∑ k j=1 w j µ j µ j t , and its top k eigenvectors span of means. While the above intuition is well understood, the number of samples necessary for convergence is not well studied. Ideally, irrespective of the values of the means, we wishÕ(d) samples to be sufficient for the convergence. However this is not true, as we demonstrate by a simple example. 
Therefore to estimate the means to a small accuracy we need n ≥ L 2 , i.e., more the separation, more samples are necessary.
A similar phenomenon happens in the convergence of the correlation matrices, where the variances of quantities of interest increases with separation. In other words, for the span to be accurate the number of samples necessary increases with the separation. To overcome this phenomenon, a natural idea is to cluster the Gaussians such that the means of components in the same cluster are close and then apply SCHEFFE on the span within each cluster.
Even though spectral clustering algorithms are studied in [2, 42] , they assume that the weights are strictly bounded away from 0, which does not hold here. We use a simple recursive clustering algorithm that takes a cluster C with average µ(C). If there is a component in the cluster such that
Ω(log(n δ)), then the algorithm divides the cluster into two nonempty clusters without any mis-clustering. For technical reasons similar to the above example, we also use a coarse clustering algorithm that ensures that the mean separation isÕ(d 1 4 ) within each cluster. The algorithm can be summarized as:
1. Variance estimation: Use first k +1 samples and estimate the minimum distance among sample-pairs to estimate σ 2 .
Coarse clustering:
Using a single-linkage algorithm, group the samples such that within each cluster formed, the mean separation is smaller thanÕ(d 1 4 ).
Recursive clustering:
As long as there is a cluster that has samples from more than one component with means far apart, (described by a condition on the norm of its covariance matrix in the algorithm) estimate its largest eigenvector and project samples of this cluster onto this eigenvector and cluster them. This hierarchical method is continued until there are clusters that contain close-by-components.
Search in the span:
The resulting clusters contain components that are close-by, i.e.,
We approximate the span of means by the top k − 1 eigenvectors and the mean vector, and perform an exhaustive search using MODIFIED SCHEFFE.
We now describe these steps stating the performance of each step.
Algorithm LEARN K-SPHERE Input: n samples x(1), x(2), . . . , x(n) from f and ǫ.
Sample variance:σ
2 = min a≠b∶a,b∈[k+1] x(a) − x(b) 2 2 2d.
Coarse single-linkage clustering:
Start with each sample as a cluster,
• While ∃ two clusters with squared-distance ≤ 2dσ
δ , merge them.
Recursive spectral-clustering:
While there is a new cluster C with C ≥ nǫ 5k and spectral norm of its sample covariance matrix ≥ 12k 2σ2 log n 3 δ,
• Use nǫ 8k 2 of the samples to find the largest eigenvector and discard these samples.
• Project the remaining samples on the largest eigenvector.
• Perform single-linkage in the projected space (as before) till the distance between clusters > 3σ log n 2 k δ creating new clusters.
Exhaustive search:
• For each cluster C find its top
• For all w
5. Run MODIFIED SCHEFFE on F and output the resulting distribution.
Sketch of correctness
To simplify the bounds and expressions, we assume that d > 1000 and δ ≥ min(2n 2 e −d 10 , 1 3). For smaller values of δ, we run the algorithm with error 1 3 and repeat it O(log 1 δ ) times to choose a set of candidate mixtures F δ . By Chernoff-bound with error ≤ δ, F δ contains a mixture ǫ-close to f . Finally, we run MODIFIED SCHEFFE on F δ to obtain a mixture that is close to f . By the union bound and Lemma 1, the error is ≤ 2δ.
Variance estimation: Letσ be the variance estimate from step 1. In high dimensions, the difference between two random samples from a Gaussian concentrates. This is made precise in the next lemma which statesσ is a good estimate of the variance. Then the following is a simple application of Gaussian tail bounds.
Lemma 4 (Appendix D.1). Given n samples from the k-component mixture, with probability 1 − 2δ,
Coarse single-linkage clustering: The second step is a single-linkage routine that clusters mixture components with far means. Single-linkage is a simple clustering scheme that starts out with each data point as a cluster, and at each step merges the two that are closest to form larger clusters. The algorithm stops when the distance between clusters is larger than a pre-specified threshold.
Suppose the samples are generated by an one-dimensional mixture of k components that are far, then with high probability, when the algorithm generates k clusters and all the samples within a cluster are generated by a single component. More precisely, if ∀i, j ∈ [k], µ i − µ j = Ω(σ log n), then all the n samples concentrate around their respective means and the separation between any two samples from different components would be larger than the largest separation between any two samples from the same component. Recursive spectral-clustering: The clusters formed at this step consists of components with mean separation O(d 1 4 log n δ ). We now recursively zoom into the clusters formed and show that it is possible to cluster the components with much smaller mean separation. Note that since the matrix is symmetric, the largest magnitude of the eigenvalue is same as the spectral norm. We first find the largest eigenvector of
which is the sample covariance matrix with its diagonal term reduced byσ 2 . If there are two components with means far apart, then using single-linkage we divide the cluster into two. The following lemma shows that this step performs accurate clustering of components with means well separated.
δ . After recursive clustering, with probability ≥ 1 − 4δ. the samples are divided into clusters such that for each component i within any cluster C,
δ . Furthermore, all the samples from one component remain in a single cluster.
Exhaustive search and Scheffe: After step 3, all clusters have a small weighted radius
δ , the the eigenvectors give an accurate estimate of the span of µ i − µ(C) within each cluster. More precisely, 
We now have accurate estimates of the spans of the clusters and each cluster has components with close means. It is now possible to grid the set of possibilities in each cluster to obtain a set of distributions such that one of them is close to the underlying. There is a trade-off between a dense grid to obtain a good estimation and the computation time required. The final step takes the sparsest grid possible to ensure an error ≤ ǫ. This is quantized below.
Note that the run time is calculated based on the efficient implementation of single-linkage [37] and the exponential term is not optimized. We now study mixtures in one-dimension and provide an estimator using MODIFIED SCHEFFE.
Mixtures in one dimension
Over the past decade estimating one dimensional distributions has gained significant attention [1, 13-15, 30, 31, 33, 41] . We now provide a simple estimator for learning one dimensional mixtures using the MOD-IFIED SCHEFFE estimator proposed earlier. The d-dimension estimator uses spectral projections to find the span of means, whereas for one dimension case, we use a simple observation on properties of samples from Gaussians for estimation. Formally, given samples from f , a mixture of Gaussian distributions
Note that we make no assumption on the weights, means or the variances of the components.
We provide an algorithm that, usingÕ(kǫ ), outputs an estimate that is at most ǫ from the underlying in ℓ 1 distance with probability ≥ 1 − δ. Our algorithm is an immediate consequence of the following observation for samples from a Gaussian distribution.
Lemma 9.
Given n independent samples x 1 , . . . , x n from N (µ, σ 2 ), there are two samples x j , x k such that
and
with probability ≥ 1 − δ.
. Therefore, the probability that a sample occurs in the interval µ − ǫσ, µ + ǫσ is ≥ 2ǫ 7. Hence, the probability that none of the n samples occurs in [µ − ǫσ, µ + ǫσ] is ≤ (1 − 2ǫ 7) n ≤ e −2nǫ 7 . If ǫ ≥ 7 log 2 δ 2n , then the probability that none of the samples occur in the interval is ≤ δ 2. A similar argument shows that there is a sample within interval, [µ + σ − ǫσ, µ + σ + ǫσ], proving the lemma.
The above observation can be translated into selecting a pool of candidate distributions such that one of the distributions is close to the underlying distribution. 
We show that there is a distribution inf ∈ F such that the sum above is bounded by ǫ.
be the fraction of samples from p i . By Lemma 9 and 14, with probability ≥ 1 − δ 2k,
Therefore,
Since w i > ǫ 4k, with probability ≥ 1 − δ 2k, w i ≤ 2w ′ i . By the union bound with probability
, the above quantity is less than ǫ 2k. The total error probability is ≤ δ by the union bound.
Running MODIFIED SCHEFFE algorithm on the above set of candidates F yields a mixture that is close to the underlying one. By Lemma 1 and the above lemma we get
for some constant c. There is an algorithm that runs in time
and returns a mixturef such that D(f,f ) ≤ 1000ǫ with error probability ≤ 2δ.
Proof. Use n ′ def = 120k log 4k δ ǫ samples to generate a set of at most n ′3k−1 candidate distributions as stated in Lemma 10. With probability ≥ 1 − δ, one of the candidate distributions is ǫ-close to the underlying one. Run MODIFIED SCHEFFE on this set of candidate distributions to obtain a 1000ǫ-close estimate of f with probability ≥ 1 − δ (Lemma 1). The run time is dominated by the run time of MODIFIED SCHEFFE which is O
, where F = n ′3k−1 and T = k. The total error probability is ≤ 2δ by the union bound.
Remark 12. The above bound matches the independent and contemporary result by [15] for k = 2. While the process of identifying the candidate means is same for both the papers, the process of identifying the variances and proof techniques are different.
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[ 
We use the fact that for two product distributions p 1 and
) to obtain stronger bounds on the ℓ 1 distance. We first bound Bhattacharyya parameter for two one-dimensional Gaussian distributions.
Lemma 13. The Bhattacharyya parameter for two one dimensional Gaussian distributions
Proof. For Gaussian distributions the Bhattacharyya parameter is (see [8] 
and y =
. Observe that
Hence,
Substituting the value of x results in the lemma.
The next lemma follows from the relationship between Bhattacharyya parameter and ℓ 1 distance (see [34] ), and the previous lemma.
Lemma 14. For any two Gaussian product distributions
p 1 and p 2 , D(p 1 , p 2 ) 2 ≤ 8 d i=1 1 − B(p 1,i , p 2,i ) ≤ d i=1 2 (µ 1,i − µ 2,i ) 2 σ 2 1,i + σ 2 2,i + 8 (σ 2 1,i − σ 2 2,i ) 2 (σ 2 1,i + σ 2 2,i ) 2 .
A.2 Concentration inequalities
We use the following concentration inequalities for Gaussian, Chi-Square, and sum of Bernoulli random variables in the rest of the paper.
Lemma 15. For a Gaussian random variable X with mean µ and variance σ 2 , 
Furthermore for a fixed vector a,
Lemma 17 (Chernoff bound). If X 1 , X 2 . . . X n are distributed according to Bernoulli p, then with proba-
We now state a non-asymptotic concentration inequality for random matrices that helps us bound errors in spectral algorithms.
Lemma 18 ( [43] Remark 5.51).
Let y(1), y(2), . . . , y(n) be generated according to N (0, Σ). For every ǫ ∈ (0, 1) and
2 for some constant c ′ , then with probability ≥ 1 − 2e
A.3 Matrix eigenvalues
We now state few simple lemmas on the eigenvalues of perturbed matrices. 
The proof in the other direction is similar and omitted.
Lemma 20. Let
Since u ′ is orthogonal to first k eigenvectors, we have Bu
We have shown that the above quantity is ≤ 4ǫ.
B Selection from a set of candidate distributions
Given samples from an unknown distribution f , the objective is to output a distribution from a known collection F of distributions with ℓ 1 distance close to D(f, F). Scheffe estimate [16] outputs a distribution from F whose ℓ 1 distance from f is at most 9.1 max(D(f, F), ǫ) The algorithm requires O(ǫ −2 log F ) samples and the runs in time O( F 2 T (n + X )), where T is the time to compute the probability f j (x) of x, for any f j ∈ F. An approach to reduce the time complexity, albeit using exponential pre-processing, was proposed in [28] . We present the modified Scheffe algorithm with near linear time complexity and then prove Lemma 1.
We first present the algorithm SCHEFFE* with running timeÕ( F 2 T n).
Algorithm SCHEFFE* Input: a set F of candidate distributions, ǫ ∶ upper bound on D(f, F), n independent samples x 1 , . . . , x n from f .
For each pair (p, q) in F do:
2. Generate independent samples y 1 , . . . , y n and z 1 , . . . , z n from p and q respectively.
Output the distribution with most wins, breaking ties arbitrarily.
We make the following modification to the algorithm where we reduce the size of potential distributions by half in every iteration.
(a) Randomly form G 2 pairs of distributions in G and run SCHEFFE* on each pair using the n samples.
(b) Replace G with the G 2 winners.
(c) Randomly select a set A of min{ G , F Proof sketch of Lemma 1. For any set A and a distribution p, given n independent samples from p the empirical probability µ n (A) has a distribution around p(A) with standard deviation ∼ , then SCHEFFE* has a guarantee 10 max(ǫ, D(f, F)) with probability ≥ 1 − δ.
Since we run SCHEFFE* at most F (2 log F + 1) times, choosing δ = δ (4 F log F + 2 F ) results in the sample complexity of O ⎛ ⎝ log
and the total error probability of δ 2 for all runs of SCHEFFE* during the algorithm. The above value of n dictates our sample complexity. We now consider the following two cases:
• If at some stage ≥ log(2 δ) F 1 3 fraction of elements in A have an ℓ 1 distance ≤ 10ǫ from f , then at that stage with probability ≥ 1 − δ 2 an element with distance ≤ 10ǫ from f is added to A. Therefore a distribution with distance ≤ 100ǫ is selected to C.
• If at no stage this happens, then consider the element that is closest to f , i.e., at ℓ 1 distance at most ǫ.
With probability ≥ 1 − log(2 δ)
log F it always competes with an element at a distance at least 10ǫ from f and it wins all these games with probability ≥ 1 − δ 2.
Therefore with probability ≥ 1−δ 2 there is an element in C at ℓ 1 distance at most 100ǫ. Running SCHEFFE* on this set yields a distribution at a distance ≤ 100 ⋅ 10ǫ = 1000ǫ. The error probability is ≤ δ by the union bound.
C Lower bound
We first show a lower bound for a single Gaussian distribution and generalize it to mixtures.
C.1 Single Gaussian distribution
The proof is an application of the following version of Fano's inequality [9, 45] . It states that we cannot simultaneously estimate all distributions in a class using n samples if they satisfy certain conditions. 
We consider d−dimensional spherical Gaussians with identity covariance matrix, with means along any coordinate restricted to ± cǫ √ d
. The KL divergence between two spherical Gaussians with identity covariance matrix is the squared distance between their means. Therefore, any two distributions we consider have KL distance at most
We now consider a subset of these 2 d distributions to obtain a lower bound on α. By the Gilbert-Varshamov bound, there exists a binary code with ≥ 2 The ℓ 1 distance between these normal random variables is a lower bound on the ℓ 1 distance of the original random variables. For small values of cǫ the distance between the two Gaussians is at least ≥ cǫ 4. This serves as our α.
Applying the Fano's Inequality, the ℓ 1 error on the worst distribution is at least
which for c = 16 and n < d 2 14 ǫ 2 is at least ǫ. In other words, the smallest n to approximate all spherical normal distributions to ℓ 1 distance at most ǫ is > 
C.2 Mixtures of k Gaussians
We now provide a lower bound on the sample complexity of learning mixtures of k Gaussians in d dimensions. We extend the construction for learning a single spherical Gaussian to mixtures of k Gaussians and show a lower bound of Ω(kd ǫ 2 ) samples. We will again use Fano's inequality over a class of 2 kd 64 distributions as described next.
To prove the lower bound on the sample complexity of learning spherical Gaussians, we designed a class of 2 d 8 distributions around the origin. Let P def = {P 1 , . . . , P T }, where T = 2 d 8 , be this class. Recall that each P i is a spherical Gaussian with unit variance. For a distribution P over R d and µ ∈ R d , let P + µ be the distribution P shifted by µ.
We now choose µ 1 , . . . , µ k 's extremely well-separated. The class of distributions we consider will be a mixture of k components, where the jth component is a distribution from P shifted by µ j . Since the µ's will be well separated, we will use the results from last section over each component.
For
k corresponds to the mixture
of k spherical Gaussians. We consider this class of T k = 2 kd 8 distributions. By the Gilbert-Varshamov bound, for any T ≥ 2, there is a T -ary codes of length k, with minimum distance ≥ k 8 and number of codewords ≥ 2 k 8 . This implies that among the T k = 2 dk 8 distributions, there are 2 kd 64 distributions such that any two tuples (i 1 , . . . , i k ) and (i
If we choose the µ's well separated, the components of any mixture distribution have very little overlap. For simplicity, we choose µ j 's satisfying
This implies that for j ≠ l, P ij − P i ′ l 1 < (ǫ 2dk) 10 . Therefore, for two different mixture distributions,
where (a) follows form the fact that two mixtures have overlap only in the corresponding components, (b) uses the fact that at least in k 8 components i j ≠ i ′ j , and then uses the lower bound from the previous section. Therefore, the ℓ 1 distance between any two of the 2 kd 64 distributions is ≥ c 1 ǫ 32 for c 1 slightly smaller than c. We take this as α. Now, to upper bound the KL divergence, we simply use the convexity, namely for any distributions P 1 . . . P k and Q 1 . . . Q k , letP andQ be the mean distributions. Then,
By the construction and from the previous section, for any j,
Therefore, we can take β = 4c 2 ǫ 2 . Therefore by the Fano's inequality, the ℓ 1 error on the worst distribution is at least
which for c 1 = 128, c = 128.1 and n < dk 8 8 ǫ 2 is at least ǫ.
D Proofs for k spherical Gaussians
We first state a simple concentration result that helps us in other proofs.
Lemma 23. Given n samples from a set of Gaussian distributions, with probability ≥ 1 − 2δ, for every pair of samples
By Lemma 4, the above quantity is less than 2dσ
δ . Hence all the samples from the same component are in a single cluster.
Suppose there are two samples from different components in a cluster, then by Equations (1) and (2),
Relatingσ 2 and σ 2 using Lemma 4,
Hence µ i − µ j 2 ≤ 10σ d log 
D.3 Proof of Lemma 6
The proof is involved and we show it in steps. We first show few concentration bounds which we use later to argue that the samples are clusterable when the sample covariance matrix has a large eigenvalue. Letŵ i be the fraction of samples from component i. Letμ i be the empirical average of samples from p i . Letμ(C) be the empirical average of samples in cluster C. If C is the entire set of samples we useμ instead ofμ(C). We first show a concentration inequality that we use in rest of the calculations. 
Proof. Sinceμ i − µ i is distributed N (0, σ 2 I d nŵ i ), by Lemma 16 with probability ≥ 1 − δ k,
The second inequality uses the fact that d ≥ 20 log n 2 δ. For bounding the weights, observe that by Lemma 17 with probability ≥ 1 − δ k, ŵ i − w i ≤ 2w i log 2k δ n + 2 3 log 2k δ n .
By the union bound the error probability is ≤ 2kδ 2k = δ.
A simple application of triangle inequality yields the following lemma. Hence by Equation (3) and the fact that the maximum distance between two components is ≤ 10kσ d log σ.
For n ≥ d ≥ max(k 4 , 20 log n 2 δ, 1000), we get the above term is ≤ c kd log n 2 δ n σ, for some constant c.
We now make a simple observation on covariance matrices.
Lemma 27.
Given n samples from a k-component mixture,
Proof. Observe that for any two vectors u and v,
Hence by triangle inequality,
Applying the above observation to u =μ i −μ and v = µ i − µ, we get
The lemma follows from triangle inequality.
The following lemma immediately follows from Lemmas 26 and 27.
Hence √ kασ max i (µ i − µ) ⋅ u ≥ α 2 σ 2 − 2c(n). The lemma follows by substituting the bound on n in c(n).
We now make a simple observation on Gaussian mixtures. We now prove Lemma 6.
Proof of Lemma 6 . Observe that we run the recursive clustering at most n times. At every step, the underlying distribution within a cluster is a Gaussian mixture. Let Equations (1), (2) hold with probability 1 − 2δ. Let Equations (3) (5) all hold with probability ≥ 1 − δ ′ , where δ ′ = δ 2n at each of n steps. By the union bound the total error is ≤ 2δ + δ
