Motivation: We present a statistical method for detecting recombination, whose objective is to accurately locate the recombinant breakpoints in DNA sequence alignments of small numbers of taxa (4 or 5). Our approach explicitly models the sequence of phylogenetic tree topologies along a multiple sequence alignment. Inference under this model is done in a Bayesian way, using Markov chain Monte Carlo (MCMC). The algorithm returns the site-dependent posterior probability of each tree topology, which is used for detecting recombinant regions and locating their breakpoints. Results: The method was tested on a synthetic and three real DNA sequence alignments, where it was found to outperform the established detection methods PLATO, RECPARS, and TOPAL. Availability: The algorithm has been implemented in the C++ program package BARCE, which is freely available from http://www.bioss.sari.ac.uk/∼dirk/my software Contact: dirk@bioss.ac.uk
INTRODUCTION
A phylogenetic analysis of the bacterial genera Neisseria and Streptococcus has revealed that the introduction of blocks of DNA from penicillin-resistant non-pathogenic strains into sensitive pathogenic strains has led to new strains that are both pathogenic and resistant (Smith, 1992) . The discovery of a surprisingly high frequency of mosaic RNA sequences in HIV-1 suggests that a substantial proportion of AIDS patients have been coinfected with HIV-1 strains belonging to different subtypes, and that recombination between these genomes can occur in vivo to generate new biologically active viruses (Robertson et al., 1995) . Thus recombination, that is, the horizontal exchange or transfer of DNA/RNA subsequences, seems to be an important source of genetic diversification in certain bacteria and viruses, and the identification of these processes can make important contributions to drug and vaccine development.
In the last few years, a variety of phylogenetic methods for detecting recombination have been developed. Most approaches draw on the fact that recombination leads to a change of the phylogenetic tree topology in the affected region of the sequence alignment, as illustrated in Figure 1 . Consequently, if the phylogenetic tree corresponding to the non-recombinant part of the sequence alignment were known and used as a reference model, recombinant regions could easily be detected by a significantly decreased likelihood.
PLATO (Grassly and Holmes, 1997 ) estimates a phylogenetic tree from the whole DNA sequence alignment, and then systematically looks for subsets with a low likelihood under this model by computing the statistic Q = (b+1)W t=bW +1 L t W / bW t=1 L t + N t=(b+1)W +1 L t N −W , where L t denotes the log likelihood of the tth column vector of the alignment, W is the size of the subset, and N is the length of the alignment. This measure is calculated for all possible positions b along the sequence alignment and for varying subset sizes, typically 5 ≤ W ≤ N /2. Parametric bootstrapping is applied to generate the null distribution of the maximized Q value under the null hypothesis of no recombination. Subsets with significantly large values of Q, that is, for which the log likelihood is significantly small, are candidates for putative recombinant regions. A drawback of this approach, however, is that the reference tree is obtained from the whole DNA sequence alignment, which includes the perturbing influence of the recombinant regions.
TOPAL (McGuire et al., 1997) replaces the global by a local reference tree. A window of typically 100-500 bases is slid along the DNA sequence alignment. The reference tree is estimated from the left half of the window, and used to compute the goodness of fit scores for both parts of the window. The difference between these goodness-offit scores, the so-called DSS statistic, is likely to be small within a homogeneous part of the alignment, but large as the window is moved into a recombinant region. Parametric bootstrapping is applied to compute a distribution of c Oxford University Press 2002
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DSS peaks under the null hypothesis of no recombination, and significantly large DSS peaks are indicators of putative recombinant breakpoints. While this overcomes the principl shortcoming of PLATO, the spatial resolution for the identification of the breakpoints is typically of the order of the window size and, consequently, rather poor.
This article follows up on a different approach, which was first suggested by Hein (1993) and overcomes the problems associated with using a finite window. The idea is to introduce a state, S t , which represents the tree topology at the tth site of the DNA sequence alignment. To model spatial correlations along the alignment, interactions between adjacent sites are introduced. A state transition from one topology into another corresponds to a recombination event, and the objective is to find the optimal sequence of states. Hein (1993) defined optimality in a parsimony sense. His algorithm, RECPARS, searches for the most parsimonious state sequence, that is, the one that minimizes a given parsimony cost function E. While this optimization can be done with a fast dynamic programming scheme, the approach suffers from the shortcomings inherent to parsimony (as discussed by Felsenstein (1988) ). Also, the cost function E depends on certain parameters-the transition cost, the transversion cost, and the recombination cost-which have to be chosen in advance and are not optimized by the algorithm. To redeem the shortcomings of parsimony, developed an equivalent probabilistic scheme, where optimality is defined in a maximum likelihood sense. Their approach, however, still suffers from the dependence on various parameters that have to be chosen arbitrarily in advance, and lead to a poor performance when being chosen inappropriately. We here discuss a Bayesian method that overcomes this shortcoming, and we show that a Markov chain Monte Carlo (MCMC) sampling scheme allows all the parameters to be properly inferred from the data.
METHOD
Consider an alignment D of m DNA sequences, N nucleotides long. Let each column in the alignment be represented by y t , where the subscript t represents the site, 1 ≤ t ≤ N . Hence y t is an m-dimensional column vector containing the nucleotides at the tth site of the alignment, and D = (y 1 , . . . , y N ). A Bayesian approach to phylogenetics without recombination was proposed and tested by Yang and Rannala (1997) and Larget and Simon (1999) , where the objective is to sample the tree topology S 1 , the branch lengths w 1 , and the parameters of the nucleotide substitution model, θ 1 , from the posterior probability P(w 1 , S 1 , θ 1 |D). Generalizing this scheme to the presence of recombination requires replacing the single topology-indicating variable S 1 by a sequence of topologies, S = (S 1 , . . . , S N ), where S t (the 'state' at site t) represents the tree topology at site t. Each state S t ∈ {1, . . . , K } can have a different vector of branch lengths, w S t , and nucleotide substitution parameters, θ S t . To simplify the notation, we introduce the accumulated vectors w = (w 1 , . . . , w K ) and θ = (θ 1 , . . . , θ K ) and define: P(y t |S t , w S t , θ S t ) = P(y t |S t , w, θ). This means that S t indicates which subvectors of w and θ apply.
Since a tree topology is changed as a result of recombination, which corresponds to a transition into another state S t at the breakpoint t of the affected region, our main objective is the prediction of the state sequence S = (S 1 , . . . , S N ). This prediction should be based on the posterior probability P(S|D), which requires integrating out the remaining parameters:
The integral in (1) is analytically intractable, thus calling for the application of a numerical approximation, using Markov chain Monte Carlo (MCMC). In the subsections below, we will discuss our choice of prior probabilities and MCMC method (a Metropolis-Hastings and Gibbs within Gibbs scheme). We will then test this approach on various DNA sequence alignments.
Prior probabilities. Inherent to the Bayesian framework is the choice of prior probabilities for all model parameters. The prior probability for a sequence of topologies S = (S 1 , . . . , S N ) should incorporate the knowledge that recombination events generally affect a number of adjacent sites. Thus, to introduce correlations between adjacent sites and yet to keep the mathematical complexity limited, we model the process {S t } as a first-order (hidden) Markov chain:
where K is the total number of different states, and δ(S t , S t−1 ) denotes the Kronecker delta function, which is 1 when S t = S t−1 , and 0 otherwise. The parameter ν ∈ (0, 1) represents the difficulty of changing topology, with larger values making topology changes less likely. For the initial state, S 1 , we choose a uniform distribution:
For the remaining parameters, we make the usual assumption of parameter independence, P(ν, w, θ) = P(ν)P(w)P(θ), and choose rather vague priors to reflect the absence of true prior knowledge. The prior probabilities will either be conjugate, where possible, or uniform, but proper (that is, restricted to a finite interval).
The recombination parameter ν is a binomial random variable, for which the conjugate prior is a beta distribu-tion with hyperparameters α and β:
(3)
The branch lengths w are defined in the usual way, that is, they represent the average number of nucleotide substitutions per site. A priori, they are assumed to be uniformly distributed in the interval [0, 1]. Fixing an upper bound on the branch lengths is necessary to avoid the use of an improper prior, for which the MCMC scheme might not converge. Since for real DNA sequence alignments branch lengths are unlikely to approach 1, this restriction should not cause any difficulties. The prior on θ depends on the model of nucleotide substitution. In the present study, the Felsenstein 84 model (Felsenstein and Churchill, 1996) is applied, which has four free parameters: The nucleotide frequencies π A , π C , π G and π T (three free parameters because of the constraint π A + π C + π G + π T = 1), and the transition bias ρ. In our approach, each tree is allowed to have a different value of ρ, while the nucleotide frequencies are assumed to be the same for all trees. The total vector of nucleotide substitution parameters is thus of the form
For the nucleotide frequencies π i we choose a Dirichlet(1,1,1,1) distribution, which is a uniform distribution subject to the normalization constraint and thus maximally non-informative. The transition biases ρ k are given uniform priors over the interval [0, 2], where the upper bound of 2 will account for extreme cases of transition bias † , which should not impose any serious restrictions in practice.
The joint distribution of the DNA sequence alignment, the state sequences, and the model parameters, is given by
where P(y t |S t , w, θ) is the probability of the tth column of nucleotides in the alignment, which is computed with the pruning algorithm (Felsenstein, 1981) ,
is the probability of transitions between states, given by (2), and P(S 1 ), P(w), P(θ), and P(ν) are the prior probabilities, as discussed above.
Markov chain Monte Carlo (MCMC) sampling. Ultimately, we are interested in the marginal posterior † For a relation between ρ and the transition-transversion ratio τ , see Felsenstein and Churchill (1996) . Note that for π A = π C = π G = π T = 1/4, ρ = 2 ⇒ τ = ∞.
probability of the state sequences, P(S|D), which requires a marginalization over the model parameters according to (1). The numerical approximation is to sample from the joint posterior distribution
and then to discard the model parameters w, θ, ν. To sample from the joint posterior probability, we follow a Gibbs sampling procedure (see, e.g., Casella and George (1992) ), and sample each parameter group separately conditional on the others. So if the superscript (i) denotes the ith sample of the Markov chain, we obtain the (i +1)th sample as follows:
The order of these sampling steps, which will be discussed in the remainder of this subsection, is arbitrary.
From (2) and (3) it is seen that writing the joint probability (5) as a function of
On normalization this gives a beta distribution,
from which sampling is straightforward (see, e.g., Rubinstein (1981) ). For sampling the state sequences S, we adopt the approach suggested by Robert et al. (1993) and sample each state S t separately conditional on the others, that is, with a Gibbs-within-Gibbs scheme:
. The computational complexity of this scheme is reduced considerably by the first-order Markov restriction (2), which implies that
where P(S t |S t−1 , ν) and P(S t+1 |S t , ν) are given by (2). Note that the second expression on the right is easily normalized to give a proper probability, from which sampling is straightforward (since S t ∈ {1, . . . , K } is discrete).
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For sampling the remaining parameters, w and θ, we apply the Metropolis-Hastings algorithm (see, e.g., Chib and Greenberg (1995) ). Let z (i) denote the parameter configuration in the ith sampling step. A new parameter configurationz is sampled from a proposal distribution Q(z|z (i) ), and then accepted with probability
in which case z (i+1) =z. Otherwise, z (i+1) = z (i) . The distribution P is given by (5). In theory the algorithm converges to the posterior distribution (6) irrespective of the choice of the proposal distribution (assuming ergodicity). In practice, a 'good' choice of Q(.|.) is crucial to achieve convergence within a reasonable amount of time, and will be discussed next.
For the components w l of the vector of branch lengths w and for the transition biases ρ k , a new value is selected from a uniform interval centred around the existing value. This is a symmetric proposal distribution, so the terms Q(.|.) cancel out in (11). For the nucleotide frequencies π A , π C , π G , π T , new values are sampled from a Dirichlet distribution. This ensures that the normalization constraint π A + π C + π G + π T = 1 is satisfied. The parameters of the Dirichlet distribution are chosen proportional to the current values of the nucleotide frequencies, thereby proposing new values close to the current ones, which in turn makes it more likely that the proposed values will be accepted. This proposal distribution is not symmetric, so the Q(.|.) terms must be calculated in (11).
If too few proposed values are accepted, the corresponding proposal distributions Q(.|.) may be tuned to make acceptance more likely and thereby to accelerate convergence. For the branch lengths w l and the transition biases ρ k , this is done by decreasing the width of the uniform interval from which the new value is sampled. For the nucleotide frequencies π A , π C , π G , π T , the constant of proportionality in the Dirichlet distribution is increased so that the proposed frequencies are more likely to be closer to the existing values.
The algorithm is started by initializing the chain. The sequence of topologies S is chosen randomly or from some initial estimation, e.g., using RECPARS. The branch lengths are set to some plausible value, e.g. the average branch length of the global maximum likelihood tree. Initial values for the transition biases ρ k and the nucleotide frequencies π A , π C , π G , π T can be estimated from the data, as described below. The parameter groups are then updated in order according to (7) and the details described above. An initial equilibration or burn-in period must be run to allow the Markov chain to reach stationarity. In this part of the simulation, the parameters of the proposal distributions Q(.|.) are tuned as described above. This is followed by the sampling phase of the simulation, in which the state sequences S (and, if of interest, the model parameters) are saved for further analysis. Note that during the sampling phase, the parameters of the proposal distributions must not be tuned as this might lead to biased samples that do not represent the posterior probability (6).
DATA
We tested the viability of the proposed method on the following four DNA sequence alignments.
Synthetic data. DNA sequences, 1000 bases long, were evolved along a 4-species tree ‡ with uniform branch length w, using the Kimura model of nucleotide substitution (Kimura, 1980) with a transition-transversion ratio of 2. Two recombination events were simulated, as shown in Figure 1 . The three possible tree topologies are defined as S t = 1: ((strain 1, strain 2),(strain 3, strain 4)), S t = 2: ((strain 1, strain 3),(strain 2, strain 4)), S t = 3: ((strain 1, strain 4),(strain 2, strain 3)). We repeated the simulations for different values of w between 0.10 and 0.03, and found that the results were similar. The results presented here were obtained with w = 0.06.
Maize. A process equivalent to recombination can occur in multigene families, when the DNA sequence of one gene is replaced (or 'converted') by the DNA sequence from another. Indication of this so-called gene conversion between a pair of maize actin genes has been reported by Moniz de Sa and Drouin (1996) , who showed that the Maz56 and Maz63 genes had a gene conversion covering the first 875 nucleotides of their coding regions. We applied our algorithm to a multiple alignment of the following four maize sequences (1008 nucleotides long): Maz56 (GenBank/EMBL accession number U60514), Maz63 [U60513], Maz89 [U60508], and Maz95 [U60507]. The sequences were aligned with ClustalW (Thompson et al., 1994) , using the default parameter settings. We define the states of the HMM as follows: State 1: ((Maz56,Maz63),(Maz89,Maz95)); state 2: ((Maz56,Maz89),(Maz63,Maz95)); state 3: ((Maz56,Maz95),(Maz63,Maz89)).
Hepatitis B is caused by a DNA virus with a short genome of only 3200 bases. Evidence for recombination was first found by Bollyky et al. (1996) , and in this paper we investigate a subset of four strains with the following GenBank identifiers (accession numbers in square brackets): (1) The sequences were aligned with ClustalW, using the default parameters. Columns with gaps were discarded, giving a total alignment length of 3049 bases. Bollyky et al. (1996) found a recombinant region of 189 bases in HPBADWZCG between t = 1865 and t = 2054 (when not removing gaps: t = 2014 − 2203), corresponding to a transition form state S t = 1 (HPBADW1 grouped with HPBADW2) into state S t = 2 (HPBADW1 grouped with HPBADWZCG). Neisseria. One of the first indications for sporadic recombination was found in the bacterial genus Neisseria (Smith, 1992) . We chose a subset of the 787-nucleotide Neisseria argF DNA multiple alignment studied by Zhou and Spratt (1992) , where we selected the four strains (1) N.gonorrhoeae [X64860], (2) N.meningitidis [X64866], (3) N.cinera [X64869], and (4) N.mucosa [X64873] (GenBank/EMBL accession numbers are in brackets). Zhou and Spratt (1992) found two anomalous, or more diverged regions in the DNA alignment, which occur at positions t = 1−202 and t = 507−538 § . In the rest of the alignment, N.meningitidis clusters with N.gonorrhoeae (defined as state S t = 1), while between t = 1 and t = 202, they found that it is grouped with N.cinera (defined as state S t = 3). Zhou and Spratt (1992) suggested that the region t = 507 − 538 might be the result of rate variation.
SIMULATIONS
We applied RECPARS with the parameters used by Hein (1993) , that is, with a transition cost of 2, a transversion (Strimmer and von Haeseler, 1996) . For PLATO, we used Version 2.11 , and varied the window length between 5 bases and half the sequence length. The reference tree was obtained with maximum likelihood from the whole DNA sequence alignment, ¶ Available from http://www.bioss.sari.ac.uk/∼frank/Genetics/topal.html.
Available from http://evolve.zoo.ox.ac.uk/software/Plato/Plato2.html.
using DNAML of the PHYLIP * * package or PUZZLE. We used two models of rate heterogeneity: (1) A uniform rate and (2) gamma distributed rates with five rate categories. The respective PLATO commands are: (1) plato -mHKY -tTAU and (2) plato -g5 -aALPHA -mHKY -tTAU, where TAU and ALPHA are the transition-transversion ratio and the alpha parameter of the discrete gamma distribution, respectively, both estimated with PUZZLE. Finally, the proposed MCMC method was applied as follows. We used the Felsenstein 84 model of nucleotide substitution, with a prior on the parameters as described above. For the prior on the recombination parameter ν, we chose a beta distribution with hyperparameters α = 8 and β = 2, which is both sufficiently vague and shifted towards larger, more plausible values of ν. (In fact, this choice was not critical as long as the prior chosen was sufficiently vague). The initial nucleotide frequencies and the initial transition-transversion ratio were estimated from the data. We combined three MCMC trajectories started from different initializations of the hidden state sequences S: (1) a uniform sequence with the maximum likelihood topology (obtained with PHYLIP or PUZZLE), (2) the predictions with RECPARS, C recomb = 10, and (3) a random sequence. The parameters and state sequences were sampled with MCMC, as described above. Equilibration was carried out over 10 6 MCMC steps. This was followed by a sampling phase of 10 6 MCMC steps, during which parameters and state sequences were recorded every 10 3 MCMC steps. Figure 2 , bottom, shows the recombinant regions predicted with PLATO. The agreement with the 'true' † † locations is poor. This is most likely a consequence of the fundamental shortcoming of PLATO: Since the recombinant regions are rather long, they have a substantial impact on the estimation of the reference tree, thus corrupting its branch lengths and rendering the test unreliable. Figure 3 shows the DSS statistic of TOPAL for the two window sizes W = 100 (upper row) and W = 200 (bottom row). It is seen that the results depend critically on this parameter, which has to be chosen sufficiently large. For W = 100, the agreement between the predicted and the 'true' locations of the breakpoints is poor. Doubling the window length, W = 200, gives a qualitatively correct prediction of the breakpoints (except for a spurious peak at the beginning of the Hepatitis B alignment). However, increasing the window size degrades the spatial resolution and leads to a large uncertainty in locating the breakpoints.
RESULTS
The predictions with RECPARS are shown in Figure 4 . The results depend critically on the recombination cost, C recomb (the parsimony equivalent to the recombination parameter ν), which can not be optimized within the framework of this method but rather has to be chosen arbitrarily in advance. With the value used by Hein (1993) , C recomb = 100, no recombinant regions are found (left column). As C recomb is decreased, an increasing number of recombinant regions are detected (middle and right column). The best results show a qualitative agreement with the 'true' locations (except for Neisseria, where the predicted recombinant region is far too short), but note that selecting C recomb in this way is not possible in real applications where the nature of the recombination processes is not known beforehand. Also, the uncertainty in locating the breakpoints was typically of the order of 10-30 bases since RECPARS, based on parsimony, con- † † Meaning true for the synthetic data and predicted in the literature for the real data. siders only the topology-defining sites and thus discards a substantial proportion of the data.
The prediction with the Bayesian MCMC scheme proposed in this article is shown in Figure 5 . The figure contains four subfigures, one for each sequence alignment. Each subfigure contains three graphs, which show the posterior probabilities P(S t |D) for the three possible tree topologies, S t ∈ {1, 2, 3}. On the synthetic alignment, these graphs show clear and pronounced transitions between the states, with an accurate location of the breakpoints (compare with Figure 1 ). On the maize alignment, a gene conversion event corresponding to a transition between the topologies S t = 1 and S t = 3 at site t = 875 is predicted, in agreement with Moniz de Sa and Drouin (1996) . The recombinant region in the Hepatitis B sequence alignment is also clearly detected, with an accurate location and identification (topology change 1 ↔ 2) in accordance with Bollyky et al. (1996) . On the Neisseria alignment, the two anomalous regions t = 1 − 202 and t = 507 − 538, found by Zhou and Spratt (1992) , are accurately located. The first region is identified as a recombination event with a clear transition from S t = 3 into S t = 1, in agreement with Zhou and Spratt (1992) . For the second region, the posterior probability for S t = 1 is suppressed, but the model is uncertain as to whether to classify this region as S t = 2 or as S t = 3. This uncertainty reflects the fact that this region might be the result of rate variation rather than recombination, as suspected by Zhou and Spratt (1992) . A third anomalous region (a peak of P(S t = 3|D)) is detected at the end of the alignment. Since the Bayesian MCMC scheme is, in principle, robust against overfitting (as opposed to maximum likelihood), and since this region is very short and therefore difficult to detect with other methods, we assume that we have found a true recombinant region that has not been discovered before.
DISCUSSION
Our simulation study suggests that PLATO performs poorly when the recombinant regions are relatively large, that the prediction with RECPARS depends critically on the recombination cost parameter (which cannot be inferred from the data), and that TOPAL needs a rather large window, which degrades its spatial resolution. The method proposed in this article overcomes these shortcomings. Firstly, the sequence of topologies is explicitly modelled with a hidden Markov chain, which avoids the misspecifications of PLATO and does away with the moving window of TOPAL. Secondly, as opposed to RECPARS, all the parameters are inferred from the data by sampling them from the posterior distribution with MCMC. Testing this scheme in our simulation study, we found that the breakpoints and the nature of the topology changes of the recombinant regions were accurately S352 determined in accordance with the literature (real data) or the true scenario (synthetic alignments).
Our approach is intended to be a high-resolution method for alignments of small numbers of taxa. Since the hidden states S t explicitly label all possible tree topologies, whose number increases superexponentially with the number of taxa, the algorithm is restricted to alignments of four or five taxa. For larger alignments, our approach is best combined with one of the established lower-resolution methods, like TOPAL or RECPARS. In the first step, the low-resolution method is used to identify a subset of putative recombinant taxa. In the second step, our scheme can be applied to determine the nature and the breakpoints of the recombinant regions accurately. Note that the MCMC scheme proposed here automatically includes a hypothesis test (in the Bayesian sense) and avoids the susceptibility to overfitting that could be incurred when optimizing the parameters with maximum likelihood (the latter approach would therefore require a separate hypothesis test, using, e.g., bootstrapping).
The scope for further improvement can be seen from the Neisseria alignment ( Figure 5, bottom right) . For the first anomalous region, t = 1 − 202, a clear topology change (S t = 3 → 1) is predicted, as expected for a recombination event. For the second anomalous region, t=507-538, larger uncertainty is predicted, with P(S t = 3|D) ≈ 0.5. While this can be understood as an indication of rate variation, it would be more appropriate to model this explicitly. A straightforward approach is to introduce a second hidden state that represents different evolutionary rates, and thus to combine our approach with that of Felsenstein and Churchill (1996) . A detailed investigation of this idea is the subject of future research.
