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Computable negativity in two mode squeezing subject to dissipation
Marcin Dukalski and Yaroslav M. Blanter
Kavli Institute of Nanoscience, Delft University of Technology, Lorentzweg 1, 2628 CJ Delft, The Netherlands
We study a system of two bosonic fields subject to two-mode squeezing in the presence of dissi-
pation. We find the Lie algebra governing the dynamics of the problem and use the Wei-Norman
method to determine the solutions. Using this scheme we arrive at a closed form expression for
an infinitely dimensional density operator which we use to calculate the degree of entanglement
(quantified by Horodeckis’ negativity) between the modes. We compare our result to the known
continuous variable entanglement measures. We analyse the conditions for entanglement genera-
tion and the influence of thermal environments on the state formed. The problem is relevant, in
particular, for understanding of quantum dynamics of coupled optical and/or mechanical modes in
optomechanical and nanomechanical systems.
I. INTRODUCTION
Entanglement is a fascinating, unique, and classically
unparallelled feature of quantum mechanics. In optical
systems entanglement is produced by means of nonlinear
media through a process of three- or more- wave mix-
ing, spontaneous down-conversion or two mode squeez-
ing [1], where in each case dissipation and the tempera-
ture of the environment play a negligible role. Modern
quantum optomechanical [2, 3] and nanomechanical [4]
systems equipped with elements with sufficiently strong
nonlinearities could give rise to similar effective squeez-
ing phenomena. Such bosonic systems are subject to dis-
sipation through coupling to the classical environment,
which might reduce the degree of produced entangle-
ment. It is therefore very important to get a quanti-
tative understanding of the squeezing versus dissipation
interplay, with the aim of producing or maintaining en-
tanglement between bosonic degrees of freedom such as
photons (light or microwave quanta) or phonons (vibra-
tional quanta).
The main obstacle in determining the environmen-
tally induced effects on the degree of bosonic entan-
glement formed is twofold. For one, the Hilbert space
of both of the bosonic modes is infinitely dimensional
with high n Fock states |n 〉 contributing to the de-
gree of entanglement formed, and this requires the us-
age of more advanced entanglement measures. Secondly,
the presence of dissipation requires solving, instead of a
Schro¨dinger equation, a more complicated Lindblad type
master equation which governs the time evolution of the
open quantum system [5, 6]. The two conditions com-
bined also mean that the solutions to the equations of mo-
tion should be determined for an arbitrarily large Hilbert
space, requiring us to find the complete infinite set of
time dependent density matrix elements ρij,kl. The key
to determining the solutions, and hence finding the de-
gree of entanglement, will be to recast the problem using
the Wei-Norman method (WNM) [7, 8], something that
we have already accomplished in a similar problem of dis-
sipative one mode squeezing in one of our previous works
[9]. The WNM amounts to translating from the master
equation containing non-commutating (super-)operators
to a set of new nonlinear differential equations, whose
degree of nonlinearity grows with the complexity of the
commutators structure.
In the past the Wei-Norman method has been applied
to study Lie algebra valued problems [10–15], many of
which found applications in optical systems. These prob-
lems, however, mainly involved Lie algebras spanned by
no more than three generators, and if any extensions to
the algebras were considered, only their reductions were
studied [16, 17]. Here we will treat the most general two-
mode squeezed problem subject to dissipation involving
as many as fifteen generators, and we will be able to ob-
tain analytical solutions to a reduced problem spanned
by a Lie algebra composed of ten, and in a special case
all fifteen generators.
The great advantage of the Wei-Norman method is
that it will provide a density operator in a closed form,
which we could use to evaluate the generally established
entanglement measures, such as negativity [18–20]. We
will be able to find an analytical form of negativity stem-
ming from the operator structure alone, and as a result
of it one can use it to find the amount of entanglement
in the system in a generalised problem involving time
dependent squeeze parameters, non-Markovian baths, or
different environments of individual modes, as long as the
bosonic operator form remains unchanged. Furthermore,
we will show that the explicitly calculated negativity of
an infinitely dimensional density operator in some cases
is completely compatible with the separability criterion
of the continuous variable states [21, 22] for this system.
Explicit calculation of negativity though, not only allows
one to find whether or not the state is separable, but also
how large is the degree of entanglement. Moreover, due
to a similarity in the Lie algebra structures, compared
to the single mode squeezing case, we will see how the
solutions show different quantitative and qualitative be-
haviour in two distinct system parameter regimes (like
these found in [9]), and how in a two-mode symmetric
system the entanglement measure is the same in both
regimes.
This work is structured as follows. In Section II, upon
introducing the two mode squeezing Hamiltonian, we will
couple it to a Markovian bath and transfer the Lind-
2blad type superoperator master equation into a Lie alge-
bra valued problem, where superoperators present in the
equations are identified with Lie algebra elements. Fur-
ther, we present the generic form of the solution of the
problem with the system initialised in a vacuum state,
which allows us in Section III to determine the degree
of entanglement present in the system. In Section IV,
we compare this result and steaming from it separability
condition to that obtained from continuous variable sep-
arability condition. Afterwards, in Section V we present
the explicit solutions to the master equation and inter-
pret the separability condition in terms of the bath tem-
perature, proving that regardless squeezing strength and
dissipation rate the state is inseparable at zero temper-
ature. Additionally we also investigate the effects of the
asymmetric modes-baths coupling strengths and devia-
tion from resonance between the two squeezed modes and
the driving mode. Finally, in Section VI we study the
case of the system initially in the thermal equilibrium
with the environment and we point out a finite time in-
terval of separability in the transient regime and further
show that the same conditions as before are obeyed in
the steady state regime. We close with the conclusions.
II. SYSTEM
Let us consider a system comprised of three coupled
bosonic modes, with their annihilation operators aˆ, bˆ, cˆ,
where cˆ denotes a strong driving mode, and aˆ and bˆ are
the output modes, with their respective frequencies ωc,
ωa and ωb. In the presence of a dominant x
3-type cou-
pling, upon a modal decomposition, and in the regime
ωc ∼ ωa + ωb, the cross interaction terms of the type
cˆ†aˆ†bˆ†, cˆ†aˆ†bˆ or cˆ†aˆbˆ†, will be suppressed in the rotating
wave approximation [25]. In this case the system Hamil-
tonian will take the form
Hˆ = ωaaˆ
†aˆ+ ωbbˆ
†bˆ+ ωccˆ
†cˆ+ g
(
cˆ†aˆbˆ + cˆaˆ†bˆ†
)
,
which in the interaction picture with respect to all modes
takes the form
Vˆ = g
(
cˆ†aˆbˆeiδt + cˆaˆ†bˆ†e−iδt
)
= gc
(
aˆbˆei(δt+η) + aˆ†bˆ†e−i(δt+η)
)
,
where δ = ωc − ωb − ωa, and where in the second
step we have assumed that the driving mode cˆ is a
very large coherent state with a real amplitude c and
phase η, and thus will be considered to be frozen out.
We can further remove the explicit time dependence of
this Hamiltonian by yet another unitary transformation
U †HˆU − iU †∂tU , where U = exp
[
iδt
(
aˆ†aˆ+ bˆ†bˆ
)]
and
redefining gce−iη → ξ4 we get
Hˆ = δ
(
aˆ†aˆ+ bˆ†bˆ
)
+
ξ
4
aˆ†bˆ† +
ξ∗
4
aˆbˆ ,
with the factor of one-quarter included in the definition
for future convenience. Assuming a standard coupling of
every mode to their respective environments, e.g. phonon
or a photon continuum, and assuming that the interac-
tion kernel in each case is time local (Markovian approx-
imation), we arrive at a Lindblad type master equation
ρ˙ = −i
[
Hˆ, ρ
]
+ κ1 (n1,th + 1)Daˆρ+ κ1n1,thDaˆ†ρ
+ κ2 (n2,th + 1)Dbˆρ+ κ2n2,thDbˆ†ρ , (1)
where DΘρ = ΘρΘ† −
1
2{Θ
†Θ, ρ}, κi is the dissipation
rate and ni,th =
(
eωj/kbTi − 1
)−1
is the thermal occupa-
tion number in the bath at temperature Ti of bosonic
mode i = 1, 2 (given by operators aˆ and bˆ respectively).
For the system initially in the vacuum state |00 〉, the
equation (1) has a solution, that can be written in a form
ρ (t) = N exp [f3H3 + f5H5 + f9H9 + f12H12] |00 〉〈 00| ,(2)
N = (1− x+) (1− x−) , x± = f3 ±
√
f25 + f
2
9 + f
2
12 ,
where the numerical prefactor marks the trace-
normalisation condition and where
H3ρ = aˆ
†ρaˆ+ bˆ†ρbˆ , H9ρ = aˆ
†ρaˆ− bˆ†ρbˆ ,
H5ρ = ie
−iϕaˆ†bˆ†ρ− ieiϕρaˆbˆ , H12ρ = e−iϕaˆ†bˆ†ρ+ eiϕρaˆbˆ ,
are four of the fifteen elements of the so (4, 2) Lie al-
gebra presented and elaborated on in the Appendix; the
remaining eleven generators drop out due to the initial
condition choice. Here ϕ = π−Arg (ξ). The solution (2),
despite being written in a compact form, spans the whole
of the infinite dimensional Hilbert space of both modes.
Moreover, the exponents of the superoperators should be
understood either in terms of Taylor expansions or in
terms of matrix exponents of the matrices operating on
the product space
ρ = Aˆ|n 〉〈m|Bˆ → ρ˜ = Aˆ⊗ Bˆ† |n 〉 ⊗ |m 〉 . (3)
In this work we will adapt the Taylor series approach.
Lastly, quite remarkably thanks to this construction
one can obtain analytical expressions for moments
〈 aˆ†kaˆlbˆ†mbˆn 〉 = Tr
(
aˆ†kaˆlbˆ†mbˆnρ (t)
)
,
in terms of functions fi by skilfully differentiating with
respect to f3, f5, f9 and/or f12 and then renormalising
the moment generating function
Λ = Tr (exp [f3H3 + f5H5 + f9H9 + f12H12]) = N
−1 ,
for example
〈 aˆ†aˆ 〉 =
1
2
N (∂f3 + ∂f9)N
−1 , (4)
where from the solution we can see that the only non-
zero moments must be of the form 〈aˆx+y−zaˆ†z bˆy bˆ†z 〉 with
3x, y, z ∈ Z and x+y ≥ z. This automatically implies that
the joined power of the moment must be even, and that
of the simplest (quadratic) moments the only non-zero
ones are 〈 aˆ†aˆ 〉, 〈 bˆ†bˆ 〉, 〈 aˆbˆ 〉 and 〈 aˆ†bˆ† 〉. We will need
these in the next section we will study the entanglement
stored in this bosonic system.
The time- and system parameters-dependent real func-
tions f3, f5, f9 and f12 are determined using the Wei-
Norman method and obey the complicated set of first
order nonlinear differential equations presented in the
Appendix. We postpone the discussion about how the
solutions are obtained to Section V and first, in Sections
III and IV, we focus on the entanglement measures as
the discussion in terms of the functions fi is more trans-
parent.
III. ENTANGLEMENT MEASURES
The solutions in equation (2) are described by the ap-
plication of exponents of creation super-operators on a
two-mode vacuum state. If we wish to work with an
exact solution and not truncate the Taylor expansion of
the super-operator exponent we arrive at an infinitely di-
mensional density operator ρ = |ψ 〉〈 ψ| of a potentially
entangled state |ψ 〉. In such a case the finite dimensional
entanglement measures no longer apply, which is a reason
why here we will attempt to use negativity [18–20] which
is not limited by the dimensional restrictions[26]. The re-
sult (2) could also be interpreted as a continuous variable
state (CVS), where we could use the entanglement mea-
sure bounds imposed by the conditions first presented in
Ref. [21, 22]. Here we will show that we can calculate
the negativity explicitly, which we will later compare to
the CVS separability criterion [21, 22]. Both of these
measures in their core rely on the partial-transposition
pT operation, given by
(|ij 〉〈 kl|)pT1 = |kj 〉〈 il| (|ij 〉〈 kl|)pT2 = |il 〉〈 kj| ,
i.e. the transposition is taken only with respect to
the first and second subspace respectively, and we de-
fine the negativity as a sum of negative eigenvalues of
ρpT . For entangled states defined in a dim× dim dimen-
sional Hilbert space, negativity is a monotonously grow-
ing function (an entanglement monotone) with a range[
0, 12 (dim− 1)
]
, giving zero for separable states.
Determination of negativity is not an easy task how-
ever, due to the dimensionality dependence of this entan-
glement monotone and the infinitely dimensional density
operator. Here every application ofH3, H5, H9, H12 gives
rise to a yet larger Hilbert space and the exponent of
these operators results in an infinitely long Taylor ex-
pansion. Moreover, negativity is based around negative
eigenvalues, which need to be determined. Here we out-
line the sketch of a proof which is presented in detail in
the Appendix.
Finding the eigenvalues in this setting amounts to find-
ing the roots of a characteristic polynomial of infinite de-
gree, i.e. to solving the equation det
[
ρpTr − Iλ
]
= 0.
Using the determinant of a matrix exponent – exponent
of a trace relation we can write
det
[
ρpTr − Iλ
]
= det [−λI] exp

 ∞∑
j=1
−
Tr
((
ρpTr
)j)
jλj

 ,
which, thanks to the property of the form of the solution
(2),
Tr
((
ρpTr
)j)
=
(1− x+)
j
(1− x−)
j(
1− xj+
)(
1− xj−
) ,
yields
det
[
ρpTr − Iλ
]
= det [−λI]
∞∏
p,q=0
(
1−
x
p
+x
q
−N
λ
)
.
where x± were defined before, and where the eigenvalues
can be directly read out. Since (as we will later show)
f3 is always be positive, the only negative eigenvalues
will have the form xp+x
2q+1
− provided that x− < 0. Upon
adding all of them up we obtain the negativity
Neg =
∣∣∣∣∣N
∞∑
p,q=0
x
p
+x
2q+1
−
∣∣∣∣∣ = x−1 + x−
= Max
(
0,
−f3 +
√
f25 + f
2
9 + f
2
12
1 + f3 −
√
f25 + f
2
9 + f
2
12
)
. (5)
This is the main result of this paper.
IV. CONTINUOUS VARIABLE STATES
SEPARABILITY CONDITION
As first simultaneously and independently formulated
by [21, 22] the continuous variable states separability cri-
terion stems from quadratic relations of the type〈(
∆Xˆ~d
)2〉
+
〈(
∆Xˆ~d′
)2〉
≥ ∣∣d1d′2 − d2d′1 + d3d′4 − d4d′3∣∣ ,
(6)
which is the Heisenberg uncertainty relation obeyed by
all states, with di and d
′
i being components of the real
~d
and ~d′ four-vectors, Xˆ~v = v1xˆ1+ v2pˆ1+ v3xˆ2+ v4pˆ2, and
∆Aˆ = Aˆ − 〈 Aˆ 〉. Separable states, on the other hand,
need to obey a more stricter inequality
(
∆Xˆ~d
)2
+
〈(
∆Xˆ~d′
)2〉
≥ ∣∣d1d′2 − d2d′1∣∣+ ∣∣d3d′4 − d4d′3∣∣ ,
(7)
such that for the right combination of ~d and ~d′ with |di| =
|d′i| = 1 ∀i, the first relation is bounded from below by zero,
and the second one can be bounded by four.
4The uncertainty on the left hand side can be expressed as〈(
∆Xˆ~d
)〉
= |λ1|2
(
2〈 aˆ†aˆ 〉+ 1
)
+ |λ2|2
(
2〈 bˆ†bˆ 〉+ 1
)
+ 4Re
(
λ1λ2〈 aˆ†bˆ† 〉
)
,
where λ1 = (d1 + id2) /
√
2 and λ2 = (d3 + id4) /
√
2, and
where the other quadratic terms evaluate to zero for the state
given by the equation (2).
By imposing that |λi| = |λ′i| = 1 we can find the op-
timal criterion for separability. Next, without a loss of
generality we can set Arg (λ1) = 0, impose the saturation
of the lowest possible bound of the Heisenberg uncertainty
principle by setting d1d
′
2 − d2d′1 + d3d′4 − d4d′3 = 0, and
maximize |d1d′2 − d2d′1| + |d3d′4 − d4d′3| = 4, which requires
Arg (λ′1) = Arg (λ2) − Arg (λ′2) = π2 . This way we turn the
separability condition (7) into
4 ≤ 4
(
1− f23 + |z|2 + 2 |z| cos (Arg (λ2)− Arg (z))
)
(1− (f3 + |z|)) (1− (f3 − |z|)) ,
where z = e−iϕ (f12 + if5) and where we have assumed iden-
tical baths κ1 = κ2 and nth,1 = nth,2 implying f9 = 0, see
discussion in the Appendix. This criterion has one left degree
of freedom Arg (λ2) − Arg (z), which when fixed to be equal
to 3π
2
gives f3 > |z|– the same separability criterion as that
obtained from the explicit negativity calculation.
In the next sections we will use this result in combination
with the solutions to the equations of motion to determine
the system parameters separability condition.
V. IMPLICATIONS OF THE SEPARABILITY
CONDITIONS
In order to understand the separability condition in terms
of the system parameters we need to first translate the mas-
ter equation (1) into a set of equations for functions fi (t)
with the initial condition fi (0) = 0∀i. The details of the pro-
cedure are outlined in the Appendix, where we outline how
an entire set of fifteen functions can be obtained. In this
work so far we have focused on systems initialised in vacuum
state ρ (0) = |00 〉〈 00|, allowing us to narrow our interest to
but four functions, which independent of the initial condition
ρ (0), obey the following set of equations
f˙3 = −1
2
c21,+f3 − 1
2
c21,−f9 + c11,−f3f9 − 1
2
|ξ| f3f5
+
1
2
c11,+
(
f23 + f
2
5 + f
2
9 + f
2
12
)
+ c10,+ , (8)
f˙5 = −1
2
c21,+f5 + c11,+f3f5 + c11,−f5f9 + 2δf12
+
1
4
|ξ| (−f23 − f25 + f29 + f212 + 1) , (9)
f˙9 = −1
2
c21,−f3 − 1
2
c21,1+f9 + c11,+f3f9 − 1
2
|ξ| f5f9
+
1
2
c11,−
(
f23 − f25 + f29 − f212
)
+
1
2
c10,− , (10)
f˙12 = −1
2
c21,+f12 + c11,+f3f12 + c11,−f9f12 − 2δf5
− 1
2
|ξ| f5f12 , (11)
where we have defined
cxy,± = κ1(xnth,1 + y)± κ2(xnth,2 + y) .
It is easy to see that for an identical baths case κ1 = κ2 = κ
and nth,1 = nth,2, all cxy,− = 0, implying that f9 (t) = 0,
and completely independently in the resonant regime δ = 0
we have f12 (t) = 0. Moreover in the absence of dissipation,
all cxy,± = 0 both f3 (t) and f9 (t) vanish, and for ξ = 0
we get f5 (t) = f12 (t) = 0. All of these are examples of
parameter and Lie algebra reductions leading to significant
simplifications in the equations above, to the extent that the
non-linear set of equations above can be solved analytically in
a resonant identical baths case, and we were able to analyti-
cally determine the steady state solutions if either the baths
are identical, or the system is driven resonantly, or both with
nth,1 = nth,2 = 0.
The solutions to the equations above fall into two parame-
ter regimes with a baths populations independent boundary
Ξ2 =
(
1− (κ1 − κ2)
2
(κ1 + κ2)
2
)(
δ2 + (κ1 + κ2)
2
)
.
As a result we define the underdamped
(|ξ|2 ≥ Ξ2), and over-
damped
(|ξ|2 < Ξ2) regime, which we call this way due to
either unbounded or bounded expectation values 〈 aˆ†aˆ 〉 and
〈 bˆ†bˆ 〉 respectively.
One can verify numerically that both in the over- and the
underdamped regime the equations (8)-(11) possess steady
state solutions. By setting the left-hand sides of these four
equations to zero one can obtain the steady state values of
f3, f5, f9 and f12 algebraically. The process yields a set of
solutions larger than those obtained by considering the set
of nonlinear ordinary differential equations with initial condi-
tions fi (0) = 0, therefore the algebraic solutions found have
been verified by solving the differential equations numerically.
The steady state solutions to the equations in the overdamped
regime results at zero bath temperature take the compact
form
f3 =
|ξ|2 (κ21 + κ22)
8κ1κ2 (δ2 + (κ1 + κ2)2)− 2κ1κ2 |ξ|2
,
f5 =
2 |ξ| (κ1 + κ2)
4 (δ2 + (κ1 + κ2)2)− |ξ|2
,
f9 =
|ξ|2 (κ22 − κ21)
8κ1κ2 (δ2 + (κ1 + κ2)2)− 2κ1κ2 |ξ|2
,
f12 = − 2δ |ξ|
4 (δ2 + (κ1 + κ2)2)− |ξ|2
,
and the solutions in the |ξ|2 > Ξ2 regime are too incompre-
hensible to present here, which is why we will also present
the parameter simplified ones. The solutions in the detuned
regime with identical non-zero temperature baths read
f3 =
2κ(2nth + 1)√
|ξ|2 − δ2 + 4κ(nth + 1)
,
|z| =
√
|ξ|2 − δ2 + 2κ√
|ξ|2 − δ2 + 4κ(nth + 1)
,
5in the underdamped regime, and in the overdamped they be-
come
f3 =
|ξ|2 + 4nth(nth + 1)
(
δ2 + 4κ2
)
4(nth + 1)2 (δ2 + 4κ2)− |ξ|2
,
|z| = 2 |ξ|
√
δ2 + 4κ2(2nth + 1)
4(nth + 1)2 (δ2 + 4κ2)− |ξ|2
.
The two sets of solutions above imply that the separability
condition f3 > |z| reduces to
4nthκ >
√
|ξ|2 − δ2 for |ξ|2 ≥ 4κ2 + δ2 , (12)
2nth
√
4κ2 + δ2 > |ξ| for |ξ|2 < 4κ2 + δ2 , (13)
where the parameter regime discontinuity in this result is gone
in the absence of detuning, and the same form is obeyed in
both the under- and the over-damped regime, where nega-
tivity is described by a single function independent of the
parameter regime.
Moreover, in this symmetric resonant regime, where one
only needs to consider the solutions to the equations of mo-
tion for functions f1−6, the other ones returning f7−15 (t) = 0,
one can solve the complete set of differential equations ana-
lytically also in the transient regime. This has to do with the
fact that the master equation is described by a set of opera-
tors spanning the so (2, 2) Lie algebra, which decomposes into
two sets of su (1, 1) Lie algebras, with the set of six equations
decoupling into two sets of three equations which indepen-
dently can be solved by the method of quadratures. Identical
separability conditions and the same expression for negativity
Neg = Max

 2
(
1− e−t(κ+|ξ|/2)
)
(|ξ| − 4κnth)
e−t(κ+|ξ|/2) (|ξ| − 4κnth) + 2κ (2nth + 1) , 0

 ,
(14)
in either under- and overdamped regimes is reflected by the
fact that only one of the copies of the su (1, 1) Lie algebras de-
termines the entanglement. Equation (14) shows that at t = 0
the state is completely separable, i.e. Neg = 0, while in the
steady state it inseparable provided that |ξ| > 4κnth, which
is a parameter reduced expression (12) and (13). Moreover,
at zero bath temperature i.e. nth = 0 states violate the sepa-
rability condition in all parameter regimes. Lastly, it is worth
observing that in the absence of dissipation f5 = tanh |ξ| t/4
and all other fi = 0, which not only violates the separability
condition for any t > 0 and gives rise to a divergent negativity
as t→∞.
VI. SYSTEM INITIALLY IN A THERMAL
STATE
Since the temperature of the bath plays an important
role in the separability condition, it is worth investigating
the effect of the initial state’s temperature on the steady
state entanglement obtained. In the previous section we
have assumed that the system is initiated in the vacuum
state |00 〉, however in the presence of the environment
at a non-zero temperature, this might be difficult to ac-
complish, and the state prior to two-mode squeeze driv-
ing should be initiated in a separable state ρ (0) = ρaˆ,th ⊗
ρbˆ,th, where denote the thermal state density operators
ρcˆ,th = exp
[
~ωcˆcˆ
†cˆ/kbTcˆ
]
/Tr
(
exp
[
~ωcˆ cˆ
†cˆ/kbTcˆ
])
. Here we
will treat the simplest case of the initial condition already
in equilibrium with the environment such that Taˆ = Tbˆ,
ωaˆ = ωbˆ = ω and hence nth,1 = nth,2 = τ (1− τ )−1,
with τ = e−β~ω. The two modes still remain orthogonal,
i.e. aˆ 6= bˆ. The initial condition now can be written as
ρ (0) = ρaˆ,th ⊗ ρbˆ,th = (1− τ )2 eτH3 |00 〉〈 00|. With the suit-
ably chosen normal ordered solution Ansatz
ρ (t) = ef0(t)ef3(t)H3ef5(t)H5ef1(t)H1ef6(t)H6
× ef2(t)H2ef4(t)H4ρ (0) ,
where operators H1,2,4,6 contain normal ordered annihilation
operators. We see that since the system is no longer initiated
in the vacuum, we cannot disregard a given set of exponents
of operators. Using the form of the initial condition
ρ (t) = (1− τ )2 ef0(t)ef3(t)H3ef5(t)H5ef1(t)H1ef6(t)H6
ef2(t)H2ef4(t)H4eτH3 |00 〉〈 00| ,
we can now commute exp [τH3] through exponents of opera-
torsH1,2,4,6, and re-decompose using the Wei-Norman scheme
as presented in the Appendix. As a result we obtain
ρ (t) =
[
(1− g3)2 − g25
]
eg3(t)H3eg5H5 |00 〉〈 00| , (15)
where gi (t) = fi (t)+Fi (t), and where the only two relevant
Fi as functions of fi read
F3 (t) = 1
2
(
− e
2f1+f6τ
f2τ − f4τ − 1 −
e2f1−f6τ
f2τ + f4τ − 1
)
,
F5 (t) = 1
2
(
e2f1−f6τ
f2τ + f4τ − 1 −
e2f1+f6τ
f2τ − f4τ − 1
)
.
The form of the later functions reflects how important it was
to know the transients of all of the six functions fi as well
as the apparent simplification in the problem allowed us to
determine functions F3,5 to begin with. By virtue of the form
of equation (15), we can immediately state that negativity
will take the form
Neg = Max
(
(|ξ| − 4κnth)− e−t(κ+|ξ|/2) |ξ| (2nth + 1)
2 (2nth + 1) (|ξ| e−t(κ+|ξ|) + 2κ) , 0
)
.
Moreover, this result in comparison to the equation (14) has
the same steady state amount of entanglement |ξ|−4κnth
4κ(2nth+1)
,
however the key difference is that when the state starts
in a thermal equilibrium with the environment its neg-
ativity remains zero for a finite amount of time t =
2 (2κ+ |ξ|)−1 log
(
|ξ|(2nth+1)/2
|ξ|−4κnth
)
, which only makes sense for
the case of any entanglement formed, i.e. |ξ| > 4κnth .
VII. CONCLUSIONS
In this work we have shown that, one can use the Wei-
Norman method to study analytically a bosonic entanglement
process subject to dissipation. The Lie algebra valued descrip-
tion based solution Ansatz allows one to calculate the exact
expression of entanglement evolution or its steady state form
as measured by negativity. Additionally, we have shown that
the negativity calculated from the solution is completely com-
patible with the continuous variable separability condition.
6Moreover, we have shown that for time independent system
parameters, one can determine analytically the solutions to
the equations of motion in the Wei-Norman setting in the
transient and the steady state. Finally, should the bipartite
state be initially in thermal equilibrium with the environment,
then the steady state entanglement does not change, however
there is a finite amount of time in the transient regime where
the degree of entanglement is lower compared to that when
the state is initialised in vacuum.
The results formulated in this paper in terms of general
functions fi remain applicable for (effective) two-mode driven
systems with time dependent parameters (driving strength ξ,
dissipation rates κi or detuning δ), which then require using
the same equations with time dependent coefficients. More-
over, this method is very well suited for investigating similar
problems of more than two modes with pairwise-squeezing
interaction terms. As a result such extensions can be very
important in experiments investigating entanglement in con-
tinuous variable systems.
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7IX. APPENDIX
A. The Lindblad equation of motion and the
underlying Lie algebra structure
The Lindblad type master equation (1) can be rewritten in
the form
ρ˙ =
15∑
i=0
αiHiρ , (16)
where
α1 = −1
4
(κ1 (2n1,th + 1) + κ2 (2n2,th + 1)) ,
α2,8 =
1
2
(κ1 (n1,th + 1) ± κ2 (n2,th + 1)) ,
α7 = −1
2
(κ1 (2n1,th + 1)− κ2 (2n2,th + 1)) ,
α3,9 =
1
2
(κ1n1,th ± κ2n2,th) , α0 = 1
2
(κ1 + κ2) ,
α4 = α5 =
1
4
|ξ| , α15 = 2δ,
with all other αi = 0, and where
H1,7ρ =
1
2
(
aˆaˆ†ρ+ aˆ†aˆρ+ ρaˆaˆ† + ρaˆ†aˆ
)
,
± 1
2
(
bˆbˆ†ρ+ bˆ†bˆρ+ ρbˆbˆ† + ρbˆ†bˆ
)
,
H2,8ρ = aˆρaˆ
† ± bˆρbˆ†,
H3,9ρ = aˆ
†ρaˆ± bˆ†ρbˆ,
H4,11ρ = e
i(ϕ+(1±1)π/4)aˆbˆρ− e−i(ϕ+(1±1)π/4)ρaˆ†bˆ†,
H5,12ρ = e
−i(ϕ−(1±1)π/4)aˆ†bˆ†ρ− ei(ϕ−(1±1)π/4)ρaˆbˆ,
H6,10ρ =
1
2
i
(
e−iϕbˆ†ρaˆ† − eiϕaˆρbˆ∓ eiϕbˆρaˆ± e−iϕaˆ†ρbˆ†
)
,
H13,14ρ =
1
2
(
eiϕaˆρbˆ± eiϕbˆρaˆ± e−iϕaˆ†ρbˆ† + e−iϕbˆ†ρaˆ†
)
,
H15ρ =
1
2
i
(
aˆ†aˆρ− ρaˆ†aˆ+ bˆ†bˆρ− ρbˆ†bˆ
)
,
with the first (second) index corresponding to the upper
(lower) signs and with H0 being the identity superoperator,
i.e. H0ρ = ρ.
Thanks to the elementary commutation relation[
Θi,Θ
†
j
]
= δi,j and [Θi,Θj ] = 0 , (17)
where Θ1 = aˆ and Θ2 = bˆ, the set of fifteen superopera-
tors closes under commutation (see Table I), thus forming a
Lie algebra. In what follows we define skew (anti-)symmetric
matrices
Li,j = Ei,j + Ej,i , Ki,j = Ei,j − Ej,i ,
where Ei,j is a matrix with 1 in the i
th row and jth column
and zero elsewhere. It is easy to verify that the linear combi-
nations of the above
H1 = −2L2,3 H6 = L1,5 H7 = −L1,4
H10 = K4,5 H13 = L1,6 H14 = K5,6
H15 = K4,6
and
H2,3 = K1,2 ∓ L1,3 H4,5 = L2,5 ±K3,5
H8,9 = K3,4 ± L2,4 H11,12 = −K3,6 ∓ L2,6
obey the same commutation relations, and that the Li,j and
Ki,j above are elements of the so (4, 2) Lie algebra. Upon a ho-
momorphism Hi → Hi we can show that the superoperators
from the master equation (1) are just a different incarnation
of the so (4, 2) Lie algebra.
Realising that, for time independent κi, nth,i, δ and ξ, the
solution to the master equation (1) in the form of (16) is
simply
ρ (t) = exp
[
t
15∑
i=0
αiHi
]
ρ (0) , (18)
which is simply given by a Lie group element acting on the
initial state. This can be thought of as a rotation, or a move-
ment on the surface embedded in six dimensions satisfying
the equation
1 = −x21 − x22 + x23 + x24 + x25 + x26 ,
which can be understood as the trace-preservation condition
of the density operator ρ [1]. The form of equation (18) how-
ever is not very useful for any purposes, and we will proceed
with the so called Wei-Norman method [7, 8], to decompose
the right hand side of equation (18), however this method is
much more powerful and allows one to solve the equation (1)
for time dependent κi, nth,i, δ and ξ, allowing for studying
modulated squeeze-driving and non-Markovian baths.
B. Wei-Norman method treatment and the
resultant equations of motion
We take the Ansatz
ρ (t) = ef0(t)
∏
i
efi(t)Hiρ (0) ,
with the ordering i = 3, 5, 9, 12, 1, 7, 15, 6, 14, 10, 13, 2, 8, 4, 11,
with the exponent of H3 acting last and the exponent of H11
acting first on the initial condition ρ (0). From the defini-
tion of the super-operators Hi, one can see that the ordering
chosen above is normal, i.e. annihilation (creation) super-
operators acting first (last), and in the middle super-operators
which are composed of creation and annihilation operators [2].
Lastly, it is important to note that a different ordering Ansatz
will result in a different set of equations for functions fi (t).
The set of resultant differential equations is quite compli-
cated and non-transparent, thus outside the scope of this arti-
cle. In a special, very convenient, case when ρ (0) = |00 〉〈 00|,
we see that the set of eleven right-most operators acting on
the initial condition leaves it unchanged, with the excep-
tion of ef1H1 which contributes an overall scaling factor, thus
in combination with the only decoupled equation of motion
f˙0 =
1
2
(κ1 + κ2), gives
ρ (t) = e
1
2
(κ1+κ2)t+2f1ef3(t)H3ef5(t)H5ef9(t)H9 (19)
× ef12(t)H12 |00 〉〈 00|
≡ e 12 (κ1+κ2)t+2f1 ρ˜ , (20)
8[·, ·] H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14 H15
H1 0 -2 H2 2 H3 -2 H4 2 H5 0 0 -2 H8 2 H9 0 -2 H11 2 H12 0 0 0
H2 2 H2 0 H1 0 2 H6 −H4 H8 0 2 H7 0 0 2 H13 H11 0 0
H3 -2 H3 −H1 0 2 H6 0 −H5 −H9 -2 H7 0 0 -2 H13 0 −H12 0 0
H4 2 H4 0 -2 H6 0 −H1 −H2 0 0 2 H10 −H8 0 2 H15 0 0 −H11
H5 -2 H5 -2 H6 0 H1 0 −H3 0 -2 H10 0 H9 -2 H15 0 0 0 H12
H6 0 H4 H5 H2 H3 0 H10 0 0 H7 0 0 H15 0 H13
H7 0 −H8 H9 0 0 −H10 0 −H2 H3 −H6 0 0 −H14 −H13 0
H8 2 H8 0 2 H7 0 2 H10 0 H2 0 H1 H4 0 2 H14 0 −H11 0
H9 -2 H9 -2 H7 0 -2 H10 0 0 −H3 −H1 0 −H5 2 H14 0 0 −H12 0
H10 0 0 0 H8 −H9 −H7 H6 −H4 H5 0 0 0 0 −H15 H14
H11 2 H11 0 2 H13 0 2 H15 0 0 0 -2 H14 0 0 H1 H2 H8 H4
H12 -2 H12 -2 H13 0 -2 H15 0 0 0 -2 H14 0 0 −H1 0 −H3 H9 −H5
H13 0 −H11 H12 0 0 −H15 H14 0 0 0 −H2 H3 0 H7 −H6
H14 0 0 0 0 0 0 H13 H11 H12 H15 −H8 −H9 −H7 0 −H10
H15 0 0 0 H11 −H12 −H13 0 0 0 −H14 −H4 H5 H6 H10 0
TABLE I: Commutation relation table. The smallest (middle) 6× 6 (10× 10) box encloses the so(2, 2) (so(3, 2)) Lie algebra.
at which point the order does not matter due to the mu-
tual commutativity of the remaining operators, and the scalar
prefactor plays the role of a normalisation condition. Regard-
less of the initial condition, the kinetic equations for functions
f3, f5, f9, and f12 were given in the main body of the text and
the necessary equation for f1 takes the form
f˙1 =
1
2
c11,+f3 +
1
2
c11,−f9 − 1
2
|ξ| f5 − 1
4
c21,+ .
Using the set of equations (8-11) and the equation above one
can verify by differentiating both sides and remembering the
initial condition fi (t = 0) = 0∀i, that
e2f1+
1
2
t(κ1+κ2)
(1− f3)2 − f25 − f29 − f212
= 1 ,
which allows us to eliminate the scale factor in equation (20)
in favour of functional dependence on functions f3, f5, f9, and
f12. One can verify the trace-preserving nature of the evo-
lution by taking the trace of the equation and arriving at
∂tTr (ρ) = 0.
Additionally, the tabular display of the operators into sub-
groups marks the use of smaller Lie algebras equation decom-
positions, and surface dimensional reduction, such that:
1 δ = 0 decouples operators H11−15 from the algebra
(H15 vanishes directly from the equation of motion, and
H11−14 do not enter the dynamics due to their commu-
tation relation properties - see Table I).
2 κ1 = κ2 = κ 6= 0 and nth,1 = nth,2, decouples operators
H7−9, and effectively the operator H10, and the system
reduces again to so (3, 2) ⊂ so (4, 2).
3 ξ = 0, decouples operators H4,5 and effectively
H6,11−14. The relevant operators form an so (2, 2) ⊂
so (4, 2) Lie algebra which decomposes into two copies
of su (1, 1) Lie algebras acting in separate subspaces of
aˆ and bˆ bosons.
4 κ1 = κ2 = 0, decouples operators H2,3,6 and H7−10.
The remaining operators form again an so (2, 2) ⊂
so (4, 2) Lie algebra which decomposes into two sets of
operators acting separately from the right or from the
left of the density operator. This has to do with the
fact that said evolution no longer needs to be described
using a von-Neumann equation in superoperators, but
rather a Schro¨dinger equation described only by right
or left acting operators separately.
5 Moreover, conditions 1 and 2 combined, also lead to an
so (2, 2) reduction, where the decomposition into two
copies of su (1, 1) Lie algebras is different, and it resem-
bles the decomposition found in [9].
The Lie-algebraic reduction described above has to do with
the reduced dimensionality of the space embedding the sur-
face, to which one can deem the evolution to be confined,
such that for the so (3, 2) Lie algebra case we are dealing with
a five-dimensional space with a surface given by the equa-
tion 1 = −x21 − x22 + x23 + x24 + x25 and in the so (2, 2) ∼
su (1, 1) ⊗ su (1, 1) ∼ so (2, 1) ⊗ so (2, 1) the evolution is con-
fined to a product space of two hyperboloids embedded in
three dimensions.
C. Computing the negativity
The solutions to the equations of motion written using the
Wei-Norman conditioned on both modes initially in the vac-
uum state are given in equation (2). For the purposes of this
proof we will rewrite this result using the property of mutual
commutation of the above operators
ρ (t) = N e(f3+f9)aˆ†·aˆe(f3−f9)bˆ†·bˆ
× e(f12+if5)e−iϕaˆ† bˆ†·e(f12−if5)eiϕ·aˆbˆ|00 〉〈 00| (21)
9and we will rewrite the matrix in terms of a quadriple infinite
sum with redefinitions g± = f3 ± f9 and z = (f12 + if5) e−iϕ
ρ = N
∞∑
ijkl=0
gi+g
j
−z
kz¯l
i!j!k!l!
(
aˆ†
)i+k (
bˆ†
)j+k
|00 〉〈 00|aˆi+lbˆj+l
= N
∞∑
ijkl=0
gi+g
j
−z
kz¯l
i!j!k!l!
√
(i+ k)! (j + k)! (i+ l)! (j + l)!
× |i+ k, j + k 〉〈 i+ l, j + l| .
In order to calculate the nagativity, we need to partial trans-
pose the matrix above, which can be done very easily
ρpT = N
∞∑
ijkl=0
gi+g
j
−z
kz¯l
i!j!k!l!
√
(i+ k)! (j + k)! (i+ l)! (j + l)!
× |i+ k, j + l 〉〈 i+ l, j + k|
= N
∞∑
ijkl=0
gi+g
j
−z
kz¯l
i!j!k!l!
(
aˆ†
)i+k (
bˆ†
)j+l
|00 〉〈 00|aˆi+lbˆj+k .
Next we use the relationship and define a shorthand ρpT ≡ X
and the relationships
det [exp (A)] = exp (Tr (A)) ⇒ det [X] = exp (Tr (logX))
to derive the characteristic equation and determine the eigen-
values we use
det [X − Iλ] = det [−λI ] det
[
I − X
λ
]
= det [−λI ] exp
(
Tr
(
log
(
I − X
λ
)))
= det [−λI ] exp
(
Tr
(
∞∑
j=1
− X
j
jλj
))
= det [−λI ] exp
(
∞∑
j=1
−Tr
(X j)
jλj
)
,
where the log Taylor expansion holds if the eigenvalues of
X observe the condition |λi| ≤ 1, which is the case for the
eigenvalues of any (partial transposed) density operator. If
we find a general form of Tr
(
Xj
)
, then we can hope to find
the form of this infinitely long polynomial. Already when
calculating a square of X we can see a pattern,
X 2 = N 2
∞∑
ijkl=0
∞∑
pqrs=0
gi+g
j
−z
kz¯l
i!j!k!l!
(
aˆ†
)i+k (
bˆ†
)j+l
|00 〉〈 00|
× aˆi+lbˆj+k
(
aˆ†
)p+s (
bˆ†
)q+r
|00 〉〈 00|aˆp+r bˆq+s g
p
+g
q
−z
sz¯r
p!q!r!s!
.
Then, focusing on the ket-operator sandwich in the middle
we see that
〈 00| aˆwbˆx
(
aˆ†
)y (
bˆ†
)z
|00 〉 = δw,yδx,zw!x! ,
in our case implying p = i+ l− s and q = j + k− r, implying
that i+ l ≥ s and that j + k ≥ r
X 2 = N 2
∞∑
ijkl=0
j+k∑
r=0
i+l∑
s=0
gi+g
j
−z
kz¯l
i!j!k!l!
(
aˆ†
)i+k (
bˆ†
)j+l
|00 〉〈 00|gi+l−s+ gj+k−r− zsz¯r
(i+ l)! (j + k)!
(i+ l − s)! (j + k − r)!r!s! aˆ
i+l−s+r bˆj+k−r+s
= N 2
∞∑
ijkl=0
gi+g
j
−z
kz¯l
i!j!k!l!
(
aˆ†
)i+k (
bˆ†
)j+l
|00 〉〈 00|
j+k∑
r=0
(
j + k
r
)
gj+k−r− z¯
r bˆj+k−r aˆr
i+l∑
s=0
(
i+ l
s
)
gi+l−s+ z
saˆi+l−sbˆs
= N 2
∞∑
ijkl=0
gi+g
j
−z
kz¯l
i!j!k!l!
(
aˆ†
)i+k (
bˆ†
)j+l
|00 〉〈 00|
(
g−bˆ+ z¯aˆ
)j+k (
g+aˆ+ zbˆ
)i+l
= N 2
∞∑
i=0
gi+
i!
[
aˆ† ·
(
g+aˆ+ zbˆ
)]i ∞∑
j=0
gj−
j!
[
bˆ† ·
(
z¯aˆ+ g−bˆ
)]j ∞∑
k=0
zk
k!
[
aˆ† ·
(
z¯aˆ+ g−bˆ
)]k ∞∑
l=0
z¯l
l!
[
bˆ† ·
(
g+aˆ+ zbˆ
)]l
|00 〉〈 00|
= N 2 exp
[
g+aˆ
† ·
(
g+aˆ+ zbˆ
)
+ g−bˆ
† ·
(
z¯aˆ+ g−bˆ
)
+ zaˆ† ·
(
z¯aˆ+ g−bˆ
)
+ z¯bˆ† ·
(
g+aˆ+ zbˆ
)]
= N 2 exp
[(
f23 + f
2
5 + f
2
9 + f
2
12
)
H3 + 2f3f9H9 + 2f3
√
f25 + f
2
12
(
sin (θ + ϕ)HpT5 + cos (θ + ϕ)H
pT
12
)]
|00 〉〈 00| .
Since the trace is unaffected by (partial) transposition, and
the trace of X 2/N 2 is the same as the trace of ρ/N with the
replacement of f3 → f23 + f25 + f29 + f212, f9 → 2f3f9 and
10
f25 + f
2
12 → 4f23
(
f25 + f
2
12
)
, giving after simplification
Tr
(X 2) =
(
1− x2+
)
(1− x−)2(
1− x2+
) (
1− x2−
) .
Following the argument above it is easy to prove in general
(after some algebra) that every additional power of X gives
rise to the transformation (·) aˆ → g+ (·) aˆ + z (·) bˆ and bˆ →
z¯ (·) aˆ + g− (·) bˆ. Using a proof by induction one can prove
that upon tracing X j we get
Tr
(
X j
)
=
(1− x+)j (1− x−)j(
1− xj+
) (
1− xj−
) . (22)
Alternatively, one can see that X j can always be written in
the form
X
j = N j exp
[
F
(j)
3 H3 + F
(j)
9 H9 + F
(j)
5 H
pT
5 + F
(j)
12 H
pT
12
]
,(23)
with Tr
(X j) in the form
Tr
(
X j
)
=
N j(
1−X(j)+
)(
1−X(j)−
) , (24)
with
X
(j)
± = F
(j)
3 ±
√(
F
(j)
5
)2
+
(
F
(j)
9
)2
+
(
F
(j)
12
)2
. (25)
By multiplying both sides of equation (23) by X one can arrive
at a set of recursive linear algebraic equations for functions
F
(j)
i
F j+13 = f12F
j
12 + f3F
j
3 + f5F
j
5 + f9F
j
9 ,
F j+19 = −if12F j5 + if5F j12 + f3F j9 + f9F j3 ,
F j+15 = if12F
j
9 − if9F j12 + f3F j5 + f5F j3 ,
F j+112 = f12F
j
3 + f3F
j
12 + i(f9F
j
5 − f5F j9 ) ,
with solutions
F j3 =
1
2
(
xj+ + x
j
−
)
, F j9 =
f9
(
xj+ − xj−
)
x− y ,
F j5 =
f5
(
xj+ − xj−
)
x− y , F
j
12 =
f12
(
xj+ − xj−
)
x− y ,
which when substituted into the equation (24) yield again
equation (22).
We will now use this result to calculate the eigenvalues of
X = ρrmpTr as
det [X − Iλ] = det [−λI ] exp
(
∞∑
j=1
−Tr
(X j)
jλj
)
= det [−λI ] exp
(
−
∞∑
j=1
(1− x)j (1− y)j
jλj (1− xj) (1− yj)
)
.
Let us define
σ =
λ
N =
λ
(1− x+) (1− x−) ,
then this in combination with
1
1− r =
∞∑
i=0
ri
gives us
det [X − Iλ] = det [−λI ] exp
(
−
∞∑
j=1
1
jσj
∞∑
p=0
xpj+
∞∑
q=0
xjq−
)
= det [−λI ] exp
(
∞∑
p,q=0
∞∑
j=1
−1
j
(
xp+x
q
−
σ
)j)
= det [−λI ] exp
(
∞∑
p,q=0
log
(
1− x
p
+x
q
−
σ
))
= det [−λI ]
∞∏
p,q=0
(
1− x
p
+x
q
−N
λ
)
,
so that when the above is equal to zero, it is easy to see
that all of the eigenvalues λi are of the form x
p
+x
q
−N . Since
x+ > 0 and x− < 0 if
√
f25 + f
2
9 + f
2
12 > f3, then the only
negative eigenvalues will be present for odd powers of x− and
any power of x+. Thus negativity takes the form given by
equation (5).
D. The smallest non-trivial problem, the largest
with analytically obtainable transient solutions
The master equation (1) can be solved exactly for an arbi-
trary initial condition under the parameter reduction 5, i.e.
κ1 = κ2 = κ and nth,1 = nth,2 = nth, using the normal
ordering solution Ansatz
ρ (t) = ef0(t)ef3(t)H3ef5(t)H5ef1(t)H1ef6(t)H6
× ef2(t)H2ef4(t)H4ρ (0) ,
and the Wei-Norman method [7, 8] we obtain equations
f˙1 =
1
2
(κ(2(nth + 1)f3 − 2nth − 1)− 1
2
|ξ| f5)
f˙2 =
1
2
e2f1(2κ(nth + 1) cosh f6 − 1
2
|ξ| sinh f6)
f˙3 = −1
2
|ξ| f3f5 − κ (2nth + 1) f3 + κ(nth + 1)f23
+ κ
(
(nth + 1)f
2
5 + nth
)
f˙4 =
1
2
e2f1
(
1
2
|ξ| cosh f6 − 2κ(nth + 1) sinh f6
)
f˙5 = κf5(2(nth + 1)f3 − 2nth − 1) − 1
4
|ξ| (f23 + f25 − 1)
f˙6 = 2κ(nth + 1)f5 − 1
2
|ξ| f3
and the last one being f˙0 (t) = κ. These equations linearly de-
compose into two sets of equations for functions {p+, q+, r+}
and {p−, q−, r−} such that
f1 (t) =
1
4
(p− (t) + p+ (t)) f4 (t) =
1
2
(q+ (t)− q− (t))
f2 (t) =
1
2
(q− (t) + q+ (t)) f5 (t) =
1
2
(r− (t)− r+ (t))
f3 (t) =
1
2
(r− (t) + r+ (t)) f6 (t) =
1
2
(p− (t)− p+ (t))
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where
p± (t) = 2 log
(
2e
1
2
t(κ±|ξ|/2)(κ± |ξ| /2)
−2nthκ+ et(κ±|ξ|/2) (2 (nth + 1)κ± |ξ| /2) ± |ξ|
)
,
q± (t) =
(
1− et(κ±|ξ|/2)
)
(2 (nth + 1)κ± |ξ| /2)
(1− et(κ±|ξ|/2)) (2 (nth + 1)κ± |ξ| /2) − 2 (κ± |ξ| /2) ,
r± (t) =
(
1− et(κ±|ξ|/2)
)
(± |ξ| /2− 2nthκ)
−2nthκ+ et(κ±|ξ|/2) (2 (nth + 1)κ± |ξ| /2)± |ξ| /2 .
E. Details of the initial thermal state computation
If the system is initially in the thermal
state ρ (0) =
(
1− e−β~ω) exp (−β~ωaˆ†aˆ) =(
1− e−β~ω) exp (e−β~ωH3) |0 〉〈 0| ≡ (1− τ ) eτH3 |0 〉〈 0|,
then the evolution takes the form
ρ = (1− τ )2 ef0(t)ef3(t)H3ef5(t)H5ef1(t)H1ef6(t)H6
× ef2(t)H2ef4(t)H4eτH3 |0 〉〈 0| .
This can be rewritten again in the form involving only ex-
ponents of H3 and Hθ,5, by means of sandwiching the last
exponent in the following manner
ρ = (1− τ )2 ef0ef3H3ef5H5ef1H1ef6H6ef2H2ef4H4eτH3
× e−f4H4e−f2H2e−f6H6e−f1H1ef1H1ef6H6ef2H2ef4H4 |0 〉〈 0|
= (1− τ )2 ef0+ 12 f1ef3H3ef5H5ef1H1ef6H6ef2H2ef4H4eτH3
× e−f4H4e−f2H2e−f6H6e−f1H1 |0 〉〈 0| ,
which can be brought back to an easier form by realising that
ef1H1ef6H6ef2H2ef4H4H3e
−f4H4e−f2H2e−f6H6e−f1H1
=
6∑
i=1
AiHi ≡ J ,
with
A1 = 2f2 , A3 = e
f1 cosh f6 ,
A6 = 2f4 , A5 = e
f1 sinh f6 ,
and
A2,4 =
1
2
(
e−(2f1+f6) (f2 + f4)
2 ± e−(2f1−f6) (f2 − f4)2
)
,
and that eAeτBe−B = eτe
ABe−A , gives
= ef1H1ef6H6ef2H2ef4H4eτH3e−f4H4e−f2H2e−f6H6e−f1H1
= exp
[
τ
6∑
i=1
AiHi
]
= eτJ
and we set out to find Fi such that
eτJ = eF3H3eF5H5eF1H1eF6H6eF2H2eF4H4
is another normal ordering decomposition Ansatz of an oper-
ator exponent. This time however it is not a decomposition
based on time evolution, but rather the initial condition pa-
rameter τ is acting like an artificial evolution operator which
ranges from 0 (kbT ≪ ~ω) to 1 (kbT ≫ ~ω). We derive a set
of differential equations for functions Fi (the Wei-Norman
method) based on
∂τe
τJ = J eF3H3eF5H5eF1H1eF6H6eF2H2eF4H4 ,
with the solutions
P± = 2 log(1− τq±) Q± = τe
−p±q2±
1− τq±
R± = τe
p±
1− τq±
with
F1 (t) = 1
4
(P− (t) + P+ (t)) F4 (t) = 1
2
(Q+ (t)−Q− (t))
F2 (t) = 1
2
(Q− (t) +Q+ (t)) F5 (t) = 1
2
(R− (t)−R+ (t))
F3 (t) = 1
2
(R− (t) +R+ (t)) F6 (t) = 1
2
(P− (t)− P+ (t))
and then the density operator reads
ρ = (1− τ )2 ef0+ 12 f1ef3H3ef5H5eF3H3eF5H5eF1H1eF6H6
× eF2H2eF4H4 |0 〉〈 0| ,
which upon the action of the annihilation operators on the
vacuum state yields
ρ =
[
(1− g3 (t))2 − g5 (t)2
]1/2
eg3(t)H3eg5H5 |0 〉〈 0| ,
where gi (t) = fi (t) + Fi (t).
It is important to note that only functions Fi carry the
information about the initial thermal state stored in the vari-
able τ , and that in the final result only F3 and F5 remain
relevant. What is very interesting is that these two func-
tions in the steady state vanish, i.e. lim
t→∞
F3 = 0 = lim
t→∞
F5.
This means that any impact of this initial state parameter
τ is completely irrelevant to the steady state entanglement
of the system on both sides the parameter regimes boundary
|ξ| = 2κ.
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