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EISENSTEIN SERIES TWISTED BY MODULAR SYMBOLS FOR
THE GROUP SLn
DORIAN GOLDFELD AND PAUL E. GUNNELLS
Abstract. We define Eisenstein series twisted by modular symbols for the group
SLn, generalizing a construction of the first author [12, 13]. We show that, in the
case of series attached to the minimal parabolic subgroup, our series converges for
all points in a suitable cone. We conclude with examples for SL2 and SL3.
1. Introduction
1.1. Let Γ denote a finitely generated discrete subgroup of SL2(R) that contains
translations and acts on the upper halfplane h. An automorphic form of real weight
r and multiplier ψ : Γ → U (here U =
{
w ∈ C
∣∣ |w| = 1} is the unit circle) is a
meromorphic function F : h→ C that satisfies
F (γz) = ψ(γ) · j(γ, z)r · F (z)
for all γ = ( a bc d ) ∈ Γ with j(γ, z) = cz + d. For r ≥ 0, an integer, and F : h → C any
function with sufficiently many derivatives, G. Bol [7] proved the identity
dr
dzr+1
(
(cz + d)rF (γz)
)
= (cz + d)−r−2F (r+1)(γz),
which holds for all γ ∈ SL2(R). It follows that if f(z) is an automorphic form of
weight r + 2 and multiplier ψ, and if F is any (r + 1)-fold indefinite integral of f ,
then F satisfies the functional equation
F (γz) = ψ(γ)(cz + d)−r
(
F (z) + φ(γ, z)
)
,
where φ(γ, z) is a polynomial in z of degree ≤ r satisfying the cocycle condition
φ(γ1γ2, z) = ψ(γ2) j(γ2, z)
r φ(γ1, γ2z) + φ(γ1, z).
Such a function F is called an automorphic (or Eichler) integral, and the correspond-
ing polynomial φ(γ, z) is called a period polynomial.
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1.2. The Eisenstein series E∗(z; r, ψ, φ) (twisted by a period polynomial φ) is defined
by the infinite series
E∗(z; r, ψ, φ) =
∑
γ∈Γ∞\Γ
ψ(γ)φ(γ, z) j(γ, z)−r.
The twisted Eisenstein series E∗(z; r, ψ, φ) was first introduced by Eichler [11] (1965).
Automorphic integrals and Eisenstein series twisted by period polynomials were sys-
tematically studied by Knopp [14] (1974). More recently [12, 13] (1995) nonholomor-
phic Eisenstein series twisted by modular symbols (period polynomials of degree 0)
were introduced (cf. §5.3). O’Sullivan [17] found (using Selberg’s method) the func-
tional equation of these twisted Eisenstein series; very recently O’Sullivan and Chinta
[10] explicitly computed the scattering matrix occurring in the functional equation.
In this paper we show how to generalize the construction of Eisenstein series twisted
by modular symbols to the group SLn. The basic properties and region of absolute
convergence of such series are obtained in the case of the minimal parabolic subgroup.
We conjecture that these series satisfy functional equations.
2. Eisenstein series
2.1. In this section we recall the definition of cuspidal Eisenstein series following
Langlands [15, Ch. 4]. We begin with some notation.
Let G = SLn(R), let K = SOn(R), and let Γ ⊂ G(Z) be an arithmetic group.
Let P0 ⊂ G be the subgroup of upper-triangular matrices, and let A0 ⊂ P0 be the
subgroup of diagonal matrices with each entry positive. For each decomposition
n = n1 + · · ·+ nk with ni > 0, we have a standard parabolic subgroup
P =
{( P1 · · · ∗
. . .
...
0 Pk
) ∣∣∣∣∣ Pi ∈ GLni(R),
∏
det(Pi) = 1
}
.
We fix a Langlands decomposition P = MPAPNP as follows: MP is the subgroup
of block diagonal matrices, with each block an element of SL±ni(R); AP ⊂ P is the
subgroup with the ith block of the form aiIni, where ai > 0 and Ini is the ni × ni
identity; and NP ⊂ P is the subgroup with the ith block equal to Ini. We transfer
these decompositions to all rational parabolic subgroups by conjugation.
2.2. Let a0, aP be the Lie algebras of the groups A0, AP . Let aˇ0, aˇP be their R-
duals, and denote the pairing by 〈 , 〉. Let R = R+ ∪ R− ⊂ aˇ0 be the roots of G,
and let ∆ ⊂ R+ be the standard set of simple roots. For any root α, let αˇ be the
corresponding coroot. For any parabolic subgroup P , let ρP = 1/2
∑
α∈R+∩aˇP
α.
We recall the definition of the height function HP : P → aP . Given p ∈ P , write
p = man, where m ∈MP , a ∈ AP , and n ∈ NP . Then HP (p) is defined via
e〈χ,HP (p)〉 = aχ, for all χ ∈ aˇP .
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Using an Iwasawa decomposition G = PK, we extend the height function to a map
HP : G→ aP by setting HP (g) = HP (p), where g = pk, p ∈ P , k ∈ K.
2.3. Fix a parabolic subgroup P , and let ΓP = Γ ∩ P . Let f ∈ C
∞(APNP\G) be a
ΓP -invariant, K-finite function such that for each g ∈ G, the function m 7→ f(mg),
m ∈ MP , is a square-integrable automorphic form on MP with respect to ΓP ∩MP .
Let λ ∈ (aˇP )⊗ C, and let g ∈ G.
Definition 2.4. The Eisenstein series associated to the above data is
EP (f, λ, g) =
∑
γ∈ΓP \Γ
e〈ρP+λ,HP (γg)〉f(γg).
It is known [15, Lemma 4.1] that this series converges absolutely and uniformly on
compact subsets of G× C, where
C =
{
λ
∣∣ 〈ℜλ, αˇ〉 > 〈ρP , αˇ〉, for all α ∈ ∆};(1)
here ℜ denotes real part.
3. Modular Symbols
3.1. We recall the definition of modular symbols. Our definition is equivalent to
that of Ash [1] and Ash-Borel [3], but we need a slightly different formulation for our
purposes.
Let V = Qn with the canonical G(Q)-action. Let w be a tuple of subspaces
(W1, . . . ,Wk), where Wi ⊂ V . The type of w is the tuple (dimW1, . . . , dimWk). The
tuple w is called full if
∑
dimWi = n, and is called a splitting if V =
⊕
iWi. Any
splitting determines a rational flag
F
w
=
{
{0} ( F1 ( · · · ( Fk ( V
}
by Fj =
⊕
i≤j Wi, and thus determines a rational parabolic subgroup Pw, the stabi-
lizer of F
w
. We abuse notation slightly and write P
w
= M
w
A
w
N
w
for the associated
Langlands decomposition. It is easy to check that, with our fixed decomposition,
M
w
(Q) preserves each Wi.
3.2. Let X be the symmetric space G/K, and let X¯ be the bordification of X
constructed by Borel-Serre [8]. Then the cohomology H i(Γ;C) may be identified
with H i(Γ\X ;C) and H i(Γ\X¯;C).
Let Y = Γ\X , Y¯ = Γ\X¯, ∂Y¯ = Y¯ r Y , and let π : X → Y be the canonical
projection. Let d = (n2+n)/2− 1 be the dimension of Y . For all i, Lefschetz duality
gives an isomorphism
Hd−i(Y¯ , ∂Y¯ ;C) −→ H
i(Γ;C).
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3.3. Let w be a splitting, and let K
w
be K ∩M
w
A
w
. The inclusion M
w
A
w
→ G
induces a proper map
ι : M
w
A
w
/K
w
−→ X.
Let Y
w
be the closure of (π ◦ ι)(M
w
A
w
/K
w
), and let d(w) be the dimension of Y
w
.
Definition 3.4. Let w = (W1, . . . ,Wk) be a full tuple of subspaces. Then the mod-
ular symbol Ξ
w
associated to w is defined as follows:
1. If w is a splitting, then Ξ
w
∈ Hd(w)(Y¯ , ∂Y¯ ;C) is the fundamental class of Yw.
2. Otherwise, Ξ
w
is defined to be 0 ∈ Hd(w)(Y¯ , ∂Y¯ ;C), where d(w) is the homo-
logical degree determined by any splitting with the same type as w.
3.5. We define aG(Q)-action on tuples as follows. Given a full tuplew = (W1, . . . ,Wk),
let g ·w be the tuple (W1, gW2, . . . , gWk). By abuse of notation we write g · Ξw for
the modular symbol Ξg·w.
Note that this is not a G(Q)-action on modular symbols, since associativity does
not hold. However, the definition g · Ξ
w
will suffice for our construction.
Note also that g ·Ξ
w
is different from the modular symbol obtained via the natural
G(Q)-action defined by left translation of all subspaces in a tuple. In particular, let
γ ∈ Γ, and let w′ = (γW1, . . . , γWk). Then Ξw = Ξw′ , but Ξw 6= γ · Ξw in general.
4. Eisenstein series twisted by modular symbols
4.1. Let w = (W1, . . . ,Wk) be a full tuple of subspaces, and let P be a rational
parabolic subgroup. We say that P and w are compatible if the following conditions
hold: there is a splitting w′ = (W ′1, . . . ,W
′
k) such that P = Pw′, the types of w and
w′ are equal, and W1 = W
′
1.
Fix a rational parabolic subgroup P and a compatible splitting w. Let f , λ be as
in §2.3, and let ϕ be a C-valued linear form on Hd(w)(Y¯ , ∂Y¯ ;C).
Definition 4.2. The twisted Eisenstein series associated to the above data is
E∗P,ϕ = E
∗
P,ϕ(f, λ, g,w) =
∑
γ∈ΓP \Γ
ϕ(γ · Ξ
w
)e〈ρP+λ,HP (γg)〉f(γg).(2)
We refer to §5 for examples of this series, and for a comparison with the construction
in [12, 13].
Proposition 4.3. The series in (2) is well-defined.
Proof. Let w = (W1, . . . ,Wk) and let γ ∈ Γ. We need to show that the modular
symbol γ · Ξ
w
depends only on the coset ΓPγ.
First we assume γ · w is a splitting. By the remarks at the end of §3.5, if γ ∈ Γ
and w′ = (γW1, . . . , γWk) is the tuple obtained by left translation, then Ξw = Ξw′ .
From this it follows that if γP ∈ ΓP , then (γPγ) · Ξw = Ξw. Indeed, γP · Ξw = Ξw′′ ,
where w′′ = (γ−1P W1,W2, . . . ,Wk), and any element of ΓP preserves W1.
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Now assume that γ ·w isn’t a splitting. There are two possibilities: (1) γWi∩γWj 6=
{0} for some i, j > 1; (2) γWi ∩ γWj = {0} for all i, j > 1 and W1 ∩ γWj 6= {0}
for some j. In the first case, we have γ · Ξ
w
= 0 for all γ, so the Eisenstein series is
identically 0. In the second case, we have (γPγ) · Ξw = 0 for all γP ∈ ΓP , since left
translation of the tuple γPγ ·w by γ
−1
P preserves the incidence conditions satisfied by
the Wi. This completes the proof.
4.4. For the rest of this note, we will assume that P is the minimal parabolic sub-
group P0, and will take f ≡ 1. Although the functions E
∗
P,ϕ are not automorphic, a
certain sum of them is.
Proposition 4.5. Let Wi, i = 0, . . . , n be 1-dimensional subspaces of V , and let w(i)
be the tuple (W0, . . . , Wˆi, . . . ,Wn), where Wˆi means delete Wi. Then
ϕ(Ξ
w(0))EP (f, λ, g) =
n∑
i=1
(−1)i+1E∗P,ϕ(f, λ, g,w(i)).
Proof. First, the twisted series on the right are well-defined, since if P and w are
compatible then so are P and w(i) for each i ≥ 1. We have the following basic
relation among modular symbols for the minimal parabolic subgroup, from [2, 5]:
Ξ
w(0) =
n∑
i=1
(−1)i+1Ξ
w(i).
Note that the relations in [2, 5] imply that this equality holds true inHd(w)(Yw, ∂Yw;C)
for any collection of 1-dimensional rational subspaces (W0, . . . ,Wn), even with the
possibility that some w(i) aren’t splittings. The result follows immediately from Defi-
nition 4.2 and the fact that if w′ = (γW1, . . . , γWn) with γ ∈ Γ, then Ξw′ = Ξw(0)
Theorem 4.6. Let P be the minimal parabolic subgroup P0, and let w be a compatible
splitting. Let ϕ be a linear form on Hn−1(Y¯ , ∂Y¯ ;C). Then the series (4.2) converges
uniformly on compact subsets of G× C, where C is the cone (1).
Proof. We begin by recalling some facts from the theory of modular symbols associ-
ated to the minimal parabolic subgroup. These facts are equivalent to results in [5],
and are just reformulated in terms of tuples and splittings.
Let W be the set of all full tuples of 1-dimensional subspaces. We define a function
‖ ‖ : W → Z as follows. From each 1-dimensional subspace W , we choose and fix a
primitive vector v(W ) ∈ Zn. Then we set
‖w‖ = | det(v(W1), . . . , v(Wn))|.
Let Wu ⊂ W be the subset of tuples for which ‖w‖ = 1. The set Γ\Wu is finite,
where Γ acts by left translations. One can show that any modular symbol Ξ
w
can be
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written as a sum
Ξ
w
=
∑
w
′∈S
Ξ
w
′,(3)
where S is a finite subset of Wu (depending on Ξw). Moreover, the cardinality of S
is bounded by p(log ‖w‖), where p is a polynomial depending only on n [6].
Let γ ∈ Γ and consider the modular symbol γ · Ξ
w
. Since w is compatible with
P , the space W1 is the span of the first basis element of V . Let us assume for the
moment that for i > 1, Wi is the span of the ith standard basis element of V . This
implies that ‖γ ·w‖ is the absolute value of the determinant of a fixed (n−1)×(n−1)
minor of γ. Hence
‖γ ·w‖ << max
{
|γij|
n−1
∣∣ 1 ≤ i, j ≤ n},(4)
where the implied constant depends only on n.
Let M(γ) be the right hand side of (4). It follows that there is a polynomial p1,
depending only on n, such that
p(log ‖γ ·w‖) < p1(logM(γ)).
Now consider the value ϕ(γ · Ξ
w
). Since Γ\Wu is finite, there is a maximum value
ϕmax that |ϕ| attains on this set. Writing I(γ, λ) = exp(〈ρP + λ,HP (γg)〉), we have∑
γ∈ΓP \Γ
|ϕ(γ · Ξ
w
)I(γ, λ)| <<
∑
γ∈ΓP \Γ
|p1(logM(γ))I(γ, λ)|,(5)
where the implied constant depends on n and ϕmax. The right of (5) has the same
convergence properties as the usual Eisenstein series, and so the proof is complete
under our assumption on w.
Now assume Wi is a general 1-dimensional subspace of V for i > 1. Let v(Wi)j be
the jth coordinate of v(Wi), and let
M(w) = max
{
|v(Wi)j|
∣∣ 1 ≤ i, j ≤ n}.
Then
‖γ ·w‖ << M(γ),
where the implied constant depends on n and M(w). The rest of the proof proceeds
as above.
5. Examples
5.1. In this section we continue to assume that P is the minimal parabolic subgroup
P0. We begin by discussing the connection between the construction in this note and
that of [12, 13].
Let ℓ be a positive integer, let G = SL2(R), and let Γ = Γ0(ℓ). The space X =
SL2(R)/ SO2(R) is the upper halfplane h, and we let h
∗ = h∪P1(Q) be the usual partial
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compactification obtained by adjoining cusps. Given a pair of cusps (q1, q2), we can
determine a full tuple (W1,W2) by setting Wi to be the subspace of Q
2 corresponding
to the point qi ∈ P
1(Q). Slightly abusing notation, we denote the corresponding
modular symbol by Ξ(q1, q2).
5.2. We can construct an interesting linear form on the modular symbols as follows.
Let f be a fixed weight two holomorphic cuspform on Γ. Then we set
ϕ(Ξ(q1, q2)) = −2πi
∫ q2
q1
f(z) dz,
where the integration is taken along the ideal geodesic from q1 to q2. Note that if f
is a newform, then ϕ(Ξ(∞, 0)) is the special value −L(1, f).
To compute the series (2), let Γ∞ = Γ ∩ P , and let ℑ : h → R be the imaginary
part. Let α ∈ aˇ0 be the standard positive root, so that ρP = α/2. Write λ = tα,
where t ∈ C. It is easy to check that e〈λ+ρP ,HP (g)〉 = ℑ(z)t+1/2, where z ∈ h is the
point corresponding to g. Setting (q1, q2) = (∞, 0), we see that the corresponding
tuple w is compatible with P . We obtain
E∗P,ϕ(λ, g,w) = E
∗
P,ϕ(t, z,w) =
∑
γ∈Γ∞\Γ
ϕ(γ · Ξ
w
)ℑ(γz)t+1/2, t ∈ C.(6)
By Theorem 4.6, this converges for ℜt > 1/2.
5.3. To relate this to [12, 13], we recall the pairing between classical modular symbols
and cuspforms. One fixes a point z0 ∈ h
∗, and defines a map
[ ]f : Γ −→ C
γ 7−→ −2πi
∫ γz0
z0
f(z) dz.
(In [12, 13], this map is written as γ 7→ 〈γ, f〉.) One can show that this map is
independent of z0, vanishes on Γ∞, and satisfies
[γγ′]f = [γ]f + [γ
′]f , for γ, γ
′ ∈ Γ.
. Then the series in [12, 13] is defined by
E∗(z, s) =
∑
γ∈Γ∞\Γ
[γ]fℑ(γz)
s, s ∈ C,(7)
which converges for ℜs > 1.
To compare this with (6), let q1 =∞ and q2 = z0 = 0, and put s = t+ 1/2. Since∫ q2
q1
f +
∫ γq2
q2
f =
∫ γq2
q1
f,
we find
ϕ(Ξ(q1, q2))E(z, s) + E
∗(z, s) = E∗P,ϕ(s− 1/2, z,w),
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where
E(z, s) =
∑
γ∈Γ∞\Γ
ℑ(γz)s
is the classical nonholomorphic Eisenstein series.
In [12, 13] it is shown that E∗ is “automorphic up to a shift.” Precisely, if γ ∈ Γ,
then
E∗(γz, s) = E∗(z, s)− [γ]fE(z, s).
This is easily seen to be equivalent to Proposition 4.5 above.
5.4. Now let G = SL3(R), and let Γ = Γ0(ℓ). This is the arithmetic group defined
to be the subgroup of G(Z) consisting of matrices with bottom row congruent to
(0, 0, ∗) mod ℓ. The symmetric space X = SL3(R)/ SO3(R) is a 5-dimensional smooth
noncompact manifold, and our modular symbols live in H2(Y¯ , ∂¯Y ;C).
To construct an interesting linear form on these modular symbols, we may use
elements of the cuspidal cohomology H3cusp(Γ;C). These are classes that, via the
de Rham isomorphism, correspond to Γ′-invariant differential forms ω =
∑
I fI dωI ,
where the coefficients are cusp forms and Γ′ ⊂ Γ is a torsionfree subgroup of finite
index. In this context, H3cusp(Γ;C) can alternatively be defined to be the kernel of the
restriction map H3(Y¯ ;C)→ H3(∂Y¯ ;C). We refer to [16] for details.
5.5. To explicitly construct classes in H3cusp(Γ;C) that can be paired with modular
symbols, we may use techniques of [4]. There it is shown that H3cusp(Γ;C) is isomor-
phic to a space W (Γ) of functions f : P2(Z/ℓZ) → C satisfying certain relations [4,
Summary 3.23]. A modular symbol Ξ
w
modulo Γ gives rise to a point p
w
∈ P2(Z/ℓZ)
by taking the bottom row of the matrix (v(W1), v(W2), v(W3)) [4, Prop. 3.12]. Hence
given an element α ∈ H3cusp(Γ;C) corresponding to a function fα ∈ W (Γ), we obtain
a linear form by setting
ϕ(Ξ
w
) = fα(pw).
This linear form is induced from the intersection pairing
H3(Y¯ )×H2(∂Y¯ ) −→ C;
we refer to [4, Prop. 3.24] for details.
5.6. For an explicit example, we may take ℓ = 53. This is the first level for which the
cuspidal cohomology is nonzero; one finds that dimH3cusp(Γ0(53);C) = 2. A sample
element is given as a function in W (Γ) in Table II of [4].
To compute E∗P,ϕ, we may take α ∈ H
3
cusp(Γ0(53);C) to be a Hecke eigenclass. For
a prime p with (p, 53) = 1, the local L-factor of the representation corresponding to
α has the form
(1− app
−s + a¯pp
1−2s − p3−3s)−1,
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where s ∈ C and ap is the eigenvalue of a certain Hecke operator. If we fix an algebraic
integer ρ satisfying ρ2 = −11, we find that for our Hecke eigenclass
a2 = −2 − ρ, a3 = −1 + ρ, a5 = 1, a7 = −3, . . .
If we represent α using a function f ∈ W (Γ), and apply the formulæ in [9, Ch. V
and VII], we can obtain a very explicit expression for E∗P,ϕ.
In contrast to the SL2 case, the twisted Eisenstein series on SL3 isn’t simply auto-
morphic up to a shift. If we consider the relation in Proposition 4.5, we see that a
certain sum of three twisted Eisenstein series is equal to an automorphic function.
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