We use full wave forward and inversion modelling to estimate the elastic properties of rock samples from ultrasonic waveforms. The finite element algorithm (ABAQUS modelling software) is used to model a forward wave propagation within a homogeneous medium. For 19 mm diameter P-wave transducers, the result of the displacement waveform for a uniform source signal is obtained using both a linear and radial (about 2 mm) receiver arrays. Also, the use of a non-uniform source amplitude such as Gaussian distribution improves the displacement waveforms by few percent. The results accuracy is increased with increasing values of Gaussian standard deviation. However, for a nominal frequency of 1MHz, the same error increases with the decreasing frequencies. Additionally, our inversion algorithm (written in Python) searches for the best Young modulus (E) and Poison ratio (ν) of the medium iteratively. Finally, without prior knowledge of any threshold, the elastic parameters are estimated, and the results are consistent with the experimental measurements. These results provide a new modelling workflow to estimate the elastic parameters of the homogeneous and isotropic sample.
INTRODUCTION
Ultrasonic measurements are the main methods for measuring the rock elastic properties. In these methods, the elastic parameters are estimated from traveltimes obtained using traditional methods such as travel time picking and cross-correlation algorithms. These methods can produce errors in presence of distorted signal due to attenuation and dispersion, and the finite size transducers and their complex radiation pattern. In addition, other factors that can complicate the identification of the elastic parameters are obscuring waves such as side reflections. Therefore, without prior knowledge of these factors, the modelled elastic parameters can be erroneous and be interpreted wrongly.
The full waveforms modelling and inversion can overcome some of these problems. These methods can help to understand the nature of all the arrivals and also can correct the systematic errors introduced by the finite size transducers observed in ultrasonic data.
Moreover, we can match the wave train, and then invert for both P and S using one piezoelectric (PZT) transducer (Olympus, 2007) .
A number of authors have estimated the elastic parameters of cylindrical sample using the first break travel time and phase velocity methods (Simons, 1987; Vernik, 1994; Lee and Waite, 2009; Chen et. al., 2014; Shragge, J. et. al., 2015; Yoshimitsu et. al., 2016; Akram and Eaton, 2016) . Dellinger and Vernik (1994) assume an amplitude threshold of 1% to pick the first break arrival time. This assumption can be erroneous in presence of intergranular contacts and pore-space (Yun et. al., 2006 , Santamarina, et. al., 2001 , strong boundary reflection (Rasolofosaon and Zinszner, 2014, Yoshimitsu et. al., 2016) , and dispersion (Mikhaltsevitch et.al., 2014; Qi et. al., 2015) . Moreover, due to uncertainty of the source signal, there are still many challenges to match the waveforms accurately. Alles et. al., (2010) show that the transducer sizes and geometrical configuration has to be accounted to ensure the accuracy of the modelling (Daley and Hron, 1977) . Lee and Waite (2009) show that the first arrivals depend on the sample geometry and cannot be estimated AEGC 2018: Sydney, Australia 2 from the waveforms easily. Therefore, a robust estimate of the elastic parameters requires an understanding of source/sample parameters and geometry.
One way to recover the elastic parameters is to use full-wave inversion (FWI). This approach can be very challenging due to the properties of various layers in the subsurface. Shragge et. al. (2015) simulated the elastic velocity of cylindrical samples observed in ultrasonic laboratory data, and also developed a 2D ultrasonic inversion workflow to image fracture in Poly methyl methacrylate (PMMA) sample. However, it is possible to invert the elastic velocity of 3D laboratory sample. Elastic parameters as well as the attenuation estimations could be affected by the transducer contacts between another surface or by the nature of complex radiation patterns due to finite size transducers in ultrasonic frequencies. In this work, a forward model and inversion algorithm is built to estimate the elastic parameters that improve the fidelity of the displacement waveforms using various source functions. We model the effect of the transducer misalignment that enhances our data acquisition, also discuss the importance of the amplitude distribution of the source, and finally invert the data for the elastic parameters using two type of source/receivers arrays.
.
1-EXPERIMENTAL MEASUREMENTS
The waveforms in cylindrical aluminium (AL) sample with density 2697.8 kg/m 3 and physical dimensions 77.48x38.4 (mm) (length x diameter) were acquired using a 19mm diameter (0.75inches) disk-shaped P-wave transducer with a central frequency of 1MHz. The ratio of the sample-thickness to transducer-diameter is greater than 4 and it is in accordance with the standard sample transducer ratio (Dellinger and Vernik, 1994) . Our modeling hypothesis state that a misalignment of up to the order of P-wavelength cannot affect the displacement waveforms (To be discussed later). Therefore, one can acquire the data for a voltage pulse of 100V with much flexibility.
We measure the transducer surface displacement as well as the axial displacement waveforms in AL sample for a total time of 30µs.
2-RESULTS AND DISCUSSIONS

FORWARD MODELLING
The waveforms are numerically obtained using Abaqus finite element analysis software through its explicit solver module. To reach a stable solution, the following parameters were used: grid size ∆x=∆y=∆z=0.00045m (0.45mm), density ρ=2700 kg/m 3 , E =69GPa, and ν=0.35. Note that, the displacement waveforms are recorded along the sample rotational axis. In this section, we show the results of the modelling of the axial displacement waveforms and discuss the possible effect that could originate the misfit of the wave train. Figure 1 shows various frames of the wave propagation in AL sample view from source and receiver sides. For a uniform input amplitude, we show a good agreement of P-wave first break arrival time T6=15.12 μs (Circular white spot). T6 can be used to calibrate results of correlation methods and also used as a model guess for inversion.
In features. The broadening of waveforms for far offset could be due to the strong effect of the boundaries after the observed P-wave (Li et. al., 2000) . The relative percentage difference (% diff) between the synthetic and experimental data is given by 1.157, 1.168, 1.175, 1.188, 1.228, 1.254, 1.483 corresponding to the shifts 0, 0.75, 1, 2, 3, 4, 9.525 (mm), respectively. The error in this model increase with the increasing shift. For a minimum wavelength of about 6 mm, the overall deviation in % diff even for larger shift such as 9.525mm is about 0.12.
This may suggest that the waveform is not affected by the shift of less than the medium P-wavelength. This could possibly due to the less evasive effect of the boundary reflections recorded at the far offset (nodes). A low error provided confidence for our experimental data acquisition.
Besides, few effects such as signal distortion and the transducers finite size, the misfit showed in Figure 2 might be due to the uncertainty of the source input distribution or the model grid size. In Figure 3 , the measured (red) and average synthetic waveforms in AL sample being shown. Visually, a Gaussian distribution improves the accuracy of the wave train. The measure of their goodness of fit (GOF) for 25%, 50% and 75% are 0.2587, 0.4051 and 0.4272, and also, their % diff are 1.359, 1.1172, and 1.0870, respectively.
The error produced with the amplitude broadening decreases with the increasing σ, with higher accuracy obtained for σ =75%. This could suggest that the magnitude of the source input amplitude does not fluctuate much from the transducer centre displacement. In addition to that, a finer grid reduces the error misfit between the synthetic and the measured data. A peak value manually estimated as the maximum position of P-wave in the synthetic waveforms for two grid sizes displayed in Table 1 . This measure is fairly stable for 0.45 mm grid size, while a deviation of about 0.1µs for 0.1 mm. Finer grid tend to correct the coda misfit, but alternatively, introduce a peak-to-peak displacement dispersion which could corrected using a suitable convergence criterion. Similar to the correction provided by higher σ, the same behaviour (small error) is observed for a finer grid. To obtain higher accuracy results similar to a uniform source, higher σ needs to be considered for a source with a Gaussian amplitude. 
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To model the waveforms accurately, it is important to investigate the effect of the finite transducers sizes and signal distortion which might be caused by the contact between the transducer and the sample surface. However, for a simplified experiment conducted in this study, two model arrays such as radial (≈2mm) (Chen et. al., 2014) and linear (full receiver) are investigated. They can help to better analyse the misfit due to the geometrical configuration of the transducer arrays. In Figure 4 , we show the measured data (red) and model average displacement waveforms for a radial (cyan and black) and linear (blue and magenta). Like in Figure 4 , Figure 5 shows the results for various frequencies (0.1, 0.25, 0.5, 2 (MHz)). In these figures, the radial arrays fit the measured waveforms better than the linear array. However, the linear array error increases while its GOF decreases with the increasing frequencies. The error remains fairly constant for both uniform and distributed (~75%) amplitude input. Regardless of the low percentage error, the radial array visually matches the wave train better than the linear configuration. As described earlier, Table 2 shows estimated maximum peak position of high amplitude features of the synthetic waveforms using various frequencies (0.1, 0.25, 0.5, 1.0, 2-2.25 MHz) for radial, linear arrays and the experimental data. It shows high confidence for the radial array. The overall difference between the radial and measured arrays are about 0.01(µs), and 0.05(µs) for the linear array with the measured one. This error is small, and could be increase for a finer grid size of about 0.1mm as above.
Although E and ν remain constant for both arrays, the parameters discussed above show a reasonable improvement of the displacement waveforms. The sample of AL in this work has a degree of heterogeneity which if taken into account could increase the accuracy of the waveforms fitting. With the assumption of a homogeneous and isotropic medium, it is not possible to accurately match the waveforms of a homogeneous medium such as AL77x38 using a P-wave transducer with a source input amplitude of two kinds. One way to reduce the error in the above modelling is to consider the inversion of the full waveform.
INVERSION MODELLING
The trivial initial inversion computation can be time-consuming and also very expensive because it involves many iterations of various forward models defined in the traditional grid search. However, a robust estimate of E and ν that minimises the % diff between measured and synthetic data is obtained using the workflow in Figure 6 . Our starting model parameters such as E0 =65GPa, ν0=0.3 with a step of ∆E0=1GPa and ∆ν0=0.01. Figure 7 shows the synthetic (blue and black) waveforms resulted from our inversion compared with the measured data (red). Both blue and black curves are obtained using the same initial guesses (E0 =65GPa and ν0=0.3). The waveforms match the measured data with a low error similar to the earlier described in Figure 4 (magenta and black curves). Our automated inversion algorithm does not depend on the quality of the initial parameters. However, if the first guess is randomly selected, the computational cost can increase largely. Besides that, our inversion will always converge to the minimized result difference. One way to reduce the computational cost is to use a method such as square global grid-search. Both forward and inversion modelling robustly estimates the elastic parameters that minimise the error between two waveforms, and their accuracy can depend on the source wave field. Because of inherent tradeoffs between parameters such as the normalisation coefficients of the average results prior to optimisation during the inversion, the results could suffer from longer computation cost. Our results do not suffer from the slight source-receiver shift but potentially suffer from non-uniqueness of the source-receiver array configuration.
CONCLUSIONS
The most important factors to reach a high precision of the displacement waveforms using both forward modelling and inversion are the accuracy of the source shape and its amplitude distribution. In this work, we modelled and validated a source input amplitude of two types: uniform and non-uniform distribution. Linear array configuration does not visually fit better with the waveforms compare to the radial configuration. This can be due to the following facts: a) there is more shots received, and those from far offsets which are broader can strongly affect the average displacement waveforms, b) the standard deviation of the source amplitude input is not accurate enough to correct the displacement waveforms of the far offset.
Introducing various source input amplitude distribution reduces the error in fitting the waveforms displacement. In a radial configuration, both inversion and forward model visually show a high correlation of the displacement waveforms. However, the linear array receiver shows the best statistical results with the best-constrained parameters E and ν which have a strong influence on the first break travel time. Also, with prior knowledge of P-wavelength, a finer mesh is required to fit even the coda waves robustly. This not only improves the displacement frequency dispersion but also the spatial resolution of the displacement even when the experiment is conducted below or above the nominal frequency of the P-wave transducer.
