In light of the dissemination of renewable energy connected to the power grid, it has become necessary to consider the uncertainty in the generation of renewable energy as a unit commitment (UC) problem. A methodology for solving the UC problem is presented by considering various uncertainties, which are assumed to have a normal distribution, by using a Monte Carlo simulation. Based on the constructed scenarios for load, wind, solar, and generator outages, a combination of scenarios is found that meets the reserve requirement to secure the power balance of the power grid. In those scenarios, the uncertainty integration method (UIM) identifies the best combination by minimizing the additional reserve requirements caused by the uncertainty of power sources. An integration process for uncertainties is formulated for stochastic unit commitment (SUC) problems and optimized by the improved genetic algorithm (IGA). The IGA is composed of five procedures and finds the optimal combination of unit status at the scheduled time, based on the determined source data. According to the number of unit systems, the IGA demonstrates better performance than the other optimization methods by applying reserve repairing and an approximation process. To account for the result of the proposed method, various UC strategies are tested with a modified 24-h UC test system and compared.
Introduction
Global environmental problems are becoming a major issue in the power industry. Recently, renewable energies such as wind and solar have become preferable, because they are economical and relatively less adverse to the environment [1] . However, these renewable sources possess intermittent characteristics, which may lead to significant unexpected loads and operational problems in power grid. Power system operations are designed to address a limited amount of uncertainty in the system, which does not consider changes due to the use of renewable energy at an unprecedented scale. When renewable energy is associated with power system operation, their characteristic problems appear larger [2] . To solve the intermittency problem, an accurate prediction of renewable sources that considers volatility is needed [3] . Therefore, it is necessary to develop a framework not only to consider the uncertainties of renewable energies, but also to improve the potential risks of the power grid.
The unit commitment (UC) problem is an optimization procedure that deducts the best combinations of units in on and off status, which is important for power system operational planning. Generally, the UC problem constitutes a process of calculating system operating cost by optimizing the schedule of the generating units such that the load of time-varying is secured by taking account of
Uncertainty Integration Method

Uncertainty Modeling
In the UC problem, the forecasting of uncertainty is a key factor, because it is needed to protect the power system from a sudden load increase. It also has an effect on calculations of the operating cost and planning for the reserve requirement. Thus, to guarantee the economical operation and reliability of the power grid, it is necessary to accurately predict uncertainty. Uncertainty in load forecasting could be reasonably illustrated by a normal distribution that can be estimated from past experience and future considerations. The uncertainty of load forecasting is expressed as a probability distribution where the predicted peak load is expressed with a distribution mean and standard deviation. The probability distribution can be divided into a discrete number of class intervals. The area of each class interval represents the probability of the load, which is equal to the class interval mid-value. The mean absolute percentage error is used as a basis for calculating the range of forecasting errors, and the range is set from 2% to 4% for day-ahead load forecasting [22] .
Generally, renewable energy is a fluctuating and uncontrollable power source. For this reason, forecasting errors should be accurately measured when solving the UC problem. The active power of wind is expressed as a function of the wind speed constant rated power between the rated wind speed and the cutout wind speed. It is described in Equations (1) 
The active power of solar energy is expressed by the power density, ambient temperature at the solar plant, and solar irradiation. It is represented in Equation (4) .
To obtain accurate predictions, the normal distribution is used as the joint probability density function of short-term solar power and wind power output [23] . At each time interval, the expected value of output from the renewable sources is selected as the mean value. The standard deviation is then determined by a specific percentage of the mean value, and it depends on the level of forecasting error. Based on this value, a large number of random computational scenarios are generated by Monte Carlo simulation. Uncertainties distribution is shown in Figure 1 .
In this study, generator outages are also considered to have a discrete probability distribution and are shown in a probability table of a capacity outage [24] . The table provides the probability of occurrence in each capacity of generator outage. To make the UIM simpler and ensure compatibility by using the concept of net load, a similar generator can be applied to express the generator outage's uncertainty. If the generator has sudden outages, a scenario is created with the same demand growth, and demand increases will happen during the period in which the generator is assumed to have an outage. In our work, the outage rate of the expected forced generator is 2%. Duration and the outage rate can be conformed according to the historical outage statistics for different generators. 
Scenario Integration Technique
The process of scenario generation is to choose measurements and predict inputs, parameters, and disturbances to acquire the best solution. This process is used to resolve problems related to uncertainty constraints with a normal distribution, and a probability distribution based on Monte Carlo simulation. The value of uncertainty prediction for each of the wind, solar, load, and generator outages is calculated through scenario generation. These uncertainties are integrated through the scenario integration technique, which is the process of computing values by calculating the association between uncertainties that occur as a result of considering various sources in the power grid. The values of load, wind power, and solar power, including the predictions for each uncertainty, are selected to determine the best scenario to meet the reserve needs. The process of uncertainty integration is as follows.
Forecasting errors of the load, solar power, and wind power are represented in Equations (5)-(7).
( )
The prediction error of the energy sources meets the constraints using a spinning reserve of the thermal unit. The reserve requirement considering the forecasting error constraint of the energy source is expressed by Equations (8) and (9) . , , 
To compensate for unpredicted fluctuation in energy sources, an additional reserve requirement is estimated to be a percentage of the load in the power grid. Accordingly, the additional reserve requirements are reformulated as Equations (10)- (12) . 
Forecasting errors of the load, solar power, and wind power are represented in Equations (5)- (7) .
The prediction error of the energy sources meets the constraints using a spinning reserve of the thermal unit. The reserve requirement considering the forecasting error constraint of the energy source is expressed by Equations (8) and (9) .
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To compensate for unpredicted fluctuation in energy sources, an additional reserve requirement is estimated to be a percentage of the load in the power grid. Accordingly, the additional reserve requirements are reformulated as Equations (10)- (12) .
The net load concept simplified the formulation of the UC problem. Due to the intermittency of the energy sources, it is necessary to predetermine a schedule that meets the net load. Based on the predicted values, hourly random loads, solar power, and wind power are considered in each scenario. The probability of the scenario determines the value of each parameter, and the realization of future random processes is represented by each of these scenarios. Figure 2 shows the structure of UIM. A separate module or sub-module is represented by each function. The initial input data is calculated with the forecasted value for each hour for day-ahead scheduling. Using Monte Carlo simulation, a scenario is generated that considers forecasting error information. The output of the load, wind, and solar scenarios is used with the prediction error to calculate reserve scenarios. An additional reserve is calculated from the generator outages of a thermal generator. Uncertainties of the input energy sources are integrated through the net load concept, and a 24-h net load scenario is created. 
Netload load solar wind = --
Proposed Stochastic Unit Commitment Formulation
Generally, the current UC problems have been formulated with many additional operation constraints, namely emissions, transmission, and other services [25, 26] . However, in this paper, we focused on the effects of uncertainties constraints, which do not consider emission, transmission constraints, and other services in this SUC model.
Objective Function
The objective function involves status of unit and power outputs for distributed power generators at each time in respective scenario. The purpose of the function is to minimize the operating cost. The objective function is described as Equation (13): 
Proposed Stochastic Unit Commitment Formulation
Generally, the current UC problems have been formulated with many additional operation constraints, namely emissions, transmission, and other services [25, 26] . However, in this paper, we focused on the effects of uncertainties constraints, which do not consider emission, transmission constraints, and other services in this SUC model. 
Objective Function
The objective function involves status of unit and power outputs for distributed power generators at each time in respective scenario. The purpose of the function is to minimize the operating cost. The objective function is described as Equation (13):
This function consists of three parts: start-up cost, shut-down cost, and the fuel cost of all of the thermal generators. The fuel cost of a thermal generator is generally represented by a quadratic function. Here, the operating costs of wind turbines and solar turbines are generally excluded when computing total operating costs.
The start-up cost and shut-down cost of the thermal unit is calculated by the following linear function.
System Constraints
The load for every combination to satisfy the constraints of the power balance should equal the total generated power over each time interval in each scenario. Power balance constraints are described as Equation (16) .
In the power system, some amount of reserve is needed to complement unbalance between the load and the power output. It is shown in Equations (17)- (20) .
An amount of spinning reserve should be prepared so that even if one unit is lost, the system frequency will not drop too much. The up-spinning reserve complements a sudden increase in load by ramping up the capacity of the unit when the load is suddenly increased.
Thermal Unit Constraints
The minimum and maximum power output limits must be satisfied in each thermal unit. It is represented by following formulation:
The minimum time limits of each unit's on and off g are expressed as:
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The power output of the thermal unit cannot be altered by more than a certain amount for time t of the optimization period. This is because sudden fluctuations in the power output of the generator can cause damage to the turbine. For each generator, the constraints of the operating ramp rate are formulated in Equations (24)and (25) .
Constraints of the shut-down costs and start-up costs are represented in Equation (26):
IGA-Based SUC Problem Solution
Improved Genetic Algorithm
The SUC problem is a generally non-linear optimization problem under various constraints. However, in order to obtain a UC solution, a proposed SUC model is linearized and approximated in the formulation and optimization procedure. The problem is constructed by considering generation scheduling and inequality constraints on unit on/off states. The results of the optimal UC schedule should be economical and reliable. The results obtained in the deterministic UC may not be accurate due to the uncertainty of energy sources, whereas the stochastic model allows for a more accurate estimation of the variability of energy sources, which are considered with respect to each other through the UIM. To solve this problem, we propose an IGA-based solution that is a development of the conventional GA [10] . A GA is better suited to solving UC problems using binary representations than other methods for parameter optimization. However, conventional GAs only work efficiently in the optimization of objective functions without constraints. The binding constraints disturb the efficiency of the search process in a GA. Moreover, the existing GA has a problem in that the computational time is very long when the system size is large, as well as when it operates in a wide search space including infeasible solutions. On the other hand, the IGA offers some advantages compared with the standard GA. First, it does not work in a broad search space with infeasible solutions, but it does work with a feasible solution to reduce the search area. The IGA also consumes less computation, and thus, the best solution can be determined through the violation of constraints using a repair and approximation procedure. To provide a feasible solution to the problem, the constraints are formulated as penalty objective functions.
Therefore, in the IGA, this is accomplished through crossover, swap mutation, repair operators, approximation operators, and selection. The IGA offers economic efficiency and stability compared with the standard GA. The algorithm is implemented as shown below.
(1) Crossover: During the evolution process, as shown in Figure 3 , a crossover operation is performed to find new patterns of genetic strings. Crossover probability is fixed at 0.7 [27] . 
IGA-Based SUC Problem Solution
Improved Genetic Algorithm
(1) Crossover: During the evolution process, as shown in Figure 3 , a crossover operation is performed to find new patterns of genetic strings. Crossover probability is fixed at 0.7 [27] . (2) Swap mutation: Figure 4 shows the swap mutation process, which is sorted in descending order in accordance with the operating cost of each generator. The probability of initial mutation is 0.2. Operating cost is obtained by considering the heat rate of the fuel cost at a full load time. If the average operating cost of the i-th unit is lower than that of the j-th unit, and the units are "ON" and "OFF", respectively, the states of the i-th and j-th units are switched with each other. This procedure is performed for each scheduled time, which helps to lower the operating cost. The swap mutation process is shown in Figure 4 . (2) Swap mutation: Figure 4 shows the swap mutation process, which is sorted in descending order in accordance with the operating cost of each generator. The probability of initial mutation is If the average operating cost of the i-th unit is lower than that of the j-th unit, and the units are "ON" and "OFF", respectively, the states of the i-th and j-th units are switched with each other. This procedure is performed for each scheduled time, which helps to lower the operating cost. The swap mutation process is shown in Figure 4 . Figure 5 summarizes the proposed solution process for SUC problems. The procedure is implemented sequentially. Initial input data is calculated based on available system information and predictions. A scenario is generated by using Monte Carlo simulation, and the SUC problem is then formulated. After generating energy sources that take uncertainty into account, additional reserve requirements are calculated from Equations (10) and (11) . In this process, we find the combination of scenarios for energy sources generated through UIM that best complement each other's uncertainties. Here, the power system balance will be checked, including the reserve requirement. If the balance is not satisfied, the system goes back to the initial state, and restarts the first process again. The net load scenario is calculated by considering Equation (12) . In this process, we find that several random scenarios obtain a better combination, and then the UC problem is optimized through IGA. This procedure makes repetition continuously to gain the best solution. Figure 5 summarizes the proposed solution process for SUC problems. The procedure is implemented sequentially. Initial input data is calculated based on available system information and predictions. A scenario is generated by using Monte Carlo simulation, and the SUC problem is then formulated. After generating energy sources that take uncertainty into account, additional reserve requirements are calculated from Equations (10) and (11) . In this process, we find the combination of scenarios for energy sources generated through UIM that best complement each other's uncertainties. Here, the power system balance will be checked, including the reserve requirement. If the balance is not satisfied, the system goes back to the initial state, and restarts the first process again. The net load scenario is calculated by considering Equation (12) . In this process, we find that several random scenarios obtain a better combination, and then the UC problem is optimized through IGA. This procedure makes repetition continuously to gain the best solution.
4.2.Solution Procedure of Unit Commitment
Solution Procedure of Unit Commitment
Energies 2018, 11, 1387 9 of 18 scenarios for energy sources generated through UIM that best complement each other's uncertainties. Here, the power system balance will be checked, including the reserve requirement. If the balance is not satisfied, the system goes back to the initial state, and restarts the first process again. The net load scenario is calculated by considering Equation (12) . In this process, we find that several random scenarios obtain a better combination, and then the UC problem is optimized through IGA. This procedure makes repetition continuously to gain the best solution. 
Simulation Results
Performance Comparison of Optimization Algorithm
To show the performance of IGA, IGA was compared with other optimization algorithms in the deterministic cases [28] [29] [30] [31] [32] [33] [34] [35] . Power systems of 10, 20, 40, 60, 80, and 100 units with a planning horizon of 24 h are simulated in each test case. The base case is a 10-unit power system. The parameter and load demands of the base case during a 24-h cycle can be found in ref. [36] . Each power system is obtained by using the 10-unit base case, while the demands are altered in part of the size of the system. In our study, the spinning reserve is supposed to be 10% of the load demand. IGA is executed with 30 runs on each test case. For other parameters used in the IGA, the iteration number is 200. IGA is also implemented in MATLAB and simulated on a laptop computer with an Intel quad-core 3.20 GHz processor, 8 GB of memory, and a 64-bit Windows 7 operating system. Table 1 represents a comparison of the operating costs of the schedules obtained by each algorithm. IGA presents the lowest operating cost over most power system sizes, except for the 10-unit test system, whereas LR (Lagrangian Relaxation) and ES-PSO (Expert System-Particle Swarm Optimization) offer the lowest operating cost in a 10-unit test system. In general, because the differences between the best and worst of each case could represent the algorithms' robustness, large differences between cases means that the result of the algorithm's optimization has high volatility, and it cannot guarantee a stable result. Comparing each test case, IGA provides better performance, because the difference between best and worst is smaller than with other algorithms. The operating costs of the UC calculated by IGA are smaller than those from PSO (Particle Swarm Optimization), IBPSO (Improved Binary Particle Swarm Optimization), QBPSO (Quantum-inspired binary Particle Swarm Optimization), and ES-PSO, especially for test cases of a large number of units. The results demonstrate that the reserve repairing and approximation process that commit/decommit units for a successive period of hours can improve the efficiency and lower the operating cost. The computational time is a critical factor in proving the efficiency of the algorithm. However, because the computational time of an optimization algorithm is measured on different performance computers, it is necessary to standardize the time over the computational time measurements. Here, to show the efficiency of the algorithm, time is converted to values over a common base CPU (central processing unit) frequency of 1.5 GHz [29] . The computational time of the IGA is the average value of the 30 runs. The scaled time is computed as: Table 2 shows the analysis of the algorithms in terms of performance. QBPSO requires the longest scaled computational time on most of the test systems, except for the 10-unit test system, because it requires a long time to iteratively linearize the objective function. Figure 6 illustrates the computational time of the IGA for each system size. The IGA has a fast computational time, and it possesses the desirable characteristic of a computational time that grows linearly with the system size. Unit decommitment and the reserve repairing need more execution time as the system size grows, whereas the computational framework of the IGA is less affected. Since the beginning search area of the IGA is an adjacent area, and the UC scheduling is highly likely to produce possible near-optimal schedules, the search convergence is significantly expedited for each unit size. computational time of the IGA for each system size. The IGA has a fast computational time, and it possesses the desirable characteristic of a computational time that grows linearly with the system size. Unit decommitment and the reserve repairing need more execution time as the system size grows, whereas the computational framework of the IGA is less affected. Since the beginning search area of the IGA is an adjacent area, and the UC scheduling is highly likely to produce possible near-optimal schedules, the search convergence is significantly expedited for each unit size. 
Result of UC Problem
A modified 24-h UC test system was used to schedule the UC problem [37] . In this system, we run the computational experiments at different forecast levels to compare the performance of each case. The capacity of solar and wind energy are supposed to be 100 MW and 200 MW, respectively. Thus, the total capacity of renewable sources is 300 MW, which is 20% of the peak load. Table 3 shows four stochastic and five deterministic cases of UC strategies. The spinning reserve requirement of all of the deterministic cases is set to 10% of the load demand in the day-ahead UC scheduling. On the other hand, stochastic cases examine each reserve strategies with a prediction for renewable sources. Additional reserve requirements are set to recompense for the uncertainties that may not be covered by the basic spinning reserve. The summation for forecasting values of solar and wind power are also applied for setting different reserve strategies in the four stochastic cases. For each simulation case, 100 scenarios have been generated for each uncertainty of energy sources, such as wind, solar, load, and generator outage uncertainties. Additional reserve (Load forecast (15%))
Stc3
Additional reserve (Point forecast (50%))
Stc4
Additional reserve (Point forecast − quantile forecast (10%)) Table 4 lists the scheduled operating cost in the day-ahead UC decision for each test case. For deterministic cases, one scenario is simulated with renewable energy, and the result is a single value of operating cost. When comparing four deterministic cases, the highest operating cost corresponds to the no-forecast case of Det1, because the cost of renewable generation is regarded as zero in this case. Certainly, the larger proportion of renewable generation penetration will lead to a smaller generation cost, and vice versa. The penetration of renewable sources is moderate in Det2, so operating cost also stays at moderate levels. Det4 obtains the second-highest operating cost because it uses a conservative 20% quantile forecast of renewable sources, while Det5 has the lowest cost of all of the deterministic cases due to the positive forecast. Therefore, the order of operating costs from the lowest to the highest is Det5 < Det2 < Det3 < Det4 < Det1. In the stochastic cases, 100 scenarios are considered for the UIM for load and renewable source, and the cost is an expected value. As shown in Table 4 , the result of the overall operating cost with the UIM is lower than that without the UIM in all of the cases. On the other hand, the reserve requirement with the UIM is higher than that without the UIM. The UIM complements the uncertainties with each other, thus reducing the total operating cost and reserve requirements. The order of the SUC cost and reserve requirement is the same with or without UIM. Therefore, operating costs from the lowest to the highest are Stc1 < Stc3 < Stc4 < Stc2.
Comparing the results of the deterministic and stochastic cases, it can be seen that there is a large difference in the operating cost between each case in the deterministic strategy. On the contrary in the stochastic cases, there is a relatively small difference in the operating cost. Since the probability of each deterministic case implies that it is more likely to differ from the real value than the stochastic cases, in the end, the stochastic strategy provides a better solution when making decisions to solve UC problems. Figure 7 shows the results for the reserve requirement with the UIM. All of the UC strategies satisfied the reserve requirement for each hour. Depending on the uncertainty forecast, the total reserve requirement for each stochastic case may vary. It should be noted that according to the results of SUC scheduling and forecast, the reserve requirement to be secured varies during each hour. Stc1 is the standard case, and its level of the spinning reserve requirement and operating cost are the lowest of all the stochastic cases, whereas Stc2 required the highest reserve level and led to the highest cost. Figure 7 shows the results for the reserve requirement with the UIM. All of the UC strategies satisfied the reserve requirement for each hour. Depending on the uncertainty forecast, the total reserve requirement for each stochastic case may vary. It should be noted that according to the results of SUC scheduling and forecast, the reserve requirement to be secured varies during each hour. Stc1 is the standard case, and its level of the spinning reserve requirement and operating cost are the lowest of all the stochastic cases, whereas Stc2 required the highest reserve level and led to the highest cost. Figure 8 shows the number of turned-on units with the UIM. The on and off operation of each unit is closely related to the amount of reserve requirement. Stc1 has the fewest units turned on for most hour intervals. This is because Stc1 has a lesser reserve requirement than other cases. Conversely, Stc2 has the most units turned on for most hour intervals, because Stc2 has a higher reserve requirement (15% of load forecast) than the other stochastic cases. Additionally, the unit behavior of the best SUC solution for each case is shown in Appendix A. Figure 8 shows the number of turned-on units with the UIM. The on and off operation of each unit is closely related to the amount of reserve requirement. Stc1 has the fewest units turned on for most hour intervals. This is because Stc1 has a lesser reserve requirement than other cases. Conversely, Stc2 has the most units turned on for most hour intervals, because Stc2 has a higher reserve requirement (15% of load forecast) than the other stochastic cases. Additionally, the unit behavior of the best SUC solution for each case is shown in Appendix A. 
Conclusions
In this paper, an IGA-based UC solution was proposed with the UIM considering renewable energy. Uncertainties of energy sources were supposed to have a normal distribution in a Monte Carlo simulation. To deal with uncertainties of various sources in the UC problem, the UIM was proposed by using a combination of scenarios that were selected considering the correlation of energy sources. The SUC problem was formulated with a simplified objective function by using the net load concept. To acquire better optimization results for the SUC problem, the IGA was applied, including an approximation process. To demonstrate the effectiveness of the IGA, computational time and operating costs were compared with other optimization methods for deterministic cases. The IGA showed better performance compared with other optimization methods. The UIM is the process of finding the best combination, considering the correlation of uncertainties based on the generated scenarios of load, wind, and solar power. It can also be seen that renewable energy source penetration can help relieve strict reserve requirements. Therefore, the system operator can obtain a suitable solution to determine unit scheduling with fast computational time through the proposed IGA-based SUC procedure. Further research work will focus on how to formulate more efficient SUC problems, including various operational constraints such as emission, transmission, and other services. 
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