& How do visual luminance, shape, motion, and depth bind together in the brain to represent the coherent percept of a 3-D object within hundreds of milliseconds (msec)? We provide evidence from simultaneous magnetoencephalographic (MEG) and electroencephalographic (EEG) data that perception of 3-D objects defined by luminance or motion elicits sequential activity in human visual cortices within 500 msec. Following activation of the primary visual cortex around 100 msec, 3-D objects elicited sequential activity with only little overlap (dynamic 3-D shapes: MT-LO-Temp; stationary 3-D shapes: LO-Temp). A delay of 80 msec, both in MEG/EEG responses and in reaction times (RTs), was found when additional motion information was processed. We also found significant positive correlations between RT, and MEG and EEG responses in the right temporal location. After about 400 msec, long-lasting activity was observed in the parietal cortex and concurrently in previously activated regions. Novel time-frequency analyses indicate that the activity in the lateral occipital (LO) complex is associated with an increase of induced power in the gamma band, a hallmark of binding. The close correspondence of an induced gamma response with concurrent sources located in the LO in both experimental conditions at different points in time ($200 msec for luminance and $300 msec for dynamic cues) strongly suggests that the LO is the key region for the assembly of object features. The assembly is fed forward to achieve coherent perception of a 3-D object within 500 msec. &
INTRODUCTION
Our visual system identifies objects by using various cues, such as contours of objects in a painting, or movement patterns like the shape of a running animal against its surrounding background. An important ability of the brain is reconstruction of the third dimension from the 2-D retinal images received by the eyes. A particularly salient cue for the extraction of 3-D information is visual motion (Todd & Bressan, 1990; Ullman, 1979; Wallach, O'Connell, & Neisser, 1953) . Numerous studies have shown that brain damage in one or more cortical areas of the visual processing network results in malfunction in perception of objects. For instance, a patient with abnormal development of the ventral cortex following long-term visual deprivation has trouble recognizing stationary 3-D objects (e.g., Necker's cube), but has no problem with identifying objects combined with visual motion cues, that is, shape-from-motion stimuli (Fine et al., 2003) . For this static-object-blind case, binding dynamic information aids recognition of visual objects. In contrast, another patient, who has no difficulty in recognizing stationary objects, could not recognize complex objects or forms generated by motion alone. With lesions in the ventral extrastriate cortex, this patient could see simple 2-D motion (which does not require combining of depth and motion information), but was blind to coherent dynamic 3-D objects (Cowey & Vaina, 2000) . Recent brain imaging work in monkeys (Sereno, Trinath, Augath, & Logothetis, 2002; Vanduffel et al., 2002) and humans (Orban, Van Essen, & Vanduffel, 2004) has shown that a network of visual areas in the human brain participates in the perception of a 3-D object defined by motion Murray, Olshausen, & Woods, 2003; Paradiso, 2000; Orban, Sunaert, Todd, Van Hecke, & Marchal, 1999) .
To understand how specific brain areas bind depth, motion, or luminance contours together to represent a coherent percept of a 3-D object within 500 msec, it is difficult to use hemodynamic techniques, such as positron emission tomography or functional magnetic resonance imaging, because of their low temporal resolution. Electrophysiological methods, such as event-related potentials (ERPs) and event-related magnetic fields (ERMFs), offer high temporal resolution and are ideally suited to investigate these processes. The present experiment investigated temporal dynamics of cortical activation within the network of occipital, parietal, and temporal areas during the perception of 3-D shapes defined by luminance contours or by motion cues (Figure 1 ). The combination of source analyses of evoked activity and time-frequency analyses of oscillatory activity afford an opportunity to gain new understanding of the neural processes underlying perception of 3-D objects from motion. Our first goal was to identify the activation sequence of the different regions on the basis of the magnetoencephalographic (MEG) and electroencephalographic (EEG) temporal evolution and spatial source analysis. Next, we examined where binding of different visual attributes to a coherent percept of a shape occurs in the network, in conjunction with complementary time-frequency analyses in the gamma band ($40 Hz).
METHODS Visual Displays and Task
The 3-D shapes were outlined either by luminance contour or by coherent 3-D rotation of dots on a background of randomly moving dots (Figure 1 ). For each trial, visual patterns depicted by 200 luminance dots were presented. Each apparent rotation sequence contained 10 picture frames. The display of the 10 frames in a rotation sequence was locked to the vertical sync signal of the computer monitor, and all frame durations were multiples of the monitor's refresh rate (60 Hz, corresponding to 16.7-msec intervals). Each frame was presented for 50 msec. The nearer half of the dots in each display had higher luminance than the other dots, which created a depth cue by near-far luminance difference (Jiang, Pantle, & Mark, 1998; Dosher, Sperling, & Wurst, 1986) . Randomly moving dots without coherent patterns were always present in the background displays for each trial. Each rotation sequence lasted for 500 msec on the computer screen over 10 successive frames, with 58 of rotation between each frame. The dots depicting each shape-from-motion stimulus were randomly picked and displayed on the surface of the imaginary spherical or cylindrical volume. While maintaining fixation at the center of the screen, the subjects responded by pressing buttons in their left or right hands to indicate perceptual judgments of shape (sphere or cylinder, regardless whether the 3-D shape was stationary or dynamic). Each 3-D shape subtends a visual angle of about 48.
Data Acquisition
ERPs and ERMFs were recorded simultaneously using a BTI Magnes 2500 WH (4D Neuroimaging, San Diego, CA, USA) whole-head system with 148 magnetometer channels and 32 electroencephalographic (EEG) channels (NeuroScan). Eye movements were continuously monitored by recording the electroculogram (EOG). The recording bandpass was DC-50 Hz with a sampling rate of 254 Hz for both types of measurement. For the MEG, an on-line noise reduction system removed a weighted sum of environmentally induced magnetic noise (first-order spatial gradients of the field) recorded by eight remote reference sensors (3 magnetometers and 5 gradiometers). Artifact rejection was performed off-line by removing epochs with eye movements, blinks, and peak-to-peak amplitudes exceeding a threshold of 3.0 Â 10 À12 T. This concerned around 20% of the recorded trials. Individual head shapes and the sensor-frame coordinate system were coregistered by digitizing (Polhemus 3Space Fastrak) individual landmarks (nasion, left and right preauricular points), whose locations in relation to sensor positions were derived based on signals provided by five head coils with a fixed spatial relation to the landmarks. These landmarks, in turn, served to enable coregistration to individual anatomical magnetic resonance scans that were recorded to constrain realistic source modeling.
Data Analysis
Following artifact rejection, separate averages for the static and dynamic shapes were computed. For each subject and condition, a minimum of 200 trials was included in the individual averages. In this way, two different ERP and ERMF averages were obtained (3-D static and dynamic shapes). The magnetic field distribution as measured by the MEG is oriented perpendicularly with respect to the electric field distribution (voltage gradient) measured by the EEG. Consequently, the ERP and ERMF produced by a given dipolar source will have different (nearly orthogonal) surface topographies. The surface topographies of ERP and ERMF were fit concurrently to obtain maximal localization power (Schoenfeld et al., , 2007 Fuchs et al., 1998) . This fitting procedure requires that the conductivities of the volume conductor model are matched for the EEG and MEG recordings. A conductivity factor was therefore determined to scale the EEG data with respect to the MEG data on the basis of a tangential dipole evoked by tactile stimulation of the index finger by an air puff at 30 to 40 msec latency (Fuchs et al., 1998) . Reliably across these subjects, the conductivity factor could be approximated to 0.8 and this value was used for all subjects. The single-subject data were analyzed using distributed source models. These models were computed based on the minimum L2-norm method, constrained on the cortical surface using individual realistic head models (boundary element method) derived from the individual magnetic resonance imaging, as implemented into the multimodal neuroimaging software Curry 4.0 (4D Neuroimaging). In order to find a realistic model to be used for the source analysis of the grand average, the dimensions of each individual brain along all three axes were compared with the mean dimensions. The brain of the subject that was closest to the mean in the three dimensions was considered to be the most canonical and was used as a boundary element method to model the grand-average fields (Schoenfeld et al., , 2007 .
Statistics and Timing Analyses
Behavioral measures were submitted to repeated measures analysis of variance (ANOVA). ERP and MEG waveforms over selected channels or groups of sensors were divided from 50 to 500 msec into nine consecutive epochs of 50 msec and each tested for deviation from the baseline with a criterion of p < .05 (Guthrie & Buchwald, 1991) , corrected for multiple comparisons in the relevant time ranges in which source analyses were performed. Timing analyses for EEG data were performed on single electrodes, whereas the analyses for MEG data were carried out on spatial averages of three sensors at temporal left (TL), occipital left (OL), temporal right (TR), and occipital right (OR) locations (see Figure 3) .
The timing analyses were performed to substantiate the delay between the onsets of the ERP/MEG waves of the static versus dynamic conditions. To accomplish this, the prestimulus baseline of the response to the 3-D dynamic shape condition was divided into 10 epochs of 8 msec duration each, and the mean amplitude of each of these epochs was measured (with reference to the mean amplitude of the entire prestimulus period). This yielded 10 values that served as a ''baseline reference set'' (BaselineRS). Deviations in the response from this BaselineRS were looked for in the poststimulus period by determining a consecutive series of ''data reference sets'' (DataRS), and comparing each of these sets of values with the BaselineRS of values using t tests. This was performed as follows. In the poststimulus period, beginning at time 100 msec (time range prior to the visually inspected onset of the main effect), 10 consecutive epochs of 8-msec duration each were defined, and the mean amplitude in each 8-msec epoch was measured (again, with reference to the mean amplitude value of the entire prestimulus period) to yield one poststimulus DataRS of 10 values. The first DataRS was compared to the BaselineRS using a t test, and was considered significant if p < .05. Then, this time window was ''slid'' to the right by 8 msec, creating the next DataRS (comprising 10 values altogether-the last nine from the prior DataRS, plus one new value). This new DataRS was also compared to the BaselineRS using a t test. This procedure was continued until a series of seven consecutive DataRS were significantly different from the prestimulus BaselineRS. The first time point of the first epoch of these seven DataRS that were significantly different from the DataRS was considered the onset latency of the response in the 3-D dynamic shape condition.
The second step was to determine the ''difference'' in onset latency between the static and dynamic 3-D responses for each subject. To do this, the rising phase of the response for the 3-D dynamic shape condition (consisting of 80 msec of the waveform following the onset latency of the wave as determined above) was ''shifted backward in time,'' time point by time point, and correlated with the corresponding time points for the static shape condition until the best correlation was found. This was sensible because the late wave shapes of the static and dynamic responses looked very similar but appeared to differ in onset latency. The amount of shift that gave the highest correlation between these waveform segments from the two conditions was interpreted as being the best estimate of the delay between the late waves of the two conditions. The difference value obtained using this method was highly consistent with the observed latency onset difference in the waveforms when inspected visually. Repeated measures ANOVAs with the factor condition (static vs. dynamic 3-D shapes) were then performed on the onsets of the late waves to substantiate the delays for each location. In an earlier study, this procedure was found to be better suited to detect timing difference between slow waves in the presence of noise than by measuring peak latencies . Finally, a correlation between the individual delays in the late waves at the temporal right locations (TR) and the reaction times was obtained by calculating the Spearman correlation coefficient (r s ) and the corresponding two-tailed significance levels.
Single-trial Frequency Analyses
Amplitude and phase alignment of designated frequencies were assessed separately for the static and dynamic shape conditions. A continuous wavelet transformation was applied to single trials of MEG from each sensor, using standard Morlet wavelets with stretch factor ''stretch = 1'' . Taking the frequency resolution of our ''standard'' Morlet wavelet into account, six logarithmically distributed wavelets optimally covered our frequency range of interest from 25.6 to 45.0 Hz. Each of these six wavelets was convolved with the MEG signal from each trial. During transformation, a normalization factor ensured that a signal with a maximum amplitude of one resulted in a transform with maximum amplitude of one. The modulus of the resulting time-frequency coefficient matrix denotes absolute amplitude, whereas the inverse tangent of its imaginary-to-real part ratio denotes phase. Amplitude and phase were averaged separately across trials for each time point. Phase alignment for each time point was measured according to the ''phase-locking factor'' (Tallon-Baudry, Bertrand, Delpuech, & Pernier, 1996) as the length of the unit phase vector across trials divided by the number of trials. A value of 1 would correspond to perfect phase alignment across trials and a value of 0 to random phase variation across trials. To detect significant changes in amplitude or phase alignment, statistical comparisons were performed across subjects using t tests between a subset of data points from the baseline where no stimulus was presented and consecutive 20-msec intervals from 0 to 500 msec after stimulus presentation.
RESULTS

Behavioral Measures
In this experiment, the observer's task was to discriminate the shape regardless whether the objects were stationary or dynamic. The temporal processing obtained from MEG/ERP data were also compared to the reaction times of shape discrimination. We found that the perceivers were equally accurate (94.1% and 94.7% hit rate) when judging the 3-D shapes depicted by luminous contours (static shapes) and the transparent dynamic 3-D shapes-from-motion among fields of randomly moving dots ( p > .05). However, the mean reaction time to recognize a static 3-D object was 590 msec, faster than recognition of the dynamic shapes, which took, on average, 670 msec. A repeated measures ANOVA showed that the mean difference of 80 msec was highly significant ( p < .001, Figure 4 ).
Electrophysiological Measures of Early Visual Processing (60-120 msec)
First, we investigated the possibility whether static and dynamic stimuli were processed differently at the earliest visual processing stages (reflected in the time range 60-120 msec in electrophysiological recordings). Importantly, we found no significant differences in amplitude or timing between the responses elicited by static and dynamic stimuli for ERP ( p > .05) or for ERMF ( p > .05).
Late Latency Timing Analyses (120-550 msec)
At longer latencies, both static and dynamic 3-D objects elicited a slow component with maximal amplitudes over occipital and occipito-temporal channels/sensors. We observed a significant time delay between the onset of this component when elicited by dynamic 3-D shapes (blue lines of Figures 2-4 ) compared to static 3-D shapes (red lines in Figures 2, 3, 4) ( p < .001) that was maximal over right temporal magnetic sensors and electrode sites. The mean delays were 74.2 msec in the EEG and 81.8 msec in the MEG, which are strikingly close to the mean reaction time delay of 80 msec (see Figure 4 ). Significant positive correlations were found between the individual reaction time delays at the temporal right location (TR) and both the EEG (r s = .74, p = .02) and the MEG (r s = .71, p = .03) late wave delays.
Source Analyses and Sequence of Cortical Activation
To establish a dynamic profile of the changes in brain activation during the course of perception of 3-D object shapes, source analyses were performed on singlesubject data and, for illustrative purposes, also on the grand-averaged data in the time range of 50-550 msec ( Figures 5A and 6A) . Estimates of activity elicited by static 3-D shapes were observed from 70 msec to 120 msec in the early visual cortex. The activity then migrated to bilateral lateral occipital regions from 165 to 240 msec, and then to bilateral ventral temporal regions from 220 to 260 msec. In this latter region, the estimates of Figure 2 . Grand-averaged ERP waveforms elicited by 3-D static (red waveforms) and dynamic shape (blue waveforms) stimuli. Both types of stimuli elicited a negative slow wave that reached maximal amplitude over occipital sensors. Note that there were no substantial differences between the waveforms within the first 100 msec poststimulus, but the later slow wave elicited by the dynamic stimuli was delayed in time compared to the one elicited by the static stimuli. This delay was maximal for occipito-temporal electrodes located over the right hemisphere. Figure 3 . Grand-averaged ERMF waveforms elicited by 3-D static (red waveforms) and dynamic shape (blue waveforms) stimuli. A delay that was maximal over right occipito-temporal sensors could also be observed in the ERMF waveforms, the responses to dynamic shapes being delayed compared to those to static shapes. Note that the delay pattern was very similar in the magnetic and electric potential waveforms. activity were stronger in the right hemisphere. From 280 to 410 msec, estimates of activity could be observed in the parietal cortex, in the vicinity of the intraparietal sulcus (IPS). This pattern of activity was paralleled by activity from 295 to 415 msec in early visual regions.
For dynamic 3-D shapes, estimates of activity were similarly first observed in the early visual cortex in the time range of 70-125 msec. At 195-280 msec, middle occipital regions were activated bilaterally (see Figure 6A ). In the time range of 260-310 msec, estimates of activity were then observed in the bilateral parietal cortex around the IPS. From 285 to 355 msec, estimates of activity were located in lateral occipital areas bilaterally followed from 335 to 410 msec by activity located in bilateral ventral temporal regions mainly of the right hemisphere. From 390 to 505 msec, estimates of activity were observed in the bilateral parietal cortex. These estimates of activity were paralleled in the time ranges of 480-515 msec and 490-520 msec by activity in early visual cortical regions and in lateral and middle occipital regions, respectively.
Functional Anatomy
Unlike hemodynamic methods in which localizers can be employed to identify functional relevant regions such as the human MT (hMT) or the lateral occipital complex (LO), it is far more difficult to precisely localize these regions on the basis of electrophysiological data. However, in addition to the literature (Welchman, Deubelius, Conrad, Bulthoff, & Kourtzi, 2005; Kourtzi, Erb, Grodd, & Bulthoff, 2003; Orban et al., 2003; Grill-Spector, Kushnir, Edelman, Itzchak, & Malach, 1998; Malach et al., 1995; Tootell et al., 1995; Zeki et al., 1991) , our own functional magnetic resonance imaging (data not shown) and previous MEG data indicated that the two types of stimuli used here typically elicit activity in distinct key regions of the visual system. Static stimuli activate the early visual regions, area LO, as well as ventral temporal and parietal regions, whereas dynamic shape stimuli typically also activate the hMT . In this framework, the estimates of activity observed in the lateral occipital cortex in both experimental conditions most likely correspond to the LO region. This is equally true for the estimates of activity elicited by the dynamic stimuli in middle occipital regions that most likely correspond to region MT/ V5, which is specialized in motion processing Tootell et al., 1995; Zeki et al., 1991) . Given the good match of the source locations with our own and other previous reports, it is very likely that the sources identified in the current work correspond to the functional regions LO, hMT, IPS, and the ventral inferior temporal cortex.
Single-trial Frequency Analysis
A key question with respect to perception of dynamic objects is at which stage of the processing chain the assembly of the visual features into a coherent object might occur. Binding processes across neighboring visual areas have been suggested to be reflected in the synchronization of electrical oscillations in the gamma band (Engel, Roelfsema, Fries, Brecht, & Singer, 1997; Fries, Roelfsema, Engel, Konig, & Singer, 1997; Singer & Reed, 1997; Tallon-Baudry et al., 1996) . Importantly, two types of responses have been described with respect to the nature of these oscillations. The first type of response was called evoked response and can be described as an increase in amplitude, directly related to a concurrent alignment in phase, which is tightly related to the The static 3-D shapes elicited sequential activity in early visual areas, followed by activity in area LO, and later by activity in bilateral ventral temporal regions, with only little temporal overlap. After 300 msec, the activity was observed in parietal regions, which temporally overlapped with activity in previously activated visual regions. (B) Time-frequency analysis on single trials revealed three significant increases of power in the gamma band compared to the prestimulus baseline. The first increase in power was closely associated with a concurrent increase in phase alignment (B, bottom), indicating that the increase in power was of evoked nature. The second increase corresponded to the time range in which estimates of activity were localized to the LO (Box 2). No concurrent significant increase in phase alignment was observed during this time (denoted 2, bottom), indicating that this increase in power was of induced nature, a signature of binding. Note that the single-trial frequency analyses identified only one increase in power in the gamma band of induced nature in the time range 160-220 msec. During this time range ($200 msec), estimates of activity were observed in area LO in the average-based source analyses (Box 2 in A). . Dynamic shapes elicited sequential activity in early visual areas, followed by activity in hMT, in turn, followed by a short period of activity in parietal regions. Then, activity was observed in LO regions, followed by activity in ventral temporal regions. At this point, only little temporal overlap could be observed between these activations. Longer-lasting and stronger estimates of activity were then observed again in the parietal cortex, which was paralleled by activity in occipito-temporal and early visual regions, now with a higher amount of temporal overlap. The most predominant estimates of activity around 300 msec were located in area LO (Box 3). (B). In this condition, the time-frequency analysis on single trials revealed four significant increases of power in the gamma band compared to the prestimulus baseline. Although the first two (Boxes 1 and 2) and the fourth increase (Box 4) were accompanied by concurrent increases in phase alignment (bottom panel in B), the third increase (Box 3) occurred in the absence of such a concurrent phase alignment, indicating its induced nature. Note that this is the only increase of power in the gamma band that had an induced nature in the time range 280-320 msec (Box 3). In the average-based source analyses, temporally overlapping estimates of activity were observed in the MT/ V5, the parietal cortex, but predominantly in area LO (also see Box 3 in A). stimulus onset. Due to the tight phase alignment evoked by the stimulus, this type of response would be apparent to classical averaging techniques such as ERP and ERMF (Herrmann, Munk, & Engel, 2004; Tallon-Baudry, 2003; Bertrand & Tallon-Baudry, 2000) . The second type of response was called induced response and was described as an increase in amplitude in the absence of a concurrent stimulus-dependent tight alignment in phase. Due to the lack of phase alignment with respect to the stimulus onset, these responses are not apparent in the classical epoch-based averaging techniques. The presence of such induced responses has been associated with binding of visual features (Herrmann et al., 2004; Engel et al., 1997; Singer & Reed, 1997; Tallon-Baudry et al., 1996) . In the present study, we looked for an induced gamma response at around 40 Hz in the time-frequency analysis to identify those processing stages related to binding.
Single-trial frequency analyses were performed over occipital sensors for both experimental conditions (Figure 5B and Figure 6B ). During presentation of static shapes, significant increases of amplitude (power) compared to the prestimulus baseline were observed in the gamma band in the time ranges 40-120 msec, 160-220 msec and 350-450 msec (see Figure 5B ). In the early (40-120 msec) and late (350-450) time ranges, these increases in amplitude were accompanied by concomitant increases in phase alignment (Boxes 1 and 3 in Figure 5B ), indicating the evoked nature of these responses. For the increased amplitude in the middle time range (160-220 msec), however, only minor phase alignment could be observed (Box 2 in Figure 5B ). An increase in gamma band power in the absence of a concurrent increase in phase alignment indicates the induced nature of the oscillation and has been suggested to be a hallmark of binding (Herrmann et al., 2004; Engel et al., 1997; Singer & Reed, 1997; Tallon-Baudry et al., 1996) .
When dynamic shapes were presented, four individual significant increases of amplitude (power) were observed. The first significant increase occurred in the time range 50-160 msec and was accompanied by a concurrent increase in phase alignment (Box 1 in Figure 6B ). The second increase in power (Box 2 in Figure 6B ) occurred during 180-210 msec and, like the first, was also accompanied by an increase in phase alignment. The third increase occurred between 280 and 320 msec. Unlike the previous increase, no concurrent increase in phase alignment could be observed (Box 3 in Figure 6B ), indicating the induced nature of the power peak. The fourth increase in power occurred in the time range of 380-450 msec and was again associated with a concurrent increase in phase alignment (Box 4 in Figure 6B ).
DISCUSSION
Because most visual objects have different constituent features, such as color, shape, or movement, it is an important challenge to elucidate the processes that underlie the assembly of these features to a unitary object. In animal research, visual shape has been shown to be processed along the ventral visual stream (Ungerleider & Mishkin, 1982) and, using hemodynamic measures, key visual areas such as area LO or the ventral temporal cortex (Haxby, Gobbini, Furey, Schouten, & Pietrini, 2001; Kanwisher, Woods, Iacoboni, & Mazziotta, 1997) have also been identified in the human. More importantly, these areas have been shown to be cue invariant, that is, they are activated whenever a visual shape is perceived regardless of the type of stimulus in which the shape is embedded (luminance, color, texture, motion) (Sasaki, Vanduffel, Knutsen, Tyler, & Tootell, 2005; Sawamura, Georgieva, Vogels, Vanduffel, & Orban, 2005; Denys et al., 2004; Kourtzi et al., 2003; Schoenfeld et al., 2003; Avidan et al., 2002; Malach et al., 1995) , paralleling basic findings in single-cell recordings ( Janssen, Vogels, Liu, & Orban, 2003; Sary, Vogels, & Orban, 1993) .
It is important to note that there are differences between humans and monkeys with respect to the functional organization of the visual system. Although consistent findings have been reported for early visual areas (Vanduffel et al., 2002) and surprisingly also for face processing regions (Tsao, Freiwald, Tootell, & Livingstone, 2006) in the ventral temporal cortex, important differences have also been noted. Significantly, our study extends the present knowledge by providing information about the temporal dynamics of these regions during 3-D shape perception. We have demonstrated that, although parts of the spatial pattern of activity are, indeed, cue invariant, the timing critically depends on the processing of features, such as luminance or motion, out of which shape information has to be extracted (Brincat & Connor, 2006) . The results of the present study are well in line with previous work showing that areas LO and IT are active during both shape-from-luminance and shape-from-motion conditions.
Our study provides information about the temporal dynamics of processing in these regions during 3-D shape perception. We show that after the initial stage of processing in the primary visual cortex, which is similar for both conditions, the electromagnetic indices of shape-from-motion processing were delayed in time (see Figure 4 ) by around 80 msec compared to shape-fromluminance. This temporal delay was maximal over right temporal sensors, was positively correlated with the difference in reaction times for dynamic versus static shapes, and could be attributed to additional processing in area hMT (see also Figures 5 and 6) that was not required when the shape was extracted on the basis of luminance. A very similar result has been reported for the processing of 2-D shapes-from-motion versus luminance using the same methodology .
Following early visual areas, dynamic 3-D shapes elicit activity in the well-known area hMT that is involved in motion processing Tootell et al., 1995; Zeki et al., 1991) . Therefore, it is reasonable to assume that, at this stage, motion information is processed, a stage that was not necessary for the static shape stimulus, given that the shape could be extracted on the basis of luminance alone. In the late time range of the hMT activation, concurrent activity was observed, for a very short period of ca. 20 msec, in the medial part of the parietal cortex, temporally overlapping toward the end with activity in the area LO of both hemispheres. Logically, after the processing of the motion information, the depth and shape information are next in line to be processed. Although it has been suggested that, in humans, a substantial part of the depth processing is performed in MT , the short activation of the medial parietal cortex suggests that at least some aspects of visual depth are processed in this region. Additionally, the lack of parietal activation in viewing 2-D form-from-motion stimuli suggests that the short parietal activity is likely to reflect depth information processing to some extent. The following activity in area LO is compatible with the extraction of shapes or silhouettes from motion by assembling different perceptual features of the stimulus (Grill-Spector et al., 1998) . As observed with static shapes, the extracted geometrical shape needs to be compared to the shape representation in the ventral occipital and ventral temporal cortices, which is consistent with the following activity observed in this region. The observed overlapping activity in the parietal cortex and in early visual areas at the end of the sequence for both types of stimuli is consistent with the view that the parietal cortex mediates top-down influence on early visual areas.
To sum up, we investigated the temporal dynamics of the perception of stationary and dynamic 3-D shapes by applying two different analysis methods on electrophysiological data. The close correspondence of an induced gamma response with concurrent sources located in the LO in both experimental conditions at different points in time ($200 msec for luminance and $300 msec for dynamic cues) strongly suggests that the LO might, indeed, be the key region for the assembly of object features. The result of this assembly can then be fed forward to ventral temporal areas for comparison with the memory representation of the object (Haxby et al., 2001; Kanwisher et al., 1997) , which is well in line with the observed activity in the ventral occipital cortex following the estimates of activity in the LO. For both types of stimuli, the results are compatible with a model of initial mostly serial processing, in which first low-level visual features such as luminance or motion are processed, followed by recurrent feedback mediated by the parietal cortex at later stages. Converging evidence from both analyses, namely, ERP/ERMF sources located in the LO and an increase of induced gamma power in the corresponding time range, indicates that the assembly of the shape's constituent visual features to a unitary whole takes place in area LO. The timing of this assembly appears to be critically dependent on the complexity of the constituent features. When additional features such as motion need to be processed, it results in a delay in forwarding information to object recognition areas and in the following behavioral response.
