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Abstract
The main contribution of this paper is to prove the subexponential tail equivalence of the
stationary queue length distributions in the BMAP/GI/1 queues with and without retrials.
We first present a stochastic-decomposition-like result of the stationary queue length in
the BMAP/GI/1 retrial queue, which is an extension of the stochastic decomposition of
the stationary queue length in the MX /GI/1 retrial queue. The stochastic-decomposition-
like result shows that the stationary queue length distribution in the BMAP/GI/1 retrial
queue is decomposed into two parts: the stationary conditional queue length distribution
given that the server is idle; and a certain matrix sequence associated with the stationary
queue length distribution in the corresponding standard BMAP/GI/1 queue (without re-
trials). Using the stochastic-decomposition-like result and matrix analytic methods, we
prove the subexponential tail equivalence of the stationary queue length distributions in
the BMAP/GI/1 queues with and without retrials. This tail equivalence result does not
necessarily require that the size of an arriving batch is light-tailed, unlike Yamamuro’s re-
sult for the MX /GI/1 retrial queue (Queueing Syst. 70:187–205, 2012). As a by-product,
the key lemma to the proof of the main theorem presents a subexponential asymptotic
formula for the stationary distribution of a level-dependent M/G/1-type Markov chain,
which is the first reported result on the subexponential asymptotics of level-dependent
block-structured Markov chains.
Keywords: BMAP/GI/1 retrial queue; Subexponential asymptotics; Tail equivalence;
Stochastic decomposition; Queue length distribution; level-dependent M/G/1-type Markov
chain
Mathematics Subject Classification: Primary 60K25; Secondary 60F10.
1 Introduction
Retrial queues are queueing models such that a customer finding all the servers busy on arrival
joins the virtual waiting line (called orbit) and retries to occupy an idle server after a random
time (this process is repeated until the customer finds an idle server and occupies it). Many
†E-mail: masuyama@sys.i.kyoto-u.ac.jp
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researchers have studied retrial queues for more than a half of century since the early studies,
e.g., [7, 25]. However, the analytical results of retrial queues are less extensive than those of
standard (work-conserving and non-preemptive) queueing models without retrials. In particular,
exact (that is, not approximate) solutions have been derived for a few simple models such as
M/M/c (c = 1, 2, 3, 4) retrial queues (see [10, 13, 36, 37]). For detailed overview, see the survey
papers [9, 45] and the books [3, 10]. See also the bibliographies [1, 2] and the references therein.
Recently, the asymptotic analysis has been a hot topic in the study of retrial queues. Liu and
Zhao [28] and Kim et al. [22] study the light-tailed asymptotics of the stationary queue length
distribution in the M/M/c retrial queue. These results are extended to an M/M/c retrial queue
with non-persistent customers [18, 27]. Kim et al. [20] study the light-tailed asymptotics of the
stationary queue length distribution in an M/GI/1 retrial queue with exponential retrials, which
is generalized to the Markovian arrival case by Kim et al. [19].
As for the subexponential asymptotics, there are a few studies. Before reviewing them, we
introduce the subexponential class of distributions and related ones.
Definition 1.1
(i) The nonnegative random variable U and its distribution FU are said to be heavy-tailed
(denoted by U ∈ H and FU ∈ H) if limx→∞ eεxP(U > x) =∞ for all ε > 0.
(ii) The nonnegative random variable U and its distribution FU are said to be long-tailed
(denoted by U ∈ L and FU ∈ L) if P(U > x) > 0 for all x ≥ 0 and
lim
x→∞
P(U > x+ y)
P(U > x)
= 1 for some (thus all) y > 0.
(iii) The nonnegative random variable U and its distribution FU are said to be subexponential
(denoted by U ∈ S and FU ∈ S) if P(U > x) > 0 for all x ≥ 0 and
lim
x→∞
P(U1 + U2 > x)
P(U > x)
= 2,
where Ui’s (i = 1, 2, . . . ) are independent copies of U .
(iv) The nonnegative random variable U and its distribution FU belong to class R(−α) (α ≥
0) if P(U > x) is regularly varying with index −α, i.e.,
lim
x→∞
P(U > vx)
P(U > x)
= v−α for all v > 0.
It is known that ∪α≥0R(−α) ⊂ S ⊂ L ⊂ H. In particular, class S is the largest tractable
subclass of heavy-tailed distributions, and it includes heavy-tailed Weibull, lognormal, Burr,
loggamma distributions, and Pareto distributions, etc. For further details, see [11, 12, 40].
We now review the literature on the subexponential asymptotics of retrial queues. Kim et
al. [21] consider an M/GI/1 retrial queue with exponential retrials and the service time distri-
bution in R(−β), where β > 1. For this retrial queue, the authors show that the waiting time
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distribution belongs to classR(−β+1). Shang et al. [39] also consider the M/GI/1 retrial queue
with exponential retrials, and they prove the subexponential tail equivalence of the stationary
queue length distributions in the M/GI/1 queues with and without retrials. In order to specify
this tail equivalence result, we denote by L(µ) the stationary queue length in the M/GI/1 retrial
queue with exponential retrial rate µ, and denote by L(∞) the stationary queue length in the
corresponding standard M/GI/1 queue (it is shown that L(µ) converges to L(∞) in distribution as
µ→∞; see Theorem 1.8 in [10]). In this setting, Shang et al. [39]’s result is stated as follows:
If L(∞) ∈ S, then
P(L(µ) > x)
x∼ P(L(∞) > x), (1.1)
where f(x) x∼ g(x) represents limx→∞ f(x)/g(x) = 1. Note here that L(∞) ∈ S and (1.1)
imply L(µ) ∈ S (see, e.g., [40, Proposition 2.8]). Yamamuro [44] extends the tail equivalence
(1.1) to the batch arrival model, i.e., MX /GI/1 retrial queue with exponential retrials, though the
batch size distribution is assumed to be light-tailed.
This paper considers a BMAP/GI/1 retrial queue with exponential retrials, where BMAP
represents batch Markovian arrival process [30]. The main contribution of this paper is to
prove the subexponential tail equivalence of the stationary queue length distributions in the
BMAP/GI/1 queues with and without retrials, which is an extension of Yamamuro [44]’s result.
To prove the main result of this paper, we first present a stochastic-decomposition-like result
of the stationary queue length, which is a generalization of the stochastic decomposition for
the MX /GI/1 retrial queue with exponential retrials [44]. The stochastic-decomposition-like
result shows that the stationary queue length distribution in a BMAP/GI/1 retrial queue with
exponential retrials is decomposed into two parts. The first part is the stationary conditional
queue length distribution given that the server is idle. On the other hand, the second part itself
does not have a probabilistic interpretation. However, pre-multiplying the second part by a
certain probability vector, we have the stationary queue length distribution in the corresponding
standard BMAP/GI/1 queue (without retrials).
Next we prove the main theorem on the subexponential tail equivalence by combining the
stochastic-decomposition-like result with matrix analytic methods [14, 26, 35]. The key to the
proof of the main theorem is to discuss the tail asymptotics of the stationary conditional queue
length distribution given that the server is idle, which is reduced, by change of measure, to the
subexponential asymptotics of a level-dependent M/G/1-type Markov chain with asymptotic
level-independence. To the best of our knowledge, there are no studies on the subexponential
asymptotics of level-dependent block-structured Markov chains. In addition, the main theorem
of this paper is proved without Yamamuro [44]’s assumption mentioned above, i.e., the light-
tailedness of the batch size distribution.
The rest of this paper is divided into three sections. Section 2 introduces basic definitions,
notation and preliminary results. Section 3 presents the main theorem. Section 4 is devoted to
the proof of a lemma, which is key to prove the main theorem.
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2 Preliminary
2.1 Basic definitions and notation
Let Z = {0,±1,±2, . . . } and Z+ = {0, 1, 2, . . .}, N = {1, 2, 3, . . .}.
Let e and I denote the column vector of ones and the identity matrix, respectively, with
appropriate dimensions according to the context. The superscript “t” represents the transpose
operator for vectors and matrices. The notation [ · ]i,j (resp. [ · ]i) represents the (i, j)th (resp.
ith) element of the matrix (resp. vector) in the square brackets.
For any matrix M , let |M | denote a matrix obtained by taking the absolute value of each
element of M , i.e., [|M |]i,j = |[M ]i,j|. For any matrix sequence {M(k); k ∈ Z}, we define
M(k) and M(k) (k ∈ Z) as
M(k) =
∞∑
l=k+1
M (l), M(k) =
∞∑
l=k+1
M(l),
respectively. We then define the convolution of two matrix sequences {M(k); k ∈ Z} and
{N(k); k ∈ Z} as follows:
M ∗N(k) =
∑
l∈Z
M (k − l)N (l), k ∈ Z,
where the product M(k1)N(k2) is well-defined for all k1, k2 ∈ Z. For any square matrix se-
quence {M(k); k ∈ Z}, we also define {M ∗m(k); k ∈ Z} (m ∈ N) as the m-fold convolution
of {M(k)} with itself, i.e.,
M ∗m(k) =
∑
l∈Z
M ∗(m−1)(k − l)M(l), k ∈ Z,
whereM ∗0(0) = I andM ∗0(k) = O for k ∈ Z\{0}. In addition, for two matrix-valued func-
tions M 1( · ) and M 2( · ) with the same dimension, the notation M 1(x) x∼M 2(x) represents
[M 1(x)]i,j
x∼ [M 2(x)]i,j , i.e.,
lim
x→∞
[M 1(x)]i,j
[M 2(x)]i,j
= 1 for all i’s and j’s.
The above definitions and notation for matrices are applied to vectors and scalars in an
appropriate manner.
2.2 Subexponential asymptotics for BMAP/GI/1 queue without retrials
We first introduce the BMAP. Behind the BAMP, there exists a continuous-time Markov chain
with a finite state space M := {1, 2, . . . ,M}, which is called the background Markov chain
(or the underlying Markov chain). Let {J(t); t ≥ 0} denote the background Markov chain of
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the BMAP. Let N(t) (t ≥ 0) denote the total number of arrivals in time interval (0, t], where
N(0) = 0 is assumed.
For simplicity, we denote by E↓0 an appropriate real-valued function on [0,∞) such that
limx↓0 E↓0(x)/x = 0. It then follows by definition (see, e.g., [30]) that the stochastic process
{(N(t), J(t)); t ≥ 0} evolves as follows:
P(N(t +∆t)−N(t) = k, J(t) = j | J(0) = i)
=

1 + [C]i,i∆t+ E↓0(∆t), k = 0, i = j ∈M,
[C]i,j∆t + E↓0(∆t), k = 0, i 6= j, i, j ∈M,
[D(k)]i,j∆t + E↓0(∆t), k ∈ N, i, j ∈M,
(2.1)
where D(k) (k ∈ N) is an M ×M nonnegative matrix and C is an M ×M matrix such that
[C]i,i < 0 (i ∈ M), [C]i,j ≥ 0 (i 6= j, i, j ∈ M) and (C +
∑∞
k=1D(k))e = 0. The BMAP
characterized in (2.1) is denoted by BMAP {C,D(k); k ∈ N}.
Let D̂(z) =
∑∞
k=1 z
kD(k). From (2.1), we then have
E
[
zN(t) · 1 (J(t) = j) | J(0) = i] = [e(C+D̂(z))t]
i,j
, (2.2)
where 1 ( · ) denotes an indicator function that takes value of one if the statement in the paren-
theses is true; and takes value of zero otherwise. Note here that the infinitesimal generator of
the background Markov chain {J(t); t ≥ 0} is given by C +D, where D =∑∞k=1D(k).
We assume that C + D is irreducible, and then define pi > 0 as the unique stationary
probability vector ofC +D. We also define λ as the mean arrival rate, i.e.,
λ = pi
∞∑
k=1
kD(k)e = pi
∞∑
k=0
D(k)e. (2.3)
To exclude trivial cases, we assume λ > 0, which implies that
D(k0) ≥ O, 6= O for some k0 ∈ N. (2.4)
Next we describe a standard BMAP/GI/1 queue, i.e, BMAP/GI/1 queue without retrials.
The system has a single server and a buffer of infinite capacity. Customers arrive at the system
according to BMAP {C,D(k); k ∈ N}. If customers arriving in a batch find the server idle,
then one of them immediately occupies the server and the others join the waiting line; otherwise
all of them join the waiting line. We assume that the service times of customers are independent
of BMAP {C,D(k); k ∈ N} and independent and identically distributed (i.i.d.) according to a
general distribution function H on [0,∞) with mean h ∈ (0,∞).
We define ρ as the traffic intensity, i.e.,
ρ = λh. (2.5)
We also define A(k) (k ∈ Z+) as an M ×M matrix such that
[A(k)]i,j = P(N(T ) = k, J(T ) = j | J(0) = i), i, j ∈M,
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where T denotes a generic random variable for i.i.d. service times with distribution function H .
It follows from (2.2) that
Â(z) :=
∞∑
k=0
zkA(k) =
∫ ∞
0
e(C+D̂(z))xdH(x). (2.6)
Note here that A := Â(1) =
∫∞
0
e(C+D)xdH(x) > O and Ae = e because C + D is an
irreducible infinitesimal generator. Thus A has the unique stationary probability vector, which
is equal to pi. Note also that
ρ = pi
∞∑
k=1
kA(k)e. (2.7)
Throughout this paper, we assume ρ < 1, which is the stability condition for the standard
BMAP/GI/1 queue (see [29]). We then summarize the results on the subexponential asymptotics
of the stationary queue length distribution in the standard BMAP/GI/1 queue.
Let x(k) (k ∈ Z+) denote a 1×M vector whose ith element [x(k)]i (i ∈M) represents the
stationary joint probability that the queue length in the standard BMAP/GI/1 queue is equal to k
and the background Markov chain is in state i. According to [41], {x(k); k ∈ Z+} is equivalent
to the stationary distribution of the following M/G/1-type Markov chain:
PM/G/1 :=

A(0) A(1) A(2) A(3) · · ·
A(0) A(1) A(2) A(3) · · ·
O A(0) A(1) A(2) · · ·
O O A(0) A(1) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 .
To characterize {x(k)}, we introduce some matrices. LetG denote the minimal nonnegative
solution of
G =
∞∑
k=0
A(k)Gk.
Since A is irreducible, G is stochastic under the stability condition ρ < 1 (see Theorem 2.3.1
in [35]). We can also show that G > O (see page 382 of [34]). Thus G has the unique and
positive stationary probability vector, denoted by g > 0. Further it is known [41] that
x̂(z) = (1− ρ)g(z − 1)
(
zI − Â(z)
)−1
Â(z), |z| < 1. (2.8)
Remark 2.1 Since G > O, G is an irreducible and aperiodic stochastic matrix. Thus G has
a simple eigenvalue γ1 = 1 (called Perron-Frobenius eigenvalue) and the other eigenvalues
γ2, γ3, · · · , γM are located inside the unit circle in the complex plane, i.e., 1 > |γ2| ≥ |γ3| ≥
· · · ≥ |γM | (see, e.g., [16, Theorem 8.4.4]). In addition, limm→∞Gm = eg > O (see, e.g., [16,
Theorem 8.2.8]).
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Let R(0) = O andR(k) (k ∈ N) denote
R(k) =
∞∑
m=0
A(k +m+ 1)Gm(I −U(0))−1, k ∈ N,
where
U(0) =
∞∑
m=0
A(m+ 1)Gm.
The matrices R(k), G and U(0) satisfy the following equation (called RG-factorization; see
[47, Theorem 14]):
zI − Â(z) =
(
I − R̂(z)
)
(I −U(0))(zI −G), (2.9)
where R̂(z) =
∑∞
k=1 z
kR(k). From (2.9), we have
pi = (1− ρ)g(I −U(0))−1(I −R)−1,
where R = R̂(1) (see [42, Lemma 14]). Further substituting (2.9) into (2.8) yields
x̂(z) = (1− ρ)g (I −U(0))−1
(
I − R̂(z)
)−1
Â(z). (2.10)
We now make the following assumption:
Assumption 2.1 There exists some Z+-valued random variable Y ∈ S such that for some
nonzero vector cA,
lim
k→∞
A(k)e
P(Y > k)
= cA ≥ 0, 6= 0. (2.11)
Under Assumption 2.1, we have the following result.
Proposition 2.1 (Corollary 4.1 in [32]) If Assumption 2.1 holds, then
lim
k→∞
x(k)
P(Y > k)
=
picA
1− ρ · pi.
Finally we present a sufficient condition Assumption 2.1. To this end, we define Te as a
random variable that is independent of BMAP {C,D(k); k ∈ N} and is distributed with
P(Te ≤ x) = 1
E[T ]
∫ x
0
P(T > y)dy =
1
h
∫ x
0
H(y)dy, x ≥ 0,
which is called the residual service time or the equilibrium random variable of the service time
T .
Proposition 2.2 Suppose that (i) √Te ∈ L; and (ii) limk→∞ eδ
√
kD(k) < ∞ for some δ > 0.
If Te ∈ S, then Assumption 2.1 holds for Y = λTe and cA = ρe.
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Remark 2.2 According to Proposition 2.2, Assumption 2.1 does not necessarily require that
{D(k)} is light-tailed. Some other sufficient conditions for Assumption 2.1 are presented in
Section 4 in [32].
Proof of Proposition 2.2. Let Ae(k) (k ∈ Z+) denote an M ×M matrix such that
[Ae(k)]i,j = P(N(Te) = k, J(Te) = j | J(0) = i), i, j ∈M.
It then follows from Lemma 4.1 in [32] that
A(k)e = h ·Ae ∗D(k)e = h ·
k∑
l=0
Ae(l)D(k − l)e. (2.12)
It also follows from Corollary B.1 in [32] that under the conditions (i) and (ii),
P(N(Te) > k | J(0) = i) k∼ P(λTe > k).
Thus following the proof of Lemma 3.1 in [34] (see Appendix D therein), we have for i, j ∈ M,
[Ae(k)]i,j = P(N(Te) > k, J(Te) = j | J(0) = i) k∼ [pi]jP(λTe > k). (2.13)
Note here that if
√
Te ∈ L, then P(Te > x) = e−o(
√
x) (see [33, Lemma A.1]), where f(x) =
o(g(x)) represents limx→∞ f(x)/g(x) = 0. Thus the conditions (i) and (ii) imply
lim
k→∞
D(k)e
P(λTe > k)
= 0. (2.14)
Applying (2.13), (2.14) and Proposition B.2 (iii) to (2.12), we have
A(k)e
k∼ hepi
∞∑
k=0
D(k)e · P(λTe > k) = ρe · P(λTe > k),
where the last equality is due to (2.3) and (2.5). As a result, Assumption 2.1 holds for Y = λTe
and cA = ρe. ✷
3 Main results
In this section, we first provide some basic results on the BMAP/GI/1 retrial queue (subsec-
tion 3.1). We then show a stochastic-decomposition-like result of the stationary queue length
in the BMAP/GI/1 retrial queue (subsection 3.2). Combining the stochastic-decomposition-
like result with matrix analytic methods, we prove the subexponential tail equivalence of the
stationary queue length distributions in the BMAP/GI/1 queues with and without retrials (sub-
section 3.3).
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3.1 BMAP/GI/1 retrial queue
We begin with the description of the BMAP/GI/1 retrial queue. Customers arrive at a single-
server system with no buffer according to BMAP {C,D(k); k ∈ N}. Such customers are
called primary customers. If primary customers arriving in a batch find the server idle, then
one of them immediately occupies the server and the others join the orbit (virtual waiting line);
otherwise all of them join the orbit. The customers in the orbit are called retrial customers.
We assume that the sojourn times of retrial customers are i.i.d. according to an exponential
distribution with mean 1/µ. A retrial customer tries to occupy the server when its sojourn
time in the orbit expires. If the server is idle, the retrial customer is accepted; otherwise it goes
back to the orbit, i.e., becomes a retrial customer again. We also assume that the service times of
primary and retrial customers are independent of BMAP {C,D(k); k ∈ N} and i.i.d. according
to a general distribution function H on [0,∞) with mean h ∈ (0,∞).
We now consider the queue length process in the BMAP/GI/1 retrial queue. As in subsec-
tion 2.2, let J(t) (t ≥ 0) denote the state of the background Markov chain at time t. Let Q(µ)(t)
(t ≥ 0) denote the number of retrial customers in the orbit at time t. Further let S(µ)(t) (t ≥ 0)
denote the number of customers in the server at time t. Clearly, S(µ)(t) ∈ {0, 1} for all t ≥ 0
and {L(µ)(t) := Q(µ)(t)+S(µ)(t); t ≥ 0} is the queue length, i.e., the total number of customers
in the server and orbit.
By definition, the process {(S(µ)(t), Q(µ)(t), J(t)); t ≥ 0} is a semi-regenerative process
(see [6, Chapter 10, Section 6]) such that regenerative points are service completion instants,
i.e., time points at each of which the service of a customer is completed. Let 0 ≤ τ0 ≤ τ1 ≤
τ2 ≤ · · · denote service completion instants. It then follows that S(µ)(τn) = 0 for all n ∈ Z+
and {(Q(µ)(τn), J(τn), τn);n ∈ Z+} is a Markov renewal process (see [6, Chapter 10, Section
1]).
Remark 3.1 We have a Markov chain by observing {(S(µ)(t), Q(µ)(t), J(t)); t ≥ 0} at service
beginning instants, i.e., time points at each of which the service of a customer starts. Thus
service beginning instants can be regenerative points of {(S(µ)(t), Q(µ)(t), J(t)); t ≥ 0}.
Recall here that the diagonal elements of C are negative and thus
P(N(x) = 0, J(x) = i | J(0) = i) = [eCx]i,i > 0, ∀x > 0, ∀i ∈M. (3.1)
Note also that e(C+D)x > O for all x > 0 due to the irreducibility of C +D. It then follows
from (2.4) that there exists some k0 ∈ N such that for any m ∈ N,∫ x
0
dxm
∫ xm
0
dxm−1 · · ·
∫ x2
0
dx1 e
(C+D)x1D(k0)
× e(C+D)(x2−x1)D(k0) · · · e(C+D)(xm−1−xm−2)D(k0)
× e(C+D)(xm−xm−1)D(k0)e(C+D)(x−xm) > O, ∀x > 0,
and thus
P(N(x) ≥ mk0, J(x) = j | J(0) = i) > 0, ∀x > 0, ∀(i, j) ∈M2. (3.2)
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It follows from (3.1) and (3.2) that the embedded Markov chain {(Q(µ)(τn), J(τn))} is irre-
ducible. Further the Markov renewal process {(Q(µ)(τn), J(τn), τn)} is aperiodic due to the
Markov property of {(N(t), J(t))}.
It should be noted that for all k ∈ Z+ and i ∈M,
di(k) := E[τn+1 | Q(µ)(τn) = k, J(τn) = i]
≤ [(−C)−1De]i + h <∞. (3.3)
Therefore, if the embedded Markov chain {(Q(µ)(τn), J(τn))} is positive recurrent, then for
any initial state, the semi-regenerative process {(S(µ)(t), Q(µ)(t), J(t))} has the same limiting
distribution (see [6, Chapter 10,Theorem 6.12]). In addition, if ρ < 1, then the embedded
Markov chain {(Q(µ)(τn), J(τn))} is positive recurrent (see, e.g., [8, Theorem 3]). As a result,
if ρ < 1, then {(S(µ)(t), Q(µ)(t), J(t)); t ≥ 0} is stable (i.e., its limiting distribution exists; see
[29]) and its limiting distribution is independent of initial conditions.
On the other hand, if ρ ≥ 1, then the standard BMAP/GI/1 queue (without retrials) is
unstable [29]. Thus following the proof of Theorem 2 in [15], we can prove that ρ < 1 is a
necessary condition for the stability of the BMAP/GI/1 retrial queue.
The above discussion is summarized in the following:
Lemma 3.1 {(S(µ)(t), Q(µ)(t), J(t)); t ≥ 0} is stable and its limiting distribution is indepen-
dent of initial conditions if and only if ρ < 1.
As stated in subsection 2.2, the stability condition ρ < 1 is assumed. Thus we define p0(k)
and p1(k) (k ∈ Z+) as 1×M vectors such that
[p0(k)]i = lim
t→∞
P(S(µ)(t) = 0, Q(µ)(t) = k, J(t) = i), i ∈M, (3.4)
[p1(k)]i = lim
t→∞
P(S(µ)(t) = 1, Q(µ)(t) = k, J(t) = i), i ∈M, (3.5)
respectively. We also define p̂0(z) and p̂1(z) as
p̂0(z) =
∞∑
k=0
zkp0(k), p̂1(z) =
∞∑
k=0
zkp1(k),
respectively.
Remark 3.2 Since the embedded Markov chain {(Q(µ)(τn), J(τn));n ∈ Z+} is irreducible and
positive recurrent, it has the positive stationary probability vector. Thus we define ϕ(k) (k ∈
Z+) as a 1×M vector whose ith element [ϕ(k)]i (i ∈ M) represents the stationary probability
that the embedded Markov chain {(Q(µ)(τn), J(τn))} is in state (k, i). It then follows from (3.3)
and Theorem 6.12 in Chapter 10 of [6] that
p0(k) ≥
ϕ(k)
∫∞
0
eCxdx
ϕd
=
ϕ(k)(−C)−1
ϕd
> 0, ∀k ∈ Z+,
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where d := (di(k))(k,i)∈Z+×M and ϕ := (ϕ(0),ϕ(1),ϕ(2), . . . ). Similarly, we can confirm that
p1(k) > 0 for all k ∈ Z+, though we have to consider another embedded Markov chain of
{(S(µ)(t), Q(µ)(t), J(t))} observed every time the service of a customer starts.
Lemma 3.2 p̂0(z) and p̂1(z) satisfy the following equations:
µp̂′0(z)
(
zI − Â(z)
)
= p̂0(z)
(
C + z−1D̂(z)Â(z)
)
, |z| < 1, (3.6)
p̂1(z)
(
zI − Â(z)
)
= p̂0(z)
(
Â(z)− I
)
, |z| < 1, (3.7)
where p̂′0(z) = (d/dz)p̂0(z).
Proof. This lemma can be proved in a similar way to that of Theorem 1 in [19]. However, we
here provide a complete proof because the discussion in Section 4 uses some of the symbols
introduced to prove this lemma.
We first prove (3.6). For this purpose, we consider a censored process {(Q˜(µ)(t), J˜(t)); t ≥
0} of {(S(µ)(t), Q(µ)(t), J(t)); t ≥ 0}, which is obtained by observing {(S(µ)(t), Q(µ)(t), J(t))}
only when {S(µ)(t) = 0}. It is easy to see that {(Q˜(µ)(t), J˜(t))} is a Markov chain whose
transition matrix is given by
T˜ :=

T˜ 0(0) T˜ 0(1) T˜ 0(2) T˜ 0(3) · · ·
T˜ 1(−1) T˜ 1(0) T˜ 1(1) T˜ 1(2) · · ·
O T˜ 2(−1) T˜ 2(0) T˜ 2(1) · · ·
O O T˜ 3(−1) T˜ 3(0) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 , (3.8)
where
T˜ n(−1) = nµA(0), n ∈ N, (3.9)
T˜ n(0) = nµA(1) +D(1)A(0) +C − nµI, n ∈ Z+, (3.10)
T˜ n(k) = nµA(k + 1) +
k+1∑
l=1
D(l)A(k − l + 1), n ∈ Z+, k ∈ N. (3.11)
Recall here (see Remark 3.2) that the embedded Markov chain {(Q(µ)(τn), J(τn))} is irre-
ducible and positive recurrent and thus the censored (continuous-time) Markov chain {(Q˜(µ)(t), J˜(t))}
is irreducible and recurrent (see [5, Chapter 8, Definitions 5.1 and 5.2]). Therefore T˜ has a
unique (up to a multiplicative factor) positive invariant measure (see [5, Chapter 8, Theorem
5.1]). Further since limn→∞ |[T˜ n(0)]i,i| = ∞, the unique positive invariant measure is normal-
ized and thus there exists the unique probability vector p˜0 such that p˜0T˜ = 0 (see [5, Chapter
8, Theorem 5.1]).
On the other hand, Lemma 3.1 and Remark 3.2 imply that the censored Markov chain
{(Q˜(µ)(t), J˜(t))} has the unique and positive limiting distribution (independent of initial condi-
tions). As a result, p˜0 is the unique limiting distribution of the Markov chain {(Q˜(µ)(t), J˜(t))}
(see [5, Chapter 8, Theorems 5.3 and 6.1]).
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We partition p˜0 as (p˜0(0), p˜0(1), . . . ), where
[p˜0(k)]i = lim
t→∞
P(Q˜(µ)(t) = k, J˜(t) = i) > 0, i ∈M.
By definition, there exists some constant c > 0 such that
p0(k) = cp˜0(k), k ∈ Z+. (3.12)
Thus from (3.12), we have
(p0(0),p0(1), . . . )T˜ = 0. (3.13)
It follows from (3.8)–(3.11) and (3.13) that for k ∈ Z+,
0 =
k+1∑
n=0
p0(n)T˜ n(k − n)
=
k+1∑
n=0
p0(n)nµA(k − n + 1) +
k∑
n=0
p0(n)
k−n+1∑
l=1
D(l)A(k − n− l + 1)
+ p0(k)(C − kµI),
where the summation over the empty set is defined as zero. Multiplying both sides of the above
equation by zk and summing them for all k ∈ Z+, we obtain
0 = µ
∞∑
n=1
nzn−1p0(n)
∞∑
k=n−1
zk−n+1A(k − n+ 1)
+
∞∑
n=0
znp0(n) · z−1
∞∑
k=n
zk−n+1
k−n+1∑
l=1
D(l)A(k − n− l + 1)
+
∞∑
k=0
zkp0(k)C − µz
∞∑
k=1
kzk−1p0(k)
= µp̂′0(z)
(
Â(z)− zI
)
+ p̂0(z)
(
C + z−1D̂(z)Â(z)
)
,
which leads to (3.6).
Next we prove (3.7). Let ri(k) (k ∈ Z+, i ∈ M) denote the stationary probability that the
number of retrial customers is equal to k and the background state is i immediately after the
service of a customer starts, which is well-defined due to Lemma 3.1. Note here that the time-
average number of customers in service is equal to the arrival rate λ of primary customers. It
then follows that for k ∈ Z+,
r(k) := (ri(k))i∈M =
1
λ
(
p0(k + 1)(k + 1)µ+
k∑
l=0
p0(l)D(k − l + 1)
)
,
which yields
r̂(z) :=
∞∑
k=0
zkr(k) =
1
λ
(
µp̂′0(z) + z
−1p̂0(z)D̂(z)
)
. (3.14)
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Recall that {(S(µ)(t), Q(µ)(t), J(t)); t ≥ 0} is a semi-regenerative process that is regenerated
every time the service of a customer starts (see Remark 3.1). Since the mean regenerative cycle
is equal to 1/λ, it follows from Theorem 6.12 in Chapter 10 of [6] that
p̂1(z) = λr̂(z)
∫ ∞
0
e(C+D̂(z))xH(x)dx,
where H(x) = 1−H(x) for x ≥ 0. Combining this with (3.14) yields
p̂1(z) =
(
µp̂′0(z) + z
−1p̂0(z)D̂(z)
)
·
∫ ∞
0
e(C+D̂(z))xH(x)dx
=
(
µp̂′0(z) + z
−1p̂0(z)D̂(z)
)
·
(
C + D̂(z)
)−1 (
Â(z)− I
)
, (3.15)
for all 0 ≤ |z| < 1. From (3.15) and (3.6), we have
p̂1(z)
(
zI − Â(z)
)
=
(
µp̂′0(z) + z
−1p̂0(z)D̂(z)
)
×
(
C + D̂(z)
)−1 (
Â(z)− I
)(
zI − Â(z)
)
=
(
µp̂′0(z) + z
−1p̂0(z)D̂(z)
)
×
(
zI − Â(z)
)(
C + D̂(z)
)−1 (
Â(z)− I
)
= p̂0(z)
{(
C + z−1D̂(z)Â(z)
)
+ z−1D̂(z)
(
zI − Â(z)
)}
×
(
C + D̂(z)
)−1 (
Â(z)− I
)
= p̂0(z)
(
Â(z)− I
)
,
where the second equality holds because C + D̂(z) and Â(z) are commutative. ✷
3.2 Stochastic-decomposition-like result
Let x(µ)(k) (k ∈ Z+) denote a 1×M vector such that
[x(µ)(k)]i = lim
t→∞
P(L(µ)(t) = k, J(t) = i), i ∈M,
where L(µ)(t) = Q(µ)(t) + S(µ)(t). Further let x̂(µ)(z) =
∑∞
k=0 z
kx(µ)(k). By definition, we
then have
x(µ)(k) =
{
p0(0), k = 0,
p0(k) + p1(k − 1), k ∈ N,
(3.16)
x̂(µ)(z) = p̂0(z) + zp̂1(z). (3.17)
The following lemma is an extension of the stochastic decomposition of the stationary queue
length in the MX /GI/1 retrial queue (see Proposition 1 in [44]).
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Lemma 3.3 For µ ∈ (0,∞),
x̂(µ)(z) =
p̂0(z)
1− ρ · X̂(z), |z| < 1, (3.18)
gX̂(z) = x̂(z), |z| < 1, (3.19)
lim
z↑1
X̂(z) = epi, (3.20)
where X̂(z) :=
∑∞
k=−∞ z
kX(k) (|z| < 1) is defined as
X̂(z) = (1− ρ)(z − 1)
(
zI − Â(z)
)−1
Â(z). (3.21)
Proof. Applying (3.7) to (3.17) yields
x̂(µ)(z) = p̂0(z)
{
I + z
(
Â(z)− I
)(
zI − Â(z)
)−1}
= p̂0(z)(z − 1)Â(z)
(
zI − Â(z)
)−1
= p̂0(z)(z − 1)
(
zI − Â(z)
)−1
Â(z).
Combining this with (3.21), we have (3.18). Further (3.19) follows from (2.8) and (3.21).
Finally we prove (3.20). Let σi(z)’s (z > 0, i = 1, 2, . . . ,M) denote the eigenvalues of Â(z)
such that |σ1(z)| ≥ |σ2(z)| ≥ · · · ≥ |σM(z)|. Note here that since A = Â(1) is irreducible,
so is Â(z) for 0 < z < rA, where rA is the convergence radius of
∑∞
k=0 z
kA(k). Thus σ1(z)
is the Perron-Frobenius eigenvalue and σ1(z) > |σ2(z)| ≥ · · · ≥ |σM (z)|. In addition, from
σ1(1) = 1, piA = pi and Ae = e, we have
σ′1(1) :=
d
dz
σ1(z)
∣∣∣∣
z=1
= pi
∞∑
k=1
kA(k)e = ρ.
Therefore, following the proof of Lemma 3.3 in [23], we can show that
lim
z↑1
(z − 1)
(
zI − Â(z)
)−1
=
epi
1− ρ.
Applying this to (3.21) yields (3.20). ✷
We conclude this subsection with some remarks on the coefficient matrices X(k) (k ∈ Z)
of the power series expansion of X̂(z) in (3.21).
Combining (3.21) with (2.9), we have for |z| < 1,
X̂(z) = (1− 1/z)(I −G/z)−1
× (1− ρ)(I −U(0))−1
(
I − R̂(z)
)−1
Â(z)
= X̂1(z)X̂2(z), (3.22)
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where X̂1(z) :=
∑∞
k=0 z
−kX1(k) and X̂2(z) :=
∑∞
k=0 z
kX2(k) are given by
X̂1(z) = (1− 1/z)(I −G/z)−1, |z| < 1, (3.23)
X̂2(z) = (1− ρ)(I −U(0))−1
(
I − R̂(z)
)−1
Â(z), |z| ≤ 1. (3.24)
From (3.22) and (3.23), we have
X(k) =
∞∑
m=max(−k,0)
X1(m)X2(k +m), k ∈ Z, (3.25)
X1(k) =
{
I, k = 0,
Gk −Gk−1, k ∈ N. (3.26)
Substituting (3.26) into (3.25) yields
X(k) =X2(k) +
∞∑
m=1
(
Gm −Gm−1)X2(k +m), k ∈ Z+. (3.27)
Pre-multiplying both sides of (3.27) by g and using (3.19), we have
gX(k) = gX2(k) = x(k), k ∈ Z+. (3.28)
Equation (3.24) implies that X2(k) ≥ O for all k ∈ Z+. On the other hand, (3.27) shows
that X(k) (k ∈ Z) itself may not be nonnegative. It should be noted that if background state
space M = {1}, i.e., the BMAP/GI/1 retrial queue is reduced to the MX /GI/1 retrial queue, then
g = 1 and thus (3.28) yields
X(k) =X2(k) = x(k), k ∈ Z+,
which shows that {X(k)} and {X2(k)} are equivalent to the stationary queue length distribu-
tion in the MX /GI/1 retrial queue.
3.3 Subexponential tail equivalence
In this subsection, we present the main theorem. To this end, we provide three lemmas.
Lemma 3.4 X(−k) = O(γk)eet for some γ ∈ (0, 1), where f(x) = O(g(x)) represents
lim supx→∞ |f(x)/g(x)| <∞.
Proof. According to Remark 2.1, we fix γ ∈ (0, 1) such that
Gk = eg +O(γk)eet, k ∈ Z+. (3.29)
From (3.26), we then have
X1(k) = O(γ
k)eet, k ∈ Z+. (3.30)
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From (3.24), we also have ∑∞l=0 γlX2(l) < ∞. Therefore substituting (3.30) to (3.25) yields
for k ∈ N,
γ−kX(−k) = γ−k
∞∑
m=k
X1(m)X2(−k +m)
= eet
∞∑
m=k
O(γ−k+m)X2(−k +m) <∞,
which completes the proof. ✷
Lemma 3.5 If Assumption 2.1 holds, then
X(k)
k∼ ex(k) k∼ pic
A
1− ρepi · P(Y > k). (3.31)
Proof. From (3.27), we have
X(k) =X2(k) +
∞∑
m=1
(
Gm −Gm−1)X2(k +m)
=
∞∑
m=0
Gm
{
X2(k +m)−X2(k +m+ 1)
}
=
∞∑
m=0
GmX2(k +m+ 1) ≥ O, k ∈ Z+. (3.32)
Recall here that limm→∞Gm = eg (see Remark 2.1). Thus for any ε > 0, there exists some
m0 := m0(ε) ∈ N such that for all m ≥ m0,
(1− ε)eg ≤ Gm ≤ (1 + ε)eg. (3.33)
Applying (3.33) to (3.32) and using (3.28), we obtain
lim inf
k→∞
X(k)
P(Y > k)
≥ lim inf
k→∞
∞∑
m=m0
Gm
X2(k +m+ 1)
P(Y > k)
≥ (1− ε)e · lim inf
k→∞
x(k +m0)
P(Y > k)
. (3.34)
Similarly,
lim sup
k→∞
X(k)
P(Y > k)
≤ (1 + ε)e · lim sup
k→∞
x(k +m0)
P(Y > k)
+
m0−1∑
m=0
Gm lim sup
k→∞
X2(k +m+ 1)
P(Y > k)
. (3.35)
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Since g > 0, there exists some constant K > 0 such that Gm ≤ Keg for all m ∈ Z+.
Therefore from (3.35), we have
lim sup
k→∞
X(k)
P(Y > k)
≤ (1 + ε)e · lim sup
k→∞
x(k +m0)
P(Y > k)
+Ke ·
m0−1∑
m=0
lim sup
k→∞
x(k +m)− x(k +m+ 1)
P(Y > k)
. (3.36)
It follows from Assumption 2.1 and Y ∈ S ⊂ L that for any fixed m ∈ Z+,
lim
k→∞
x(k +m)
P(Y > k)
= lim
k→∞
x(k +m+ 1)
P(Y > k)
=
picA
1− ρpi. (3.37)
Substituting (3.37) into (3.34) and (3.36) and letting ε ↓ 0, we obtain
lim
k→∞
X(k)
P(Y > k)
=
picA
1− ρepi.
Combining this with Proposition 2.1 yields (3.31). ✷
Lemma 3.6 If Assumption 2.1 holds, then limk→∞ p0(k)/P(Y > k) = 0.
Lemma 3.6 is key to the proof of the main theorem (Theorem 3.1 below). We postpone,
however, the proof of this lemma until the next section because the proof is somewhat long and
technical.
The main theorem of this paper is as follows:
Theorem 3.1 If Assumption 2.1 holds, then x(µ)(k) k∼ x(k).
Proof. From (3.18), we have
(1− ρ)x(µ)(k)
= p̂0(1)X(k) +
k∑
m=−∞
p0(k −m)X(m)
= p̂0(1)X(k) +
∞∑
m=1
p0(k +m)X(−m) +
k∑
m=0
p0(k −m)X(m). (3.38)
Lemma 3.5 implies that
lim
k→∞
p̂0(1)
X(k)
P(Y > k)
= p̂0(1)e ·
picA
1− ρpi. (3.39)
It follows from (3.18), (3.20) and x̂(µ)(1) = 1 that
p̂0(1)e = 1− ρ. (3.40)
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Substituting (3.40) into (3.39) yields
lim
k→∞
p̂0(1)
X(k)
P(Y > k)
= picA · pi. (3.41)
Further since {p0(k); k ∈ Z+} is nonincreasing, Lemmas 3.4 and 3.6 imply that
lim sup
k→∞
∣∣∣∣∣
∞∑
m=1
p0(k +m)
P(Y > k)
X(−m)
∣∣∣∣∣ ≤ lim supk→∞ p0(k)P(Y > k)
∞∑
m=1
|X(−m)| = 0. (3.42)
Applying (3.41) and (3.42) to (3.38), we have
lim
k→∞
x(µ)(k)
P(Y > k)
=
picA
1− ρpi +
1
1− ρ
k∑
m=0
p0(k −m)X(m)
P(Y > k)
.
Therefore to complete the proof, it suffices to show that
lim sup
k→∞
∣∣∣∣∣
k∑
m=0
p0(k −m)X(m)
P(Y > k)
∣∣∣∣∣ = O.
In what follows, we prove this equation.
According to (3.29) and g > 0, there exist some K > 0 and γ ∈ (0, 1) such that
|Gm −Gm−1| ≤ Kγmeg, ∀m ∈ N,
X2(k) ≤ KegX2(k), ∀k ∈ Z+.
Substituting these inequalities into (3.27) and using (3.28) yield for k ∈ Z+,
|X(k)| ≤ Ke
(
gX2(k) +
∞∑
m=1
γmgX2(k +m)
)
= Ke
(
x(k) +
∞∑
m=1
γmx(k +m)
)
=:X+(k).
Since {x(k); k ∈ Z+} is nonincreasing, it follows from Proposition 2.1 that
∞∑
m=1
γm
x(k +m)
P(Y > k)
≤ sup
k∈Z+
x(k)
P(Y > k)
γ
1− γ <∞.
Thus using the dominated convergence theorem, Proposition 2.1 and Y ∈ S ⊂ L, we obtain
lim
k→∞
X+(k)
P(Y > k)
= Ke
(
lim
k→∞
x(k)
P(Y > k)
+
∞∑
m=1
γm lim
k→∞
x(k +m)
P(Y > k)
)
= K
(
1 +
γ
1− γ
)
picA
1− ρepi =
K
1− γ
picA
1− ρepi <∞. (3.43)
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Combining this with Lemma 3.6 and Proposition B.2, we have
lim
k→∞
p0 ∗X+(k)
P(Y > k)
=
K
1− γ
picA
1− ρ p̂0(1)epi =
K
1− γpic
A · pi, (3.44)
where we use (3.40) in the second equality. Note here that
p0 ∗X+(k)
P(Y > k)
=
p̂0(1)X
+(k)
P(Y > k)
+
k∑
m=0
p0(k −m)X+(m)
P(Y > k)
,
where the first term converges to the right hand side of (3.44) as k →∞, due to (3.43). There-
fore
lim
k→∞
k∑
m=0
p0(k −m)X+(m)
P(Y > k)
= 0,
which leads to
lim sup
k→∞
∣∣∣∣∣
k∑
m=0
p0(k −m)X(m)
P(Y > k)
∣∣∣∣∣
≤ lim sup
k→∞
k∑
m=0
p0(k −m)X+(m)
P(Y > k)
= 0.
✷
As mentioned in the introduction, Yamamuro [44] proves the subexponential tail equiva-
lence of the queue length distributions in the MX /GI/1 retrial queues with and without retrials,
under the assumption that the batch size distribution is light-tailed. On the other hand, Propo-
sition 2.2 shows that Assumption 2.1 and thus Theorem 3.1 do not necessarily require that
{D(k)} is light-tailed.
4 Proof of a Key Lemma (Lemma 3.6)
To facilitate the discussion, we apply a change of measure to p0 := (p0(0),p0(1),p0(2), . . . ).
Let q := (q(0), q(1), q(2), . . . ) denote a probability vector
q(k) =
max(k, 1)p0(k)∑∞
l=0max(l, 1)p0(l)e
> 0, k ∈ Z+, (4.1)
where the positivity of q(k) follows from Remark 3.2. We then have
q =
p0∆
−1
p0∆
−1e
, (4.2)
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where∆ is a diagonal matrix such that
∆ =

I O O O O · · ·
O I O O O · · ·
O O
1
2
I O O · · ·
O O O
1
3
I O · · ·
O O O O
1
4
I
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
It follows from (4.2) and p0T˜ = 0 (see (3.13)) that q > 0 is the stationary probability
vector of the following infinitesimal generator:
T˘ := ∆T˜ =

T˘ 0(0) T˘ 0(1) T˘ 0(2) T˘ 0(3) · · ·
T˘ 1(−1) T˘ 1(0) T˘ 1(1) T˘ 1(2) · · ·
O T˘ 2(−1) T˘ 2(0) T˘ 2(1) · · ·
O O T˘ 3(−1) T˘ 3(0) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 , (4.3)
where
T˘ 0(0) = C +D(1)A(0), (4.4)
T˘ 0(k) =
k+1∑
l=1
D(l)A(k − l + 1), k ∈ N, (4.5)
and for n ∈ N,
T˘ n(−1) = µA(0), (4.6)
T˘ n(0) = −µI + µA(1) + 1
n
{C +D(1)A(0)}, (4.7)
T˘ n(k) = µA(k + 1) +
1
n
k+1∑
l=1
D(l)A(k − l + 1), k ∈ N. (4.8)
For convenience, we uniformize the transition rate matrix T˘ as follows:
P˘ := I +
T˘
µ+ θ
, (4.9)
where θ = maxi∈M |[C]i,i|. From (4.3)–(4.8), we have
P˘ =

A˘0(0) A˘0(1) A˘0(2) A˘0(3) · · ·
A˘1(−1) A˘1(0) A˘1(1) A˘1(2) · · ·
O A˘2(−1) A˘2(0) A˘2(1) · · ·
O O A˘3(−1) A˘3(0) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 , (4.10)
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where
A˘0(0) = I +
1
µ+ θ
{C +D(1)A(0)},
A˘0(k) =
1
µ+ θ
k+1∑
l=1
D(l)A(k − l + 1), k ∈ N, (4.11)
and for n ∈ N,
A˘n(−1) = µ
µ+ θ
A(0), (4.12)
A˘n(0) =
1
µ+ θ
[
θI + µA(1) +
1
n
{C +D(1)A(0)}
]
, (4.13)
A˘n(k) =
1
µ+ θ
[
µA(k + 1) +
1
n
k+1∑
l=1
D(l)A(k − l + 1)
]
, k ∈ N. (4.14)
Let A˘(k) (k ≥ −1) denote
A˘(−1) = A˘n(−1) = µ
µ+ θ
A(0), (4.15)
A˘(0) =
θ
µ+ θ
I +
µ
µ+ θ
A(1), (4.16)
A˘(k) =
µ
µ+ θ
A(k + 1), k ∈ N. (4.17)
It then follows from (4.12)–(4.17) that
lim
n→∞
∞∑
k=−1
|A˘n(k)− A˘(k)| ≤ 1
µ+ θ
lim
n→∞
1
n
(|C|+DA) = O, (4.18)
and thus
lim
n→∞
A˘n(k) = A˘(k), uniformly all k ≥ −1. (4.19)
By definition, q = (q(0), q(1), q(2), . . . ) > 0 is the stationary probability vector of P˘ .
Note here that (4.3) and (4.9) yield
P˘ = I +
∆T˜
µ+ θ
.
Note also that T˜ has the unique stationary probability vector p˜0 = c−1p0 (this equality is due to
(3.12)). Therefore q is the unique and positive stationary probability vector of P˘ , which implies
that P˘ is irreducible and positive recurrent (see [5, Chapter 3, Theorem 3.1]).
As shown in (4.10) and (4.19), P˘ is a level-dependent M/G/1-type stochastic matrix with
asymptotic level-independence. Utilizing this special structure of P˘ , we can prove Lemma 4.1
below.
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Lemma 4.1 Suppose Assumption 2.1 holds. The following then hold.
(i) lim supk→∞ q(k)/P(Y > k) is finite; and
(ii) limk→∞ q(k)/P(Y > k) = cpi for some c ∈ (0,∞) if lim supk→∞D(k)e/P(Y > k)
exists.
From (4.1), we have
p0(k) = p0∆
−1e · q(k)
k
, k ∈ N, (4.20)
which leads to
p0(k) = p0∆
−1e ·
∞∑
l=k+1
q(l)
l
≤ p0∆−1e ·
q(k)
k
, k ∈ N.
Thus Lemma 3.6 is immediate from statement (i) of Lemma 4.1.
Remark 4.1 Although statement (ii) of Lemma 4.1 is not necessary for Lemma 3.6, the state-
ment is, as far as we know, the first reported result on the subexponential asymptotics of level-
dependent structured Markov chain. In addition, from statement (ii), we can guess that under
Assumption 2.1 and additional conditions, the following locally subexponential asymptotic for-
mula holds:
q(k)
k∼ cpi · P(Y = k). (4.21)
This can be proved by extending the results on the locally subexponential asymptotics of level-
independent GI/G/1-type Markov chains (see Section 4 in [24]) to a level-dependent M/G/1-type
Markov chain with asymptotic level-independence. If (4.21) holds, then (4.20) yields
p0(k)
k∼ c′pi · k−1P(Y = k) for some constant c′ > 0.
Further if the stronger conditions in Proposition 2.2 are assumed instead of Assumption 2.1 (of
course, other additional conditions are needed for the locally subexponential asymptotics), then
p0(k)
k∼ c′hpi · k−1P(λT > k),
where T is the service time.
We need several technical lemmas to prove Lemma 4.1. In the rest of this section, we present
the technical lemmas and then give the proof of Lemma 4.1 at the end of this section.
We begin with the following lemma.
Lemma 4.2 (i) The diagonal elements ofA(0) and A˘(−1) are positive; and (ii) for all k ∈ Z+,∑∞
l=kA(l) > O and
∑∞
l=k−1 A˘(l) > O.
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Proof. It suffices to prove statements (i) and (ii) for {A(k)} due to (4.15)–(4.17). It follows
from (3.1) and (3.2) that
[A(0)]i,i =
[∫ ∞
0
eCxdH(x)
]
i,i
> 0, ∀i ∈M,
and that there exists some k0 ∈ N such that for all m ∈ N and (i, j) ∈M2,[ ∞∑
l=mk0
A(l)
]
i,j
=
∫ ∞
0
dH(x)P(N(x) ≥ mk0, J(x) = j | J(0) = i) > 0,
which completes the proof. ✷
For further discussion, we introduce some symbols. We define P˘ n (n ∈ N) as a submatrix
of P˘ in (4.10) such that
P˘ n =

A˘n(0) A˘n(1) A˘n(2) A˘n(3) · · ·
A˘n+1(−1) A˘n+1(0) A˘n+1(1) A˘n+1(2) · · ·
O A˘n+2(−1) A˘n+2(0) A˘n+2(1) · · ·
O O A˘n+3(−1) A˘n+3(0) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 . (4.22)
It follows from (4.18) and (4.22) that
lim
n→∞
P˘ n =

A˘(0) A˘(1) A˘(2) A˘(3) · · ·
A˘(−1) A˘(0) A˘(1) A˘(2) · · ·
O A˘(−1) A˘(0) A˘(1) · · ·
O O A˘(−1) A˘(0) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 =: P˘∞, (4.23)
where the convergence is uniform over all the elements.
Recall that P˘ is irreducible and positive recurrent and thus the set of states {(m, i);m ≥
n, i ∈ M} is not closed for any n ∈ N. Therefore for any n ∈ N, there exists the minimal
nonnegative inverse of I − P˘ n (see, e.g., [38, Corollary 2 of Lemma 5.4]), which is denoted by
(I − P˘ n)−1 and given by (
I − P˘ n
)−1
=
∞∑
m=0
(P˘ n)
m.
Using the inverse (I−P˘ n)−1, we define some matrices, which play a role in matrix analytic
methods. Let N˘n(0, 0) denote the M ×M northwest corner of (I − P˘ n)−1, i.e.,
N˘n(0, 0) =
∞∑
m=0
P˘ (m)n (0, 0), (4.24)
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where P˘ (m)n (0, 0) is the M ×M northwest corner of (P˘ n)m. Further let G˘n (n ∈ N) and U˘n(0)
(n ∈ N) and R˘n(k) (n ∈ Z+, k ∈ N) denote
G˘n = N˘n(0, 0)A˘n(−1) =
∞∑
m=0
P˘ (m)n (0, 0)A˘n(−1), (4.25)
U˘n(0) =
∞∑
k=0
A˘n(k)
n+1∏
l=n+k
G˘l, (4.26)
R˘n(k) =
∞∑
m=0
A˘n(k +m)
(
n+k+1∏
l=n+k+m
G˘l
)
N˘n+k(0, 0), (4.27)
respectively, where for ν, η ∈ N,
η∏
l=ν
G˘l =
{
I, ν < η,
G˘νG˘ν−1 · · · G˘η, ν ≥ η.
In order to interpret the matrices N˘n(0, 0), G˘n,U˘n(0) and R˘n(k), we consider a discrete-
time Markov chain {(L˘m, J˘m);m ∈ Z+} with state space Z+×M and transition matrix P˘ . For
simplicity, we also define L(n) (n ∈ Z+) as the set of states {(n, i); i ∈M}. In this setting, the
interpretation of N˘n(0, 0), G˘n, U˘n(0) and R˘n(k) is as follows (see [46]):
(i) [N˘n(0, 0)]i,j represents the conditional expected number of visits to state (n, j) before
entering
⋃n−1
ν=0 L(ν) given that {(L˘m, J˘m)} starts with state (n, i).
(ii) [G˘n]i,j represents the conditional probability that the first passage time to L(n− 1) ends
with state (n − 1, j) given that {(L˘m, J˘m)} starts with state (n, i). Note that during the
first passage time to L(n− 1) from Ln, {(L˘m, J˘m)} does not visit any state in
⋃n−2
ν=0 L(ν)
because it is skip-free to the left (see, e.g., [26, Chapter 13]).
(iii) [U˘n(0)]i,j represents the conditional probability that the first passage time to
⋃n
ν=0 L(ν)
ends with state (n, j) given that {(L˘m, J˘m)} starts with state (n, i).
(iv) [R˘n(k)]i,j represents the conditional expected number of visits to state (n + k, j) before
entering
⋃n+k−1
ν=0 L(ν) given that {(L˘m, J˘m)} starts with state (n, i).
Lemma 4.3
(i) For all n ∈ N, G˘n is stochastic matrix; and
(ii) there exists some ξ ∈ (0, 1) such that
sup
n∈N
U˘n(0)e ≤ ξe, sup
n∈N
N˘n(0, 0)e ≤ 1
1− ξe,
sup
n∈Z+
∞∑
k=1
R˘n(k)e ≤ 1
1− ξ
1
µ+ θ
[
µÂ′(1)e+DÂ′(1)e+ D̂′(1)e
]
, (4.28)
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where Â′(z) = (d/dz)Â(z) and D̂′(z) = (d/dz)D̂(z).
Proof. Note that P˘ and thus {(L˘m, J˘m)} are irreducible and positive recurrent. Note also that
{(L˘m, J˘m)} is skip-free to the left. Therefore the probabilistic interpretation of G˘n implies that
statement (i) is true.
Next we prove statement (ii). From (4.26), (4.15) and G˘ne = e, we obtain
U˘n(0)e =
∞∑
k=0
A˘n(k)e = e− A˘(−1)e < e, ∀n ∈ N, (4.29)
where the last inequality holds due to statement (i) of Lemma 4.2. According to (4.29), there
exists some ξ ∈ (0, 1) such that
U˘n(0)e ≤ ξe, ∀n ∈ N. (4.30)
In addition, the interpretation of N˘n(0, 0) and U˘n(0) implies that
N˘n(0, 0) =
∞∑
m=0
(
U˘n(0)
)m
=
(
I − U˘n(0)
)−1
. (4.31)
Substituting (4.30) into (4.31) yields
N˘n(0, 0)e =
(
I − U˘n(0)
)−1
e ≤ 1
1− ξe, ∀n ∈ N. (4.32)
It remains to prove (4.28). From (4.27) and (4.32), we have for n ∈ Z+,
∞∑
k=1
R˘n(k)e ≤ 1
1− ξ
∞∑
k=1
∞∑
m=0
A˘n(k +m)e =
1
1− ξ
∞∑
m=0
A˘n(m)e.
From (4.11) and (4.14), we also have for n ∈ Z+,
∞∑
m=0
A˘n(m)e ≤
∞∑
m=0
A˘1(m)e =
∞∑
k=0
kA˘1(k)e ≤
∞∑
k=0
(k + 1)A˘1(k)e
=
1
µ+ θ
∞∑
k=1
k
[
µA(k) +
k∑
l=1
D(l)A(k − l)
]
e
=
1
µ+ θ
[
µÂ′(1)e+DÂ′(1)e+ D̂′(1)e
]
,
which is finite due to (2.3), (2.7) and ρ = λh < 1. As a result, (4.28) holds. ✷
Using Lemma 4.3 and the dominated convergence theorem, we obtain the following:
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Lemma 4.4 Let P˘ (m)∞ (0, 0) = limn→∞ P˘ (m)n (0, 0) for m ∈ Z+, which is the M ×M northwest
corner of (P˘∞)m. We then have
lim
n→∞
G˘n =
∞∑
m=0
P˘ (m)∞ (0, 0)A˘(−1) =: G˘ > O, (4.33)
lim
n→∞
U˘n(0) =
∞∑
k=0
A˘(k)G˘k =: U˘(0) > O, (4.34)
lim
n→∞
N˘n(0, 0) =
(
I − U˘(0)
)−1
> O, (4.35)
and for k ∈ N,
lim
n→∞
R˘n(k) =
∞∑
m=0
A˘(k +m)G˘m
(
I − U˘(0)
)−1
=: R˘(k) > O. (4.36)
Before the proof of Remark 4.4, we give a remark on G˘ and R˘(k).
Remark 4.2 Consider an M/G/1-type stochastic matrix:
P˘M/G/1 =

B˘(0) A˘(1) A˘(2) A˘(3) · · ·
A˘(−1) A˘(0) A˘(1) A˘(2) · · ·
O A˘(−1) A˘(0) A˘(1) · · ·
O O A˘(−1) A˘(0) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 , (4.37)
where B˘(0) = A˘(−1) + A˘(0). From (4.23), we have
P˘M/G/1 =

B˘(0) A˘(1) A˘(2) A˘(3) · · ·
A˘(−1)
O
O
.
.
.
P˘∞
 .
Thus (4.33) and (4.36) imply that G˘ and R˘(k) are the G- and R-matrices of the M/G/1-
type stochastic matrix P˘M/G/1 (see [47]). It follows from (4.15)–(4.17) and statement (ii) of
Lemma 4.2 that
A˘ :=
∞∑
k=−1
A˘(k) =
θ
µ+ θ
I +
µ
µ+ θ
A > O,
which shows that A˘ is an irreducible stochastic matrix and has the same stationary probability
vector pi as A. Further combining (4.15)–(4.17) with (2.7) and ρ < 1, we have
ρ˘ := pi
∞∑
k=0
(k + 1)A˘(k)e =
θ
µ+ θ
+
µ
µ+ θ
pi
∞∑
k=1
kA(k)e =
ρµ+ θ
µ+ θ
< 1.
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Note here that P˘M/G/1 is irreducible due to Lemma 4.2. These facts imply that the irreducible
stochastic matrix P˘M/G/1 is positive recurrent (see, e.g., [4, Chapter XI, Proposition 3.1]). In
addition, G˘ is stochastic (see [35, Theorem 2.3.1]) and the spectral radius of R˘ :=∑∞k=1 R˘(k)
is less than one (see [47, Theorem 23]).
Proof of Lemma 4.4. Using the dominated convergence theorem, we take the limit of (4.24)–
(4.27) as n → ∞ and obtain (4.33)–(4.36). Therefore it remains to prove the positivity of the
limiting matrices.
We note that G˘ is the G-matrix of the M/G/1-type stochastic matrix P˘M/G/1 (see Re-
mark 4.2) and thus it is the unique accumulation point of the following sequence {G˘ν} (see
[35, Chapter 2]):
G˘0 = O, G˘ν = A˘(−1) +
∞∑
k=0
A˘(k)
(
G˘ν−1
)k+1
for ν ∈ N,
which leads to
G˘ ≥ A˘(−1) +
∞∑
k=0
A˘(k)
(
A˘(−1)
)k+1
. (4.38)
Lemma 4.2 shows that the diagonal elements of A˘(−1) are all positive and ∑∞k=0 A˘(k) > O.
Thus from (4.38) and (4.34), we have
G˘ > O, U˘ (0) =
∞∑
k=0
A˘(k)G˘k > O, (I − U˘(0))−1 ≥ U˘(0) > O.
Finally, the positivity of R˘(k) in (4.36) follows from G˘(I − U˘(0))−1 > O and statement (ii)
of Lemma 4.2. ✷
Lemma 4.4 and Remark 4.2 show that G˘ is an irreducible stochastic matrix. Thus G˘ has
the unique and positive stationary probability vector, which is denoted by g˘ > 0 hereafter.
Lemma 4.5 below shows a relationship between g˘ and pi. We can readily prove this lemma
by using Remark 4.2 and following the proof of Lemma 14 in [42]. Thus we omit the proof.
Lemma 4.5
pi = (1− ρ˘)g˘
(
I − U˘(0)
)−1 (
I − R˘
)−1
, (4.39)
where R˘ =
∑∞
k=1 R˘(k) and ρ˘ = (ρµ+ θ)/(µ+ θ).
Recall that q = (q(0), q(1), q(2), . . . ) is the stationary probability vector of P˘ in (4.10).
According to Theorems 2.1 and 2.6 in [46], q = (q(0), q(1), q(2), . . . ) can be characterized as
follows:
q(k) =
k−1∑
n=0
q(n)R˘n(k − n), k ∈ N. (4.40)
Therefore we discuss the asymptotics for {q(k)} through {R˘n(k)}, which requires some prepa-
rations.
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Lemma 4.6 If Assumption 2.1 holds, then (i) cD := lim supk→∞D(k)e/P(Y > k) is finite;
and (ii) limk→∞A(k)/P(Y > k) = O and limk→∞D(k)/P(Y > k) = O.
Proof. From (2.6), we have
∞∑
k=0
zkA(k) =
∞∑
m=0
∫ ∞
0
e−θx
(θx)m
m!
dH(x) ·
[
I + θ−1
(
C + D̂(z)
)]m
≥
∫ ∞
0
e−θx(θx)dH(x) ·
[
I + θ−1
(
C + D̂(z)
)]
,
which leads to
A(k) ≥ ζ ·D(k), k ∈ N, (4.41)
where ζ =
∫∞
0
xe−θxdH(x) ∈ (0,∞) due to h = ∫∞
0
xdH(x) ∈ (0,∞). Therefore (4.41) and
Assumption 2.1 show that statement (i) is true. Further, Assumption 2.1 implies that
lim
k→∞
A(k)
P(Y > k)
≤ lim
k→∞
A(k)eet
P(Y > k)
= lim
k→∞
A(k − 1)eet −A(k)eet
P(Y > k)
= O.
Combining this and (4.41) yields limk→∞D(k)/P(Y > k) = O. ✷
It follows from (4.11) and (4.14) that
A˘n(k) =
min(n, 1)µ
µ+ θ
A(k + 1) +
D ∗A(k + 1)
max(n, 1)(µ+ θ)
, n ∈ Z+, k ∈ N, (4.42)
where D(0) = O is defined for convenience. Using (4.42), we show the asymptotics of
{A˘n(k)} and {A˘n(k)}.
Lemma 4.7 Suppose that Assumption 2.1 is satisfied, then the following hold:
(i) For n ∈ Z+,
lim
k→∞
A˘n(k)
P(Y > k)
= O, (4.43)
lim sup
k→∞
A˘n(k)e
P(Y > k)
≤ µ
µ+ θ
(
min(n, 1)cA +
cD +DcA
max(n, 1)µ
)
=:
µ
µ+ θ
cAn , (4.44)
where supn∈Z+ c
A
n is finite and cAn is nonzero for all n ∈ N (but cA0 can be a zero vector).
(ii) If limk→∞D(k)e/P(Y > k) = cD, then
lim
k→∞
A˘n(k)e
P(Y > k)
=
µ
µ+ θ
cAn , n ∈ Z+. (4.45)
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Proof. From (4.42), we have
A˘n(k) =
min(n, 1)µ
µ+ θ
A(k + 1) +
D ∗A(k + 1)
max(n, 1)(µ+ θ)
, (n, k) ∈ Z2+, (4.46)
A˘n(k)e =
min(n, 1)µ
µ+ θ
A(k + 1)e
+
D(k + 1)e+D ∗A(k + 1)e
max(n, 1)(µ+ θ)
, (n, k) ∈ Z2+, (4.47)
where we use D ∗A(k) = D(k)A + D ∗ A(k) in (4.47). It follows from Y ∈ S ⊂ L,
statement (ii) of Lemma 4.6 and Proposition B.2 that
lim
k→∞
D ∗A(k + 1)
P(Y > k)
= O. (4.48)
Applying (4.48) and limk→∞A(k + 1)/P(Y > k) = O to (4.46) yields (4.43).
Using Assumption 2.1, Lemma 4.6 and Proposition B.2, we obtain
lim sup
k→∞
D(k + 1)e+D ∗A(k + 1)e
P(Y > k)
≤ cD +DcA. (4.49)
Further, if limk→∞D(k)e/P(Y > k) = cD,
lim
k→∞
D(k + 1)e+D ∗A(k + 1)e
P(Y > k)
= cD +DcA. (4.50)
Applying (4.49) and Assumption 2.1 to (4.47), we have (4.44). Similarly, if limk→∞D(k)e/P(Y >
k) = cD, we have (4.45), though we use (4.50) instead of (4.49). The statement on {cAn} follows
from the definition of {cAn} and cA ≥ 0, 6= 0. ✷
Lemma 4.8 If Assumption 2.1 is satisfied, then the following hold:
(i) The limit
lim
k→∞
R˘(k)
P(Y > k)
=
µ
µ+ θ
cAg˘
(
I − U˘(0)
)−1
=: CR (4.51)
exists, andCR has no zero columns.
(ii) For n ∈ Z+,
lim sup
k→∞
R˘n(k)
P(Y > k)
≤ µ
µ+ θ
cAn g˘(I − U˘ (0))−1 =: CRn , (4.52)
where supn∈Z+ C
R
n is finite and CRn has no zero columns for all n ∈ N (but CR0 can be a
zero matrix).
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(iii) If limk→∞D(k)e/P(Y > k) = cD, then
lim
k→∞
R˘n(k)
P(Y > k)
= CRn , n ∈ Z+. (4.53)
Proof. See Appendix A.1. ✷
Lemma 4.9 Let Γ (k) (k ∈ Z+) denote
Γ (k) =
∞∑
m=0
D ∗A(k +m+ 1)G˘m(I − U˘ (0))−1, k ∈ Z+. (4.54)
The following hold:
(i) For any ε > 0, there exists some n0 := n0(ε) ∈ N such that for all n ≥ n0,
(1− ε)R˘(k) ≤ R˘n(k) ≤ (1 + ε)
{
R˘(k) + εΓ (k)
}
, k ∈ N. (4.55)
(ii) If Assumption 2.1 holds, then
lim sup
k→∞
Γ (k)
P(Y > k)
≤ (DcA + cD)g˘
(
I − U˘(0)
)−1
=: CΓ. (4.56)
Proof. See Appendix A.2. ✷
We are now ready to prove Lemma 4.1.
Proof of Lemma 4.1 For ε > 0, we fix n0 := n0(ε) for which statement (i) of Lemma 4.9
holds. We then define s+ε = (s+ε (0), s+ε (1), s+ε (2), . . . ) and s−ε = (s−ε (0), s−ε (1), s−ε (2), . . . ) as
follows:
s+ε (0) = s
−
ε (0) = (q(0), q(1), . . . , q(n0)), (4.57)
and for k ∈ N,
s+ε (k) = s
+
ε (0)R˘(0,n0)(k) + (1 + ε)
k−1∑
n=1
s+ε (n)
(
R˘(k − n) + εΓ (k − n)
)
, (4.58)
s−ε (k) = s
−
ε (0)R˘(0,n0)(k) + (1− ε)
k−1∑
n=1
s−ε (n)R˘(k − n), (4.59)
where
R˘(0,n0)(k) =

R˘0(k + n0)
R˘1(k + n0 − 1)
.
.
.
R˘n0(k)
 , k ∈ N. (4.60)
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For convenience, let R˘(0,n0)(0) = O and R˘(0) = O. Let R˘ =
∑∞
k=0 R˘(k) and Γ =∑∞
k=0 Γ (k). Recall here that the spectral radius of R˘ is less than one (see Remark 4.2) and
thus so is that of (1 − ε)R˘. Further for any sufficiently small ε > 0, the spectral radius of
(1 + ε)(R˘+ εΓ ) is less than one (see, e.g., Theorem 8.1.18 in [16]). We fix ε > 0 to be such a
small value.
Following the proof of Theorem 1 in [43], we can readily show that
s+ε (k) = s
+
ε (0)R˘(0,n0) ∗
∞∑
m=0
(1 + ε)m(R˘+ εΓ )∗m(k), k ∈ N, (4.61)
where {(R˘+ εΓ )∗m(k); k ∈ Z+} is the m-fold convolution of {R˘(k) + εΓ (k); k ∈ Z+} itself.
It follows from statement (i) of Lemma 4.8, statement (ii) of Lemma 4.9 and Proposition B.1
that
lim sup
k→∞
∞∑
m=0
(1 + ε)m(R˘ + εΓ )∗m(k)
P(Y > k)
≤
{
I − (1 + ε)(R˘+ εΓ )
}−1
(1 + ε)(CR + εCΓ)
×
{
I − (1 + ε)(R˘+ εΓ )
}−1
. (4.62)
Further statement (ii) of Lemma 4.8 yields
lim sup
k→∞
R˘(0,n0)(k)
P(Y > k)
≤

CR0
CR1
.
.
.
CRn0
 =: CR(0,n0) 6= O. (4.63)
Applying Proposition B.2 to (4.61) and using (4.62) and (4.63), we obtain
lim sup
k→∞
s+ε (k)
P(Y > k)
≤ s+ε (0)CR(0,n0)
{
I − (1 + ε)(R˘+ εΓ )
}−1
+ s+ε (0)
∞∑
n=1
R˘(0,n0)(n)
{
I − (1 + ε)(R˘+ εΓ )
}−1
× (1 + ε)(CR + εCΓ)
{
I − (1 + ε)(R˘+ εΓ )
}−1
. (4.64)
Recall here that n0 →∞ as ε ↓ 0 (see Lemmas 4.4 and 4.9). Recall also that supn∈Z+
∑∞
k=1 R˘n(k)e
is finite (see Lemma 4.3). Thus using (4.57), (4.60) and the dominated convergence theorem,
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we have
lim
ε↓0
s+ε (0)
∞∑
n=1
R˘(0,n0)(n) = lim
n0→∞
∞∑
n=1
n0∑
l=0
q(l)R˘l(n + n0 − l)
= lim
n0→∞
n0∑
l=0
q(l)R˘l(n0 − l)
=
∞∑
l=0
q(l) lim
n0→∞
R˘l(n0 − l) = 0.
Therefore letting ε ↓ 0 in (4.64) and using (4.57) and (4.60) yield
lim
ε↓0
lim sup
k→∞
s+ε (k)
P(Y > k)
≤ lim
ε↓0
s+ε (0)C
R
(0,n0)
(
I − R˘
)−1
=
∞∑
n=0
q(n)CRn
(
I − R˘
)−1
. (4.65)
It also follows from (4.39) and the definition of CRn (see (4.52)) that
CRn
(
I − R˘
)−1
=
µ
µ+ θ
cAnpi
1− ρ˘ .
Substituting this equation into (4.65), we obtain
lim
ε↓0
lim sup
k→∞
s+ε (k)
P(Y > k)
≤
∞∑
n=0
q(n)cAn ·
µ
µ+ θ
pi
1− ρ˘ . (4.66)
It is proved later that
s−ε (k) ≤ q(k + n0) ≤ s+ε (k), k ∈ N. (4.67)
Combining (4.67) with (4.66) and using Y ∈ S ⊂ L, we obtain
lim sup
k→∞
q(k)
P(Y > k)
≤
∞∑
n=0
q(n)cAn ·
µ
µ+ θ
pi
1− ρ˘ . (4.68)
Note here that q(n) > 0 for all n ∈ Z+ (see (4.1)) and that supn∈Z+ cAn is finite and cAn ≥ 0, 6= 0
for all n ∈ N (see statement (i) of Lemma 4.7). As a result,
0 <
∞∑
n=0
q(n)cAn <∞,
which completes the proof of statement (i).
Next we prove statement (ii) under the condition that limk→∞D(k)e = cD. As with (4.61),
the following equation holds:
s−ε (k) = s
−
ε (0)R˘(0,n0) ∗
∞∑
m=0
(1− ε)mR˘∗m(k), k ∈ N. (4.69)
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It follows from statements (i) and (iii) of Lemma 4.8 and Proposition B.1 that
lim
k→∞
R˘(0,n0)(k)
P(Y > k)
= CR(0,n0), (4.70)
lim
k→∞
∞∑
m=0
(1− ε)mR˘∗m(k)
P(Y > k)
=
{
I − (1− ε)R˘
}−1
(1− ε)CR
×
{
I − (1− ε)R˘
}−1
. (4.71)
Using (4.69)–(4.71) and following the proof of statement (i), we can show that
lim inf
k→∞
q(k)
P(Y > k)
≥ lim
ε↓0
lim
k→∞
s−ε (k)
P(Y > k)
=
∞∑
n=0
q(n)cAn ·
µ
µ+ θ
pi
1− ρ˘ .
This inequality and (4.68) show that statement (ii) holds.
Finally, we prove (4.67) by induction. From (4.40), (4.58) and (4.59), we have
s+ε (1) = s
−
ε (1) =
n0∑
n=0
q(n)R˘n(n0 + 1− n) = q(n0 + 1), (4.72)
which shows that (4.67) holds for k = 1. Suppose that (4.67) holds for some k = k∗ ∈ N.
Substituting this inductive assumption and the right inequality in (4.55) into (4.58) with k =
k∗ + 1 yields
s+ε (k∗ + 1) ≥ s+ε (0)R˘(0,n0)(k∗ + 1)
+ (1 + ε)
k∗∑
n=1
q(n + n0)
(
R˘(k∗ + 1− n) + εΓ (k∗ + 1− n)
)
≥ s+ε (0)R˘(0,n0)(k∗ + 1) +
k∗∑
n=1
q(n+ n0)R˘n+n0(k∗ + 1− n)
=
n0∑
n=0
q(n)R˘n(k∗ + 1 + n0 − n) +
k∗∑
n=1
q(n+ n0)R˘n+n0(k∗ + 1− n)
=
k∗+n0∑
n=0
q(n)R˘n(k∗ + 1 + n0 − n)
= q(k∗ + 1 + n0),
where the last equality is due to (4.40). As a result, the right inequality in (4.67) has been
proved. The left one is proved in a similar way.
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A Proofs
A.1 Proof of Lemma 4.8
It follows from Assumption 2.1 and (4.17) that
lim
k→∞
A˘(k)
P(Y > k)
e =
µ
µ+ θ
cA.
Using this equation and proceeding as in the proof of Lemma 3.2 in [32], we can show that
lim
k→∞
R˘(k)
P(Y > k)
=
µ
µ+ θ
cA
pi(I − R˘)
1− ρ˘ ,
from which and Lemma 4.5 it follows that the limit in (4.51) exists. It also follows from g˘ > 0,
(I − U˘(0))−1 > O (see Lemma 4.4) and cA ≥ 0, 6= 0 (see Assumption 2.1) that CR has no
zero columns. Thus statement (i) holds.
Similarly we can prove statements (ii) and (iii), though we need additional steps. For com-
pleteness, we provide the proof of statements (ii) and (iii).
Lemma 4.4 implies that
lim
k→∞
(
n+k+1∏
l=n+k+m
G˘l
)
N˘n+k(0, 0) = G˘
m
(
I − U˘(0)
)−1
uniformly over m,n ∈ Z+. (A.1)
Fix ε > 0 arbitrarily, which is independent of n. It then follows from (A.1) and (4.27) that for
all sufficiently large k,
R˘n(k) ≤ (1 + ε)
∞∑
m=0
A˘n(k +m)G˘
m
(
I − U˘(0)
)−1
, n ∈ Z+, (A.2)
R˘n(k) ≥ (1− ε)
∞∑
m=0
A˘n(k +m)G˘
m
(
I − U˘(0)
)−1
, n ∈ Z+. (A.3)
Recall here that G˘ is a positive stochastic matrix with stationary probability vector g˘ and thus
limm→∞ G˘m = eg˘ (see, e.g., [16, Theorem 8.2.8]). Therefore there exists somem1 := m1(ε) ∈
N such that for all m > m1,
(1− ε)eg˘ ≤ G˘m ≤ (1 + ε)eg˘. (A.4)
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Substituting the right inequality in (A.4) into (A.2), we have for all sufficiently large k,
R˘n(k) ≤ (1 + ε)
m1∑
m=0
A˘n(k +m)G˘
m
(
I − U˘(0)
)−1
+ (1 + ε)2
∞∑
m=m1+1
A˘n(k +m)eg˘
(
I − U˘ (0)
)−1
≤ (1 + ε)
m1∑
m=0
A˘n(k +m)G˘
m
(
I − U˘(0)
)−1
+ (1 + ε)2A˘n(k +m1)eg˘
(
I − U˘(0)
)−1
. (A.5)
It also follows from (4.43) and Y ∈ S ⊂ L that for any fixed m ∈ N and n ∈ Z+,
lim
k→∞
A˘n(k +m)
P(Y > k)
= lim
k→∞
A˘n(k +m)
P(Y > k +m)
P(Y > k +m)
P(Y > k)
= O. (A.6)
Applying (A.6), (4.44) and Proposition B.2 to (A.5), we obtain
lim sup
k→∞
R˘n(k)
P(Y > k)
≤ (1 + ε)2 µ
µ+ θ
cAn g˘
(
I − U˘(0)
)−1
= (1 + ε)2CRn . (A.7)
Letting ε ↓ 0 in (A.7) yields (4.52). In addition, since supn∈Z+ cAn is finite (see Lemma 4.7), so is
supn∈Z+ C
R
n . In addition,CRn (∀n ∈ N) has no zero columns because g˘ > 0, (I−U˘ (0))−1 > O
and cAn ≥ 0, 6= 0 for n ∈ N.
Finally, we assume that limk→∞D(k)e/P(Y > k) = cD. Using (A.3) and the left inequal-
ity in (A.4) (and following the proof of (4.52)), we can show that
lim inf
k→∞
R˘n(k)
P(Y > k)
≥ CRn .
Combining this and (4.52), we have (4.53).
A.2 Proof of Lemma 4.9
We estimate R˘n(k) in (4.27) as a function of n. Similarly to (A.1), Lemma 4.4 implies that
lim
n→∞
(
n+k+1∏
l=n+k+m
G˘l
)
N˘n+k(0, 0) = G˘
m
(
I − U˘(0)
)−1
,
where the convergence is uniform over (k,m) ∈ N×Z+. Thus for any ε > 0, there exists some
n′ := n′(ε) ∈ N such that for all n ≥ n′,
R˘n(k) ≤ (1 + ε)
∞∑
m=0
A˘n(k +m)G˘
m
(
I − U˘(0)
)−1
, k ∈ N, (A.8)
R˘n(k) ≥ (1− ε)
∞∑
m=0
A˘n(k +m)G˘
m
(
I − U˘(0)
)−1
, k ∈ N. (A.9)
36 H. Masuyama
It follows from (4.42) and (4.17) that for all n ≥ ⌈1/{ε(µ+ θ)}⌉,
A˘n(k) ≤ A˘(k) + εD ∗A(k + 1), k ∈ N, (A.10)
and that for all n ∈ N,
A˘n(k) ≥ A˘(k), k ∈ N. (A.11)
Substituting (A.10) and (A.11) into (A.8) and (A.9) respectively and using (4.36) and (4.54),
we obtain for all n ≥ n0 := n0(ε) = max(n′, ⌈1/{ε(µ+ θ)}⌉),
R˘n(k) ≤ (1 + ε)
(
R˘(k) + εΓ (k)
)
, k ∈ N,
R˘n(k) ≥ (1− ε)R˘(k), k ∈ N,
which show that statement (i) holds.
As for statement (ii), we can prove this by using (A.4), (4.48) and (4.49) and following the
proof of Lemma 3.2 in [32]. The proof of statement (ii) is also similar to that of Lemma 4.8
(see Appendix A.1). Therefore we omit the details.
B Convolution of Matrix Sequences with Subexponential Tails
The following are basic asymptotic results on the convolution of matrix sequences associated
with subexponential tails.
Proposition B.1 Suppose that {M(k); k ∈ Z+} is a sequence of nonnegative square matrices
such that
∑∞
n=0M
n = (I −M)−1 <∞.
(i) If there exists some U ∈ S such that
lim sup
k→∞
M (k)
P(U > k)
≤ M˜ ,
then
lim sup
k→∞
∑∞
n=0M
∗n(k)
P(U > k)
≤ (I −M )−1M˜(I −M )−1.
(ii) Replacing “lim sup” and “≤” by “lim inf” and “≥”, respectively, in statement (i), we
have a true statement.
(iii) Replacing “lim sup” and “≤” by “lim” and “=”, respectively, in statement (i), we have
a true statement.
Proposition B.2 Suppose that {M(k); k ∈ Z+} and {N(k); k ∈ Z+} are finite-dimensional
nonnegative matrix sequences such that their convolution is well-defined. Further suppose that
M :=
∑∞
k=0M (k) and N :=
∑∞
k=0N(k) are finite. Under these conditions, the following
hold:
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(i) If there exists some U ∈ S such that
lim sup
k→∞
M(k)
P(U > k)
≤ M˜ , lim sup
k→∞
N(k)
P(U > k)
≤ N˜ ,
then
lim sup
k→∞
M ∗N(k)
P(U > k)
≤ M˜N +MN˜ .
(ii) Replacing “lim sup” and “≤” by “lim inf” and “≥”, respectively, in statement (i), we
have a true statement.
(iii) Replacing “lim sup” and “≤” by “lim” and “=”, respectively, in statement (i), we have
a true statement.
Proof of Propositions B.1 and B.2. The first statements (on the limit superiors) of Proposi-
tions B.1 and B.2 are presented in Lemma A.12 in [33]. Following the proof of the lemma,
we can readily prove the second statements (on the limit inferiors) of the two propositions.
The third statements are immediate from the first and second ones, and they also presented in
Lemma 6 in [17] and Proposition A.3 in [31]. ✷
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