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Chapter 1
Introduction
One of the biggest challenge of modern physics is the quantization of gravity. The theory
introduced by Einstein in 1916 is still the best we have nearly 100 years later. Unfor-
tunately, it is a classical theory and we know that physics is fundamentally quantum.
In some sense it is even worse, Einstein’s gravity predicts its own downfall: it predicts
black-holes, objects so massive that spacetime breaks down and singularities appear.
Multiple attempts have been made to build a consistent quantum theory of gravity.
String theory is maybe the most successful but we think it is fair to say that there is no
complete solution yet. New ideas are needed.
A different way to solve the problem is to study the properties of General Relativity.
The hope is that a better understanding of the classical theory will impose constraints on
the form of the quantum version or even hint at a solution. Easier said than done. The
equations of motion of General relativity are non-linear partial differential equations and
those are prone to very peculiar and complicated solutions.
The usual tool to deal with those kind of problems or at least to obtain some control
is the use of symmetries. In themselves, they simplify the analysis but due to the fa-
mous Noether theorem, they also give rise to conserved quantities. In the most favorable
scenario, this can even lead to a complete analytic solution of the problem.
The concept of symmetry is central in modern physics and you will encounter it
throughout this work but it is not the focus point of our analysis. As the title says, we
are interested in another kind of symmetries: the concept of dualities. The symmetries
described above are internal symmetries, dualities can be considered as “external” sym-
metries: they are symmetries between different theories. Two theories are said to be
dual if they describe the same problem through different means, the duality providing the
dictionary to go from one description to the other.
Dualities can be very powerful. For instance, some questions can be very difficult to
handle in one description and trivial in the dual one. Those dualities can first be studied
9
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on the classical level but one can also hope for a dual version of gravity that would be
quantizable.
In this work, we considered two dualities. The first one is known as the electromag-
netic duality. Discovered in Maxwell’s theory, this duality exchanges the role of electric
and magnetic fields. Recently, it has been extended to gravity at least at the linearized
level. The second one is the gauge/gravity correspondance. It links a gravity theory in n
dimensions with a gauge theory in n − 1 dimensions. In the past 10 years, it received a
lot of interest and it constitutes a very active subject of research.
1.1 Electromagnetic duality
Without sources, Maxwell’s equations in 4 dimensions are invariant under the exchange
of electric and magnetic fields. If we add the usual electric sources, this symmetry is
broken. To restore it, Dirac introduced the notion of a magnetic monopole: a source
for the magnetic field playing the dual role of the electric sources. Even if nobody has
observed them experimentally, the theoretical study of these magnetic monopoles has
brought a lot of interesting results.
One of the most surprising comes from Dirac himself. He proved that the existence
of magnetic monopoles could be an explanation of the quantization of electric charge. He
showed the following quantization condition: All electric and magnetic charge, ei and gj ,
must satisfy:
eigj =
1
2
nij where nij ∈ Z. (1.1.1)
In other terms, the presence of one monopole of charge g anywhere in the universe will
force every electric charge to be of the form:
n
2g
where n ∈ Z. (1.1.2)
For a long time after the introduction by Dirac of magnetic monopoles in 1931,
these monopoles were a mere theoretical curiosity. We were able to build theories with
monopoles but we didn’t have to use them to describe nature. Everything changed in 1974
when ’t Hooft and Polyakov showed that some quantum field theories relevant in parti-
cle physics inevitably contain magnetic monopoles. In fact, all reasonable grand unified
theories necessarily contain them [1].
How is this? A usual quantum field theory will contain a bunch of fundamental fields:
some electrically charged fermions coupled to gauge fields like the electromagnetic field.
Because we want to describe all interactions at the same time (so the name: grand unified
theories), the gauge fields will be more complicated but in the limit of low energy one
should recover an electromagnetic field. The gauge fields describe fundamental particles,
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and the only charged particles are electrically charged. In these kinds of theories, the
magnetic monopoles cannot arise as point particles. In fact, ’t Hoof and Polyakov showed
the existence of extended objects (solitons) that behave exactly as magnetic monopoles. If
you are near one of them, you would see a complex internal structure composed of more
elementary particles but if you look at it from a distance you would only see a magnetic
monopole.
Three years later, Montonen and Olive conjectured that the theory considered by ’t
Hooft and Polyakov contained electric magnetic duality in the following sense. The du-
ality would not be a symmetry of the theory, it would be the link between two theories:
on one hand we would find the ‘electric’ theory described above and on the other hand
we would find another theory (‘magnetic’ theory) where the role of the components are
exchanged. The magnetic monopoles would be the elementary particles whereas the elec-
tric particles would become extended objects. One could do computations in any of the
two theories, the results would be the same provided one uses an appropriate dictionary
between the two theories.
This duality conjectured by Montonen-Olive would be one example of what is called
a strong-weak coupling duality. For the ‘electric’ theory, the electric charge e is the
coupling constant of the theory, the magnetic one g being some constant characterizing
the soliton. For the ‘magnetic’ theory, the situation is reversed, the coupling constant is
given by the magnetic charge of our monopoles. Following Dirac’s argument, we know
that the product of electric and magnetic charges is quantized. In particular, we have:
eg =
1
2
, (1.1.3)
where we chose n = 1 for simplicity. If we have a weakly coupled ‘electric’ theory, e
being very small, the coupling constant g of the dual theory is very large: the theory is
strongly coupled.
Those kinds of dualities are very interesting because, usually, strongly coupled theo-
ries are not tractable. If one is able to find a dual theory with a small coupling constant,
one would be able to use perturbation theory to compute physical quantities and, after
computations have been done, to use the dictionary to get back the quantities of the orig-
inal theory.
There are some hints that the same duality exits for General Relativity in 4 dimen-
sions. In particular, the Taub-NUT solution seems to be the electromagnetic dual to the
Schwarzschild black-hole[2]. Unfortunately, any precise definition of the duality is dif-
ficult due to the non-linear form of the equations of motion. On the other hand, the
linearized Einstein’s equations describing a free spin 2 particule are invariant under the
duality and, recently, it has been shown that it is a symmetry of the associated reduced
phase space action[3].
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The goal of our work is a generalization to spin 2 of the so-called double potential
formalism for spin 1 fields [4, 5], which has been extended so as to include couplings to
dynamical dyons by using Dirac strings [6, 7]. In the original double potential formalism,
Gauss’s constraint is solved in terms of new transverse vector potentials for the electric
field so that electromagnetism is effectively formulated on a reduced phase space with
all gauge invariance eliminated. Alternatively, one may choose [8] to double the gauge
redundancy of standard electromagnetism by using a description with independent vector
and longitudinal potentials for the magnetic and electric fields and 2 scalar potentials that
appear as Lagrange multipliers for the electric and magnetic Gauss constraints. In this
framework, the string-singularity of the solution describing a static dyon is resolved into a
Coulomb-like solution. Furthermore, magnetic charge no longer appears as a topological
conservation law but as a surface charge on a par with electric charge.
The aim of the present work is to apply the same strategy to the spin 2 case. Dou-
bling the gauge invariance by keeping all degrees of freedom of symmetric tensors now
leads to a second copy of linearized lapse and shifts as Lagrange multipliers for the new
magnetic constraints. As a consequence, the string singularity of the gravitational dyon,
the linearized Taub-NUT solution is resolved and becomes Coulomb-like exactly as the
purely electric linearized Schwarzschild solution. Furthermore, as required by manifest
duality, magnetic mass, momentum and Lorentz charges also appear as surface integrals.
Our work thus presents a manifestly duality invariant alternative to [9] where the
coupling of spin 2 fields to conserved electric and magnetic sources has been achieved in
a manifestly Poincare´ invariant way through the introduction of Dirac strings.
We start in chapter 2 with a summary of the results obtained in the spin 1 case. In
chapter 3, we then apply the same analysis to the spin 2 case. The idea is that both
problems are closely related and the reader can consider the electromagnetic case as a
physical toy model for linearized gravity.
As a result of this work, a really interesting link between electromagnetic duality and
soliton theory appeared. We show in chapter 4 that massless higher spin gauge fields are
bi-Hamiltonian and consequently integrable systems. Even if for now this only holds at
the free level, this insight relates two very different domains of physics. Our hope is that
it can allow the use of the techniques of soliton theory in the study of fundamental fields.
1.2 Gauge/Gravity conjecture
The idea of a duality between gauge theories and gravitational theories was first proposed
by Maldacena in his famous paper [10]. At some level, this duality relates a supergravity
theory in anti-de Sitter background to a gauge theory defined on its boundary. Since then,
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people believe that the duality extend to any background.
One example where this idea was most successful is the 3-dimensional case. In 1985,
Brown and Henneaux showed that the infinitesimal symmetries of asymptotically AdS3
spacetimes [11, 12, 13] provide a representation of the algebra of conformal Killing vec-
tors of the flat boundary metric. In this case, the boundary being 2-dimensional, this
algebra is infinite dimensional. This was surprising as people were expecting this sym-
metry group to be just SO(2, 2) the exact symmetry group of AdS3. Using Hamiltonian
methods, they also showed that the algebra of surface charges form a centrally extended
representation of the 2-dimensional algebra. Those results imply that any consistent quan-
tum theory of gravity in 3 dimension should be a conformal theory.
The presence of this infinite-dimensional algebra allows the use of the powerful tech-
niques of 2-dimensional conformal field theory. Maybe the most interesting result was
then obtained by Strominger [14]. Using the Cardy formula for the growth of states in a
2D conformal theory, he was able to reproduce the value of the Bekenstein-Hawking area
formula for the entropy of BTZ black-holes.
Historically, the first example where the asymptotic symmetry group is enhanced with
respect to the isometry group of the background metric and becomes infinite-dimensional
is the one of asymptotically flat 4-dimensional spacetimes at null infinity [15, 16, 17]. The
asymptotic symmetry group of non singular transformations is the well-known Bondi-
Metzner-Sachs group. It consists of the semi-direct product of the Lorentz group, times
the infinite-dimensional abelian normal subgroup of so-called supertranslations.
The starting point of our work is the following observation. If one focuses on in-
finitesimal transformations and does not require the associated finite transformations to be
globally well-defined, then there is a further enhancement. The symmetry algebra is then
the semi-direct sum of the infinitesimal local conformal transformations of the 2-sphere
with the abelian ideal of supertranslations, and now both factors are infinite-dimensional.
The aim of the present work is to reconsider from the point of view of local conformal
transformations the 4-dimensional case which is, in some sense at least, of direct physical
relevance. In particular, we provide a detailed derivation of the natural generalization of
the bms4 algebra discussed above. No modification of well studied boundary conditions
is needed and the transformations are carefully distinguished from conformal rescalings.
A major motivation for our investigation comes from Strominger’s derivation de-
scribed above. More recently, a similar analysis has been used to derive the Bekenstein-
Hawking entropy of an extreme 4-dimensional Kerr black hole [18]. One of our hopes is
to make progress along these lines in the non extreme case, either directly from an analy-
sis at null infinity or by making a similar analysis at the horizon, as discussed previously
for instance in [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31].
Related work includes [32, 33] on asymptotic quantization where for instance the im-
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plications of supertranslations for the gravitationalS-matrix have been discussed. Asymp-
totically flat spacetimes at null infinity in higher spacetime dimensions have been investi-
gated for instance in [34, 35, 36, 37], while various aspects of holography in 4 dimensions
have been studied in some details in [38, 39, 40, 41, 42, 43, 44]. In particular, a symmetry
algebra of the kind that we derive and study here has been conjectured in [45].
We will start in chapter 5 with an analysis of the AdS3 case. We basically rederive
the results of Brown-Henneaux using a different setup. In chapter 6, we will do the
same analysis for spacetimes that are asymptotically flat at null infinity in 3 dimensions.
Finally, in chapter 7, we present our results on bms4. The reader should view the first two
cases as intermediate problems because the bms4 case has features in common with both
the AdS3 and the bms3 cases.
1.3 Conventions
We will work with natural units: c = 1, ǫ0 = 1 and ~ = 1. In the following, we will
use index notation for vectors. Summation over repeated indices will be understood. The
1-forms dxµ are treated as fermionic variables and the skew-symmetric epsilon tensor in
n-dimension is defined as ǫ0....(n−1) = 1.
1.4 Summary of original results
• Introduction of an extended double potential formalism for spin 2 and definition of
surface charges in a duality invariant way.
• Description of massless integer spin gauge fields as bi-Hamiltonian systems
• Exact representation by bulk vector fields of the symmetry algebra of asymptoti-
cally AdS3 spacetimes through the introduction of a modified Lie bracket.
• Definition of an extended bms4 algebra with both supertranslation and superrota-
tions: non trivial extension of the Poincare´ algebra containing Virasoro algebra due
to the presence of gravity.
• Derivation of the bms4 charge algebra containing a field dependent central exten-
sion.
The publications containing those results are
1. G. Barnich and C. Troessaert, “Manifest spin 2 duality with electric and magnetic
sources,” JHEP 01 (2009) 030, 0812.0552.
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2. G. Barnich and C. Troessaert, “Duality and integrability: Electromagnetism, lin-
earized gravity and massless higher spin gauge fields as bi- Hamiltonian systems,”
J. Math. Phys. 50 (2009) 042301, 0812.4668.
3. G. Barnich and C. Troessaert, “Symmetries of asymptotically flat 4 dimensional
spacetimes at null infinity revisited,” Phys. Rev. Lett. 105 (2010) 111103, 0909.2617.
4. G. Barnich and C. Troessaert, “Aspects of the BMS/CFT correspondence,” JHEP
05 (2010) 062, 1001.1541.
5. G. Barnich and C. Troessaert, “Supertranslations call for superrotations,” 1102.4632.
6. G. Barnich and C. Troessaert, “BMS charge algebra,” to appear soon
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Chapter 2
Double-potential formalism for spin 1
In this chapter, we will present the double potential formalism for electromagnetism. As
said in the introduction, the reader should view this as a physical toy model for the spin
2. Indeed, the ideas are the same in the two cases; everything is just more complicated
for linearized gravity.
We start by a quick introduction to electromagnetic duality for spin 1. Then, we
describe the double potential formalism used to write a duality invariant action. Finally,
we introduce the extended double potential formalism developed in [8] in order to couple
to both electric and magnetic sources in a duality invariant way.
2.1 Electro-magnetic duality
Classically, electromagnetism is described by two fundamental vector fields: the elec-
tric field and the magnetic field. The dynamics of these fields and their interaction with
charged particles is governed by the well known Maxwell equations (see [46],[47]). In
empty space, they take the following form:
~∇ · ~E = 0, (2.1.1)
~∇ · ~B = 0, (2.1.2)
~∇× ~E + ∂
~B
∂t
= 0, (2.1.3)
~∇× ~B − ∂
~E
∂t
= 0. (2.1.4)
These equations possess an unusual symmetry consisting of the exchange of the elec-
tric and magnetic field. More precisely, the following map leaves the above equations
invariant:
~E ′ = − ~B, ~B′ = ~E. (2.1.5)
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In addition to leaving the equations invariant, this map also doesn’t change physical quan-
tities like the total energy or the total momentum of the electromagnetic field:
H =
∫
V
d3x
1
2
(
| ~E|2 + | ~B|2
)
, (2.1.6)
~P =
∫
V
d3x ~E × ~B, (2.1.7)
where both integrals are evaluated over the entire space V . This symmetry is called
electromagnetic duality.
Nature seems to break this symmetry. Indeed, the only charged matter we are aware of
is electrically charged: it only sources the electric field. In the presence of these sources,
the Maxwell equations become
~∇ · ~E = ρe, (2.1.8)
~∇ · ~B = 0, (2.1.9)
~∇× ~E + ∂
~B
∂t
= 0, (2.1.10)
~∇× ~B − ∂
~E
∂t
= ~je, (2.1.11)
where ρe and Je are respectively the charge and the current densities of electric particles.
This consistency of the above equations implies the conservation of the electric charge:
∂0ρe+∂ij
i
e = 0. The duality map given above does not leave these equations invariant any
longer. To restore the symmetry, Dirac postulated the existence of magnetic monopoles:
particles that source the magnetic field. If these magnetic monopoles are present, the
electromagnetic equations will take the form:
~∇ · ~E = ρe, (2.1.12)
~∇ · ~B = ρm, (2.1.13)
~∇× ~E + ∂
~B
∂t
= −~jm, (2.1.14)
~∇× ~B − ∂
~E
∂t
= ~je, (2.1.15)
with ρm and ~jm respectively the charge and the current densities of magnetic particles. In
this setting, one can see that, provided we also exchange the sources, the equations are
again invariant under the duality:
~E ′ = − ~B, ~B′ = ~E, (2.1.16)
~je
′
= − ~jm, ~jm′ = ~je, (2.1.17)
ρ′e = −ρm, ρ′m = ρe. (2.1.18)
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The simplest solution to these equations is called a dyon: a point-particule carrying
both electric and magnetic charges, respectively e and g. The electromagnetic field in-
duced by this source is given by twice the well known Coulomb solution:
~E =
e
4π
~r
r3
, (2.1.19)
~B =
g
4π
~r
r3
. (2.1.20)
The above results can easily be written in term of the usual 4 dimensional quantities.
The electric and magnetic tensors are put together in a 2-form F = Fµνdxµdxν :
Fi0 = Ei, Fij = ǫijkB
k. (2.1.21)
Using this notation, one can easily write the Maxwell equations in a manifestly Lorentz-
invariant way:
1
2
ǫµνρσ∂νFρσ = j
µ
m, (2.1.22)
∂µF
νµ = jνe , (2.1.23)
where we have defined the electric and the magnetic currents respectively as jµe = (ρe, jie)
and jµm = (ρm, jim). Remark that for consistency of the equations of motion (2.1.22) and
(2.1.23), both currents must be conserved. The duality transformation on the electromag-
netic fields takes the following form:
F ′µν = ⋆Fµν =
1
2
ǫµνρσF
ρσ. (2.1.24)
At the level of the classical equations of motion, the duality is well behaved and the
magnetic monopoles can be added quite easily. The next questions are: How can one de-
scribe this in term of an action? and Is it possible to write an action for electromagnetism
in presence of both electric and magnetic sources? This was done by Dirac in his famous
paper [48] by introducing string-like singularities known as Dirac strings.
If the magnetic sources are absent, Maxwell’s equations become
dF = 0 (2.1.25)
∂νF
µν = jµe (2.1.26)
in term of the external differential d = dxµ∂µ. Using the Poincare´ Lemma in R4 this
identity implies the existence of a 1-form A = Aµdxµ such that F = dA or Fµν =
∂µAν − ∂νAµ. Note that there is a redundancy in the description, the transformation
δAµ = ∂µǫ(x
µ) leaves the tensor Fµν invariant for any function ǫ. Such a transformation
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is called a gauge transformation. The usual action for electromagnetism is build from this
vector potential Aµ:
S[Aµ] =
∫
d4x
(
−1
4
F µνFµν + Aµj
µ
e
)
. (2.1.27)
When using the description of electromagnetism in terms of Aµ, we have chosen a side;
all Maxwell’s equations are not on the same footing. Half of them (2.1.25) are consistency
equations known as the bianchi identities, they are coming from the identity d2 = 0 and
the definition F = dA. The other half (2.1.26) are dynamical equations coming from the
variation of the action (2.1.27).
Adding magnetic sources is problematic. The above parametrisation is based on the
identity dF = 0 but in presence of magnetic sources, it is no longer valid. The solution
to this problem was found by Dirac in his famous paper [48]. The idea is to introduce a
parametrisation that is valid everywhere except on some points where it must be corrected.
The electromagnetic field is now defined as
F = dA+G. (2.1.28)
The 2-form G is a function of the magnetic source, zero nearly everywhere and such that
⋆ dG = jm (2.1.29)
If jm is produced by a set of point-like monopoles, Gµν can be chosen to be non-zero on a
set of strings (called Dirac’s strings), each one of them attached to one of the monopoles
and going to infinity. Notice that the potential Ai must be singular along the strings to
compensate the infinity of G and to produce a F regular outside the source.
In the case of one monopole sitting at the origin, the potential 4-vector and the asso-
ciated string term are given by:
A0 = 0, (2.1.30)
Ai =
g
4π
(
y
r(r − z) ,−
x
r(r − z) , 0
)
, (2.1.31)
Gij = ǫijzgδ(x)δ(y)Θ(z), (2.1.32)
G0i = 0, (2.1.33)
where δ(x) and Θ(z) are the Dirac and the Heaviside functions. The magnetic field
produced by the potential (2.1.31) alone would be the following:
B˜i = ǫijk∂jAk =
g
4π
xi
r3
− gδ(x)δ(y)Θ(z)δiz. (2.1.34)
Without the string term, this magnetic field B˜i is the one created by a semi-infinite
solenoid which is infinitely thin; it describes a string of infinitely concentrated mag-
netic flux that spreads out from the origin to infinity and creates the magnetic flux of
the monopole.
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The string term is then added to remove this semi-infinite solenoid and get the magnetic
monopole alone.
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In this example, we chose to place the string along the positive z axis. This choice is
arbitrary, we could have placed it anywhere. The change in Aµ following the change of
the position of the string is given by a gauge transformation. In other words, the string is
not an observable physical object, it is an artefact of the parametrisation used to describe
electromagnetism. It is just a sign of the fact that the usual description in term of a vector
potential Aµ is not adapted to the duality. Usually, the vector potential for the monopole
is written in spherical coordinates:
Aµdx
µ =
g
4π
(−1− cos θ)dφ. (2.1.35)
In that case, the singularity is hidden in the shortcomings of the parametrisation. Indeed,
the spherical parametrisation ofR3 is not well defined at the poles θ = 0, π corresponding
to the z axis.
Using this new definition for Fµν , one can use the same action as before to describe
electromagnetism:
S [Aµ] =
∫
V
d4x
(
−1
4
F µνFµν + Aµj
µ
e
)
. (2.1.36)
The two Maxwell equations concerning magnetic sources will follow from the definition
of Fµν and Gµν , the other two will be the equations of motion coming from the action.
One can see the difference in the treatment of the magnetic and the electric part. The
‘magnetic’ equations are imposed by construction, the ‘electric’ equations are imposed
dynamically. This description of electromagnetism is not duality invariant.
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The above action generates the correct Lorenz force for charged particules provided
Dirac’s veto holds. This veto, stating that two strings cannot cross each other, also implies
the quantization of electric charge described in the introduction.
2.2 Double potential formalism
At the outset, the electromagnetic duality is a symmetry of the equations of motion but
not of the action. As we saw, the formalism used to describe the theory breaks the du-
ality. More directly, one can write the action without sources in term of the electric and
magnetic fields:
S =
∫
d4x
1
2
(
E2 −B2) . (2.2.1)
This is clearly not invariant under the exchange E ′ = −B and B′ = E.
An important question is whether one can construct an action which is invariant under
the duality. We will now describe the construction of such an action. This construction
is based on the Hamiltonian formalism and, as such, is not manifestly invariant under the
Lorentz group.
2.2.1 Canonical formulation of electromagnetism
The usual Hamiltonian action without sources is given by
S[Ei, Ai, A0] =
∫
d4x
(
−EiA˙i −HEM − A0G
)
, (2.2.2)
HEM = 12
(
E2 +B2
)
, (2.2.3)
G = ∂iEi, (2.2.4)
where we have used the notation Bi = ǫijk∂jAk. The function HEM is the Hamiltonian
density, G is the Gauss constraint, the generator of the gauge transformation, and associ-
ated to it we have A0 which is the Lagrange multiplier. The associated Poisson bracket
can be read easily from the kinetic term:
{F,G} =
∫
d3x
(
δF
δEi(x)
δG
δAi(x)
− F ↔ G
)
. (2.2.5)
One can check easily that this action generates the Maxwell equations. Furthermore, it
reduces to the usual Lagrangian action when the auxiliary field Ei is solved for.
2.2.2 Vector decomposition
In the rest of the first part, we will assume that we have boundary conditions on all our
fields such that the Laplacian operator ∆ = ∂i∂i is invertible; in other words, the Laplace
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equation ∆φ = ψ has one and only one solution for each allowed value of the field ψ
(where φ and ψ stands for any field under consideration). Using this property, any vector
V i can be divided in two parts: a longitudinal and a transverse part as follows:
V i = V T i + V Li, (2.2.6)
V Li = ∂i∆−1∂jV
j, (2.2.7)
with the transverse part V T defined as the reminder V T = V − V L. We have ∂iV T i = 0.
We can apply the Poincare´ lemma to introduce a potential for the transverse part of
V :
V TI = OW i = ǫijk∂jWk. (2.2.8)
Remark that the curl operator O kills the longitudinal part of W i. In that sense, all the
interesting information is stored in the transverse part of W wich is unique and given by
W T i = −O∆−1OV T i. From the three components of a general vector in 3D, two are
stored in the transverse part and one is in the longitudinal part.
The elements of the decomposition are orthogonal under integration if boundary terms
can be neglected, ∫
d3xV iWi =
∫
d3x
(
V T iW Ti + V
LiWLi
)
. (2.2.9)
and the operator O is self-adjoint, e.g.,∫
d3x (OV )iWi =
∫
d3xV i (OW )i . (2.2.10)
2.2.3 Reduced phase space and duality invariant action
The Gauss constraint implies that Ei must be transverse. If we solve the constraint by
putting EL to zero, we must also fix the gauge freedom associated to it. This gauge
freedom is δAi = ∂iǫ and it can be used to fix the longitudinal part of A to zero. The
resulting action is
S[ET i, ATi ] =
∫
d4x
(
−ET iA˙Ti −H
)
, (2.2.11)
H = 1
2
(
ET2 +B2
)
. (2.2.12)
This is the reduced phase-space formulation of electromagnetism: all the constraints and
gauge freedom have been removed. The only degrees of freedom left are the 2 phys-
ical degrees of freedom describing the photon. They are stored in the canonical pairs
(ATi ,−ET i).
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As we saw above, we can then introduce a new potentialZTk to describe the transverse
part of the electric field:
Ei = OZT i = ǫijk∂jZTk . (2.2.13)
Putting this in the action gives
S[ATi , Z
T
i ] =
∫
d4x
{
−OZT iA˙Ti − 12
((OZT )2 + (OAT )2)} . (2.2.14)
This action is already duality invariant [4] but the symmetry can be made more manifest
if we rename our fields as ATai = (ATi , ZTi ) and Bai = (Bi, Ei) with a = 1, 2 [5]. After
some integrations by part, the action becomes
S[ATai ] =
∫
d4x
{
ǫab
1
2
OATaiA˙Tbi −H
}
, (2.2.15)
H = 1
2
BaiBai, (2.2.16)
Bai = OATai, (2.2.17)
where ǫab is antisymmetric with ǫ12 = 1 (a, b, ... are moved up and down using the Kro-
necker symbol δab). The electromagnetic duality is the SO(2) rotation acting on the
duality index:
δDA
Ta
i = ǫ
abATbi. (2.2.18)
The fact that the action is invariant is obvious because every term is a scalar under this
rotation. The duality generator is
D = −1
2
∫
d3xATaiOATai (2.2.19)
which is simply an SO(2) Chern-Simons action [49].
2.2.4 Poincare´ transformations
To obtain a duality invariant action, we had to use the Hamiltonian formalism and thus
loose the manifest Lorentz invariant of the action. To be precise, we still have manifest
invariance under the spatial part of the group but not for the boosts. This is a common fact
in the Hamiltonian formalism: the 3+1 split breaks manifest Lorentz invariance because
time has become a special coordinate. On the other hand, going to the Hamiltonian for-
mulation doesn’t change the symmetries of the action (see e.g. [50]). The boosts should
be hidden somewhere. Tracing them back from the Lagrangian formulation, the Poincare´
generator associated to the usual electromagnetic action (2.2.2) are given by
QG(ω, a) = 12 ωµνJ
µν − aµP µ (2.2.20)
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where P 0 is the time translation given by the Hamiltonian, P i are the spatial translations,
Jµν the spatial rotations and the boosts. They can be constructed from the symmetric
energy-momentum tensor as follows:
T 00 = HEM , T
i0 = ǫijkEjBk, (2.2.21)
P µ =
∫
d3xT µ0, Jµν = −
∫
d3x
(
xµT ν0 − xνT µ0) . (2.2.22)
From these generators, one can deduce the generators of the reduced phase space the-
ory by evaluating them on the constraint surface. The generators of the double potential
formalism are then obtained by introducing the new potential. The final result is given by
(2.2.20) with
T 00 = H, T i0 = −1
2
ǫijkǫabB
a
jB
b
k = ǫ
ijkEjBk, (2.2.23)
P µ =
∫
d3xT µ0, Jµν = −
∫
d3x
(
xµT ν0 − xνT µ0) , (2.2.24)
and the associated transformations
δξA
Ta
i = −ǫabBbiξ0 − ǫijkξjBak, (2.2.25)
ξµ = aµ + ωµνx
ν with ωµν = −ωνµ. (2.2.26)
One can also show by direct computation that these generators form a representation
of the Poincare´ algebra under the Poisson bracket associated with the action:
{F,G} =
∫
d3x
(
1
2
δF
δAai (x)
ǫabǫijk∂
j∆−1
δG
Abk(x)
)
. (2.2.27)
2.3 Double potential formalism with external sources
The action presented in the previous section concerns only the reduced phase space in
absence of sources, only the dynamical degrees of freedom of electromagnetism. It ob-
viously doesn’t say anything about the sources. The next logical step would be to add
them. To build an action that is invariant under the duality in presence of sources, one
has two possibilities to describe the interactions. The first one is to treat both electric
and magnetic sources as topological information by introducing strings for both sides [7].
What we will present here is the other natural possibility: treat both sides as dynamical
information. This was done in [8] and we will mainly review the part of their results that
will be interesting in the spin 2 case.
Let’s first have a look at the Hamiltonian formulation in presence of electric source
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jµe (this source must be conserved ∂µjµe = 0). We have
S[Ai, E
i, A0] =
∫
d4x
(
−EiA˙i −H− A0(∂iEi − j0e )
)
, (2.3.1)
H = 1
2
(
E2 +B2 − Aijie
)
. (2.3.2)
The source term modifies the Gauss constraint. The longitudinal part of E is no longer
zero and part of the information about the sources is stored in the gauge sector. To add
magnetic sources, we need an equivalent mechanism for the dual part.
The solution proposed by the authors of [8] is to double the gauge freedom. To do so,
they introduce the following parametrisation for the magnetic and electric fields Bai =
(Bi, Ei):
Bai = ǫijk∂jA
a
k + ∂
iCa. (2.3.3)
The fields Aai and Ca are respectively potentials for the transverse part and the longitudi-
nal parts of Ba. The electromagnetic action they propose is the following:
S[Aai , C
a, Aa0] = SEM [A
a
i , C
a, Aa0] + SI [A
a
i , A
a
0; j
aµ] (2.3.4)
where
SEM [A
a
i , C
a, Aa0] =
∫
d4x
(
1
2
ǫab(B
ai + ∂iCa)A˙bi −Aa0Ga −H
)
, (2.3.5)
H = 1
2
BaiBai (2.3.6)
Ga = ǫab∂iBbi (2.3.7)
is the substitute for the usual Maxwell action and
SI [A
a
i , A
a
0; j
aµ] =
∫
d4x ǫabA
a
µj
bµ (2.3.8)
is the “interaction” action. The external magnetic and electric currents are labeled as
jaµ = (jµm, j
µ
e ) and are conserved, ∂µjaµ = 0. This action is manifestly invariant under
duality rotations that acts on the a indices
δDA
a
µ = ǫ
abAbµ, δDC
a = ǫabCb, δDj
aµ = ǫabjµb . (2.3.9)
We will start by studying the electromagnetic core of this action, namely SEM .
2.3.1 Canonical structure
After some integration by parts, one can write the kinetic term as∫
d4x
1
2
ǫab(B
ai+∂iCa)A˙bi =
∫
d4x
(
−OA2T iA˙T1i + ∂iC1A˙L2i − ∂iC2A˙L1i
)
(2.3.10)
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The canonically conjugate pairs are identified as(
AT1i (x),−OA2T i(y)
)
,
(
AL2i (x), ∂
iC1(y)
)
,
(
AL1i (x),−∂iC2(y)
)
. (2.3.11)
The usual canonical pairs of electromagnetism can be chosen in term of the new vari-
ables as (
AT1i (x),−OA2T i(y)
)
,
(
AL2i (x), ∂
iC1(y)
)
. (2.3.12)
The new canonical pair (
AL1i (x),−∂iC2(y)
) (2.3.13)
is just the magnetic dual of the pure gauge pair (AL2i (x), ∂iC1(y)) of the usual formula-
tion.
Those results imply{
Aai(x), Bbj(y)
}
= −ǫabδijδ3(x, y), {Bai(x), Bbj(y)} = −ǫabǫijk∂kδ3(x, y).
(2.3.14)
2.3.2 Gauge structure and degree of freedom count
In this action, there are 2 first-class constraints:
Ga = ǫab∂iBbi = ǫab∆Cb ≈ 0. (2.3.15)
For a = 1 we have the usual Gauss constraint ∂iEi = 0. On the other hand, a = 2 gives
its dual: the magnetic Gauss constraint ∂iBi = 0. In the usual formulation, this Maxwell
equation is imposed by the formalism. We see that in this case, it has become a dynamical
equation.
The gauge transformations generated by
∫
d3xλaGa can be easily computed:
δλA
a
µ = ∂µλ
a, δλC
a = 0. (2.3.16)
Exactly as expected, we have the usual gauge transformation parametrized by λ1 and a
new dual one parametrized by λ2. The gauge sector of the theory has been doubled in a
duality invariant way.
The new constraint G2 can be gauge fixed through the condition AL2i = 0. This par-
tially gauge fixed theory corresponds to the usual electromagnetic theory in Hamiltonian
form as described in section 2.2.1. More precisely, the observables of a Hamiltonian field
theory with constraints are defined as equivalence classes of functionals that have weakly
vanishing Dirac brackets with the constraints and where two functionals are considered as
equivalent if they agree on the surface defined by the constraints (see e.g. [50]). The new
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constraint together with the gauge fixing condition form second class constraints. The
Dirac bracket algebra of observables of this (partially) gauge fixed formulation is isomor-
phic to the Poisson bracket algebra of observables of the extended formulation on the one
hand, and to the Poisson bracket algebra of observables of usual electromagnetism on the
other hand.
We start with 4 degrees of freedom per spacetime point. The 2 constraints, being first
class, remove 2 of those degrees of freedom. In the end, the fully gauge fixed theory
contains 2 physical degrees of freedom per spacetime point described by the transverse
vector potential ATi = AT1i and its canonically conjugate variable−ET i = −OA2T i, as it
should.
2.3.3 Duality generator
The duality generator is the SO(2) Chern-Simons term suitably extended to the longitu-
dinal potentials:
D = −1
2
∫
d3x
(
Bai + ∂iCa
)
Aai. (2.3.17)
This generator commutes with the Hamiltonian and the other Poincare´ generators given
below but it is only weakly gauge invariant:
{Ga, D} = ǫabGb. (2.3.18)
2.3.4 Poincare´ transformations
Consider now a symmetry generator of the usual Hamiltonian action of electromagnetism
(2.2.2). It is defined by an observable K[A,E] = K[A1, B2] whose representative is
weakly conserved in time,
∂
∂t
K + {K,HEM} ≈ 0. (2.3.19)
Since the new Hamiltonian differs from the usual one by terms proportional to the new
constraint,
H = HEM +
∫
d3xG2k, k = 12C
1, (2.3.20)
and since K, when expressed in terms of the new variables, does not depend on AL2,
so that {K, ∫ d3xG2k} ≈ 0 in the extended theory, it follows that K is also weakly
conserved and thus a symmetry generator of the extended theory,
∂
∂t
K + {K,H} ≈ 0. (2.3.21)
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Consider then the Poincare´ generators QG(ω, a) of electromagnetism (2.2.20). When
expressed in terms of the new variables, they are representatives for the Poincare´ genera-
tors of the extended theory. Indeed, we just have shown that they are symmetry genera-
tors, while we have argued in Section 2.3.2 that their Poisson algebra is isomorphic when
restricted to their respective constraint surfaces.
As expected, the extended theory is invariant under Poincare´ transformations but the
generators obtained above are not invariant under the duality. Generators being defined
up to terms proportional to the constraints, one can try to change the representative of the
Poincare´ generators to make them invariant under the duality. It is possible: one solution
is to keep expressions (2.2.20-2.2.24) but with the new definition of Bai. The associated
transformations are now:
δξC
a = 0, (2.3.22)
δξA
a
i = ∂iλ
a
ξ − ǫabBbiξ0 − ǫijkξjBak, (2.3.23)
δξA
a
0 = ∂0λ
a
ξ + ǫ
abBbiξ
i, (2.3.24)
where
λaξ = −ǫab∆−1∂i
(
Bibξ
0
)
+∆−1∂i
(
ǫijkBaj ξk
)
. (2.3.25)
2.3.5 Equations of motion and dyon solution
The equations of motion can be easily computed and shown to be equivalent to the usual
Maxwell equations. The variation of Aa0 gives the two Gauss laws:
∂iB
ai = ∆Ca = ja0. (2.3.26)
The variation of Ca gives
ǫab∆A
b
0 = ǫab∂
iA˙bi −∆Ca. (2.3.27)
We are working with boundary conditions such that ∆ is invertible. With this assumption,
both Aa0 and Ca are auxiliary fields in the sense that their equations of motion can be
solved to express them in term of the other fields without the need for initial conditions.
The variation of Aai gives the remaining Maxwell’s equations
− ǫabB˙bi + ǫijk∂jBak = ǫabjbi. (2.3.28)
The simplest non-trivial source is a dyon sitting at the origin with charges Qa =
(P,Q):
jaµ = 4πQaδµ0 δ
3(x). (2.3.29)
The Maxwell’s equation in the above form are now solved by
Aaµ = −
ǫabQb
r
δ0µ, C
a = −Q
a
r
. (2.3.30)
In this set-up, the string-like singularity has been completely removed.
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2.3.6 Surface charges
The purpose of this extended double potential formalism is to have both sectors of the
theory on the same footing and to be able to compute both the electric and the magnetic
charge as dynamical conserved quantities. Doubling of the gauge freedom gives exactly
that: two gauge freedoms imply two surface charges. In the original paper, the authors
used the techniques developed in [51, 52, 53] to compute those charges and by coupling
this theory to gravitation and were able to derive the first law for R-N black holes charged
with both electric and magnetic sources. Unfortunately, in the spin 2 case, the theory will
not be local as a Hamiltonian gauge theory and those techniques will not be available.
We thus revert to the original Hamiltonian method of [54, 55]. We refer the reader to
appendix A.1 for a quick summary adapted to the problem at hand where there is no need
to discuss fall-off conditions.
The analysis of appendix A.1 is not directly applicable to our case since we do not
have Darboux coordinates and the Poisson brackets of the fundamental variables are non
local. In the spin 1 case, everything is under control and well behaved in the end. But,
because it will not be the case for the spin 2, we will spend some time here to present
the method used in the following chapter to deal with the surface charges of linearized
gravity in the double potential formalism.
The non-locality brings two problems: δǫszA = 0 may not have non trivial solutions
(see spin 2), and ∆−1 applied to localized sources will spread them throughout space. In
view of this, the idea is to redo the analysis of appendix A.1 while keeping the sources
explicitly throughout the argument.
In the presence of the sources, the constraints are
Ga = ǫab∂iBbi − ǫabjb0. (2.3.31)
Instead of (A.1.11), we can write
λaGa = −∂iλaǫabBbi − λaǫabjb0 − ∂ik˜iλ[zA] (2.3.32)
with
k˜iλ[z
A] = −λaǫabBbi. (2.3.33)
Consider now gauge parameters λa(x) satisfying
∂iλ
a
s = 0 ⇔ λas = cst. (2.3.34)
It follows that the surface charges
Qλs =
∮
S
d3xik˜
i
λs [zs], (2.3.35)
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only depend on the homology class of S outside of the sources. The equation of motion
(2.3.28) implies
∂0k
i
λs [zs] = λ
aǫabj
bi − ǫijk∂j (λaBak) . (2.3.36)
The surface charges (2.3.35) are thus time-independent outside of the sources. Breaking
them into their two components, we obtain both the electric and the magnetic charges:
Q =
∮
S
d3xiE
i, P =
∮
S
d3xiB
i. (2.3.37)
The result is what we expected and is what was obtained in [8] using the covariant
approach to surface charges.
32 TROESSAERT
Chapter 3
Double potential formalism for spin 2
In this chapter, we will introduce a double potential formalism for linearized gravity in
presence of both type of gravitational sources: the “electric” source which is the mass or
the energy and the “magnetic” source. The strategy is the same as the one presented in
the previous chapter for electromagnetism. The two questions are closely related but the
spin 2 case is more complicated.
We will start by a small review on gravitational electromagnetic duality. After this
introduction, the results of Henneaux-Teitelboim [3] for the invariance of the action in
absence of sources will be presented. Finally, the last section will be devoted to our
construction of an extended double potential formalism for linearized gravity [56].
3.1 Electromagnetic duality for gravity
The first hint at the existence of the electromagnetic duality in gravitation came with
the discovery of the Taub-Nut solution to the Einstein equations in 4 dimensions. The
Taub-Nut metric [57, 9] is given by
ds2 = −V (r) [dt+ 2N(1− cos θ)dφ]2 + V (r)−1dr2 + (r2 +N2)(dθ2 + sin2 θdφ2),
(3.1.1)
with
V (r) = 1− 2(N
2 +Mr)
(r2 +N2)
=
r2 − 2Mr −N2
R2 +N2
, (3.1.2)
where M is the usual mass and N a second parameter. The study of this solution showed
that thisN plays the role of an electromagnetic dual toM . A closer look at the gtφ compo-
nent of the metric shows a string-like singularity quite similar to the one appearing in the
vector potential for the magnetic monopole in spherical coordinates (2.1.35). This string-
like singularity is in this case known as the Misner string. Unfortunately, the attempt to
interpret it as a non-physical object, as an artefact coming from the metric description
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of gravity, led to problems [58]. The non-linear nature of gravity implies that for this
singularity to be spurious, we need the time coordinate to be periodic. In that case, the
Taub-NUT acquires some pathological behavior like time-like closed curves.
A lot of work has been done in an attempt to better understand the duality in the full
non-linear theory but it is still a difficult question. On the other hand, the linear version,
describing a spin 2 particule in a Minkowski background, is nicer. The theory is described
by the Pauli-Fiertz action:
SPF [hµν ] = −1
4
∫
d4x
(
∂ρhµν∂ρhµν − 2∂µhµν∂ρhρν + 2∂µhρρ∂νhµν − ∂µhρρ∂µhσσ
)
(3.1.3)
where hµν is symmetric. This action can be obtained from the full Einstein action by lin-
earizing around flat space, hµν being the deviation of the full metric from the Minkowski
metric. The associated equations of motions can be written as
Rµν = R
ρ
µρν = 0 (3.1.4)
where Rµνρσ = −Rνµρσ = −Rµνσρ is the linearized Riemann tensor defined as
Rµνρσ = ∂[µhν][ρ,σ]. (3.1.5)
By construction, this tensor satisfies to the following identities
Rµ[νρσ] = 0 (3.1.6)
Rµν[ρσ,α] = 0. (3.1.7)
It follows that Rµνρσ is symmetric for the exchange of the pairs (µν) and (ρσ):
Rµνρσ = Rρσµν , (3.1.8)
and, using (3.1.7) and (3.1.4), one can easily prove
∂µRµνρσ = 0. (3.1.9)
It turns out that equations (3.1.6) and (3.1.7) are the conditions for the existence of a
tensor potential hµν for a general tensor Rµνρσ = −Rνµρσ = −Rµνσρ.
Equations (3.1.4), (3.1.6)-(3.1.7) and (3.1.9) are the equivalent of Maxwell’s equation
for linearized gravity. In term of the dual tensor Sµνρσ = −Sνµρσ = −Sµνσρ defined as
Sµνρσ = −12 ǫµναβR
αβ
ρσ (3.1.10)
they will keep the same form. Indeed, the structural equations (3.1.6) and (3.1.7) become
Sµν = S
ρ
µρν = 0 (3.1.11)
∂µSµνρσ = 0. (3.1.12)
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On the other hand, the equations of motion (3.1.4) and (3.1.9) become
Sµ[νρσ] = 0, (3.1.13)
Sµν[ρσ,α] = 0. (3.1.14)
The electromagnetic duality for the spin 2 is defined as the SO(2) rotation between Rµνρσ
and its dual Sµνρσ:
δDRµνρσ = Sµνρσ, δDSµνρσ = −Rµνρσ. (3.1.15)
It obviously leaves the set of equations invariant.
A linearized Riemann tensor satisfying to (3.1.6) and (3.1.4) can be completely parametrized
by two 3 dimensional symmetric tensors Eij and Bij defined as
Eij = R0i0j , Bij = −12 ǫiklR
kl
0j . (3.1.16)
The are called the electric and magnetic part of the Weyl tensor which in this case is equal
to the Riemann tensor. The duality transformations are equivalent to
δDEij = Bij , δDBij = −Eij . (3.1.17)
The case we described until here is a free spin 2 field without any external source.
Adding the usual “electric” source can be done easily by adding an interacting term to the
Pauli-Fierz action:
S[hµν ;T
µν ] =
1
16πG
SPF +
1
2
∫
d4xhµνT
µν . (3.1.18)
This source is an energy-momentum tensor, it is symmetric and conserved:
T µν = T νµ, ∂µT
µν = 0. (3.1.19)
The new equations of motion are
Gµν = 8πGT µν , (3.1.20)
where Gµν = Rµν − 1
2
ηµνRρρ is the linearized Einstein tensor. This also implies a modifi-
cation of the identity (3.1.9):
∂µR
µργδ = 8πG
(
∂γ T¯ ρδ − ∂δT¯ ργ) (3.1.21)
where for a tensor Kµν , we have defined K¯µν = Kµν− 1
2
ηµνKρρ . The structural equations
(3.1.6) and (3.1.7) don’t change in presence of electric sources. The equations are no
longer invariant under the duality: for instance, the duality will send equation (3.1.20) to
Sµν − 1
2
ηµνSρρ = 8πGT
µν ⇐⇒ Rµ[νρσ] = −8
3
πGǫνρσδT¯
δ
µ . (3.1.22)
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The idea to restore the duality is exactly the same in the spin 2 case as what was
done by Dirac for electromagnetism: adding dual sources. The “magnetic” sources are
represented by a dual, magnetic, energy-momentum tensor Θµν . As for T µν , it must be
conserved: ∂µΘµν = 0. The new equations are [9]:
Gµν = 8πGT µν , (3.1.23)
Rµ[νρσ] = −8
3
πGǫνρσδΘ¯
δ
µ, (3.1.24)
Rµν[ρσ,α] =
8
3
πGǫρσαβ
(
∂νΘ¯
β
µ − ∂µΘ¯βν
)
, (3.1.25)
∂µR
µργδ = 8πG
(
∂γ T¯ ρδ − ∂δT¯ ργ) . (3.1.26)
The equations are symmetric under the generalized duality:
δDRµνρσ = Sµνρσ, (3.1.27)
δDSµνρσ = −Rµνρσ, (3.1.28)
δDT
µν = Θµν , (3.1.29)
δDΘ
µν = −T µν . (3.1.30)
Again, the same problem appears in this case. One can write duality invariant equa-
tions but writing an action is more difficult. As for electromagnetism, the necessary
conditions to introduce the potential hµν , namely equations (3.1.6) and (3.1.7), are no
longer valid in presence of magnetic sources. In [9], the authors proposed a solution by
introducing string-like terms. Following the ideas of Dirac, they managed to write an
action invariant under Poincare´ containing both electric and magnetic external sources.
They also derived a quantification condition for the spin 2 conserved charges P γ and Qγ
(the electric and magnetic 4-momentum of the spin 2 field):
4GPγQ
γ
~
∈ Z. (3.1.31)
3.2 Duality symmetric action without sources
The strategy in this case is the same as the one used for electromagnetism: write the
Hamiltonian action, completely fix the gauge to go to the reduced phase space and intro-
duce new potentials. Doing this, the authors of [3] managed to write a duality invariant
action for linearized gravity. In the following, we will present their results in a different
notation.
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3.2.1 Canonical formulation of Pauli-Fierz theory
The Hamiltonian formulation of general relativity linearized around flat spacetime is
SPF [hmn, π
mn, nm, n] =
∫
dt
[ ∫
d3x
(
πmnh˙mn − nmHm − nH
)−HPF], (3.2.1)
with
HPF [hmn, π
mn] =
∫
d3x
(
πmnπmn − 12 π
2 +
1
4
∂rhmn∂rhmn−
− 1
2
∂mh
mn∂rhrn +
1
2
∂mh∂nhmn − 1
4
∂mh∂mh
)
, (3.2.2)
and
Hm = −2∂nπmn, H⊥ = ∆h− ∂m∂nhmn. (3.2.3)
Again, indices are lowered and raised with the flat space metric δmn and its inverse, h =
hmm, π = π
m
m and ∆ = ∂m∂m is the Laplacian in flat space. The linearized 4 metric is
reconstructed using h00 = −2n and h0i = ni.
3.2.2 Decomposition of symmetric rank two tensors
Symmetric rank two tensors φmn decompose as [59, 60]
φmn = φ
TT
mn + φ
T
mn + φ
L
mn, (3.2.4)
φLmn = ∂mψn + ∂nψm, (3.2.5)
φTmn =
1
2
(δmn∆− ∂m∂n)ψT . (3.2.6)
Here φTTmn is the transverse-traceless part, containing two independent components. The
tensor φTmn contains the trace of the transverse part of φmn and only one independent
component. The last three components are the longitudinal part contained in φLmn. In
terms of the original tensor φmn the potentials for the longitudinal part and the trace are
given by
ψm = ∆
−1
(
∂nφmn − 1
2
∆−1∂m∂
k∂lφkl
)
, (3.2.7)
ψT = ∆−1
(
φ−∆−1∂m∂nφmn
)
, (3.2.8)
while the transverse traceless part is then defined as the remainder,
φTTmn = φmn − φTmn − φLmn. (3.2.9)
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This implies
∆2φTTmn = ∆
2φmn −∆∂m∂kφkn −∆∂n∂kφkm
− 1
2
∆(δmn∆− ∂m∂n)φ+ 12 (δmn∆+ ∂m∂n)∂
k∂lφkl, (3.2.10)∫
d3xφmn∆2φTTmn =
∫
d3x
(
∆φmn∆φmn + 2∂mφ
mn∆∂kφkn − 12 (∆φ)
2
+ ∂m∂nφ
mn∆φ+
1
2
∂m∂nφ
mn∂k∂lφ
kl
)
. (3.2.11)
Alternatively, one can introduce the local operator PTT(PTTφ)
mn
=
1
2
[
ǫmpq∂
p(∆φqn − ∂n∂rφqr) + ǫnpq∂p(∆φqm − ∂m∂rφqr)
]
, (3.2.12)
which projects out the longitudinal and trace parts and onto a transverse-traceless tensor,(PTTφ)
mn
= PTT (φTT)
mn
=
(PTTφ)TT
mn
. (3.2.13)
In addition, (PTT (PTTφ))
mn
= −∆3φTTmn. (3.2.14)
As a consequence, the transverse-traceless tensor φTTmn can be written as PTT acting on a
suitable potential ψTTmn,
φTTmn =
(PTTψTT )
mn
, ψTTmn = −∆−3
(PTTφ)
mn
. (3.2.15)
When acting on a transverse-traceless tensor, the last two terms ofPTT can be dropped.
In this case, it is related to the generalized curl [61, 62],
(Oφ)mn =
1
2
(ǫmpq∂
pφqn + ǫnpq∂
pφqm), (3.2.16)(PTTφTT)
mn
= ∆
(OφTT )
mn
. (3.2.17)
Remark that the generalized curl acting on a transverse-traceless tensor will produce a
transverse-traceless tensor. A second operator that projects out the longitudinal and trace
parts and onto a transverse-traceless tensor isQTT ,(QTTφ)
mn
= ǫmpqǫnrs∂
p∂r∆φqs − 1
2
(δmn∆− ∂m∂n)(∆φ− ∂p∂rφpr). (3.2.18)
In this case, (QTT (QTTφ))
mn
= ∆4φTTmn, (3.2.19)
so that the transverse-traceless tensor φTTmn can be written as QTT acting on another po-
tential χTTmn,
φTTmn =
(QTTχTT )
mn
, χTTmn = ∆
−4 (QTTφ)
mn
. (3.2.20)
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In turn this operator is related to the way the constraintsHm = 0 are solved by expressing
the momenta πmn in terms of superpotentials in [3]. When acting on a transverse-traceless
tensor, the last term can again be dropped and it is related to the square of the generalized
curl, (QTTφTT)
mn
= ∆
(O(OφTT ))
mn
= −∆2φTTmn. (3.2.21)
The elements of the decomposition are orthogonal under integration if boundary terms
can be neglected,∫
d3xφmnϕmn =
∫
d3x
(
φTTmnϕTTmn + φ
LmnϕLmn + φ
TmnϕTmn
)
. (3.2.22)
and the operators PTT ,QTT ,O are self-adjoint, e.g.,∫
d3x
(PTTφ)mn ϕmn = ∫ d3xφmn (PTTϕ)mn . (3.2.23)
3.2.3 Duality invariant action without sources
Because of the orthogonality of the decomposition, the canonically conjugate pairs can
be directly read off from the kinetic term and are given by(
hTTmn(x), π
kl
TT (~y)
)
,
(
hLmn(~x), π
kl
L (y)
)
,
(
hTmn(x), π
kl
T (y)
)
. (3.2.24)
The first class constraints Hm = 0 = H are equivalent to πklL = 0 = hTmn. They can
be gauge fixed through the conditions hLmn = 0 = πklT . The reduced theory only de-
pends on 2 degrees of freedom (per spacetime point), the transverse-traceless components
(hTTmn(~x), π
kl
TT (y)) and the reduced Hamiltonian simplifies to
HR =
∫
d3x
(
πmnTT π
TT
mn +
1
4
∂rh
TT
mn∂
rhmnTT
)
. (3.2.25)
Using the same strategy than in the electromagnetic case, the next step is to introduce
new potentials. In this case, the authors of [3] introduced two new potentials:
πmnTT = −∆HDmnTT and hTTmn = 2
(OHTT)
mn
. (3.2.26)
Plugging this into the reduced action and doing some integrations by parts brings it to
S[HTT , H
D
TT ] =
∫
dt
[ ∫
d3x
[
−2∆ (OHDTT)mn H˙TTmn]−H], (3.2.27)
H =
∫
d3x
(
∆2HDTT
mn
HDTTmn +∆
2HmnTT H
TT
mn
)
. (3.2.28)
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As before, one can introduce a notation better suited to the duality HaTT = (HTT , HDTT ).
Using this, the action takes a duality invariant form:
S[HaTT ] =
∫
dt
[ ∫
d3x ǫab∆(OHaTT )mn H˙bTTmn −H
]
, (3.2.29)
H =
∫
d3x∆2HmnaTTH
aTT
mn . (3.2.30)
The duality is the SO(2) rotation generated by
δDH
TTa
mn = ǫ
abHTTbmn. (3.2.31)
This transformation obviously leaves the action (3.2.29) invariant. The associated duality
generator is
D = −
∫
d3xPTT (Ha)mnHmna . (3.2.32)
In [3], it was cast in the form of a Chern-Simons term.
The fact that this transformation is indeed the electromagnetic duality is less clear for
the spin 2. In the electromagnetism case, the two potentials where easily related to the
electric and the magnetic fields. It was then easy to interpret the SO(2) rotation on the
a index as the duality introduced at the level of the equations of motion. Following [3],
we see that the electric and magnetic part of the Weyl tensor are given in term of the new
potentials as:
Emn = 2ǫmpq∂
p∆Hqn, (3.2.33)
Bmn = 2ǫmpq∂
p∆HD
q
n. (3.2.34)
We see that the duality defined in (3.2.31) induce the duality (3.1.17) at the level of the
Riemann tensor.
3.2.4 Poincare´ generators
As for electromagnetism, the invariance of the action under the Poincare´ transformations
is no longer manifest but is of course still present. The strategy here is the same: introduce
the new potentials in the reduced phase space generators which are given by the generators
of Pauli-Fierz evaluated on the constraint surface.
To build the Poincare´ generators of Pauli-Fierz, we will use the fact that it is the
linearization of general relativity. In this section, we assume that the canonical variables
vanish sufficiently fast at the boundary so that integrations by parts can be used even if
the gauge parameters do not vanish at the boundary.
In the Hamiltonian formulation of general relativity [60], the canonically conjugate
variables are the spatial 3 metric gij and the extrinsic curvature πij . The constraints are
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explicitly given by
H⊥ = 1√
g
(
πmnπmn − 1
2
π2
)
−√gR , Hi = −2∇jπji. (3.2.35)
The associated generators of gauge transformation H [ξ] =
∫
d3x
(H⊥ξ⊥ +Hiξi) satisfy
the so-called surface deformation algebra [63, 64],
{H [ξ], H [η]} = H [[ξ, η]SD], (3.2.36)
[ξ, η]⊥SD = ξ
i∂iη
⊥ − ηi∂iξ⊥, (3.2.37)
[ξ, η]iSD = g
ij
(
ξ⊥∂jη
⊥ − η⊥∂jξ⊥
)
+ ξj∂jη
i − ηj∂jξi. (3.2.38)
When the parameters f, g of gauge transformations depend on the canonical variables,
(3.2.36) is replaced by [12]
{H [f ], H [g]} = H [k], (3.2.39)
k = [f, g]SD + δgf − δfg −m, (3.2.40)
m⊥ =
∫
d3x′
[
{f⊥, g⊥(x′)}H⊥(x′) + {f⊥, gj(x′)}Hj(x′)
]
, (3.2.41)
mi =
∫
d3x′
[
{f i, g⊥(x′)}H⊥(x′) + {f i, gj(x′)}Hj(x′)
]
, (3.2.42)
where
δξgij = ∇iξj +∇jξi + 2Dijklπklξ⊥, (3.2.43)
Dijkl =
1
2
√
g
(gikgjl + gjkgil − gijgkl), (3.2.44)
δξπ
ij = −ξ⊥√g(Rij − 1
2
gijR) +
ξ⊥
2
√
g
gij(πklπkl − 12 π
2)
− 2 ξ
⊥
√
g
(πimπjm − 12 π
ijπ) +
√
g(∇j∇iξ⊥ − gij∇m∇mξ⊥)
+∇m(πijξm)−∇mξiπmj −∇mξjπmi. (3.2.45)
Let gij = δij+hij and consider the canonical change of variables from gij, πkl to zA =
(hij , π
kl). We will expand in terms of the homogeneity in the new variables and use the
flat metric δij to raise and lower indices in the remainder of this appendix. Furthermore,
Greek indices take values from 0 to 3 with µ = (⊥, i). Indices are lowered and raised
with ηµν = diag(−1, 1, 1, 1) and its inverse. Let ω˜µν = −ω˜νµ.
To lowest order, i.e., when gij = δij , the vector fields
ξP (ω˜, a˜)
µ = −ω˜µixi + a˜µ, (3.2.46)
with bracket the surface deformation bracket form a representation of the Poincare´ algebra
[54],
[ξP (ω˜1, a˜1), ξP (ω˜2, a˜2)]
(0)
SD = ξP ([ω˜1, ω˜2], ω˜1a˜2 − ω˜2a˜1). (3.2.47)
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For the gauge generators, we find H [ξ] = H(1)[ξ] +H(2)[ξ] +H(3)[ξ] + · · · , where
H(1)[ξ] =
∫
d3x
(−2∂jπijξi + (∂i∂jhij −∆h)ξ⊥) (3.2.48)
=
∫
d3x
(
H(1)m ξm +H(1)⊥ ξ⊥
)
(3.2.49)
are the gauge generators associated to the constraints (3.2.3) of the Pauli-Fierz theory.
Because
H [[ξ, η]SD] = H
(1)[[ξ, η]
(0)
SD] +H
(2)[[ξ, η]
(0)
SD] +H
(1)[[ξ, η]
(1)
SD] +O(z
3), (3.2.50)
we have to lowest non trivial order{
H(1)[ξ], H(2)[η]
}
= H(1)[[ξ, η]
(0)
SD]. (3.2.51)
This means that H(2)[η] are observables, i.e., weakly gauge invariant functionals.
One can use integrations by parts to show that H(1)[ξP ] = 0. It then follows that
{H [ξP ], H [ηP ]} =
{
H(2)[ξP ], H
(2)[ηP ]
}
+O(z3). (3.2.52)
For vectors ξP (ω˜, a˜), ηP (θ˜, b˜) of the form (3.2.46), the first term on the RHS of (3.2.50)
vanishes on account of (3.2.47). To lowest non trivial order, (3.2.36) then implies{
H(2)[ξP ], H
(2)[ηP ]
}
= H(2)[[ξP , ηP ]
(0)
SD] +H
(1)[[ξP , ηP ]
(1)
SD]. (3.2.53)
The generators H(2)[ξP ] equipped with the Poisson bracket thus form a representation of
the Poincare´ algebra when the constraints of the Pauli-Fierz theory are satisfied. Explic-
itly, the term proportional to the constraints is
H(1)[[ξ, η]
(1)
SD] = −2
∫
d3x ∂jπjih
ik(ξ⊥P θ
⊥
k − η⊥P ω⊥k), (3.2.54)
while
H(2)i = −2∂j
(
πjkhik
)
+ πjk∂ihjk (3.2.55)
H(2)⊥ = πijπij −
1
2
π2
+
1
4
∂khij∂
khij − 1
2
∂kh
ki∂jhij +
1
2
∂ih∂jh
ij − 1
4
∂ih∂
ih
+ ∂l
(
1
2
h∂lh− hij∂lhij − 1
2
h∂ih
il − hil∂ih+ 3
2
hlj∂ihij +
1
2
hij∂
ihjl
)
. (3.2.56)
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Isolating terms proportional to the constraints, we find
H(2)[ξ] =
∫
d3x
(
Hmhmiξi + 1
2
Hhξ⊥
)
+ H¯(2)[ξ], (3.2.57)
H¯(2)i = −πjk(∂jhki + ∂khji − ∂ihjk), (3.2.58)
H¯(2)⊥ = πijπij −
1
2
π2
+
1
4
∂khij∂
khij − 1
2
∂kh
ki∂jhij +
1
4
∂ih∂
ih
+ ∂l
(
−hij∂lhij − hil∂ih+ 3
2
hlj∂ihij +
1
2
hij∂
ihjl
)
, (3.2.59)
with H¯(2)[ξ] =
∫
d3x
(
H¯(2)i ξi + H¯(2)⊥ ξ⊥
)
. On account of (3.2.51) and the analog of
(3.2.39) for H(1)[f ], it follows that{
H¯(2)[ξP ], H¯
(2)[ηP ]
} ≈ H¯(2)[[ξP , ηP ](0)SD], (3.2.60)
where ≈ means an equality up to terms proportional to the constraints Hm,H⊥ of Pauli-
Fierz theory. Note that the functionals H(2)[ξP ] and H¯(2)[ξP ] generate transformations of
the canonical variables that are equivalent because they differ at most by a gauge trans-
formations of the Pauli-Fierz theory when restricted to the constraint surface.
The generators for global Poincare´ transformations of Pauli-Fierz theory can then be
identified as
QG(ω, a) =
1
2
ωµνJ
µν
G − aµP µG = H¯(2)[ξP (ω˜, a˜)]
ω˜µν = ωµν , a˜⊥ = a⊥, a˜i = ai + ω⊥ix
0. (3.2.61)
Indeed, differentiating (3.2.53) with respect to b⊥ gives
{H,QG(ω, a)} = ∂∂tQG(ω, a) + 2
∫
d3x ∂jπjih
ikω⊥k. (3.2.62)
When combined with (3.2.53) and (3.2.61), this shows that, on the constraint surface, the
generators QG(ω, a) are conserved and satisfy the Poincare´ algebra.
Finally, we can further simplify the explicit expression for H¯(2)[ξP ] by using linearity
of ξP in xi and integrations by parts to show that∫
d3x H¯(2)⊥ ξ⊥P =
∫
d3x
[
πijπij − 1
2
π2 +
1
4
∂khij∂
khij − 1
2
∂kh
ki∂jhij
+
1
4
∂ih∂
ih + ∂l
(
h∂ih
il + hlj∂ihij
)]
ξ⊥P . (3.2.63)
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The expansion of the gauge transformations (3.2.43), (3.2.45) gives to first order:
δ
(0)
ξ hij = ∂iξj + ∂jξj, δ
(0)
ξ π
ij = (∂i∂j − δij∆)ξ⊥, (3.2.64)
δ
(1)
ξ hij = ξ
k∂khij + ∂iξ
khkj + ∂jξ
khik + 2πijξ
⊥ − δijπξ⊥, (3.2.65)
δ
(1)
ξ π
ij =
1
2
h(∂i∂j − δij∆)ξ⊥ − him∂m∂jξ⊥ − hjm∂m∂iξ⊥ + hij∆ξ⊥
+δijhmn∂m∂nξ
⊥ + ∂m(π
ijξm)− πmj∂mξi − πmi∂mξj
+
1
2
∂kξ
⊥
[
− ∂jhki − ∂ihkj + ∂khij + δij(2∂lhkl − ∂kh)
]
+
1
2
ξ⊥
[
∂i∂jh+∆hij − ∂k∂ihjk − ∂k∂jhik − δij(∆h− ∂k∂lhkl)
]
. (3.2.66)
From these generators, one can deduce the generators of the reduced phase space
theory by evaluating them on the constraints surface. This gives
QG(ω, a) =
1
2
ωµνJ
µν
G − aµP µG =
∫
d3x
(
H¯(2)i ξi + H¯(2)⊥ ξ⊥
)
(3.2.67)
H¯(2)i = −πTTjk(∂jhTTki + ∂khTTji − ∂ihTTjk ), (3.2.68)
H¯(2)⊥ = πTT ijπTTij +
1
4
∂kh
TT
ij ∂
khTT ij . (3.2.69)
Finally, the Poincare´ generators for the double potential formalism are obtained by intro-
ducing the new potentials in the above expression for QG.
3.3 Duality symmetric action with external sources
Having briefly recalled the double formalism potential for gravity, we will now introduce
our work on the extension of this formalism to include external sources, as was done in
the spin 1 case. The main difference is that the spin 2 action was built piece by piece due
to its complexity.
The analysis starts with a degree of freedom count that shows that the phase space of
duality invariant spin 2 fields with doubled gauge invariance can be taken to consist of 2
symmetric tensors, 2 vectors and 2 scalars in 3 dimensions. We then define the metric,
extrinsic curvature and their duals in terms of the phase space variables and propose
our duality invariant action principle with enhanced gauge invariance. We proceed by
identifying the canonically conjugate pairs and discuss the gauge structure, Hamiltonian
and duality generators of the theory. In the absence of sources, we then show how the
generators for global Poincare´ transformations can be extended to the duality invariant
theory.
The next step is the introduction of the external sources. The equations of motion are
then solved in the simplest case of a point-particle dyon sitting at the origin. They are
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Coulomb-like without string singularities. By identifying the Riemann tensor in terms
of the canonical variables and computing it for this case, we then show that this solution
indeed describes the linearized Taub-NUT solution.
Finally, we discuss the surface charges of the theory and show that they include
electric and magnetic energy-momentum and angular momentum. Because of the non-
locality of the Poisson structure, we proceed indirectly and show that the expressions
obtained by generalizing the surface charges of Pauli-Fierz theory in a duality invariant
way fulfill the standard properties. Finally, we investigate how the surface charges trans-
form under a global Poincare´ transformation of the sources.
3.3.1 Degree of freedom count
In order to be able to couple to sources of both electric and magnetic type in a duality
invariant way, we want to keep all components and double the gauge invariance of the
theory. With 2 degrees of freedom, #dof = 2, and 8 first class constraints, # fcc = 8, we
thus need 10 canonical pairs, #cp = 10, according to the degree of freedom count [65]
2 ∗ (# cp) = 2 ∗ (#dof) + 2 ∗ (# fcc). (3.3.1)
This can be done by taking 2 symmetric tensors, 2 vectors and 2 scalars as fundamental
canonical variables,
zA = (Hamn, A
a
m, C
a). (3.3.2)
3.3.2 Change of variables and duality rotations
For a = 1, 2, consider hamn = (hmn, hDmn) and πmna = (πmnD , πmn) and the definitions
hamn = ǫmpq∂
pHaqn + ǫnpq∂
pHaqm + ∂mA
a
n + ∂nA
a
m +
1
2
(δmn∆− ∂m∂n)Ca
= 2∆−1
(PTTHa)
mn
+ ∂m
(
∆−1ǫnpq∂
p∂rH
aqr + Aan
)
+ ∂n
(
∆−1ǫmpq∂
p∂rH
aqr + Aam
)
+
1
2
(δmn∆− ∂m∂n)Ca, (3.3.3)
πamn = ǫmpqǫnrs∂
p∂rHaqs − ∂m∂rHarn − ∂n∂rHarm − (δmn∆− ∂m∂n)Ha + δmn∂k∂lHakl
= ∆−1
(QTTHa)
mn
− ∂m∂rHarn − ∂n∂rHarm − 12 (δmn∆− ∂m∂n)H
a
+
1
2
∆−1(δmn∆+ ∂m∂n)∂
p∂rHapr
= −∆Hamn. (3.3.4)
The relations for hmn[H1, A1, C1] and πmn[H2] are the local change of coordinates from
the standard canonical variables of linearized gravity to the new variables. They are
invertible and, as usual, the inverse is not local. The relations for h2mn = hDmn, πmn1 =
46 TROESSAERT
πmnD serve to denote convenient combinations of the new variables in terms of which
expressions below will simplify. As indicated by the notation, the infinitesimal duality
rotations among the fundamental variables are
δDH
a
mn = ǫ
abHbmn, δDA
a
m = ǫ
abAbm, δDC
a = ǫabCb. (3.3.5)
Since hamn, πmna are linear combinations of the fundamental variables, they are rotated in
exactly the same way. We can thus consider h2mn = hDmn, πmn1 = πmnD as the dual spatial
metric and the dual extrinsic curvature in the linearized theory.
3.3.3 Action principle and locality
The duality invariant local action principe that we propose is of the form
SG[z
A, uα] =
∫
d4x (aA[z]z˙
A − uαγα[z])−
∫
dtH [z], (3.3.6)
where uα denote the 8 Lagrange multiplies and γα the constraints.
Let us stress here that we use the assumption that the flat space Laplacian ∆ is invert-
ible in order to show equivalence with the usual Hamiltonian or covariant formulation
of Pauli-Fierz theory and also to disentangle the canonical structure. The action princi-
ple (3.3.6) itself and the associated equations of motion will be local both in space and
in time independently of this assumption. The theory itself is not local as a Hamiltonian
gauge theory (see e.g. [50], chapter 12) because the Poisson brackets among the canonical
variables will not be local.
3.3.4 Canonical structure
The explicit expression for the kinetic term is
aAz˙
A = ǫabH
amn
((PTT H˙b)
mn
+ ∂m∆A˙
b
n + ∂n∆A˙
b
m+
+
1
2
(δmn∆− ∂m∂n)∆C˙b
)
. (3.3.7)
The canonically conjugate pairs are identified by writing the integrated kinetic term as∫
d4x aAz˙
A =
∫
d4x
(
− 2∆ (OH2TT)mn H˙1TTmn + 2∆∂mH2mnL A˙1n
− 2∆∂mH˙1mnL A2n − 12∆(∆H
2
T − ∂p∂qH2pqT )C˙1 +
1
2
∆(∆H1T − ∂p∂qH1pqT )C˙2
)
. (3.3.8)
This means that the usual canonical pairs of linearized gravity can be chosen in terms of
the new variables as(
H1TTmn (x), −2∆
(OH2TT )kl (y)), (C1(x), −12∆(∆H2T − ∂p∂qH2pqT ) (y)) ,(
A1m(x), 2∆∂rH
2rn
L (y)
)
, (3.3.9)
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The 4 additional canonical pairs are(
A2m(x), −2∆∂rH1rnL (y)
)
,
(
C2(x),
1
2
∆(∆H1T − ∂p∂qH1pqT )(y)
)
. (3.3.10)
In particular, it follows that
{hamn(x), πbkl(y)} = ǫab 12 (δ
k
mδ
l
n + δ
k
mδ
l
n)δ
3(x, y). (3.3.11)
3.3.5 Gauge structure
The constraints γα ≡ (Ham,Ha⊥) are chosen as
Ham = −2ǫab∂nπbmn = 2ǫab∆∂nHbmn,
Ha⊥ = ∆ha − ∂m∂nhmna = ∆2Ca.
(3.3.12)
(3.3.13)
The constraints H1m,H1⊥ are those of the standard Hamiltonian formulation of Pauli-
Fierz theory expressed in terms of the new variables. The constraints are first class and
abelian
{γα, γβ} = 0. (3.3.14)
The new constraints γN∆ = 0 are H2m = 0 = H2⊥. They are equivalent to ∂rH1rm =
0 = C2 and are gauge fixed through the conditions A2m = 0 = H1Tmn. This does not affect
π2kl, while h1mn is changed by a gauge transformation. The partially gauge fixed theory
corresponds to the usual Pauli-Fierz theory in Hamiltonian form as described in section
3.2.1.
In the same way, the original constraintsH1m = 0 = H1⊥ are equivalent to ∂rH2rm =
0 = C1 and are gauge fixed through A2m = 0 = H2Tmn, leading to the completely reduced
theory in terms of the 2 transverse-traceless physical degrees of freedom.
If εα = (ξam, ξa⊥) collectively denote the gauge parameters, the gauge symmetries
are canonically generated by the smeared constraints,
δεz
A = {zA,Γ[ε]}, Γ[ε] =
∫
d3x γαǫ
α, (3.3.15)
so that
δεH
a
mn = −∆−1ǫab(δmn∆− ∂m∂n)ξ⊥b , δεAam = ξam, δξCa = 0, (3.3.16)
which implies in particular
δεh
a
mn = ∂mξ
a
n + ∂nξ
a
m, δεπ
a
mn = ǫ
ab(δmn∆− ∂m∂n)ξ⊥b . (3.3.17)
Note that a way to get local gauge transformations for the fundamental variables is to
multiply the constraints by ∆, which is allowed when the flat space Laplacian is invertible.
This amounts to introducing suitable potentials for the gauge parameters and Lagrange
multipliers.
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3.3.6 Duality generator
The canonical generator for the infinitesimal duality rotations (3.3.5) is
D =
∫
d3x
(
− (PTTHa)mnHmna + 2∆∂rHrma Aam
− 1
2
∆(∆Ha − ∂m∂nHamn)Ca
)
. (3.3.18)
On the constraint surface, it reduces to
D ≈ −
∫
d3xPTT (Ha)mnHmna , (3.3.19)
which is also the duality generator of the non-extended double potential formalism (see
section 3.2.3).
This generator is only weakly gauge invariant,
{Ham, D} = ǫabHbm {Ha⊥, D} = ǫabHb⊥. (3.3.20)
3.3.7 Hamiltonian
In terms of the new variables (3.3.3)-(3.3.4), the Pauli-Fierz Hamiltonian reads
HPF =
∫
d3x
(
Hamn∆2HTTamn − 2∆∂rH2rn∂sH2sn−
− ∂r∂sH2rs∆H2 − 12 (∂
r∂sH2rs)
2 +
1
8
∆C1∆2C1
)
, (3.3.21)
where one can use (3.2.10) to expand the first term as a local functional of Hamn.
The local Hamiltonian H =
∫
d3xh of the manifestly duality invariant action princi-
ple (3.3.6) is
H =
∫
d3x
(
Hamn∆2HTTamn − 2∆∂rHarn∂sHsna −
− ∂r∂sHars∆Ha − 12 ∂
r∂sHars∂k∂lH
kl
a +
1
8
∆Ca∆2Ca
)
, (3.3.22)
which simplifies to
H =
∫
d3x
(
∆Hamn∆H
mn
a − 12∆H
a∆Ha +
1
8
∆Ca∆2Ca
)
. (3.3.23)
It is equivalent to the Pauli-Fierz Hamiltonian since it reduces to the latter when the addi-
tional constraints ∂rH1rm = 0 = C2 hold. Note that the terms proportional to ∂rHarm and
Ca may be dropped since they vanish on the constraint surface, H ≈ ∫ d3xHamn∆2HTTamn.
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The Hamiltonian is gauge invariant on the constraint surface,
{H,Γ[ξ]} =
∫
d3xHam∂mξ⊥a . (3.3.24)
In order for the action (3.3.6) to be gauge invariant, it follows from (3.3.24) that the
Lagrange multipliers uα need to transform as
δξu
am = ξ˙am − ∂mξa⊥, δξua⊥ = ξ˙a⊥. (3.3.25)
3.3.8 Poincare´ generators
The same argumentation we used in section (2.3.4) to show that the symmetry generators
of the usual Hamiltonian action of electromagnetism are also symmetry generators of the
extended double potential formalism is still valid. The symmetry generators of Pauli-Fierz
are symmetry generators of the extended theory. It follows that the Poincare´ generators
QG(ω, a) of Pauli-Fierz theory as described in section, when expressed in terms of the
new variables, are representatives for the Poincare´ generators of the extended theory.
As before, the generators obtained that way are not invariant under the duality. We
now want to show that one can find representatives for the Poincare´ generators that are
duality invariant,
{QDG(ω, a), D} = 0, (3.3.26)
by adding terms proportional to the new constraints.
The first step in the proof consists in showing that the reduced phase space generators,
i.e., the generators QG(ω, a) for which all variables except for the physicalHaTT have been
set to zero, are duality invariant. All other contributions to QG(ω, a) are then shown to
be proportional to the constraints of Pauli-Fierz theory. Both these steps follow from
straightforward but slightly tedious computations. For the generators of rotations and
boosts for instance the computation is more involved because the explicit xi dependence
has to be taken into account when performing integrations by parts.
In terms of the new variables, the terms proportional to the constraints are bilinear
in (h1, A2), (π2, A2), (h1, C1) and (π2, C1). The duality invariant generators QDG(ω, a)
are then obtained by adding the same terms with the substitution h1 → h2, A2 → −A1,
π2 → −π1 and C1 → C2, while keeping unchanged the terms involving only the physical
variables HaTT .
As a consequence, the duality invariant Poincare´ transformations of h1, π2 are un-
changed on the extended constraint surface. They are given by (3.2.65)-(3.2.66) where
ξ⊥ = −ω0νxν + a0 and ξi = −ωiνxν + ai. Because of (3.3.26), those for of h2,−π1 are
obtained, on the contraint surface, by applying a duality rotation to the right hand-sides
of (3.2.65)-(3.2.66).
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3.3.9 Interacting variational principle
We define
ha0m = n
a
m = h
a
m0, h
a
00 = −2na, (3.3.27)
and consider the action
ST [z
A, uα;T aµν ] =
1
16πG
SG + S
J , (3.3.28)
with SG given in (3.3.6) and the gauge invariant interaction term
SJ =
∫
d4x
1
2
haµνT
µν
a , ∂µT
µν
a = 0, (3.3.29)
where T µνa ≡ (T µν ,Θµν) are external, conserved electric and magnetic energy-momentum
tensors.
3.3.10 Equations of motion
Our goal in this section is to show that our interacting variational principle (3.3.28) gen-
erates the duality invariant equations of motion (3.1.23)-(3.1.24) introduced in section
3.1. To do so, we need to give the expression of the full Riemann tensor and its dual in
terms of our fields (Hamn, Aam, Ca). We will start by introducing a new decomposition of
the Riemann tensor and its dual in term of electric and magnetic part. This decomposi-
tion is a generalization of the decomposition of a Weyl tensor in a electric and magnetic
part. After that, we will derive the expression of this new parametrisation in term of our
canonical variables.
We will use a duality invariant notation: Raµνρσ = (Rµνρσ , Sµνρσ). The Ricci tensors and Einstein
tensors are defined as
Raµν = R
aα
µαν , G
a
µν = G− aαµαν = Raνµ −
1
2
ηµνR
a. (3.3.30)
A general Riemann tensor Rµνρσ = −Rνµρσ = −Rµνσρ has 36 independent components.
The equations of motion (3.1.23) and (3.1.24) becomes
Gµνa = 8πGT
µν
a ⇐⇒ Raµνρσ +Raµσνρ +Raµρσν = 8πG ǫabεδνρσ T
δ
b µ. (3.3.31)
They imply in particular that, on-shell, the tensors Raµν , Gaµν are symmetric [9]. Furthermore, the Bianchi
“identities” (3.1.25) and (3.1.26) read
∂ǫR
a
γδαβ + ∂βR
a
γδǫα + ∂αR
a
γδβǫ = 8πG ǫ
ab
εǫαβρ
(
∂γT
ρ
b δ − ∂δT
ρ
b γ
)
⇐⇒ ∂µRγδρµa = 8πG
(
∂δT
ργ
a − ∂γT
ρδ
a
)
, (3.3.32)
while the contracted Bianchi identities are
∂νG
µν
a = 0. (3.3.33)
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Let
Kλτ µνρσ[R
a
λτ ] =
1
2
[
ηµρR
a
νσ + ηνσR
a
µρ − ηµσRaνρ − ηνρRaµσ
]−
− R
a
6
[ηµρηνσ − ηµσηνρ] . (3.3.34)
Defining
R˜aµνρσ = R
a
µνρσ −
1
2
ǫabερσαβK
λτ
µν
αβ
[Rbλτ ], (3.3.35)
the tensor R˜aµνρσ is skew in the first and last pairs of indices, satisfies the cyclic identity because εγνρσRaµνρσ =
ε
γνρσ 1
2ǫ
ab
ερσαβK
λτ
µν
αβ
[Rbλτ ] and, as a consequence, is also symmetric in the exchange of the first and
last pair of indices, R˜aµνρσ = R˜aρσµν . The associated Ricci tensors R˜aνσ = Raνσ − 12ǫabενσµαRµαb is then
symmetric, R˜aνσ = R˜aσν . It follows that R˜aνσ = Ra(νσ) and Ra[νσ] =
1
2ǫ
ab
ενσµαR
µα
b . The Weyl tensors are
then defined as usual in terms of R˜aµνρσ ,
Caµνρσ = R˜
a
µνρσ −Kλτ µνρσ[R˜aλτ ], (3.3.36)
and satisfy all standard symmetry properties: skew-symmetry in the first and last pairs of indices, trace-
lessness (because R˜aνσ = Kλτ µνµσ[R˜aλτ ]), the cyclic identity (because ǫγνρσKλτµνρσ [R˜aλτ ] = 0), which
implies also symmetry in the exchange of the first and last pair of indices,
Caµνρσ = −Caνµρσ = −Caµνσρ, (3.3.37)
Cµaνµσ = 0, ǫ
γνρσCaµνρσ = 0, C
a
µνρσ = C
a
ρσµν . (3.3.38)
As before, the 10 independent components of the Weyl tensor can be parametrized by the electric and
magnetic components Eamn ≡ (Emn, Bmn), symmetric and traceless tensors defined by
Eamn = C
a
0m0n =
1
2
ǫnjkǫ
abC jkb 0m . (3.3.39)
Putting all definitions together, the relation between the Riemann and Weyl tensors is
Raµνρσ = C
a
µνρσ +K
λτ
µνρσ [R
a
λτ ] +
1
2
ǫabερσαβK
λτ
µν
αβ
[Rb(λτ)] (3.3.40)
= Caµνρσ +K
λτ
µνρσ [R
a
(λτ)] +
1
2
ǫabερσαβK
λτ
µν
αβ
[Rbλτ ]. (3.3.41)
In particular, it follows that the 36 independent components of the Riemman tensor R1µνρσ can be parame-
terized by the 10 independent components of the Weyl tensor C1µνρσ , the 16 components of the Ricci tensor
R1λτ , and the 10 components of R2(λτ).
If we define
Eamn = Ra0(m|0|n), Fam =
1
2
ǫmjkRa0[j|0|k], Ramn = Ra(mn) + Eamn (3.3.42)
the parameterization consisting in choosing the symmetric tensors Eamn,Ramn (24 components), Fam, (6
components), and R1[µν](= ∗R2[µν]) (6 components) is more useful for our purpose. That all tensors can be
reconstructed from these variables follows from the fact that
Ra0m = −2ǫabFbm, Ra00 = Ea, Ra(mn) = Ramn − Eamn. (3.3.43)
This means that the symmetric part of the Ricci tensors can be reconstructed from the variables. Since the
antisymmetric parts belong to the variables, so can the complete Ricci tensors Raµν . Using now (3.3.40)
and definitions (3.3.39), (3.3.42), (3.3.34), we find
Eamn =
1
2
(Eamn +Ramn)−
δmn
6
(Ea +Ra). (3.3.44)
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It follows that the Weyl tensors and then, using again (3.3.40), the Riemann tensors can be reconstructed.
In terms of the new parameterization, the equations of motion (3.3.31) read Ra[µν] = 0 and
−2ǫabFbm = 8πGT a0m, (3.3.45)
1
2
Ra = 8πGT a00, (3.3.46)
Ramn − Eamn + δmn(Ea −
1
2
Ra) = 8πGT amn. (3.3.47)
Using these equations of motion, the Bianchi identities (3.3.32) are equivalent to
∂k(ǫikmFam +Raik) =
1
2
∂iRa, (3.3.48)
2ǫab∂0Fbm = ∂n(Eamn + ǫmnkFak)− ∂mEa, (3.3.49)
∂0Raik =
1
2
ǫab
[
ǫkjl∂
jEbil + ǫijl∂jEbkl − 2δik∂jF jb − ∂iFbk − ∂kFbi
] ⇐⇒
ǫab∂0(Rikb −
1
2
δikRb) = −12
[
ǫklm∂lEami + ǫilm∂lEamk + 2δik∂jFaj − ∂iFak − ∂kFai
]
. (3.3.50)
We will now express the Riemann tensor in terms of the canonical variables in such a way that the
covariant equations (3.3.45)-(3.3.50) coincide with the Hamiltonian equations deriving from (3.3.28).
From the constraints with sources, we find
Ra = ∂m∂nhamn −∆ha = −∆2Ca, (3.3.51)
Fam =
1
2
∆∂nHamn. (3.3.52)
Assuming ∆ to be invertible, which we do in the rest of this section, Ra and Ca, respectively Fam and
∂nHamn determine each other. By taking the divergence, the Bianchi identity (3.3.48) implies that
∂m∂nRamn = −
1
2
∆3Ca.
Similarly, the Bianchi identity (3.3.49) implies in particular that ∆Ea − ∂m∂nEamn = ǫab∂0∆∂m∂nHbmn.
When combined with (3.3.47), the equations of motion following from variation with respect to Ca read
1
2
∆3Ca + ǫab∆∂0(∆Hb − ∂m∂nHbmn) + 2∆2na = ∆Ea − ∂m∂n(Ramn − Eamn).
When combined with the previous relations, they imply that
Ea = −1
2
ǫab∂0∆Hb +∆n
a,
∂m∂nEamn = −
1
2
ǫab∂0∆(∆Hb − 2∂m∂nHbmn) + ∆2na.
The rest of the Bianchi identities (3.3.48), (3.3.49) are taken into account by applying a curl. This gives
ǫrsi∂s∂
kRaik = 12∆(∆∂kHark − ∂r∂m∂nHamn) and ǫrsi∂s∂kEaik = ǫrsi2ǫab∂0∂sFbi − ∂r∂kFak +∆Far.
Yet another curl gives ∂k∂m∂nRamn − ∆∂nRakn = 12ǫklr∂l∆2∂nHarn and ∂k∂m∂nEamn − ∆∂nEakn =
2ǫab∂0(∂k∂
nFbn −∆Fbk) + ǫklr∂l∆Far. Using the previous relations we then get
∂nRakn = −
1
2
∂k∆
2Ca − 1
2
ǫklr∂
l∆∂nHarn ,
∂nEakn = ǫab∂0∆(−
1
2
∂kHb + ∂
nHbkn) + ∂k∆n
a − 1
2
ǫklr∂
l∆∂nHarn .
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The equations of motion following from variation with respect to Aam are then identically satisfied.
Defining Damn = Ramn − Eamn and using definition (3.2.12) of PTT combined with (3.3.47), the
equations of motion following from variation with respect to Hamn read
ǫab∂0
[
2
(PTTHb)
mn
+ ∂m∆A
b
n + ∂n∆A
b
m +
1
2
(δmn∆− ∂m∂n)Cb
]
− ǫab∆(∂mnbn + ∂nnbm)−
− 2∆2Hamn + δmn∆2Ha = −ǫmpq∂pDqan − ǫnpq∂pDqam. (3.3.53)
Taking into account definition (3.2.12) and previous relations, we can extract
−∆−1 (PTTDa)
mn
=
1
2
ǫab∂0
[
2
(PTTHb)
mn
− ǫmpq∂n∂p∂rHbqr − ǫnpq∂m∂p∂rHbqr +
+ ∂m∆A
b
n + ∂n∆A
b
m +
1
2
(δmn∆− ∂m∂n)Cb
]
− ǫab∆(∂mnbn + ∂nnbm)−
−∆2Hamn +
1
2
δmn∆
2Ha. (3.3.54)
In order to extract the remaining information from (3.3.53), we first apply δmn∆− ∂m∂n to get
ǫab∂0∆C
b + 2∂m∂nHamn = 0, (3.3.55)
and then a divergence ∂m giving
ǫab∂0(∆A
b
n − ǫnpq∂p∂kHbqk ) = ǫab∆nbn + 2∆∂kHkan −
1
2
∂n∆H
a − ∂n∂k∂lHakl. (3.3.56)
We can now inject the latter relations into (3.3.53) and use (3.2.14), (3.2.6) to get
DaTTmn = −ǫab∂0∆HTTbmn −
(PTTHa)
mn
, (3.3.57)
Damn = −ǫab∂0∆
[
Hbmn − 12 δmnHb
]
− (PTTHa)
mn
− ∂m∂nna−
− 1
4
(δmn∆+ ∂m∂n)∆C
a. (3.3.58)
Injecting into the second form of the last Bianchi identity (3.3.50) and using previous relations gives
ǫab∂0Rbij = − (ORa)ij +∆2HTTaij +
1
4
∆∂i∂
kHakj +
1
4
∆∂j∂
kHaki − 12 ∂i∂j∂
k∂lHakl
− 1
2
ǫab∂0
[
ǫiqn∂
q∆Hbnj + ǫjqn∂
q∆Hbni +
1
2
(δij∆+ ∂i∂j)∆C
b
]
. (3.3.59)
Identifying the terms with time derivatives gives
Raij = −
1
2
[
ǫiqn∂
q∆Hanj + ǫjqn∂
q∆Hani +
1
2
(δij∆+ ∂i∂j)∆C
a
]
=
1
2
[
∂i∂
khakj + ∂j∂
khaki − ∂i∂jha −∆haij − ǫikl∂k∂p∂jHalp − ǫjkl∂k∂p∂iHalp
]
. (3.3.60)
The terms without time derivatives in (3.3.59) then cancel identically. Together with (3.3.58) this then
finally gives
E ija = ǫab∂0∆
[
Hbij − 1
2
δijHb
]
+ ∂i∂jna − 12 ǫ
ikl∂k∂
j∂pHalp − 12 ǫ
jkl∂k∂
i∂pHalp
= −ǫab∂0(πbij − 12 δ
ijπb) + ∂i∂jna − 12 ǫ
ikl∂k∂
j∂pHalp − 12 ǫ
jkl∂k∂
i∂pHalp. (3.3.61)
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3.3.11 Linearized Taub-NUT solution
We start by considering the sources corresponding to a point-particle gravitational dyon
with electric mass M and magnetic mass N at rest at the origin of the coordinate system,
for which
T µνa (x) = δ
µ
0 δ
ν
0Maδ
(3)(xi), Ma = (M,N). (3.3.62)
In this case, only the constraints (3.3.13) are affected by the interaction and become
Ha⊥ = −16πGMaδ(3)(x). (3.3.63)
They are solved by
∆Ca = GMa(
4
r
), (3.3.64)
where r =
√
xixi. It is then straightforward to check that all equations of motions are
solved by
Ca = GMa(2r), na = GMa(−1
r
), Aam = n
am = Hamn = 0,
hamn = GM
a(δmn +
xmxn
r3
), πmna = 0. (3.3.65)
The usual Schwarzschild form is obtained by adding a pure gauge solution with pa-
rameter ξam = GMa(−1
2
xm
r
), ξa⊥ = 0. The solution then reads
Ca = GMa(2r), na = GMa(−1
r
), Aam = GM
a(−1
2
xm
r
), nam = Hamn = 0,
hamn = GM
a(
2xmxn
r3
), πmna = 0. (3.3.66)
To show that this solution describes the linearized Taub-NUT solution, we need to
compute its Riemann tensor using the relations given in the previous section. Following
for instance [66] section A1.2 and using a regularization in Fourier space, we find
Raij = GMa
[16π
3
δijδ
3(x) +
η(r)
r3
(δij − 3xixj
r2
)
]
, (3.3.67)
Eaij = GMa
[4π
3
δijδ
3(x) +
η(r)
r3
(δij − 3xixj
r2
)
]
, (3.3.68)
where η(r) is a regularizing function that suppresses the divergence at the origin and is 1
away from the origin. We then find
Ra00 = GM
a4πδ3(x), Raij = GM
a4πδijδ
3(x), (3.3.69)
Eaij = GM
a η(x)
r3
(δij − 3xixj
r2
), (3.3.70)
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and all other components of Raµν vanishing. For the Riemann tensor, this implies
Ra0i0j = GM
a
[4π
3
δijδ
3(x) +
η(x)
r3
(δij − 3xixj
r2
)
]
, (3.3.71)
Ra0ijk = −ǫabǫjklGMa
[4π
3
δilδ
3(x) +
η(x)
r3
(δil − 3xixl
r2
)
]
, (3.3.72)
with all other components obtained through the on-shell symmetries of the Riemann ten-
sor. This is the usual Riemann tensor for the linearized Taub-NUT solution.
As in the electromagnetism case, this formalism resolves the string singularity of
the linearized Taub-NUT solution present in the standard Pauli-Fierz formulation. In
spherical coordinates, the latter can for instance be described by
hrr =
2GM
r
= h00, h0ϕ = −2N(1− cos θ), (3.3.73)
and all other components vanishing, with a string-singularity along the negative z-axis.
3.3.12 Electric and magnetic energy-momentum and angular mo-
mentum surface charges
As for the spin 1 case, the analysis of appendix is not directly applicable since we do
not have Darboux coordinates and the Poisson brackets of the fundamental variables are
non-local. Another problem is that the gauge transformations (3.3.16) do not allow for
non trivial solutions to δεszA = 0. As before, we will use the idea of the appendix to
derive expressions for the surface charges. We still have to keep the sources explicitly
throughout the argument because of the presence of ∆−1.
In the presence of the sources, the constraints γJα = (HJam,HJa⊥) are determined
HJam = Ham − (16πG)T 0am, HJa⊥ = Ha⊥ − (16πG)T 0a0. (3.3.74)
Instead of (A.1.11), we can write
γJαε
α = (∂mξan + ∂nξam)ǫabπ
b
mn + (δ
mn∆− ∂m∂n)ξa⊥hamn − ∂ik˜iε[z]
− (16πG)(T 0amξam + T 0a0ξa⊥), (3.3.75)
where
k˜iε[z] = 2ξ
a
mǫabπ
bmi − ξa⊥(δmn∂i − δmi∂n)hamn + hamn(δmn∂i − δni∂m)ξa⊥. (3.3.76)
Consider now gauge parameters ǫαs (x) satisfying the conditions{
∂mξans + ∂
nξams = 0 = ∂0ξ
am
s − ∂mξa⊥s ,
(δmn∆− ∂m∂n)ξa⊥s = 0 = ∂0ξa⊥s ,
(3.3.77)
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The general solution to conditions (3.3.77) can be written as
ξaµs = −ωa[µν]xν + aaµ, (3.3.78)
for some constants aaµ, ωa[µν] = −ωa[νµ]. It follows in particular that the surface charges
Qεs[zs] =
1
16πG
∮
S
d3xi k˜
i
εs[zs], (3.3.79)
do not depend on the homology class of S outside of sources.
Assuming ∆ invertible, the equations of motion associated to LT = 116πGLH + LJ
imply in particular that
∂0h
a
mn = ∂mn
a
n + ∂nn
a
m − 2ǫab∆Hbmn + ǫabδmn∆Hb
+ (16πG)ǫab
(
∆−1 (OTb)mn +
1
2
∆−2∂mǫnpq∂
p∂kT
kq
b +
1
2
∆−2∂nǫmpq∂
p∂kT
kq
b
)
,
(3.3.80)
ǫab∂0π
b
mn =
(PTTHa)mn + (8πG)Tamn−
− 1
2
(δmn∆− ∂m∂n)(2na + 12∆Ca). (3.3.81)
By direct computation using the equations of motion, one then finds
∂0k˜
i
εs[zs] = (16πG)(ξ
a
µsT
µi
a )− ∂jk[ij]εs [zs, us], (3.3.82)
with
k[ij]εs [z, u] =
(
2nia∂
jξa⊥s + ξ
a⊥
s ∂
inja + ξ
ai
s ∂
j(2na +
1
2
∆Ca) + ξ
a
smǫ
mpq∂p∂
iHjaq
+ ωaj∂kH iak + ω
ai∂jHa + 2ω
ak∂iHjak + 16πGǫ
abǫimq∆−1T jbq∂mξ
⊥
as
+ 8πGǫabǫmpq∂p∆
−2∂iT jbq∂mξ
⊥
as − (i←→ j)
)
+ ǫijk
[
ωak(2na +
1
2
∆Ca)− ξams (∆Hamk − ∂m∂rHark)
− 16πGǫab∆−1∂rTbrkξ⊥as + 8πGǫab(∆−1Tmbk +∆−2∂m∂rTbrk)∂mξ⊥as
]
, (3.3.83)
where ωamn = ωakǫkmn. The surfaces charges (3.3.79) are thus also time-independent
outside of sources.
Finally, the surface charges are gauge invariant,
k˜iεs[δηz] = ∂jr
[ij]
εs,η, (3.3.84)
r[ij]εs,η =
(
2ξajs ∂
iη⊥a + 2η
j
a∂
iξa⊥s + ξ
a⊥
s ∂
jηia − (i←→ j)
)
− 2ǫijkωakη⊥a . (3.3.85)
Defining
Qǫs [z] =
1
2
ωaµνJ
µν
a − aaµP µa , (3.3.86)
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we get for the individual generators
(16πG)P⊥a = −
∮
S∞
d3xm ∂
m∆Ca =
∮
S∞
d3xm (∂nh
mn
a − ∂mha) ,
(16πG)P na = 2
∮
S∞
d3xm ǫab∆H
bnm = −2
∮
S∞
d3xm ǫabπ
bmn,
(16πG)Jkla = 2
∮
S∞
d3xm ǫab
(
∆Hbmkxl −∆Hbmlxk)
= −2
∮
S∞
d3xm ǫab
(
πbmkxl − πbmlxk) ,
(16πG)J⊥ka =
∮
S∞
d3xm
(
∆Caδmk − ∂m∆Caxk
)
=
∮
S∞
d3xm
[
(∂nh
mn
a − ∂mha) xk − hmka + haδmk
]
.
(3.3.87)
(3.3.88)
(3.3.89)
(3.3.90)
(3.3.91)
(3.3.92)
The only non-vanishing surface charges of the dyon sitting at the origin are
P⊥a = Ma. (3.3.93)
As expected, they measure the electric and magnetic mass of the dyon.
For later use, we combine k˜iε, k
[ij]
ε into the n− 2 forms kε[z, u] through the following
expressions in Cartesian coordinates,
kε = k
[µν]
ε d
2xµν , k
[0i]
ε = k˜
i
ε, (3.3.94)
dn−kxµ1...µk =
1
k!(n− k)!ǫµ1...µkνk+1...νndx
νk+1 . . . dxνn. (3.3.95)
Equations (3.3.82) can then be summarized by
dkεs ≈ −(16πG)Tεs, Tεs = T µaνξaνs d3xµ, dTεs = 0, (3.3.96)
where closure of the n − 1-forms Tεs follows from the conservation of the sources, the
symmetry of the energy-momentum tensor and (3.3.78).
3.3.13 Poincare´ transformations of surface charges
Suppose now that zAs , uαs solve the equations of motions for the conserved sources T µνa (x).
Let z′As , u′αs be the solution associated to new sources T ′µνa (x) related to T µνa (x) through
a (proper) Poincare´ transformation, x′µ = Λµνxν + bµ with |Λ| = 1,
T ′µνa (x
′) = ΛµαΛ
ν
βT
αβ
a (x). (3.3.97)
For instance, starting from the conserved energy-momentum tensors (3.3.62) of a dyon
sitting at the origin with world-line zµ = δµ0 s, one can obtain in this way the conserved
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energy-momentum tensors of a dyon moving along a straight line, z′µ = uµs + aµ with
uµ, aµ constant, uµuµ = −1 and s the proper time,
T ′µνa (x
′) = Mau
ν
∫
dλδ(4)(x′ − z′(λ))dz
′µ
dλ
= Ma
uµuν
u0
δ(3)(x′i − z′i(x0)). (3.3.98)
when Λµ0 = uµ.
Assume then that the ξµas(x) transform like vectors
ξ′νas(x
′) = Λµαξ
α
as(x) = −(ΛωaΛ−1x′)ν + (ΛωaΛ−1b+ Λaa)ν , (3.3.99)
which implies that the Tεs are closed Poincare´ invariant n− 1 forms,
T ′ε′s(x
′, dx′) = Tεs(x, dx). (3.3.100)
We can then use the following variant of the tube lemma. If at fixed time t, T 0νa (x)ξaνs (x)
has compact support and there exists a tube, i.e., a space-time volume W connecting the
hypersurfaces Ω : x0 = t and Ω′ : t = x′0 = Λ0νxν+b0 such that Tεs is entirely contained
in W , it follows from Stokes’ theorem that∫
Ω
Tεs =
∫
Ω′
T ′ε′s . (3.3.101)
If we now compute the surface charges for a large enough sphere S at fixed t containing
both T 0νa (x)ξaνs (x) and T ′0νa (x)ξaνs (x), it finally follows from (3.3.75) that the surface
charges evaluated for the new solutions z′A are obtained from those of the old solutions
zA through
Qε′s[z′s] = Qε[zs]. (3.3.102)
3.4 Conclusion
In this chapter, we have developed an extended double potential formalism for spin 2.
This allowed us to write a manifestly duality invariant action in presence of both electric
and magnetic external sources. We derived the expression of the surface charges in term
of the fundamental canonical fields obtaining in a duality invariant way both the mass and
the NUT charge. Those charges can also be constructed using Lagrangian methods but,
as such, are not duality invariant (see e.g. [67, 68, 69]).
In fact we have shown here that the standard expressions for surface charges in Pauli-
Fierz theory, when extended in a duality invariant way, have all the expected properties.
More interesting would be to develop the theory of surface charges from scratch in the-
ories of the current type where the Poisson brackets among the fundamental variables
are not local to see if the ones we have found exhaust all possibilities. From the pre-
ceding discussion we see that pseudo-differential operators will play a crucial role for a
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discussion of these generalized conservation laws, as they do in the discussion of ordinary
conservation laws for evolution equations of the Korteweg-de Vries type for instance.
This association with the soliton theory is genuine. As we will see in the next chapter,
there is a close relation between electromagnetic duality and integrable systems.
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Chapter 4
Electromagnetic duality and
integrability
A cornerstone of soliton theory is the discovery that the evolution equations are Hamilto-
nian systems [70, 71]. In this context, the occurrence of hierarchies of evolution equations
sharing the same infinite set of conservation laws can be understood as a consequence of
the existence of a second compatible Hamiltonian structure giving rise to the same evolu-
tion equations [72, 73].
The equations of motion associated to the theories for the known fundamental forces
of nature, electromagnetism, Yang-Mills theories and gravitation, are variational and thus
Hamiltonian. This is no coincidence, since these theories are fundamentally quantum, at
least the first three of them, and only for variational theories quantization is sufficiently
well understood.
In order to have Poincare´ invariance, respectively diffeomorphism invariance, mani-
festly realized, most modern investigations of these equations are carried out in the La-
grangian framework. This could be the reason why the bi-Hamiltonian structure underly-
ing these equations and discussed below has hitherto remained unnoticed.
At the heart of our analysis is an important exception to this paradigm, namely the
question whether the duality invariance of the four dimensional Maxwell or linearized
gravity equations admits a canonical generator. This question has been answered to the
affirmative in the reduced phase space of these theories and generalized to massless higher
spin gauge fields [4, 3, 61].
We will show in this chapter that the reduced phase space formulation of massless
higher spin gauge fields is bi-Hamiltonian. We will start by a quick review of the theory
of bi-Hamiltonian systems. After that, we will first study the electromagnetic case and
then go to linearized gravity and massless gauge fields of spin higher than 2 where the
analysis of spin 1 can be carried over easily by taking care of additional spatial indices.
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4.1 Bi-Hamiltonian systems
We will now present the basic results of the bi-Hamiltonian theory using the famous
Korteweg-de Vries equation as an exemple. We refer the reader to the book of Olver [74]
for a more complete presentation.
A bi-Hamiltonian system is remarkable in the sense that its evolution equations can be
written in Hamiltonian form in not just one but two different ways. We are then interested
in systems of the form
∂zA
∂t
= KA1 [z] =
{
zA,H1
}
1
=
{
zA,H0
}
0
(4.1.1)
where {, }1 and {, }0 are two different Poisson brackets associated to two different Hamil-
toniansH1 andH2. For instance, the KdV equation is given by
∂u(x)
∂t
= ∂3xu+ u∂xu. (4.1.2)
It can be written as a Hamiltonian equation in two different ways:
{F,G}1 =
∫
dx
δF
δu(x)
∂x
δG
δu(x)
, (4.1.3)
H1 =
∫
dx
(
−1
2
(∂xu)
2 +
1
6
u3
)
, (4.1.4)
and
{F,G}0 =
∫
dx
δF
δu(x)
(
∂3x +
2
3
u∂xu+
1
3
∂xu
)
δG
δu(x)
, (4.1.5)
H0 =
∫
dx
1
2
u2. (4.1.6)
Being Hamiltonians, both H1 and H2 are conserved quantities and, as such, generate
symmetries through both Poisson brackets. The following three transformations are then
symmetries of the equations of motion (4.1.1):
δ0z
A = KA0 [z] =
{
zA,H0
}
1
, (4.1.7)
δ1z
A = KA1 [z] =
{
zA,H1
}
1
=
{
zA,H0
}
0
, (4.1.8)
δ2z
A = KA2 [z] =
{
zA,H1
}
0
. (4.1.9)
Let’s assume that δ2zA is a Hamiltonian vector field for {, }1, i.e. there exists H2 such
that
δ2z
A =
{
zA,H2
}
1
. (4.1.10)
In that case,H2 is a new conserved quantity and it generates a new symmetry through the
other canonical structure:
δ3z
A = KA3 [z] =
{
zA,H2
}
0
. (4.1.11)
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If this continues, one can build an infinite tower of conserved quantities H0,H1,H2, ...
associated to an infinite tower of symmetries whose characteristics are K0, K1, K2, ...
A key point in this argument is the assumption that δ2zA is a Hamiltonian vector field
for {, }1. In order to control this property, we need to introduce the notion of compatible
Hamiltonian structures:
Definition 4.1.1.
• Two Hamiltonian structures {, }1 and {, }0 are said to be compatible if for all a, b ∈
R, a{, }0 + b{, }1 is a Hamiltonian structure. They form a Hamiltonian pair.
• A system of evolution equations is a bi-Hamiltonian system if it can be written in
the form (4.1.1) where {, }1 and {, }0 form a Hamiltonian pair.
To any poisson bracket {, }, we can associate a skew-adjoint linear differential opera-
tor JAB such that:
{F,G} =
∫
dnx
δF
δzA(x)
JAB
(
δG
δzB(x)
)
= −
∫
dnxJBA
(
δF
δzA(x)
)
δG
δzB(x)
.
(4.1.12)
This operator is called a Hamiltonian operator. We will use the notation DAB for the
Hamiltonian operator associated to {, }1 and EAB the one associated to {, }0. The two
Hamiltonian operators associated to the KdV equation are given by
D = ∂x, E = ∂3x +
2
3
u∂x +
1
3
∂xu. (4.1.13)
With those structures, we can state the main theorem on bi-Hamiltonian systems.
Theorem 4.1.2. Let
∂zA
∂t
= KA1 [z] =
{
zA,H1
}
1
= DAB δH1
δzB
(4.1.14)
=
{
zA,H0
}
0
= EAB δH0
δzB
be a bi-Hamiltonian system of evolution equations. Assume that the operator DAB is
non-degenerate and defineRAB = EACD−1CB. Let KA0 [z] =
{
zA,H1
}
0
and assume that for
all n ∈ N we can recursively define
KAn [z] = RABKBn−1[z] (4.1.15)
meaning that for each n, Kn−1 lies in the image of D. Then, there exists a sequence of
functionalsH0,H1,H2, ... such that
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• for all n ≥ 1, the evolution equation
∂zA
∂t
= KAn [z] =
{
zA,Hn
}
1
=
{
zA,Hn−1
}
0
(4.1.16)
is a bi-Hamiltonian system;
• the Hamiltonian functionalsHn are all in involution with respect to either Poisson
bracket:
{Hm,Hn}1 = 0 = {Hm,Hn}0 n,m ≥ 0 (4.1.17)
and hence provide an infinite collection of conservation laws for each of the bi-
Hamiltonian systems (4.1.16).
In the KdV case, the operator R is given by
R = ∂2x +
2
3
u+
1
3
∂xu∂
−1
x , (4.1.18)
where ∂−1x is a formal operator acting only on functions that are total derivative (if Q =
∂xP , then we set P = ∂−1x Q. We can remove the ambiguity of the additive constant
by normalizing P |u=0,x=0 = 0). The hierarchy of evolution equations generated by the
theorem is the usual KdV hierarchy:
K0 = ∂xu, (4.1.19)
K1 = ∂
3
xu+ u∂xu, (4.1.20)
K2 = ∂
5
xu+
5
3
u∂3xu+
10
3
∂xu∂
2
xu+
5
6
u2∂xu, (4.1.21)
K3 = ... (4.1.22)
associated to an infinite amount of constants of motion:
H0 =
∫
dx
1
2
u2, (4.1.23)
H1 =
∫
dx
(
−1
2
(∂xu)
2 +
1
6
u3
)
, (4.1.24)
H2 =
∫
dx
(
1
2
(∂2xu)
2 +
5
72
u4 +
5
16
u2∂2xu
)
, (4.1.25)
H3 = ... (4.1.26)
The operator RAB defined in the theorem is a recursion operator for the system in the
sense that if δQzA = QA[z] is a symmetry of the evolution equation (4.1.14) and QA is in
the image of D, then
δRQz
A = RABQB[z] (4.1.27)
is also a symmetry of the system. A repeated use of this operator allows the creation of
an infinite tower of symmetries from any given symmetry. Let us point out that they are
not necessarily Hamiltonian even if the starting one is. In the case of Korteweg-de Vries,
this operator is known as the Lenard recursion operator.
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4.2 Electromagnetism
As we saw in chapter 2, the reduced phase space action of electromagnetism can be
written as
SR[ATai ] =
∫
dt
[ ∫
d3x
1
2
ǫab(OATa)i∂0ATbi −H1
]
, (4.2.1)
H1 =
1
2
∫
d3x (OATa)i(OATa )i = −12
∫
d3x ATai∆ATai, (4.2.2)
where in the second expression for the Hamiltonian, we have used thatO is “self-adjoint”.
The standard Poisson bracket determined by the kinetic term is
{ATai (x), ATbj(y)}1 = ǫab∆−1ǫjkl∂ykδT (3)il (x− y) = ǫab∆−1
(OyδT (3)i (x− y))j , (4.2.3)
where δT (3)ij (x− y) is the transverse delta function, see e.g. [66] section A1.2. In vacuum,
Maxwell’s equations for the physical degrees of freedom read
∂0A
Tai(x) = {ATai(x), H1}1 = −ǫab(OATb )i(x), (4.2.4)
while the generator for duality rotations is
H0 = −12
∫
d3x AaiT (OATa )i, {H0, H1}1 = 0. (4.2.5)
When presented in this way, the second Hamiltonian structure is obvious and a lot
simpler than the one induced from the covariant action principle. Indeed, a natural Pois-
son bracket on reduced phase space is simply
{ATai (x), ATbj (y)}0 = ǫabδT (3)ij (x− y), (4.2.6)
in terms of which the duality generator is the Hamiltonian for Maxwell’s equations,
{ATai(x), H1}1 = {ATai(x), H0}0. (4.2.7)
This is the main result of this chapter.
At this stage, one can pause and ask whether electromagnetism and its quantization
should not be based on this new Hamiltonian structure. A good reason to favor the old,
more complicated structure is that, by construction, the Poincare´ and conformal symme-
tries admit canonical generators for the old structure, while not all of them do for the new
one. We plan to return to this question in detail elsewhere.
The rest of the analysis is standard. Following the previous section, the associated
recursion operator is defined by
Raibj = −δab (O)ij . (4.2.8)
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Consider, for p> 1, KTaip = (−)pǫab(OpATb )i, or equivalently,
KTai2n+1(x) = (−)n+1ǫab∆n(OATb )i(x), KTai2n+2(x) = (−)n+1ǫab∆n+1AT ib (x), (4.2.9)
for n> 0. The evolution equations of the hierarchy
∂0A
Tai(x) = KTaip (x), ∀p> 1, (4.2.10)
are also bi-Hamiltonian,
KTaip (x) = {ATai(x), Hp}1 = {ATai(x), Hp−1}0, (4.2.11)
where Hp−1 = (−)
p
2
∫
d3xATai (OpAT )i,
H2n =
(−)n+1
2
∫
d3x ATai∆n(OATa )i, H2n+1 =
(−)n+1
2
∫
d3x ATai ∆
n+1ATai.
(4.2.12)
with Hamiltonians that are in involution,
{Hn, Hm}1 = 0 = {Hn, Hm}0, ∀n,m> 0. (4.2.13)
4.3 Linearized gravity
Following the result presented in chapter 3, the reduced phase space action of linearized
gravity can be written as
SR[HTTamn ] =
∫
dt
[ ∫
d3x ǫab∆
(OHTTa)mn ∂0HTTbmn −H1], (4.3.1)
H1 =
∫
d3x
(
HTTamn∆2HTTamn). (4.3.2)
The standard Poisson bracket determined by the kinetic term is
{HTTamn (x), HTTbkl(y)}1 = 12 ǫ
ab∆−2
(Oyδ(3)TTmn (x− y))kl , (4.3.3)
where δ(3)TTklmn (x−y) denotes the projector on the transverse-traceless part of a symmetric
rank two tensor. The duality generator is
D = −
∫
d3x HTTamn∆
(OHTTa )mn , {D,H1}1 = 0. (4.3.4)
The analogy with the spin 1 case can be made perfect by the change of variables,
H1TTmn =
1√
2
∆−1
(OA2TT )
mn
, H2TTmn =
1√
2
∆−1
(OA1TT )
mn
. (4.3.5)
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in terms of which
H1 =
1
2
∫
d3x
( (OATTa)mn (OATTa )mn ) = −12
∫
d3x
(
ATTamn∆ATTamn
)
, (4.3.6)
{ATTamn (x), ATTbkl(y)}1 = ǫab∆−1
(Oyδ(3)TTmn (x− y))kl , (4.3.7)
H0 = −D = −12
∫
d3x ATTamn
(OATTa )mn . (4.3.8)
All formulae of section 4.2 below equation (4.2.5) now generalize in a straightforward
way to massless spin 2 fields by replacing T (transverse) by TT (transverse-traceless) and
contracting over the additional spatial index.
4.4 Massless higher spin gauge fields
The extension of these results to massless higher spin gauge fields [75] (see also [76]) fol-
lows directly from the observation that the Hamiltonian reduced phase space formulation
of these theories merely involves additional spatial indices [61], so that all above results
generalize in a straightforward way.
This can be seen for instance by starting from the approach inspired from string field
theory, where the Lagrangian action for massless higher spin gauge fields is written as the
mean value of the BRST charge for a suitable first quantized particle model [77, 78, 79]
(see also [80, 81] for further developments). In this framework the reduction of the action
to the light-cone gauge corresponds to the elimination of BRST quartets composed of
ghost and light-cone oscillators (see e.g.[82, 83]). In exactly the same way, the ghost,
temporal and longitudinal oscillators form quartets that can be eliminated to yield the
Lagrangian gauge fixed action for a massless field of spin s> 1,
SL[φ
TT
i1...is] = −
1
2
∫
d4x ∂µφ
TT
i1...is∂
µφTT i1...is (4.4.1)
where the field φTTi1...is is real, completely symmetric, traceless and transverse,
φTTi1...is = φ
TT
(i1...is)
, φTT iii3...is = 0, ∂
iφTTii2...is = 0. (4.4.2)
The Hamiltonian formulation is direct, the momenta being πTTi1...is = ∂0φ
TT
i1...is
.
Consider then the Fock space defined by [ai, a†j] = δij , ai|0〉 = 0, the number operator
N = a†ia
i
, and the “string field” φTTs (x) = 1√s!a
†
i1
. . . a†is|0〉φTTi1...is(x) and the inner product
〈φTTs , ψTTs 〉 =
∫
d4x 〈φTTs , ψTTs 〉F =
∫
d4xφTTi1...isψ
TT i1...is. (4.4.3)
With this inner product, the generalized curl [61]
O = 1
N
ǫijka†i∂jak (4.4.4)
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is again self-adjoint. Furthermore, it squares to −∆ inside the inner product involving
transverse-traceless fields,
O2 = 1
N2
[−∆N2 + (∂ · a†)(∂ · a) + (a† · a†)∆(a · a) + 2(∂ · a†)N(∂ · a)
− (∂ · a†)2(a · a)− (a† · a†)(∂ · a)],=⇒ 〈φTTs ,O2ψTTs 〉 = −〈φTTs ,∆ψTTs 〉. (4.4.5)
The change of variables making duality invariance transparent is
φTTi1...is = A
TT1
i1...is
, πTTi1...is =
(OATT2)
i1...is
. (4.4.6)
The first order reduced phase space variational principle becomes
SR[ATTa] =
∫
dt
[ ∫
d3x
1
2
ǫab
(OATTa)i1...is ∂0ATTbi1...is −H1], (4.4.7)
H1 = −12
∫
d3x ATTai1...is∆A
TT i1...is
a . (4.4.8)
Again, all formulae of section 4.2 below equation (4.2.4), including the one for the duality
generator, suitably generalize by contracting over the additional spatial indices.
4.5 Conclusion
We have shown in this chapter that the reduced phase space formulation of massless
higher spin gauge fields is bi-Hamiltonian. The second Poisson bracket on reduced phase
space turned out to be more natural than the one induced from the covariant variational
principle, while the generator for duality rotations played the role of the second Hamilto-
nian. This result trivially generalizes to Yang-Mills theory with an invariant, non degen-
erate metric, linearized around a zero potential by decorating the expressions obtained in
the electromagnetic case with an additional Lie algebra index.
Several generalizations and extensions are suggested by this result. A first exercise
consists in studying the consequences for symmetries and conservation laws of both the
Maxwell and the higher spin equations and compare them to known results (see e.g. [84,
85, 86] and references therein). Another obvious question is to investigate more general
backgrounds. For instance, the generalization to massless spins propagating on (anti-) de
Sitter spaces instead of Minkowski spacetime and the inclusion of fermionic gauge fields
should be straightforward. In Yang-Mills theories (anti) self-dual backgrounds could be
promising in view of their close connection to integrable systems.
The most important problem is however the inclusion of interactions. When compar-
ing to the Korteweg-de Vries equation for instance, the present work corresponds to the
bi-Hamiltonian structure for the linearized equation. The question is then to find interac-
tions that preserve this structure.
Chapter 5
Gravitational features of the
AdS3/CFT2 correspondence
In this chapter, we will work with asymptoticallyAdS3 space-times in Fefferman-Graham
form. In that case, the gauge is completely fixed as all subleading orders of the asymptotic
Killing vectors are uniquely determined. Equipped with a new modified Dirac-type Lie
bracket taking into account their metric dependence due to the gauge fixing, those asymp-
totic Killing vectors form a representation of the local conformal algebra to all orders in
r. We give a short description of the possible central extensions of the 2 dimensions
conformal algebra.
We then solve the Einstein’s equations for metrics in the Fefferman-Graham form and
compute how the local conformal algebra in 2 dimensions is realized on solution space.
The last step is the covariant computation of the surface charge algebra and the value of
the central extension as reviewed in appendix A.2.
This chapter is based on results originally derived in [12] and developed further in
[87, 88, 89, 90, 91, 92, 93, 94, 95, 96]. The only original result is the introduction of the
modified Lie Bracket in section 5.2.
5.1 AsymptoticallyAdS3 spacetimes in Fefferman-Graham
form
The Fefferman-Graham form for the line element of a 3 dimensional asymptotically anti-
de Sitter spacetime is
ds2 =
l2
r2
dr2 + gAB(r, x
C) dxAdxB, (5.1.1)
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with gAB = r2γ¯AB(xC) + O(1), where γ¯AB is a conformally flat 2-dimensional metric.
For explicit computations we will sometimes choose the parametrization γ¯AB = e2ϕηAB
with ϕ(xC) and ηAB the flat metric on the cylinder, ηABdxAdxB = −dτ 2 + dφ2, τ = 1l t.
5.2 Asymptotic symmetries
The transformations leaving this form of the metric invariant are generated by vector
fields satisfying
Lξgrr = 0 = LξgrA, LξgAB = O(1), (5.2.1)
which implies{
ξr = −1
2
ψr,
ξA = Y A + IA, IA = − l2
2
∂Bψ
∫∞
r
dr′
r′
gAB = − l2
4r2
γ¯AB∂Bψ +O(r
−4),
(5.2.2)
where Y A is a conformal Killing vector of γ¯AB, and thus of ηAB, while ψ = D¯AY A is the
conformal factor.
Indeed, the inverse to metric (5.1.1) is
gµν =
(
r2
l2
0
0 gAB
)
where gABgBC = δAC . From Lξgrr = 0, we find ξr = Ar for some A(xC). From
LξgrA = 0 we find ∂rξA = −gAB l2r ∂BA so that ξA = Y A + IA for some Y A(xC)
and where IA = l2∂BA
∫∞
r
dr′ gABr′−1. Finally, LξgAB = O(1) requires Y A to be a
conformal Killing vector of γ¯AB and A = −12ψ.
Let Ŷ A = [Y1, Y2]A, ψ̂ = D¯AŶ A, denote by δgξ1ξ
µ
2 the change induced in ξ
µ
2 (g) due to
the variation δgξ1gµν = Lξ1gµν and define
[ξ1, ξ2]
µ
M = [ξ1, ξ2]
µ − δgξ1ξµ2 + δgξ2ξµ1 . (5.2.3)
For vectors ξ1, ξ2 given in (5.2.2), we have
[ξ1, ξ2]
r
M = −12 ψ̂r, [ξ1, ξ2]
A
M = Ŷ
A + ÎA,
where ÎA denotes IA with ψ replaced by ψ̂.
Indeed, for the r component, we have δgξ1ξ
r
2 = 0 and the result follows by direct
computation of the Lie bracket. Similarly, limr→∞[ξ1, ξ2]AM = Ŷ A. Finally, using ∂rξr =
1
r
ξr and ∂rξA = − l2r2∂BξrgBA a straightforward computation shows that ∂r([ξ1, ξ2]AM) =
∂B([ξ1, ξ2]
r
M)g
BA
, which gives the result. It thus follows that on an asymptotically anti-de
Sitter spacetime in the sense of Fefferman-Graham (solving or not Einstein’s equations
with cosmological constant):
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The spacetime vectors (5.2.2) equipped with the bracket [·, ·]M form a faithful repre-
sentation of the conformal algebra.
By conformal algebra, we mean here the direct sum of 2 copies of the Witt algebra.
Furthermore, since δgξ1ξ
r
2 = 0, δ
g
ξ1
ξA2 = O(r
−4), it follows that these vectors form a
representation of the conformal algebra only up to terms of order O(r−4) when equipped
with the standard Lie bracket.
More generally, one can also consider the transformations that leave the Fefferman-
Graham form of the metric invariant up to a Weyl rescaling of the boundary metric γ¯AB.
They are generated by spacetime vectors such that
Lξgrr = 0 = LξgrA, LξgAB = 2ωgAB +O(1). (5.2.4)
It is then straightforward to see that the general solution is given by the vectors (5.2.2),
where ψ is replaced by ψ˜ = ψ − 2ω. When equipped with the modified Lie bracket
[·, ·]M these vectors now form a faithful representation of the extension of the two di-
mensional conformal algebra defined by elements (Y, ω) and the Lie bracket (Ŷ , ω̂) =
[(Y1, ω1), (Y2, ω2)],
Ŷ A = Y B1 ∂BY
A
2 − Y B2 ∂BY A1 , ω̂ = 0. (5.2.5)
with ω(xC) arbitrary and Y A conformal Killing vectors of γ¯AB and thus also of ηAB . The
asymptotic symmetry algebra is then the direct sum of the abelian ideal of elements of
the form (0, ω) and of 2 copies of the Witt algebra.
Indeed, we have limr→∞(1r [ξ1, ξ2]
r
M) = −12Y A1 ∂Aψ˜2 + ∂Cω1Y C2 + (1 ↔ 2) = −12 ψ̂
and ∂r(1r [ξ1, ξ2]
r
M) = 0, while the proof for the A-component is unchanged.
5.3 Conformal algebra and central extension
In terms of light-cone coordinates, x± = τ ±φ, 2∂± = ∂∂τ ±
∂
∂φ
, we have γ¯ABdxAdxB =
−e2ϕdx+dx−, and if,
Y ±(x±)∂± =
∑
n∈Z
cn±l
±
n , l
±
n = e
inx±∂±, (5.3.1)
the algebra in terms of the basis vectors l±n reads
i[l±m, l
±
n ] = (m− n)l±m, i[l±m, l∓n ] = 0. (5.3.2)
The definition of the basic vectors is different from [97]. This new definition is better
suited to the periodicity of φ and will allow us to do the flat limit (l → ∞) in the next
chapter.
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Up to equivalence, the most general central extension of the conformal algebra in 2
dimensions is given by{
i[l±m, l
±
n ] = (m− n)l±m + c
±
12
m(m+ 1)(m− 1)δ0m+n,
i[l±m, l
∓
n ] = 0 .
(5.3.3)
The proof follows from doing twice the one for the Witt algebra w, see e.g [98, 99, 100].
5.4 Solution space
Let us now start with an arbitrary metric of the form (5.1.1), without any assumptions on
the behavior in r and let kAB = 12g
ACgCB,r. One can then define KAB through the relation
kAB =
1
r
δAB +
1
r3
KAB . We have
Γrrr = −
1
r
, ΓrrA = 0, Γ
A
rr = 0,
ΓrAB = −
r2
l2
kAB, Γ
A
rB = k
A
B, Γ
A
BC =
(2)ΓABC ,
where (2)ΓABC denotes the Christoffel symbol associated to the 2-dimensional metric gAB,
which is used to lower indices on kAB . If KTAB denotes the traceless part of KAB , the
equations of motion are organized as follows
gABGAB − 2
l2
= 0⇐⇒ ∂rK = −r−3(12K
2 +KT
A
BK
TB
A), (5.4.1)
GAB − 12 gABg
CDGCD = 0⇐⇒ ∂rKTAB = −r−3KKT AB, (5.4.2)
GrA ≡ r−3((2)DBKBA − ∂AK) = 0, (5.4.3)
Grr − 1
l2
grr ≡ 12
[
r−6(
1
2
K2 −KTABKTBA) + 2r−4K −
l2
r2
(2)R
]
= 0. (5.4.4)
Combining the Bianchi identities 2(√−gGβα),β +
√−gGβγgβγ,α ≡ 0 with the covariant
constancy of the metric, we get the identities
2(
r
l
√
|(2)g|GrA),r + 2( l
r
√
|(2)g|gBC [GCA − 1
l2
gCA]),B+
+
l
r
√
|(2)g|(GBC − 1
l2
gBC)g
BC
,A ≡ 0, (5.4.5)
(r
l
√
|(2)g|[Grr − 1
r2
]
)
,r
+ (
l
r
√
|(2)g|gBAGAr),B+
+
1
l
√
|(2)g|[Grr − 1
r2
]− l
r
√
|(2)g|(GAB − 1
l2
gAB)k
AB ≡ 0. (5.4.6)
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To solve the equations of motion, we first contract (5.4.2) with KTBA , which gives
∂r(K
TA
BK
TB
A) = −2r−3KKTABKTBA .
If we assume KTABKT
B
A =
1
2
K2, we can take the sum and difference with (5.4.1) to get
∂r(K +K) = −1
2
r−3(K +K)2, ∂r(K −K) = −1
2
r−3(K −K)2,
which can be solved in terms of 2 integration “constants” C(xB), D(xB)
K = − 1
C + 1
2
r−2
− 1
D + 1
2
r−2
, KT
A
BK
TB
A =
(D − C)2
2(C + 1
2
r−2)2(D + 1
2
r−2)2
.
When used in (5.4.2), we find
KT
A
B = A
TA
B(
1
C + 1
2
r−2
− 1
D + 1
2
r−2
), AT
A
BA
TB
A =
1
2
,
and can now reconstruct the metric from the equation ∂rgAB = 2gACkCB . Defining Θ =
1
D
+ 1
C
, Ω = 1
D
− 1
C
, we get
gAB = r
2γ¯AB
[
1 +
1
2r2
Θ+
1
16r4
(Θ2 + Ω2)
]
+ ATAB
[
Ω+
1
4r2
ΘΩ
]
, (5.4.7)
where γ¯AB are additional integration constants, restricted by the condition that γ¯AB is
symmetric, of signature−1. The index on ATAB is lowered with γ¯AB, with ATAB requested
to be symmetric. It follows that ATAB contains only 1 additional independent integration
constant. Writing gAB = r2γ¯AB + γAB, with γAB = γ̂AB + o(r0), we have KAB =
−γ̂AB + o(r0) where the index on γ̂AB has been lifted with γ¯AB , the inverse of γ¯AB.
When (5.4.1) and (5.4.2) are satisfied, the Bianchi identity (5.4.5) implies that r
√
|(2)g|GrA
does not depend on r. The equation of motion (5.4.3) then reduces to the condition
D¯B γ̂
B
A − ∂Aγ̂ = 0, (5.4.8)
where γ̂ = γ̂AA . When this condition holds in addition to (5.4.1) and (5.4.2), the remaining
Bianchi identity (5.4.6) implies that r2
√
|(2)g|[Grr − 1r2 ] does not depend on r. The
equation of motion (5.4.4) then reduces to the condition
γ̂ = − l
2
2
R¯, (5.4.9)
and also from the leading contribution to K that Θ = − l2
2
R¯. The constraint (5.4.8) then
becomes
D¯B γ̂
TB
A = −
l2
4
∂AR¯. (5.4.10)
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To solve this equation, one uses light-cone coordinates, x± = τ ± φ, 2∂± = ∂∂τ ±
∂
∂φ
and the explicit parameterization γ¯ABdxAdxB = −e2ϕdx+dx−. This gives
γ̂ = −4l2e−2ϕ∂+∂−ϕ ⇐⇒ γ̂+− = l2∂+∂−ϕ, (5.4.11)
while the general solution to (5.4.10) is
γ̂±± = l
2
[
Ξ±±(x
±) + ∂2±ϕ− (∂±ϕ)2
]
, (5.4.12)
with Ξ±±(x±) 2 arbitrary functions of their arguments. Using (5.4.7), one then gets
AT±±Ω = γ̂±±, A
T
+− = 0, Ω
2 = 16e−4ϕγ̂++γ̂−−.
In other words, one can choose ϕ(x+, x−),Ξ±±(x±) as coordinates on solution space and,
by expressing (5.4.7) in terms of these coordinates, we have shown that
The general solution to Einstein’s equations with metrics in Fefferman-Graham form
is given by
gABdx
AdxB =
(
− e2ϕr2 + 2γ̂+− − r−2e−2ϕ(γ̂2+− + γ̂++γ̂−−)
)
dx+dx−+
+ γ̂++(1− r−2e−2ϕγ̂+−)(dx+)2 + γ̂−−(1− r−2e−2ϕγ̂+−)(dx−)2, (5.4.13)
with γ̂AB defined in equations (5.4.11) and (5.4.12).
For instance, in these coordinates, the BTZ black hole[101, 102] is determined by
ϕ = 0 and
Ξ±± = 2G(M ± J
l
). (5.4.14)
5.5 Conformal properties of solution space
By construction, the finite transformations generated by the spacetime vectors (5.2.2)
leave the Fefferman-Graham form invariant, and furthermore transform solutions to solu-
tions.
Using light-cone coordinates and the parametrization γ¯ABdxAdxB = −e2ϕdx+dx−,
we have {
ξr = −1
2
ψr, ψ = ∂+Y
+ + ∂−Y − + 2∂+ϕY + + 2∂−ϕY −,
ξ± = Y ± + l
2e−2ϕ
2r2
∂∓ψ +O(r−4),
and get
Lξg±± ≈ l2
[
Y ±∂±Ξ±± + 2∂±Y
±Ξ±± − 12 ∂
3
±Y
±]+O(r−2),
Lξg+− ≈ O(r−2).
(5.5.1)
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It follows that the local conformal algebra acts on solution space as
− δΞ±± = Y ±∂±Ξ±± + 2∂±Y ±Ξ±± − 12 ∂
3
±Y
±, (5.5.2)
and with δϕ = 0. Note that the overall minus sign is conventional and chosen so that
δΞ±± ≡ δY Ξ±± satisfies [δY1 , δY2 ]Ξ±± = δ[Y1,Y2]Ξ±±.
More generally, when considering the extension of the conformal algebra discussed
at the end of section 5.2, we find that
Lξg±± ≈ l2
[
Y ±∂±Ξ±± + 2∂±Y
±Ξ±± − 12 ∂
3
±Y
±+
+ ∂2±ω − 2∂±ϕ∂±ω
]
+O(r−2),
Lξg+− ≈ 2ω(−r
2
2
e2ϕ) + l2∂+∂−ω +O(r
−2),
and thus, that the extended algebra acts on solution space as in (5.5.2) with in addition
−δϕ = ω.
5.6 Centrally extended surface charge algebra
Let us take
ϕ = 0. (5.6.1)
in this section. In fact, starting from a Fefferman-Graham metric (5.1.1) with γ¯AB =
e2ϕηAB one can obtain such a metric with vanishing ϕ(xC) through the finite coordi-
nate transformation generated by ξr = −ϕr and ξA = −l2∂Bϕ
∫∞
r
dr′
r′
gAB(x, r′) since
Lξgrr = 0 = LξgrA and LξgAB = −2ϕgAB .
The background metric is then
ds¯2 = −r2dτ 2 + l
2
r2
dr2 + r2dφ2. (5.6.2)
Furthermore,
Y + = Y τ + Y φ, Y − = Y τ − Y φ, Λ = γ̂++ + γ̂−−, Σ = γ̂++ − γ̂−−,
and gABdxAdxB = −r2dτ 2 + r2dφ2 + hABdxAdxB with
hττ ≈ Λ(x) +O(r−2) ≈ hφφ, hτφ ≈ Σ(x) +O(r−2),
∂τΛ = ∂φΣ, ∂τΣ = ∂φΛ.
(5.6.3)
For the surface charges, we will use the covariant method of [51] whose results are
summarized in appendix A. One can prove the linearity of the charges (A.2.4). We will
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then just use equations (A.2.5) and (A.2.1) with n = 3 and the surface of integration ∂Σ
is taken to be the circle at infinity. This gives
Qξ[g − g¯, g¯] = l
16πG
lim
r→∞
∫ 2π
0
rdφ
[
ξr(D¯τh− D¯σhτσ + D¯rhτr − D¯τhrr)
− ξτ (D¯rh− D¯σhrσ − D¯rhττ + D¯τhrτ ) + ξφ(D¯rhτφ − D¯τhrφ) +
1
2
h(D¯rξτ − D¯τξr)
+
1
2
hrσ(D¯τξσ − D¯σξτ )− 12 h
τσ(D¯rξσ − D¯σξr)
]
. (5.6.4)
Using
D¯τh− D¯σhτσ + D¯rhτr − D¯τhrr = r−2γ¯AB(D¯AhτB − D¯τhAB) = r−4(∂φhτφ − ∂τhφφ),
D¯rh− D¯σhrσ − D¯rhττ + D¯τhrτ =
1
l2
(∂rhφφ − 1
r
hττ ),
D¯rhτφ − D¯τhrφ = −
1
l2
(∂rhτφ − 1
r
hτφ)
D¯rξτ − D¯τξr = 2r
l2
Y τ − 1
r
∂τψ +O(r
−3),
1
2
hrσ(D¯τξσ − D¯σξτ )− 12 h
τσ(D¯rξσ − D¯σξr) = 1
rl2
hτAY
A +
1
4r
hAτ ∂Aψ +O(r
−3),
we find explicitly
Qξ[g − g¯, g¯] = 1
16πGl
lim
r→∞
∫ 2π
0
dφ (2Y τhφφ + 2Y
φhτφ)
≈ 1
8πGl
∫ 2π
0
dφ (Y τΛ + Y φΣ) =
l
8πG
∫ 2π
0
dφ (Y +Ξ++ + Y
−Ξ−−). (5.6.5)
The appendix A suggests that these charges form a representation of the conformal
algebra, or more precisely, that
Qξ1 [Lξ2g, g¯] ≈ Q[ξ1,ξ2]M [g − g¯, g¯] +Kξ1,ξ2, (5.6.6)
Kξ1,ξ2 = Qξ1 [Lξ2 g¯, g¯], [ξ1, ξ2]M = [ξ1, ξ2] + δgξ1ξ2 − δgξ2ξ1. (5.6.7)
An asymptotic Killing vector of the form (5.2.2) depends on the metric, ξ = ξ[x, g] and
δgξ1ξ2 = ξ2[x,Lξ1g]. From δgξ1ξτ2 = O(r−4) and δgξ1ξφ2 = O(r−4), it follows that only the
Lie bracket [ξ1, ξ2] contributes on the right hand side,Q[ξ1,ξ2]M [g−g¯, g¯] = Q[ξ1,ξ2][g−g¯, g¯].
Using (5.5.1), (5.6.3) and integrations by parts in ∂φ and the conformal Killing equation
for Y A1 , Y A2 to evaluate the left hand side, one indeed finds
Qξ1 [Lξ2g, g¯] ≈ Q[ξ1,ξ2][g − g¯, g¯] +Kξ1,ξ2,
Kξ1,ξ2 =
l
8πG
∫ 2π
0
dφ (∂φY
τ
1 ∂
2
φY
φ
2 − ∂φY τ2 ∂2φY φ1 ),
(5.6.8)
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where Kξ1,ξ2 is a form of the well-known Brown-Henneaux central charge.
In addition, the covariant expression for the surface charges used above coincides on-
shell with those of the Hamiltonian formalism [51, 53]. In this context, it follows from
the analysis of [103, 12, 54] that the surface charge is, after the Fefferman-Graham gauge
fixation, the canonical generator of the conformal transformations in the Dirac bracket.
We obtain the numerical value of the central charges c± by evaluating Kξ1,ξ2 on the
generators l±m:
Kl+m,l+n = i
l
8G
m3, Kl−m,l−n = i
l
8G
m3, Kl+m,l−n = 0, (5.6.9)
which gives c+ = c− = 3l
2G
. Remark that this extension is not the one we gave in section
5.3 but an equivalent one. To transform it into the form (5.3.3), one has to redefineQl±0 as
Ql±0 +
c±
24
. This change corresponds to a change of background from the BTZ black hole
with M = J = 0 to AdS3.
78 TROESSAERT
Chapter 6
BMS3/CFT1 correspondence
In 3 dimensions, the asymptotic symmetry algebra of asymptotically flat spacetimes at
null infinity has been derived in [104, 105]. This algebra, known as bms3 is the semi-
direct sum of the conformal transformation of the circle with the abelian algebra of the
function on the circle. The algebra of the associated charges has been shown to provide
a centrally extended representation of bms3 which has been related by a contraction,
similar to that from so(2, 2) to iso(2, 1), to the centrally extended Poisson bracket algebra
of surface charges of asymptotically anti-de Sitter spacetimes in 3 dimensions [106].
In this chapter, we will apply the same technique we used on asymptotically AdS3
spacetimes to the case of asymptotically flat spacetimes at null infinity. We start with
asymptotically flat metrics at null infinity in a form suggested from the analysis of the
4 dimensional case by Sachs. This form is the analog of the Fefferman-Graham form.
In particular, the gauge is completely fixed in the sense that all subleading orders of
the asymptotic Killing vectors are again completely determined. Equipped with thee
modified Lie bracket those vectors form a representation of the bms3 algebra to all orders
in r. We then study the possible central extensions of the bms3.
After that, we solve the flat equations of motion and compute the representation of
the bms3 algebra on solution space. The last section contains the derivation of the surface
charge algebra using the same techniques we used for the AdS3 case.
6.1 Asymptotically BMS3 spacetimes
We consider metrics of the form
ds2 = e2β
V
r
du2 − 2e2βdudr + r2e2ϕ(dφ− Udu)2, (6.1.1)
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or, equivalently,
gµν =
e2βV r−1 + r2e2ϕU2 −e2β −r2e2ϕU−e2β 0 0
−r2e2ϕU 0 r2e2ϕ

with inverse given by
gµν =
 0 −e−2β 0−e−2β −Vr e−2β −Ue−2β
0 −Ue−2β r−2e−2ϕ
 .
Here, ϕ = ϕ(u, φ). Three dimensional Minkowski space is described by ϕ = 0 = β = U
and V = −r. The fall-off conditions are taken as β = O(r−1), U = O(r−2) and V =
−2r2∂uϕ+O(r). In particular, guu = −2r∂uϕ+O(1).
6.2 Asymptotic symmetries
The transformations leaving this form of the metric invariant are generated by vector
fields such that
Lξgrr = 0 = Lξgrφ, Lξgφφ = 0, (6.2.1)
Lξgur = O(r−1), Lξguφ = O(1), Lξguu = O(1). (6.2.2)
Equations (6.2.1) imply that
ξu = f,
ξφ = Y + I, I = −e−2ϕ∂φf
∫∞
r
dr′ r′−2e2β = −1
r
e−2ϕ∂φf +O(r−2),
ξr = −r[∂φξφ − ∂φfU + ξφ∂φϕ+ f∂uϕ], (6.2.3)
with ∂rf = 0 = ∂rY . The first equation of (6.2.2) then implies that
∂uf = f∂uϕ+ Y ∂φϕ+ ∂φY ⇐⇒ f = eϕ
[
T +
∫ u
0
du′e−ϕ(∂φY + Y ∂φϕ)
]
, (6.2.4)
with T = T (φ), while the second requires ∂uY = 0 and thus Y = Y (φ), which implies
in turn that the last one is identically satisfied.
The Lie algebra bms3 is determined by two arbitrary functions (Y, T ) on the circle
with bracket [(Y1, T1), (Y2, T2)] = (Ŷ , T̂ ) determined by Ŷ = Y1∂φY2 − (1 ↔ 2) and
T̂ = Y1∂φT2+T1∂φY2− (1↔ 2). Let I = S1×R with coordinates u, φ and consider the
vector fields ξ¯ = f ∂
∂u
+Y
∂
∂φ
with f as in (6.2.4) and Y = Y (φ). By direct computation,
it follows that these vector fields equipped with the commutator bracket provide a faithful
representation of bms3. Furthermore :
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The spacetime vectors (6.2.3), with f given in (6.2.4) and Y = Y (φ) form a faithful
representation of the bms3 Lie algebra on an asymptotically flat spacetime of the form
(6.1.1) when equipped with the modified bracket [·, ·]M .
Indeed, for the u component, there is no modification due to the change in the metric
and the result follows by direct computation. As a consequence, f̂ = [ξ1, ξ2]u(M) cor-
responds to f in (6.2.4) with T replaced by T̂ and Y by Ŷ . By evaluating Lξgµν , we
find
δξϕ = 0,
δξβ = ξ
α∂αβ +
1
2
[
∂uf + ∂rξ
r + ∂φfU ],
δξU = ξ
α∂αU + U
[
∂uf + ∂φfU − ∂φξφ
]− ∂uξφ − ∂rξφ Vr + ∂φξr e2(β−ϕ)r2 . (6.2.5)
It follows that {
δgξ1ξ
φ
2 = −e−2ϕ∂φf2
∫∞
r
dr′
r′2
e2β2δξ1β,
δgξ1ξ
r
2 = −r
[
∂φ(δ
g
ξ1
ξφ2 ) + (δ
g
ξ1
ξφ2 )∂φϕ− ∂φf2δξ1U
]
.
(6.2.6)
We also have limr→∞[ξ1, ξ2]φM = Ŷ . Using ∂rξφ = e
2(β−ϕ)
r2
∂φf , (6.2.4) and the expres-
sion of ξr in (6.2.3), it follows by a straightforward computation that ∂r([ξ1, ξ2]φM) =
e2(β−ϕ)
r2
∂φf̂ , which gives the result for the φ component. Finally, for the r component, we
need the relation
∂r(
ξr
r
) = −∂r
(
∂φξ
φ + ξφ∂φf∂φϕ− ∂φfU
)
.
We then have limr→∞
[ξ1,ξ2]rM
r
= −∂φŶ − Ŷ ∂φϕ− f̂∂uϕ, while direct computation shows
that ∂r( [ξ1,ξ2]
r
M
r
) = −∂r
(
∂φ([ξ1, ξ2]
φ
M)− ∂φ([ξ1, ξ2]uM)U + [ξ1, ξ2]φM∂φϕ
)
, which gives the
result for the r component.
More generally, one can also consider the transformations that leave the form of the
metric (6.1.1) invariant up to a rescaling of ϕ by ω(u, φ). They are generated by spacetime
vectors satisfying
Lξgrr = 0 = Lξgrφ, Lξgφφ = 2ωgφφ, (6.2.7)
Lξgur = O(r−1), Lξguφ = O(1), Lξguu = −2r∂uω +O(1). (6.2.8)
Equations (6.2.7), (6.2.8) then imply that the vectors are given by (6.2.3), (6.2.4) with the
replacement ∂φY → ∂φY − ω.
With this replacement, the vector fields ξ¯ = f ∂
∂u
+Y
∂
∂φ
on I = S1×R equipped with
the modified bracket provide a faithful representation of the extension of bms3 defined
by elements (Y, T, ω) and bracket [(Y1, T1, ω1), (Y2, T2, ω2)] = (Ŷ , T̂ , ω̂), with Ŷ , T̂ as
before and ω̂ = 0.
Indeed, the result is obvious for the φ component. Furthermore,
δg
ξ¯1
f2 = ω1f2 + e
ϕ
∫ u
0
du′e−ϕ[−ω1(∂φY2 − ω2 + Y2∂φϕ) + Y2∂φω1].
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At u = 0, we get [ξ¯1, ξ¯2]uM |u=0 = eϕ|u=0T̂ , while direct computation shows that ∂u([ξ¯1, ξ¯2]uM) =
f̂∂uϕ+ Ŷ ∂φϕ+ ∂φŶ , as it should.
Following the same reasoning as before, one can then also show that the spacetime
vectors (6.2.3) with the replacement discussed above and equipped with the modified Lie
bracket provide a faithful representation of the extended bms3 algebra.
Indeed, we have ξ = ξ¯ + I ∂
∂φ
+ ξr
∂
∂r
. Furthermore, [ξ1, ξ2]uM = [ξ¯1, ξ¯2]uM = f̂ as it
should. In the extended case, the variations of β, U are still given by (7.4.3). We then have
limr→∞[ξ1, ξ2]
φ
M = Ŷ and find, after some computations, ∂r([ξ1, ξ2]
φ
M) =
e2(β−ϕ)
r2
∂φf̂ ,
giving the result for the φ component. Finally, we have limr→∞ [ξ1,ξ2]
r
M
r
= −∂φŶ −
Ŷ ∂φϕ − f̂∂uϕ, while direct computation shows that ∂r( [ξ1,ξ2]
r
M
r
) = −∂r
(
∂φ([ξ1, ξ2]
φ
M) −
∂φ([ξ1, ξ2]
u
M)U + [ξ1, ξ2]
φ
M∂φϕ
)
, which gives the result for the r component.
6.3 bms3 algebra and central extensions
The bms3 algebra can also be viewed as the algebra of vector fields on the circle acting
on the functions of the circle and has been originally derived in the context of a symmetry
reduction of four dimensional gravitational waves [105, 104].
More precisely, let y = Y ∂
∂φ
∈ Vect(S1) be the vector fields on the circle and
T (dφ)−λ ∈ Fλ(S1) tensor densities of degree λ, which form a module of the Lie algebra
Vect(S1) for the action
ρ(y)t = (Y T ′ − λY ′T )dφ−λ . (6.3.1)
The algebra bms3 is the semi-direct sum of Vect(S1) with the abelian ideal F1(S1), the
bracket between elements of Vect(S1) and elements t = Tdφ−1 ∈ F1(S1) being induced
by the module action, [y, t] = ρ(y)t.
Consider the associated complexified Lie algebra and let z = eiφ, m,n, k... ∈ Z.
Expanding into modes, y = anln, t = bntn, where
ln = e
inφ ∂
∂φ
= izn+1
∂
∂z
, tn = e
inφ(dφ)−1 = izn+1(dz)−1 ,
the commutation relations read explicitly
i[lm, ln] = (m− n)lm+n, i[lm, tn] = (m− n)tm+n, i[tm, tn] = 0 . (6.3.2)
The non-vanishing structure constants of bms3 are thus entirely determined by the struc-
ture constants [lm, ln] = −ifkmnlk, fkmn = δkm+n(m− n) of the Witt subalgebra w defined
by the linear span of the ln.
Up to equivalence, the most general central extension of bms3 is given by
i[lm, ln] = (m− n)lm+n + c112m(m+ 1)(m− 1)δ0m+n,
i[lm, tn] = (m− n)tm+n + c212m(m+ 1)(m− 1)δ0m+n,
i[tm, tn] = 0 .
(6.3.3)
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The proof follows again by generalizing the one for the Witt algebra w, see e.g [98, 99,
100]:
Proof. In order to get rid of the overall i in (6.3.2), we redefine the generators as l′m =
ilm. Inequivalent central extensions of bms3 are classified by the cohomology space
H2(bms3). More explicitly, the Chevally-Eilenberg differential is given by
γ = −1
2
CmCk−m(2m− k) ∂
∂Ck
− Cmξk−m(2m− k) ∂
∂ξk
, (6.3.4)
in the space Λ(C, ξ) of polynomials in the anticommuting “ghost” variables Cm, ξm. The
grading is given by the eigenvalues of the ghost number operator, NC,ξ = Cm
∂
∂Cm
+
ξm
∂
∂ξm
, the differential γ being homogeneous of degree 1 andH2(bms3) ∼= H2(γ,Λ(C, ξ)).
Furthermore, when counting only the ghosts ξm associated with supertranslations, Nξ =
ξm
∂
∂ξm
, the differential γ is homogeneous of degree 0, so that the cohomology decom-
poses into components of definite Nξ degree. The cocycle condition then becomes
γ(ω0m,nC
mCn) = 0, γ(ω1m,nC
mξn) = 0, γ(ω2m,nξ
mξn) = 0, (6.3.5)
with ω0m,n = −ω0n,m and ω2m,n = −ω2n,m. The coboundary condition reads
ω0m,nC
mCn = γ(η0mC
m), ω1m,nC
mξn = γ(η1mξ
m). (6.3.6)
We have { ∂
∂C0
, γ} = NC,ξ with NC,ξ = m(Cm ∂∂Cm + ξ
m ∂
∂ξm
). It follows that
all cocycles of NC,ξ degree different from 0 are coboundaries, γωN = 0, NC,ξωN =
NωN , N 6= 0 implies that ωN = γ( 1N
∂
∂C0
ωN). Without loss of generality we can thus
assume that ω0m,nCmCn = ω0mCmC−m with ω0m = −ω0−m and in particular ω00 = 0;
ω1m,nC
mξn = ω1mC
mξ−m; ω2m,nξ
mξn = ω2mξ
mξ−m with ω2m = −ω2−m and in particular
ω20 = 0. By applying
∂
∂C0
to the coboundary condition ω0mCmC−m = γ(η0mCm) we
find that 0 = mη0mCm. The coboundary condition then gives ω0mCmC−m = γ(η00C0) =
−mη00CmC−m. By adjusting η00 , we can thus assume without loss of generality that
ω01 = 0 and that the coboundary condition has been entirely used. In the same way
ω1mC
mξ−m = γ(η1mξ
m) implies first that η1m = 0 for m 6= 0 and then that one can assume
that ω11 = 0, with no coboundary condition left.
Taking into account the anticommuting nature of the ghosts, the cocycle conditions
become explicitly, ω0m(2n+m)−ω0n(2m+n)+ω0m+n(n−m) = 0, ω1m(2n−m)+ω1n(n−
2m) + ω1m−n(n +m) = 0, ω
2
m(2n+m) + ω
2
m+n(n−m) = 0. Putting m = 0 in the last
relation gives ω2m = 0, for m 6= 0 and thus for all m, putting m = 1 = n in the second
relation gives ω10 = 0, while m = 0 gives ω1nn = −ω1−nn and thus that ω1n = −ω1−n for
all n. Changing m to −m and using this symmetry property, the cocycle conditions for
ω0m and ω1m give the same constraints. Putting m = 1, one finds the recurrence relation
ω0,1n+1 =
n+2
n−1ω
0,1
n , which gives a unique solution in terms of ω
0,1
2 . The result follows by
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setting c1,2 = 12ω
0,1
2 and checking that the constructed solution does indeed satisfy the
cocycle condition.
The above result can also be obtained by a “flat” limit (l →∞) of the AdS3 result of
the previous chapter. First, we write the the 2D conformal charge algebra (5.3.3) in term
of the new generators l˜m = l+m − l−−m, t˜m = 1l (l+m + l−−m):
i[l˜m, l˜n] = (m− n)l˜m+n + c+−c−12 m(m+ 1)(m− 1)δ0m+n,
i[l˜m, t˜n] = (m− n)t˜m+n + c++c−12l m(m+ 1)(m− 1)δ0m+n,
i[t˜m, t˜n] =
1
l2
(
(m− n)l˜m+n + c+−c−12 m (m2 − 1)
)
.
(6.3.7)
Second, we take the limit l → ∞: the new generators reduces to the generators of bms3
if u = lτ and the algebra goes to (6.3.3) with c1 = c+ − c− and c2 = c++c−l .
6.4 Solution space
Following [2], the equations of motion are organized in terms of the Einstein tensor
Gαβ = Rαβ − 12gαβR as
Grα = 0, GAB − 12 gABg
CDGCD = 0, (6.4.1)
Guu = 0 = GuA, (6.4.2)
gCDGCD = 0, (6.4.3)
and the Bianchi identities are written as
0 = 2
√−gGβα;β = 2(
√−gGβα),β +
√−gGβγgβγ,α. (6.4.4)
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For a metric of the form (6.1.1), we have
Γλrr = δ
λ
r 2β,r, Γ
u
λr = 0, Γ
r
φr = β,φ + n, Γ
φ
φr =
1
r
,
Γuφφ = e
−2β+2ϕr, Γφφφ = e
−2β+2ϕUr + ∂φϕ,
Γφur = −
1
r
U + r−2e2β−2ϕ(∂φβ − n), Γuuφ = β,φ − n− e−2β+2ϕrU,
Γrur = −12 (∂r + 2β,r)
V
r
− (β,φ + n)U, Γφφu = ∂uϕ+ U(β,φ − n)− e−2β+2ϕrU2,
Γuuu = 2β,u +
1
2
(∂r + 2β,r)
V
r
+ 2Un + e−2β+2ϕrU2,
Γrφφ = e
−2β+2ϕ(r2∂φU + r
2∂φϕU + r
2∂uϕ+ V ),
Γruφ = −
V,φ
2r
− nV
r
− e−2β+2ϕU [r2∂φU + r2∂φϕU − r2∂uϕ+ V ],
Γφuu = 2Uβ,u +
1
2
U(∂r + 2β,r)
V
r
+ 2U2n+ re−2β+2ϕU3 − U,u − 2∂uϕU
−1
2
e2β−2ϕr−2(∂φ + 2∂φβ)
V
r
− U(∂φ + ∂φϕ)U,
Γruu = −12 (∂u − 2∂uβ)
V
r
+
1
2
V
r
(∂r + 2∂rβ)
V
r
+ V re2ϕ−2βU(∂r +
1
r
)U + r2e−2β+2ϕU2∂uϕ
+
1
2
U(∂φ + 2∂φβ)
V
r
+
1
2
r2e−2β+2ϕU(∂φ + 2∂φϕ)U,
where the notation n = 1
2
r2e2ϕ−2β∂rU has been used.
We start with Grr = 0. From
Grr = Rrr =
2
r
∂rβ,
we find β = 0 by taking the fall-off conditions into account. From
Grφ = Rrφ = (∂r +
1
r
)n +
1
r
∂φβ,
we then obtain, by using the previous result, that n = N
r
where the integration constant
N = N(u, φ). Using the definition of n, we get U = −r−2e−2ϕN . From Gru = −gφφRφφ
and
Rφφ = e
−2β+2ϕ
(
(∂r − 1
r
)V + 2r∂uϕ+ 2r(∂φ + ∂φϕ)U
)
− 2∂2φβ + 2∂φβ∂φϕ− 2(∂φβ − n)2 − 2∂φϕn+ 2∂φn
= e2ϕ
(
(∂r − 1
r
)V + 2r∂uϕ
)
− 2r−2N2,
we get ∂r(Vr ) = −2∂uϕ+ 2r−3e−2ϕN2 and then
V = −2r2∂uϕ+ rM − r−1e−2ϕN2,
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for an additional integration constant M = M(u, φ).
When Grr = Grφ = Gru = 0, the Bianchi identity (6.4.4) for α = r implies that
Gφφ = 0. This implies in turn that R = 0. The Bianchi identity for α = φ then gives
∂r(rGuφ) = 0. When Guφ = 0, the Bianchi identity for α = u gives ∂r(rGuu) = 0. To
solve the remaining equations of motion, there thus remain only the constraints
lim
r→∞
rRuφ = 0, lim
r→∞
rRuu = 0.
to be fulfilled. From
Ruφ =
1
r
(
−(∂u + ∂uϕ)N + 12 ∂φM
)
+O(r−2),
we get
N = e−ϕ Ξ(φ) + e−ϕ
∫ u
u0
du˜ eϕ
1
2
∂φM.
while
Ruu =
1
r
(
−1
2
(∂u + 2∂uϕ)M + e
−2ϕ∂u(∂
2
φϕ− 12 (∂φϕ)
2)
)
+O(r−2)
implies
M = e−2ϕ[Θ(φ)− (∂φϕ)2 + 2∂2φϕ].
We thus have shown:
For metrics of the form (6.1.1) with limr→∞ β = 0, the general solution to the equa-
tions of motions is given by
ds2 = suudu
2 − 2dudr + 2suφdudφ+ r2e2ϕdφ2,
suu = e
−2ϕ[Θ− (∂φϕ)2 + 2∂2φϕ]− 2r∂uϕ,
suφ = e
−ϕ
[
Ξ +
∫ u
u0
du˜e−ϕ
[1
2
∂φΘ− ∂φϕ[Θ− (∂φϕ)2 + 3∂2φϕ] + ∂3φϕ
]]
,
(6.4.5)
where Θ = Θ(φ) and Ξ = Ξ(φ) are arbitrary functions.
6.5 Conformal properties of solution space
By computingLξsµν , we find that the asymptotic symmetry algebra bms3 acts on solution
space according to
−δΘ = Y ∂φΘ+ 2∂φYΘ− 2∂3φY,
−δ Ξ = Y ∂φΞ + 2∂φY Ξ + 12 T∂φΘ+ ∂φTΘ− ∂
3
φT,
−δ ϕ = 0.
(6.5.1)
For the extended algebra, the first two relations are unchanged, while −δϕ = ω.
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6.6 Centrally extended surface charge algebra
Let us again take ϕ = 0 in this section. For the surface charges computed at the circle
at infinity u = cte, r = cte → ∞, one starts again from (A.2.3). In this case, on can
again prove linearity of the charges (A.2.4) and simplify the expression for the charges to
(A.2.5). The background line element, which is used to raise and lower indices, is
ds¯2 = −du2 − 2dudr + r2dφ2, (6.6.1)
This gives
Qξ[g − g¯, g¯] = 1
16πG
lim
r→∞
∫ 2π
0
rdφ
[
ξr(D¯uh− D¯σhuσ + D¯rhur − D¯uhrr)
− ξu(D¯rh− D¯σhrσ − D¯rhuu + D¯uhru) + ξφ(D¯rhuφ − D¯uhrφ) +
1
2
h(D¯rξu − D¯uξr)
+
1
2
hrσ(D¯uξσ − D¯σξu)− 12 h
uσ(D¯rξσ − D¯σξr)
]
. (6.6.2)
Using
D¯uh− D¯σhuσ + D¯rhur − D¯uhrr = −
1
r
hur,
D¯rh− D¯σhrσ − D¯rhuu + D¯uhru = −
1
r
huu +
2
r
hur +
1
r2
∂φhuφ,
D¯rhuφ − D¯uhrφ = (
1
r
− ∂r)huφ,
D¯rξu − D¯uξr = −2∂φY +O(1),
1
2
hrσ(D¯uξσ − D¯σξu)− 12 h
uσ(D¯rξσ − D¯σξr) = −2∂φY hur + 1
r
huφY +O(r
−2),
we get
Qξ[g − g¯, g¯] = 1
16πG
lim
r→∞
∫ 2π
0
dφ
[
(rhur + uhuu)∂φY + huuT + 2huφY
]
≈ 1
16πG
∫ 2π
0
dφ ((Θ + 1)T + 2ΞY ) . (6.6.3)
The surface charges thus provide the inner product that turns the linear spaces of solutions
and asymptotic symmetries into dual spaces. It follows that the solutions that we have
constructed are all non-trivial as different solutions carry different charges.
From δgξ1ξ
u
2 = 0, δ
g
ξ1
ξu2 = O(r
−2) and δgξ1ξ
r
2 = O(r
−1), it follows that only the Lie
bracket [ξ1, ξ2] contributes on the right hand side of (5.6.6)-(5.6.7), Q[ξ1,ξ2]M [g − g¯, g¯] =
Q[ξ1,ξ2][g − g¯, g¯]. Using (6.6.3), (6.5.1) and integrations by parts in ∂φ to evaluate the left
hand side, one indeed finds
Qξ1 [Lξ2g, g¯] ≈ Q[ξ1,ξ2][g − g¯, g¯] +Kξ1,ξ2, (6.6.4)
Kξ1,ξ2 =
1
8πG
∫ 2π
0
dφ
[
∂φY1(T2 + ∂
2
φT2)− ∂φY2(T1 + ∂2φT1)
]
. (6.6.5)
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where Kξ1,ξ2 is the central charge.
The associated numerical value for the classical central charge is obtained by evaluat-
ing Kξ1,ξ2 for the generators ln and tn. We obtain
c1 = 0, c2 =
3
G
. (6.6.6)
which is the result originally derived in [106]. We saw at the end of section 6.3 that the
general form of the bms3 algebra can be obtained by a “flat” limit coming from the 2D
conformal algebra. This flat limit applied to the anti-de-Sitter case studied in the previous
chapter (c± = 3l
2G
) leads to the same value for the bms3 central charges.
An important question is a complete understanding of the physically relevant repre-
sentations of bms3. Note that in the present gravitational context, the Hamiltonian is
associated with t0, so that one is especially interested in representations with a lowest
eigenvalue of t0. This question should be tractable, given all that is known on both the
Poincare´ and Virasoro subalgebras of bms3.
It turns out that bms3 is isomorphic to the Galilean conformal algebra in 2 dimensions
gca2 [107]. In a different context, a class of non-unitary representations of gca2 have been
studied in some details[108].
Chapter 7
BMS4/CFT2 correspondence
This last chapter is devoted to the study of asymptotically flat spacetimes at null infinity
in 4 dimensions. As we said in the introduction, this is the first example where the asymp-
totic symmetry group is enhanced with respect to the isometry group of the background
metric and becomes infinite-dimensional [15, 16, 17]. In this case, the induced metric is
2-dimensional because the boundary is a null surface. The asymptotic symmetry group of
non singular transformations is the well-known Bondi-Metzner-Sachs group. It consists
of the semi-direct product of the group of globally defined conformal transformations of
the unit 2-sphere, which is isomorphic to the orthochronous homogeneous Lorentz group,
times the infinite-dimensional abelian normal subgroup of so-called supertranslations.
We start by an analysis of the symmetry group of asymptotically flat spacetimes at
null infinity in the gauge fixed form introduced by Sachs. The asymptotic Killing vectors
form a representation of the group mentioned above through the modified Lie bracket in-
troduced in chapter 5. This is when one focus on globally defined transformations. There
is a further enhancement when one focuses on infinitesimal transformations and does not
require the associated finite transformations to be globally well-defined. The symmetry
algebra is then the semi-direct sum of the infinitesimal local conformal transformations of
the 2-sphere with the abelian ideal of supertranslations, and now both factors are infinite-
dimensional.
The rest of this chapter is an attempt to apply the analysis of the two previous cases
(AdS3 and BMS3) to this new BMS4. We first show that there is no possible central
extension. We then solve the equations of motion and show how the group is represented
on solution space. The surface charges are non-integrable and we use the proposition
of Wald and Zoupas to deal with the non-integrable term. Unfortunately, this spoils the
usual covariant definition of the algebra.
The last section is a proposition for a new bracket for the charges. It leads to an algebra
of charges that form a representation of the asymptotic symmetries up to a general field-
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dependent extension.
7.1 Asymptotically flat 4-d spacetimes at null infinity
Let x0 = u, x1 = r, x2 = θ, x3 = φ and A,B, · · · = 2, 3. Following mostly Sachs [17] up
to notation, the metric gµν of an asymptotically flat spacetime can be written in the form
ds2 = e2β
V
r
du2 − 2e2βdudr + gAB(dxA − UAdu)(dxB − UBdu) (7.1.1)
where β, V, UA, gAB(det gAB)−1/2 are 6 functions of the coordinates, with det gAB =
r4b(u, θ, φ) for some fixed function b(u, θ, φ). The inverse to the metric
gµν =
e2β Vr + gCDUCUD −e2β −gBCUC−e2β 0 0
−gACUC 0 gAB

is given by
gµν =
 0 −e−2β 0−e−2β −Vr e−2β −UBe−2β
0 −UAe−2β gAB
 .
The fall-off conditions are
gABdx
AdxB = r2γ¯ABdx
AdxB +O(r), (7.1.2)
Sachs chooses γ¯AB = 0γAB to be the metric on the unit 2 sphere, 0γABdxAdxB = dθ2 +
sin2 θdφ2 and b = sin2 θ, but the geometrical analysis by Penrose [109] suggests to be
somewhat more general and use a metric that is conformal to the latter, for instance,
γ¯ABdx
AdxB = e2ϕ(dθ2+sin2 θdφ2), with ϕ = ϕ(u, xA). We will choose the determinant
condition more generally to be b(u, xA) = detγ¯AB. In particular, in the above example,
on which we now focus, b = e4ϕ sin2 θ.
The rest of the fall-off conditions are given by
β = O(r−2), V/r = −2rϕ˙− e−2ϕ + ∆¯ϕ+O(r−1), UA = O(r−2). (7.1.3)
Here, a dot denotes the derivative with respect to u, D¯A denotes the covariant derivative
with respect to γ¯AB . We denote by Γ¯ABC the associated Christoffel symbols and by ∆¯ the
associated Laplacian. Similarly, 0DA, 0ΓABC , 0∆ correspond to 0γAB. Note that gABgBC =
δAC and that the condition on the determinant implies
gAB∂rgAB = 4r
−1,
gAB∂ugAB = γ¯
AB∂uγ¯AB = 4ϕ˙,
gAB∂CgAB = γ¯
AB∂C γ¯AB = 0γ
AB∂C 0γAB + 4∂Cϕ,
(7.1.4)
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where γ¯ABγ¯BC = δAC = 0γAB0γBC . In terms of the metric and its inverse, the fall-off
conditions read
guu = −2rϕ˙− e−2ϕ + ∆¯ϕ+O(r−1), gur = −1 +O(r−2), guA = O(1),
grr = 0 = grA, gAB = r
2γ¯AB +O(r),
gur = −1 +O(r−2), guu = 0 = guA,
grr = 2rϕ˙+ e−2ϕ − ∆¯ϕ+O(r−1), grA = O(r−2), gAB = r−2γ¯AB +O(r−3).
7.2 Asymptotic symmetries
With the choice ϕ = 0, Sachs studies the vector fields that leave invariant this form of the
metric with these fall-off conditions. More precisely, he finds the general solution to the
equations
Lξgrr = 0, LξgrA = 0, LξgABgAB = 0, (7.2.1)
Lξgur = O(r−2), LξguA = O(1), LξgAB = O(r), Lξguu = O(r−1). (7.2.2)
For arbitrary ϕ, the general solution to (7.2.1) is given by
ξu = f,
ξA = Y A + IA, IA = −f,B
∫∞
r
dr′(e2βgAB),
ξr = −1
2
r(ψ + χ− f,BUB + 2f∂uϕ),
(7.2.3)
with ∂rf = 0 = ∂rY A and where ψ = D¯AY A, χ = D¯AIA. This gives the expansions{
ξu = f, ξA = Y A − r−1f,B γ¯BA +O(r−2),
ξr = −r(fϕ˙+ 1
2
ψ) + 1
2
∆¯f +O(r−1).
(7.2.4)
The first equation of (7.2.2) then implies that
f˙ = fϕ˙+
1
2
ψ ⇐⇒ f = eϕ[T + 1
2
∫ u
0
du′e−ϕψ
]
, (7.2.5)
with T = T (θ, φ), while the second requires ∂uY A = 0 and thus Y A = Y A(θ, φ).
The third one implies that Y A is a conformal Killing vector of γ¯AB and thus also of
0γAB. The last equation of (7.2.2) is then satisfied without additional conditions. For the
computation, one uses that ∆¯ = e−2ϕ0∆ and ψ = 0ψ+2Y A∂Aϕ, with 0ψ = 0DAY A and
the following properties of conformal Killing vectors Y A on the unit 2-sphere,
20DB0DCYA = 0γCA0DB0ψ + 0γAB0DC0ψ − 0γBC0DA0ψ + 2YC0γBA − 2YA0γBC ,
(7.2.6)
where the indices on Y A are lowered with γ¯AB. This implies in particular 0∆Y A = −Y A
and also that 0∆0ψ = −20ψ.
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By definition, the algebra bms4 is the semi-direct sum of the Lie algebra of conformal
Killing vectors Y A ∂
∂xA
of the unit 2-sphere with the abelian ideal consisting of functions
T (xA) on the 2-sphere. The bracket is defined through
(Ŷ , T̂ ) = [(Y1, T1), (Y2, T2)],
Ŷ A = Y B1 ∂BY
A
2 − Y B1 ∂BY A2 ,
T̂ = Y A1 ∂AT2 − Y A2 ∂AT1 + 12 (T1 0ψ2 − T2 0ψ1).
(7.2.7)
Let I = R × S2 with coordinates u, θ, φ. On I, consider the scalar field ϕ and
the vectors fields ξ¯(ϕ, T, Y ) = f ∂
∂u
+ Y A
∂
∂xA
, with f given in (7.2.5) and Y A an u-
independent conformal Killing vector of S2. It is straightforward to check that these
vector fields form a faithful representation of bms4 for the standard Lie bracket.
Consider then the modified Lie bracket
[ξ1, ξ2]M = [ξ1, ξ2]− δgξ1ξ2 + δgξ2ξ1, (7.2.8)
where δgξ1ξ2 denotes the variation in ξ2 under the variation of the metric induced by ξ1,
δgξ1gµν = Lξ1gµν ,
Spacetime vectors ξ of the form (7.2.3), with Y A(xB) a conformal Killing vectors
of the 2-sphere and f(u, xB) satisfying (7.2.5) provide a faithful representation of bms4
when equipped with the modified Lie bracket [·, ·]M .
Indeed, for the u component, there is no modification due to the change in the metric
and the result follows by direct computation: [ξ1, ξ2]u(M) = f̂ , where f̂ corresponds to f
in (7.2.5) with T replaced by T̂ and Y by Ŷ . By evaluating Lξgµν , we find
δξϕ = 0,
δξβ = ξ
α∂αβ +
1
2
[
∂uf + ∂rξ
r + ∂AfU
A
]
,
δξU
A = ξα∂αU
A + UA(∂uf + ∂BfU
B)− ∂BξAUB
−∂uξA − ∂rξAVr + ∂BξrgABe2β .
(7.2.9)
It follows that {
δgξ1ξ
A
2 = −∂Bf2
∫∞
r
dr′e2β(2δξ1βg
AB + LξgAB),
δgξ1ξ
r
2 = −12r
[
D¯A(δ
g
ξ1
ξA2 )− ∂Af2δξ1UA
]
.
We have limr→∞[ξ1, ξ2]AM = Ŷ A and, using ∂rξA = gABe2β∂Bf , (7.2.5) together with the
expression of ξr in (7.2.4), it follows by a straightforward computation that ∂r([ξ1, ξ2]AM ) =
gABe2β∂B f̂ , which gives the result for the A components. Finally, for the r component,
we need
∂r(
ξr
r
) = −1
2
(
∂rχ− ∂Bf∂rU
)
.
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We then find limr→∞ [ξ1,ξ2]
r
M
r
= −1
2
(ψ̂ + 2f̂∂uϕ), where ψ̂ corresponds to ψ with Y A
replaced by Ŷ A, while ∂r( [ξ1,ξ2]
r
M
r
) = −1
2
(∂rχ̂ − ∂B f̂∂rUB), where χ̂ corresponds to χ
with f replaced by f̂ . This gives the result for the r component and concludes the proof.
More generally, one can also consider the transformations that leave the form of the
metric (7.1.1) invariant up to a conformal rescaling of gAB , i.e., up to a rescaling of ϕ by
ω(u, xA). They are generated by spacetime vectors satisfying
Lξgrr = 0, LξgrA = 0, LξgABgAB = 4ω, (7.2.10)
Lξgur = O(r−2), LξguA = O(1), LξgAB = 2ωgAB +O(r),
Lξguu = −2rω˙ − 2ωe−2ϕ + 2ω∆¯ϕ+O(r−1). (7.2.11)
Equations (7.2.10), (7.2.11) then imply that the vectors are given by (7.2.3) and (7.2.5)
with the replacement ψ → ψ − 2ω.
With this replacement, the vector fields ξ¯ = f ∂
∂u
+ Y A
∂
∂xA
on I = R× S2 equipped
with the modified bracket provide a faithful representation of the extension of bms4 de-
fined by elements (Y, T, ω) and bracket [(Y1, T1, ω1), (Y2, T2, ω2)] = (Ŷ , T̂ , ω̂), with Ŷ , T̂
as before and ω̂ = 0.
Indeed, the result is obvious for the A components. Furthermore,
δg
ξ¯1
f2 = ω1f2 +
1
2
eϕ
∫ u
0
du′e−ϕ[−ω1(ψ2 − 2ω2) + 2Y A2 ∂Aω1].
At u = 0, we get [ξ¯1, ξ¯2]uM |u=0 = eϕ|u=0T̂ , while direct computation shows that ∂u([ξ¯1, ξ¯2]uM) =
f̂ ϕ˙+ 1
2
D¯BŶ
B
, as it should.
Following the same reasoning as before, one can then also show that the spacetime
vectors (7.2.3) with the replacement discussed above and equipped with the modified Lie
bracket provide a faithful representation of the extended bms4 algebra.
Indeed, we have ξ = ξ¯ + IA ∂
∂xA
+ ξr
∂
∂r
. Furthermore, [ξ1, ξ2]uM = [ξ¯1, ξ¯2]uM = f̂
as it should. In the extended case, the variations of β, UA are still given by (7.2.9). We
then have limr→∞[ξ1, ξ2]AM = Ŷ A and find, after some computations, ∂r([ξ1, ξ2]AM) =
gABe2β∂B f̂ , giving the result for the A components. Finally, for the r component, we
find limr→∞ [ξ1,ξ2]
r
M
r
= −1
2
(ψ̂ + 2f̂ ϕ˙), while ∂r(
[ξ1,ξ2]rM
r
) = −1
2
(∂rχ̂− ∂B f̂∂rUB), which
concludes the proof.
7.3 Extended bms4 Lie algebra
As we showed in the previous section, the algebra bms4 is the semi-direct sum of the Lie
algebra of conformal Killing vectors Y A ∂
∂xA
of the unit 2-sphere with the abelian ideal
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consisting of functions T (xA) on the 2-sphere, the bracket being defined as
(Ŷ , T̂ ) = [(Y1, T1), (Y2, T2)],
Ŷ A = Y B1 ∂BY
A
2 − Y B1 ∂BY A2 ,
T̂ = Y A1 ∂AT2 − Y A2 ∂AT1 + 12 (T1 0ψ2 − T2 0ψ1).
(7.3.1)
In terms of the standard complex coordinates ζ = eiφ cot θ
2
, the metric on the sphere
is conformally flat,
dθ2 + sin2 θdφ2 = P−2dζdζ¯, P (ζ, ζ¯) =
1
2
(1 + ζζ¯), (7.3.2)
and, since conformal Killing vectors are invariant under conformal rescalings of the met-
ric, the conformal Killing vectors of the unit sphere are the same as the conformal Killing
vectors of the Riemann sphere.
Depending on the space of functions under consideration, there are then basically two
options which define what is actually meant by bms4.
The first choice consists in restricting oneself to globally well-defined transformations
on the unit or, equivalently, the Riemann sphere. This singles out the global conformal
transformations, also called projective transformations, and the associated group is iso-
morphic to SL(2,C)/Z2, which is itself isomorphic to the proper, orthochronous Lorentz
group. Associated with this choice, the functions T (θ, φ), which are the generators of the
so-called supertranslations, have been expanded into spherical harmonics. This choice
has been adopted in the original work by Bondi, van der Burg, Metzner and Sachs and fol-
lowed ever since, most notably in the work of Penrose and Newman-Penrose [109, 110],
where spin-weighted spherical harmonics and the associated “edth” operator have made
their appearance. After attempts to cut this group down to the standard Poincare´ group,
it has been taken seriously as an invariance group of asymptotically flat spacetimes. Its
consequences have been investigated, but we believe that it is fair to say that this version
of the BMS group has had only a limited amount of success.
The second choice is motivated by exactly the same considerations that are at the
origin of the breakthrough in two dimensional conformal quantum field theories [111].
It consists in focusing on local properties and allowing the set of all, not necessarily
invertible holomorphic mappings. In this case, the conformal Killing vectors are given
by two copies of the Witt algebra, so that besides supertranslations, there now also are
superrotations.
The general solution to the conformal Killing equations is Y ζ = Y (ζ), Y ζ¯ = Y¯ (ζ¯),
with Y and Y¯ independent functions of their arguments. The standard basis vectors are
chosen as
ln = −ζn+1 ∂
∂ζ
, l¯n = −ζ¯n+1 ∂
∂ζ¯
, n ∈ Z (7.3.3)
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At the same time, let us choose to expand the generators of the supertranslations in terms
of
Tm,n = P
−1ζmζ¯n, m, n ∈ Z. (7.3.4)
In terms of the basis vector ll ≡ (ll, 0) and Tmn = (0, Tmn), the commutation relations
for the complexified bms4 algebra read
[lm, ln] = (m− n)lm+n, [l¯m, l¯n] = (m− n)l¯m+n,
[ll, Tm,n] = (
l + 1
2
−m)Tm+l,n, [l¯l, Tm,n] = ( l + 1
2
− n)Tm,n+l,
[lm, l¯n] = 0, [Tm,n, To,p] = 0.
(7.3.5)
The bms4 algebra contains as subalgebra the Poincare´ algebra, which we identify with
the algebra of exact Killing vectors of the Minkowski metric equipped with the standard
Lie bracket.
Indeed, these vectors form the subspace of spacetime vectors (7.2.3) for which (i)
β = 0 = UA = ϕ while V = −r and gAB = 0γAB and (ii) the relations in (7.2.2) hold
with 0 on the right hand sides. The former implies in particular that IA = −1
r 0
γAB∂Bf ,
while a first consequence of the latter is that the modified Lie bracket reduces the standard
one.
Besides the previous conditions that Y A is an u-independent conformal Killing vector
of the 2-sphere, LY 0γAB = 0DCY C 0γAB and f = T + 12u 0ψ with T,u = 0 = T,r, we
find the additional constraints
0DA∂B 0ψ + 0DB∂A 0ψ = 0γAB 0∆ 0ψ, (7.3.6)
0DA∂BT + 0DB∂AT = 0γAB 0∆T, ∂AT = −12 ∂A(0∆T ). (7.3.7)
In the coordinates ζ, ζ¯, these constraints are equivalent to ∂3Y = 0 = ∂¯3Y¯ and ∂2T˜ =
0 = ∂¯2T˜ , where T = P−1T˜ and ∂ = ∂
∂ζ
, ∂¯ = ∂
∂ζ¯
, so that the complexified Poincare´
algebra is spanned by the generators
l−1, l0, l1, l¯−1, l¯0, l¯1, T0,0, T1,0,T0,1, T1,1, (7.3.8)
and the non vanishing commutation relations read
[l−1, l0] = −l−1, [l−1, l1] = −2l0, [l0, l1] = −l1,
[l−1, T1,0] = −T0,0, [l−1, T1,1] = −T0,1, [l¯−1, T0,1] = −T0,0, [l¯−1, T1,1] = −T1,0,
[l0, T0,0] =
1
2
T0,0, [l0, T0,1] =
1
2
T0,1, [l0, T1,0] = −12 T1,0, [l0, T1,1] = −
1
2
T1,1,
[l¯0, T0,0] =
1
2
T0,0, [l¯0, T0,1] = −12 T0,1, [l¯0, T1,0] =
1
2
T1,0, [l¯0, T1,1] = −12 T1,1,
[l1, T0,0] = T1,0, [l1, T0,1] = T1,1, [l¯1, T0,0] = T0,1, [l¯1, T1,0] = T1,1.
(7.3.9)
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In particular for instance, the generators for translations are associated to 1
2
(T1,1+T0,0) =
1, 1
2
(T1,1 − T0,0) = cos θ, 12(T1,0 + T0,1) = sin θ cosφ, 12i(T1,0 − T0,1) = sin θ sin φ. Note
that in order for the asymptotic symmetry algebra to contain the Poincare´ algebra as a
subalgebra, it is essential not to restrict the generators of supertranslations to the sum of
holomorphic and antiholomorphic functions on the Riemann sphere.
The quotient algebra of bms4 by the abelian ideal of infinitesimal supertranslations is
no longer given by the Lorentz algebra but by two copies of the Witt algebra. It follows
that the problem with angular momentum in general relativity [112], at least in its group
theoretical formulation, disappears as now the choice of an infinite number of conditions
is needed to fix an infinite number of rotations.
The considerations above apply for all choices of ϕ which is freely at our disposal.
In the original work of Bondi, van der Burg, Metzner and Sachs, and in much of the
subsequent work, the choice ϕ = 0 was preferred. From the conformal point of view, the
choice
ϕ = ln [
1
2
(1 + ζζ¯)] (7.3.10)
is interesting as it turns γ¯AB into the flat metric on the Riemann sphere with vanishing
Christoffel symbols,
γ¯ABdx
AdxB = dζdζ¯. (7.3.11)
In this case, ψ = ∂AY A,
f = T˜ +
1
2
uψ, (7.3.12)
with T˜ = PT . In terms of T˜ , we get instead of the last of (7.3.1)̂˜
T = Y A1 T˜2 +
1
2
T˜1∂AY
A
2 − (1↔ 2). (7.3.13)
In terms of generators, the algebra (7.3.5) is unchanged if one now expands the super-
translations T˜ directly in terms of T˜m,n = ζmζ¯n.
7.4 Central extensions of bms4
The bms4 algebra can also be viewed as an abstract structure defined on the 2-sphere with
the help of tensor densities introduced in section 6.3.
In stereographic coordinates ζ = eiφ cot θ
2
and ζ¯ for the 2 sphere, the algebra may
be realized through the vector fields y = Y (ζ)∂, y¯ = Y¯ (ζ¯)∂¯, with ∂ = ∂
∂ζ
, ∂¯ =
∂
∂ζ¯
.
They act on tensor densities F 1
2
, 1
2
of degree (1
2
, 1
2
), t = T (ζ, ζ¯)e−ϕ0(dζ)−
1
2 (dζ¯)−
1
2 , where
ϕ0 = ln
1
2
(1 + ζζ¯) through
ρ(y)t = (Y ∂T − 1
2
∂Y T )e−ϕ0(dζ)−
1
2 (dζ¯)−
1
2 , (7.4.1)
ρ(y¯)t = (Y¯ ∂¯T − 1
2
∂¯Y¯ T )e−ϕ0(dζ)−
1
2 (dζ¯)−
1
2 . (7.4.2)
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The algebra bms4 is then the semi-direct sum of the algebra of vector fields y, y¯ with
the abelian ideal F 1
2
, 1
2
, the bracket being induced by the module action, [y, t] = ρ(y)t,
[y¯, t] = ρ(y¯)t.
When expanding y = anln, y¯ = a¯nl¯n, t = bm,nTm,n, with
ln = −ζn+1∂, l¯n = −ζ¯n+1∂¯, Tm,n = ζmζ¯ne−ϕ0(dζ)− 12 (dζ¯)− 12 , (7.4.3)
the enhanced symmetry algebra reads
[lm, ln] = (m− n)lm+n, [l¯m, l¯n] = (m− n)l¯m+n,
[ll, Tm,n] = (
l + 1
2
−m)Tm+l,n, [l¯l, Tm,n] = ( l + 1
2
− n)Tm,n+l,
[lm, l¯n] = 0, [Tm,n, To,p] = 0, (7.4.4)
where m,n · · · ∈ Z, which is exactly the algebra we saw in the previous section.
The only non trivial central extensions of bms4 are the usual central extensions of the
2 copies of the Witt algebra, i.e., they appear in the commutators [lm, l−m] and [l¯m, l¯−m].
Contrary to three dimensions, there are no central extensions involving the generators for
supertranslations. In other words, up to equivalence, the most general central extension
of bms4 is
[lm, ln] = (m− n)lm+n + c12m(m− 1)(m+ 1)δ0m+n,
[l¯m, l¯n] = (m− n)l¯m+n + c¯12m(m− 1)(m+ 1)δ0m+n,
[ll, Tm,n] = (
l+1
2
−m)Tm+l,n, [l¯l, Tm,n] = ( l+12 − n)Tm,n+l
[lm, l¯n] = 0, [Tm,n, To,p] = 0 . (7.4.5)
Proof. For bms4, the Chevally-Eilenberg differential is given by
γ = −1
2
CmCk−m(2m− k) ∂
∂Ck
− 1
2
C¯mC¯k−m(2m− k) ∂
∂C¯k
−Cmξk−m,n(3m+ 1
2
− k) ∂
∂ξk,n
− C¯nξm,k−n(3n+ 1
2
− k) ∂
∂ξm,k
, (7.4.6)
in the spaceΛ(C, C¯, ξ) of polynomials in the anticommuting “ghost” variablesCm, C¯n, ξm,n.
The grading is given by the eigenvalues of the ghost number operator, NC,ξ = Cm
∂
∂Cm
+
C¯m
∂
∂C¯m
+ξm,n
∂
∂ξm,n
, the differential γ being homogeneous of degree 1 andH2(bms4) ∼=
H2(γ,Λ(C, C¯, ξ)). Furthermore, when counting only the ghosts ξm associated with su-
pertranslations, Nξ = ξm,n
∂
∂ξm,n
, the differential γ is homogeneous of degree 0, so that
the cohomology decomposes into components of definite Nξ degree. The cocycle condi-
tion then becomes
γ(ω0m,nC
mCn + ω¯0m,nC¯
mC¯n + ω−1m,nC
mC¯n) = 0,
γ(ω1k,mnC
kξm,n + ω¯1k,mnC¯
kξm,n) = 0,
γ(ω2mn,klξ
m,nξk,l) = 0, (7.4.7)
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with ω0m,n = −ω0n,m, ω¯0m,n = −ω¯0n,m and ω2mn,kl = −ω2kl,mn. The coboundary condition
reads
ω0m,nC
mCn + ω¯0m,nC¯
mC¯n + ω−1m,nC
mC¯n = γ(η0mC
m + η¯0mC¯
m),
ω1k,mnC
kξm,n + ω¯1k,mnC¯
kξm,n = γ(η1mnξ
m,n). (7.4.8)
We have { ∂
∂C0
, γ} = NC,ξ with NC,ξ = mCm ∂∂Cm + (m −
1
2
)ξm,n
∂
∂ξm,n
and also
{ ∂
∂C¯0
, γ} = N¯C¯,ξ with N¯C¯,ξ = nC¯n ∂∂C¯n + (n −
1
2
)ξm,n
∂
∂ξm,n
. It follows again that
all cocycles of either NC,ξ or N¯C¯,ξ degree different from 0 are coboundaries. Without
loss of generality we can thus assume that ω0m,nCmCn + ω¯0m,nC¯mC¯n + ω−1m,nCmC¯n =
ω0mC
mC−m + ω¯0mC¯
mC¯−m + ω−10,0C
0C¯0 with ω0m = −ω0−m, ω¯0m = −ω¯0−m and in partic-
ular ω00 = 0 = ω¯00; none of monomials with one ξm,n and either one Ck or one C¯k
can be of degree 0, so ω1k,mn = 0 = ω¯1k,mn; ω2mn,klξm,nξk,l = ω2m,nξm,nξ−m+1,−n+1 with
ω2m,n = −ω2−m+1,−n+1. Both the cocycle and the coboundary condition for ω0mCmC−m +
ω¯0mC¯
mC¯−m + ω−10,0C
0C¯0 split. For ω−10,0C0C¯0 there is no coboundary condition, while
the cocycle condition implies ω−10,0 = 0. The rest of the analysis proceeds as in the pre-
vious subsection, separately for ω0mCmC−m and ω¯0mC¯mC¯−m, with the standard central
extension for [lm, l−m] and [l¯m, l¯−m].
We still have to analyze γ(ω2m,nξm,nξ−m+1,−n+1) = 0. This condition gives ω2m,n(3l−12 +
m) + ω2l+m,n(
l+1
2
− m) = 0 and also ω2m,n(3l−12 + n) + ω2m,l+n( l+12 − n) = 0. Putting
m = 0 in the first relation gives ω20,n(3l−12 ) + ω
2
l,n(
l+1
2
) = 0. Putting l = −1 then implies
ω20,n = 0 and then also ω2l,n = 0 for l 6= −1. But ω2−1,n = −ω22,−n+1 = 0 which shows that
ω2m,n = 0 for all m,n and concludes the proof.
7.5 Solution space
We start by assuming only that we have a metric of the form (7.1.1) and that the determi-
nant condition holds. Following again [2], the equations of motion are organized in terms
of the Einstein tensor Gαβ = Rαβ − 12gαβR as
Grα = 0, GAB − 12 gABg
CDGCD = 0, (7.5.1)
Guu = 0 = GuA, (7.5.2)
gCDGCD = 0. (7.5.3)
Due to the form of the metric and the determinant condition, equation (7.5.3) is a conse-
quence of (7.5.1) on account of the Bianchi identities. Indeed, the latter can be written
as
0 = 2
√−gGβα;β = 2(
√−gGβα),β +
√−gGβγgβγ,α. (7.5.4)
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When (7.5.1) hold and α = 1, we get GABgAB,r = 0 = 12gABgAB,rgCDGCD. This
implies that (7.5.3) holds by using (7.1.4).
The remaining Bianchi identities then reduce to 2(√−gGβA),β = 0 = 2(
√−gGβu),β.
The first gives (r2GuA),r = 0. This means that if r2GuA = 0 for some constant r, it
vanishes for all r. When GuA = 0, the last Bianchi identity reduces to (r2Guu),r = 0, so
that again, r2Guu = 0 everywhere if it vanishes for some fixed r.
Let kAB = 12gAB,r, lAB =
1
2
gAB,u, nA =
1
2
e−2βgABUB,r with indices on these variables
and on UA lowered and raised with the 2 dimensional metric gAB and its inverse. Define
KAB through the relation kAB = 1rδ
A
B +
1
r2
KAB . In particular, the determinant condition
implies that k = 2
r
and thus that KDD = 0. Similarly, if lDB = 12 γ¯
DAγ¯AB,u +
1
r
LDB , the
determinant condition implies in particular that LDB is traceless, LDD = 0. Note that for a
traceless 2× 2 matrix MTAB , we have MT ACMT CB = 12MT
C
DM
T D
C δ
A
B .
For a metric of the form (7.1.1), we have
Γλrr = δ
λ
r 2β,r, Γ
u
λr = 0, Γ
r
Ar = β,A + nA, Γ
A
Br = k
A
B,
ΓuAB = e
−2βkAB, Γ
A
BC = e
−2βUAkBC +
(2)ΓABC ,
ΓAur = −kABUB + e2β(∂Aβ − nA), ΓuuA = β,A − nA − e−2βkABUB ,
Γrur = −12 (∂r + 2β,r)
V
r
− (β,A + nA)UA,
ΓABu = l
A
B +
1
2
(2)DAUB − 12
(2)DBU
A + UA(β,B − nB)− e−2βkBCUAUC ,
Γuuu = 2β,u +
1
2
(∂r + 2β,r)
V
r
+ 2UAnA + e
−2βkABU
AUB,
ΓrAB = e
−2β(
1
2
(2)DAUB +
1
2
(2)DBUA + lAB + kAB
V
r
),
ΓruA = −
(V,A
2r
+
V
r
nA + e
−2βUB[
1
2
(2)DAUB +
1
2
(2)DBUA + lAB +
V
r
kAB]
)
,
ΓAuu = 2U
Aβ,u +
1
2
UA(∂r + 2β,r)
V
r
+ 2UAnBU
B + UAkBCe
−2βUBUC
−UA,u − 2lABUB − 12 e
2β(∂A + 2∂Aβ)
V
r
− 1
2
(2)DA(UCUC),
Γruu = −12 (∂u − 2β,u)
V
r
+
1
2
V
r
(∂r + 2β,r)
V
r
+
1
2
UA(∂A + 2β,A)
V
r
+ 2
V
r
UAnA
+
V
r
e−2βkABU
AUB + e−2βlABU
AUB + e−2βUAUB(2)DAUB.
To write the equations of motion, we use that |(4)g| = e4β|(2)g| and
Rµν =
[
∂α + (2β +
1
2
ln |(2)g|),α
]
Γαµν − ∂µ∂ν(2β + 12 ln |
(2)g|)− ΓανβΓβµα.
The equation Grr ≡ Rrr = 0 then becomes
∂rβ = − 1
2r
+
r
4
kABk
B
A =
1
4r3
KABK
B
A ⇐⇒ β = −
∫ ∞
r
dr′
1
4r′3
KABK
B
A . (7.5.5)
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This equation determines β uniquely in terms of gAB because the fall-off condition (7.1.3)
excludes the arbitrary function of u, xA allowed by the general solution to this equation.
The equations GrA ≡ RrA = 0 read
∂r(r
2nA) = JA,
JA = r
2(∂r − 2
r
)β,A − (2)DBKBA = ∂A(−2rβ +
1
4r
KBCK
C
B )− (2)DBKBA .
(7.5.6)
In the original approach [15, 16], it was assumed in particular that the metric gAB admits
an expansion in terms powers of r−1 starting at order r2. We will assume
gAB = r
2γ¯AB + rCAB +DAB +
1
4
γ¯ABC
C
DC
D
C + o(r
−ǫ), (7.5.7)
where indices on CAB, DAB are raised with the inverse of γ¯AB. In [2], it was then
shown explicitly how (7.5.7) is related to the conformal approach [109, 113] and imposed
through differentiability conditions at null infinity.
Under the assumption (7.5.7), CDD = 0 = DCC and
KAB = −12C
A
B − r−1DAB + o(r−1−ǫ),
β = − 1
32
r−2CABC
B
A −
1
12
r−3CABD
B
A + o(r
−3−ǫ),
JA =
1
2
D¯BC
B
A + r
−1D¯BD
B
A + o(r
−1−ǫ).
(7.5.8)
These equations then imply nA = 12r
−1D¯BCBA + r
−2(ln rD¯BDBA + NA) + o(r
−2−ǫ) and
involve the arbitrary functions NA(u, xB) as integration “constants”. Because UA has to
vanish for r →∞, we get from the definition of nA
UA = −1
2
r−2D¯BC
BA − 2
3
r−3
[
(ln r +
1
3
)D¯BD
BA − 1
2
CABD¯CC
CB +NA
]
+ o(r−3−ε),
(7.5.9)
where the index on NA has been raised with γ¯AB .
It is straightforward to verify that if one trades the coordinate r for s = r−1, the only
non vanishing components of the “unphysical” Weyl tensor at the boundary are given by
lim
s→0
(s2WsAsB) = −DAB, (7.5.10)
(see e.g. [114] for a detailed discussion). In [16], the condition DAB = 0 was imposed in
order to avoid a logarithmic r-dependence in the solution to the equations of motion and
to avoid singularities on the unit sphere. When one dispenses with this latter restriction,
absence of a logarithmic r-dependence is guaranteed through the requirement D¯BDBA =
0. In the coordinates ζ, ζ¯ and with the parametrization γ¯ABdxAdxB = e2ϕ˜dζdζ¯, this is
equivalent to
Dζζ = d(u, ζ), Dζ¯ ζ¯ = d¯(u, ζ¯), Dζζ¯ = 0. (7.5.11)
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A more complete analysis of the field equations when allowing for a logarithmic or, more
precisely, a “polyhomogeneous” dependence in r can be found in [115].
Starting from
RAB = (∂r + 2β,r +
2
r
)ΓrAB − kCAΓrBC − kCBΓrAC + (2)RAB − 2(2)DBβ,A
+ (∂u + 2β,u + l)Γ
u
AB − ΓuuAΓuuB − ΓrrAΓrrB
− ΓCuAΓuBC − ΓCuBΓuAC + (2)DC(e−2βUCkAB)
− e−4βUCkBDUDkAC + 2e−2ββ,CUCkAB,
we find
gDARAB = e
−2β
[
(∂r +
2
r
)(lDB + k
D
B
V
r
+
1
2
(2)DBU
D +
1
2
(2)DDUB)
+ kDA
(2)DBU
A − kAB(2)DAUD + (∂u + l)kDB + (2)DC(UCkDB )
]
+ (2)RDB − 2((2)DB∂Dβ + ∂Dβ∂Bβ + nDnB). (7.5.12)
When taking into account the previous equations, Gur ≡ Rur + 12e2βR = 0 reduces
to gABRAB = 0. Explicitly, we find from the trace of (7.5.12)
∂rV = J,
J = e2βr2((2)∆β + ∂Dβ∂Dβ + n
DnD − 12
(2)R)− 2rl − r
2
2
(∂r +
4
r
)(2)DBU
B
= −2rl + e2βr2[(2)∆β + (nA − ∂Aβ)(nA − ∂Aβ)
−(2)DAnA − 12
(2)R
]− 2r(2)DBUB
= −2rl − 1
2
R¯ + o(r−1−ǫ),
(7.5.13)
where we have used the previous equation to get the second line. This equation implies
V
r
= −rl − 1
2
R¯ + r−12M + o(r−1−ǫ), (7.5.14)
and implies a third arbitrary function of M(u, xB) as integration constant.
We have GAB − 12gABgCDGCD = RAB − 12gABgCDRCD. Taking into account the
previous equations, it thus reduces to the condition that the traceless part of (7.5.12)
vanishes. Using that ∂ukDB = ∂rlDB − 2(lDAkAB − kDA lAB), we get
(∂r +
1
r
)lDB − (lDAkAB − kDA lAB) +
1
2
kDB l =
− 1
2
[
(∂r +
2
r
)(kDB
V
r
+
1
2
(2)DBU
D +
1
2
(2)DDUB)
+ kDC
(2)DBU
C − kCB (2)DCUD + (2)DC(UCkDB )
]
+ e2β
[
nDnB +
(2)DB∂
Dβ + ∂Dβ∂Bβ − 12
(2)RDB
]
.
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The various definitions then give
∂rL
D
B −
1
r2
(LDAK
A
B −KDALAB) = JDB , (7.5.15)
where
JDB = −
r
2
[
(∂r +
2
r
)(kDB
V
r
+
1
2
(2)DBU
D +
1
2
(2)DDUB)
+ kDC
(2)DBU
C − kCB (2)DCUD + (2)DC(UCkDB )
]
+
+ re2β
[
nDnB +
(2)DB∂
Dβ + ∂Dβ∂Bβ − 12
(2)RDB
]
− 1
2
eγ¯DAγ¯AB,u − r
2
kDB l
− 1
2r
(KDA γ¯
AC γ¯CB,u − γ¯DC γ¯CA,uKAB). (7.5.16)
The previous equations imply
JDB = −12 (∂rk
D
B+
1
r
kDB )V−
r2
2
kDB e
2β
[
(2)∆β+(nA−∂Aβ)(nA−∂Aβ)−(2)DAnA−12
(2)R
]
− 1
2
((2)DBU
D + (2)DDUB)− rUC (2)DCkDB +
r
2
kDC (
(2)DCUB − (2)DBUC)
+
r
2
kCB(
(2)DCU
D − (2)DDUC) + r
2
(2)DCU
CkDB
+ re2β
[
(nD − ∂Dβ)(nB − ∂Bβ) + (2)DB∂Dβ − 12 (
(2)RDB +
(2)DBn
D + (2)DDnB)
]
− 1
2
γ¯DAγ¯AB,u +
r
2
kDB l −
1
2r
(KDA γ¯
AC γ¯CB,u − γ¯DC γ¯CA,uKAB).
Let ODABC = − 1r2 (KDA δCB − δDAKCB ) and AR denote anti-radial ordering. Equation
(7.5.15) without right-hand side has the same form as the Schro¨dinger equation with time
dependent Hamiltonian. If we define
UDABC (r<, r>) = AR exp [−
∫ r>
r<
dr′ODABC (r′)], (7.5.17)
the solution to the inhomogeneous equation (7.5.15) with non-vanishing JBD can then be
obtained by variation of constants and reads
LDB(r) = U
DA
BC (r,∞)[12N
C
A +
∫
dr′UCEAF (∞, r′)JFE (r′)], (7.5.18)
and involves two more integration constants encoded in NDB (u, xB).
In other words, the r-dependence of gAB,u is completely determined up to two inte-
gration constants. It follows that the only variables left in the theory whose r-dependence
is undetermined are the two functions contained in RAB(u0, r, xC) = gAB(u0, r, xC) −
r2γ¯AB(u0, x
C)− rCAB(u0, xC)−DAB(u0, xC)− 14 γ¯ABCCDCDC at some initial fixed u0.
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When expanding into orders in r, one finds in particular
LDB =
1
2
(γ¯DACAB,u − CDAγ¯AB,u) + 12 r
−1
[
γ¯DA∂u(DAB +
1
4
γ¯ABC
C
DC
D
C )
− CDACAB,u −DDAγ¯AB,u + 1
4
CEF C
F
E γ¯
DAγ¯AB,u
]
+ o(r−1−ǫ),
JDB =
1
2
δDB l − 12 γ¯
DAγ¯AB,u +
1
4
r−1[CDAγ¯AB,u − γ¯DC γ¯CA,uCAB ]
+
1
2
r−2[lDDB +D
DAγ¯AB,u − γ¯DC γ¯CA,uDAB] + o(r−2+ǫ).
When injecting into the equation of motion (7.5.15), the leading order requires that
γ¯AB,u = lγ¯AB, (7.5.19)
or, in other words, that the only u dependence in γ¯AB is contained in the conformal factor.
This agrees with the assumption of section 7.1, where the u-dependence of γ¯AB was
contained in exp 2ϕ and l = 2∂uϕ, and also with the discussion at the end of the previous
subsection, where it was contained in exp 2ϕ˜ and l = 2∂uϕ˜. In the following we always
assume that (7.5.19) holds. In particular, this implies
LDB =
1
2
(γ¯DACAB,u − lCDB ) + 12 r
−1[γ¯DADAB,u − CDACAB,u
− lDDB +
1
2
CEF∂uCEF δ
D
B ] + o(r
−1−ǫ),
JDB =
1
2
r−2lDDB + o(r
−2+ǫ).
When taking into account the next order of (7.5.15) and comparing to the general solution
(7.5.18), we get
∂uDAB = 0, NAB = ∂uCAB − CABl, (7.5.20)
where the index on NAB has been lowered with γ¯AC . This implies in turn that
lAB =
1
2
lδAB +
1
2
r−1NAB −
1
4
r−2[CACN
C
B −NACCCB + 2lDAB] + o(r−2−ǫ).
At this stage, equations (7.5.1) have been solved, and then (7.5.3) holds automatically
on account of the Bianchi identities. Furthermore gCDGCD = 0 reduces to Rur = 0 and
we also have R = 0. Under these assumptions, we only need to discuss the r independent
part of r2GuA = 0 and then of r2Guu = 0, which reduce to r2RuA = 0 and r2Ruu = 0,
respectively. The r-independent part fixes the u dependence of NA and M in terms of the
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other fields. Explicitly,
RuA = (−∂u + l)β,A − ∂Al − (∂u + l)nA
+ nB
(2)DBUA − β,B(2)DAUB + 2UB(β,Bβ,A + nBnA)
+ (2)DB
[
lBA +
1
2
(2)DBUA − 12
(2)DAU
B + UB(β,A − nA)
]
+ 2nBl
B
A
− (∂r + 2β,r + 2
r
)(
V,A
2r
)− V
r
(∂r +
2
r
)nA + k
B
A(
V,B
r
+ 2
V
r
nB)
− e−2β(∂r + 2
r
)
[
UB(
1
2
(2)DAUB +
1
2
(2)DBUA + lAB +
V
r
kAB)
]
− e−2βUB
[
(∂u + l)kAB − 2lCAkCB − 2kCA lCB − 2kCAkCB
V
r
+ (2)DC(kABU
C)− kAC(2)DCUB − kBC (2)DCUA
]
,
and the term proportional to r−2 yields
(∂u + l)NA = ∂AM +
1
4
CBA∂BR¯ +
1
16
∂A
[
NBCC
C
B
]− 1
4
D¯AC
C
BN
B
C
− 1
4
D¯B
[
CBCN
C
A −NBCCCA
]− 1
4
D¯B
[
D¯BD¯CC
C
A − D¯AD¯CCBC
]
− 1
32
l∂A
[
CBCC
C
B
]
+
1
16
∂AlC
B
CC
C
B +
1
2
D¯B
[
lDBA
]
. (7.5.21)
Similarly,
Ruu = (∂u + 2β,u + l)Γ
u
uu + (∂r + 2β,r +
2
r
)Γruu + (∂A + 2β,A +
(2)ΓBBA)Γ
A
uu
− 2β,uu − ∂ul − (Γuuu)2 − 2ΓuuAΓAuu − (Γrur)2 − 2ΓruAΓAur − ΓAuBΓBuA,
and the term proportional to r−2 yields
(∂u +
3
2
l)M = −1
8
NABN
B
A −
1
8
lCABN
B
A −
1
32
l2CABC
B
A +
1
8
∆¯R¯
+
1
4
D¯AD¯CN
CA +
1
8
lD¯AD¯CC
CA +
1
4
D¯C lD¯AC
CA. (7.5.22)
All these considerations can be summarized as follows:
For a metric of the form (7.1.1) satisfying the determinant condition and with gAB as
in (7.5.7), the general solution to Einstein’s equations is parametrized by the 2 dimen-
sional background metric γ¯AB(u, xC) satisfying (7.5.19), by the mass and angular mo-
mentum aspects M(u, xA), NA(u, xB) satisfying (7.5.22),(7.5.21), by the traceless sym-
metric news tensorNAB(u, xC) defined in (7.5.20), and by the traceless symmetric tensors
DAB(x
C), CAB(u0, r, x
C), RAB(u0, r, x
C).
For such spacetimes, the only non vanishing components of the unphysical Weyl ten-
sor at the boundary are given by (7.5.10). When logarithmic terms are required to be
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absent in the metric, DAB(xC) has to satisfy D¯BDBA = 0. In the coordinates ζ, ζ¯ and
the parametrization γ¯ABdxAdxB = e2ϕ˜dζdζ¯, this leads to (7.5.11) with d = d(ζ) and
d¯ = d¯(ζ¯) by also taking (7.5.20) into account.
In particular, let us now use the parametrization γ¯ABdxAdxB = e2ϕ˜dζdζ¯. The deter-
minant condition then reads det gAB = −e4ϕ˜ r44 . Even though we will not use it explicitly
below, let us point out that the determinant condition can be implemented for instance by
choosing the Beltrami representation,
h =
gζζ
gζζ¯ + f
, h¯ =
gζ¯ζ¯
gζζ¯ + f
,
gζζ =
2fh
1− y , gζ¯ζ¯ =
2fh¯
1− y , gζζ¯ =
f(1 + y)
1− y ,
gζζ = − 2h¯
f(1− y) , g
ζ¯ζ¯ = − 2h
f(1− y) , g
ζζ¯ =
1 + y
f(1− y) ,
where f =
√
−(2)g, y = hh¯, with f = r2
2
e2ϕ˜ fixed, while h = O(r−1) = h¯. Alternatively,
one can choose
gζζ = fe
iα sinh ρ, gζ¯ζ¯ = fe
−iα sinh ρ, gζζ¯ = f cosh ρ,
gζζ = −f−1e−iα sinh ρ, gζ¯ζ¯ = −f−1eiα sinh ρ, gζζ¯ = f−1 cosh ρ,
where ρ = O(r−1) and α = O(r0).
In the parametrization with the conformal factor introduced with respect to the Rie-
mann sphere, we can write
Cζζ = e
2ϕ˜c, Cζ¯ζ¯ = e
2ϕ˜c¯, Cζζ¯ = 0,
Dζζ = d, Dζ¯ ζ¯ = d¯, Dζζ¯ = 0.
(7.5.23)
Equations (7.5.8), (7.5.9) and (7.5.14) read
β = −1
4
r−2cc¯− 1
3
r−3e−2ϕ˜(dc¯+ d¯c) + o(r−3−ǫ),
U ζ = − 2
r2
e−4ϕ˜∂(e2ϕ˜c¯)−
− 2
3r3
[
(ln r +
1
3
)4e−4ϕ˜∂d¯ − 4e−4ϕ˜c¯∂¯(e2ϕ˜c) +N ζ
]
+ o(r−3−ǫ),
V
r
= −2r∂uϕ˜+ 4e−2ϕ˜∂∂¯ϕ˜+ r−12M + o(r−1−ǫ).
(7.5.24)
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and the evolution equations become
∂u(e
3ϕ˜M) = ∂u
(
eϕ˜
[
∂2c¯+ ∂¯2c+ 2∂ϕ˜∂c¯ + 2∂¯ϕ˜∂¯c + 2∂2ϕ˜c¯+ 2∂¯2ϕ˜c
])
−eϕ˜∂u(eϕ˜c)∂u(eϕ˜c¯) + 2eϕ˜
(
c
[
∂u(∂¯ϕ˜)
2 − ∂u∂¯2ϕ˜
]
+ c¯
[
∂u(∂ϕ˜)
2 − ∂u∂2ϕ˜
])
+e−ϕ˜
(
− 4(∂∂¯)2ϕ˜+ 8[(∂∂¯ϕ˜)2 + ∂ϕ˜∂∂¯2ϕ˜+ ∂¯ϕ˜∂2∂¯ϕ˜− 2∂¯ϕ˜∂ϕ˜∂∂¯ϕ˜]),
∂u(e
2ϕ˜Nζ¯) = e
2ϕ˜
[
∂¯M +
1
4
[
(∂¯c¯+ 5c¯∂¯)∂uc− (3c∂¯ + 7∂¯c)∂uc¯
]
+ 2∂¯ϕ˜(c¯∂uc− c∂uc¯)
−1
2
∂uϕ˜∂¯(cc¯) + ∂¯∂uϕ˜cc¯
]
+ 2(∂∂uϕ˜+ ∂uϕ˜∂)d¯
+∂¯3c+ 2∂¯3ϕ˜c+ 4∂¯2ϕ˜∂¯c− 4∂¯ϕ˜∂¯2ϕ˜c− 4(∂¯ϕ˜)2∂¯c
−∂2∂¯c¯− 2(∂ϕ˜∂ + ∂2ϕ˜)∂¯c¯− 2(∂∂¯ϕ˜− ∂¯ϕ˜∂ − 2∂¯ϕ˜∂ϕ˜)∂c¯
−2(∂2∂¯ϕ˜+ 2∂∂¯2ϕ˜− 2∂¯ϕ˜∂2ϕ˜− 4∂¯ϕ˜∂∂¯ϕ˜)c¯.
(7.5.25)
Let us now set ϕ˜ = 0. Note that one can re-introduce an arbitrary ϕ˜ through the
finite coordinate transformation generated by ξu = −uϕ˜, ξA = −ξu,B
∫∞
r
dr′(e2βgAB),
ξr = −1
2
r(∂Aξ
A − 2ϕ˜− f,BUB). The above relations then simplify to
β = −1
4
r−2cc¯− 1
3
r−3(dc¯+ d¯c) + o(r−3−ǫ),
U ζ = −2r−2∂c¯− 2
3
r−3
[
(ln r +
1
3
)4∂d¯ − 4c¯∂¯c+N ζ
]
+ o(r−3−ǫ),
V
r
= r−12M + o(r−1−ǫ),
∂uM =
[
∂2 ˙¯c+ ∂¯2c˙
]− c˙ ˙¯c,
∂uNζ¯ = ∂¯M +
1
4
[
(∂¯c¯+ 5c¯∂¯)c˙− (3c∂¯ + 7∂¯c) ˙¯c]+ ∂¯3c− ∂2∂¯c¯.
(7.5.26)
When defining M˜ = M − ∂¯2c− ∂2c¯ and N˜ ζ = − 1
12
[2N ζ + 7c¯∂¯c + 3c∂¯c¯], the evolution
equations become
∂uM˜ = −c˙ ˙¯c,
3∂uN˜
ζ = −∂¯M˜ − 2∂¯3c− (∂¯c¯+ 3c¯∂¯)c˙.
(7.5.27)
7.6 Realization of bms4 on solution space
In order to compute how bms4 is realized on solution space we need to compute the Lie
derivative of the metric on-shell. We will do so for the extended transformations defined
by (7.2.10)-(7.2.11) and use −δγ¯AB = 2ωγ¯AB. Let ψ˜ = ψ − 2ω. This gives
− δCAB = [f∂u + LY − 12 (ψ˜ + fl)]CAB − 2D¯AD¯Bf + ∆¯fγ¯AB, (7.6.1)
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where (7.5.20) should be used to eliminate ∂uCAB in favor of NAB and
− δDAB = LYDAB, (7.6.2)
where we have used that
D¯AD¯CfC
C
B + D¯BD¯CfC
C
A − γ¯ABD¯CD¯CfCCD − ∆¯fCAB = 0,
D¯AfD¯CC
C
B + D¯BfD¯CC
C
A + D¯CfD¯AC
C
B + D¯CfD¯BC
C
A−
−2D¯CfD¯CCAB − 2γ¯ABD¯CfD¯DCCD = 0,
which can be explicitly checked in the parametrization γ¯ABdxAdxB = e2ϕ˜dζdζ¯ with CAB
defined in (7.5.23). By taking the time derivative of (7.6.1) and using (7.5.20), (7.2.5) with
ψ replaced by ψ˜, one finds the transformation law for the news tensor,
− δNAB = [f∂u + LY ]NAB − (D¯AD¯Bψ˜ − 12 ∆¯ψ˜γ¯AB)
+
1
4
(2f l˙ + fl2 + ψ˜l − 4ω˙ + 2Y CD¯C l)CAB
+ l(D¯AD¯Bf − 12 ∆¯fγ¯AB)− f(D¯AD¯Bl −
1
2
∆¯lγ¯AB). (7.6.3)
We have guA = 12D¯BC
B
A +
2
3
r−1
[
(ln r + 1
3
)D¯BD
B
A +
1
4
CBA D¯CC
C
B +NA
]
+ o(r−1−ǫ),
and by computing LξguA on-shell, we find to leading oder that −δ(D¯BCBA ) = [f∂u +
LY + 12(lf + ψ˜)]D¯BCBA − 12∂B(lf + ψ˜)CBA + ∂Cf(NCA + lCCA )− ∂A(∆¯f)− ∂AfR¯. This
is consistent with (7.6.1) by using the generalization of (7.2.6) which reads
2D¯BD¯CYA = γ¯CAD¯Bψ + γ¯ABD¯Cψ − γ¯BCD¯Aψ + R¯YC γ¯BA − R¯YAγ¯BC , (7.6.4)
and implies ∆¯Y A = −1
2
R¯Y A,∆¯ψ = −D¯A(R¯Y A). The logarithmic term gives−δ(D¯BDBA) =
(f∂u +LY + lf + ψ˜)D¯BDBA , which is again consistent with (7.6.2), while the r−1 terms,
when combined with the previous transformations, give
− δNA = [f∂u + LY + ψ˜ + fl]NA − 12 [fD¯Bl + D¯Bψ˜ + (ψ˜ + lf)D¯B]D
B
A
+ 3D¯AfM − 3
16
D¯AfN
B
CC
C
B +
1
2
D¯BfN
B
CC
C
A +
1
32
(D¯Afl − fD¯Al − D¯Aψ˜)(CBCCCB )
+
1
4
(D¯BfR¯+ D¯B∆¯f)C
B
A −
3
4
D¯Bf(D¯
BD¯CC
C
A − D¯AD¯CCBC)
+
1
2
(D¯AD¯Bf − 1
2
∆¯fγ¯AB)D¯CC
CB +
3
8
D¯A(D¯CD¯BfC
CB). (7.6.5)
Here ∂uNA should be eliminated by using (7.5.21). In the same way, from the order r−1
of Lξguu, we get
− δM = [f∂u + Y A∂A + 3
2
(ψ˜ + fl)]M
+
1
4
∂u[D¯CD¯BfC
CB + 2D¯BfD¯CC
CB] +
1
4
[D¯Afl − fD¯Al − D¯Aψ˜]D¯BCBA
+
1
4
∂Af(∂
AR¯− CABD¯Bl) + 1
4
l[D¯CD¯BfC
CB + D¯BfD¯CC
CB], (7.6.6)
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where ∂uM should be replaced by its expression from (7.5.22).
Let us now discuss these transformations in the parametrization ζ, ζ¯ with ϕ˜ = 0 = ω
so that γ¯ABdxAdxB = dζdζ¯. From the leading and subleading orders of Lξgζζ,Lξgζ¯ζ¯ , we
get
−δc = f c˙+ Y A∂Ac+ (3
2
∂Y − 1
2
∂¯Y¯ )c− 2∂2f,
−δd = Y A∂Ad+ 2∂Y d,
(7.6.7)
with f given in (7.3.12) and the complex conjugate relation holding for c¯, d¯. In particular,
for the news function we find
− δc˙ = f c¨+ Y A∂Ac˙ + 2∂Y c˙− ∂3Y, (7.6.8)
From the subleading term of Lξgrζ and the leading term of Lξguu and we get
− δN˜ ζ = Y A∂AN˜ ζ + (∂Y + 2∂¯Y¯ )N˜ ζ + 1
3
∂2Y d¯
− ∂¯f(M˜ + 2∂¯2c+ c¯c˙)− f
3
[
∂¯M˜ + 2∂¯3c+ (∂¯c¯+ 3c¯∂¯)c˙
]
, (7.6.9)
− δM˜ = −f c˙ ˙¯c + Y A∂AM˜ + 3
2
ψM˜ + c¯∂3Y + c∂¯3Y¯ + 4∂2∂¯2T˜ . (7.6.10)
As can be understood by comparing with the 3 dimensional anti-de Sitter and flat
cases, this computation already contains information on the central extensions in the sur-
face charge algebra through the inhomogeneous part of the transformation laws for the
fields. Although we know that BMS4 is free of central extensions in general, in our case
we could have field dependent extensions. Signs of this kind of extension are present in
the variation of M for instance where we can see a Schwarzian derivative multiplied by
the field c.
7.7 bms4 charges
In chapter 5 and 6, we were able to integrate the expression for the charges and use
equation (A.2.5) to compute them. The charges of BMS4 are non-integrable; we have to
start from expression (A.2.1) with h = δg. We mean by δg the variation of the metric g
generated by a small variation of the parameters characterizing it asymptotically:
X Γ ≡ {CAB, NAB, DAB,M,NA}. (7.7.1)
In this section, we will consider metrics with ∂uϕ = 0. Our integration two sphere is
given by u = u0 constant and r = cst → ∞. We will also use the notation
∫
d2Ωϕ =∫
dx2dx3
√
γ¯ =
∫ π
0
dθ
∫ 2π
0
dφ sin θe2ϕ.
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We start by writing
δ/Qξ[h, g] = 1
16πG
lim
r→∞
∫
d2Ωϕ r2e2β
[
ξr(Duh−Dσhuσ +Drhur −Duhrr)
− ξu(Drh−Dσhrσ −Drhuu +Duhru) + ξA(DrhuA −DuhrA) +
1
2
h(Drξu −Duξr)
+
1
2
hrσ(Duξσ −Dσξu)− 12 h
uσ(Drξσ −Dσξr)
]
. (7.7.2)
We have
Duh−Dσhuσ +Drhur −Duhrr = gurgAB(DrhAB −DAhrB)
= −e−2β (gAB∂rhAB − kABhAB + e−2βgABkABhru)
=
1
4r3
CABδCAB + o(r
−3−ǫ) , (7.7.3)
− (Drh−Dσhrσ −Drhuu +Duhru) = DAhrA −DrhAA
= gurgAB(DAhuB −DuhAB) +O(r−3)
= gur
(
gAB (2)DBhuA − hurgAB(lAB + kAB V
r
)
−khuu − gAB∂uhAB + gABhCAlCB
)
+O(r−3)
=
1
r2
(
4δM − 1
2
D¯AD¯BδC
AB +
1
2
δ∂u(C
ABCAB)
−1
2
∂uCABδC
AB − CAB∂uδCAB
)
+ o(r−2−ǫ) ,
(7.7.4)
DrhuA −DuhrA = (gur)2
(
ΓCrAhuC − ∂rhAu
)
+ gurgrB
(
ΓCrBhAC − ∂rhAB
)
+O(r−3)
=
1
2r
D¯BδC
B
A +
2
3r2
(2 ln r − 1
3
)D¯BδD
B
A + o(r
−2−ǫ)
+
1
r2
(
4
3
δNA +
1
3
δ(CABD¯CC
BC)− 1
4
CABD¯CδC
BC
)
(7.7.5)
1
2
hrσ(Duξσ −Dσξu)− 12 h
uσ(Drξσ −Dσξr) =
1
2
(huu + h
r
r) (D
uξr −Drξu) + 1
2
hrA
(
DuξA −DAξu) .
1
2
(h− huu − hrr)(Drξu −Duξr) =
1
2
gABhAB(D
rξu −Duξr) = 0 (7.7.6)
DuξA −DAξu = gur∂rξA − gAB∂Bξu + (gurΓArC − gABΓuBC)ξC +O(r−3)
=
−2
r
Y A +
1
r2
CACY
C +O(r−3) (7.7.7)
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1
2
hrA = −
1
4
D¯BδC
B
A −
1
3r
(ln r + 1
3
)D¯BδD
B
A
+
1
r
(
−1
3
δNA − 1
12
δ(CABD¯CC
BC) +
1
4
δCABD¯CC
BC
)
+ o(r−1−ǫ) . (7.7.8)
Putting everything together, we get
Qξ[h, g¯] = 1
16πG
lim
r→∞
∫
d2Ωϕ
[
r
(
Y A
1
2
D¯BδC
B
A + Y
A1
2
D¯BδC
B
A
)
+Y AD¯BδD
B
A
(
4
3
ln r − 2
9
+
2
3
ln r + 2
9
)
− ψ
8
CABδCAB
+f
(
4δM − 1
2
D¯AD¯BδC
AB +
1
2
δ∂u(C
ABCAB)
−1
2
∂uCABδC
AB − CAB∂uδCAB
)
+Y A
(
4
3
δNA +
1
3
δ(CABD¯CC
BC)− 1
4
CABD¯CδC
BC
)
−2Y A
(
−1
3
δNA − 1
12
δ(CABD¯CC
BC) +
1
4
δCABD¯CC
BC
)
−1
2
D¯AfD¯BδC
AB − 1
4
CABY
AD¯CδC
BC
]
. (7.7.9)
This can be simplified to
Qξ[h, g¯] = 1
16πG
∫
d2Ωϕ
[
− ψ
8
CABδCAB + Y
A2δNA − 1
2
D¯AfD¯BδC
AB
+f
(
4δM − 1
2
D¯AD¯BδC
AB +
1
2
δ∂u(C
ABCAB)
−1
2
∂uCABδC
AB − CAB∂uδCAB
)]
(7.7.10)
=
1
16πG
δ
∫
d2Ωϕ
[
− ψ
16
CABCAB + 2Y
ANA + 4fM
]
+
1
16πG
∫
d2Ω
[f
2
∂uCABδC
AB
]
. (7.7.11)
This result can be rewritten as
δ/Qξ[h, g] = δ (Qs[X ]) + δ/Θs[X , δX ] , (7.7.12)
where the integrable part of the surface charge one-form is given by
Qs[X ] = 1
16πG
∫
d2Ωϕ
[
4fM + Y A
(
2NA +
1
16
∂A(C
CBCCB)
)]
, (7.7.13)
and the non-integrable part is due to the news tensor,
δ/Θs[X , δX ] = 1
16πG
∫
d2Ωϕ
[f
2
NABδC
AB
]
. (7.7.14)
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The separation into an integrable and a non-integrable part in 7.7.12 is not uniquely
defined as this equation also holds in terms Q′s = Qs − Ns, Θ′s = Θs + δNs for some
Ns[X ].
These charges are very similar and should be compared to those proposed earlier
in[116] in the context of a closely related, but slightly different approach to asymptotically
flat spacetimes.
7.8 Algebra of charges and extension
One of the big advantage of the covariant techniques to compute charges is that they
allow us to define an algebra for those charges. Moreover, when using the equivalence of
the Hamiltonian and the covariant approaches, one can infer that this algebra coincides
with the Dirac bracket {Qs1 , Qs2}∗ of the charges. Unfortunately, in presence of this
non-integrable term, the usual definition of algebra (A.2.6) fails.
In the non integrable case, we propose as a definition
{Qs1 , Qs2} [X ] = (−δs2)Qs1 [X ] + δ/Θs2[X ,−δs1X ] . (7.8.1)
Theorem 7.8.1. The BMS4 charges (7.7.13) satisfy
{Qs1 , Qs2} [X ] = Q[s1,s2][X ] +Ks1,s2[X ], (7.8.2)
where the field dependent central extension is
Ks1,s2[X ] =
1
32πG
∫
d2Ωϕ
[
(f1∂Af2 − f2∂Af1)∂AR¯+
+ CBC(f1D¯BD¯Cψ2 − f2D¯BD¯Cψ1)
]
, (7.8.3)
Proof. We will start by computing the usual factor,
− δs2Qs1 [X ] =
1
16πG
∫
d2Ωϕ
[
Y A1
(
2(−δs2)NA +
1
16
∂A(−δs2)(CCBCCB)
)
+ 4f1(−δs2)M
]
, (7.8.4)
and organize according to the different types of terms that appear:
• terms containing M
− δs2Qs1 [X ]M =
1
16πG
∫
d2Ωϕ
[
Y A1 2(f2∂AM + 3∂Af2M) + 4f1(Y
A
2 ∂AM +
3
2
ψ2M)
]
=
1
16πG
∫
d2Ωϕ 4M
[
− 1
2
D¯A(Y
A
1 f2) +
3
2
Y A1 ∂Af2 − D¯A(f1Y A2 ) +
3
2
f1ψ2)
]
=
1
16πG
∫
d2Ωϕ 4M
[
Y A1 ∂Af2 −
1
2
ψ1f2 − Y A2 ∂Af1 +
1
2
f1ψ2)
]
=
1
16πG
∫
d2Ωϕ 4Mf[s1,s2] , (7.8.5)
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• terms containing NA
− δs2Qs1 [X ]N =
1
16πG
∫
d2Ωϕ
[
2Y A1 (LY2 + ψ2)NA
]
=
1
16πG
∫
d2Ωϕ
[
2Y A1 (Y
B
2 D¯B + ψ2)NA + 2Y
A
1 D¯AY
B
2 NB
]
=
1
16πG
∫
d2Ωϕ 2NA
[
− Y B2 D¯BY A1 + Y B1 D¯BY A2
]
=
1
16πG
∫
d2Ωϕ 2NAY
A
[s1,s2]
, (7.8.6)
• terms containing DAB
− δs2Qs1 [X ]D =
1
16πG
∫
d2Ωϕ 2Y A1
[
− 1
2
[D¯Bψ2 + ψ2D¯B]D
B
A
]
=
1
16πG
∫
d2Ωϕ 2Y A1
[
− 1
2
D¯B(ψ2D
B
A)
]
=
1
16πG
∫
d2Ωϕ D¯BY A1 ψ2DAB = 0 , (7.8.7)
• terms containing the news
− δs2Qs1 [X ]news =
1
16πG
∫
d2Ωϕ
[
2Y A1
(
− 3
16
D¯Af2N
B
C C
C
B +
1
2
D¯Bf2N
B
C C
C
A
)
+2Y A1 f2
(
1
16
∂A
[
NBC C
C
B
]− 1
4
D¯AC
C
BN
B
C −
1
4
D¯B
[
CBCN
C
A −NBC CCA
])
−ψ1 1
8
CABf2NAB + 4f1
(
1
4
D¯BD¯Cf2N
BC +
1
2
D¯Bf2D¯CN
BC
)
+4f1f2
(
−1
8
NABN
B
A +
1
4
D¯AD¯CN
CA
)]
=
1
16πG
∫
d2Ωϕ
−1
2
NBCf2
[
f1NBC + LY1CBC −
1
2
ψ1CBC − 2D¯BD¯Cf1
]
+
1
16πG
∫
d2Ωϕ
1
2
NCBCCA
[
Y A1 D¯
Bf2 + Y
B
1 D¯
Af2 − γ¯ABY D1 D¯Df2
]
. (7.8.8)
The second line is zero. This is coming from the following identity for the symmetrized product of
two traceless tensors in 2 dimensions,
1
2
(CABK
B
C +K
A
BC
B
C ) =
1
2
δACC
B
DK
D
B , (7.8.9)
and the conformal Killing equation for the Y A. The first line can be recognized as,
− δs2Qs1 [X ]news =
1
16πG
∫
d2Ωϕ
−1
2
NBCf2
[
− δs1CBC
]
= −δ/Θs2[−δs1X ,X ] , (7.8.10)
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• the rest
− δs2Qs1 [X ]R =
1
16πG
∫
d2Ωϕ
[
2Y A1
(
− 1
32
D¯Aψ2C
B
CC
C
B + f2
1
4
CBA∂BR¯
−1
4
f2D¯B
(
D¯BD¯CC
C
A − D¯AD¯CCBC
)
+
1
4
(D¯Bf2R¯+ D¯B∆¯f2)C
B
A −
3
4
D¯Bf2(D¯
BD¯CC
C
A − D¯AD¯CCBC)
+
1
2
(D¯AD¯Bf2 − 1
2
∆¯f2γ¯AB)D¯CC
CB +
3
8
D¯A(D¯CD¯Bf2C
CB)
)
−ψ1 1
8
CCB
(
[LY2 −
1
2
ψ2]CCB − 2D¯CD¯Bf2 + ∆¯f2γ¯CB
)
+4f1
(
f2
1
8
∆¯R¯+
1
4
∂Af2∂
AR¯+
1
8
D¯CD¯Bψ2C
CB
)]
=
1
16πG
∫
d2Ωϕ
[
− Y A1
1
16
D¯Aψ2C
B
CC
C
B − ψ1
1
8
CCB
(
[LY2 −
1
2
ψ2]CCB
)
+CBC
(1
2
f1D¯BD¯Cψ2 + ψ1
1
4
D¯CD¯Bf2 +
1
2
f2Y1B∂CR¯
−3
4
ψ1D¯BD¯Cf2 − D¯C(Y A1 D¯AD¯Bf2) +
1
2
D¯C(Y1B∆¯f2)
+
1
2
Y1C(D¯Bf2R¯+ D¯B∆¯f2) +
1
2
D¯C∆¯(Y1Bf2)− 12 D¯CD¯AD¯B(Y
A
1 f2)
−3
2
D¯CD¯A(Y1BD¯
Af2) +
3
2
D¯CD¯A(Y
A
1 DBf2)
)
+
1
2
(f1∂Af2 − f2∂Af1)∂AR¯
]
. (7.8.11)
Using the commutation rule for covariant derivatives, this gives
− δs2Qs1 [X ]C =
1
16πG
∫
d2Ωϕ
[
− 1
16
(Y A1 D¯Aψ2 − Y A2 D¯Aψ1)CBCCCB
+
1
2
(f1∂Af2 − f2∂Af1)∂AR¯+ CBC
(1
2
(f1D¯BD¯Cψ2 − f2D¯BD¯Cψ1)
+
1
4
f2Y1B∂CR¯ +
1
2
f2D¯C∆¯Y1B +
1
4
D¯Cf2Y1BR¯+
1
2
D¯Cf2∆¯Y1B
)]
=
1
16πG
∫
d2Ωϕ
[
− 1
16
ψ[s1,s2]C
B
CC
C
B +
1
2
(f1∂Af2 − f2∂Af1)∂AR¯
+CBC
1
2
(f1D¯BD¯Cψ2 − f2D¯BD¯Cψ1)
]
, (7.8.12)
where in the last line we have used the identity ∆¯Y A = − 12 R¯Y A satisfied by conformal Killing
vectors.
Summing everything, we obtain
− δs2Qs1 [X ] =
1
16πG
∫
d2Ωϕ
[
− 1
16
ψ[s1,s2]C
B
CC
C
B +
1
2
(f1∂Af2 − f2∂Af1)∂AR¯
+CBC
1
2
(f1D¯BD¯Cψ2 − f2D¯BD¯Cψ1) + 4Mf[s1,s2] + 2NAY A[s1,s2]
]
−Θ2[−δ1X ,X ]
= Q[s1,s2] − δ/Θ2[−δ1X ,X ] +Ks1,s2 [X ] , (7.8.13)
with Ks1,s2 [X ] defined in (7.8.3).
Theorem 7.8.2. The central extension satisfies the cocycle condition
K[s1,s2],s3 + δs3Ks1,s2 + cyclic (1, 2, 3) = 0. (7.8.14)
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Proof. Let us treat the two parts of Ks1,s2 [X ] separately:
• for the second part K̂s1,s2 = 116πG
∫
d2Ωϕ CBC 12 (f1D¯BD¯Cψ2 − f2D¯BD¯Cψ1), we have
A =
∫
d2Ωϕ
[
(−δs3CBC)(f1D¯BD¯Cψ2 − f2D¯BD¯Cψ1) + cyclic (1, 2, 3)
]
=
∫
d2Ωϕ
[
([f3∂u + LY3 −
1
2
ψ3]CAB − 2D¯AD¯Bf3 +∆f3γ¯AB)
(f1D¯
BD¯Aψ2 − f2D¯BD¯Aψ1) + cyclic (1, 2, 3)
]
=
∫
d2Ωϕ
[
− CBCD¯A
(
(Y A1 f2 − Y A2 f1)D¯BD¯Cψ3
)
+2CBC
(
D¯AY
B
1 f2 − D¯AY B2 f1
)
D¯AD¯Cψ3 − 12CBC (ψ1f2 − ψ2f1) D¯
BD¯Cψ3
+2
(
D¯Cf1f2 − D¯Cf2f1
)(
∆¯D¯Cψ3 −
1
2
D¯C∆¯ψ3
)
+ cyclic (1, 2, 3)
]
, (7.8.15)
The second term is given by
B =
∫
d2Ωϕ
[
CBC(f[s1,s2]D¯BD¯Cψ3 − f3D¯BD¯Cψ[s1,s2]) + cyclic (1, 2, 3)
]
=
∫
d2Ωϕ CBC
[
D¯A
(
(Y A1 f2 − Y A2 f1)D¯BD¯Cψ3
)− 3
2
(ψ1f2 − ψ2f1) D¯BD¯Cψ3
− (Y A1 f2 − Y A2 f1) D¯AD¯BD¯Cψ3 − f3D¯BD¯C (Y A1 D¯Aψ2 − Y A2 D¯Aψ1)+ cyclic (1, 2, 3)]
=
∫
d2Ωϕ CBC
[
D¯A
(
(Y A1 f2 − Y A2 f1)D¯BD¯Cψ3
)− 3
2
(ψ1f2 − ψ2f1) D¯BD¯Cψ3
−2 (f1D¯BY A2 − f2D¯BY A1 ) D¯CD¯Aψ3 + cyclic (1, 2, 3)] . (7.8.16)
Summing the two, we get
A+B =
∫
d2Ωϕ CBC
[
− 2 (f1(D¯BY A2 + D¯AY2B)− f2(D¯BY A1 + D¯AY1B)) D¯CD¯Aψ3
−2 (ψ1f2 − ψ2f1) D¯BD¯Cψ3 + 2
(
D¯Cf1f2 − D¯Cf2f1
)(
∆¯D¯Cψ3 − 12 D¯
C∆¯ψ3
)
+cyclic (1, 2, 3)
]
=
∫
d2Ωϕ
[
2
(
D¯Cf1f2 − D¯Cf2f1
)(
∆¯D¯Cψ3 −
1
2
D¯C∆¯ψ3
)
+ cyclic (1, 2, 3)
]
. (7.8.17)
We can then use the following identities ∆¯ψ = −D¯A(R¯Y A) and ∆D¯Cψ = D¯C∆ψ + 12 R¯D¯Cψ to
simplify the above to
A + B =
∫
d2Ωϕ
[
2
(
D¯Cf1f2 − D¯Cf2f1
)(−1
2
D¯C(Y A3 D¯AR)− ψ3
1
2
D¯CR¯
)
+ cyclic (1, 2, 3)
]
=
∫
d2Ωϕ
[
2
(
D¯Cf1f2 − D¯Cf2f1
)(−1
2
LY3D¯CR¯− ψ3D¯CR¯
)
+ cyclic (1, 2, 3)
]
. (7.8.18)
• for the first part K˜s1,s2 = 116πG
∫
d2Ωϕ 12 (f1∂Af2 − f2∂Af1)∂AR¯, the condition (7.8.14) leads to
C =
∫
d2Ωϕ
[
f[s1,s2]∂Af3 − f3∂Af[s1,s2]∂AR¯+ cyclic (1, 2, 3)
]
=
∫
d2Ωϕ
[
LY1(f2∂Af3 − f3∂Af2)− ψ1(f2∂Af3 − f3∂Af2)∂AR¯+ cyclic (1, 2, 3)
]
=
∫
d2Ωϕ
[
(f2∂Af3 − f3∂Af2)(−LY1 − 2ψ1)∂AR¯+ cyclic (1, 2, 3)
]
. (7.8.19)
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The different contributions then sum up to zero, A+ B + C = 0.
An open question is if and in what sense the proposed bracket is indeed a Dirac
bracket. The point we want to make here is first of all that theorem 7.8.1 assure the
skew-symmetricity of our new definition (7.8.1). Furthermore, (7.8.2) and (7.8.14) im-
ply the Jacobi identity for this bracket, provided that the transformation associated with
Q[s1,s2][X ] + Ks1,s2[X ] is just δ[s1,s2] or in other words that the field dependent central
extension does not generate a transformation.
When defining as before,
{
Q′s1 , Q
′
s2
}∗
[X ] = (−δs2)Q′s1[X ] + Θ′s2[−δs1X ,X ], one
gets
{
Q′s1 , Q
′
s2
}∗
= Q′[s1,s2] +K
′
s1,s2 , where
K ′s1,s2 = Ks1,s2 + δs2Ns1 − δs1Ns2 +N[s1,s2]. (7.8.20)
Note that δs2Ns1 − δs1Ns2 +N[s1,s2] is a trivial field dependent 2-cocycle in the sense that
it automatically satisfies the cocycle condition (7.8.14).
7.9 Conclusion and outlook
In this chapter, we have shown that the symmetry algebra of asymptotically flat 4 dimen-
sional spacetimes is bms4, an algebra that contains both the Poincare´ algebra and the non
centrally extended Virasoro algebra in a completely natural way. As a first non trivial ef-
fect, we have computed the detailed transformation properties of the data characterizing
solution space.
Using a covariant method, we constructed the associated surface charges. They agree
with the usual definitions found in the literature. In order to define an algebra, we intro-
duced a new bracket. With this new definition, the algebra of the charges form a repre-
sentation of BMS4 up to a general field-dependent extension. More work is still needed
to fully justify the proposal for this Dirac bracket.
We believe that our understanding of the symmetry structure and its action on solution
space goes some way in getting quantitative control on “structure X” [117], i.e., on a
holographic description of gravity with zero cosmological constant.
In the future, it should be interesting to analyze in more details the consequences of
our results on local conformal invariance for the non extremal Kerr/CFT correspondence
and for the gravitational S-matrix for instance.
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Appendix A
Surface charges
A.1 Hamiltonian approach
A.1.1 Regge-Teitelboim revisited
We present here an adaptation of the original Hamiltonian method of [54, 55].
Let LH = aAz˙A − h − γαuα, with h a first class Hamiltonian density and γα first
class constraints and define φi = (zA, uα). Even though it is not so for our theory, let
us first run through the arguments in the case where one has Darboux coordinates for the
symplectic structure, i.e., when σAB =
∂aB
∂zA
− ∂aA
∂zB
is the constant symplectic matrix. The
gauge transformation generated by the smeared constraints is given by
δεz
A = σAB
δ(εαγα)
δzB
(A.1.1)
where σAB is the inverse of σAB . This transformation is extended to the Legendre multi-
plicators in order to leave the action invariant (see e.g. [50]).
We furthermore suppose that we are in a source-free region of spacetime. In this case
one can show that
δεz
A δLH
δzA
+ δεu
α δLH
δuα
= −∂0
(
γαε
α
)
− ∂isiε, (A.1.2)
where siε = siε[z, u] vanishes when the Hamiltonian equations of motion, including con-
straints, are satisfied, siε ≈ 0. This identity merely expresses the general fact that the
Noether current sµε associated to a gauge symmetry can be taken to vanish when the equa-
tions of motions hold (see e.g. [50], chapter 3), sµε ≈ 0, and that the integrand of the
generator is given by (minus) the constraints contracted with the gauge parameters in
the Hamiltonian formalism, s0ε = −γαεα. An explicit expression for siε in terms of the
structure functions can for instance be found in Appendix D of [53]. Using integrations
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by parts, one can write the variations of the constraints under a change of the canonical
coordinates zA as an Euler-Lagrange derivative, up to a total derivative,
δz(γαε
α) = δzA
δ(γαε
α)
δzA
− ∂ikiε. (A.1.3)
where kiε = kiε[δz, z] depends linearly on δzA and its spatial derivatives. Taking the time
derivative of (A.1.3) and using a variation δφ of (A.1.2) to eliminate ∂0δz(γαεα), one finds
∂i
(
∂0k
i
ε − δφsiε
)
= ∂0
(
δzA
δ(γαε
α)
δzA
)
+ δφ
(
δεz
A δLH
δzA
+ δεu
α δLH
δuα
)
. (A.1.4)
One now takes εαs to satisfy δεszAs = 0 = δεsuαs . Note that in the case of Darboux
coordinates, this also implies that δ(γαε
α
s )
δzA
= 0. This is where we differ from the original
analysis. The authors of [54] considered asymptotic symmetries: δεszAs = 0 = δεsuαs only
as r goes to infinity. We are only considering exact reducibility parameters (in the case of
gravity, they are the killing vectors). If furthermore zAs , uαs is a solution of the Hamiltonian
equations of motion and the RHS of (A.1.4) vanishes. By using a contracting homotopy
with respect to δφi and their spatial derivatives, one deduces that
∂0k
i
εs[δz, zs] = (δφs
i
εs)[zs]− ∂jk[ij]εs , (A.1.5)
where k[ij]εs = k
[ij]
εs [δφ, φs] depends linearly on δφi and their spatial derivatives. Finally,
when δzAs , δuαs satisfy the linearized Hamiltonian equations of motion, including con-
straints, we find from (A.1.3) and (A.1.5) that
∂ik
i
εs[δzs, zs] = 0, ∂0k
i
εs[δzs, zs]− ∂jt[ij]εs = 0. (A.1.6)
At a fixed time t = x0, consider a closed 2 dimensional surface S, ∂S = 0, for instance a
sphere with radius r and define the surface charge 1-forms by
δ/Qεs[δzs, zs] =
∮
S
d3xi k
i
εs[δzs, zs], (A.1.7)
where d3xi = 12ǫijkdx
j ∧ dxk. The first relation of (A.1.6) implies that the surface charge
1-form only depends on the homology class of the closed surface S,∮
S1
d3xm k
m
εs[δzs, zs] =
∮
S2
d3xm k
m
εs[δzs, zs]. (A.1.8)
Here S1 − S2 = ∂Σ, where Σ is a three-dimensional volume at fixed time t containing
no sources. For instance, the surface charge 1-form does not depend on r. The second
relation of (A.1.6) implies that it is conserved in time and so does not depend on t either,
d
dt
δ/Qεs[δzs, zs] = 0. (A.1.9)
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The objects obtained by this method are 1-forms on solution space. To build the
wanted charges, we still need to integrate them:
Qεs[zs] =
∫ Zs
Z0
δ/Qεs[δγzs, zs] (A.1.10)
where the integration is done along a path γ in solution space going from a reference
solution Z0 to the solution upon consideration Zs. The variation δγzs is the variation of
the fields along the path. There is an issue with integrability: the integral may be path
dependent; the 1-form δ/Q may not be closed, see e.g. [53, 118, 52] for a discussion. This
explains the notation δ/.
A.1.2 Linear theories
In the case of linear theories, the latter problem does not arise and the whole analysis
simplifies. One can replace (A.1.3) by
γαε
α = zA
δ(γαε
α)
δzA
− ∂ikiε[z], (A.1.11)
where δ/δzA are the (spatial) Euler-Lagrange derivatives and kiε[z] depends linearly both
on the phase space variables zA and their spatial derivatives and on the gauge parameters.
One then uses (A.1.2) directly to eliminate ∂0(γαεα) from the time derivative of (A.1.11),
to get
∂i
[
∂0k
i
ε − siε
]
= ∂0
[
zA
δ(γαε
α)
δzA
]
+ δεz
A δLH
δzA
+ δεu
α δLH
δuα
. (A.1.12)
For gauge parameters εαs that satisfy
δεsz
A = 0 = δεsu
α, (A.1.13)
one then arrives at
∂ik
i
εs[z] = −γαεα, ∂0kiεs[z] = siεs[z, u]− ∂jk[ij]εs . (A.1.14)
For a solution zas , uαs , the surface charges
Qεs[zs] =
∮
S
d3xi k
i
εs[zs], (A.1.15)
are again independent of r and t.
When this analysis is applied to the Hamiltonian formulation of Pauli-Fierz theory,
one finds the standard expressions
kiε[z] = 2ξmπ
mi − ξ⊥(δmn∂i − δmi∂n)hmn + hmn(δmn∂i − δni∂m)ξ⊥, (A.1.16)
while the only solutions to (A.1.13) are ξµs = −ω[µν]xν + aµ, for some constants aµ,
ω[µν] = −ω[νµ]. In this context of flat space, Greek indices take values from 0 to 3 with
µ = (⊥, i). Indices µ are lowered and raised with ηµν = diag (−1, 1, 1, 1).
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A.2 Covariant approach
The rest of this appendix is devoted to a quick review of the covariant approach developed
in [51, 52, 53]. This approach can be applied to any gauge theory but we will focus here
on its application to gravity, with or without cosmological constant.
The starting point is the analysis of the linearized theory described by hµν around a
background gµν . It has been shown in [119] that the conserved surface charges are com-
pletely classified by the Killing vectors ξµ of the background metric gµν . Moreover, they
form a representation of the Lie algebra of those Killing vectors. The explicit expression
for the surface charges of the linearized theory depends only on the Einstein equations of
motion and is given by
δ/Qξ[h, g] = 1
16πG
∫
∂Σ
(dn−2x)µν
√−g
[
ξνDµh− ξνDσhµσ + ξσDνhµσ
+
1
2
hDνξµ +
1
2
hνσ(Dµξσ −Dσξµ)− (µ↔ ν)
]
, (A.2.1)
where
(dn−kx)νµ =
1
k!(n− k)!ǫνµα1...αn−2dx
α1 ∧ · · · ∧ dxαn−2 , ǫ01...n−1 = 1.
The algebra of these charges is given by
{δ/Qξ1 [h, g], δ/Qξ2[h, g]} = −δ/Qξ2 [Lξ1h, g] ≈ δ/Q[ξ1,ξ2][h, g]. (A.2.2)
The last equality is an equality on the equations of motion.
In view of these universal properties of the surface charges in the linearized theory,
the authors of [51] used them to define surface charges in the full theory associated to
asymptotic symmetries. For an asymptotic Killing vector ξ, they define a charge Qξ as
Qξ[g] =
∫ g
g¯
δ/Qξ[δγg, g] (A.2.3)
where δ/Qξ is evaluated on an asymptotic surface δΣ. For instance, in the case of AdS3,
δΣ will be a circle cross-section of the cylinder at r → ∞. The integration of (A.2.3) is
done along a path γ in solution space going from a reference metric γ¯ to the metric upon
consideration g. The variation δγg is the infinitesimal variation of the metric along the
path. As in (A.1.10), there may be a problem of integrability.
In the simplest cases, the charges are “linear”:
δ/Qξ[δγg, g] = δ/Qξ[δγg, g¯] (A.2.4)
and the integral can be done easily to give
Qξ[g] = δ/Qξ[g − g¯, g¯] (A.2.5)
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This happens in chapters 5 and 6 with space-times in three dimensions that are asymptot-
ically AdS3 or asymptotically flat at null infinity.
If the charges are integrable, the authors of [53] showed that under some technical
conditions the charges form a representation of the algebra of asymptotic Killing vectors
up to a central extension:
{Qξ1 [g], Qξ2[g]} = −δξ1Qξ2 [g] (A.2.6)
= −δ/Qξ2 [Lξ1g, g] (A.2.7)
≈ Q[ξ1,ξ2][g] +Kξ1,ξ2 (A.2.8)
where the central extension is given by:
Kξ1,ξ2 =
1
16πG
∫
∂Σ
(dn−2x)νµ
√−g¯
[
− 2D¯ρξρ2 D¯νξµ1 + 2D¯ρξρ1 D¯νξµ2
+ 4D¯ρξ
ν
2 D¯
ρξµ1 + (D¯
ρξν1 + D¯
νξρ1)(D¯
µξ2ρ + D¯ρξ
µ
2 )
− 2R¯µνρσξ2ρξ1σ
]
. (A.2.9)
In addition, the covariant expression for the surface charges described above coincides
on-shell with those of the Hamiltonian formalism [51, 53]. In this context, it follows from
the analysis of [103, 12, 54] that the surface charge is, after gauge fixation, the canonical
generator of the associated asymptotic transformations in the Dirac bracket.
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