An elimination theorem is proved in differential algebra, from which it follows that an analytic solution of virtually any ordinary differential equation that you can "write down" must actually solve an algebraic differential equation. As a corollary, it follows that the solutions of a large class of variational problems can be produced by an analog computer.
A hanging chain hangs in a catenary-essentially y = cosh x, which satisfies the algebraic differential equation y'2 -y2 + 1 = 0. It is similar for other classical problems in the calculus of variations in one independent variable. One could ask: Is this an accident? Why doesn't the chain hang as y = T(x) or some other "bad" function, which by [HOL] satisfies no algebraic differential equation? In this paper we give the reason by proving a general theorem (see Theorem 2).
This theorem is a direct consequence of an elimination theorem for differential equations (see Theorem 1) which implies, for example, that an analytic solution of where F is a polynomial in all its variables. This result answers, in much greater generality than stated, Problem 12 of [RUB] . In a certain sense then, for virtually every ordinary differential equation that you can "write down," its solutions satisfy an algebraic differential equation. Now the Shannon-Pour-El Thesis (see [SHA and POE] , but see also [LIR] for further remarks) says essentially that a function y(x) is the output of a generalpurpose analog computer if and only if it is differentially algebraic (DA), which means that it satisfies some ADE. We shall call such a function "analog-computable." (We need no new abbreviation-"DA" will suffice.)
When it comes to (smooth) functions/of several variables xx,.. .,xk, we say that / e DA if it is DA as a function of each variable when the others are held fixed. Ostrowski has shown [OST] that f (xx,.. .,xn) is DA if and only if it satisfies an algebraic Mayer system of partial differential equations. This means that there are a certain number of the (mixed) partial derivatives of/, say px,... ,ph such that if p is any (mixed) partial derivative of/, then there is a rational function H such that P = Hp(xx,...,xn:px,...,Pl).
For example, a + iï = 0 fL.0 dx2 dy2 dxdy is an algebraic Mayer system. (It is also easy to show (see [OST] ) that f(xx,...,xn) is a DA function of its variables xx,... ,xn if and only if, for all choices xx(t),... ,xn(t) of DA functions of one variable, F(t) = f(xx(t),... ,xn(t)) is a DA function of one variable. Again, by [OST] , it follows that sums, products, differences, quotients, compositions, inverses, derivatives, and integrals of DA functions are again DA. In other words, the usual processes of algebraic analysis keep one within the class of differentially algebraic functions.)
So another way to phrase our Theorem 2 is that if we have a problem in the calculus of variations in one dimension, and if the integrand of the integral to be minimized is analog-computable, then the solution is also analog-computable. Whether this carries over to higher dimensions (where the constraints are also supposed to be analog-computable) is an open problem that seems difficult.
One ramification of this is the open problem, related to the Dirichlet problem for Laplace's equation in the disc.
Problem. Suppose an are real (or complex) numbers with |a"| < 1/«! for n = 0,1,2, 3,... and suppose that £a"cos nx satisfies an algebraic differential equation. Must then Ea" sin nx satisfy a (presumably different) algebraic differential equation?
A second consequence of our elimination theorem is a differentially algebraic analog of the theorem of Weierstrass which considers meromorphic functions W that satisfy an addition formula of the form
where A is an algebraic function of two variables. He proved that W must be either (a) an algebraic function, (b) an algebraic function of some eXu, or (c) an algebraic function of some elliptic function. (See [ASK, Lecture 4] for this and related material.) We prove, in Theorem 3, that a meromorphic function W satisfies a formula (*) where A is differentially algebraic if and only if W is differentially algebraic. It is challenging to ask what happens when this restriction on A is strengthened to "linearly differentially algebraic," which means that, for every fixed t, A(s, t) satisfies, in s, a linear differential equation with polynomial coefficients, with a similar condition on A(s, t ) as a function of t for fixed s. With these preliminaries done, we may begin the body of the paper.
Theorem 1. Let G(t_x, t0, tx,.. .,tn) be a nontrivial analytic differentially algebraic function of its n + 2 variables, and let y(x) be an analytic solution, say, on an interval I, of the differential equation (1) Gix,yix),y'(x),...y)ix)) = 0.
Then y(x) satisfies some algebraic differential equation on I.
Proof. For simplicity, we will handle the first-order case where (1) reads
(2) Gix,yix),y'ix)) = Q.
The general case goes the same way, but with more complicated notation. We may suppose that there is a subinterval 7 ' of 7 throughout which the séparant, S = 9G/o\y' evaluated along our solutiony(x), does not vanish: dG/dy' =/= 0.
(For if dG/dy' = 0 in an interval, then we could replace G by dG/dy'. We then have to worry about 32G/3(y')2 = 0 in a subinterval. Proceeding stepwise in this fashion, we arrive at an expression whose séparant does not vanish, unless there is a point where 8"c7/9(y')" = 0 for all n. But then, by analyticity, G is independent of y' (the highest-order derivative) and we are reduced to the case of a lower-order differential equation. So an argument by induction on the order completes the proof.)
Let us write (A0) Gix,yix),y'ix)) = 0, (A,) -Gix,yix),y'ix)) = 0.
By the introductory remarks about algebraic Mayer systems, there are finitely many (mixed) partial derivatives <px,...,<pk of G on which all the (mixed) partial derivatives of G rationally depend. Now in (A¡), perform the indicated differentiation by the chain rule, to get (a'i) £+.!£*'+ *."roÍ and solve for^" to get (B2) dx dy SG/dx+jdG/dy)y' S Now differentiate formula (B2) successively to get formulas (B3), (B4),.. ,,(BN+X) for_v(3), j'4',... ,y'-N+1'> as just polynomials in^' and various partial derivatives of G, all divided by powers of S. This is because at each stage (B3),(B4),...,(BA,+1), successively, you may replace the intruding y" by the expression for it in (B2). Further, express all the partial derivatives of G (including S) that occur, as rational functions of cpx, <p2,... ,q>k. We arrive at Here, <p¡ = tp/x, y(x), y'(x)). Hence, if N is large enough, TV ^ (k + 3), we will have so many rational functions of so few (k + 3) variables that there will be a nonzero polynomial P such that P(RX,... ,R") = 0. We then have and that F is a differentially algebraic analytic function of its n + 2 variables on the range of(x, y(x),... ,y(n)(xj) for x e [a, b] . It is further assumed that f¡ F dx does not depend only on the boundary conditions (C). Then y(x) must be differentially algebraic.
Proof. For simplicity, we will again restrict ourselves to the case n = 1; the general case goes similarly. Now y(x) must solve Euler's differential equation (see [COH, Vol. 1, p. 185]) (4) y%y +y/y/+ ip-\ ç-d.
But (see our introductory remarks about operations that preserve the class DA), the left-hand side of (4) is a DA function of its variables x, y, y', y". By the additional assumption on the dependence of the integral, we see by §5 of Chapter IV of Vol. 1 of [COH] that the differential equation (4) is not the trivial equation 0 = 0. By Theorem 1, then, y(x) must be differentially algebraic, and the theorem is proved.
The following example shows that the analyticity assumption on y(x) in Theorem 1 cannot be relaxed to mere C".
Example. Consider the functions defined by e0(x) = x, en(x) = exp(e"_ ,(*)). For each n, en(x) and all its derivatives are positive on R. It is easy to show (see [BAB] for a more general result) that en + x(x) satisfies no ADE of order n. Fix n, and lety(x) = en + x(x) forx > 0, and yix) = p(x) = e" + 1(0) + eH+x(0)x + ■■■+ e^xi0)(x"/n\) for x < 0. Notice thatj/x) e C"(R) but that y(x) € C" + 1(R)-Now y(x) satisfies the differential equation (5) (y-p(x))(y-en+x(x)) = o License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use on all of R. However, y(x) satisfies no ADE on all of R, since the ADE would have to be of order at most n, since>'<" + 1)(0) fails to exist. This would mean that en + x(x) would satisfy an «th order ADE on R, which is a contradiction. We do not know about the C°° case. The problem of whether the analog of Theorem 2 holds in more than one variable seems to involve new difficulties. For example, let Í2 be a Jordan region in R2, bounded by a differentially algebraic curve y; say ß is the unit disc and y the unit circle. Suppose we have a differentially algebraic function u0 on y, and consider the problem of minimizing r f \t a./ \2 / a" \2] dx dy //" r) +(? dx I \dy subject to w| = u0. Must the solution û(x, y) be differentially algebraic? Put somewhat picturesquely, we are asking whether heat flow is an analog computer. A related problem, involving the Hubert transform, is the following: Some music is being played, in the next room, by an analog orchestra, but you hear the music through the wall, which filters out all the frequencies above a certain threshold i0. Is the music you hear produced by an analog computer? In short, is a band-pass filter an analog device in the sense of [POE] ? Theorem 3. In order that the meromorphic function W should satisfy an addition formula (*) WU + v) = AiW(u),Wiv)), where A is a differentially algebraic analytic function of its two variables, it is necessary and sufficient that W be a differentially algebraic function of its one variable.
Remark. A little care is needed in the hypothesis about the region where W is defined, so that W(u + v) should make sense. We leave the details of this to the reader. Further, other functional relations than ( * ) can be treated in the same way, as long as they are differentially algebraic, like Wiu + v + sin(wu)) = AiW(u), Wiv)), but we stick to ( * ) for convenience.
Proof of Theorem 3. First, suppose that W e DA. Then it satisfies ( * ) with A(s,t) = W{W -1(j)+ W\t)), and A is DA because it is separately so. For the converse, take derivatives of ( * ) first with respect to u, and then with respect to v, to get W'(u + u) = AxiW(u), Wiv))W'iu) = A2iWiu),Wiv))W'(v),
where Ax(s, t) = dA(s, t)/ds, A2(s, t) = dA(s, t)/dt. Choose a value f0 so that Ax(W(u),W(v0))
is not the zero function. (If this is impossible, then we have dA(s, t)/dt = 0, so that A(s, t) would be a function of s alone, so that (*) would read W(u + v) = A(W(u)), so that W must be a constant, which is certainly DA.) Then look at the differential equation (#) AxiWiu), Wiv0))W'iu) -A2iWiu), W(u0))W'(u0) = 0.
This equation is of the type treated in Theorem 1, and we conclude from that theorem that W e DA. This ends the paper.
