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It is shown that in many cases globally defined, bounded solutions of evolution 
equations are as smooth (in time) as the corresponding operator, even if a general 
solution of the initial-value problem is much less smooth; i.e., initial values for 
bounded solutions are selected in such a way that optimal smoothness is attained. 
In particular, solutions which bifurcate from certain steady states, such as periodic 
orbits, almost-periodic orbits and also homo- and heteroclinic orbits, have this 
property. As examples, a neutral functional differential equation, a slightly damped 
non-linear wave equation, and a heat equation are considered. In the latter case the 
space variable is included into the discussion of smoothness. Finally, generalized 
Hopf bifurcation in infinite dimensions is considered. Here smoothness of the bifur- 
cation function is discussed and known results on the order of a focus are 
generalized. 0 1985 Acdemic Prens Inc. 
1. INTRODUCTION 
Many applications involve initial value problems which can be written as 
an abstract evolution equation of the form du/dt =jY,z~) together with an 
initial condition u(tJ = u,, where f maps some Banach space E into itself, 
and uO E E. It is well known that locally there is a unique solution of this 
problem if f is defined and is Lipschitz continuous in an open neighborhood 
of z&J. Furthermore, this solution is as smooth as J In particular, it is 
analytic’ in t, if f is analytic (see [3]). Unfortunately, in many applications, 
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the domain off does not contain any open subset; e.g., in case of a partial 
differential equation, the domain off could be a subset of smooth functions 
in some space of continuous functions. In this case, the smoothness of 
solutions can depend on the initial value in a very sensitve way. 
On the other hand, many problems have some kind of invariant sets for 
the flow induced by the evolution equation, which are attractors for the 
nearby flow. In this case, one is interested in the solutions on the attractors 
rather than in the approaching solutions. Thus, the natural question arises if, 
in general, at least the solutions on the attractors are as smooth asf (cf. [9]). 
In this paper, we try to give a partial answer to this question. In several 
applications, the attractors corresponding to an evolution equation till a very 
thin subset in the underlying space E (see, e.g., [15]), i.e., the initial values 
for solutions on the attractors are residual. However, if the attractors are 
bounded, then these solutions are distinguished by being defined and 
bounded over all of IR. In what follows, we therefore consider bounded on IR 
rather than initial value problems. Of course, there are lots of results 
available which guarantee smoothness of solutions provided the initial data 
are chosen appropriately, in particular, the well-known Cauchy-Kowalevski 
Theorem for partial differential equations (see also [4-61). But the point is, 
that we do not know a priori whether the initial data corresponding to 
bounded solutions satisfy these conditions. Also, we include smoothness with 
respect to parameters into our discussion. 
Our results are more or less of a local type. The main result gives a 
positive answer to the question raised above in a neighborhood of certain 
steady-state solutions of nonlinear evolution equations. The linearized 
equation is supposed to generate a kind of semi-group which is a slight 
generalization of a continuous semi-group. Roughly speaking, we shall prove 
that solutions which stay in some neighborhood of the steady state for all t 
are as smooth as the equation. This result is of particular interest at bifur- 
cation points, since the neighborhood can be chosen uniformly with respect 
to small perturbations. Thus bifurcating solutions such as periodic orbits, 
almost periodic orbits and also homo- and heteroclinic orbits are included. 
In a sense, this is a supplement to center-manifold theory, which is one of the 
tools used to prove existence for such solutions. Since, in general, center- 
manifolds are neither analytic nor C”, even if the equation is, the use of 
center-manifolds does not give an adequate answer to the smoothness 
question. 
In Section 2 we prove some preliminaries. Here we consider equations 
which have a unique bounded solution on IR (in the nonlinear case locally). 
We show that this solution is as smooth as the equation, in time as well as 
with respect to certain parameters. Section 3 contains the main results. 
Finally, Section 4 is devoted to applications and examples. Our main 
example is a slightly damped, nonlinear wave equation near a critical steady 
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state, where the linearized operator has a simple zero eigenvalue. Here the 
theory applies to transient wave solutions. 
We also consider a nonlinear heat equation near a critical steady state. 
Although, in this case, most solutions are known to be smooth in time, in the 
analytic case, bounded solutions turn out to have the additional property that 
they are analytic in both the time and the space variable. For a class of 
neutral functional differential equations, we prove a global smoothness result 
for bounded solutions which generalizes a theorem of Nussbaum [ 181. 
Finally, we discuss bifurcation of periodic solutions form a focus (Hopf 
bifurcation) in infinite dimensions. Here a particular problem is smoothness 
of the bifurcation function. Especially, the unknown frequency which is 
introduced as a parameter, causes a lot of trouble. Nevertheless, it turns out 
that the @-case (k < co) can be done under a fairly general hypothesis. Here 
we generalize results of Crandall and Rabinowitz [2] (cf. also, Neves [ 171). 
But as far as the order of the focus is concerned, it is of interest to known 
analyticity of the bifurcation function (see Chow and Hale [ 1 I). To prove 
this we need to assume an analyticity condition for the flow generated by the 
linearized equation. But our conditions are much more general than, e.g., in 
Kielhofer [ 141. 
2. PRELIMINARIES 
Let E be a Banach space, and A: D(A) c E -+ E a linear, closed operator 
(D(A) not necessarily dense in E). Assume that the “exponential” ePAs is 
defined for s > 0, i.e., emAs is a family of bounded linear operators on E, 
which is strongly continuous and has the following property: 
6) e --A(sl+sz) = e-as,e-asz 9 s,, sz > 0. 
Also, we assume that there are constants c > 0, b > 0, and Q E (0, 1) such 
that 
(ii) x E E. 
Morevover, for x E D(A), suppose ePAsx E D(A), 
(iii) ]]e-ASx -xl] + 0 S+O+, 
and the derivative (d/ds) ePAsx exists in the norm-topology of E, where 
(iv) f eTASx = -AePASx = -edASAx, 
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Finally, let 
(VI 0 EP@)v 
where p denotes the resolvent set of A. Because of the decay property (ii), 
this last condition is not very restrictive. Observe, in the usual sense, epAs is 
not a continuous semi-group on E, since continuity is only required for 
x E D(A). 
A very simple example for A is the differential operator A = 
d/dx + b, b > 0, in the space E = C’[O, co] = {u: [0, co) + R ) u is uniformly 
continuous and bounded} equipped with the sup-norm, with domain of 
definition D(A) = {u E E / u is differentiable and du/dx E E}. Here the 
exponential is defined by e-%(x) = e-%(x + s) for u E E. In fact, a large 
number of differential operators together with appropriate boundary 
conditions and also some functional differential operators have these 
properties. For more examples, we refer to Section 4 and to the literature [7, 
12, 13, 8, lo]. 
Now, consider the equation 
$ = -Au +f(t), 
where f is some function with values in E. Here and in what follows, by 
solution we mean a C’ function U: R -+ E with values in D(A) such that the 
corresponding equation is satisfied for all f, i.e., a “classical solution.” Note 
that (2.1) has at most one solution which is uniformly bounded for all t E R. 
In fact, if there were two different, bounded solutions, then the homogeneous 
equation h/d -Au = 0 would have a nontrivial bounded solution U. But 
with u(t) also U(S + t) is a solution of this equation for all s E R and, as in 
the case of a continuous semi-group (see, e.g., [12]), for initial data from 
D(A) the corresponding Cauchy problem has a unique solution given by the 
action of eeAs. Therefore, we would have U(S + t) = e-%(t) which, by (ii), 
and the boundedness of U, implies u = 0, which is a contradiction. 
Next we solve (2.1) for a class of analytic functions f: More precisely, we 
assume that f can be continued holomorphically to some complex strip 
Set 
C, = {u: G + E ] u is continuous, bounded, and holomorphic in D,}, 
and introduce the norm 
IIIU III = sup II Wll. 
teD, 
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- 
Here D, denotes the closure of D,. Since the limit of a sequence of 
continuous (holomorphic) functions which converges uniformly on compact 
subsets of the domain of the functions, is again continuous (holomorphic), 
C6 equipped with this norm is a Banach space. Of course, if E is real, then it 
has to be replaced by its complexification in the definition of C,. In this 
case, it is reasonable to require that U(C) is real if t is, for u E C,. But, for 
simplicity, we do not change notation. The natural complexilications of the 
operators A and ePA’ are also denoted by the same symbols. Note, that 
properties (iF(iv) carry over to the complexifications. 
Now, define 
(2.2) 
2.1. LEMMA. The integral operator X defined by (2.2) is bounded in C, . 
Moreover, for f E C,, u(t) = Xf(t) is the unique bounded solution of 
Eq. (2.1). 
ProoJ Since 
the integral in (2.2) converges absolutely and uniformly for t E G. Thus, we 
conclude that Sf E C, and the operator X : C, -+ C, is bounded. 
It remains to show that u = Sf solves (2.1). We already know that u is 
contiuously differentiable in D, (even in the complex sense). So we still have 
to show u E D(A) and (2.1) is satisfied. The proof proceeds in three steps. 
First we show, for x E E and r < t E R, the integral jt e-“(r-s)X ds is 
contained in D(A), and 
holds. Indeed, by (ii) the integral exists, and by (iv) we have 
(d/ds) e - Aw--s)A -lx = e -A(‘--s)~ for s < t. Therefore, 
e --A(~--S)Xds=e-~~~-~x-e-~(f-r,~-lx 
for each E > 0. Letting E + 0 and using (iii) the claim follows. 
Next we prove, for x E D(A*) 
+- [evAh - I]x 4 -Ax as h-+0+. (2.4) 
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Here I denotes the identity operator. Using formula (2.3) with r= 0 and 
t = h, and the closedness of A we conclude 
$ [emAh - I]x = --$I” eeA”Axdu. 
0 
Observe, e -A”A~ is a continuous function of u in [0, co). Hence, as h + O+, 
the right-hand side tends to the value of -ePAuAx at u = 0, which, by (iii), is 
just -Ax. Thus, (2.4) is proved. 
Now we are ready to finish the proof. Fix any t E D,, Since u = Sf is 
continuously differentiable at t, we can use any sequence of difference 
quotients to approximate du(t)/dt. Suppose h > 0, and z+(t) = 
l/h[u(t + h) - u(t)]. We consider AP2a,(t) rather than z+,(t). By definition 
and some elementary algebraic manipulations, we have 
Ap2u,(t) = $ (eCAh -I)Ae2u(t) 
+$A-2,(he-Aof(l)du 
0 
[f(f + h - a) -f(l)] da. 
P-5) 
Here, by (2.4), the first term on the right-hand side tends to -AAw2u(t) as 
h + O+. Since A -’ is bounded on E, the second term can be rewritten as 
(l/h) .fi e -A”A -2f(t) do which, by continuity of the integrand, tends to 
A-‘f(t). The third term, finally, can be estimated by 
C (2.6) 
where c is some positive constant. Here we use the mean-value theorem to 
estimate ]]f(t + h - u) -f(t)]]. Evaluating the integral and observing the 
continuity of the derivative df/dt in D,, we see that the expression in (2.6) 
tends to 0 as h -+ O+. But A -2u,(t) + A -2 (du/dt)(t). Hence, from (2.5). we 
conclude 
A -2 $ (t) = -AA -224(t) + A -‘f(t). 
This implies, u E D(A) and (2.1) is satisfied. Thus the lemma is proved. 4 
2.2. Remarks. (a) Obviously, X is also bounded considered as an 
operator in the space C’(R, E) or even in L”O(lR, E) equipped with the sup- 
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norm. Its norm is the same as in C,. For a general fE L”O(R, E), u = Sf 
can be considered as a “mild” solution of (2.1). 
If eWAt is a continuous semi-group, then the function u(t) is said to be a 
mild solution of (2.1) if 
u(t) = e-‘%, + eeActes)f(s) ds. 
If u. E D(A) and f is continuously differentiable, it is known that u(t) is a 
classical solution. Furthermore, if f is sufficiently smooth and U, belongs to 
the domain of some power of A, then u is Ck (see, e.g., [20].) The argument 
in the proof of Lemma 2.1. shows that Sf is Ck and is the unique solution 
of (2.1) bounded for all f, iff and its derivatives up to order k are bounded 
for all t (k > 1). Thus, the initial value u. = s; e-““f(s) ds for the unique 
bounded solution is selected in such a way that the solution is as smooth 
asf: 
(b) Lemma 2.1 remains true if, instead of A, the operator -A satisfies 
(i)-(v), and the integral in the definition of X is replaced by the integral 
from 0 to -co. 
As an immediate consequence of the linear theory, we get some results on 
nonlinear problems. Let us now consider the equation 
$ = -Au + F@, u), (2.7) 
where A is as above, and F is defined and holomorphic in a (complex) 
neighborhood U of (0,O) E A X E and takes values in C,. Here /i is another 
Banach space, and ;1 E/i is considered to be a parameter. For example, F - 
may be given by F(& u) =f(t,I, u), where f: D, x/i X E-+E is 
holomorphic. A map between complex Banach spaces is called holomorphic, 
if it is locally bounded and Gateaux-differentiable (see [ 11 I.) 
Let us assume that F is uniformly bounded on U. Then, by Remark 2.2(a), 
as far as solutions in U are concerned, (2.7) is equivalent to the integral 
equation 
u = Y-F@, u). (2.8) 
Furthermore, in analogy to the linear case, a solution u of (2.8) which is 
contained in Lm(R, E) will be called a “mild” solution of (2.7). 
2.3. LEMMA. Let F: U c A x E -+ C, be holomorphic and uniformly 
bounded by some constant M, such that MS 111X (11 < r/2, where r is the 
radious of some ball B, = B:(O) x B:(O) with arc U. Then, for each 
2 E &f(O), Eq. (2.7) possesses a solution in g:,%(O). The solution is unique, 
even in the class of mild solutions, and depends holomorphically on L. 
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Prooj According to the discussion above, it suffices to consider 
Eq. (2.8). Let us introduce the map T: li x C, + C,, given by 
(A, 44) I-+ f P’(4 WW)l, w  h ose fixed points we seek. By assumption, for 
fixed L, it maps the ball BF,$(O) into itself. Moreover, it is contracting in this 
ball. This follows with the aid of Cauchy’s integral formula, which shows 
that D,P(J, U) is bounded by 2&Z/r for u E #f&O). Thus, the existence part 
in the lemma follows by the contraction mapping principle. Furthermore, the 
map T is holomorphic in B,(O, 0) c n x C,. In fact, again by Cauchy’s 
integral formula, the derivative DF(A, u) is uniformly continuous (the second 
derivative is bounded) on each ball g,.- E c n x E, E > 0. This guarantees that 
T is differentiable in the norm of li x C,. But now it is a general statement 
that the fixed points of a holomorphic family of contraction mappings with 
uniform contraction constant, are holomorphic functions of the parameter 
(see [ 1, p. 251.) 
So it remains to prove uniqueness in the class of mild solutions. To this 
end we notice that T(i, - ) also defines a contraction mapping in the ball 
B,,,(O) of Lm(lR, E). Hence, there is at most one fixed point in this ball. 
Thus the lemma is proved. 1 
2.4. Remarks. (a) It is clear from the proof, that Lemma 2.3 is still 
true for mild solutions, when the space C, is replaced by C”(R, E) or 
L”O(lR, E). 
(b) If the exponential eeAs is holomorphic in some sector r= 
{s E C ) ] arg s ( < 19,s > 0}, then the assumptions on F in Lemma 2.3 can be 
weakened somewhat. Because of the smoothing effect of such exponentials, 
then it makes sense to replace assumption (ii) by 
(vi) IIAye-A”xII <G llxll for all x E E, 
where A y is any fractional power of A such that a + y < 1 (cf. [ 131). This 
implies that the operator Y defined in (2.2) is bounded from C6 to the 
Banach space 
equipped with the norm ])I u lily = ]I( u ]I] + ]]]A ru I]]. Here we use the closedness of 
A y. As a consequence, F can have domain in li x Ci and range in C& 
(c) Also, if eeAs is holomorphic in r, then for real s, eeaAAs is a 
holomorphic function of Q in some complex neighborhood of a = 1 and 
hypotheses (i)-(v) are valid uniformly in a. So, S,: Cd--+ C6 defined by 
f,f(t)= (me-“Alf(t-s)ds (2.9) 
JO 
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is a holomorphic function of a and has a uniform bound. Consequently, 
there is a result similar to Lemma 2.3 for the equation 
du 
- = -c&42.4 + F(a, /I, u), 
dt 
(2.10) 
where, in particular, the solution is also holomorphic in a. This fact is very 
important in the theory of Hopf bifurcations, and we will come back to it in 
Section 4. 
Unfortunately, analyticity does not generally hold under our original more 
general hypotheses. Indeed, for A = -d/h + b in the above example, X,f(t) 
is defined by 
-absf(t - s)(x + as) ds, x E [O, co). 
Now, suppose that fE C6 has the form f(t)(x) = g(t t x), where g is a 27~ 
periodic function of one complex variable such that 
holds for its derivatives. We then claim that &f(O)(O) is not analytic in a 
at a = 1. A simple example for g is 
g(z)= 2 e-“jcosjz. 
j=O 
To prove the claim, write 
&f(O)(O)=+h + ) ( 1 
where 
h(A)=lome - b”g(h) do. 
The formal Taylor series of h at 1= 0 is easily computed to be 
h(A)- 2 $$1*. 
k=O 
By assumption, its radius of convergence is zero. Thus the claim follows, 
since by elementary rules, analyticity of S,f(O)(O) at a = 1 would imply 
analyticity of h at J = 0. 
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On the other hand, X,f(t) is certainly a P-function of a in this example. 
In fact, this is true in the general context---even in the nonlinear case-when 
f(t) is of class Cm. This is a consequence of the following lemma. 
Let CE(R,E) be the subspace of uniformly continuous functions in 
Co@, E). It is easily seen that the operator S,: Ci(IR, E) + Ci(lR, E) given 
by (2.9) is point-wise continuous in a and uniformly bounded for a in some 
neighborhood of 1. 
2.5. LEMMA. Let F(a, I, u)(t): B:(l) x B:(O) x B:(O) x R + E be of 
class Ck (k > 0), where A is finite dimensional now, and r < 1. Suppose that 
all derivatives are bounded and that the kth derivative is continuous, 
untformly with respect to u and t. Furthermore, suppose that the bound M of 
F satisfies M < r/2 111 S,lll, and that F is Lipschitz continuous with respect to 
u with uniform constant smaller than 2M/r. Then, for all (a, A) E 
B:(l) x I?;(O), Eq. (2.10) has a unique (mifd) solution u E L?$(O), and the 
function u(a, A)(t) is of class C”; the kth derivative of u is continuous 
untformly with respect to t. 
Proof As in case of Lemma 2.3, the existence and uniqueness part 
follows by the contraction mapping principle. Indeed, using the above 
properties of S, and the assumptions on F, we find that the map 
~:B~(l)xB;2(0)X~~,~~~~ ,/JO) defined by (a, 1, u) k S,[F(a, 1, u)] is 
continuous and a uniform contraction with respect to u(t). Thus, for each a 
and A, the unique fixed point u(a, A) of F’ is a mild solution of (2.10). It is a 
uniformly continuous function of t and depends continuously on a and 1. 
When k = 0, this proves the lemma. 
Now, suppose k = 1. Then the derivatives D,u(a, A), D,u(a, A), and 
D,u(a, 1) can be determined as fixed points of operators 
T’: B:(l) X B:(O) x S(& C:(lR, E))-t S(A, C;(R, E)), 
T*: B;(l) X B:(O) x g(R, C”,(W, E))+ A?(& C#, E)), 
T3: B;(l) x B;(O) x 9(lR, Co,(R, E))+ 9(R, C;(lF?, E)), 
where B(V, IV) denotes the space of linear bounded operators between 
Banach spaces V and W equipped with the uniform norm topology. Taking 
derivatives of the identity u(a, A)(t) = T’(a, 1, u(a, A))(t), we find the Tk 
(k = 1,2,3) to be given by 
T’(a, rl, IV) I= S, [D,F(a, A, u(a, A)) I+ D,F(a, A, u(a, A)) NJ], x&l, 
T*(a, A, M) ?= &[D,F(a, A, u(a, A))(t) t’+ D,F(a, 4 u(a, A)) Mfl, TE R, 
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and 
T3(a, I, K) 6 = S,[- + F(a, 1, u(a, A)>& t D,F(a, 1, 24% A)>& 
+ DuF(a, 1, u(a, L))Kii] 
+ LV,F(a, 1, u(a, A)) D, u(a, A)(t)& 
+ D,F(a, 4 u(a, n))(W], c?E IR, 
where Sk:C”,(W,E)+ Ct(iR,E) is given by 
X,‘f((t) = iJorn sepaASf(c - s) ds. 
For T3, we have used the representation 
since eeAs is not supposed to be differentiable in s. Note that S,l has similar 
properties as S,. Thus, we conclude that the mappings Tk are continuous. 
Here we use the assumptions on F and, since S, and S; are only point-wise 
continuous in a, the fact that 1, c and a’ belong to finite-dimensional spaces. 
In case of T3, it is assumed that D,u (a, n)(t) E 9(lR, Ci(lR,E)) depends 
continuously on a and 1 which has to be shown first. Furthermore, the 
uniform Lipschitz continuity of F implies I( D,F(a, I, u)]] < M/r. Therefore, 
each Tk is a uniform contraction with respect to its third argument. 
Thus, as in case of p, we conclude the existence of unique fixed points 
N, M and K, respectively, which depend continuously on a and 1. It is not 
very hard to show that these fixed points are actually the derivatives 
D,u(a, A), D,u(a, n)(t), and D, u(a, 2) (cf. [ 1, p. 251.) But this proves the 
lemma for k = 1. 
Now it should be clear how to proceed for any k < co by induction. Since 
this induction arrgument is straight-forward, it is left to the reader. 1 
2.6. Remark. The function u in Lemma 2.5 is that smooth in A and t 
even when the dimension of li is infinite. In 1 alone, ,U is Ck even when the 
smoothness assumption on the kth derivative of F is weakened to continuity 
plus uniform continuity with respect to u and t in I and ZJ only. As far as 
smoothness of u in a, A, and t is concerned, the lemma is still true for infinite 
dimensional d, provided one considers dircetional derivatives with respect to 
1 rather than Frichet derivatives. 
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3. MAIN RESULTS 
In this section, we consider a system of autonomous equations 
a!x 
- = Bx + if@, x, Y), 
dt 
dy - = -Ay + v(A, x, y). 
dt 
153 
(3.1) 
Here the variables x and y run in (complex) Banach spaces F and E, respec- 
tively, and, as before, A E A is considered as a parameter. We assume that A 
has the same properties as in Section 2, and that B is a bounded, linear 
operator in the space F. The functions u and u are supposed to be bounded 
and holomorphic from some neighborhood V of (0, 0,O) E A x F x E to F 
and E, respectively. (If u and z, are given as real analytic maps, then we 
consider hoiomorphic extensions (cf. [ 11 I). Moreover, the bound of v is 
supposed to be less than r/2 ll[S 111 in some ball B,=@(O) x 
E;(o) x q(o) c v. 
We shall show that each solution of (3.1) which is defined for real t and 
contained in the ball B,,, has a holomorphic continuation into some complex 
domain D,. First we note some simple lemmas. 
3.1. LEMMA. The map C:A x C”(R, F) x E + Co@, E) given by 
G(L, x, y)(t) = v(A, x(t), y) is holomorphic in the ball I?,= B:(O) X 
B:‘(O) x B:(O). Moreover, it is strict& bounded by r/2 ()I .Y )I[. 
ProoJ By Cauchy’s integral formula,-Du is bounded and uniformly 
continuous (D*v is bounded) on each ball B,-, , E > 0. This implies differen- 
tiability of v’ in the norm-topology of Co@?, E). The bound on r7 follows from 
the bound on v. 1 
From this lemma and Remark 2.4(a), we conclude that for each A E B:(O) 
and x E B:‘(O), the equation y = .Y u”(lz, x, y) has a unique solution y(t) = 
y*(A, x)(t) in B$(O). That is, we consider I and x as parameters. The map 
y*: B:(O) x B:‘(O)+ Co@, E) is holomorphic. 
3.2. LEMMA. The map k A x C”(iR, F) + E”(iR, F) given by u”(A, x)(t) = 
u@, x(t), y*(A, x)(t)) is holomorpic in the ball B, = B:(O) X B:‘(O). 
Proo$ The proof is analogous to the one of the preceeding lemma. 1 
Now we come to the crucial point for the later argument. Namely, we 
want to consider the initial value problem 
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$ = Bx + ;(A, x), 
X(O) = x0 3 
(3.2) 
in the space C”(R, F). This kind of trick has already been used by 
Nussbaum [ 181 in a similar context. Since, by assumption, (Bx)(t) = Bx(t) 
defines a bounded, linear operator on this space, and by Legma 3.2, the 
right-hand side in the differential equation is holomorphic in B,. Therefore, 
we know (cf. [3, Theorem 10.4.51) there exists a 6 > 0 and a holomporhic 
mawhz 
x*: B;(O) x B$(O) x B;(O) + B:‘(O) 
such that x(s) = x*(ll, x0, s) is the unique solution of (3.2) for IsI < 6. Note, 
s runs in a complex neighborhood of s = 0, but for each s, x(s) is a function 
of a real variable which we call t. 
Now we are ready to prove 
3.3. THEOREM. Let A be as in Section 2, and let B: F -+ F be a bounded 
linear operator. The mappings u: V -+ F and v: V + E are assumed to be 
holomolphic and bounded. The bound of v is required to be less than 
r/2 J(JX I)(. Now, let (I, xo(t),yo(t)) be a (classical) solution of (3.1) with 
A E B:(O), x,(t) E B:,,(O), and ye(t) E B:,*(O) for all t E R. Then the 
functions x0 and y. have holomorphic extensions defined on some complex 
strip D, ; 6 depends on the solution. 
Proof By assumption, x0 E B:,!*(O). Therefore, we can solve problem 
(3.2) with x0 as initial value. According to the discussion above, there is a 
unique solution x*@, x0, s) E B:‘(O) for s in some complex ball B:(O). We 
claim 
x*(4 x0, s>(t) = xo(s + q, 
when s is real. To prove this claim, we show that < given by c(s)(f) = 
xO(s + t), is a solution of (3.2), and we use uniqueness. We clearly have 
r(s) E Co@, F) and ((0) = x0. 
From the first equation in (3.1), we see that, with x0, also its derivative is 
bounded on R. Hence, x0 is certainly uniformly continuous. Furthermore, as 
a classical solution of the corresponding differential equation, y. E B:,*(O) is 
the unique solution of the integral equation y = Yo’(I, x0, y), where $ has 
been defined in Lemma 3.1; i.e., we have y,, = y*@, x0). Note, if x0 is 
uniformly continuous, so is I?@, x0, y) for all L and y. Thus, y, is also 
uniformly continuous (cf. Lemma 2.5). 
Now, with x0 and y,, also the function Bx,(t) + u@, x0(t), ye(t)) is 
uniformly continuous. So we can again use the first equation in (3.1) to 
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conclude: dx,/dt is not only bounded but also uniformly continuous on I?. 
This, in turn, implies that the function {: IR -+ Co@, F) is continuously 
differentiable in the CO-norm. Its derivative at s is given by (d</ds)(s)(t) = 
(dx, /dt)(s + t). 
So, in order to prove that the differential equation in (3.2) is satisfied, we 
still have to show zZ(& c(s))(t) = u@, x0@ + t), yo(s + t)). This amounts to 
proving 
Y*@, r(s))(t) = Yo(S + 9 
But this can be easily verified for each s, as we already did for s = 0 before. 
Thus, the claim follows. 
Now we are almost done. In fact, since x*(1, x0, . ): B:(O)-+BF’(O) is 
holomorphic and x0@ + t) = x*(& x0, s)(t) for real s, x*@, x0, s)(t) defines a 
holomorphic extension of x0 in each ball B:(t), t E IR. In every intersection 
of two of these balls which contains a whole interval of the real line, the 
corresponding extensions agree by standard results on holomorphic 
continuation. Thus, we have actually defined a holomorphic extension of x0 
on the whole strip D,. In particular, it is bounded and therefore contained in 
some space C,. 
This, in turn, implies that v’ (A, x0, y) is a holomorphic function of L and y 
with values in C,. Thus, it follows from Lemma 2.3 that also y, has an 
extension contained in C,. But this proves the theorem. 1 
3.4. Remark. According to Remark 2.2(b), Theorem 3.3 remains true, if 
in the second equation in (3.1) the operator A is replaced by -A. Also, we 
can add a third equation of this type. 
Finally, we state an analogous result for the Ck-case. 
3.5. THEOREM. Let A and B be as in Theorem 3.3. Suppose that the 
mappings u and v are of class Ck (k > 1) and bounded in their domain 
together with all derivatives up through order k. The kth derivatives are 
assumed to be uniformly continuous in x and y. Furthermore, suppose that 
the bound M of v satisJZes M < r/2 111 X 111 and that v is Lipschitz continuous 
with respect to y with uniform constant smaller than 2M/r, where r is the 
radius of some ball strictly contained in the domain of u and v. Then the x- 
and the y-component of a (classical) solution of (3.1) with properties as 
stated in Theorem 3.3, are actually Ck functions of t. (The kth derivatives 
are uniformly continuous.) 
Proof. The proof is completely analogous to the one of Theorem 3.3. 
Hence, we only give an outline. First one solves the integral equation 
y = X v”(& x0, y) for y as a function of x0. By Remark 2.6, this function is 
505/56/1-l 1 
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Ck from C’(ll?,F) into C’(lR,E). Then one considers the associated initial 
value problem (3.2) in Co@, F), and shows that r(s) given by @s)(t)= 
x0($ + t) is a solution. Since the right-hand side of the differential equation is 
of class Ck (k > l), one knows that the solution is unique and contained in 
Co@?, C”(lR,I;)). But this implies that x0 is Ck and its MI derivative is 
uniformly continuous. Now one can again use the integral equation 
Y = I- w, Xo,Y) t o conclude, by Lemma 2.5, that y, is just as smooth. 1 
Roughly speaking, the Theorems 3.3 and 3.5 can be rephrased as follows: 
“Small” bounded solutions of (3.1) are smooth as the mappings u and U, 
which is again a manifestation of some kind of relationship between boun- 
dedness on iR and smoothness of solutions of evolution equations. 
4. APPLICATIONS AND EXAMPLES 
A typical situation where a system of equations of type (3.1) occurs is 
bifurcation problems. One considers a (nonlinear) evolution equation which 
has a known steady-state solution for all values of some scalar parameter 1. 
This steady-state solution is supposed to be stable in the linearized sense for 
all values of A less han some critical one, say I = 0. At 1= 0, some modes of 
the linearized equation are going to be unstable, i.e., there are some purely 
imaginary eigenvalues of the corresponding operator. If the remaining 
spectral part is strictly bounded away from the imaginary axis, then there is 
a corresponding decomposition of this operator and the underlying space, 
given by so-called Dunford projections (for details see [12].) In many cases, 
this leads to an equivalent system of equations which, locally, fits into our 
theory. The space F corresponds to the pure imaginary spectral part and can 
often be identified with a finite-dimensional space. 
In this latter case, of course, one has a finite-dimensional center-manifold 
which depends continuously on the parameter (cf. [ 16, 11.) It is known that 
the bounded solutions in a neighborhood of the critical steady-state solution 
lie on any center-manifold. Thus, restricting the original equations to a 
center-manifold, the problem is reduced to a finite-dimensional evolution 
equation, where smoothness is clear. However, smoothness of center- 
manifolds is quite a problem. For example, for analytic equations, there need 
not be any analytic center-manifold in general. Nevertheless, Theorem 3.3 
applies and guarantees analyticity of the bounded solutions. These include all 
relevant bifurcating solutions such as periodic orbits, almost periodic 
solutions, and also homoclinic and heteroclinic trajectories. Furthermore, for 
Cm-equations, Theorem 3.5 implies that in a neighborhood of the critical 
steady state, these solutions are C” functions of time. This is also not 
obvious from center-manifold theory. 
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To illustrate these observations, we consider a slightly damped nonlinear 
wave equation together with zero boundary conditions: 
at,24 - arru + &u - u -Au +f(u) = 0, r E (0, n), 
u(0, 2) = u(7r, t) = 0. (4.1) 
Here 6 is some small positive constant, I a real parameter varying in a 
neighborhood of 0, and f: IR --f IR is supposed to be analytic and of order 
o(]ul) as u + 0. Let X= &[O, a] @L* [0, n] be the product of the usual 
Sobolev spaces. Elements of X are denoted by w  = (u, v). Introduce 
operators 
0 1 
-A= 
! i 
d’+l -6 
, D(J) = (iP[O, K) n iil[O, 7~1) 0 P[O, Z] 
dt2 
and 
G&W)= (n&u,) 
in X. Obviously, 2 is a densely defined, closed, linear operator and G is 
analytic. Here we use Sobolev’s embedding theorem H’ [0, n] c C’[O, x]. 
Thus, (4.1) can be rewritten as the evolution equation 
1 w  = dw + G(IZ, w), w  E x. (4.2) 
Representing w  as a Fourier series w(x) = Cp= I w, sin kx, we find that the 
spectrum of -2 consists of the eigenvalues 
P ~,2+~~, k=l,2,3 ,.... 
Thus, there is one eigenvalue zero, and all the others have negative real part. 
All eigenvalues are simple; in particular, the eigenspace of the zero eigen- 
value is spanned by ( ,i [ ). Call this eigenspace F and the complementary 
subspace E. Let P and Q be the corresponding eigenprojections. Set Pw = x 
and Qw = y. Then (4.2) can be rewritten in the form (3. l), where B = 0, 
A =z&, u = PG, and v = QG. By assumption, u and u are of order o(]n ( + 
I]xJ( + ]I yl]) as il+ 0, x--, 0, and y+ 0. Furthermore, again by Fourier 
series, it can be shown that the interval (-J/2, co) belongs to the resolvent 
set of -A, and 
MA +&‘ll< ’ p+iy2' p > -d/2. 
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Therefore, by a well-known theorem on semi-groups (see, e.g., [12]), ---A 
generates a continuous semi-group in E, and (ii) is satisfied with a = 0, 
b = 6/2, and c = 1. Thus, all hypotheses of Theorem 3.3 are fulfilled for 
sufficiently small r. 
Using center-manifold theory, it can be shown that there is a saddle-node 
bifurcation of steady states of (4.1) at A = 0. If, for example, the second- 
order term in the Taylor expansion off is nondegenerate, then, for each A 
near zero, there is exactly one non-trivial steady-state solution which is 
connected with the trivial one by a heteroclinic orbit, i.e., a transient wave. 
Here one uses the fact that center-manifolds are one-dimensional in this 
example, invariant under the corresponding flow and contain all steady 
states. By Theorem 3.5, the transient wave solutions are analytic in time. 
Qualitatively, the same result holds true for the parabolic problem 
a,u-a,,u-u-nu+f(u)=O, r E (0, n), 
u(0, t) = u(7r, t) = 0, 
(4.3) 
where A. and f are as before. This problem can be written as an evolution 
equation in X = Co [0, K]. The linear operator 
- d2 
-A=-@ D(A) = {u E C2 [0, AI/U(O) = U(K) = 0) 
has simple eigenvalues ,uk = 1 - k2, k = 1, 2, 3,... . Corresponding eigen- 
functions are sin kx. Using Green’s function, we see that the restriction of 
-A” to the subspaceE corresponding to the nonzero eigenvalues, which we 
denote by -A, satisfies the Hille-Yoshida condition for a generator of a 
holomorphic semi-group, except that D(-A) is not dense in E (for the 
Hille-Yoshida condition see, e.g., [ 111.) Nevertheless, the exponential ePAS 
can be defined by Dunford’s integral, and hypotheses (i)-(v) are satisfied. In 
addition, eeAs is holomorphic in the sense of Remark 2.4(b). 
Furthermore, the same result is true in a space of holomorphic functions 
Y = {u: K+ C ] u is continuous and holomorphic in K}, 
where 
for some E E (0, n/4) (see [ 191.) This has an interesting consequence. Since 
the eigenspace F corresponding to the zero eigenvalue of -2 is spanned by 
the holomorphic function sin c, it follows that any classical solution of (4.3) 
which remains in some neighborhood of A= 0, u = 0 for all t, is not only 
analytic in time, but also in the space-variable. In fact, if (4.3) is rewritten as 
a system (3. l), then, for given x with values in Y the unique solution of the 
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second equation takes values in Y, too. This implies, in particular, that bifur- 
cating steady states are analytic functions of 4. 
Also, note tbit in case of the parabolic equation, there are only a finite 
number of eigenvalues of -A’ to the right of each line parallel to the 
imaginary axis in the complex plane. Thus, we get an arbitrarily large decay 
rate b for emAs, if --A is the spectral part of -A’ belonging to the eigenvalues 
outside a sufficiently large ball. This, in turn, leads to an arbitrarily small 
norm for the corresponding operator fl. On the other hand, the 
complementary spectral part of -2 is still a bounded operator on a finite 
dimensional space. Rewriting (4.3) in form (3.1) according to such spectral 
decompositions, it should be possible to get some kind of global smoothness 
result for bounded solutions out of the present theory, since the smallness 
condition required for the mapping u in (3.1) is proportional to l/l]] .7 I]]. But 
we will not work out the details here. 
Rather, we want to consider a class of functional differential equations 
globally. In fact, Nussbaum [18] used the present ideas first to prove 
analyticity of bounded solutions of the equation 
in [R”, where y, is defined by yt(s) =~(t + s) for all s. 
Let us briefly indicate a proof of analyticity for the neutral case 
where D: C = C”( [-r, 01, R”) -+ R” is linear, bounded, atomic at zero, and 
the solutions of Dy, = 0 satisfy 
I Y,I < wbt Ml, t > 0, 
where y. = ) and b, c > 0 (i.e., D is stable). See [8] for the basic existence 
theory. Let X be the complex Banach space of functions x: (-co, +co) + C”, 
which are uniformly continuous, equipped with the sup-norm, and let 
U= {x E X/sup, ] Im x(t)1 < h} be a neighborhood of the real subspace of X. 
Suppose that f has a holomorphic extension to U which takes closed 
bounded subsets of U into bounded subsets of C”. Also, extend D to X. 
Now, define 0”: X+X and F: U+ X by @(x))(t) = D(xJ and (F(x))(t) = 
f(xJ, respectively, for all t E F?. The linear operator D is actually an 
isomorphism in X. Its inverse has a representation 
@-‘x)(t) =I0 d&q)x(t + e), 
-m 
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where r has bounded variation (see [8].) F is holomorphic. Thus, F 0 fi-’ is 
holomorphic in some neighborhood U. 
Now, consider the ordinary differential equation 
$x=F(Plx) 
in U. If y” is a (classical) solution of (4.5) bounded on R, then define 
r: R --+X by c(s) = &z, i.e., <(s)(t) = D@+ J. Using (4.Q we find by a 
bootstrapping argument, that 0~: and its derivative are contained in X as 
functions of t. Therefore, r is well defined and continuously differentiable, 
r(O) = By”. By definition, we have 
& 
z (s)(t) = f Wf+ t) =f(y;+ t) = F@:)(t) = F@ - ‘t(s))(t) 
for all s, t E R. Hence, r is a solution of (4.6) with initial value &“. Now we 
can argue as in the proof of Theorem 3.3 to conclude that x0 = By0 has a 
holomorphic extension contained in some space C,. It then follows that y” is 
analytic. 
If f is of class C ,” on each bounded subset of the real subspace of X, then 
it follows in the same way, that globally defined, bounded solutions of (4.5) 
are C”, functions. 
Finally, we talk about bifurcation of periodic solutions from a focus (Hopf 
bifurcation), which was actually the starting point for the whole paper. A 
focus is a steady-state solution for which the linearized operator has a pair of 
simple, purely imaginary eigenvalues, say MII,, and all the other spectral 
points are off the imaginary axis. One looks for periodic solutions in a small 
neighborhood of the focus. For a finite-dimensional vector field which is 
analytic, it can be shown that there is either a “vertical” bifurcation of 
periodic orbits at the critical parameter value or there are at most a finite 
number of branches of periodic orbits emanating at the critical parameter 
value. The maximal number of possible branches is said to be the order of 
the focus (see [ 1 I.) The crucial point is to prove analyticity of the bifurcation 
function which is a function of d, a and a, where 1 is the parameter, a 
measures the amplitude of the bifurcating orbits, and a is the reciprocal of 
the unknown frequency cc. 
In what follows, we describe a generalization to infinite dimensions. 
Suppose that the equation is written in form (3.1), where the focus is at 
1= 0, x = 0, y = 0; F is the eigenspace corresponding to the eigenvalues 
fiw, and can therefore be identified with IF?‘; E is the complementary 
subspace and B and ---A are the corresponding spectral parts of the linearized 
operator. The operator -A is supposed to satisfy hypotheses (i)-(v). In X- 
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space, we can introduce coordinates (xi, x,) such that B is given by the 
matrix 
B=( i. a’). 
Furthermore, it is convenient to introduce polar coordinates 
x, =p cos e, x2 = -p sin 19, y=pw. 
This transformation can be justified using center-manifold theory (see [ 1 I.) It 
leads to the following set of equations 
de 
z = w. - (u, sin 8 + 24, cos 8)/p, 
*=u case-u 
dt ’ 
sine 2 9 
$ = -Aw + v/p - (u, cos 0 - u, sin 8) w/p, 
(4.7) 
where all functions are evaluated at (L,p cos 8, -p sin e,pw), and 
u = (ui , u2). Now we rescale time by wt M t, set (x = cu -I, and look for 2x- 
periodic solutions of the form 
8 = t + e*(;1, U, a, t), p = a + a * p”@, a, a, t), 
w = w*(A, a, a, t), 
where we require li”p*(& a, a, t) dt = 0. The resulting equations for 8*,p*, 
and w* are written as 
de” 
- = @(A, a, a, t, e*,p*, w*> - G,(il, a, a) 
dt 
dp” -= R(d, U, a, t, O*,p*, w*) - G,@, U, a), 
dt 
dw* 
-= -aAw + IV@, Q, a, t, e*,p*, w*), 
dt 
where 
G,=$-12n@dt, 
0 
G, = &-,‘” R dt. 
0 
(4.9) 
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Thus, if u and u are of class Cf: (analytic) and if u@, 0,O) = 0, I@, 0,O) = 0, 
then 0, R and W are 2x-periodic in t, of class Ci-’ (analytic), and of order 
O(~~~~~+~a~+~l/w,--a~+~p*~2+~~~*1(2) as k-+0, a-0, a--,~;‘, 
p* + 0, and w* + 0, uniformly in t and 8*. The function G = (G,, G2) is the 
bifurcation function. 
Now we associate a fixed point problem to (4.8). To this end, we 
introduce the operator 3, which maps a continuous, 2n-periodic function 
f(t) with mean-value zero to the unique solution of the equation du/dt =f(t) 
with mean-value zero. Also, let Q denote the projection, which mapsf(t) to 
its mean-value, P = I - Q. Thus, (4.8) can be rewritten as 
e* = APO@, a, a, c, e*,p*, w*), 
p” = &R(A, U, a, t, P,p*, w*), 
w* =S, W&a, a, t, e*,p*, w*), 
(4.10) 
with S, as in (2.9). 
Note that P is continuous in the space Ci,(lR, IR) and .? is bounded on 
the range of P. Also, both P and 2 commute with differentiation on subsets 
of continuously differentiable functions. Therefore, in the (?-case, we can 
apply the technique of the proof of Lemma 2.5 to (4.10) to conclude that for 
(II, a, a) near (0, 0, o; ‘) there is a unique solution 8*,p*, w* which is a 
Ck-’ function of 1, a, a, and t. This then implies that the bifurcation function 
G is Ck-‘. Note, that this has to be understood in the sense of directional 
derivatives with respect to L if II has infinite dimension. 
Furthermore, if we assume that ePAS is holomorphic, then we can use 
Remark 2.4(c) and the method of Lemma 2.3 to prove analyticity of the 
bifurcation function in the analytic case. Thus we have the same alternative 
of possible bifurcations from the focus as in the finite-dimensional case. But, 
as already pointed out in Remark 2.4, for more general equations the 
problem is still open. 
To summarize, we have outlined the proof of the following theorem: 
4.1. THEOREM. Consider the equation 
$ = cu +f(A, u), 
where u E X, a Banach space, and 11 E A, another Banach space. Suppose 
that f: A x X -+ X is of class Ct (k > 1) (analytic) satisfying f (12,O) = 0 for 
all A and D,f (0,O) = 0 and that C is a closed linear operator in X with a 
pair of simple eigenvalues fiw, and the other spectrum contained in the left 
complex half plane. Let the negative part of C, say -A, satisfy the hypotheses 
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(i)-(v) of Section 2. Then, the problem of jinding periodic orbits of (4.11) 
near A = 0, u = 0 is equivalent to solving the bifurcation equation G = 0. The 
function G with components G, and G, given in (4.9) is of class Ck-’ 
(analytic, if eeAS is holomorphic). 
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