ABSTRACT: Prediction of microbial CP (MCP) synthesis in the rumen is an integral part of the MP system. For the NRC beef model, MCP is calculated as 0.13 multiplied by TDN intake (TDNI), with adjustment for physically effective NDF (peNDF) concentrations less than 20%. Despite its application for nearly 2 decades, MCP predictions using this approach have not been extensively evaluated. We assembled a database of 285 treatment means from 66 published papers using beef cattle and dairy or dairy × beef crossbred steers, fed diets with a wide range of TDN, CP, and ether extract (EE) concentrations, in which MCP synthesis was measured. Fat-free TDN (FFTDN) concentration was calculated by subtracting 2.25 × percent EE from the TDN concentration. Based on initial model selection procedures indicating that DMI and concentrations of TDN, FFTDN, and CP were significantly (P < 0.04) related to MCP synthesis, linear and quadratic effects of TDNI and FFTDN intake (FFTDNI) and CP intake (CPI) were considered as potential independent variables. Mixed model regression methods were used to fit 1-, 2-, and 3-independent-variable models based on either TDNI or FFTDNI (e.g., TDNI only, TDNI and CPI, and TDNI, CPI, and the quadratic effect of TDNI; or FFTDNI only, FFTDNI and CPI, and FFTDNI, CPI, and the quadratic effect of FFTDNI). True ruminal OM digested (TROMD; g/d) was highly related (r 2 = 0.84 using citation-adjusted data) to MCP synthesis. Similarly, both TDNI and FFTDNI were highly related to citation-adjusted TROMD (r 2 > 0.96) and MCP synthesis (r 2 > 0.89). Models with FFTDNI were slightly more precise with slightly smaller prediction errors than those with TDNI. Randomly dividing the citations into Development (60%) and Evaluation (40%) data sets indicated that models such as those derived from the overall database accounted for 46 to 56% of the variation in MCP synthesis, with neither mean nor linear bias (P ≥ 0.26). In contrast, calculating MCP as 0.13 × TDNI, with or without adjustment for peNDF concentration, resulted in overprediction of MCP (P < 0.001 for both mean and linear bias). Cross-validation using 5,000 randomly drawn training and testing data sets yielded results similar to the Development/Evaluation approach. Recommended equations are provided, but the errors of prediction associated with these empirical regression equations were on the order of 25 to 30% of the mean MCP.
INTRODUCTION
An estimate of the microbial CP (MCP) synthesized in the rumen is an essential element of the MP system used by the current NRC nutrient requirement series for beef (NRC, 1996 (NRC, , 2000 and dairy cattle (NRC, 2001) . The beef MP system suggested that MCP could be predicted by multiplying TDN intake (TDNI) by a coefficient of 0.13. The MCP is adjusted downward for high-grain, low-fiber diets by assuming a 2.5% decrease in MCP synthesis for each 1% decrease in physically effective NDF (peNDF) less than 20% of the dietary DM. An evaluation of the 0.13 factor and the peNDF adjustment with independent data was not reported in the NRC (1996, 2000) publications. Similar to the beef system, the NRC (2001) dairy MP system used a value of 0.13 multiplied by the TDNI (discounted for DMI above maintenance). The use of the 0.13 factor was verified from a data set of 334 treatment means obtained with lactating and dry cows. The dairy estimate (NRC, 2001) of MCP assumes an efficiency of 85% for converting RDP to MCP; when RDP supply is less than 1.18 times the predicted MCP synthesis, MCP synthesis is calculated as the RDP supply multiplied by 0.85.
Despite widespread application of the NRC (1996, 2000, 2001 ) MP system, the validity of predicting MCP synthesis from TDNI using the factor of 0.13 and the peNDF adjustment has been neither extensively assessed experimentally nor evaluated by conducting analyses of published literature. Most evaluations have involved comparing performance results against modelpredicted outcomes, which does not specifically evaluate MCP predictions. Our objective was to use published data from studies with cattle fed typical beef cattle diets to evaluate the NRC (1996, 2000) method of predicting MCP synthesis and to develop and evaluate new equations based on intakes of dietary TDN and CP.
MATERIALS AND METHODS
Data used in the analyses reported in this paper were generated from published literature; therefore, no live animals were used by the authors in conducting this project.
Literature Database
Data were treatment means from 66 papers published in the Journal of Animal Science from 1983 to 2013. These papers were chosen because they were from experiments involving animals fitted with intestinal cannulas that were designed to make inference to factors affecting site and extent of digestion and MCP synthesis with diets typical of those fed to beef cattle. Beef cattle (primarily steers and heifers, with 1 study involving beef cows and 1 involving bulls) were used in most studies, although some experiments used dairy or dairy × beef crossbred steers. Selected papers represented a wide range in dietary energy and CP concentrations.
For each citation, measurements of the quantity of MCP synthesized, RDP (calculated as the difference between CP intake [CPI] and duodenal CP [nonammonia N × 6.25] flow minus MCP flow), quantity of true ruminal OM digested (TROMD), CPI, DMI, and OM intake were recorded in the database. In 7 of the studies, DMI was not reported and was therefore calculated from reported or assumed ash concentrations of the diet. Conversely, in 1 study, OM intake was not reported and was calculated from DMI using an assumed ash concentration of the diet. If reported in the paper, dietary NEm concentration and percentage of ether extract (EE) were logged in the database. When these values were not reported, dietary ingredient composition data from each citation were used to determine the dietary concentration of NEm and EE based on percentages of ingredients and tabular values for NEm (NRC, 1996 (NRC, , 2000 and EE (Preston, 2011) . Based on the ratio of TDN to ME of 3.62 used in the NRC (1996, 2000) feed composition database and calculating NEm from ME using the cubic equations provided by the NRC (1996, 2000) 
Statistical Analyses
Analyses to select independent variables to be included in final models used PROC GLMSELECT of SAS (SAS Inst. Inc., Cary, NC) with the Literature database to evaluate potential independent variables (e.g., linear and quadratic effects of TDNI, FFTDNI, CPI, etc.) for prediction of MCP synthesis. This procedure allows for the inclusion of class variables; therefore, citation (i.e., the study effect) was included in the model statement. A stepwise method for testing potential independent variables with an entry P-value of 0.10 and a P-value of 0.05 to remain in the model was used for this initial evaluation. The Mallows' C(p) statistic was specified in the model options as the method for choosing the best model.
After potential independent variables were identified from the PROC GLMSELECT output, the Literature database was used to derive equations that included these independent variables. Mixed model methods as described by Littell et al. (2006) were used for equation development. Because the database was compiled from multiple published studies that varied in experimental design, locations, years, seasons, and other experimental conditions, the data source (e.g., the published study) was included as a random intercept effect in the model, which accounted for variation associated with different intercepts in the cited studies. Moreover, because the range in independent variables (e.g., TDNI, FFTDNI, and CPI) within each citation was small in all but a few of the 66 studies, an a priori decision was made to not include random effects for slopes in the models. Citation-adjusted data were created for each observation in the data set to provide a convenient graphical representation to illustrate the data scaled to a common intercept. Essentially, the predicted citation-adjusted value for each data point is calculated with the overall intercept and slope from the mixed model analysis, and the residual from the complete model (including intercept adjustments) is added to this predicted value, effectively scaling the variation for individual data points to the overall intercept. Because of this scaling, it should be noted that the r 2 values are greater and root mean square error (RMSE) values are less for the citation-adjusted data than when unadjusted data are reported because the variation associated with study (i.e., citation) is excluded. The relationships between fermented OM, TDNI, and FFTDNI; MCP synthesis, TDN, and FFTDN concentrations; and MCP:TDNI and MCP:FFTDNI ratios and TDN concentration also were evaluated for citation-adjusted data using statistical analyses performed with PROC MIXED and PROC REG of SAS.
Model Adequacy
Two methods were used to evaluate the utility of the independent variables to predict MCP synthesis (e.g., observed vs. predicted MCP synthesis). One method used a random division of the Literature database into Development and Evaluation data sets; this division was done at the citation level. The other method used crossvalidation analysis by random sampling/resampling of the Literature database; this method involved division of the data at the level of individual data points, not at the citation level. Each method will be described briefly in the following sections.
Development/Evaluation Data Sets. For this method of evaluation, the Literature database was randomly split into 2 data sets, with data from 40 citations in the Development data set and data from 26 citations in the Evaluation data set. Each citation in the Literature database was assigned a number from 1 to 66, and citations in the Evaluation data set were selected by matching 26 randomly generated integers in the range of 1 to 66 with the number of the citation in the Literature database. The remaining 40 citations made up the Development data set. Means, SD, and ranges for variables in these 2 data sets are shown in Table 1 . Mixed model procedures described previously were used in the Development data set to derive equations of the same form as those developed from the Literature database. The Evaluation data set was then used to test the validity of equations developed from the Development data set. Observed MCP synthesis in the Evaluation data set was regressed on predicted MCP synthesis for each equation that was developed from the Development data set. In addition, observed vs. predicted values from the NRC (1996) method for calculating MCP synthesis, with and without adjustment for peNDF concentration of the diet, were evaluated along with developed equations. The peNDF concentration for diets was calculated from the dietary ingredients that made up each data point, using the NRC (1996, 2000) feed ingredient database. Although the NRC (1996, 2000) assigned the acronym "eNDF" for what we have described as peNDF, the conceptual basis for the NRC (1996 NRC ( , 2000 adjustment is consistent with the manner in which the term peNDF is defined by Mertens (1997) ; hence, we have used the term peNDF.
The coefficient of determination (r 2 ) was obtained as a measure of the precision of the relationship between observed and predicted MCP synthesis. Root mean square error (SD of the regression) was used to evaluate model accuracy. Mean and linear biases were calculated as described by St-Pierre (2003) by regressing residuals (observed minus predicted MCP synthesis) on mean-centered predicted MCP synthesis (St-Pierre, 2003) , which estimates the intercept at the mean value of the dependent variable rather than at 0. The significance of the intercept term at the mean value, a measure of the mean prediction bias, and the slope of this mean-centered regression, a measure of the linear prediction bias (i.e., whether the prediction error is consistent across the range of data), were evaluated by t tests.
Cross-Validation Analyses. The cross-validation technique (Efron and Tibshirani, 1998 ) was used to evaluate the reliability and robustness of the chosen variables at predicting MCP yield from the random coefficients model regression analysis. Our cross-validation analysis had 5,000 simulations, and it was adapted from the cv.glm function of the boot package (Davidson and Hinkley, 1997; Canty and Ripley, 2014) . For each simulation, the Literature database was randomly split into 2 subsets (k = 2) of approximately equal sample size. Equations were obtained with 1 subset (training data set) and tested (i.e., model adequacy statistics were obtained) on the other set (testing data set), after which the data sets were swapped and the calculations were repeated. The fitted equations had the same variables as those developed using PROC MIXED of SAS described previously, but the parameter estimates were computed using the linear and nonlinear mixed effects models (Pinheiro and Bates, 2000) with the nlme package (Pinheiro et al., 2014) of R 3.1 (R Core Team, 2014) . Although fixed and random (intercept) variables were fitted with the training data set, only the fixed-effect variables were used in the testing data set. Only 1 value was reported for each statistic per simulation, and it was the weighted average based on the sample size of the testing data set, which in our case was basically the average because only 2 subsets of approximately equal size were created.
The evaluation of the predictability of equations developed in the cross-validation analysis was assessed with 6 adequacy statistics discussed by Tedeschi (2006) . These adequacy statistics were used to compare precision and accuracy of the equations and included mean square error of prediction (MSEP) and its decomposition (Bibby and Toutenburg, 1977) , root mean square error of prediction (RMSEP), the concordance correlation coefficient and equation accuracy (Cb) as proposed originally by Lin (1989) , equation precision via the coefficient of determination, and mean bias. We used the decomposition of sources of variation of MSEP to measure the proportional contribution of errors in central tendency, systematic bias (slope different from 1), and random errors (Tedeschi, 2006) . These statistics were obtained with R 3.1 (R Core Team, 2014). The 5 and 95% quantiles (Hyndman and Fan, 1996) of the adequacy statistics were reported based on the 5,000 simulations.
RESULTS AND DISCUSSION

Relationships among Fermented OM, TDN, and Fat-Free TDN Concentrations and Intakes and Microbial CP Synthesis -Literature Database
As expected, citation-adjusted MCP yield (g/d) was strongly related to TROMD (g/d; Fig. 1A ). As noted previously, the r 2 of this relationship should be viewed as an overestimate of the relationship for any given set of data because adjusting for the random intercept effects of citations in the Literature database increases this value. Similar to our findings, Oba and Allen (2003) reported a linear relationship between microbial N flow (g/d) and TROMD (kg/d) in lactating dairy cows fed high-and low-starch diets with different corn processing methods. Converted to a CP basis and adjusted for grams vs. kilograms on the x axis, their slope was 0.149 g of MCP/g of true ruminal OM fermented, whereas the value for our beef studies was considerably less (0.082). Leng and Nolan (1984) suggested that a small pool of ruminal microbes growing rapidly is more efficient than a larger pool growing slowly. Therefore, a shorter ruminal retention time of fermentable OM associated with a greater OM in-take might contribute to greater ruminal microbial growth efficiency in lactating dairy cows than in growing steers.
The basis for using TDNI to predict yield of MCP is that it is assumed to be a more readily available (or conveniently calculated) value than TROMD. Using the Literature database, we conducted some initial evaluations of the relationship of TDNI to TROMD as well as considered the general relationships between the ratio of MCP:TDNI and MCP:FFTDNI (i.e., the efficiency of MCP synthesis per unit TDNI or FFTDNI) and the TDN and FFTDN concentrations of the diet.
Both TDNI and FFTDNI were strongly related to citation-adjusted TROMD (Fig. 1B and 1C , respectively). Because these variables are all components of DMI and their nutritional characterization overlaps, one would expect a strong relationship among them. The relationship between FFTDNI and TROMD showed a slightly greater citation-adjusted r 2 (0.976 vs. 0.964) and a smaller RMSE compared with the relationship between TDNI and TROMD (RMSE = 237 vs. 281 g/d; data not shown). Because TDNI and FFTDNI are calculated from TDN and FFTDN concentrations and DMI, Owens et al. (2014) noted that separating the effects of DMI from these measures of energy concentration is difficult. Indeed, using a database of 118 data points from cattle studies (some were included in our Literature database), Owens et al. (2014) reported that MCP yield and dietary TDN concentration alone showed little relationship (r 2 = 0.01), although a narrow range of TDN concentrations (76 to 89%) was evaluated in that study, which would make detection of a relationship difficult. In our Literature database, both the slope (3.79; P = 0.011) and intercept (226.3 g; P = 0.045) were significant for the relationship between citation-adjusted MCP yield and TDN concentration (data not shown), with a r 2 of 0.35. The slope (6.27) for the regression of citationadjusted MCP synthesis on FFTDN concentration (r 2 = 0.51; data not shown) was likewise significant (P < 0.001), but the intercept (99.9 g) was not (P = 0.348). Moreover, the regression of MCP yield on the percentage of TROMD in our data set (data not shown) yielded results similar to those for regressions with concentrations of TDN and FFTDN (r 2 = 0.40; significant [P < 0.004] intercept [196. 4 g] and slope [5.03] ). The greater range in TDN concentration in our data and the fact that Owens et al. (2014) did not adjust for the random effects of citations might account for the differences in these findings. Owens et al. (2014) reported that regression of MCP yield on DMI resulted in a r 2 of 0.47, whereas using TDNI as the independent variable only increased the r 2 to 0.48. In the same way, in our Literature database, the regression of citation-adjusted MCP yield on DMI (Fig. 2) showed a strong linear relationship, with a r 2 of 0.88 (RMSE = 48.6; intercept and slope P-values of 0.179 and <0.001, respectively). Given the strong relationship between DMI and MCP yield, a logical question is whether there is value in using anything other than DMI to predict MCP yield. We used PROC GLMSELECT to evaluate this question, with linear and quadratic forms of independent variables of DMI, DMI squared, TROMD, percentages and intakes of TDN, FFTDN, and CP, and squared terms for these nutrient concentrations. With citation fitted as a class variable (P < 0.001), DMI, CP, and TROMD were the components selected (P ≤ 0.022).
Relationship of Intake of TDN and CP Intake to Microbial CP Synthesis -Literature Database
To allow predictions when TROMD data are not readily available or easily predicted, evaluations also were conducted with TROMD removed from the list of potential independent variables. With TROMD not available, DMI, CP, TDN, and FFTDN were selected as the significant (P ≤ 0.04) independent variables. These results verify the importance of DMI in predicting MCP yield but also confirm the value of including TDN, FFTDN, and CP in equations to predict MCP yield. Hence, our approach for model development involved using TDNI, FFTDNI, and CPI along with their squared values (i.e., quadratic effects) and the interactions of CPI with TDNI and CPI with FFTDNI as independent variables in models, thereby reflecting the importance of DMI as well as nutritional components of the diet.
Citation, as a class variable, was a highly significant (P < 0.001) effect in all models. Of the potential independent variables (in order of entry into the model), only FFTDNI, CPI, and the quadratic term for FFTDNI met the criteria to enter and to remain (P = 0.10 and P = 0.05, respectively) in the model (all variables in the final model were significant at P < 0.01). Because TDN that is not adjusted for EE concentration is used in the NRC (1996, 2000) method for calculating MCP, we decided to conduct additional analyses with terms associated with FFTDNI removed from the list of variables available for selection. When FFTDNI was excluded from this list, the variables that met the criteria for remaining in the model (in order of entry) were TDNI, CPI, and the quadratic term for TDNI (all variables significant at P < 0.05). As a result of these initial analyses, subsequent equation development focused on 1-, 2-, and 3-independent-variable models based on either TDNI or FFTDNI, which were patterned after the order of entry of terms in the model (TDNI only, TDNI and CPI, and TDNI, CPI, and the quadratic effect of TDNI; or FFTDNI only, FFTDNI and CPI, and FFTDNI, CPI, and the quadratic effect of FFTDNI).
Results for equations developed using the Literature database are shown in Tables 2 and 3 for TDNI-and FFTDNI-based equations, respectively. Intercept terms were nonsignificant (P > 0.05) in all models; however, the intercept in the 2-variable models (TDNI or FFTDNI and CPI) approached significance (P = 0.06). Slopes were significant (P ≤ 0.028) in all models. Within both the TDNI-and FFTDNI-based equations, adding CPI as an independent variable slightly increased R 2 and decreased the RMSE. In contrast, adding the quadratic term to the models slightly improved RMSE and slightly decreased R 2 . Therefore, although statistically significant, including CPI and the quadratic terms for TDNI and FFTDNI in the models offered only small improvements in precision. The comparison of models based on TDNI and FFTDNI suggests only a slight improvement Fig. 3 and 4, respectively. As indicated previously, because we removed the random intercept effect associated with citations in the database, the coefficient of determination values for citation-adjusted data, as well as the RMSE and CV values in Tables 2 and 3 , should be viewed as underestimates of these values if the equations are applied to other sets of data for which such adjustments cannot be made. Indeed, regression of MCP on either TDNI or FFTDNI using the unadjusted observations in the Literature database resulted in r 2 values of approximately 0.48 (data not shown). Despite this caution, the citation-adjusted data are valuable because they remove the variation associated with random intercept differences among citations and provide a clearer visual representation of the relationships among MCP synthesis and the independent variables.
Our slopes for the regression of MCP synthesis on TDNI and FFTDNI ( Fig. 3 and 4) are substantially less than the value of 0.13 recommended by the beef and dairy committees of the NRC (1996, 2000, 2001) . It is important to note, however, that inclusion of an intercept prevents direct comparison of the slope of Eq. Table 2 .
Although we chose to include intercepts in our models, as indicated before, the intercepts only approached significance in some cases. Despite the lack of statistical significance, it is noteworthy that the intercepts are 8.5 and 10.5% of the mean for the single-variable TDNI 2 Probability that the intercept and slopes differ from 0. CV = RMSE divided by the overall MCP mean, expressed as a percent. R 2 is not adjusted for the number of parameters in the model. Table 2 ). Data are treatment means adjusted for random intercept effects of the literature citations from which they were taken. Table 3 ). Data are treatment means adjusted for random intercept effects of the literature citations from which they were taken. and FFTDNI equations, respectively. One could logically argue that when TDNI or FFTDNI equals 0, no MCP synthesis could occur; however, it is equally logical to assert that 0 TDNI or FFTDNI are nonbiological conditions in the context of beef cattle in normal production settings. Moreover, endogenous matter could yield microbial growth, which complicates the zero-intercept assumption. As we do not know whether linearity holds at or near 0 TDNI (or FFTDNI), forcing the data to fit a nonbiological, zero intercept might incorrectly influence the estimate of the slope of the relationship and limit the applicability of the regression equation. Certainly, forcing the data through the origin will substantially diminish the value of the coefficient of determination in assessing statistical relationships, but applying a zero-intercept model with multiple independent variables is equally nonbiological and further complicates the assessments of slopes, particularly when the independent variables are correlated, as TDNI, FFTDNI, and CPI likely are.
As mentioned before, the dairy NRC (2001) considers the availability of RDP in their recommended calculation of MCP synthesis, such that in cases where RDP intake is less than 1.18 times the predicted MCP using the 0.13 coefficient, MCP synthesis is calculated as RDP intake multiplied by 0.85. For most of the observations in our data (202 out of 285 values in the Literature database), MCP synthesis would be calculated as 85% of RDP intake, not 0.13 × TDNI, suggesting that MCP yield could have been limited by availability of N in the rumen. Because RDP in our data was calculated from CPI and MCP in duodenal flow, it is not independent of MCP yield and therefore not a suitable candidate for inclusion as an independent variable. Consequently, in the absence of an independent measure of RDP (e.g., in situ degradation estimates), we used CPI as an independent variable to assess the potential effects of N-limiting diets on MCP yield. The significance of CPI in our equations suggests that additional review of the role of including estimates of ruminally available N in predictions of MCP yield is warranted. As we were unable to consider the potential limitations that ruminal N availability (or other nutrients) could place on MCP yield, our equations might underestimate the quantities of the MCP that could be produced in situations where N or other nutrients are not limiting.
The ratio of MCP synthesized to TDNI or FFTDNI represents an estimate of efficiency of MCP synthesis similar to the ratio of MCP synthesis to TROMD (e.g., g of MCP/kg of TROMD). The constancy and variability of this ratio across a range of energy concentrations is of interest because the NRC (1996, 2000) suggested that diets with both high and low TDN concentrations likely have efficiencies of MCP synthesis less than 0.13 g of MCP/g of TDN. The ratios of MCP to TDNI and FFTDNI in the Literature database were calculated by dividing the MCP yield (g/d) for each observation by the TDNI or FFTDNI, and these ratios (MCP:TDNI [ Fig. 5A ] and MCP:FFTDNI [ Fig. 5B]) were regressed on TDN and FFTDN concentrations, respectively. Although highly variable (r 2 = 0.32), both the intercept (P = 0.012) and slope (P < 0.001) of the TDN-based equation were significant, with a modest decrease in the MCP:TDNI ratio over the range of the data. In contrast to the MCP:TDNI ratio, the intercept of the MCP:FFTDNI linear regression equation was significant (P < 0.001), but the slope was not (P = 0.14). In addition, the r 2 for the FFTDN-based equation was substantially less than for the TDN-based equation (0.12 vs. 0.32). The nonsignificant and smaller slope for the FFTDN-based equation might reflect the decrease in the denominator of the MCP:FFTDNI ratio. Greater dietary fat concentrations are likely associated with higher-TDN diets, which also might have affected these relationships. Our Literature data set does not provide evidence that the ratios of MCP:TDNI and MCP:FFTDNI are less at low energy concentrations as suggested by the NRC (1996, 2000) . Modest decreases in MCP:TDNI as TDN increased might support suggestions by the NRC (1996, Figure 5 . Relationship between TDN concentration the ratio of microbial CP (MCP) synthesis to TDN intake (A) and between TDN concentration and the ratio of MCP synthesis to fat-free TDN intake (B) the in the Literature database. Data are treatment means adjusted for random intercept effects of the literature citations from which they were taken. 2000) that grain-based, low-roughage diets support lower microbial efficiencies than higher-roughage diets.
Model Adequacy
Equation with the Development and Evaluation Data Sets. As we noted earlier, 2 methods were used to assess model adequacy: 1) creating Development and Evaluation data sets by randomly dividing citations in the Literature database and 2) cross-validation analyses using the individual observations of the Literature database. Results for equations derived from the Development data set that were then tested on the Evaluation data set are shown in Tables 4 and 5. As with the Literature database, citation-adjusted data were used to remove the random intercept effects for developed equations. The similarities between the intercepts and slopes of the equations shown in Tables 4 and 5 with those developed from the complete Literature database (Table 2 and 3) are remarkable. It is noteworthy, however, that the 3-variable equations with the quadratic effect for TDNI and FFTDNI showed more deviation from the comparable equations in the Literature database than was the case for the 1-and 2-variable equations. Slopes were significant in all cases (P < 0.01), except for the quadratic term in the TDNI-based equation (Eq. [C] in Table 4 ; P = 0.161). As with the intercept and slope coefficients, the R 2 and RMSE values for equations determined using the Development data set were very similar to those derived from the Literature database.
The results of applying the equations in Tables 4  and 5 to observations in the Evaluation data set in terms of statistics for the regression of observed on predicted MCP synthesis are shown in Table 6 . In addition to the 6 equations from Tables 4 and 5, the regressions for observed on predicted MCP synthesis using the NRC (1996, 2000) method also are shown in Table 6 . Plots of these regression equations are shown in Fig. 6A through 6H . In contrast to previous tables, the Evaluation data cannot be adjusted for random intercept effects associated with citations, which is reflected in the much smaller r 2 and much larger RMSE values for these regression equations than for the previous ones. Within the TDNI-based equations (Eq. [A], [B] , and [C] ) and the FFTDNI-based equations (Eq. [D] , [E] , and [F]), the 2-and 3-variable models only slightly improved r 2 and RMSE values over those observed with the 1-variable models. Using equations based on FFTDNI resulted in greater r 2 values and Table 4 . Equations for predicting microbial CP (MCP) synthesis (g/d) based on intakes of TDN and CP derived from the Development data set that were tested in the Evaluation data set (data were adjusted for random intercepts associated with citations) 1 TDNI = TDN intake, g/d; CPI = CP intake, g/d; TDNI 2 = quadratic effect of TDNI; RMSE = root mean square error.
2 Probability that the intercept and slopes differ from 0. CV = RMSE divided by the overall MCP mean, expressed as a percent. R 2 is not adjusted for the number of parameters in the model. smaller RMSE values than for the TDNI-based equations. An advantage for FFTDNI also was evident in the citation-adjusted data for both the Literature database and the Development data set (Tables 2 through 5 ).
None of the equations derived from the Development database showed evidence of mean or linear bias (P ≥ 0.266), suggesting that although precision was less than desirable, accuracy was reasonably good. In contrast to the newly developed equations, the NRC method, with or without adjustment for peNDF, showed significant (P < 0.001) mean and linear biases. The overprediction bias with the NRC method is shown clearly in Fig. 6G and 6H. Using the NRC (1996, 2000) method without adjustment for peNDF, MCP synthesis was overpredicted in 99 of the 113 observations. Forty-one of the 113 observations did not have a peNDF adjustment, but adjusting the remaining 72 for peNDF concentration only decreased the total number of overpredicted values to 77. Of the 41 observations that were not adjusted for peNDF, MCP synthesis was overpredicted by the NRC (1996, 2000) method in 31 of them. Therefore, the high degree of overprediction, with or without adjustment for peNDF, suggests a strong bias in the NRC (1996, 2000) method of predicting MCP synthesis. These findings also suggest that ruminal bacteria might not be sensitive to dietary peNDF concentration in high-grain, feedlottype diets as was suggested by the NRC (1996, 2000) .
Cross-Validation. Results of the cross-validation analyses (Table 7) were generally comparable to those with the Development/Evaluation data sets approach. All equations had similar adequacy statistics in predicting MCP yield. In contrast to the Development/Evaluation approach to assess model adequacy, there was less indication that FFTDNI offered an advantage over TDNI. Depending on the equation used, the RMSEP indicated that MCP yield will likely be incorrectly predicted by 135 to 148 g/d (approximately 27 to 29% of the mean MCP). The precision (r 2 ) of the predictions varied from 0.47 to 0.55. As mentioned for the Evaluation data set, these coefficients of determination are smaller than the ones presented in Tables 2 through 5 because the random intercept effects associated with citations cannot be used to predict MCP (on average they are 0). Despite the moderate r 2 values, the accuracy (i.e., Cb) of the predictions was surprisingly high, varying from 0.92 to 0.97, which suggests that even though studies varied among themselves considerably, on average, predicted and observed MCP values were very close. The MSEP decomposition confirmed that the majority of the errors associated with the prediction of MCP are related to random errors.
Comparisons and Recommended Equations
Because the approach we used to predict MCP yield is substantially different from that recommended by the NRC (1996, 2000) , an assessment of how predicted MCP synthesis calculated from our equations compares with the NRC (1996, 2000) method was performed. For simplicity, MCP synthesis predicted with Eq. [1] ( Table  2 ) was compared with the NRC method. A low-quality forage-based diet for cows, a corn silage-based diet for growing cattle, and a steam-flaked corn-based diet for finishing cattle were considered. Assumed BW were 500, 250, and 450 kg, with DMI of 11.6, 6.2, and 10.2 kg, respectively. Concentrations of TDN, CP, and peNDF were 57.8, 12, and 57.2%; 75.6, 13, and 23.7%; and 87.9, 13.5, and 8.0% for the low-quality, grower, and feedlot diets, respectively. For the NRC (1996 NRC ( , 2000 calculations, a microbial efficiency factor of 0.10 was assumed for the low-quality forage-based diet, which was the value recommended by Lardy et al. (2004) in their evaluation of the NRC (1996) model for beef cows, whereas the 0.13 value was used for the grower diet. Accounting for the peNDF concentration of the feedlot diet, the efficiency factor was 0.091. Resulting predictions of MCP synthesis for the NRC (1996) Tables 4 and 5 ) and the NRC (1996) method, with and without adjustment for physically effective NDF concentration of the diet (Figures 6G and 6H) . The dashed line is the regression of observed MCP on predicted MCP, whereas the solid line in each graph represents perfect agreement between observed and predicted values. Linear and mean bias estimates for these equations are shown in Table 6. predicted MCP synthesis was nearly identical for the feedlot diet and reasonably similar for the low-quality diet, and it deviated the most between the methods for the grower diet. Unfortunately, testing the veracity of these predictions is not possible. It is noteworthy, however, that only 43 of the 288 observations (approximately 15%) in the Literature database had MCP:TDNI values exceeding 0.127, and the TDN concentration for these 43 values averaged 66.9%, with a range of 48.6 to 86.5%. Therefore, for our Literature database, values of 0.13 were not common, and these values did not seem to be associated with any particular range of TDN concentrations.
Based on the results of the methods (Development and Evaluation data sets and cross-validation) we used to assess the adequacy or our predictive equations, the equations in Tables 2 and 3 that are based on TDNI, FFTNDI, and CPI are recommended for prediction of MCP synthesis by beef cattle. These independent variables are readily available from feed composition databases or via analytical measurements on beef cattle diets. Practically, the simple linear regression equations based on TDNI and FFTDNI might have the most utility, as the additional precision and accuracy gained by adding CPI and quadratic terms for either TDNI or FFTDNI to these simple, 1-variable models were relatively small. Between the TDNI-and FFTDNI-based equations, there seems to be an advantage to using FFTDNI, suggesting that when dietary EE values are known, correction of the TDN value is desirable.
These new equations show little evidence of bias across the range of MCP synthesis and independent variables used, which is not the case for the NRC (1996, 2000) equations. Unfortunately, however, with SE of prediction that average approximately 25 to 30% of means values, none of these equations engender a sense of great confidence in predicting MCP synthesis with these independent variables. Indeed, present results emphasize the fact that microbial growth is measured with high variability using presently available techniques and depends on many other variables that cannot be accounted for by simple empirical equations, highlighting the need for fur- Table 7 . Adequacy statistics from the cross-validation simulations (n = 5,000) of equations to predict microbial CP (MCP) synthesis (g/d) 
