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Controlling systematic frequency uncertainties at the 10−19 level in linear Coulomb
crystals
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(Dated: October 23, 2018)
Trapped ions are ideally suited for precision spectroscopy, as is evident from the remarkably
low systematic uncertainties of single-ion clocks. The major weakness of these clocks is the long
averaging time, necessitated by the low signal of a single atom. An increased number of ions can
overcome this limitation and allow for the implementation of novel clock schemes. However, this
presents the challenge to maintain the excellent control over systematic shifts of a single particle in
spatially extended and strongly coupled many-body systems. We measure and deduce systematic
frequency uncertainties related to spectroscopy with ion chains in a newly developed rf trap array
designed for precision spectroscopy on simultaneously trapped ion ensembles. For the example of
an In+ clock, sympathetically cooled with Yb+ ions, we show in our system that the expected
systematic frequency uncertainties related to multi-ion operation can be below 1 × 10−19. Our
results pave the way to advanced spectroscopy schemes such as entangled clock spectroscopy and
cascaded clock operation.
PACS numbers: 37.10.Ty, 06.30.Ft
I. INTRODUCTION
State-of-the art ion optical clocks have demonstrated
fractional systematic uncertainties approaching 1×10−18
[1–3], thus being among the most accurate artificially
made devices. Ion traps provide strong confinement for
charged particles without influencing their electronic en-
ergy levels to first order. The resulting ability to iso-
late ions from external perturbations is an ideal premise
for precision spectroscopy, with no apparent fundamen-
tal limit for further reductions of the clock’s uncertainties
to the 10−19 range and beyond. Besides the application
of improved frequency references, several fields of funda-
mental research can also benefit from these levels of preci-
sion, e.g. the search for new physics beyond the standard
model or possible violations of general relativity [4–9].
Stable and reproducible optical clocks also pioneer inter-
disciplinary applications, such as chronometric leveling
in geodesy [10–12]. Here, a frequency comparison of two
remote clocks reveals their difference in a gravitational
potential via the relativistic time dilation. Fractional
frequency uncertainties of 10−18 and better will allow for
the resolution of height differences below 1 cm in Earth’s
gravitational potential, enabling the use of optical clocks
as highly sensitive quantum sensors.
This work addresses a fundamental limitation in the
current generation of optical ion clocks: the low signal-
to-noise ratio of a single quantum absorber [13]. With
today’s typical interrogation times Tint ≈ 100ms, the re-
sulting statistical uncertainties are on the order of a few
10−15/
√
τ , which means that averaging times τ of more
than ten days are necessary to resolve the atomic transi-
tion frequency at the level of 10−18. State-of-the-art ion
clock comparisons are limited by these long time scales.
Simultaneous interrogation of N ions [14–16] already al-
lows to resolve a specific frequency after 1/N of the av-
eraging time needed with a single ion. With multi-ion
spectroscopy, a new generation of ion clocks could be op-
erated with a cascaded clock scheme, in which the local
oscillator is successively stabilized, with increasing Tint,
to separate atomic ensembles [17, 18]. A further option
is to reduce the measurement noise by employing non-
classical collective states [19–21]. So far, the major chal-
lenge hindering the implementation of a multi-ion clock
was to extend the superb control over the trapping envi-
ronment and ion motional dynamics to strongly coupled
Coulomb crystals. These challenges are in part shared
with efforts to advance quantum simulation with ions
[22–24] and quantum information processing [25] experi-
ments in terms of system size and control.
In this work, we benchmark a precision ion trap
platform for spectroscopy with chains of ions. We
discuss and experimentally determine relevant sources
of frequency uncertainty related to multi-ion operation
in this geometry. Ion clocks have the advantage that all
systematic frequency shifts and their contribution to the
uncertainty budget can be determined via “leverage”, in
which either the shift itself is increased, or the underlying
physical quantity is precisely measured via its effect on
another observable [4, 12]. For the example of a clock
based on multiple In+ ions, sympathetically cooled with
Yb+, we show that the overall uncertainty contribution
related to multi-ion operation can be reduced to below
1 × 10−19. With our method, ion numbers around 100
are supported at this level of accuracy. Besides In+
[26, 27], other clock ion species that feature a transition
with low sensitivity to electric field gradients, e.g. Al+
[28], Yb+ (2S1/2 ↔ 2F7/2) [3], Lu+ [16] and 229Th+ [29],
can also benefit from our approach.
This paper is organized as follows: Section II intro-
duces the new ion trap platform and the experimental
parameters for which systematic clock frequency shifts
and their uncertainties are derived. In section III, we cal-
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FIG. 1. Scalable precision ion trap array. (a) Trap assembly
from a stack of four wafers (taken from [30]). (b) Photo-
graph of the trap, showing the onboard low-pass filters and
one thermistor. (c) Close-up on the trapping region. (d)
Electrode geometry: the trap consists of one 2mm-long and
seven 1mm-long segments. The rf electrodes are shown in
red, and static voltages applied to the blue rf ground elec-
trodes are used to confine the ions axially, compensate stray
electric fields and control the radial mode frequency splitting
and orientations.
culate the electric quadrupole shifts for ions within linear
Coulomb crystals and derive the expected corresponding
uncertainties. Time dilation and AC Stark shifts due to
ion motion are discussed in section IV. Section V treats
further relevant shifts due to black-body radiation, back-
ground gas collisions and magnetic fields. We summa-
rize our findings in section VI by presenting a projected
multi-ion related uncertainty budget.
II. EXPERIMENTAL SETUP
The ion trap array presented in this work is formed by
four wafers with gold electrodes, as shown in Fig. 1a-c. It
features an electrode design that was tested previously in
a PCB prototype trap [31]. The 380µm thick aluminum
nitride wafers are laser cut and sputtered with 4µm of
gold, which is laser structured to form separate trap-
ping segments. The assembly from monolithic wafers
and the use of laser machining ensure scalability and
symmetrically shaped electrodes with manufacturing
tolerances below 10µm. To control the black-body
radiation shift, temperature monitoring during clock
operation is provided by two integrated Pt100 sensors
on the innermost wafers, shown in Fig. 1a,b.
RC filters with a cut-off frequency of 113Hz are
integrated on the trap wafers close to the DC control
electrodes. The respective voltages are generated in
digital-to-analog-converters (DACs), the outputs of
which are scaled, combined, and low-pass filtered with a
cut-off of 1 kHz. Figure 1d summarizes all applied static
voltages: Ut,e provide axial confinement and control
over the orientation of the radial principal axes, whereas
Utc,ec are used to compensate stray electric fields. All
of these voltages have RMS fluctuations below 100µV,
with differential fluctuations of less than 30µV. Ions
are loaded by photo-ionization from a thermal beam,
which is collimated to a dedicated segment, avoiding
contamination of the electrodes elsewhere.
The trap was developed to support simultaneous
trapping of ion ensembles for precision spectroscopy [15].
Large Coulomb crystals of hundreds of ions (Fig. 2a)
can serve as high-stability frequency references, while
separate short ion chains of about 10 ions each can be
used for high-accuracy clock interrogation (Fig. 2b).
The intrinsic symmetry of the trap has enabled the
storage of symmetric Coulomb crystals with topological
defects for the investigation of their dynamics and the
observation of the phase transition between sticking and
sliding regimes in atomic friction processes [32] (Fig. 2c).
The crystal configuration we consider in this work for
clock operation consists of three Yb+ cooling ions and
ten In+ clock ions and is shown in Fig. 2b. Multiple
of these ion chains can be simultaneously stored in
neighboring trapping segments, forming an array of
Coulomb crystals. Separation of the ion ensemble into
such relatively short chains limits the complexity of the
motional spectrum and allows internal state readout
with single-ion resolution. We investigate two scenarios,
of which configuration (A) is optimized for the lowest
systematic uncertainties, while configuration (B) is
simpler to implement experimentally. Both begin with
sympathetic Doppler cooling on the 2S1/2 ↔ 2P1/2
transition in Yb+ at 369.5 nm (Γ = 2π × 19.6MHz). In
configuration (A), a second cooling stage follows on the
narrow 1S0 ↔ 3P1 intercombination line in 115In+ at
230.6 nm (Γ = 2π × 360 kHz). Configuration (B) relies
on clock interrogation at the Yb+ Doppler temperature.
Fluorescence from both species can be observed with
an EMCCD camera and a photomultiplier tube (PMT).
The respective confinement parameters are optimized
for minimal overall systematic uncertainties, based
on considerations detailed throughout the following
sections. For sympathetic cooling on Yb+, a trap
aspect ratio close to the phase transition from a linear
chain to a two-dimensional crystal provides strong
Coulomb coupling between the ions. The radial and
axial trap frequencies of configuration (B) are therefore
νrad,In = 1.5MHz and νax,In = 205 kHz, yielding a
chain length of l = 61µm. Second-stage cooling with
In+ allows for lower temperatures and a weaker axial
3In In In In In Yb Yb Yb In In In In In
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FIG. 2. Coulomb Crystals. (a) Large Coulomb crystal (here:
fluorescing Yb+ ions), which can serve as a high-stability fre-
quency reference. (b) Crystal configuration considered for
spectroscopy with high accuracy (see Table I). The sketch
corresponds to the lower of the three displayed crystal exam-
ples of linear In+/Yb+ crystals. The axial extension is 219µm
(61µm) for νax = 30 kHz (νax = 205 kHz) (figure taken from
[30]). (c) Coulomb crystal with a symmetric topological de-
fect (as used in [32]).
confinement. Configuration (A) uses trap frequencies of
νrad,In = 750 kHz and νax,In = 30 kHz, with a resulting
chain length of l = 219µm for the 13 ions. Clock
spectroscopy is carried out on the 1S0 ↔ 3P0 transition
at 236.5 nm (Γ = 2π × 820mHz). In the following,
we discuss systematic shifts of this transition during
multi-ion operation.
III. ELECTRIC QUADRUPOLE SHIFT
The charges of neighboring ions within a Coulomb
crystal can lead to considerable electric field gradients,
which affect internal state energies by coupling to their
electric quadrupole (E2) moments. The corresponding
Hamiltonian has the form [33]
HE2 = ∇E(2)Θ(2) , (1)
where ∇E(2) is the 2nd-rank field gradient tensor and
Θ(2) the electric quadrupole moment tensor of an elec-
tronic state. In the 1S0 ↔ 3P0 transitions of two-electron
systems, the rotational symmetry (J = 0) of both
clock states would ideally result in vanishing quadrupole
moments. Hyperfine-mediated state mixing, however,
leads to small finite E2 moments in the excited states
[34]. Recent calculations of the resulting quadrupole mo-
ments for the respective states in In+ yield a value of
Θ(3P0,
115In+) = −1.6(3) × 10−5ea2B [28], where aB is
the Bohr radius, e is the elementary charge, and Θ is de-
fined as the matrix element 〈mF = F, F |Θ(2)0 |mF = F, F 〉
under the assumption that HE2 can be treated as a per-
turbation with respect to the Zeeman Hamiltonian. Due
to the small quadrupole moment, we neglect higher-order
contributions from the rf electric field and only take the
static part of the trap potential into account. Following
the notation in [28, 35], it can be approximated at the
ion positions as
Φdc =
mω2ax
2e
(
z2 − αx2 − (1− α)y2) (2)
with ωax =
√
2eκaxUax
mz20
and α =
1
2
(
1− κtUt
d20
2e
mω2ax
)
,
where m denotes the ion mass, ωax the axial secular fre-
quency (note that mω2ax is mass independent), d0 and z0
the distance from the segment center to the quadrupole
electrodes and the neighboring segments, respectively,
Uax the axial trapping voltage, and the κ factors are ge-
ometrical corrections of order unity. For clarity, we have
omitted the contribution of Ue, which consists of a radi-
ally rotated version of the potential produced by Ut and
can be accounted for by redefining the x and y directions
and adjusting α. The corresponding static electric field
gradients are
∂ ~Etrap
∂x, y
=
mω2ax
2e
(1± (2α− 1))~ex,y , (3)
∂ ~Etrap
∂z
= −mω
2
ax
e
~ez .
The axial (z) component of the contribution from neigh-
boring ions at the position of ion i takes the form
∂ ~Ei,ions
∂z
= −2mω
2
ax
e
∑
j 6=i
1
|ui − uj |3~ez , (4)
with the scaled equilibrium positions [36] ui = zi/l,
l3 =
e2
4πε0mω2ax
. (5)
Due to the Laplace condition and rotational symmetry,
∂Ei,ions,x
∂x
=
∂Ei,ions,y
∂y
= −1
2
∂Ei,ions,z
∂z
. (6)
In total, the components of (∇E(2)i ) in the spherical basis
oriented with respect to the trap axis are [33]
(∇E(2)i )0 = −
1
2
∂Ez
∂z
=
mω2ax
e

1
2
+
∑
j 6=i
1
|ui − uj|3


(∇E(2)i )±1 = ±
1√
6
(
∂
∂x
± i ∂
∂y
)
Ez = 0 (7)
(∇E(2)i )±2 = −
1
2
√
6
(
∂
∂x
± i ∂
∂y
)
(Ex ± iEy)
=
1√
6
mω2ax
e
(
1
2
− α
)
.
In order to calculate the scalar product of (1), the final
step is to find (∇E(2)i )′0 in the coordinate system of the
4Zeeman eigenstates, in which the z′ axis is parallel to
~B. This is achieved with a coordinate transformation
that consists of a rotation by φ around z, followed by a
θ rotation around the new y′′ axis [37]:
(∇E(2)i )′0 =
mω2ax
e

sin2 θ cos 2φ
2
(
1
2
− α
)
(8)
+
3 cos2 θ − 1
2

1
2
+
∑
j 6=i
1
|ui − uj |3



 .
Since Θ(2) is defined for the stretched states |mF | = F , its
value for other mF states is scaled by a ratio of Clebsch-
Gordan coefficients, which can be expressed as [28]
Θ(F,mF ) =
3m2F − F (F + 1)
F (2F − 1) Θ(F,mF = F ) . (9)
For the mF ′ = 7/2 substate, chosen to minimize the lin-
ear Zeeman shift (cf. section VC), the prefactor takes the
value 1/3. The experimental challenges for reducing the
quadrupole shift uncertainty depend on the orientation
of ~B: for the choice of θ = 0, i.e. ~B parallel to the trap
axis, the first term in (8) vanishes, while the second term
is first-order insensitive to fluctuations in θ. This only
leaves a first-order dependence on ωax, the experimen-
tal stabilization of which is the least challenging among
these parameters. Alternatively, (8) could be made to
vanish entirely, e.g. by setting θ = cos−1(1/
√
3) ≈ 55 ◦
and φ = π/4, at the expense of a first-order sensitiv-
ity to these angles. Figure 3 shows (∇E(2)i )′0 for θ = 0
as a function of the single In+ ion axial trap frequency
νax = ωax/(2π) at the clock ion positions in the ex-
ample crystal configuration. For the axial confinements
of 30 kHz (configuration A) and 205 kHz (configuration
B), the highest fractional shifts are −0.02 × 10−19 and
−1.1× 10−19, respectively, such that a relative axial fre-
quency uncertainty of 10−2 is sufficient to yield uncer-
tainties close to 1× 10−21. The In+ cooled configuration
(A) benefits from its weaker confinement and the result-
ing increase in ion distances. Finally, we note that sev-
eral cancellation schemes exist for the electric quadrupole
shift, which can be used for species with higher intrinsic
sensitivity, such as Lu+ or Yb+. They include averaging
over the full Zeeman structure [38], averaging over the
hyperfine structure [39], or averaging over three mutu-
ally orthogonal directions of ~B [33].
IV. MOTIONAL EFFECTS
A. Excess micromotion
Excess micromotion (EMM) is the driven motion of
an ion at the frequency Ωrf when the confining field has
a nonzero amplitude at the equilibrium position. Its ad-
verse effects include time dilation and AC Stark shifts [40]
106
107
108
0.1
1
(∇
E(
2) )
′ 0
 
(V
/m
2 )
|∆ν
E2
 
/ ν
0| (
In+
) x
 10
19
innermost In+ ions
other In+ ions
outermost ions
In In In In In Yb Yb Yb In In In In In
0
100
200
0 50 100 150 200 250 300c
ry
st
al
 s
ize
 (µ
m
)
νaxial (In+) (kHz)
A B
FIG. 3. Electric field gradients in a 13-ion chain as a func-
tion of the axial confinement. The key refers to the crystal
configuration shown in the inset. The right hand scale shows
the corresponding quadrupole shift for the transition from
1S0,mF = ±9/2 to
3P0,mF ′ = ±7/2 in
115In+. The bot-
tom graph shows the respective total chain length. Vertical
bars indicate the parameters for an indium cooled (A) and
sympathetically cooled (B) configuration, respectively.
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FIG. 4. Time dilation shift due to excess micromotion (from
[30]). A 14-ion 172Yb+ crystal was used to probe rf electric
amplitudes along the line of minimal potential in the 2-mm
segment. The graph shows the corresponding time dilation
shifts for 115In+ ions.
(which can be made to compensate each other in tran-
sitions with negative differential polarizabilities [41]), as
well as increased heating [42]. Our scheme avoids the
latter, as well as the restriction to species with nega-
tive differential polarizabilities, by storing all ions at po-
sitions of vanishing rf electric fields [15]. Using in-situ
EMM amplitude measurements in 172Yb+ crystals [30],
we have demonstrated the ability to store extended ion
chains of up to 400µm (2mm) length with time dilation
shifts close to 1 × 10−19 and below 10−18, respectively.
Fig. 4 shows the result of such a measurement for the
2mm-long trapping segment. The axial component of
these measurements was stable over the course of more
than 6 months, such that an initial characterization is
sufficient. The radial contributions were homogeneous
over the whole chain and can therefore be compensated
during clock operation by monitoring the fluorescence of
a single ion with a dedicated PMT during the Doppler
cooling stage.
5B. Thermal motion
We determine the motional mode eigenvectors from a
2nd-order expansion of the potential energy with respect
to mass-weighted ion displacements from their equilib-
rium positions as described, e.g. in [43, 44]. The eigen-
mode frequencies are expressed as ωα, and the eigenvec-
tor component of ion i for mode α in mass-weighted space
is denoted by β′α,i. These vectors are normalized such
that
∑
i β
′
α,i = 1. The displacement of ion i can then be
expressed in terms of the motional mode excitations as
ri =
1√
mi
∑
α
β′α,iπα , (10)
where πα is the effective position of the mode α. For a
classical oscillator with thermal excitation kBTα, it takes
the form
πα =
√
2kBTα
ω2α
cos(ωαt+ ϕα) . (11)
Alternatively, it can be expressed as a position operator
using the mode annihilation operator aˆα:
πˆα =
√
~
2ωα
(
aˆα + aˆ
†
α
)
. (12)
The equilibrium temperature for each eigenmode is de-
termined by equating the respective heating and cooling
rates,
E˙cool,laser,α + E˙heat,laser,α + E˙heat,ext,α = 0 . (13)
An absorption event by ion i changes the total kinetic
energy by
∆Eabs =
1
2mi
(
(pi + ~k)
2 − p2i
)
(14)
=
(~k)2
2mi
+ ~k
∑
α
β′α,i√
mi
π˙α ,
where pi = mir˙i and k is the projection of ~k onto the
ion momentum. We linearize the scattering rate with re-
spect to the ion velocity Γsc ≈ Γsc,0(1 + ~ρ~˙ri) [45] (~ρ ‖~k).
The overall rate of change for the energy can be obtained
by averaging Γsc(∆Eabs+∆Eem) over the ion trajectory,
with ∆Eem accounting for the spontaneous re-emission
of photons, which is isotropic after summing over all po-
larizations. Since the motion of the individual modes is
uncorrelated, they can be treated independently when
averaging over typical Doppler cooling times of several
ms, as they are much longer than the respective oscilla-
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FIG. 5. Frequency dependence of the radial heating rates, de-
termined using a single 172Yb+ ion cooled to the ground state.
The fitted line corresponds to ˙¯n = 2.8(2)×1011 s−1Hz2/ν2radial.
tion periods. In total, we obtain for mode α
〈
E˙α
〉
= Γsc,0
∑
i


(
β′α,i~kα
)2
2mi
+
(
β′α,i~
k√
3
)2
2mi
+
1
2
~kα
β′2α,i
mi
ραπ˙
2
0,α

 , (15)
with the thermal oscillator peak velocity π˙0,α =
√
2kBTα
and the projection kα of ~k onto the mode principal axis.
The sum in Eq. 15 includes all cooling ions, and the
first two terms constitute E˙heat,laser,α, which accounts
for heating due to velocity-independent scattering events
and ∆Eem. Setting 〈E˙α〉+ E˙heat,ext,α = 0 and solving for
Tα, we obtain the equilibrium temperature
Tα = −
E˙heat,ext,α + Γsc,0
1
2
(
(~kα)
2 + (~k)
2
3
)∑
i
β′2α,i
mi
kBΓsc,0ρα~kα
∑
i
β′2
α,i
mi
.
(16)
In all calculations below, we assume a cooling laser orien-
tation ~k with equal projections onto the three principal
axes.
In order to determine the expected external heating
rates E˙heat,ext,α, we measure the electric field power spec-
tral density (PSD) SE in the 2mm-long segment by us-
ing a single Yb+ ion as a field probe. Figure 5 shows
the measured heating rates ˙¯n = E˙/(~ω) as a function of
frequency, from which the PSD can be obtained via [46]
SE(f = ν) =
4mhf ˙¯n(ν)
e2
. (17)
We observe a frequency scaling of ˙¯n(ν) ∝ ν−1.8(3), sim-
ilar to observations in other ion traps (e.g. [47, 48]).
A fit with the exponent fixed at −2 results in ˙¯n =
2.8(2)× 1011 s−1Hz2/ν2, corresponding to SE = 8.4(5)×
10−9 (V/m)2/f. We attribute this primarily to anoma-
lous heating [49], as estimates of other electric field noise
sources are orders of magnitude lower: all DC voltages
are low-pass filtered with a cutoff frequency of 113Hz
directly on the trap wafers. From voltage noise mea-
surements of the DC trap voltage supplies, we expect
a contribution of 2.2 × 10−18 (V/m)2/Hz (ca. 2 × 10−4
6phonons per second for 115In+) at 500 kHz, whereas
Johnson-Nyquist noise is expected to contribute 3 ×
10−17 (V/m)2/Hz (3× 10−3 phonons per second). These
values also show that the on-board filter cutoff frequency
could be increased by two orders of magnitude without
an appreciable effect on ion heating, which would allow
faster changes to the confinement. As the distances to
the electrodes are large compared to the crystal exten-
sion, we approximate the fields responsible for heating as
uniform across the chain. The heating rates of higher-
order modes can then be calculated as [50]
˙¯nα =
(∑
i
β′α,i√
mi
)2
e2
4~ωα
SE(ωα) . (18)
With these calculations, equilibrium temperatures below
0.7mK are obtained for sympathetic cooling of all modes
in configuration (B) as introduced in section II. Of these
temperatures, only those of the in-phase modes (radial
and axial) and the next higher-order even symmetry ra-
dial modes are determined by the external heating rates,
while all other modes are calculated to be essentially at
the ideal Doppler temperature. We note that higher-
order spatial variations of the electric fields responsible
for heating could adversely affect these results, in par-
ticular for modes with odd symmetry, and need further
experimental investigation.
1. Thermal time dilation shift
The fractional frequency shift induced by time dilation
in the moving ion frame of reference can be expressed as
the ratio between kinetic energy and rest energy:〈
∆νtd
ν0
〉
= −〈v
2〉
2c2
. (19)
Besides the secular motion itself, v contains an intrinsic
micromotion contribution for radial modes. For a single
ion in a purely ponderomotive potential, both contribu-
tions are approximately equal (remarkably, this addition
is also included in a derivation via the mass defect due
to excitation of the clock transition and its influence on
the ponderomotive confinement, see [51] and Appendix
A1). Static potential terms, however, can allow for ex-
cursions into regions of higher rf field for a given energy
[35]. These contributions arise from the radial repul-
sion caused by the axial confinement, the induced radial
anisotropy, and the repulsion by neighboring ions. The
average velocities for thermal mode excitations can be
derived from the classical ion trajectory [52],
xi(t) =
∑
α
x0,i,α cos(ωαt)
(
1 +
qi
2
cos(Ωrf t)
)
(20)
with x0,i,α = β
′
α,i
√
2kBTα
miω2α
(21)
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FIG. 6. Fractional frequency shifts of each clock ion
(cf. Fig. 2b) due to thermal motion. Closed symbols depict
the results for configuration (A) (cooling on the narrow in-
tercombination line in In+); open symbols represent config-
uration (B) (sympathetic cooling on Yb+ only). (a) Time
dilation shift due to secular motion and intrinsic micromo-
tion for all 3N modes. (b) AC Stark shift due to intrinsic
micromotion.
and the Mathieu q-parameter [53] in the respective radial
direction,
qi,x/y = ±
2eκrfUrf
mid20Ω
2
rf
. (22)
Differentiating and averaging with respect to time, we
obtain
〈v2i 〉 =
∑
α
〈v2i,α〉 =
∑
α
x20,i,α
(
ω2α
2
+
q2i
16
(
Ω2rf + ω
2
α
))
,
(23)
where the first step assumes sufficiently long averaging
times to treat the motion of different modes as uncorre-
lated. The full expression for the thermal time dilation
shift is then
〈
∆νtd
ν0
〉
i
= −
∑
α
kBTα
2c2
β′2α,i
mi
(
1 +
ω2pm,i
ω2α
+
ω2pm,i
Ω2rf
)
,
(24)
with the purely ponderomotive trap frequency ωpm,i =
|qi|Ωrf/
√
8. While the third term in Eq. (24) is typically
negligible, the second term increases with decreasing ra-
dial mode frequencies, e.g. when the Coulomb repulsion
contributes more strongly to the overall potential. Weak
axial confinement is therefore favorable for reducing this
shift. Figure 6a shows the calculated shift for each clock
ion in cooling configurations (A) and (B).
72. Thermal AC Stark shift
In addition to micromotion, the rf electric field also
induces an AC Stark shift,〈
∆νS
ν0
〉
= −∆αstat
hν0
〈E2rf〉
2
, (25)
which depends on the static differential polarizability of
the clock states ∆αstat, since Ωrf is far-detuned from
any strongly allowed electronic transitions. The mag-
nitude of 〈E2rf〉 can be derived by dropping the secular
motion terms from the expression (20) and using the
fact that eErf is the force responsible for micromotion,
Erf = mix¨i,mm/e:〈
∆νS
ν0
〉
i
= −∆αstat
hν0
m2i
2e2
〈x¨2i,mm〉 (26)
= −∆αstat
hν0
mi
2e2
∑
α
β′2α,ikBTαω
2
pm,i
(
Ω2rf
ω2α
+
ω2α
Ω2rf
+ 6
)
,
where, as before, we assumed sufficiently long averaging
times to neglect correlations in the contributions from
separate modes. As for the time dilation shift, a decrease
in Coulomb coupling, i.e. weak axial confinement, helps
to reduce this contribution. The expected shifts for the
discussed crystal configurations are shown in Fig. 6b.
When relying on sympathetic cooling, both of these
thermal shifts lead to conflicting requirements for the
axial confinement: high trap frequencies lead to strong
Coulomb coupling and thus higher cooling rates, while at
the same time increasing the motional shifts at a given
temperature. The parameters of configuration (B) have
been chosen as a trade-off between these conditions. This
conflict could be circumvented by adiabatically switch-
ing between separate cooling and interrogation configu-
rations.
C. Debye-Waller effect
Besides its effect on accuracy, ion motion also influ-
ences the clock instability via the Debye-Waller effect
[54], which leads to a reduction and fluctuation of the
clock laser Rabi frequency Ωi for ion i. The fractional
RMS fluctuations between experiments are [54]
σΩ,i
Ωi
=
√√√√[∏
α
I0
(
2η2α,i
√
n¯α(n¯α + 1)
)]
− 1 , (27)
where I0 denotes the zeroth modified Bessel function,
and the Lamb-Dicke parameter ηα,i of ion i and mode α
is given by
ηα,i = kαβ
′
α,i
√
~
2miωα
, (28)
for which again kα is the projection of ~k onto the mode
principal axis. The contribution of each mode increases
with the spatial extent of the corresponding wavefunc-
tion, i.e. with higher thermal excitation and with weaker
confinement. Low-frequency modes, e.g. in the complex
spectrum of a large crystal, are therefore particularly crit-
ical. Since linear crystals require a weak axial confine-
ment, clock spectroscopy is implemented along one of
the radial principal axes. Figure 7a shows the calculated
Rabi frequencies Ωi of all clock ions, normalized to the
Rabi frequency Ω0 of a free atom, as well as the RMS
fluctuations σΩ,i between experiments for configurations
(A) and (B). For sufficiently stable temperatures, the
differences in the mean Rabi frequencies behave like spa-
tial variations in the clock laser intensity. The resulting
pulse area error can be corrected for in the calculation
of frequency corrections by the clock servo as long as
σΩ ≪ Ω. The fluctuations between experiments, how-
ever, reduce the amount of obtainable information and
therefore increase the clock instability. The Rabi interro-
gation scheme, in which the clock laser is applied during
the full interrogation time, is first-order sensitive to these
fluctuations and thus not feasible for our parameters. We
therefore assume Ramsey interrogation. The error signal
S is typically derived by subtraction of the populations
after two interrogation cycles with phase shifts of ±π/2
between the laser pulses, and has the following form [55]:
S =sin2(Ω1t) cos
2
(
∆Tint
2
− π
4
)
(29)
− sin2(Ω2t) cos2
(
∆Tint
2
+
π
4
)
,
where ∆ denotes the laser detuning from resonance. As-
suming that the Rabi frequency of the second interroga-
tion Ω2 differs from Ω1 by a fraction eΩ = (Ω2−Ω1)/Ω1,
we obtain a frequency error of
εω =(SΩ2 6=Ω1 − SΩ2=Ω1)/(∂S/∂∆) (30)
=
[(
π2
4
cos2
(
∆Tint
2
+
π
4
))
e2Ω +O(e3Ω)
]
/Tint
≈ π
2
8Tint
e2Ω ,
where the last step assumed ∆ ≈ 0, as is typical for
clock operation. The effect is similar to an increase in
clock laser frequency instability, as Fig. 7b shows for the
ideal interrogation time of Tint = 1/Γ = 195ms [56] for
In+ (assuming eΩ = σΩ/Ω). The Bloch sphere insets vi-
sualize the effect: the two trajectories correspond to two
measurements with opposite phase shifts of ±π/2 used
to obtain Eq. 29, assuming a small detuning ∆ from res-
onance for clarity. In the left example, equal and op-
timal Rabi frequencies Ω1 = Ω2 are assumed for both
sequences, resulting in a symmetric deviation of the mea-
sured populations from 0.5. The right example assumes
Ω2 = 1.2Ω1, leading to an increased difference in popula-
tions, which would cause an overcorrection by the clock
8FIG. 7. Debye-Waller effect in clock interrogation. (a) Mean
Rabi frequencies and RMS fluctuations, normalized to the
Rabi frequency of a free atom, for configuration (A) (closed
circles) and (B) (open circles). (b) Effective broadening of
the interrogation laser due the Rabi frequency fluctuations
between interrogations in Ramsey spectroscopy with Tint =
195ms, as predicted by Eq. 30. Closed and open symbols
identify the respective impact of the RMS spreads shown in
(a). The Bloch spheres in the inset illustrate the effect of
a Rabi frequency mismatch on the error signal: on the left,
the same Rabi frequency is assumed for both interrogations,
while on the right, the Rabi frequency of the red (front) trace
is increased by 20%, leading to a higher difference in observed
populations.
servo. In our case, even for the highest expected fluc-
tuations of σΩ < 0.11Ω0 in configuration (B), the effect
is more than an order of magnitude below the quantum
projection noise of 100 In+ ions. It can, however, quickly
become relevant for stronger axial confinement or higher
ion numbers, both of which further reduce the frequencies
of the higher-order radial modes, or in three-dimensional
crystals with low-frequency motional modes. More ad-
vanced pulse sequences, such as broadband composite
pulses [57] could be used to mitigate this issue at the
expense of a lower interrogation duty cycle.
V. FURTHER SHIFTS
A. Trap heating and BBR shift
The AC Stark shift due to black-body radiation (BBR)
can be expressed as [58]
h∆νBBR = −1
2
∆αstat(1 + η)(831.9V/m)
2
(
T
300K
)4
,
(31)
where the dynamical correction η can be neglected in the
case of In+, for which all electric dipole allowed tran-
sitions coupling to the clock levels are in the UV, and
thus far detuned from the room-temperature BBR spec-
trum. The two integrated Pt100 thermistors, shown in
Fig. 1, have been calibrated to within 70mK [59]. Figure
8 shows the observed temperature rise as a function of
the applied rf voltage. The temperature measured with
thermistor 2 is slightly higher due to its increased dis-
tance from to the carrier board, through which the trap
is thermally anchored to the vacuum chamber. We model
the trap temperature distribution with our finite element
method (FEM) model [60], allowing for precise determi-
nation of the BBR environment at the ion positions. The
model is refined for the new AlN traps based on measure-
ments of the thermal distribution using an infrared cam-
era [59]. At Ωrf = 2π× 24.4MHz, the radial confinement
of νrad,In = 750 kHz (1.5MHz) for configuration A (B)
requires an rf voltage amplitude of 750V (1.5 kV). The
resulting mean temperature increase inferred from ther-
mistor measurements is 0.6K (2.2K), corresponding to
an effective temperature increase of 0.2K (0.8K) at the
ion positions. Its overall uncertainty of 0.08K (0.3K)
gives rise to a 1.5 × 10−20 (5.4 × 10−20) fractional fre-
quency uncertainty. To avoid an increased uncertainty
due to contributions from the vacuum chamber, its tem-
perature also needs to be stabilized at this level. Tem-
perature control beyond these requirements has already
been demonstrated, e.g. in neutral atom clocks using an
external BBR shield [61].
Presently, the uncertainty in the theoretical value of
the differential static polarizability ∆αstat = 3.3(3) ×
10−41 Jm2/V2 contributes an overall uncertainty of 1 ×
10−18 [62] at T = 300K, making the BBR shift domi-
nate the uncertainty budget. In the future, this could be
reduced to below 1× 10−20 by measurements of IR laser-
induced light shifts: applying 30mW of laser power in
a 450µm beam waist corresponds to 〈E2〉 ≈ (8.4 kV/m)2,
inducing a fractional frequency shift of 1.4× 10−15. By
resolving this shift to within 1 × 10−18, the fractional
uncertainty in ∆αstat could be reduced to 7× 10−4, cor-
responding to a contribution of 1 × 10−20 to the room-
temperature BBR AC Stark shift uncertainty.
B. Collision shift
Background gas collisions can shift electronic energy
levels and thereby introduce a phase shift in the spec-
troscopy signal. For a known composition of the gas, the
shift can be derived from the respective molecular po-
tentials [63] or determined experimentally by varying the
partial pressure [64]. To obtain a conservative estimate,
we adapt the treatment of [65] to Ramsey spectroscopy.
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FIG. 8. Trap temperature increase at the two integrated
Pt100 sensors as a function of the rf voltage amplitude.
”Thermistor 1” refers to the sensor on the rf wafer closest
to the carrier board. ”Thermistor 2” is on the other rf wafer.
The mean temperature increase of the trap for an rf volt-
age amplitude of 750V (1.5 kV) at Ωrf = 2pi × 24.4MHz is
0.6K (2.2K). The voltage uncertainty of each data point is
less than 10V and temperature rise uncertainties are around
15mK and originate from fit errors of the experimental data.
The lines are quadratic fits to the data points.
From Eq. (29) with Ω1 = Ω2 = Ω, we obtain
S = sin2(Ωt)
[
cos2
(
∆Tint
2
− π
4
)
− cos2
(
∆Tint
2
+
π
4
)]
(32)
= sin2(Ωt) sin(∆Tint) .
On resonance, both terms in square brackets take the
value 1/2, such that the error signal vanishes. The most
detrimental effect of a collision is thus a phase shift of
±π/4, making either of the terms 0 or 1 (we neglect the
unlikely possibility that two consecutive interrogations
are affected by collisions in opposite ways). The erro-
neous frequency correction derived from such a signal is
therefore
δν =
∆
2π
=
arcsin
(
1
2
)
2πTint
≈ 0.083
Tint
. (33)
An upper bound for the overall frequency shift can be
obtained by multiplying this step with the probability of
a collision to occur in one of the two interrogations in
(32). Collisions involving more than one ion are likely to
result in a detectable change of the fluorescence during
Doppler cooling and state detection, such that data from
the affected crystal can be disregarded in the respective
clock cycle. In our systematic uncertainty estimate, we
therefore assume that only one out of N ions is affected
by each collision. The overall collision shift is δν/N times
the probability of a collision to occur within two consec-
utive interrogation cycles:
∆νcoll =
δν
N
2Tint
Tcoll
, (34)
where Tcoll is the average time between collisions. Since
Tcoll scales inversely with N and δν inversely with Tint,
∆νcoll is independent of both the ion number and interro-
gation time under our assumptions. We experimentally
determine the average collision rate per ion by observing
changes in the crystal order of a two-ion In+/Yb+ crystal
over 44 h. With the derived collision rate of 4.8×10−3 s−1
per ion, the above estimate yields a worst-case fractional
frequency shift of 6.3×10−19. This simple estimate shows
that while the collision shift requires further investigation
to prevent it from dominating the overall clock uncer-
tainty, reducing its uncertainty to below 1× 10−19 seems
within reach.
C. Magnetic field inhomogeneities
Clock spectroscopy on a spatially extended ion en-
semble requires good control of the magnetic field ho-
mogeneity over the trapping region; position-dependent
resonance frequencies will otherwise result in inhomo-
geneous broadening and systematic shifts. The 115In+
isotope has a nuclear spin of I = 9/2. Starting clock
interrogation from either stretched state of the ground
state (1S0, |mF | = 9/2) to simplify state preparation,
the minimal Zeeman shift occurs in the transition to the
respective 3P0, |mF | = 7/2 state. All following estimates
refer to this transition, the first-order Zeeman sensitivity
of which is 6.5mHz/nT, about three orders of magnitude
smaller than for atomic states with an electronic angular
momentum J > 0.
To ensure first-order Zeeman shift deviations below the
natural linewidth of 820mHz across the trapping region,
we aim at field variations of less than 120 nT over 7mm
in our setup. With a 2-layer magnetic shield and per-
manent magnets, gradients of 250 nT along a trapping
region of 6mm have been observed using a 40Ca+-ion
as a field probe [66, 67]. Considering the manufacturing
tolerances of our Helmholtz-like coils, the gradient for an
applied field of 100µT is expected to be 1 nT (13 nT)
across a 400µm crystal (the whole 7mm trapping re-
gion), corresponding to a first-order Zeeman spread of
7mHz (85mHz). Static spatial inhomogeneities will be
mapped out using Yb+ ion probes and can be accounted
for in the frequency corrections applied by the servo al-
gorithm. Commercially available power supplies for the
coils achieve a relative RMS current noise of 4 × 10−5,
translating to a broadening of 26mHz, which is suffi-
ciently below our resolution.
The second-order Zeeman shift is given by ∆νZ2 =
β〈B2〉, where for 115In+, β = 2µ2B/(3h2∆FS) =
4.1Hz/mT2. As a consequence of clock states without hy-
perfine structure and a comparably large fine-structure
splitting ∆FS of the
3P manifold, the clock transition
has a favorably low second-order magnetic field sensitiv-
ity, e.g. 3 to 4 orders of magnitude lower than those in
171Yb+ [6]. In the case of unbalanced trap rf currents,
which have been observed to produce alternating mag-
netic fields on the order of B2rms = 2.2× 10−11T2 [1], the
resulting fractional frequency shift would be 7× 10−20.
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VI. CONCLUSION
In summary, we have presented a scalable ion trap ar-
ray designed for simultaneous precision spectroscopy on
separately trapped ion Coulomb crystals. Particular em-
phasis was placed on minimizing axial rf electric fields
through a high level of symmetry and intrinsically low
manufacturing tolerances. Material choices and model-
ing of the thermal environment enable strong rf confine-
ment in the Lamb-Dicke regime, while keeping the BBR-
induced AC Stark shift uncertainty due to the associated
heating of the trap below 1× 10−19.
We consider the use of linear Coulomb crystals with
mixed ion species as high-precision frequency references.
Based on experimental results in the new rf trap array, we
have derived expected frequency uncertainties in an In+
multi-ion clock with Yb+ cooling ions. The results are
summarized in Table I, both for a configuration employ-
ing cooling on the narrow 1S0 ↔ 3P1 line in In+ (A) and
one relying solely on sympathetic cooling with Yb+ (B).
As introduced in section II, these cooling schemes oper-
ate either in weak (A) or strong (B) Coulomb coupling
regimes. Several systematic shifts benefit from weak cou-
pling, i.e. a small ratio of axial to radial confinement: a
larger ion spacing reduces electric field gradients within
the chain and the resulting electric quadrupole shifts.
The lower influence of mutual repulsion on the radial po-
tential also reduces the downward shift of higher-order
radial mode frequencies, which results in lower time di-
lation and AC Stark shifts due to intrinsic micromotion
at a given temperature. If the interrogation laser has
a radial component, higher radial mode frequencies also
reduce the influence of the Debye-Waller effect on clock
instability. On the other hand, weak axial confinement
can make the axial modes more prone to external heat-
ing: while the time dilation shift only depends on the
increase in energy and is thus in principle independent
of the mode frequency, the underlying electric field noise
spectra typically have an inverse frequency dependence.
Weak Coulomb coupling also reduces the effectiveness
of sympathetic cooling. Finally, weak axial confinement
leads to increased chain lengths, and therefore requires
longer regions with small perturbations. Our results are
based on constant trap parameters which take all these
influences into account. Further optimization could be
achieved with the use of separate cooling and interroga-
tion configurations.
The results presented in this work will pave the way
for multi-ion clock operation with a lower fundamental
limit to statistical uncertainty than the current genera-
tion of single-ion clocks and the potential to implement
novel clock schemes which promise further stability im-
provements. We show that such clocks could operate
with relative systematic uncertainties at the 10−19 level
using separate strings with ca. 10 clock ions. Scaling
of the trap array to support independent confinement
of 10 such chains, i.e. 100 clock ions, is straightforward.
Our concept is suitable for all clock transitions featuring
a small differential electric quadrupole moment, allow-
ing multi-ion clocks based on, e.g. Al+ [69] or 229Th+
[29], and other species with insensitive transitions that
are designed via collective states [70]. In the absence
of a narrow cooling line, advanced cooling methods [71–
73] can be employed. The 2F7/2 state in Yb
+ features a
quadrupole moment that is small enough to reach relative
shifts below 5×10−17 [74] for chains with 10 ions confined
at νax = 20 kHz, also allowing an electric quadrupole shift
uncertainty smaller than 10−18. The increased sensitivity
to variations of clock laser intensity will require spatial
beam shaping and could be mitigated with advanced in-
terrogation protocols [75–77].
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narrow line cooled (A) sympathetically cooled (B)
values in 10
−19 max. shift spread uncertainty max. shift spread uncertainty comment
Time dilation (thermal)a −2 < 0.1 0.4 −19 5 4 assuming σ(T )/T = 20%
Heating (per second) −3.1 0.2 −0.6 0.02
Time dilation (EMM) −1.8 < 1 0.8 −1.3 < 0.5 0.6
AC Stark (thermal MM) −0.003 −0.03
AC Stark (EMM) −0.2 0.1 0.1 −0.2 0.1 0.1
El. quadrupole shift −0.02 0.02 < 0.01 −1.1 0.9 0.02 without σtheo(Θ(3P0)) [28]
BBR at 300K −137 0.15 −137 0.54 without σtheo(∆αstat)b
Sum −141.3 0.9 −158.7 4.1
a See [68] for a derivation based on the mass defect for a single ion
b The contribution from ∆αstat can be experimentally reduced to below 10−20 (see section VA)
TABLE I. Multi-ion operation related uncertainty contributions for linear ion chains with 10 115In+ clock ions each, as shown
in Fig. 2b. The trap parameters are Ωrf = 2pi × 24.4MHz, νrad,In = 0.75MHz (1.5MHz) and νax,In = 30 kHz (205 kHz),
respectively. All values are given as fractional frequency deviations in units of 1× 10−19. “Max. shift” corresponds to the most
affected ion, “spread” denotes the difference between the most and least affected ion.
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Appendix A: Equivalence of time dilation and mass
defect shifts in RF ion traps
The thermal time dilation shift can alternatively be
derived as a consequence of the different effective masses
between a ground-state (mg) and an excited-state ion
(me) [51, 78, 79],
me = mg +
hν0
c2
. (A1)
We consider the case of a single ion in a linear rf trap,
as used for multi-ion operation in the results of the main
text. In the axial direction, confinement is provided by a
static potential Φdc. The corresponding trap frequency is
inversely proportional to the square root of the ion mass:
eΦdc(z) =
1
2
mω2axz
2 ⇒ νax,g/e =
Cax√
mg/e
. (A2)
For a mean phonon number n¯, the mass defect therefore
results in an additional energy difference of
∆Emass,ax =
(
1
2
+ n¯
)
hCax
[
1√
me
− 1√
mg
]
. (A3)
Inserting (A1) yields
∆Emass,ax =
(
1
2
+ n¯
)
hCax

 1√
mg +
hν0
c2
− 1√
mg


(A4)
=
(
1
2
+ n¯
)
hνax,g

 1√
1 + hν0mgc2
− 1

 . (A5)
Using mgc
2 ≫ hν0 to approximate 1/
√
1 + x by 1− x/2,
we obtain for the fractional frequency shift
∆νmass,ax
ν0
≈ −
1
2
(
1
2 + n¯
)
hνax,g
mgc2
= −〈Ekin,ax〉
mgc2
, (A6)
i.e. the ratio of average kinetic energy to rest energy,
which is equivalent to the time dilation shift.
Next, we adapt the derivation for a direction with pon-
deromotive confinement, i.e. either of the radial direc-
tions. Neglecting static electric field contributions and
using the q parameter as defined in Eq. 22 of the main
text, we get the mass dependence
ωrad,pm =
Ωrf√
8
|q| = eκrfUrf√
2d20mΩrf
⇒ νrad,g/e =
Crad
mg/e
,
(A7)
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such that the equivalent to (A5) is
∆Emass,rad =
(
1
2
+ n¯
)
hνrad,g
[
−1
mgc2
hν0
+ 1
]
(A8)
≈ −
(
1
2
+ n¯
)
hνrad,g
hν0
mgc2
. (A9)
The fractional frequency shift in this case is twice as high
as that arising from axial motion (A6),
∆νmass,rad
ν0
≈ −
(
1
2 + n¯
)
hνrad,g
mgc2
= −2 〈Ekin,rad〉
mgc2
, (A10)
reflecting the additional kinetic energy due to intrinsic
micromotion for a single ion, which corresponds to
the potential energy of the harmonic oscillator with
ponderomotive confinement.
For an equal temperature T in the axial and both ra-
dial directions, 〈Ekin,ax/rad〉 = kBT/2 and we recover
the familiar thermal time dilation shift expression of
∆ν/ν0 = −5/2× kBT/(mgc2).
