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Abstract

Quantum error correction is a research speciality within the area of quantum
computing that constructs quantum circuits that correct for errors. Decoding is the
process of using measurements from an error correcting code, known as error syndrome, to decide corrective operations to perform on the circuit. High-level decoding
is the process of using the error syndrome to perform corrective logical operations,
while low-level decoding uses the error syndrome to correct individual data qubits.
Research on machine learning-based decoders is increasingly popular, but has not
been thoroughly researched for low-level decoders. The type of error correcting code
used is called surface code. A neural network-based decoder is developed and compared to a partial lookup table decoder and a graph algorithm-based decoder. The
effects of increasing error correcting code size and increasing measurement errors on
the error syndrome are analyzed for the decoders. The results demonstrate that there
are advantages in terms of average execution time and resistance to increasing measurement error with the neural network-based decoder when compared to the two
other decoders.
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Performance of Various Low-Level Decoders for Surface Codes in the Presence of
Measurement Error

I. Introduction

1.1

Motivation
Quantum computing is a new and increasingly important area of research that

combines computer science, mathematics, and physics [55]. Quantum mechanics and
the use of quantum information have the potential to use new computational abilities
to create efficient algorithms for problems that are computationally difficult for classical computers. Quantum computing research has expanded significantly in the last
few decades due to breakthroughs in quantum algorithms, improvements in quantum
hardware, and developments in quantum computing software stacks, such as IBM’s
Qiskit [4]. Among other areas, full-scale quantum computing could radically change
communications, cryptography and security, complex simulations [21], and algorithms
that handle big data [20, 25].
Although the implications of full-scale quantum computation are numerous and
highly important to technology and science professionals across the globe, getting to
that point is incredibly difficult. Current quantum computers have high error rates
and cannot perform accurate computations on anything but small, simple quantum
circuits. Quantum hardware needs to improve drastically before theoretical quantum
algorithms can be executed. The hardware needs to be improved, but another way
to make practical quantum computation possible is to use error correcting codes
to perform quantum computation. In classical computation, if there is a certain
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probability of error that a classical bit can flip erroneously then one bit can be encoded
with many of the same bits with repetition. However, in quantum computation such
a simple solution cannot be implemented. This is due to quantum’s No Cloning
Theorem, which states that an arbitrary quantum state cannot be copied without
altering the original [2]. Although the No Cloning Theorem is a unique property that
can lead to innovations in secure communication methods, it also makes the process
of implementing error correcting codes on quantum systems much more complicated.
However, the research into quantum error correction is one of the main reasons that
scientists believe that more exploration in quantum computing will be rewarding [42].
Error correcting codes have been an important part of the research in quantum
computing. One particularly active area of research is in topological error correcting
codes. These types of codes have a repeated geometry and configuration that is
useful to error correction [32]. The qubits of surface code are constructed to encode
logical qubits. The states of these logical qubits are changed by performing logical
operations, which changes whole groups of qubits on the surface code to alter the
logical state. This is expanded in Section 2.3.3. The type of topological code used in
this research is called the surface code, which uses a geometry similar to a grid.
In error correction, decoding is the process of using measurements from these
codes to select corrective operations to execute on the circuit [50]. Decoders are categorized as either high-level or low-level. High-level decoders perform logical corrective
operations, changing a whole row or column of qubits on surface codes using one of
four operators: the logical X, Z, Y, and identity operators. In contrast, low-level decoders work to correct individual faulty qubits on surface codes. There has been far
more research in high-level decoders since the output for any classification algorithm
would only be those four operators regardless of surface code size. Existing research
in low-level decoding is more limited.
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This research analyzes deep neural network-based low-level decoder performance,
and is the first such effort to do so while considering varying rates of measurements
error. Although the logical error rate of various decoders has been compared based
on increasing error on both measurement and data qubits, there have not yet been
experiments to find decoders that are more resilient to measurement errors specifically.
This is an important motivation and contribution of this research.
This is also a good opportunity to demonstrate the strengths and weaknesses of
various types of decoders while there is a need for development in a commonly used
Python package called Qiskit. This software allows users to access IBM’s quantum
computers and simulators through the Qiskit package so that more people can be
exposed to quantum computing. The topological_codes Qiskit module is configured to run error correcting codes such as the surface code. This module is currently
limited in its applicability because it has not been developed as much as other modules [4]. However, like many packages in Qiskit, it is currently being updated and
developed. This includes diversifying the decoders included in the module. More research and support in neural network decoding would support updating this module
to have machine learning-based decoders, which would give researchers, amateurs,
students, and all Qiskit users exposure to the tradeoffs between various decoders and
further an overall understanding of decoders that would be best to use in practical
topological codes.

1.2

Research Objectives
The objective of this research is to analyze the strengths and weaknesses of ma-

chine learning-based decoders for low-level decoding of the surface code. The following
research questions guide the effort to investigate this primary research objective:
• What tradeoffs exist between the use of neural network-based low-level decoders
3

compared to low-level decoders based on graph algorithms?
• How do various factors such as code depth and measurement noise affect decoding performance for neural network-based decoders and decoders based on
graph algorithms?
The first research question specifically aims to address neural network-based lowlevel decoding. The low-level decoders evaluated in the existing literature are compared to high-level decoders, rather than evaluating how well low-level decoding works
when just compared to graph algorithm-based decoders. There is evidence that highlevel decoders based on neural networks offer distinct advantages in their flexibility
and execution time [50] when compared to graph algorithm-based decoders. Little
research has been done that specifically analyzes the extent to which low-level neural
network decoders offer the same benefits as high-level decoders.
The hypotheses regarding this research question are:
• Hypothesis 1: The effectiveness of predicting corrective operations of neural
network-based decoders decreases more slowly than that of algorithmic decoders
with increasing noise levels on measurements.
• Hypothesis 2: Neural network-based decoders have execution times that increase more slowly by a constant factor than algorithmic decoders with increasing code depths.
The second research question aims to address how noise models more complicated
than the commonly used depolarizing noise model impact the predictive performance
of the decoders tested. Realistic noise affects the data qubits of an error correcting
code, but it also impacts measurements, corrective operations, and even entanglement
operations used to create the structure of the code. An error correcting code and
decoding scheme that can maintain all realistic types of error under a certain threshold
4

to protect the logical qubit is known as fault tolerant. This research investigates how
measurement errors, also called read out errors, can affect how accurately a decoder
performs. This gives more information about how well decoders can do under more
realistic noise, which can support more research in those decoding schemes that show
more promise to be fault tolerant.
The hypotheses regarding this research question are:
• Hypothesis 3: A neural network-based decoder can predict corrective operations on surface codes of depth 3, 5, and 7 better than a partial lookup table at
0, 1, 3, and 5% probability of measurement error.
• Hypothesis 4: For graph algorithm decoders and neural network-based decoders, increasing code depth does not change effectiveness of predicting corrective operations.
• Hypothesis 5: Increasing measurement noise levels decreases effectiveness of
predicting corrective operations in all decoders.
These research questions are important to guiding this investigation in low-level
decoding. There has not yet been an analysis in low-level neural network decoding
besides comparing it to a high-level decoder. Analyzing various low-level decoders
compared to each other, rather than a high-level decoder, adds to the body of knowledge about the characteristics of low-level decoding as a stand alone method. The
research questions intend to achieve this goal.

1.3

Assumptions and Limitations
This research makes several assumptions and is subject to several limitations.

The dataset used for training machine learning algorithms is simulated since current
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quantum hardware does not exist that can execute the surface code. This necessary
simulation is the root cause of the main assumptions and limitations of this research.
One assumption of this research is the noise model used for simulation. Noise models are generally much simpler than noise observed on quantum computers. However,
even simple noise models provide a way to analyze how well error correcting codes
and decoders generally work [50]. The noise model used in this research assumes the
errors on qubits are independent, with equal probability of the various types of errors
to happen on a single qubit, whereas in actual quantum circuits the errors on various
qubits may be correlated and may occur with different frequencies. The details of
noise models and the depolarizing noise models used for data simulation are fully
explained in Section 2.3.1.
One limitation of this research is the computation time required to simulate error
syndromes and data qubit errors with increasing code depths and data qubit errors.
The number of combinations of physical qubit errors that can occur in an error
correcting circuit scales exponentially with the number of individual data qubit errors
possible. This in turn is proportional to the number of data qubits and therefore to
the square of the code depth. The available computation time did not permit the
simulation of errors for large code depths, nor for the full set of possible combinations
of error for the code depths examined. Thus, the scope of the research is limited
to small code depths with a fixed maximum number of data qubit errors. As such,
caution should be used in generalizing the results of this research to larger code depths
and arbitrary noise levels.

1.4

Summary and Document Overview
In this Chapter, Section 1.1 outlines the motivation behind this thesis. Section 1.2

states the research questions and hypotheses on which the experiments of this thesis
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are based. Lastly, Section 1.3 describes the assumptions underlying this research and
limitations on its scope.
In the remainder of this document, Chapter II presents relevant background on
the surface code and machine learning concepts used in this thesis, as well as a
summary of previous work on machine learning techniques used for surface code
decoding. Chapter III defines the methodology used to implement low level decoders
and the experiments designed to evaluate the effectiveness and efficiency of those
decoders. Finally, Chapter V draws conclusions from those experiments, summarizes
the contributions of this research, and offers some areas of future work.
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II. Background and Literature Review

2.1

Overview
This chapter introduces the fundamentals of quantum computation used for er-

ror correction, quantum error correction itself, and the fundamentals of decoding
surface codes. Section 2.2 gives an overview of what makes quantum computation
different from classical computation and why that is important. Section Section 2.3
discusses quantum bits, also known as qubits, and types of operations used on qubits.
Section 2.3 also presents error correcting codes, specifically a well known type of
topological code called the surface code. Section 2.4 overviews decoding and types of
decoders, which is followed by Section 2.5 discussing background knowledge needed to
understand the machine learning techniques used in this thesis. Section 2.6 describes
the statistical significance tests considered for this research. Previous work that is
pertinent to this research is summarized in Section 2.7 as well. Finally, Section 2.8
summarizes the chapter.

2.2

Quantum Computation
Quantum computing has been increasingly a subject of research over the past

several decades for many reasons, one of them being the potentially incredible computational power that is possible through this new computing paradigm. At a basic
level, both quantum computers and classical computers solve problems, but quantum
computers manipulate data differently and are fundamentally governed by the rules
of quantum mechanics [20]. One of the reasons quantum computing is very different
than classical computing because quantum theory is cast in the language of complex
vector spaces [55]. Quantum computing is also subject to some unique rules, such as
the No Cloning Theorem, which is mentioned in Section 1.1, as well as entanglement
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and superposition, which are explained in Section 2.2.1 and Section 2.2.2. These
unique features and complex states make quantum computing notoriously difficult,
but very powerful given reliable hardware.
Quantum hardware is still in its infancy, which makes quantum computers subject
to high levels of noise. This noise makes the quantum algorithms that can solve useful
algorithms impossible to execute on the quantum computers that exist today. Noise
occurs at all stages of quantum computation, whether it be on operations, measurements, or qubit states during circuit execution. This makes quantum computing a
promising field, but this potential can only be fully realized with improvements in
quantum hardware and the development of processes that allow quantum algorithms
to successfully execute with the presence of errors.

2.2.1

Qubits

One fundamental difference between quantum computing and classical computing
is the way information is encoded. In classical computing, information is encoded as a
bit that can either take the state 1 or 0. The state of a classical computer is composed
of a vector of these 1s and 0s, with 2n possible states for n bits. Quantum computing
differs from classical computing by allowing an n-qubit system to be represented
by a linear combination of 2n states. This is because of superposition, the feature
of quantum systems that allows individual qubits to be in a linear combination of
two states, as well as entanglement, which is the condition in which the states of
two or more qubits cannot be decomposed into independent representations of each
individual qubit’s state [55].
Specifically, the state of an n-qubit quantum system corresponds to a vector in a
complex vector space Cn . An arbitrary quantum state can be written as |ψi. This
notation comes from Dirac notation (also known as bra-ket or just ket notation). A
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single qubit has the standard basis vectors of |0i and |1i. The kets |0i and |1i are
represented in the computational basis by the vectors ( 10 ) and ( 01 ) respectively. An
arbitrary single qubit state can then be defined as |0i+|1i where α and β are complex
numbers and α2 + β 2 = 1 [39].
Although qubits can exist in superposition, when they are measured, they collapse
into a state of either |0i or |1i [39]. The probability that an arbitrary qubit will
collapse to |0i is α2 and the probability that an arbitrary qubit will collapse to |1i is
β 2 [39]. Because of this characteristic of qubits, it is very important not to measure
a quantum system until the quantum operation is over, or the states in superposition
will be lost and the quantum information is lost and outputs of the circuit will be
wrong.

2.2.2

Basis States

The states of qubits are more complex to describe than their classical counterparts
due to the higher dimensionality of their states. One way to visualize the state of
a single qubit is to reference the Bloch Sphere, which is shown in Figure 1. Every

Figure 1: Bloch sphere for qubit visualization. Adapted from de Voorhoede [52].
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point on the surface of the Bloch Sphere represents a possible state of a qubit [4].
The location of the point can be written as a vector that is offset from the three axes
of the Bloch Sphere. The three axes each represent a different pair of basis states of
a qubit. The Z basis is more commonly known as the computational basis [39]. The
two orthogonal Z basis states are |0i and |1i. The two orthogonal X basis states are
|+i =

|0i+|1i
√
2

and |Li =

and |−i =

|0i−|1i
√
.
2

The two orthogonal Y basis states are |Ri =

|0i+i|1i
√
2

|0i−i|1i
√
.
2

This can be seen in the Bloch Sphere, where the north and south poles of the
sphere correspond with the computational basis states, |0i and |1i. The X basis
states are at the end of the vector labeled “X” and the vector orthogonal to it, which
correspond with the states |+i and |−i. The same is true for the Y and the “Y”
vector corresponding to the states

|0i+i|1i
√
2

and

|0i−i|1i
√
.
2

The pure state of any arbitrary

qubit can be represented as the unit vector pointing to a location on the surface of
the sphere. The states themselves can then be described as any point on the Bloch
Sphere by defining two angles, φ and ψ. However, typically states are described as
linear combinations of the computational basis vectors |0i and |1i.

2.2.3

Single-Qubit Operations

Quantum operations are different from classical operations in a few important
ways. In the quantum world, all operations that are not measurements are reversible
and represented by unitary matrices [55]. A unitary matrix is one for which the
conjugate transpose U ∗ is also the inverse, i.e. U ∗ U = U U ∗ = I, where I is the
identity matrix [39]. A quantum gate is an operator that acts on qubits, and can be
represented by a unitary matrix [39]. Four essential single-qubit operators are called
the Pauli matrices shown in Equation 1 represent the Identity, Pauli X, Pauli Y , and
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Pauli Z operations [39].












1 0 
0 1 
1 0 
0 −i
I=
, X = 
, Z = 
 , and Y = 

0 1
1 0
0 −1
i 0

(1)

These operations change the state of a single qubit in the following ways:
• No Change: I |0i = |0i, I |1i = |1i. In matrix terms, this looks like:


   

   
1 0 1 1
1 0 0 0

   =   and 
  =  .
0 1
0
0
0 1
1
1
• X Flip: X |0i = |1i, X |1i = |0i In matrix terms, this looks like:

   
   
0 1 0 1
0 1 1 0
  =  .

   =   and 
0
1 0
1
1
1 0
0


• Z Flip: Z |0i = |0i, Z |1i = − |1i In matrix terms, this looks like:
 

 
   
0
1 0  0
1 0  1 1
  = − .

   =   and 
1
0 −1
1
0
0 −1
0


• Y Flip: Y |0i = −i |1i, Y |1i = i |0i In matrix terms, this looks like:


   

 
 
0 −i 1 0
0 −i 0
i

   =   and 
  = − .
i 0
0
i
i 0
1
0

Another way to understand how these operations change the state of a single qubit
is by referencing the Bloch Sphere. These matrices are ways of rotating the Bloch
Sphere about its X, Y , and Z axes by π radians [4]. Using the Bloch Sphere to
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visualize the different operations that can be done on a single qubit and how those
rotations change the state is a straightforward way to understand how qubit states
change in response to single-qubit operations.
The Pauli matrices are both unitary and Hermitian. A Hermitian matrix is a
complex square matrix that is equal to its own conjugate transpose. In matrix form,
a matrix can be described as Hermitian if M † = M . Due to the Hermitian and
unitary properties, the Pauli matrices satisfy a few important identities:
• X2 = Y 2 = Z2 = I
• XY = iZ
• Y X = −iZ
• Y Z = iX
• ZY = −iX
• ZX = iY
• XZ = −iY
These can be useful in quantum computation and the applications of the characteristics of the Pauli matrices are a backbone of quantum error correcting codes.
For example Pauli matrices are Hermitian, and all eigenvalues of Hermitian matrices
are real [55]. Also, the first identity X 2 = Y 2 = Z 2 = I is particularly useful for
stabilizer codes. Both of these concepts and the useful properties of Pauli matrices
in error correction are expanded further in the chapter.
Another fundamental single qubit gate
 is the
 Hadamard gate. In matrix form,
1 1 
the Hadamard gate looks like: H = √12 
 In terms of the Bloch Sphere, this
1 −1
gate can change the position of the state vector by moving it away from the poles.
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Because the vector is neither at one pole or the other, it is not at fully at one state or
the other, so it is in superposition. The Hadamard gate is one gate that can create
superposition in a quantum state [39].

2.2.4

Multi Qubit Operations

A couple of types of multi-qubit operations are common in error correcting codes.
The first is a quantum CNOT gate. This gate operates on pairs of qubits. One is the
control qubit, while the other is the target qubit. If the control qubit is |xi = |1i,
then the target output will result in |1i if the target qubit is initially |0i. Likewise,
if the target qubit is initially |1i and the control qubit is |xi = |1i, then the target
output will change its state to |0i. If the control qubit is |0i, then no change occurs
on the target qubit. More generally, the CNOT gate takes the system from initial
quantum state |ai ⊗ |bi to |ai ⊗ |a ⊕
bi, where ⊕ 
is addition modulo 2. The quantum
1


0
CNOT gate can be represented by: 

0


0

0 0 0


1 0 0
.

0 0 1


0 1 0

CNOT gates are important to quantum computation because they have the ability
to create entangled states. Entangled states are states of multiple qubits that can
be described as one system, but cannot be described separately. This property is
fundamental to quantum computation.

2.3

Quantum Error Correction
None of the operations introduced in Section 2.2 are implemented reliably in to-

day’s world. No one has created a completely error-free gate, so computations on
quantum systems are not entirely reliable. What makes the problem harder is the
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fact that qubits themselves are prone to error when idle. These continuous errors that
happen in the system are hard to track because they happen slowly, with many qubits
at a time. After a short period of time, the whole system decoheres, or loses its intended state needed for computation [44]. This makes practical quantum computation
impossible without either error free hardware or an implementation of fault tolerant
error correcting codes along with hardware for which the errors lie below a certain
threshold. However, since error correcting codes were discovered only recently [8],
there’s still a lot of work to be done in this field.
Fault tolerance in quantum systems means that a system can correctly encode
a logical qubit with many data qubits that can undergo errors and erroneous operations [45]. One theorem that brings hope to practical computation in the face of
faulty hardware is the Quantum Threshold Theorem, which shows that if the error
to perform a gate operation is a small enough constant, then one can perform arbitrarily long and precise quantum operations [24]. Formally, the Quantum Threshold
Theorem is defined below [24]:
Theorem: There is a threshold error rate pT . Suppose there is a local
stochastic error model with pi ≤ p ≤ pT . Then for any ideal circuit C, and
any  > 0, there exists a fault-tolerant circuit C 0 which, when it undergoes
the error model, produces an output which has statistical distance at most 
from the output of C. C 0 has a number of qubits and a number of timesteps
which are at most (|C|/) times bigger than the number of qubits and
timesteps in C, where |C| is the number of locations in C.
Hardware improvement is moving at a steady pace, but it will still not be feasible
to make fault tolerant hardware that can execute operations without the need of error
detection or correction in the next few decades. For this reason, implementing error
correcting codes is a key part in practical quantum computers.
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The mathematical representation of a qubit is useful to understand how operations
are performed and how information is stored, but it is just one way to understand
the underlying physical particles that make up a qubit. Quantum computers can be
constructed with subatomic particles, whose physical states can be used for the state
of a qubit, such the spin of a particle like an electron [55]. These subatomic systems
are extremely delicate, and for that reason are very error-prone. The environment can
induce unwanted changes in the system through vibrations, temperature fluctuations,
and electromagnetic changes, among other types of interference [55]. The qubit itself
can be made of different materials, including ion traps, superconductors, quantum
dots, and more. Depending on the implementation of the qubits, whether it be
transmon qubits made with quantum superconductors, or trapped atomic ions [35],
hardware can vary in decoherence times, error rates, and connectivity between qubits.

2.3.1

Noise Models

Noise models for quantum systems are classified by the types of qubits and operations that have error simulated, and whether or not the errors that act on the qubits
are correlated with other errors or independent. The depolarizing noise model is a
simplified noise model that randomly chooses one of the Pauli operators, X, Y , or
Z, to act on an arbitrary data qubit [54]. This model makes a few important assumptions. The first is that each error acts on a single qubit, independently of other
errors. The next is an X, Y , or Z error can act on an arbitrary data qubit with equal
probability. This is in contrast real quantum systems, which tend to experience the
phenomenon known as decoherence, in which many qubits of the system drift slightly
from their intended state. When this happens, the intended state of the system is
lost [39]. Qubits also tend to decohere to their ground state of |0i, rather than to
an arbitrary state. This means that the type of errors acting on the qubits do not
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occur with equal probability. Thus, noise models must be understood as simplified
versions of how noise acts on quantum computers. Since hardware is a limiting factor
with many experiments in quantum computation, simulations and noise models are
are necessary parts of carrying out those experiments.
Other types of noise models are either simpler or more complicated than the
depolarizing noise model, depending on the application. An even simpler one performs
an error on an arbitrary data qubit with probability p and either an X or Z flip, but
not a Y flip, occurs on the data qubit with equal probability of an X or Z error [34].
Noise models can include errors on the corrections and measurements themselves,
which happens on quantum computers. Noise models that capture decoherence are
much more complex, and require significant effort towards understanding the physics
and mathematics to classically simulate [26]. Many of these noise models are used in
current efforts to experimentally evaluate decoders, although efficient and accurate
quantum noise modeling is an active area of research in and of itself [29, 21].
Although the depolarizing noise model has disadvantages, it is suitable for experiments that evaluate surface codes and the algorithms to decode them. It is used to
compare surface codes to other topological codes and develop decoding algorithms for
surface code. Another use of the depolarizing noise model is to find theoretical thresholds of error for topological codes that contribute to the current body of research in
topological quantum error correcting codes. One way this simple noise model can
be expanded is to apply errors with equal probability on both ancilla qubits and
data qubits. The case in which there are errors on measurement qubits, also referred
to as ancilla qubits in the context of surface codes, is known as the fault tolerant
case [14, 53].
Measurement error rates are easily accessible through the data collected by IBM
quantum computers. These are referred to as read-out errors, and the read-out error
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is calibrated periodically for each qubit on each IBM machine.

2.3.2

Stabilizer Formalism

A stabilizer code for quantum error correction is described in terms of the number
of stabilizers, each of which is an operator, and for which the collected measurements
give information about what errors have affected an encoded state [6, 23].The key
idea of the stabilizer formalism is to represent a quantum state |ψi not as a vector
of amplitudes, but by a stabilizer group, which consists of unitary operators, such
as the Pauli operators, that stabilize |ψi [3]. Unitary U stabilizes a pure state |ψi if
U |ψi = |ψi. Note that if U and V both stabilize |ψi, then any product of U , V , U −1 ,
and V −1 also stabilizes |ψi. The identity operator I also stabilizes every quantum
state [3].
The Pauli matrices, which are single-qubit operations, can be used to stabilize
certain quantum states. A summation of the states that Pauli matrices stabilize:
• I stabilizes all quantum states
• −I stabilizes no quantum states
• X stabilizes |+i
• −X stabilizes |−i
• Z stabilizes |0i
• −Z stabilizes |1i
• Y stabilizes |ii
• −Y stabilizes |−ii
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In a stabilizer code, the encoded states are chosen to be in the mutual +1
eigenspace of a set of multi-qubit Pauli operators [23]. This means that the stabilizers of the code are made of Pauli operators that all mutually commute if no data
qubit in the encoded state has undergone an error. Stabilizer codes are described by
sets of data qubits and the operators that act on them, which are called stabilizer generators. Measuring these generators gives information about the parity of the states
of the connecting physical qubits. If the stabilizer generators commute, the stabilizer
has an eigenvalue of 1, and if they anticommute, it has an eigenvalue of -1. Measuring all the stabilizers generates the error syndrome of the stabilizer code [54]. These
stabilizers can be measured without disturbing the states of the data qubits, but the
outcomes of these measurements provide information about the errors occurring in
the system.
Each stabilizer code is characterized by parameters [n, k, d] where n is the number
of physical qubits, k is the number of logical qubits, and d is the minimum distance
of the code [32, 43]. The distance of a stabilizer code is the minimum number of data
qubits with nontrivial errors such that the code subspace is still preserved [43]. If an
encoded subspace is damaged by X, Y , or Z error chains, then it can be recovered
successfully by measuring the stabilizers and applying corrective operations on the
predicted erroneous data qubits [32].

2.3.3

Surface Code

Although the repetition code is a useful tool for understanding error correction
and the underlying concepts, it does not have a low enough error rate to implement
algorithms that can work using real-world quantum computers. However, another
class of quantum error correcting codes called topological codes have greater practical
use. Historically, this class of codes grew out of a specific type of stabilizer code, called
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the toric code [32, 7]. Various types of topological codes are used almost exclusively
when it comes to research in large-scale error correction. The advantages of the
toric code and other topological codes include high thresholds for error as well as
simple, repeated geometry that makes error correction codes of large depth more
straightforward to construct than other types of large error correcting codes [7]. The
type of topological code used in this research is called the surface code, which is
similar to the toric code, but with a planar rather than toroidal geometry [18]. A
visual representation of the surface code is presented in Figure 2.

Figure 2: Surface Code Examples of Depths 3, 5, and 7. Dots represent data qubits.
“Depth” is the number of data qubits along one edge of the grid. Bordered regions
(squares and semicircles) represent ancilla qubits. Gray regions represent X-type ancilla that measure X stabilizers on two (semicircle case) or four (square case) neighboring data qubits. White regions represent Z-type ancilla that measure Z stabilizers
on two or four neighboring data qubits.

Surface code is a type of stabilizer code with stabilizer generators made from
neighboring qubits. The stabilizers of the surface code are measured by ancilla qubits.
The stabilizer operations are performed on the data qubits that lie on the vertices
of the ancilla in the grid representation. In the grid representation, each data qubit
neighbors two X-type ancilla and two Z-type ancilla, unless the data qubit lies on
the boundaries of the grid. If it lies on the boundaries, then the data qubit neighbors
only a total of three ancilla qubits. The data qubits on the corners only neighbor
two ancillas. A Z-type ancilla can put its four neighboring data qubits, a, b, c, and
20

d, into an eigenstate of the operator product Zˆa Ẑb Ẑc Zˆd [18]. Each Z-type ancilla
therefore measures a Z-stabilizer. The neighboring qubits for X-type ancilla are in
an eigenstate of X̂a X̂b X̂c X̂d , and measure X-stabilizers [18].The ancilla qubits of the
surface code measure the parity of the data qubits that belong to the stabilizer. This
means that if an odd number of data qubits are not in the same state as the others,
then the eigenstate of the stabilizer is −1 and the ancilla qubit detects an error.
Several steps are required to create the stabilizers of the surface code. Each
ancilla qubit is initialized in its ground state and then undergoes a sequence of CNOT
operations with its neighboring data qubits followed by a projective measurement [18].
For X-type ancilla, the four neighboring data qubits are the targets of four CNOT
operations with the ancilla qubit being the control qubit. The projective measurement
of these operations yields the eigenstate of Zˆa Ẑb Ẑc Zˆd . The Z-type ancilla qubits
are entangled in the same way to their neighbors, except that a Hadamard gate is
applied to the ancilla qubit before and after the CNOT operations. The Hadamard
gate effectively changes the basis of the measurements so that changes in parity in
the X-basis of data qubits can be detected by the X-type ancilla. The Hadamard
gate is performed before and after the CNOT gates in order to measure the parity
in the X-basis. The projective measurement then yields an eigenstate of X̂a X̂b X̂c X̂d .
The error syndrome is the results of all the projective measurements of all the ancilla
qubits. Figure 3 shows how X-type and Z-type ancilla are set up and entangled with
the neighboring data qubits.
Error chains on the surface code refer to the presence of multiple data qubit errors.
Multiple data qubit errors with the same type of error form error chains if they are
neighboring sets of data qubits. An example is shown in Figure 4. The middle
portions of error chains that only flip two data qubits of an ancilla erroneously are
not detected by the surface code. Since X 2 = Y 2 = Z 2 = I, two pairs of parity check
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Figure 3: Example of surface code with visual of ancilla quantum circuit connections. The circuit describing the CNOTs performed on the data qubits and ancilla is
presented for both X and Z ancilla. The vertical and horizontal boundaries that correspond with logical operators are also shown. Adapted from NAE report Frontiers
of Engineering: Reports on Leading-Edge Engineering from the 2018 Symposium [40].
operators that are the same results in I 2 = I, which has a +1 eigenvalue. Since the
middle of the error chains change the states of two qubits in a stabilizer, under the
commutation properties discussed in Section 2.2.3 the eigenvalue of the stabilizer is
+1. Figure 5 shows examples of detection events resulting from the parity checks of
the stabilizers.
The logical states of the surface code are created by initializing all of the data
qubits to the intended logical state, and then maintaining the intended state through
error correction [27]. Logical operations can be performed by changing the state of
all data qubits along the boundaries of surface code [27]. Generally the logical X
operator is the top or bottom horizontal boundary and the logical Z operator is the
left or right boundary.
An error chain can escape detection if it connects back with itself to form a loop
in the circuit. Non-trivial error loops are error chains that reach from one boundary
of the code to the other, either vertically or horizontally. This causes an unintentional
change in the logical state. Preventing these non-trivial error chains is necessary to
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Figure 4: Example of depth 5 surface code with X-type error chains. Each surface
code denotes and X-type error on a data qubit in red. The blue dots are the X-type
ancilla qubits detecting an error. The neighboring data qubits form error chains, with
the last chain being one that loops around and results in no detection events from
the ancilla qubits. Adapted from [50]
prevent logical errors in the surface code. Preventing this type of logical error is
achieved through decoding, which is the process of using error syndrome to identify
corrective operations to perform on data qubits.
Surface codes are widely used due to a few distinct advantages. They can withstand relatively large levels of error when compared to other error correcting codes.
Another advantage is that the parity checks done by the ancilla qubits require only
nearest neighbor interactions. The nearest neighbor interactions allow surface code

Figure 5: Example of depth 5 surface code. X’s and Z’s denote data qubit errors.
Red dots denote detection events. Adapted from [50]
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to be realized with quantum hardware implementations such as ion traps or superconducting qubits. The surface code also has a repeated pattern, making larger code
depths easy to understand. This helps surface code be scalable, which is vital to
quantum error correction since large code depths are associated with more reliable
logical qubits.

2.4

Decoding
Understanding why and how stabilizers create error syndromes for surface codes

is important, but the key component of QEC is using a method to determine which
operations to perform on the physical qubits in order to preserve the intended logical
state of the code. Decoding is computed classically, and must be integrated with
quantum computers to provide corrective operations. Several decoders have been
developed over the years, and this is an ongoing area of research. The main goal of
research in decoders is to find a suitably accurate and fast decoder that is flexible
enough to work with various noise models and large code depths.

2.4.1

Decoder Characteristics

Decoding algorithms must be improved to reach the full potential of quantum error
correcting codes. The current best threshold of maximum error on data qubits for
surface codes and toric codes with accurate decoders is 10-11% of the data qubits on
the code undergoing an error. As long as the probability of error on the data qubits
is below this threshold, then the surface code can maintain the logical qubit state
indefinitely [43]. The threshold value is based on experiments on the surface code that
don’t include either noisy measurement or erroneous corrective operations [14, 43, 53].
This threshold assumes measurements and corrections are noiseless, and is based
on the depolarizing noise model. As such, the simulation of error on the quantum
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computer is simplified. The current threshold for the fault tolerant case for surface
codes is 1% [45, 53]. The threshold that only includes data qubit errors is optimistic,
and so more extensive research into various types of decoders is necessary to find one
that can best work under realistic noise from a quantum computer.
Fast decoding is necessary to implement large-scale quantum computers with error
correcting codes such as surface code. Decoding itself is an NP-complete problem [28],
but there has been work into finding approximation algorithms and parallel programs
to speed up the decoding process [17]. When a decoder is fast, more error correction
measurements are made, which detects errors faster on the code, and prevents a
high incidence of errors which leads to the intended logical state of the code being
lost. Although small error correcting codes have fast decoding times, the run time
of decoders increases with the depth. This is because increasing the depth of the
code increases the number of physical and ancilla qubits and the number of possible
syndrome measurements is 2n , where n is the number of ancilla qubits. It is predicted
that hundreds, or even thousands of physical qubits are needed to implement surface
codes for practical quantum computation [43], which means that scalable decoding
algorithms are integral to implementing topological codes.
One important consideration in designing a decoder is whether a decoder is a highlevel or a low-level [49] decoder. High-level decoders perform corrective operations on
surface code through logical operations. This allows for some small data qubit errors
to occur and not be corrected as long as they do not corrupt the intended logical state
of the code. High-level decoders only need to choose between four logical operations,
a logical X, Y , Z, and identity operation [49]. By contrast, low-level decoders work
to apply corrective operations to individual data qubits. Low-level decoders can help
prevent error chains from propagating and becoming unmanageable in surface code,
but they also run the risk of false predictions causing more errors on the circuit than
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there were previously.

2.4.2

Examples of Decoders

There are several ways to determine which corrective Pauli operators to perform on
data qubits from a given error syndrome. However, better decoders are always desired
since decoding time is one of the limiting factors to practical error correcting codes.
The simplest decoder that can be implemented is a full lookup table. For each given
syndrome, a full lookup table returns the most probable set of data qubit errors that
could generate that syndrome. The most accurate decoder possible is a lookup table
that accurately represents the distribution of data qubit errors and their probabilities
given an arbitrary syndrome, which always returns the most probable set of errors.
However, the number of entries of a lookup table decoder quickly increases, since the
2 −1

error syndromes increase as a function of depth, where the syndromes = 2depth

.

This results in exponential growth rate of the lookup table, making large code depth
unfeasible for large scale computation. The best that could be done would be a partial
lookup table (PLUT), which is an incomplete lookup table which is only populated
with some syndromes and their corresponding corrective operations, but not all. A
PLUT would not be able to predict corrective operations for syndromes that are not
in the lookup table.
The most common type of decoder is an algorithmic-based decoder that uses the
Minimum Weight Perfect Matching (MWPM) algorithm [11]. This is the standard
decoder used with surface code because this decoder has the highest accuracy of any
known decoder, other than the complete lookup table, and is the most researched
decoder of topological codes. This algorithm works by finding the most likely path
between two endpoints. This is useful for surface code decoding since the ancilla
measurements that read out -1 are the endpoints of error chains on the surface code.
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The MWPM decoder transforms the error syndrome of an observation into a syndrome
graph, where the vertices are the ancilla qubits, and every edge represents a physical
qubit. The algorithm is run on the syndrome graph, and returns the edges of the
syndrome graph that corresponds to the physical qubits with errors. This syndrome
graph is constructed and run for the X and Z syndrome measurements separately.
Although the MWPM decoder is considered the standard when it comes to decoding surface code due to its advantageous accuracy and run time trade off, it has some
disadvantages as well. This decoder only works with the depolarizing noise model,
where errors are independent and of equal probability. In real world quantum computing, these assumptions are unlikely to be true. More complex and realistic noise
models exist for quantum systems and so the main disadvantage of MWPM is the
applicability to real-world quantum circuits. Figure 6 illustrates a syndrome graph
overlaid on top of surface code.
Once both the X and Z syndrome graphs are constructed from a given syndrome
for a code, they are fed into the MWPM algorithm. In graph theory, this algorithm
works by finding a perfect matching of a given graph G with vertices V and edges
E. A matching is a set of non-adjacent edges, which also can be thought of a set of
edges in a graph that do not share any vertices. A maximum matching is a graph
for which the cardinality of the matching is maximized for the graph. A perfect
matching in graph theory is when the cardinality of the matching is |E|/2, which
is always a maximum matching for a graph. The MWPM algorithm also takes into
account the weights of edges in a graph, and returns a perfect matching with the
minimum weighted sum of edges. This algorithm runs in O(n2 ) [11],where n is the
number of detection events [17], although parallel optimizations are being developed
that run in O(1) [17]. It can be applied to both X syndrome and Z syndrome graphs
for which the edges are weighted by the length of the shortest error chain between
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Figure 6: Syndrome graph used for Minimum Weigh Perfect Matching algorithm.
The black squares and semicircles denote X-type ancilla. The white squares and
semicircles denote Z-type ancilla. The red lines indicate an X syndrome graph that
is created for the MWPM algorithm. The vertices of the graph are on the X-type
ancilla, while the edges are overlayed on the data qubits.
the syndrome nodes as determined by the syndrome graph.
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2.5

Machine Learning
Machine learning is a common technique by which systems can acquire knowledge

and learn patterns from raw data instead of relying on hard-coded knowledge [22].
This allows computers to make predictions on new data by drawing on the expected
values of patterns learned and knowledge acquired. Machines can learn these patterns
more effectively if the data presented to the computer has a useful representation [22].
Each piece of information included in the representation of the data is known as a
feature. A machine can learn the correlation between certain features and outcomes,
and use this learned correlation to predict the most likely outcome when the features
are presented to it in another observation.
In general machine learning problems fall into various categories. One useful
designation is whether a machine learning problem is supervised or unsupervised.
Unsupervised learning learns the properties and patterns of a large set of data, and
can apply the learned structure of the dataset to various problems. Some examples
include clustering and denoising [22]. Supervised learning also learns the properties
of a set of data, but in contrast to unsupervised learning, each observation is assigned
a label. Another way of categorizing machine learning problems is as either regression
or classification problems. A regression problem is a problem where the output is a
continuous value, whereas a classification problem’s output is categorical. Classification problems can be either binary or multi-class. A binary classification problem
uses the features of an observation to determine to which one of two classes the observation belongs. A multi-class classification problem uses features to determine an
observation’s membership in a single class out of more than two classes. A machine
learning problem in which an observation can be assigned one or more class labels
out of many is called a multi-label classification problem.
For training, there are general principles that are important in the learning pro29

cess. Once the features and the labels of a supervised learning problem are identified
and the data processed correctly, then the dataset is partitioned into multiple subsets.
Most of the data is put into a training dataset, while a minority of the dataset is set
aside for testing [31]. This test dataset is not used for data exploration and is held
out until the model is fully trained[31]. This is done in order to esnure the test accuracy is an accurate reflection of how well the model can predict unseen data. During
training, the machine learning algorithm finds patterns in the training dataset and
learns how to predict observations based on the training data. The other way that
a dataset is partitioned is a subset within the training set. A validation set is taken
from the training set and is used to evaluate a model during training for parameter
tuning.
There are a few metrics that are used to evaluate the quality of a given model.
The first is accuracy, which is the ratio of correctly predicted observations to total
observations. This is an evaluation metric that is widely used and most people are
familiar with. This metric is most suited for datasets that have balanced class labels
and when it is desirable to have results that are easy to interpret.
Accuracy is a useful performance metric, but there is more to performance measurement than an accuracy report. Given a binary classification problem, where a
class label can either be positive or negative, often represented by [0,1], there are four
ways a model can classify or missclassify a class label:
• True Positive: The predicted class value is positive and the actual class value
is positive
• False Positive: The predicted class values is positive and the actual class value
is negative
• True Negative: The predicted class value is negative and the actual class value
30

is negative
• False Negative: The predicted class value is negative and the actual class value
is positive
These parameters are used to describe certain evaluation metrics. In terms of the
parameters described above, accuracy is the sum the counts of the True Positives and
True Negatives over the count of entire observations. Additional important metrics
are F1 score, precision, and recall. Precision is the ratio of true positive over the total
number of observations predicted to be positive (TP / TP + FP). A high precision
close to 1 indicates a low false positive rate. Recall is the ratio of observations correctly
predicting positive divided by the total number of observations with an actual class
value of positive (TP/ TP + FN). By themselves, these are valuable metrics, but F1
score is a metric that gives the weighted average of precision and recall. F1 score
is particularly useful given an uneven class distribution. F1 Score = 2*(Recall *
Precision) / (Recall + Precision).
2.5.1

ROC Curves

ROC curves are also used to determine a model’s quality. ROC curves plot true
positive rate on the Y axis of a graph, and the false positive rate on the X-axis. These
rates are plotted for classification thresholds. The point of optimal classification
threshold is located in the upper left corner of the graph, where the best tradeoff
of false positive rate and true positive rate occurs. The area under the ROC curve
(AUROC) is also typically higher for better models. Figure 7 and Figure 8 show
examples of ROC curves and the meaning of the area under the ROC curve.
Since there are many labels, both macro-average and mirco-average ROC curves
could be used to determine how good the model is. The macro-average computes the
ROC independently for all labels and takes the average [37]. This metric treats all
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classes equally. By contrast, the micro-average uses the total values of all the classes
and averages it based on the total number of observations [37]. These metrics are the
same in the case of balanced classes for classification problems, but vary greatly in
the case of imbalanced datasets.

Figure 7: Example of AUROC adapted from [33]

Figure 8: Example of ROC adapted from [1]

2.5.2

Cross Validation

Cross validation is a technique in machine learning that is used to provide an
understanding of model performance that has less variance than a simple train test
split. In a train test split, the dataset is split with most of the data being used for
training and validation, while the rest is not looked at or trained on until final model
evaluation. While this is a sufficient technique to use with large datasets and models
that require long training times, the performance of the model is dependent on the
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data in the training set and test set. If the dataset is small, then this results in high
variance of model performance depending on the train test split.
K-Fold cross validation is a process that remedies this by splitting the dataset into
k folds, where k is 5 or 10 in most cases. Each fold is used as a test set while the rest
of the dataset is used for training the model. Therefore, the model is trained k times
and tested k times with a different test set. The average and standard deviation of
performance metrics are evaluated at the end of the process. This produces lower
variance than the standard train test split, but it takes longer.
Cross validation can also be used for hyperparameter tuning in machine learning
models as well. Cross validation for hyperparameter tuning is often done alongside a
train test split, and is only used on training data. The process is done by creating a
list of possible hyperparameters to use in a machine learning model. The combinations of all of these hyperparameters are evaluated on a training set using the average
performance from K-fold cross validation to determine the best set of hyperparameters. The final model is then evaluated on the test set. A visualization of how cross
validation is performed is shown in Figure 9
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Figure 9: Visualization of K-fold cross validation adapted from [41]

2.5.3

Random Forest

Random forest classifiers are classifiers that are made up of decision trees. Decision
trees are are classification method that takes features as input and splits branches of
the tree based on the values of each feature. Random forest is an ensemble classifier,
which uses an ensemble of classifiers to vote for whether a class label belongs to
a set of features. Each classifier in the ensemble is a decision tree. This has less
variance than most single classifiers by themselves, which is one reason that random
forest classifiers are popular. A visualization of how the random forest algorithm is
performed is shown in Figure 10
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Figure 10: Visualization of random forest classification, adapted from [30]

2.5.4

kNN

K-Nearest Neighbors(KNN) is a simple and widely used algorithm in machine
learning. The distance between feature vectors of the data are found using algorithms such as euclidean distance, and are a way to compare the similarities between
observations. The probability that a new observation belongs to a particular class
depends on the distance between the new observation and all the observations of
each class. A visualization of how the K-Nearest Neighbors algorithm is performed
is shown in Figure 11.
Multi-K Nearest Neighbors (MLkNN) adapts the KNN algorithm for use with
multi-label classification. The MLkNN algorithm is implemented in Python in the
scikit-multilearn package [56]. MLkNN uses KNN to find the nearest neighbor of the
example, and then uses Bayesian inference to assign a maximum a posteriori principle
is used to determine the full label set to assign to the unseen observation [56].
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Figure 11: Visualization of KNN, reproduced from [57]. Each point represents an
observation, and each observation is assigned one of three class labels. The various
classes are denote by different colors. A new observation is assigned a class label
based on the distance between it and all the observations of the various classes.

2.5.5

Multi-Output Classifier

Not all machine learning models are suitable for multi-class or multi-label classification. One strategy to use these methods is with a MultiOutput Classifier supported
by Sklearn. This is a simple method where a classifier that is not natively multi-label
or multi-class can be used for muli-label and multi-class classification. In the case
of multi-class classification, only one class can be assigned a positive class label at a
time. In multi-label classification, more than one class can be assigned a positive class
label. This is a much more difficult task, since there are 2n possible outputs, given a
problem with n classes. The way to construct a multi-label classifier is more difficult
as well, since one classifier is fit per class label. In testing, each of the classifiers use
the features as input to predict the outcome of each class label.

2.5.6

Artificial Neural Networks

Artificial Neural Networks (ANNs) are a popular machine learning architecture
that is inspired by neurobiology to represent functional patterns between inputs and
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outputs. These are networks that are made up of neurons, or perceptrons, which when
stacked together and connected can learn complex functions [22]. A fully connected
neural network is made up of an input layer, an output layer, and one or more hidden
layers. Each neuron in this type of model is connected to each subsequent neuron in
the next layer. In this case, “connected”means the output of a neuron is part of the
input of a connected neuron. Each layer in an ANN receives inputs, multiplies these
inputs by a vector of weights that were updated through training, and then passes
the weighted sum of the inputs through an activation layer. This activation layer
normalizes the output of each layer, and can determine whether the neuron is active
or not by evaluating if the output value is high enough to be relevant. Activation
functions can normalize values to between -1 and 1, 1 and 0, or even just act as a step
function that returns values of [1,0]. Various activation functions can affect model
performance, and help the network to learn complex functions. The output of a layer
of a fully connected network is f (W x + b), where f is an activation function, W is a
matrix of weights that is multiplied by the input vector, and b is the vector of biases
that is added to the product of the weights and the input.
Stacking layeres of perceptrons can lead to powerful networks that can accurately
predict a variety of problems, depending on the architecture. The way to define the
architecture of a neural network is by describing it in terms of the configurations
of the nodes, connections between them, and the functions used. An example of a
simple network is shown in Figure 12
There are a few parameters that are important to a model’s performance. Some
important parameters are summed up below:
• Nodes per layer: More node increases capacity of network
• Number of Hidden Layers: More layers increases capacity of network
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Figure 12: Example of a simple fully connected neural network with one hidden layer,
adapted from [12]
• Learning Rate: Controls how much to change to the weights of the network in
response to the training error
• Activation function: Allows model to learn nonlinear functions by normalizing
and determining if the output of each perception is activated or not
• Optimizer: Determines how to change weights to reduce the error between the
predicted and actual values of the output of a neural network
In neural network training, if the model cannot reach a high training accuracy,
then the capacity of the network needs to increase, assuming there is a meaningful
relationship between the input observations and their output labels. Once the training
accuracy is high and the validation accuracy is close to the training accuracy, the
model can be used to predict the test set. If the validation set accuracy is significantly
less than the training accuracy then overfitting has occurred, which is when a model
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memorizes the training set but cannot generalize for unseen data. Regularization
methods are used to decrease model capacity for better generalization, and the model
can be evaluated again.

2.6

Hypothesis Testing
Statistical methods of determining if results are contrary to or in support of hy-

potheses is known as hypothesis testing. Statistical tests help determine if results are
meaningful or if they happened by chance.

2.6.1

Paired T-Test

A paired t-test is a statistical test to find if the mean difference between two sets
of observations is significant. This test has the following assumptions:
• The dependent variable is continuous
• The observations are independent
• The dependent variable is approximately normally distributed
• The dependent variable does not contain outliers
For comparing classification methods, the mean difference in accuracy between
classifiers can be used as the dependent variable. This mean is produced from the
accuracy of each classifier on the test set in k-fold cross validation.

2.6.2

5x2 Cross Validation

5x2 Cross validation is a procedure to perform a paired t-test on two classifiers,
but is a variant of k-fold cross validation. Instead of performing k-fold cross validation
with 5 or 10 folds and recording the difference between the accuracy of each classifier,

39

cross validation is repeated 5 times and k=2 for each iteration. After the difference
values are captured for each fold, then a t-test is performed to determine if the
performance is significant. This is the same t-test discussed in Section 2.6.1, but the
process to obtain the difference values used in the test is different.

2.6.3

Matthew’s Correlation Coefficient

Matthew’s correlation coefficient (MCC) is a metric used to determine the value
of a classifier. This metric is closely related to the chi-square statistic for a 2x2
contingency table. This equation describes the relationship between MCC and chisquare, where N = number of observations:
q
2
|M CC| = χN
This coefficient is generally considered one of the best ways to describe a confusion
matrix of true and false positives and negatives in just a single value [9]. The way to
calculate MCC given all the true positives, true negatives, false positives, and false
negatives is: M CC = √

2.6.4

T P ×T N −F P ×F N
(T P +F P )(T P +F N )(T N +F P )(T N +F N )

McNemar’s Test

McNemar’s test is a statistical test for paired nominal data. This test is applied to
paired outcomes of classification tests. A contingency table is a table that describes
when two classifiers both are correct, incorrect, or when one is correct while the other
is not correct. Below is an example of a contingency table comparing the outcome of
two classifiers.
Both classifier 1 and classifier 2 are cor-

classifier 1 is correct and classifier 2 is

rect

incorrect

classifier 1 is incorrect and classifier 2

Both classifier 1 and classifier 2 are in-

is correct

correct
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These cells are denoted as:
n11

n10

n01

n00

n01 and n10 capture the error rates of the two classifiers, and so the test statistic
from McNemar’s measures if there is a significant difference between these two values.
The null hypothesis is that the two error rates of the classifiers are the same, where
n01 = n10 . McNemar’s test is based on χ2 test for goodness of fit with one degree of
freedom [15]. The test statistic is calculated by:

(|n01 +n10 |−1)2
n01 +n10

If the χ2 is significant,

the null hypothesis can be rejected in favor of the alternative hypothesis that the
relative proportion of errors on the test set made by the two classifiers are significantly
different. This would imply that the classifiers have significantly different performance
on the test set relative to one another [15]. This test works best if the variability in
results due to the training set is small, and the test set is large [15].

2.7

Neural Network Decoders (Previous Work)
In the past few years, researchers have been looking more heavily into using ma-

chine learning-based decoders. Several different machine learning techniques have
been used, including reinforcement learning based decoders and belief propagation
networks. These various decoders offered advantages and disadvantages, which depends on the size of surface code being tested, the noise model being used, and the
dataset being trained on. The most consistent advantage of machine learning based
decoders compared to the standard partial lookup table decoder or MWPM decoder
is the flexibility to use a network with no modifications to the architecture on various
topological codes and noise models. In just the past 8 years, the research in neural
network decoders has expanded rapidly and will likely not slow down in the future
due to evidence of their advantages.
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One technique that has been researched is the use of a restricted boltzmann machine to decoder stabilizer codes. A restricted boltzmann machine is a generative
stochastic neural network that is made up of two layers, a visible layer and a hidden
layer. The visible nodes are only connected to hidden nodes and vice versa. This type
of network is useful for dimensionality reduction, classification, feature learning, and
topic modelling, among other topics. For error correction, researchers developed a
network that is optimized to fit a dataset where the inputs are the error syndrome and
their error chains [47]. The resulting network was trained to model the underlying
probability distribution, with the goal to predict recovery operations to perform on
unseen error syndromes. The errors simulated only came from a phase-flip channel,
and so the errors simulated included syndromes generated from various data qubit
error rates. To achieve this for surface code, many networks had to be produced to
create the predictions of recovery that depend on a given error probability p. The
results showed that this method produced a similar performance to Minimum Weight
Perfect Matching decoding for simple error models. While the accuracy of decoding is
similar, the boltzmann machine decoder has the advantage to be easily trained with
different noise models, and the flexibility to be applied to other topological codes with
only minor adjustments [47].
There have been several proposed machine learning programs that have managed
to balance accuracy and execution time well for surface codes of small depths. One
of them is a model developed by Baireuther, O’Brien, Tarasinski, and Beenakker,
which used two neural networks that had Long Short Term Memory layers [5]. These
layers were determined to be suitable for the neural network architecture because
the training data was made up of error correction cycles. Error correction cycles
measure the error correction multiple times in a short time frame before applying
corrective operations [19]. This method is used to mitigate measurement errors on
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ancilla qubits. In the research, these cycles were labeled with different time steps, and
the error model could introduce new errors between cycles due to the degenerative
nature of qubits. The cycles are advantageous because they can better help the model
to learn how to account for measurement errors on the ancilla qubits. The surface
code itself is prepared in a known logical state that is held for a certain amount
of error cycles before readout. Two separate neural network decoders with similar
architectures are created for both X type errors and Z type errors. This architecture
was only tested on the surface code of depth 3 and compared the performance to
the Minimum Weight Perfect Matching decoder. The fidelity of the logical qubit
was more reliable in the neural network decoder, as well as the ability for the model
to correct correlated errors as compared to the Minimum Weight Perfect Matching
decoder. This decoder also has the possibility of extension to other topological codes
without modifications to design, which supports the evidence of more flexibility of
applications in machine learning based decoders[5].
One well known neural network decoding research was done by Varsamopoulos in
2017. Their research uses surface codes of depths 3, 5, and 7 and applied a high-level
neural network decoder to decode these code depths. The high-level decoder has
high dimensional inputs that are the error syndromes of the datasets, as well as low
dimensional outputs that are the possible logical operators for surface code. These
logical operators are the logical X, Y , Z, and Identity operator to the surface code’s
logical state. The depolarizing noise model is used to generate two separate datasets.
One dataset did not generate errors on measurement qubits and the other dataset
generated errors on measurement qubits with the same probability as those on the
data qubits. The performance is analyzed by looking at the run time of decoders and
the highest error rate the decoder can decoder with before failure to maintain the
logical qubit state [50]. The threshold for error rate on the data and ancilla qubits is
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the main metric for performance in this research. The neural network is also compared
to the Minimum Weight Perfect Matching decoder and achieved similar logical qubit
error rates for any given physical qubit error rate. Because of these positive results,
this research overall supports the research into machine learning for decoding.
In 2019, Varsamopoulos expanded on original research in decoding small surface
codes. The contributions of the research are the comparisons of high-level decoders
and low-level decoders, the motivation to find the smallest execution time possible for
the neural network-based decoders, and the analysis of how various training datasets
affect the learning of the neural network models [49]. Given that multiple error
correction cycles are part of the decoding process of this research, the input of a
network is multiple error syndromes and their timestamps. Because of this, both
fully connected and recurrent neural networks are tested for both high-level and lowlevel decoders. These decoders are compared with the Minimum Weight Perfect
Matching algorithm and each other. The metrics for comparison were the execution
times of all the decoders and the threshold of physical qubit errors the decoder would
run with and still preserve the logical qubit state of the code. They found that
the high-level decoder can achieve a higher threshold for error and has a constant
execution time for a given code depth, and that execution time increases linearly
with respect to code distance [48]. Then, for the neural network architecture, these
researchers observed smaller execution time in fully connected neural network models,
but recurrent neural networks were trained easier and have better overall decoding
performance due to better training. However, since the initial experiments showed
an advantage with high-level decoding, Varsamopoulos et al. further analyzed and
elaborated on their high-level decoder, its training, and their implementation, leaving
the analysis of low-level decoding somewhat limited.
This research also has conclusions about the best way to choose a dataset to train
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neural networks. The best sampling method found in these experiments was using
datasets that included various rates of physical qubit error for both training and
testing. This was compared to using a dataset with only one rate of physical qubit
errors and testing it against datasets with various probabilities of physical qubit
errors.
The last piece of important research in neural network decoding was done by
Maskara in 2019 [38]. This research had the goal of demonstrating the versatility
of neural network decoding in two different topological error correcting codes under
three different noise models. Decoding models were created for each of the two types
of topological codes at various depths, and with various noise models. The error
threshold was then tested and compared to the error threshold of the Minimum Weight
Perfect Matching decoder. One distinct advantage of neural network decoding that is
demonstrated in this research is the ability of neural networks to have good decoding
performance, which was measured in terms of maximum error threshold, while also
not needing prior knowledge of the underlying noise model [38]. It is concluded in
this research that using neural networks simplifies the process of decoding for various
topological codes for use with various noise models.

2.8

Summary
This chapter presented the background information necessary to understand this

thesis and the scientific literature that inspired it. Section 2.2 provides the basics of
quantum computation and Section 2.3 describes error correcting codes, specifically
surface codes, which leads to a discussion of the process of decoding in Section 2.4.
Then there is a description of machine learning and various machine learning algorithms in Section 2.5, which can be used for the process of decoding topological error
correcting codes. In the literature summarized in Section 2.7, there is a description of
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the current relevant research in neural networks used in topological error correcting
codes. Although there has been much research in high-level decoders, the research in
low-level neural network decoders is sparse. Along with this, either the depolarizing
noise model is used, or a noise model that simulates error on ancilla that happen with
the same rate as the data qubits. There has not yet been an evaluation of the affect
of various levels of ancilla qubits noise on decoding performance. Along with this,
most of the evaluation of decoders is based on logical error rate, which does not give
much detail in the actual classifying ability of decoders with corrective operations.
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III. Methodology

3.1

Overview
Chapter 3 describes the methodology used to address the research questions of

Section 1.2 with various low-level decoders of surface codes of depths 3, 5, and 7. First
in Section 3.2 the chapter describes research questions and hypotheses. Section 3.3
a description of the evaluation metrics and their importance in comparing decoders.
Section 3.4 describes how the problem of decoding is translated to a problem for a
neural network. Section 3.5 describes the simulation method used to create the data,
along with how the data from the simulation represents surface codes, and how it is
transformed into a usable data representation for experiments. Next in Section 3.6
the chapter presents a description of the data simulation and mapping of surface
code characteristics to features and labels used for training and testing of decoders.
Section 3.6 also includes the details of choosing a machine learning model and how
that model is evaluated. In Section 3.7 the design of the experiment with surface
code decoders is described. The chapter ends with a summary in Section 3.8.

3.2

Approach
This research aims to address several goals. The first is to demonstrate neural

network decoding for surface codes, address some of its challenges and limitations,
and assess how well models can perform. The second is to analyze the tradeoffs
of neural network decoding compared to a MWPM decoder and a PLUT decoder.
The evaluation metrics include number of parameters of algorithm, execution time,
accuracy, and F1 score. The final goal is to inject various levels of noise on surface code
observations to simulate measurement errors from the ancilla qubits, and compare the
effects of the resulting noisy syndrome measurements on the accuracy of decoding of
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the various decoders.

3.3

Evaluation Metrics
The metrics for the evaluation of surface code decoders are summarized in this

section. These metrics are considered in the experimental design of this thesis, and
their use to determine the quality of a decoder is outlined here.

3.3.1

Accuracy and F1

In this research, the “performance” of a decoder refers to how well it classifies, i.e.
predicts labels (corrective operations) given the features (error syndromes) of unseen
observations. A decoder with low precision would tend to indicate unnecessary, and
therefore harmful, “corrective” operations on error-free data qubits. A decoder with
low recall would tend to fail to indicate necessary corrective operations on erroneous
data qubits. Either of these scenarios would result in the loss of the logical qubit
state. In the worst case, a poorly-performing decoder might do both, while a wellperforming decoder would do neither.
Either low precision (large false positive count relative to true positive count) or
low recall (large false negative count relative to true positive count) can result in low
accuracy (large false negative and positive count relative to true positive and negative
count). As such, high accuracy is a necessary condition for a decoder to be considered
well-performing. However, it is not a sufficient condition, because the context of
significant class imbalance such as that present in the decoding problem, accuracy
may fail to indicate low precision or low recall with respect to underrepresented classes
due to the overrepresentation of the negative class and likely an inflated score due to
large amount of True Negatives. Since high accuracy is not a sufficient condition for
a well-performing decoder, a performance evaluation that also takes into account F1
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is necessary to determine the quality of a decoder.
As discussed in Section 2.5, the F1 metric captures the balance between precision
and accuracy of a given model. F1 score is useful in the context of decoding since for
a given class label, which represents corrective operations, the more dominant class
is 0, which means not to use that corrective operation. Since F1 places emphasis on
True Positives, this metric is useful to understand how well a decoder can correctly
identify the need for a corrective operations. This makes the F1 score suitable for
determining how well a given decoder predicts corrective operations for the test set.
Accuracy is also considered as a means to understand the quality of a decoder.
Accuracy takes into account the labels that are correctly and incorrectly predicted
in a single observation. One method to obtain an overall accuracy score would be to
designate each observation in the test set as correct (all labels predicted correctly) or
incorrect (at least one label predicted incorrectly) and then calculate overall accuracy
as simply the fraction of observations designated as correct. However, this would not,
for example, give different weights to predictions that get only one label wrong for an
observation and predictions that get all the labels wrong.
Instead, each observation is given an accuracy value equal to the fraction of labels
correctly predicted for that observation. The accuracy of each observation is calculated by comparing the vector of true values with the vector of predicted values by
summing the predicted values that agree with the true values and dividing it by the
length of the vector. The overall accuracy of a decoder for a given test dataset is then
the average accuracy value of that decoder across all observations. In other words if
m is the total number of observations in the test set, then

accuracy =

m
X
number of correctly predicted labels of observation i

1 
m i=1

number of labels
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3.3.2

Speed

Quantum hardware cannot ensure that qubits will stay in their intended state as
they have a natural tendency to revert back to their ground state, undergo phase
shifts, or otherwise drift away from their intended state. Due to this property of
qubits, the speed of a decoder is crucial to its practical use. Error correction cycles
must be run quickly enough to prevent new errors from appearing alongside the ones
that already exist. Qubits used in quanutm computers from IBM lose their intended
state in a matter of microseconds [46]. Ancilla measurements must be performed and
the error syndrome decoded in less time than it takes other data qubits to lose their
intended state so that indicated corrections can be implemented. If decoding is performed accurately, and error correction cycles are run quickly enough, then data qubit
errors are corrected fast enough to maintain an intended logical qubit state. Although
quantum hardware is improving, leading to qubits that stay in their intended state
longer, fast decoders should be created to improve reliability as well. The execution
time of the decoder is the limiting factor in the error correcting process, which means
that fast decoding is essential to realizing fault tolerant quantum computation.

3.3.3

Scalability

Fast execution time of decoders is necessary to correct errors on surface codes
before more appear. However, many decoders achieve a fast execution time for surface
codes of depth 3, but not for depth 7 or more. Existing decoders with accuracy
sufficient for practical use are O(n2 ). Some decoders have achieved O(n) under certain
noise models [13], but none have been able to scale well under the fault tolerant case.
Any decoder that can decode in linear time is desirable, although constant time
approximation algorithms have been proposed as possible decoders. Since large code
depths results in a more reliable logical qubit state, both performance and execution
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time that scale well are desirable traits of decoders.

3.3.4

Fault Tolerance

The ability of a decoder to maintain the intended logical qubit state can drastically
change based on the noise present on the ancilla qubits at the time they are measured.
Because of this, the highest possible probability of error that can occur on an arbitrary
measurement while still decoding accurately is an important metric to know about
any decoding algorithm. The value of a decoder is increased when it can be accurate
and fast in decoding when subject to more noise on ancilla qubits, which leads to
measurement error. A simulation that is comprehensive in all types of errors that can
occur on the surface code would include erroneous corrective operations as well, but
this research is limited to injecting noise on the measurements taken by the ancilla
qubits.

3.4

Neural Network Task
In terms of a machine learning problem, the problem of decoding is a supervised

multi-label classification problem. A multi-label classifier can predict one or many
class labels to an observation out of a set of possible labels. The goal is to create a
successful model for depth 3, depth 5, and depth 7 surface codes, with an accuracy
and F1 score similar to that of the MWPM decoder. Since decoding is a one-tomany problem in which a given error syndrome (feature set) could be caused by
multiple possible sets of data qubit errors (label configurations), a training accuracy
of 100% is not to be expected. The best any algorithm can do in this problem,
even in the context of no measurement errors, is to return the most probable set
of necessary corrective error operations. With higher levels of measurement errors,
training accuracy is expected to decrease further. In the literature, an accuracy that is
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as good as or better than the MWPM algorithm is an acceptable accuracy to achieve
before considering other factors, such as execution time [50]. Once that threshold is
reached for accuracy, it is known that the capacity of the neural network is at least
where it should be and there needs to be no more hidden layers or nodes added.
There is inherent difficulty in multi-label classification due to the class imbalances
that are often present. The vector created that represents the labels of the observations has a 0 to represent the absence of a label for the observation. All labels in
this dataset are overrepresented by 0 for any given observation, which is common in
multi-label classification [51]. Sampling from the dataset to create a training dataset
without class imbalances can be done for multi-class problems, but becomes more
difficult with multi-label classification [51]. The biggest difficulty to overcome in this
case is to prevent a classifier from predicting no labels at all.

Figure 13: Example of simple multi-label neural network, adapted from [51]

To understand the difficulty of the neural network task, an analysis of the data
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is performed. The task of the neural network is to return the corrective action appropriate for the most probable set of qubit and measurement errors given an error
syndrome. The relationship between data qubit error configurations and the error
syndrome is a many-to-one relationship, as well as the set of most probable corrective operations and a given error syndrome. Generally, the most probable corrective
operations is a subset of the data qubit configurations that cause an error syndrome.
However, in the case of this research, there is a limited number of data qubit errors
that happen on the surface code of depth 3, 5, and 7. In general, the set of data qubit
configurations and most probable corrective operations are the same set, except for a
case of data qubit errors on the boundary of surface code, where two data qubit errors
of the same type occur on the semicircle ancilla qubit and result in two undetectable
errors.
To gain insight into the difficulty of the task as a consequence of multiple class
label sets producing the same error syndrome, the distribution of possible data qubit
errors and their frequencies for each error syndrome is examined. The errors on the
data qubits are relatively limited for each surface code depth in this experiment,
with depth 3 only having 1 data qubit error, depth 5 having 2 data qubit errors,
and depth 7 having 3 data qubit errors. Given these limitations, the observations
generated for the surface code of depth 3 have between 0 and 2 corrective operations,
those for depth 5 have between 0 and 4 corrective operations, and those for depth 7
have between 0 and 6 corrective operations. Many possible error syndromes are only
caused by one combination of data qubit errors.
Since an error syndrome can be caused by more than one configuration of erroneous data qubits, or labels, an analysis of the mapping of syndromes to data qubit
configurations is useful to understanding the data. An understanding of these configurations helps to understand the difficulty of the neural network task. A one-to-one

53

mapping of error syndrome to data qubit configuration is an easy task for the network
to learn, while larger numbers of configurations associated with an error syndrome
is more difficult. For each code depth, each error syndrome is stored in a lookup
table, with one or more data qubit configurations. The counts for how many error
syndromes have one, two, three, etc. data qubit configurations is tallied for each code
depth in order to generate the data about number of data qubit configurations. The
summary of these numbers is displayed in Figures 14, 15, and 16. The number of
error syndromes with the given amount. For all of the code depths, error syndromes
that map to only one data qubit configuration is the most common scenario. As code
distance increases, the fraction of such cases decreases, and the average number of
possible data qubit configurations per error syndrome increases.

Figure 14: Number of error syndromes with 1 or more data qubit configurations for
depth 3

Figure 15: Number of error syndromes with 1 or more data qubit configurations for
depth 5
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Figure 16: Number of error syndromes with 1 or more data qubit configurations for
depth 7

These configurations are generated by creating a full lookup table for each code
depth in surface code,with data qubit limitations of 1 data qubit error on depth 3,
2 data qubit errors on depth 5, and 3 data qubit errors on depth 7. In which each
unique error syndrome is an entry in the lookup table, and the contents are a list of
the data qubit configurations that create that error syndrome. Given a full lookup
table, the number of error syndromes with one or more data qubit configurations for
each code depth is generated in Algorithm 1:
Although some error syndromes on the surface code are caused by different configurations of data qubit errors, the majority of the syndromes are only caused by one
such configuration. However, decoding remains a many-to-one problem, so the goal
of the neural network is to learn to return the most probable error chain for a given
set of features. Although this is a one-to-many problem, the neural network’s task
can instead be thought of as a function approximator to return the most probable
set of labels that can correct the faulty surface code. Because of this one-to-many
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Algorithm 1 Prints Number of Error Syndromes with 1 or More Data Qubit Configurations
Result: Returns Number of Error Syndromes with 1 or More Data Qubit Configurations
Input: Full lookup table L
Initialize list syndromeCounts
for syndrome in L do
syndromeCounts += number of entries in syndrome
end
for i in range(100): do
if i in syndromeCounts then
print(count of i in syndromeCounts)
end
end
problem, 100% accuracy is not achievable for a decoder.
Another factor to consider in training and testing is the high level of specificity
required to correct the individual data qubits while also considering that erroneously
failing to correct a qubit is just as bad as erroneously “correcting” an error-free data
qubit. A main advantage of this type of decoding is that the operations happening
on the surface code are specific and understandable. However, because there are
many possible configurations of data qubit errors that can generate the same error
syndrome, getting a prediction wrong by chance can simply create more errors on
the surface code. Another disadvantage is that many possible label combinations
exist. These combinations increase very quickly when the size of the surface code
scales up, which means that data generation and training requires substantially more
computation time for larger codes and may not be practical, depending on the implementation.

3.5

Data Simulation
As of now, the hardware does not exist to support thorough experiments on sur-

face codes. It is common to use theoretical computation or to simulate data using
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noise models instead. For the task of decoding, a custom made simulator was made
to generate the error syndrome measurements and the labels needed for the machine
learning tasks. The simulator itself can simulate data for any arbitrary depth of
surface code. The simulator can generate error syndromes given user defined probabilities of error on the data qubits and on the ancilla qubits. Changing variables
and generating data for given error rates is very easy. The flexibility provided was
the main advantage driving the decision to use a custom made simulator rather than
IBM’s Qiskit library.
Various tests are used with the simulation to validate that it works as intended.
These tests were done for all surface code depths used in this research. The tests were
run by inputting data qubit errors on surface code, and validating that the output
is correct from the simulation. The truth values of the tests were made by hand,
and the correctness of the simulator is determined by comparing the true results and
the simulator results in a test program. All configurations of a single data qubit
error on depth 3 code could be validated since there are only 28 configurations with
a single data qubit error. These 28 data qubit configurations include each of the
three operators, X, Y , and Z happening on every one of the nine data qubits, plus
the case of now data qubit errors on the code. Depth 5 and depth 7 surface codes
included tests that validated the simulation by choosing a sampling of generated
correct error syndromes for X, Y, and Z errors and their combinations, as well as
syndromes generated from boundary and corner data qubits. The simulator passed
all these tests.
The simulation is run to ensure that for each depth of surface code there is a
syndrome that represents all combinations of data qubit errors. The number of data
qubit errors on the system is kept below 10% of the total data qubits, since the threshold of probabiliy of data qubit errors is around 11% [54], as explained in Section 2.3.1.
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Depth 3 code has up to 1 error, depth 5 code has up to 2 errors, and depth 7 code has
up to 3 errors. To test the effect on depth on decoder effectiveness these maximum
number of data qubits errors are chosen so that the training of the decoders is similar
and the results at various depths are comparable. The dataset is made by generating
all possible configurations of X, Y , and Z error for a fixed number of maximum data
qubit errors on surface code and the corresponding error syndrome.
The generation of this data is used with the custom-made simulator that initializes
a surface code circuit of a given depth. To generate the combinations of maximum
data qubit errors, the maximum number of errors (n) is inputted. The possible errors
are always X, Y , and Z errors. From 1 to n, the possible combinations of X, Y , and
Z errors with replacement is generated. For each of these possible combinations, the
possible locations of the data qubits is generated. These locations are first generated
for each type of error, since if there are two X errors on the code, then the number

of configurations given m data qubits of just these two X errors is m2 . This process
is encapsulated in the functions xLocations, zLocations, and yLoactions, which can
find those configurations for a specific type of error on a surface code circuit. Once
these list of locations of X errors, Y errors, and Z errors is complete, then the list
of the various errors are multiplied together since X, Y , and Z errors act independently. These location configurations are stored in the variable T otalCombos. For
each configuration in T otalCombos, the errors are injected on the surface code circuit
and the syndrome is retrieved with a GetSyndrome function. These syndromes, along
with their corresponding data qubit configuration, are all returned at the end of the
simulation.
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Algorithm 2 Data Simulation to Return all Data Qubit Error Combinations and
Corresponding Error Syndrome
Result: Returns syndromes for all data qubit configurations of number of errors n
and under
Initialize surface code circuit = c
Initialize number of data qubits = n
Initialize list of errors combos = [x,y,z]
Initialize empty list = TotalSyndromes
for i in n do
combos += [x,y,z] combination i
end
for errors in combos: do
combosx = circuit.xLocations(errors) . list of all locations of data qubits with
nx xerrs
combosz = circuit.zLocations(errors) . list of all locations of data qubits with
nz zerrs
combosy = circuit.yLocations(errors) . list of all locations of data qubits with
ny yerrs
T otalCombos = combosx ∗ combosz ∗ combosy ;

for i in TotalCombos: do
circuit.addErrors(i)
TotalSyndromes += circuit.GetSyndrome()
circuit.eraseErrors()

end
end
return T otalSyndromes
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One important piece of information to note is that this simulation results in some
duplicate data qubit configurations. This is due to Y errors being a combinations
of X and Z errors, so if both an X error and Y error happen on a qubit, the affect
is the same as a Z error. These duplicates are removed in data preprocessing. A
summation of the size of the dataset created without duplicates is belowin Table 1:
Depth 3

Depth 5

Depth 7

28

2776

508180

Dataset Size:

Table 1: Summary of sizes of datasets

3.6

Machine Learning Pipeline
In order to develop the machine learning model used for decoding, a machine

learning pipeline is done. Machine Learning pipelines describe the process of extracting meaningful knowledge from data through a series of sequential steps that include
data extraction and feature engineering, model training, and model evaluation.

3.6.1

Feature Selection and Data Prepocessing

For the purpose of machine learning, each observation has a 1-dimensional input
vector that represents the error syndrome. Each element of the input vector represents
a measurement from an ancilla qubit. These measurements are the features of the
data used in machine learning. The value of each feature can be 0,1, where 1 is an
error detection event from the ancilla and 0 is the absence of a detection event.
The dimension of the input vector is determined by the number of ancilla qubits
on each surface code, which depends on the depth of the code. The number of ancilla
qubits, and therefore the dimension of the input vector is depth2 − 1. For experiments
on small surface code of depth 3, there are 8 columns of the input vector with each
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element having a value of 1 or 0, which represents the reading from an ancilla. When
the depth is 5 for the surface code, there are 24 values in the vector. When the depth
is 7 for the surface code, there are 48 values in the input vector.
Generally, this can be considered a multi-label classification problem. This means
that a given observation can have an output vector with more than one class with a
positive class label for a given observation. The classes represent the individual data
qubits and the type of error that needs to be corrected on it. The class labels are a
0,1 value that represents a corrective operation to be performed for that class or the
absence of a corrective operation. The output is a mutlilabel output vector of binary
values, where each element represents a class. Because either X or Z errors have to
be corrected on data qubits, and the number of data qubits on the surface code is the
depth2 , 2 ∗ depth2 error states exist for each observation in the machine learning task.
Surface code of depth 3 has 18 classes and surface code of depth 5 has 50 classes and
surface code of depth 7 has 98 classes. For each observation, the simulator generates
a bitstring where each element of the bitstring represents both a data qubit location
and type of error to correct for the data qubit. Figure 17 shows the labels of the data
qubits for surface code of depth 5.
For example, an X data qubit error in the very top left data qubit would be
denoted by ‘X00’. This list of data qubits is then made into a vector for each observation which is then ready to be the multilabel output vector used for model training.
Each element of the multilabel output vector represents a possible corrective operation to be performed on a data qubit, where a 1 indicates a corrective operation to
be performed and a 0 indicates the absence of a corrective operation. An observation
of depth 3 surface code with a data qubit error to be corrected on ”X00” would be
transformed into multilabel output vector ”100000000000000000” to use in machine
learning. Figure 18 shows how this representation of features and labels translates
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Figure 17: Labels on surface code of depth 5. The red dots indicate the data qubits
on the surface code, and the numerical notation represents the location of the data
qubit. The first element in the notation is the row, and the second is the column of
the data qubit.
from a surface code grid. Table 2 summarizes the label and feature combinations of
each surface code depth.

Figure 18: Example surface code of depth 5 and the data representation of the features
and labels. The ancilla qubits are shown as the corresponding features. The corrective
operations, which are an X or Z operation on a data qubits, are shown as the class
labels.

62

Depth 3

Depth 5

Depth 7

Input Features:

8

24

48

Number of Possible Input Feature Vectors:

24

2124

368760

Number of Classes:

18

50

98

Number of Possible Ouput Vectors:

28

2776

508953

Table 2: Summary of input and output length and total number of possible vectors
given data qubit constraints.

The characteristics of a dataset help to know which evaluation metrics are most
suitable for model testing and how to best train a model that can generalize to predict
unseen data in a meaningful way. Depending on the depth of the surface code, there
exists between 1 and 3 data qubit errors which limits the number of class labels
for a given observation. Therefore, zero is represented more often than a one in the
multilabel output vector that is made from the data engineering. A major obstacle to
overcome is to prevent the machine learning algorithm from not predicting any class
labels at all. Since most of the classes are represented by a 0 in the data, indicating
its absence, a classifier that does not predict any class labels at all still results in an
accuracy score that does better than chance. In order to understand the accuracy
score that represents the accuracy if a zero is assigned to all classes, a quick test is
run for each test set, which is shown in Figure 3. This simply gathers the accuracy
for each test set when the predicted values are all zero. For It is important in each
of these cases that the machine learning algorithm has a higher accuracy score than
these three values in order to ensure that it is doing better than simply predicting no
labels for each observation.
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Features:

Depth 3

Depth 5

Depth 7

0.9259

0.9484

0.9600

Table 3: Accuracy for zero classifier of depths 3, 5, 7

Since there can be multiple classes with positive class labels for a given observation
for each code depth, it is important to understand the balance of the positive class
labels (1) and negative class labels (0). Although each class label is overrepresented
with 0s in the training set, a test is run to see how many times each label is given a
1 within the training set. If some classes have more positive (“1”)values than other
classes in the training set, then that indicates an imbalance in the classes of the data
set. A table with the mean and standard deviation of number of positive class labels
for each class is shown in Table 4. The mean and standard deviations are used to
estimate the coefficient of variation. In general, a coefficient of variation < 1 indicates
a low variance of values, and a coefficient of variation > 1 indicates a high variation
in the values [36]. For the positive class labels of surface codes 3, 5, and 7, all of
the coefficients of variation are < 1,indicating little variance in the number of classes
with a positive label. The class balance is even enough that each label is represented
fairly in training and testing, and won’t lead to one label being weighted more in
evaluation of model performance.
Depth 3

Depth 5

Depth 7

Mean:

1.555

116.72

16612.7959

Standard Deviation:

0.4969

4.4721

54.5527

Coefficient of Variation Estimate:

0.3206

0.0366

0.0033

Table 4: Summary of class label mean and standard deviation
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3.6.2

Model Selection and Design

Although neural networks are used in this research and in the majority of the
research in the literature of decoders that are not based on graph algorithms, machine
learning models that are not neural networks were considered as well. The models
used in these preliminary tests were chosen because there are few machine learning
algorithms beside neural networks that can be used for a multi-label classification
problem. In choosing a model for testing, several criteria for all code depths are
considered. These include:
• Training Time
• Prediction Performance
The model that best fit these criteria is the fully connected neural network design.
The MLkNN model needed 10 hours for training the depth 7 decoder, the One vs.
Rest with SVM needed over 24 hours of training time for the depth 7 decoder, and
the RandomForest model needed over 12 hours of training time, which was stopped
after a memory error. In these cases, the large training times make testing and tuning
models more time expense, and are a disadvantage for practical use. These run times
are also more likely to become larger with code depths beyond 7, which makes these
methods less likely to be used in future experiments with code depths beyond 7.
The training time and memory usage is the biggest concern in choosing which
method to compare against algorithmic decoders, and due to the large training times
for all classifiers except for the neural network, training time became the main factor
in deciding which model to use. Another concern is that these decoders did not learn
to predict any class labels at all for depth 3 surface code. Instead, these models
produced a classifier that did not predict any positive labels for any classes. The
summary of the F1 results from depth 5 predictions and the time it takes to train
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a model for depth 7 is presented in Table 5. Depth 5 F1 scores indicate similar
performance for depth 5 decoding, and is the metric for the predicted performance of
that decoder for the rest of the experiments. The training time is presented as well,
and is where the neural network decoder has a distinct advantage. This made it the
most practical decoder to use in the experiments of this research, and for code depths
beyond 7.
Depth 5 F1 score

Depth 7 Training Time

NN

0.692

2.5 hrs

Random Forest

0.615

>12 hrs

One vs Rest

0.630

>24 hrs

MLkNN

0.727

>10 hrs

Table 5: Summary of criteria to pick ML model. NN = neural network. MLkNN =
Multi-label k-Nearest Neighbors

The neural network is the machine learning model that best fits the criteria listed,
mostly due to training time considerations. MLkNN has the highest F1 for depth
5, the training time needed is not practical for these experiments. Although the
performance on depth 5 code indicates that all models can predict corrective error,
the neural network has the fastest training time for depth 7 surface codes, and the
best depth 5 performance in F1 score. Since the code depths used in this research
are small, and larger codes are likely needed in practical quantum computation with
surface code, classifiers that can be used with depths 3, 5, and 7 are essential.
Neural networks that are more complex than multilayer perceptrons have several
obstacles as well. Convolutional neural networks (CNNs) are a possible option for network design since the grid shape of the surface code could be suitable for CNNs. This
could be implemented after altering the surface code to have “dummy” ancillas along
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the boundaries that always measure |0i , sothattheshapeisusablebyaCN N.However, thisonlyappliestola
The number of hidden layers, nodes per layer, optimizer, and learning rate of
the ANNs were chosen based on a Sklearn’s GridSearchCV. This module uses list of
values to choose from for each parameter and GridSearchCV trains and tests on all
combinations of the values of the hyperparameters through cross-validation. The final
models were chosen based on their validation accuracy compared to MWPM, which is
the decoder that always returns the most probable errors for a given syndrome. The
parameters tested in this search are shown in Table ??. parameters chosen for the
final model are shown in Table 7. Along with these parameters, binary cross entropy
is used as the loss function because it is the only loss function available for multi-label
classification tasks.
Depth 3

Depth 5

Depth 7

Hidden Layers:

1, 2, 3

2, 3, 4

3, 4, 5, 6

Nodes per layer:

16, 32, 64, 128

100, 200, 250, 300

250, 300, 350, 400

Learning Rate:

.001, .01, .05

.001, .01, .05

.001, .01, .05

Activation Function:

ReLU, tanH

ReLU, tanH

ReLU, tanH

Optimizer:

SGD, Adam

SGD, Adam

SGD, Adam

Table 6: Summary of Model parameters. SGD = “Stochastic Gradient Descent.”
ReLU = Rectified Linear Unit
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Depth 3

Depth 5 Depth 7

Hidden Layers:

2

4

4

Nodes per layer:

32

250

400

Learning Rate:

0.05

0.05

0.05

Activation Function:

ReLU

ReLU

ReLU

Optimizer:

SGD

SGD

SGD

Table 7: Summary of Model parameters. SGD = “Stochastic Gradient Descent.”
ReLU = Rectified Linear Unit

The final layer determines the probability that one of the possible labels is predicted for a given observation. A sigmoid function is used as the activation function
for the final layer, which returns a value between 0 or 1, with a class label being
closer to 1 if when the model determines that it is more likely to be positive for a
given observation. Since each label is given some decimal value, there needs to be
a threshold for whether or not to assign the label to the observation or not. For
example, this means that if the threshold value is .5, then output node values of over
.5 are transformed into a 1 to signify that the label is predicted for the observation.
Output node values of under .5 would be assigned a zero. Thresholds for any given
model may vary depending on which threshold yields the best performance. Once
the output is transformed to this format, it is compared to the labels of the test set
using the metrics of F1 score and accuracy. To determine the appropriate threshold
for each model, threshold values from 0.0 to 1.0 are tested in .1 increments. The value
that has the best F1 score and accuracy score are chosen as the final threshold for the
model. Since F1 score represents a balance between precision and accuracy, it can
better represent how well the model is predicting each class label for each observation,
and is a more important consideration than accuracy in choosing a threshold value.
68

Along with this, the best training performance is achieved without batches for
the networks. The depth 3 network uses 200 epochs for training, depth 5 uses 600
epochs for training, and depth 7 uses 150 epochs for training. The number of epochs
used is based on training and validation accuracy and loss curves made in preliminary
testing to determine the number of epochs to use before overfitting. Each decoder
uses a batch size of 32. During preliminary testing, the loss per epoch and accuracy
per epoch is recorded for both training and validation data. An example of a loss
curve for each depth are shown in Figure 19 and the accuracy curves are shown in
Figure 20. Since both the validation and training accuracy and loss do not diverge
with the epochs listed, then model did not overtrain with the epoch used to train the
model.

(a) Depth 3

(b) Depth 5

(c) Depth 7

Figure 19: Training and validation loss curves of depth 3, 5, and 7

(a) Depth 3

(b) Depth 5

(c) Depth 7

Figure 20: Training and validation accuracy curves of depth 3, 5, and 7
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Regularization is not used with the models. Both dropout and L2 regularization
were tested in preliminary stages and both resulted in decreased F1 and accuracy.
Overfitting is not a considerable challenge for this dataset and networks. The loss
and accuracy curves did not diverge significantly for depth 5 or depth 7 decoders
given increased capacity or epochs. Increasing capacity generally resulted in better
performance for all models, and so the main goal is to balance training times that are
practical for experiments with a large capacity and epoch number to increase model
performance.

3.7

Experimental Design
This section describes the experimental design used to evaluate and compare the

performance of the various decoders. The intent of these experiments is to test the
research hypotheses stated in Chapter I.

3.7.1

Significance Test

Along with the performance (effectiveness as measured by F1 score and accuracy)
and efficiency (execution time) gathered from each fold, a test of statistical significance
is conducted for the last fold of each code depth at each measurement error level. The
test evaluates the difference in performance between decoders under various depth and
measurement error configurations. Several statistical tests are potentially applicable,
including the paired t-test with k-fold cross validation, the 5x2 cross validation with
paired t-test, Matthew’s Correlation Coefficient (MCC), and McNemar’s test.
The paired t-test with k-fold cross validation has been used in previous machine
learning research, but is generally not recommended because the use of this test with
k-fold cross validation does not satisfy the assumption of independence of samples.
This results in higher Type I error, i.e. the indication of statistical significance when
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there actually is none [15].
A variation of typical k-fold cross validation is 5x2 cross validation. This method
performs a paired t-test on the results of two classifiers for 2-fold cross validation. 5x2
cross validation has relatively low Type I error, but it is generally used to compare the
performance of two machine learning classifiers. The use of only half of the dataset for
training would likely decrease performance in a machine learning decoder, but would
not affect the performance of an algorithmic decoder such as MWPM. Thus, this test
would tend to overestimate the performance advantage of algorithmic decoders over
machine learning decoders.
MCC is related to the chi-square statistical test and finds application in machine learning research [9]. However, it is used to describe classification only for one
classifier. Because the intent of a significance test in this work is to compare the
classification performance between decoders and understand if there is a significant
difference in how they are decoding, this metric is not used to compare decoders.
McNemar’s test is used in this research because if the test statistic is significant,
it provides evidence that two different decoders are performing differently. This is
preferred over the paired t-test with k-fold cross validation, which results in high levels
of Type I error. McNemar’s is also preferred over the 5x2 cross validation because the
5x2 cross validation likely is not a good comparison tool between a neural network
model that requires training and the MWPM algorithm. MCC does not directly
create a test statistic to compare the performance of two decoders, which is preferred
in the test statistic. McNemar’s is a statistic that can compare performance based
on different error rates of classifiers, and also has acceptable Type I error.
In the experimental run, McNemar’s is applied to the last fold in k-fold cross
validation. The test set in the last fold of depth 5 and depth 7 surface code provides
enough data to perform McNemar’s. This test cannot be performed on depth 3 code
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due to a small dataset. McNemar’s test is applied for each class label and is used to
compare the effectiveness and efficiency of the neural network decoder to that of the
MWPM decoder and to that of the PLUT. This creates a χ2 value with one degree
of freedom.

3.7.2

Decoder Evaluation

The neural network decoders are compared against the MWPM decoder and a
PLUT decoder at each depth. The MWPM decoder runs algorithmically and needs
no training. The MWPM algorithmic decoder is based on an implementation that
works with IBM’s Qiskit package [16]. It always returns the most probable data qubit
error chain given an error syndrome with no measurement errors. This is considered
to be a “good” decoding, although it does not reach 100% accuracy. If the neural
network decoder performs as well as or better than the MWPM decoder in F1 and
accuracy, then it can be concluded that the neural network decoder is learning well.
If it is doing worse than the MWPM algorithm, then the tradeoffs between execution
time and performance should be considered.
The neural network decoder is also compared against a PLUT, which is populated
from error syndromes and corresponding corrective operations from the same training
set that is given to the machine learning models. The input and output of the PLUT
are the same that are used for neural network training. The PLUT decoder is then
tested on the test set, which is unseen data. This is a custom-made partial lookup
table. Although the smaller depths of surface codes used in these experiments could
easily have a full lookup table that performs optimally, in larger codes the data
requires simulations that generate data slowly. For the large code depths that would
be necessary for real-life surface codes, training of a neural network or populating a
lookup table could only be done with some of the combinations of error syndromes and
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data qubit errors, but not all. The partial lookup table is a very naı̈ve decoder, and
it represents the lower end of decoding performance. If the neural network decoder
performs worse than the partial lookup table in F1 and accuracy, then it can be
concluded that the neural network decoder is very poor.
Cross validation is used in order to reduce variance in performance results. Fivefold cross validation is used for the depth 3 and depth 5 surface codes, while 3-fold
cross validation is used for the depth 7 code due to the long training times with 5-fold
cross validation. At each fold, the neural network is trained and the partial lookup
table is populated based on the training data of that fold.
All of the decoders are tested on the test set of each fold, and the F1 score,
accuracy, and execution time is recorded for each decoder. In the case of the neural
network, the Area Under the Receiver Operating Curve is recorded for each label, as
well as the micro-average F1 and accuracy for each fold. This process is done for 0,
0.01, 0.03, and 0.05% error on the elements of the ancilla feature vector. Either the
micro-average or macro-average could be presented for this problem since the classes
are balanced. Micro-average is presented for this problem since this type of averaging
weighs each prediction equally in its calculation.
One way to evaluate decoders is to analyze how their performance scales with
increasing depth of surface code. Although only small code depths are used in this
research, the results of such experiments can indicate trends in the performance of
various approaches to decoding surface codes. Since F1 score and accuracy are both
metrics for decoding performance, they are both used in this evaluation of scalability.
Experiments with varying levels of measurement error are performed to investigate
the role of noise on ancilla qubits on decoder performance. In general, measurement
errors may or may not be included in surface code experiments, but it is more realistic
to simulate them even though there is a decrease in accuracy. The datasets used in
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these experiments are the same used for the experiments without noisy measurements,
except that each of the features can have their value flipped with probability p. Accuracy and F1 score are used as the metrics of influence of noise, since execution times
for decoders mostly remain the same with varying noise levels on the measurements.
The accuracy and F1 is analyzed for each decoder at measurement noise error rates
of 1%, 3%, and 5%. These rates are the probability p that feature values are flipped
in the dataset. These noise values are the lower end of the read-out error rates of
IBM’s larger machines. The noise values are chosen to be on the lower end of current
real-world read-out values since quantum hardware is likely to improve drastically by
the time surface codes could be implemented with real quantum hardware.
McNemar’s test is done with each experiment to verify that the decoders have dissimilar performance on the testing data. Since the performance of the neural network
decoder compared to algorithmic decoders is the focus of this research, McNemar’s
test is performed to compare the neural network decoder to the MWPM algorithm
and the partial lookup table. The p-values generated from this test determine the level
of statistical significance with which the conclusion may be drawn that decoders differ
in their classification errors. A decoder with better F1 and accuracy and a p-value
that provides evidence that decoder performance is different than other decoders can
be confirmed to be better than the other decoders.
To evaluate if the neural network decoder is decoding better than chance, the
neural network decoder is executed with the custom-made simulation. This simulation
injects 1 random data qubit error on the surface code, which is followed by corrective
operations from the neural network decoder. This process is repeated until the number
of data qubit errors is equal to the depth of the surface code. Since the number of
data qubit errors that result in a logical operation are at least the equal to code depth,
ending the simulation once the errors are equal to the code depth is a strict measure.
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If the neural network is performing as well as chance, with a decoder doing as well
as chance being defined as a decoder that performs one random corrective operation
per syndrome measurement, then the neural network would likely only get through
depth or depth+1 number of rounds before the simulation ends. This is because a
decoder that is simply guessing for a corrective operation has a 1 ÷ depth2 chance of
being correct. If the neural network decoder does better than this, there is evidence
that the neural network decoder is performing better than chance.

3.8

Summary
The multi-label nature of this data makes the translation of surface code to classi-

fication problem more complex than binary or multi-class classification as explained
in Sections 3.4 and 3.5. The metrics chosen in Section 3.7.2 to determine decoder
effectiveness biased toward high accuracy values that may be misleading, these considerations are taken into consideration during result analysis. Inherent class imbalance
makes it difficult to interpret decoder effectiveness, but the commonly used MWPM
algorithm and naı̈ve PLUT decoder are decoders that can be used for comparison
when addressing neural network effectiveness from trained neural network models described in Section 3.6. The comparisons of these decoders to each other is confirmed
through McNemar’s test, which can be used to confirm if performance differences are
significant. With the experiments outlined in Section 3.7, these comparisons are used
with the carefully chosen evaluation metrics that can be used to test the research
hypotheses centered around decoder effectiveness with increasing depth and probability of measurement error. The results can also be used as evidence to support
or disprove hypotheses centered around decoder execution time and neural network
ability to perform better than chance.
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IV. Results and Analysis

4.1

Overview
This chapter presents and analyzes the results of the computational experiments

described in Chapter III. First, both the accuracy and F1 scores are presented as
performance metrics, for all decoder types, with 0, 1, 3, and 5% probability of measurement errors at depths 3, 5, and 7. Specifically, the effects of depth and noise level
are presented in Sections 4.2 and 4.3, respectively. The average execution times of the
decoders at various depths are discussed in Section 4.4. An analysis of the statistical
significance of the experimental results, as measured by p-values from McNemar’s
test, is presented in Section 4.5. Section 4.6 is a discussion of the neural networkbased decoder’s performance specifically, including a comparison to the performance
of random guessing. The chapter ends with a summary in Section 4.7.

4.2

Performance in Relation to Code Depth
The results are presented here in the form of graphs of F1 and accuracy scores of

all three decoders for probabilities of measurement error of 0, 1, 3, and 5%. Tables
of the values in the graphs are included in Appendix A.

4.2.1

Accuracy Results and Analysis

Figure 21 and Tables 8–11 (in Appendix A) summarize the accuracy results for
the experiments including the various levels of measurement error. In the absence of
measurement error (Figure 21a), all of the decoders increase accuracy for increasing
code depths. One explanation for this is that the number of negative class labels
increases along with the increasing number of classes that occur with increasing code
depths. For depth 3 and depth 5, the MWPM decoder has the highest accuracy
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(a) 0% probability of measurement error

(b) 1% probability of measurement error

(c) 3% probability of measurement error

(d) 5% probability of measurement error

Figure 21: Summary of accuracy for increasing code depths. Error bars represent
standard deviations.
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values. For depth 7, the neural network has the highest accuracy value, although the
difference between the means is small. The standard deviation also decreases with
increasing code depth, which can be explained by larger code depths having larger
datasets. The larger dataset results in a test set that has more observations as well,
which results in less variance in the accuracy of each fold.
The last piece of information to note about Figure 21a is that the depth 3 neural
network decoder performed much worse than the PLUT decoder. Considering the
fact that the PLUT decoder is a very naı̈ve decoder that has a tendency to predict
no corrective operations for syndromes that it has not seen before, and the accuracy
of the depth 3 neural network decoder is below that of the PLUT, the neural network
decoder is performing very poorly. The poor performance of the depth 3 neural
network decoder is most likely due to its small training data size, suggesting that
a training set made with all the possible syndromes made from 1-qubit error is not
sufficient to train a successful decoder.
The results of increasing code depth at noise level of 1% (Figure 21b) have many
of the same patterns as the results for the case with no measurement errors. In
particular, the accuracy increases for all decoders at increasing code depths, and the
variance decreases with increasing code depths.
The results of increasing code depth at noise level of 3% (Figure 21c) have some of
the same patterns as the results with no measurement errors. At this noise level, the
neural network decoder is the most accurate decoder for depths 5 and 7, rather than
just for depth 7. The MWPM decoder is still the most accurate decoder at depth 3,
but the neural network decoder is slightly more accurate at depth 5 and significantly
more accurate at depth 7 when compared to the MWPM algorithm. At depth 7, the
MWPM algorithm is the worst decoder in terms of accuracy.
At 5% probability of error (Figure 21d), the neural network decoder is again
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the most accurate decoder for code depths 5 and 7. The neural network and PLUT
decoders increase in accuracy with increasing code depths, while the MWPM decoder
maintains mostly constant accuracy with increasing code depth. The MWPM decoder
is the least accurate decoder for both code depths 5 and 7, and is the most accurate
decoder for code depth 3.

4.2.2

F1 Results and Analysis

Figure 22 and Tables 12–15 (in Appendix A) summarize the F1 results for the
experiments including the various levels of measurement error. For the case with no
measurement errors (Figure 22a), F1 score increases as code depth increases for all
decoders. MWPM performs the best for depths 3 and 5, while the neural network
decoder has the highest F1 score for depth 7. The neural network and PLUT have
very poor scores for depth 3, indicating poor learning for the neural network.
With noise levels at 1% (Figure 22b) the MWPM decoder has the highest F1
accuracy for depth 3 and 5 codes, as it does for the experiment without measurement error. However, the F1 score for MWPM does not increase when there is 1%
probability of measurement error, and instead stays constant. The PLUT’s F1 score
also stays constant for depths 5 and 7. The neural network’s F1 score continues to
increase with increasing surface code depth, and the neural network decoder’s F1
score for depth 7 is significantly above the MWPM decoder.
The results of increasing code depth at noise level of 3% (Figure 22c) have some of
the same patterns as the results with 1% probability of measurement error. However,
PLUT decoders increase for depth 5, and then decrease for depth 7. This may be
because the error chains that these decoders are predicting are longer for depth 7
code, and results in larger errors for individual incorrect observations.
The results for 5% probability of measurement error (Figure 22d) are similar to
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(a) 0% probability of measurement error

(b) 1% probability of measurement error

(c) 3% probability of measurement error

(d) 5% probability of measurement error

Figure 22: Summary of F1 for increasing code depths. Error bars represent standard
deviations.
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the results of 3% probability of measurement error for increasing code depths. The
difference in means between the depth 5 neural network and MWPM algorithms are
similar, but the depth 7 neural network and MWPM decoders have a large difference
in F1 for probability of measurement error of 5%.

4.2.3

Summary of Performance for Increasing Code Depths

The results in this section help to test the following hypotheses:
• A machine learning based decoder can predict corrective operations on surface
codes of depth 3, 5, and 7 with better than chance accuracy at all noise levels.
• Increasing code depth does not change the performance of all decoders
The neural network decoder performed poorly for depth 3, showing that the decoder cannot predict corrective operations with better than chance accuracy at any
noise level. This is likely because there is not enough data for the model to learn how
to predict corrections for unseen data. The total dataset for depth 3 code is only 28
observations, so the poor performance and high variance due to small training size can
be explained by the small dataset. Depth 5 neural network decoding is much better
than the depth 3 decoding. To understand if the models are predicting with better
than chance accuracy, F1 score is used due to the imbalance of positive and negative
class values. The mean F1 score for no measurement errors is 0.669, which is high
enough to indicate that the model is predicting with better than chance accuracy.
At 5% probability of measurement error, the F1 score is lowest among all the noise
levels, and it is 0.5195. This is not a high F1 score, but it is better than chance since
the F1 value for MWPM at this noise level is 0.5283. Depth 7 is the best performing
decoder, and performs better than chance since the lowest F1 score is 0.6736, which
is a fair F1 score.
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There is mostly evidence against the second hypothesis. The only case in which
there does not seem to be a change in F1 or accuracy in response to increasing
code depth is that of the MWPM decoder. The accuracy does not change at 5%
measurement error and the F1 score does not change at 1 and 3% probability of
measurement error. In general, the neural network decoder increases in accuracy and
F1 with increasing code depths, and in some cases the MWPM decoder and PLUT
decoder do so as well. There is not enough evidence overall to support this hypothesis.
There is more evidence in these results to contradict it.

4.3

Noise Results and Analysis
Figures 24 and 23, as well as Tables 12–15 and Tables 8–11 (in Appendix A)

summarize the accuracy and F1 scores with varying levels of noise at surface code
depths of 3, 5, and 7.

(a) Accuracy of partial
lookup table, Minimum
Weight Perfect Matching,
and neural network decoder
at depth 3 with various levels of noisy measurements

(b) Accuracy of partial
lookup table, Minimum
Weight Perfect Matching,
and neural network decoder
at depth 5 with various levels of noisy measurements

(c) Accuracy of partial
lookup table, Minimum
Weight Perfect Matching,
and neural network decoder
at depth 7 with various levels of noisy measurements

Figure 23: Accuracy for increasing probability of measurement error of depths 3, 5,
and 7
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(a) F1 of partial lookup table, Minimum Weight Perfect Matching, and neural
network decoder at depth 3
with various levels of noisy
measurements

(b) F1 of partial lookup table, Minimum Weight Perfect Matching, and neural
network decoder at depth 5
with various levels of noisy
measurements

(c) F1 of partial lookup table, Minimum Weight Perfect Matching, and neural
network decoder at depth 7
with various levels of noisy
measurements

Figure 24: F1 for increasing probability of measurement error of depths 3, 5, and 7
4.3.1

Increasing Measurement Error on Depth 3

Overall, the results presented in Figures 24a and 23a show that for depth 3 the
neural network and PLUT decoders are very poor decoders. There is not a clear
relation between F1 and accuracy score and code depth for the PLUT and neural
network. The performance of the MWPM decoder is lower for error levels of 0.03 and
0.05 compared to levels of 0.00 and 0.01. However, it cannot be concluded that the
performance metrics are increasing or decreasing in relation to measurement error for
any decoder at depth 3.

4.3.2

Increasing Measurement Error on Depth 5

The F1 and accuracy scores that compare the decoders of depth 5 (Figures 24b
and 23b) with increasing measurement error are more meaningful than the scores
from the depth 3 code. Overall, the decoders decreased in F1 score with increasing
measurement error. The difference between the F1 score of the neural network and
MWPM decoder appears to decrease with increasing code depth as well. This can
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be observed by looking at the difference between the neural network and MWPM
decoder at noise level of 0%, and also observing that the mean of the MWPM F1
score at noise level of 5% is within one standard deviation of the mean of the neural
network decoder.
The neural network and MWPM decoder decreased in accuracy for increasing
measurement error, while the PLUT’s accuracy stayed constant. This may be because
many of the predicted observations from the PLUT do not include any positive class
labels at all, and this results in a more constant accuracy performance for the PLUT.
The accuracy of the neural network is better at noise level of 3% and 5% compared to
both the MWPM decoder and PLUT. The MWPM decoder has lower accuracy than
the PLUT at noise level of 5%, which indicates that while the MWPM decoder may
have more true positives than the PLUT, it has more false negatives with increasing
noise levels that result in a lower accuracy than the PLUT.

4.3.3

Increasing Measurement Error on Depth 7

The results of increasing measurement errors for depth 7 surface code, shown in
Figure 23c and Figure 24c, are straightforward. All decoders decrease in F1 and
accuracy for increasing measurement errors. The neural network has higher F1 and
accuracy than the MWPM and PLUT decoders for all probabilities of measurement
error. The MWPM algorithm decreases in accuracy and F1 at a faster rate than the
neural network, which can be observed in the differences between the F1 and accuracy
scores for each noise level. The PLUT has a decreasing F1 score with increased noise
levels, but has a constant accuracy for increasing noise levels as well. The PLUT has
a better accuracy than the MWPM algorithm for noise levels of 3% and 5% for the
reason that is explained in Section 4.3.2 where there is a similar result.
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4.3.4

Summary of Performance for Increasing Probability of Measurement Error

The hypotheses being tested that relate to the decoder performance with increasing measurement error are:
• Increasing noise levels results decreases performance metrics in all decoders
• Machine learning decoders have execution times that increase at a slower rate
than algorithmic decoders with increasing code depths
The results of depths 5 and 7 surface codes support the first hypothesis, except in
the case where the PLUT’s accuracy. Depth 3 code does not support this hypothesis
since the neural network and PLUT decoders are poor and the sample sizes used in
testing during k-fold cross validation are small. However, in the case of the MWPM
and neural network decoder, the results show evidence that this hypothesis is true.
The second hypothesis is about the rate of performance decreases in response
to increasing measurement error. PLUT decoding and neural network decoding for
depth 3 are poor decoders, but depth 5 and depth 7 surface codes can support this
hypothesis. Both the neural network and MWPM decoder decrease in response to
increased noise levels on measurements, but as noise levels increase, the MWPM
decoder decreases in F1 and accuracy at a faster rate. To demonstrate this, Figure 25,
as well as Tables 16 and 17 (in Appendix A) summarize the differences in F1 and
accuracy with increasing noise levels.
Figures 25b and 25a show the differences in decoders for depth 5 code, while
Figures 25d and 25c show the differences in decoders for depth 7 code. In these figures,
it can be seen that the MWPM algorithm has the highest difference in accuracy and
F1 as the probability of measurement error increases. There is not a clear asymptotic
or constant relationship with the increase of noise and decrease in the performance of
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(a) Depth 5 accuracy difference

(b) Depth 5 F1 difference

(d) Depth 7 F1 difference

(c) Depth 7 accuracy difference

Figure 25: Summary of differences in F1 and accuracy with increasing probability of
measurement error
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MWPM, and likely needs more tests with noise to understand if a clear relationship
exists.
The PLUT is a poor decoder overall, which is the reason why it has constant
differences in F1 and accuracy with respect in increasing noise. Even though it has
small differences in accuracy with respect to noise, this alone does not support the
PLUT being a better decoder than the MWPM algorithm or the neural network
decoder.
The neural network decoder has a significantly smaller difference in F1 and accuracy when compared to the MWPM algorithm for both depth 5 and depth 7. This
supports the hypothesis that the effectiveness with predicting corrective operations
on surface codes decreases at a higher rate for the MWPM algorithm with respect to
increase measurement noise levels when compared to neural network decoding.

4.4

Execution Time Results and Analysis
The execution times reported here (Figure 26, as well as Table 18 in Appendix A)

are the average times required to predict the corrective operations for one syndrome
observation in the test set, across all depths and noise levels, since noisy measurement
does not affect execution time. The time in seconds is recorded for each decoder at
each noise level to predict corrections for the test set used for each fold in cross
validation. The average is then computed for each fold by dividing by the number
of observations. The mean of the times gathered from each fold is displayed. The
PLUT and neural network decoders both have low execution times, with the MWPM
algorithm clearly having the highest. While the execution times of the PLUT and
neural network decoder do not seem to increase much as surface code depth increases,
that of the MWPM algorithm is shown to increase more slowly with larger code
depths. This is consistent with the time complexity of MWPM decoders in other
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Figure 26: Execution Time of Partial Lookup Table, Minimum Weight Perfect Matching, and Neural Network decoder for Depths 3, 5, and 7

88

research, which is O(n2 ). It is clear that the MWPM algorithm as implemented
for this research has a clear execution time disadvantage when compared to other
decoders.

4.5

Analysis of P-Values
McNemar’s test is performed for all experiments to compare the neural network

decoders to the MWPM and PLUT decoders. This test is used to determine whether
the decoders’ predictions differ enough to be statistically significant. A p-value less
than 0.05 is interpreted to indicate that the marginal probabilities of misclassification
for a label are significantly different from each other, and validate that the classifiers
are performing significantly differently. A p-value is made for each class label, and
all of the p-values are plotted for the decoders being compared at various noise levels
and depths. Due to the lack of data for the depth 3 decoder, McNemar’s test is only
performed for the depth 5 and depth 7 decoders. Since McNemar’s test is only used to
compare binary classifiers, the test is performed for each class label in the multilabel
output vector of the classifiers.

4.5.1

McNemar’s Test with Depth 5 and 7

Figure 4.5.2 summarizes p-values of each class label for the test statistic at depths
5 and 7 with varying noise levels (see also Tables 19–22 in Appendix A). Each point on
the scatterplot indicates a p-value for a class label. For a probability of measurement
error of 0%, the neural network and MWPM algorithms do not have statistically significant p-values and do not support these two decoders having marginal probabilities
of misclassification different from each other. The only instance where the p-value
is below is with the McNemar’s test at depth 7 between the neural network and the
PLUT. There is sufficient evidence in this case to conclude that the two decoders
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have different marginal probabilities of error.

(a) 0% probability of measurement error

(b) 1% probability of measurement error

(c) 3% probability of measurement error

(d) 5% probability of measurement error

Figure 27: Results of McNemar’s test for depth 5 and depth 7 with various probabilities of measurement error. The horizontal lines indicate p-values of 0.05 and 0.01. A
p-value at or below 0.05 is considered statistically significant in this research. Each
point represents a p-value for a class label in the multioutput vector
At a probability of measurement error of 1%, shown in Figure 27b, the depth 5
decoders have p-values above 0.05, it cannot be concluded that these decoders have
marginal homogeneity. However, both the PLUT and MWPM decoder have p-values
below 0.01 when compared to the outcome of the neural network, which provides
strong evidence that the marginal probabilities for the outcomes of these decoders
are different.
Figure 27c plots the p-values of each class label for the test statistic at depths 5 and
7 (see also Table 21 in Appendix A). These results are similar to those with probability
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of measurement error of 1%, with the depth 7 decoder comparisons being statistically
significant and the depth 5 decoder comparisons not statistically significant.
Figure 27d plots all of the p-values of each class label for the test statistic at depths
5 and 7 (see also Table 22 in Appendix A). These results are similar to those with
probability of measurement error of 1% and 3%, with the depth 7 decoder comparisons
being statistically significant and the depth 5 decoder comparisons not statistically
significant.

4.5.2

McNemar’s Test with Increasing Probability of Measurement
Error

Figure 4.5.2 (and Tables 19–22 in Appendix A) summarize the results from McNemar’s test in relation to increasing noise levels on measurements. Depth 5 p-values

(a) Depth 7

(b) Depth 5

Figure 28: McNemar’s test results for decoders at depth 7 and depth 5 with increasing
probability of measurement error
are not significantly affected by increase of noise, and all p-values are above the 0.05
threshold of significant difference between marginal probabilities. The depth 7 results show almost all of the p-values below 0.01, which indicates that the marginal
probabilities of outcomes are different.
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4.6

Neural Network Decoder Analysis
This section presents an overview of the neural network decoder, including its

challenges in learning and training. An evaluation of AUROC is done as well at
various depths and noise levels for the neural network decoders.
How well a neural network decoder can learn to perform corrective operations
depends on the training and the depth of the code. One of the most glaring results
is that the depth 3 surface code is not suitable for machine learning methods. This
could be for a number of reasons, but the most likely reason is insufficient data.
However, since this is only a concern for depth 3 surface code, alternative methods
such as a complete lookup table can be used since there are significantly less syndrome
possibilities and combinations of data qubit errors when compared with much larger
codes.

4.6.1

AUROC

Another way to understand how each neural network model is performing is to
look at the AUROC. For each model, there is an ROC for each label, which is microaveraged for each fold. The mean of the mirco average of the ROCs at each depth is
an indicator of the quality of the model during testing. The only mean mirco-average
AUROC that is below 50%, indicating a poor model, is for depth 3. The other two
have a AUROC of over 90%, which indicates good model performance.
Depth 3 ROCs all have an average area under the curve below 50%, which indicates
poor performance. This occurs at all noise levels, and there is no evidence to show
significantly better or worse performance for the various noise levels. The microaverage AUROC for varying noise levels is summarized for depth 3 in Figure 29.
Depth 5 ROCs all have an average area under the curve above 90%, which indicates
good performance. This occurs at all noise levels, and there is no evidence to show
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(a) 0% probability of measurement error

(b) 1% probability of measurement error

(c) 3% probability of measurement error

(d) 5% probability of measurement error

Figure 29: Micro-average ROC for depth 3
significantly better or worse performance for the various noise levels. The microaverage AUROC for varying noise levels is summarized for depth 5 in Figure 30.
Depth 7 ROCs indicate good classification performance with a high micro-average
ROC for all folds. Although this micro-average decreases with increasing probability
of measurement error, it is still relatively high for all levels of noise, and indicates
good learning from the neural network. The micro-average AUROC for varying noise
levels is summarized for depth 5 in Figure 31.

4.6.2

Neural Network Decoding Cycles

To see how neural network decoding does in the context of how long it can protect
the logical qubit state in surface code, tests were run for surface code depths 3, 5,
and 7. These tests loaded the trained neural networks and ran the predictions with
the custom-made simulation used to generate the error syndrome and labels for the
experiments. These tests counted the number of error correction cycles the code would
run for with the corrective operations proposed by the trained model. For each code
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(a) 0% probability of measurement error

(b) 1% probability of measurement error

(c) 3% probability of measurement error

(d) 5% probability of measurement error

Figure 30: Micro-average ROC for depth 5

(a) 0% probability of measurement error

(b) 1% probability of measurement error

(c) 3% probability of measurement error

(d) 5% probability of measurement error

Figure 31: Micro-average ROC for depth 7
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depth, the surface code was generated without any data qubit errors. Before each
correction cycle, one data qubit error is randomly generated on the code. The model
then performs corrective operations on the surface code. This process is finished when
the surface code reaches the lowest number of data qubits that could produce a logical
error. In the case of the surface code, the lower number of data qubits that could
produce a logical error is equal to the code depth, since a logical error occurs with
an error chain that touches either the top and the bottom or the right and the left
side. The number of cycles run before the data qubit errors reached this threshold
are recorded. For each depth of surface code, this test was run 1000 times to create a
meaningful distribution, mean, and standard deviation for the error correction cycles
the model predicted before the maximum number of tolerable data qubit errors was
reached. These results are summarized in Table 24 in Appendix A and Figure 32.
The separate distributions are presented in Figures 32a, 32b, and 32c.

(a) Depth 3

(b) Depth 5

(c) Depth 7

Figure 32: Distribution of number of error correction cycles for depths 3, 5, and 7
These tests also help to test the hypothesis that all machine learning based decoders can predict corrective operations with better than chance accuracy. The number of error correction cycles a decoder that can only predict corrective operations
no better than chance would fail to correct the surface code for more cycles than the
maximum allowable number of number of data qubit errors. For these experiments,
this maximum number is equal to the code depth. Depth 3 has a mean of less than 3,
which indicates that this type of decoder cannot correct data qubits with better than
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chance accuracy. However, the neural network decoder for depth 5 has an average
error correction cycle of 10 rounds, while the neural network decoder for depth 7 has
an average error correction cycle of 21 rounds. Although the standard deviation is
high for these two decoders, it is still evidence of the neural network decoder of depths
5 and 7 can predict corrective operations better than chance.

4.7

Summary
In this chapter, the effects of depth and increasing measurement error are shown

for MWPM, PLUT, and NN decoders. These decoders have F1 and accuracy analyzed
in Sections 4.2 and 4.3, and in Section 4.5 the significance of decoder performance
through p-values generated from McNemar’s test. In general, more conclusive results
are generated from more data, such as the case of depth 7 surface code. Due to lack of
data because of the constraints of the experiments, the depth 3 surface code’s neural
network decoder is poor. However, both depth 5 and depth 7 decoders are demonstrated to increase in F1 and accuracy with increasing probability of measurement
error, although only depth 7 has results that are confirmed to be significant from
McNemar’s test. However, all of these results serve to answer the hypotheses posed
in this research.
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V. Conclusions

5.1

Overview
This chapter presents the conclusions and contributions of this research and some

of the future of directions by which it could be extended. Section 5.2 summarizes the
conclusions drawn from the experimental results presented in Chapter IV. Section 5.3
talks about the contributions that this work makes to the area of quantum error
correction. Section 5.4 expands on the future work that follows from the research
done in this thesis. Lastly, Section 5.5 finishes with some concluding remarks about
low-level decoding and neural networks.

5.2

Conclusions
Chapter I introduced research questions regarding low-level decoding and testable

hypotheses that would increase understanding with respect to those research questions. The experimental results supported some hypotheses and contradicted others.
A summary of those hypotheses and the evidence to support or contradict them from
the results follows:
1. Hypothesis 1: The effectiveness of predicting corrective operations of machine
learning-based decoders decreases more slowly than that of algorithmic decoders
with increasing noise levels on measurements.
• This is supported by the results in Section 4.3, in which the differences
F1 and accuracy scores for increasing probability of measurement error
are shown to be higher for MWPM algorithm than the neural network
decoder.
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2. Hypothesis 2: Neural network-based decoders have execution times that increase more slowly by a constant factor than algorithmic decoders with increasing code depths.
• This is supported by the results in Section 4.4, in which the MWPM algorithm is shown to have far greater average execution time than the neural network decoder. The average execution times of neither the neural
network nor the partial lookup table decoders increase significantly with
increasing code depths.
3. Hypothesis 3: A neural network-based decoder can predict corrective operations on surface codes of depth 3, 5, and 7 with better than chance accuracy
for noise levels of 0%, 1%, 3%, and 5%.
• This is supported by the results in Sections 4.2 and 4.6, but only for depths
5 and 7. Neural network decoding using depth 3 performed poorly overall,
but experimental evidence indicates that for both depths 5 and 7, neural
network decoding can predict corrective operations better than chance.
4. Hypothesis 4: For graph algorithm decoders and neural network-based decoders, increasing code depth does not change effectiveness of predicting corrective operations.
• This hypothesis is not supported by the experimental results. Code depth
does affect the change in performance among decoders, with most decoders
improving in F1 and accuracy with increasing code depth. This observation
is based on the results presented in Section 4.5.1, which show that at depth
5, the neural network decoder is similar in the marginal probabilities of
its outcomes to those of the partial lookup table and the MWPM decoder.
At depth 7, the marginal probabilities of the outcomes are statistically
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significant, which indicates that code depth does change the performance
of decoders when compared to one another.
5. Hypothesis 5: Increasing measurement noise levels decreases effectiveness of
predicting corrective operations in all decoders.
• This is supported by the results presented in Section 4.3, in which nearly
all of the decoders decrease in both F1 and accuracy with increasing levels
of noise. The only instance in which this is not the case is the partial
lookup table decoder, which is likely due to it having predicted no corrective operations at all for many unseen observations.
The p-values discussed in Section 4.5 also provides evidence for statistically significant differences among the decoders in how effectively they predict corrective
operations. This applies primarily to the depth 7 case, in which there are much more
statistically significant differences in the marginal probabilities of the outcomes of
MWPM and partial lookup table decoders when compared to the neural network
decoder. Since the F1 and accuracy score is higher for the neural network decoder
when compared to the MWPM and partial lookup table decoders, this difference in
outcomes supports the conclusion that the neural network decoder has significantly
better decoding than the other decoders at depth 7 for all noise levels.

5.3

Contributions
This research contributes to the body of knowledge of low-level decoders for surface

codes of small depths. The results in this research point to advantages in neural
network decoding for its fast execution times when compared to an unoptimized
MWPM algorithm as well as greater effectiveness in increasing surface code depths
in the presence of noise on the ancilla qubits. Neural network decoding is said to be
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more flexible and faster than algorithmic decoders [48], and this research supports
this claim with experimental results that show greater resistance to noise for a neural
network decoder than for an MWPM decoder. Along with this, the execution time of
the neural network decoder is lower than that of the MWPM decoder and the PLUT
decoder. Together, these conclusions imply that neural network decoders are a viable
alternative to algorithmic decoding for fast decoding of surface code syndromes.
These experiments are the first to look at the impact of increasing only the probability of error on the ancilla while the error rate of data qubits remains constant.
An understanding of how well decoders can withstand measurement errors in ancilla
qubits is intrinsic to how well they can perform under more realistic noise. Since the
marginal probabilities of different outcomes are statistically significant for a depth
7 code with measurement errors, neural network decoding should be seriously considered as a decoder than can contribute to fault-tolerant decoding with large code
depths.
The caveat regarding low neural network execution time and high effectiveness is
that more care needs to be taken in training the network. Although execution times
of neural network decoders are small, training time increases with the code depth,
along with the time required to simulate sufficient data for training. However, a
similar process to the one used in this thesis can be used with more accurate (and
complex) simulations of errors due to noise on quantum computers. This option is
comparable to changing algorithmic decoders, such as MWPM, by making them more
accurate (as well as more complex and difficult to understand) while also increasing
their execution times. Despite difficulties in training neural network decoders, enough
high quality data can be used to train these decoders to predict corrective operations
for unseen error syndromes.
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5.4

Future Work
Several areas of future work in the research in low-level decoding of the surface

code are suggested. One important step would be to optimize the efficiency of data
simulation so that data with greater code depths can be generated and used in similar
experiments. This would expand on the evidence of decoder performance relative to
code depth if patterns in evaluation metrics in larger code depths are consistent with
those in smaller code depths. Another way to improve the simulation tool that would
be useful in future work would be to implement more accurate noise models that can
better represent real-life quantum computers. This would include not only increasing
the noise data qubits and the measurement qubits, but also introducing noise in
the corrective operations and noise probability distributions more complex than the
one used in this research (an X, Y , or Z error happening with equal probability
on a arbitrary qubit). With the extension of low-level decoding in these areas, a
further understanding of decoders and the challenges of surface code decoding can be
achieved.
Another area to be considered in the future is the use of error correction cycles
consisting of more than one measurement of the ancilla qubits before decoding and
corrective operations are applied to the code. Error correction cycles are commonly
used to make fault tolerant decoders [43]. Cycles can detect measurement errors and
better account for those errors in the decoding process. However, they also make
decoding itself substantially more complicated, since the two spatial dimensions of
the grid of measurements are extended by a third temporal dimension. Since decoding
cycles are helpful in determining where measurement errors occur, error correction
cycles are used in simulations, and decoders are made to account for more than one
measurement. However, since making those additional measurements requires more
time, and the decoding process is harder for algorithmic decoders, which leads to
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larger execution times, the threshold for error for the code is lowered. Future work
that extends this research could use neural networks, which are more resistant to
the effects of measurement error on performance, and compare them to the MWPM
algorithm that uses error correction cycles. An analysis could be done on the tradeoffs
of using error correction cycles with MWPM and a neural network decoder without
error correction cycles to understand if they are needed in for error correction with a
decoder that can withstand the affects of measurement error.
Dimensionality reduction of the input is not a significant consideration for the code
depths used in this research. However, the effectiveness of neural network decoding
for larger code depths would potentially benefit from the use of Convolutional Neural
Networks (CNNs). . This would contribute to the body of knowledge regarding lowlevel decoders and the neural network architecture and training that would be most
suited for large code depths. In the future, this research could even be integrated with
Qiskit Ignis, which has a small topological code module. The decoder implemented in
this module is the MWPM algorithm, and there is a desire to implement a machine
learning decoder in the future, which this research and further research in this area
supports.

5.5

Concluding Remarks
Quantum computation has untapped potential that can only be realized through

improvements in hardware and systems that can mitigate the error present on quantum devices. Quantum error correction is one such way to address that challenge, but
much work remains in this field. Finding an effective and efficient error correction architecture, such as the surface code and other stabilizer codes, is one key component.
Another is the decoder to be used alongside this architecture. Depending on which of
the various metrics are considered, some decoders are better than others, and the full
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advantages and disadvantages of decoders are still being explored. This research has
produced evidence to support the conclusions that neural network decoding has advantages over other decoders and that it is a viable decoding mechanism to integrate
into quantum simulations such as those performed by Qiskit. Given enough evidence
and development, neural network decoders could even be integrated with quantum
hardware with future advances in quantum computing. This would help to realize
the potential of practical quantum computation through quantum error correction.
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Appendix A. Tables of Experimental Results

Depth
Depth
Depth
Depth
Depth
Depth

3
3
5
5
7
7

Mean
StDev
Mean
StDev
Mean
StDev

NN
0.864
0.115
0.968
0.002
0.990
8.023 × 10−5

MWPM
0.950
0.017
0.977
0.001
0.984
0.000

PLUT
0.912
0.010
0.949
0.000
0.965
2.911 × 10−5

Table 8: Accuracy of partial lookup table, Minimum Weight Perfect Matching, and
neural network decoder with perfect measurements

Depth
Depth
Depth
Depth
Depth
Depth

3
3
5
5
7
7

Mean
StDev
Mean
StDev
Mean
StDev

NN
0.896
0.072
0.966
0.001
0.987
5.801 × 10−5

MWPM
0.955
0.016
0.969
0.001
0.974
0.000

PLUT
0.911
0.010
0.948
0.001
0.962
8.169 × 10−6

Table 9: Accuracy of partial lookup table, Minimum Weight Perfect Matching, and
neural network decoder with 1% probability of measurement error

NN

MWPM

PLUT

Depth 3 Mean

0.090

0.615

0.036

Depth 3 StDev

0.052

0.096

0.073

Depth 5 Mean

0.520

0.528

0.111

Depth 5 StDev

0.020

0.005

0.005

Depth 7 Mean

0.674

0.467

0.022

Depth 7 StDev

0.001

0.001

0.001

Table 15: F1 of partial lookup table, Minimum Weight Perfect Matching, and neural
network decoder with 5% probability of measurement error
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Depth
Depth
Depth
Depth
Depth
Depth

3
3
5
5
7
7

NN
0.884
0.100
0.960
0.002
0.982
5.560 × 10−6

Mean
StDev
Mean
StDev
Mean
StDev

MWPM
0.923
0.955
0.001
0.957
5.129 × 10−5

PLUT
0.914
0.009
0.948
0.001
0.960
1.190 × 10−5

Table 10: Accuracy of partial lookup table, Minimum Weight Perfect Matching, and
neural network decoder with 3% probability of measurement error

Depth
Depth
Depth
Depth
Depth
Depth

3
3
5
5
7
7

Mean
StDev
Mean
StDev
Mean
StDev

NN
0.895
0.069
0.956
0.003
0.978
7.827 × 10−5

MWPM
0.944
0.012
0.943
0.001
0.944
0.000

PLUT
0.905
0.015
0.948
0.001
0.960
3.445 × 10−5

Table 11: Accuracy of partial lookup table, Minimum Weight Perfect Matching, and
neural network decoder with 5% probability of measurement error

Depth
Depth
Depth
Depth
Depth
Depth

3
3
5
5
7
7

Mean
StDev
Mean
StDev
Mean
StDev

NN
0.057
0.059
0.669
0.016
0.868
0.002

MWPM
0.648
0.139
0.774
0.011
0.803
0.001

PLUT
0.044
0.089
0.279
0.010
0.355
0.001

Table 12: F1 of Partial Lookup Table, Minimum Weight Perfect Matching, and Neural
Network decoder with perfect measurements
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Depth
Depth
Depth
Depth
Depth
Depth

3
3
5
5
7
7

Mean
StDev
Mean
StDev
Mean
StDev

NN
0.103
0.054
0.638
0.016
0.823
0.001

MWPM
0.690
0.069
0.706
0.007
0.700
0.002

PLUT
0.036
0.073
0.219
0.017
0.215
0.001

Table 13: F1 of partial lookup table, Minimum Weight Perfect Matching, and neural
network decoder with 1% probability of measurement error

Depth
Depth
Depth
Depth
Depth
Depth

3
3
5
5
7
7

Mean
StDev
Mean
StDev
Mean
StDev

NN
0.084
0.040
0.571
0.015
0.745
0.001

MWPM
0.542
0.138
0.603
0.010
0.557
0.001

PLUT
0.078
0.097
0.166
0.015
0.074
0.000

Table 14: F1 of partial lookup table, Minimum Weight Perfect Matching, and neural
network decoder with 3% probability of measurement error

F1 Difference MWPM
Accuracy Difference MWPM
F1 Difference NN
Accuracy Difference NN
F1 Difference PLUT
Accuracy Difference PLUT

0.0-0.01
0.068
0.008
0.031
0.002
0.060
0.001

0.01-0.03
0.103
0.014
0.067
0.006
0.052
0.001

0.03-0.05
0.075
0.012
0.008
0.004
0.056
0.000

Table 16: F1 and accuracy differences with measurement errors on depth 5 code

F1 Difference MWPM
Accuracy Difference MWPM
F1 Difference NN
Accuracy Difference NN
F1 Difference PLUT
Accuracy Difference PLUT

0.0-0.01
0.103
0.010
0.045
0.003
0.139
0.003

0.01-0.03
0.143
0.017
0.078
0.005
0.142
0.002

0.03-0.05
0.090
0.013
0.072
0.004
0.052
0.000

Table 17: F1 and accuracy differences with measurement errors on depth 7 code
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NN Mean
NN StDev
MWPM Mean
MWPM StDev
PLUT Mean
PLUT StDev

Depth 3
0.020
0.005
0.020
0.012
0.006
0.011

Depth 5
0.000
9.182 × 10−5
0.075
0.027
3.393 × 10−5
1.329 × 10−5

Depth 7
0.000
0.000
0.289
0.107
0.001
0.000

Table 18: Execution Time of Partial Lookup Table, Minimum Weight Perfect Matching, and Neural Network decoders for Depths 3, 5, and 7

Depth 5
0.187
0.223
0.075
0.146

NN/MWPM Mean
NN/MWPM StDev
NN/PLUT Mean
NN/PLUT StDev

Depth 7
0.060
0.161
2.724 × 10−13
2.683 × 10−12

Table 19: Table of results of McNemar’s test for depth 5 and depth 7 with 0%
probability of measurement error

NN/MWPM Mean
NN/MWPM StDev
NN/PLUT Mean
NN/PLUT StDev

Depth 5
0.368
0.323
0.123
0.172

Depth 7
0.000
0.004
2.146
2.112

Table 20: Table of results of McNemar’s test for depth 5 and depth 7 with 1%
probability of measurement error

NN/MWPM Mean
NN/MWPM StDev
NN/PLUT Mean
NN/PLUT StDev

Depth 5
0.330
0.311
0.211
0.247

Depth 7
9.217
7.875
2.146
2.112

Table 21: Table of results of McNemar’s test for depth 5 and depth 7 with 3%
probability of measurement error
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NN/MWPM Mean
NN/MWPM StDev
NN/PLUT Mean
NN/PLUT StDev

Depth 5
0.352
0.333
0.314
0.280

Depth 7
3.654
3.570
0.009
0.083

Table 22
Table 23: Results of McNemar’s test for depth 5 and depth 7 with 5% probability of
measurement error

Depth 3
Depth 5
Depth 7

Mean
2.534
9.518
21.381

Standard Deviation
1.069
4.963
10.082

Table 24: Summary of mean and standard deviation of error correction cycles for
neural network decoding
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