Abstract: A damage detection approach is developed using nonlinear autoregressive with exogenous inputs (NARX) neural networks and a statistical inference technique. Within a large spatially extended dynamic system, an instrumented local substructure may be represented by a neural network, to predict the dynamic response of a given sensor from that of its neighbors. Without change in the system properties, the network prediction error will follow a stable statistical distribution. To infer damage, change in the prediction error variance as evaluated by the statistical inference standard F test is utilized as a sensitive indicator. Validation of the described procedure is undertaken using two experimental data sets (from the Los Alamos National Laboratory in Los Alamos, NM). Reduced stiffness and nonlinear response of a massspring system is documented in the first set, while joint damage in a frame structure is explored in the second. Favorable results are obtained in both cases with linear/nonlinear and single/multidamage patterns. Overall, the proposed framework may be particularly efficient for large spatially extended sensor network situations, where local condition assessment may be conducted based on the response of a few neighboring sensors.
Introduction
Health monitoring (damage identification) of structural systems continues to receive a growing level of interest with advances in the related analytical and experimental techniques (Chang 1997 (Chang , 2005 (Chang , 2007 Ou et al. 2005) . Major efforts have been focused on exploring the potential of identification, based on changes in the vibrational system characteristics (e.g., Farrar and Doebling 1997; Doebling et al. 1998; Sohn et al. 2003a; ).
For a civil engineering structure, actual dynamic response under different damage scenarios of interest is typically unavailable or scarce. When such data are available, attention may be focused on inferring damage based on changes in the identified global system properties such as modal parameters and/or the derivatives thereof (e.g., Alampalli et al. 1997; Todd et al. 2004; Zonta et al. 2008; Nayeri et al. 2008 ). To build a knowledge base, a numerical model may be calibrated by available data, and then employed to explore the impact of different potential damage states. This may necessitate an elaborate numerical model that requires labor-intensive finetuning and may include significant uncertainties from lack of information and unavoidable modeling limitations (Sohn et al. 2003a ).
The important situation of spatially localized damage has been shown to pose a particular challenge in view of the potential minimal impact on the overall dynamic system properties (Farrar and Jauregui 1996; Farrar and Doebling 1997; Humar et al. 2003; Sohn et al. 2003a) . In terms of numerical simulation, such a damage pattern imposes high demands on the geometric and material model fidelity and accuracy.
In view of the aforementioned challenges, significant research efforts have been focused on development of damage detection approaches that do not depend on numerical modeling and/or global system property identification. In this regard, different time seriesprediction techniques have been employed, including neural networks (e.g., Masri et al. 1996; Nakamura et al. 1998; Conte et al. 1994; Kao et al. 2003; Wu et al. 2002; Xu et al. 2003) , autoregressive and autoregressive with exogenous inputs (AR-ARX, with parameters that correlate to the overall dynamic system properties) models (e.g., Sohn et al. 2003b; Lei et al. 2003; Nair et al. 2003) , and response surface models (e.g., Iwasaki et al. 2002 Iwasaki et al. , 2003 Casciati et al. 2003a,b,c) . Among others, neural networks remain a popular technique with strong capabilities for approximating response of linear and nonlinear systems (Bishop 1995) .
Studies from the last 15 years show that the combination of time series-prediction techniques and statistical inference methods can provide an effective solution (Masri et al. 1996; Nakamura et al. 1998; . The basic idea is that for each structure/substructure of interest, a time-series model is first developed to predict the measured baseline dynamic system response (intact state). Without significant change in the structure, the prediction error will remain at a stable statistical distribution. As such, variation in the prediction error distribution can be utilized as a sensitive and robust damage indicator .
In this study, the nonlinear autoregressive with exogenous inputs (NARX) neural network approach (Leontaritis and Billings 1985; Chen and Billings 1989; Korbicz and Janczak 1996; Demuth and Beale 1998 ) was adopted to represent the dynamic system response. On this basis, a statistical inference procedure was employed to detect structural damage based on change of the network prediction error variance. Within this framework, local damage detection is further facilitated by developing a separate NARX network for each local substructure of interest. Each network predicts dynamic response measured at a given sensor from that of its adjacent neighbors. As such, synchronized data would only be needed from a small number of adjacent sensors.
In the following sections, the overall analysis framework is first described. NARX neural networks are then discussed, including network configuration and training. The statistical inference procedure employed to compute the damage indicator is then presented. Finally, the developed framework is verified by two experimental data sets from the Los Alamos National Laboratory (LANL) in Los Alamos, NM.
Analysis Framework
The employed damage detection approach assumes that the investigated structure is monitored by an array of neighboring sensors. Rather than addressing the structure as a single system, local substructures of interest are defined, and each is assessed independently using the corresponding sensor network measurements. Such a decentralization strategy, which also allows for distributed computing as needed, is desirable for practical implementation of large/dense sensor networks. Within this context, the approach can be summarized in the following fashion ( Fig. 1 ):
1. Based on the spatial sensor layout, local substructures may be defined. Each substructure is monitored by a set of sensors, with one designated as the master. Response of the master will be predicted from that of its adjacent neighboring sensors (which provide input to the predictive network). 2. Using stationary ambient vibration (e.g., from traffic on a bridge) or a prescribed external excitation (e.g., shaker-induced whitenoise excitation), the system dynamic response is recorded. For each substructure, an associated NARX neural network (Korbicz and Janczak 1996; Demuth and Beale 1998 ) is developed to predict the measured response at the master senor from that of the neighboring sensors. Thus, the dynamic characteristics of the substructure are approximately implicitly identified and represented by the associated network. Both the network configurations including weights and biases (Bishop 1995) and the time history of network prediction error are archived as a reference baseline state. 3. The system response under the same excitation conditions is periodically recorded. For each substructure, the developed network is employed to predict the dynamic response at the master sensor and a new time history of prediction error is calculated. Comparing this new time history with that of the baseline state, a damage indicator is computed based on changes in the error variance. 4. By assembling the spatial configuration of the computed damage indicators, the occurrence, location, and relative severity of damage in the structural system may be inferred. Note that it may be desirable to repeat Step 2 from the list for different environmental and operational conditions to build a baseline database consisting of a range of reference states of interest. For each recorded data set, the reference state with the closest environmental and operational conditions may be used to perform the evaluation in Step 3. For a laboratory experiment (the applications shown in this paper), one reference state was adequate as the environmental and operational conditions (including excitation pattern and mass spatial distribution) were relatively stable.
NARX Neural Network

Network Configuration
As mentioned earlier, each substructure is monitored by a master sensor and M neighboring sensors (M is the number of employed neighboring sensors). In this sense, the problem can be formulated as a multiple-input, single-output nonlinear system. Given the discrete-time nature of the data, the system can be defined by a NARX model (Leontaritis and Billings 1985; Chen and Billings 1989) yðtÞ ¼ f ½xðtÞ ð1Þ
with xðtÞ a vector defined by 
in which yðtÞ denotes the output (master sensor response) at time step t; f 5 nonlinear function representing the substructure; u m ðtÞ 5 mth input (measured by the mth neighboring sensor) at time-step t; and n u and n y 5 the input and output orders, respectively.
Herein, the function f is approximated by a multilayers perceptron as Bishop (1995) shows that such a neural network, with sigmoidal activation functions, provides strong capabilities for representing continuous nonlinear systems (Bishop 1995 may be consulted for a figure illustrating the multilayers perceptron network structure). The resulting framework is known as a NARX network (Korbicz and Janczak 1996; Demuth and Beale 1998) , having one input layer of M 3 ðn u 1 1Þ 1 n y units, one hidden layer, and one single unit output layer. For this single unit output case, it was verified that setting the number of hidden units equal to the number of input units ensures adequate representation capability while controlling the network size (Bishop 1995) .
The feed-forward network mapping from the input vector xðtÞ 5 ½x i ðtÞ to its output b yðtÞ is defined by (Bishop 1995) Fig. 4 . Fig. 4 .
where a j 5 P M 3 ðnu11Þ1ny i51 w ð1Þ ji x i ðtÞ 1 w ð1Þ j0 5 the weighted sum of inputs for hidden unit j.
Network Training
In this study, the minimum-to-maximum range of measured response at each sensor was normalized to ½21, 1. For each substructure, a sequence of input-output patterns f xðtÞ yðtÞ g can then be sampled from these normalized time histories. The patterns were randomly partitioned into a training set (80% of the total patterns) and a validation set (20% of the total patterns). Based on the training set, the standard backpropagation algorithm (LeCun et al. 1998 ) was adopted for network training by sequentially minimizing the square error between the network output b yðtÞ and the corresponding target yðtÞ
To best utilize the knowledge contained in the data, the training set was repeatedly used, with each training loop over all patterns defined as an epoch. After each epoch, the average errors of the training and validation sets were computed. The optimal network configuration was selected according to the minimum error of the validation set to avoid overfitting (Bishop 1995; Hastie et al. 2001) .
Damage Indicator
After a NARX network is trained, the dynamic characteristics of the corresponding substructure are implicitly represented by the network, which then may be employed to predict the structural response under different states. Herein, the prediction error of the baseline state at time-step t is denoted by eðtÞ, t 5 1, . . . N e , where N e is the baseline time history duration (number of data points). Similarly, the prediction error of any other investigated state at timestep t is denoted by ɛðtÞ, t 5 1, . . . N ɛ , where N ɛ is the associated time history duration. Without significant change in the substructure (e.g., from occurrence of damage), the trained network will deliver consistent prediction performance, with eðtÞ and ɛðtÞ expected to exhibit similar statistical distributions. In other words, change in the statistical distribution of the prediction error may be utilized as the damage indicator .
As the prediction error generally follows a distribution with a mean value around zero, most efforts have been based on assessment of the changes in variance (or SD). For instance, evaluated such changes by the F test, which assumes that both eðtÞ and ɛðtÞ follow normal distributions. However, this normality condition may be hard to achieve in practice. In view of this fact, suggested that the hypothesis test be performed against a threshold value from a modified F distribution.
Herein, this issue was addressed in an equivalent way that weakens the strong normality requirement, only assuming eðtÞ and ɛðtÞ to exhibit stable distributions. Based on this approach, for each substructure, a damage indicator can be computed as follows:
1. Shuffle the time-step order of the eðtÞ and ɛðtÞ time histories independently to eliminate the correlation between neighboring prediction errors. 2. Divide the shuffled eðtÞ and ɛðtÞ time histories into segments of equal length, where the number of time steps in each segment is denoted by n, the number of eðtÞ segments is denoted by N p 5 N e =n, and the number of ɛðtÞ segments is denoted by N q 5 N ɛ =n. 3. Thus, for each segment, the sequence of prediction errors [eðtÞ or ɛðtÞ] is approximately independent and identically distributed, and their sum can be computed as p 5 P n t51 eðtÞ and q 5 P n t51 ɛðtÞ. According to the central limit theory (Laplace 1812; Lyapunov 1954; Spiegel 1992) , both p and q will approach normal distributions as n increases. Based on a number of conducted trials, it was verified that n 5 20 yields satisfactory results as will be further discussed in the following text. (Miller 1997) . Thus, given a confidence level a, the theoretical threshold value F 12a Nq 2 1,Np 2 1 can be found. If D exceeds this threshold, the null hypothesis H 0 is rejected, which indicates a significant change in the substructure.
Compute the damage indicator
Note that the computation of D only requires local information from sensor data within the substructure. This is desirable in practical implementations as it allows for locally distributed computing and facilitates large-scale, spatially extended monitoring efforts. Fig. 6 . Neighboring prediction errors essentially display no correlation after the time-step order was randomly reshuffled (Substructure 1 at the baseline state, Scenario 1; only a 500-time-step segment is shown for clarity) While the computation of D is an independent process for each substructure, the damage indicators can be compared with one another as long as the same a, N p , and N q values are used. In this regard, it would be expected to find that a larger value of D indicates that the corresponding substructure: (1) has developed a higher level of damage or (2) is closer to the damage location. Based on this logic, the location and relative severity of damage may be inferred by assembling the spatial configuration of the computed damage indicators.
Experimental Verification
Eight-DOF Mass-Spring System
Testing Configuration An eight degree-of-freedom (8-DOF) experimental system was designed and constructed to study damage identification problems at the Los Alamos National Laboratory . The system (Fig. 2) consists of eight translating masses (each being an aluminum disk 25.4-mm thick and 76.2 mm in diameter with a central hole) connected by springs. All masses slide on a highly polished steel rod that allows translations along the rod axis only (Fig. 2) .
The nominal value of mass 1 was 559.3 g, and the nominal value for masses 2-8 was 419.4 g each. Using a 215N peak force electrodynamic shaker, random excitation was applied to mass 1 and recorded by a force transducer (sensor 0). The response of each mass was recorded by an accelerometer. In , further modeling details are presented and the data were employed to verify a damage diagnosis procedure combining autoregressive and autoregressive with exogenous inputs (AR-ARX) techniques.
The baseline undamaged configuration of the system was the state with an identical linear spring (stiffness k 5 56:7 kN=m) connecting the masses (Fig. 3) . Linear damage was defined as a change in the system stiffness characteristics and simulated by replacing Fig. 9 . Damage indicators computed for Scenarios 2-10 of the 8-DOF mass-spring system, using Scenario 1 as the baseline state, where the actual severity of damage in each substructure (Table 1 and Fig. 4 ) is indicated by circles (no damage); diamonds (low-level damage);triangles (moderate-level damage); or boxes (high-level damage) an original spring with another of a lower spring constant. Thus, the degree of linear damage was controlled by the percentage reduction in the spring constant. Nonlinear damage denoted masses impacting one another upon traversing a predefined initial clearance (Fig. 3) , with a smaller initial clearance representing a higher level of nonlinearity.
Using this setup (Figs. 2 and 3 ), a series of experiments (303 in total) was conducted. Scenarios of linear and nonlinear damage states at different locations between the adjacent masses were simulated .
Of this rich data set, 10 recorded representative experimental scenarios (Table 1) were investigated herein. In these scenarios, random events were generated by the shaker with the RMS amplitude level of excitation corresponding to a 5-V input. Each employed time-history was sampled at 500 Hz and consists of 4,080 data points.
Data Analysis
Following the proposed analysis approach (Fig. 1) , eight substructures were defined as shown in Fig. 4 and Table 2 . Herein, Scenario 1 (Table 1) was employed as the baseline state to develop a NARX network for each substructure. Thereafter, these networks were applied to Scenarios 2-10 for damage inference purposes. The related parameters for this study are summarized in Table 3 .
For each substructure, the associated network was employed to predict the response measured by the master sensor. For the baseline state, Fig. 5 shows a representative time-history comparison of network predictions and corresponding sensor measurements, along with the residual errors. It is seen throughout that the prediction of each network closely matches the corresponding master sensor measurement. Thus, it can be concluded that the dynamic properties of each substructure in the baseline state are now adequately represented by the associated NARX network.
The residual prediction error [eðtÞ or ɛðtÞ] time histories (Fig. 5 ) were systematically generated for the different experimental scenarios of Table 1 . Order of the time step in each history was then randomly shuffled such that the values of neighboring steps become essentially uncorrelated (e.g., Fig. 6 ). Thereafter, each shuffled eðtÞ or ɛðtÞ time history was divided into segments of equal length (n 5 20 as mentioned earlier), and the sum of each segment (p or q) was computed, resulting in the desired normal distribution as shown, for instance, in Fig. 7 .
If the properties of any substructure do not significantly change, q would be expected to exhibit a distribution that closely matches p. For instance, the results related to Substructure 7 for Scenarios 1, 2, and 8-10 (Table 1) are shown in Fig. 8 . It is seen that for Scenario 2 with no damage, q exhibits a very close distribution to p of the Yes  1C  D10  6  Yes  1C  D05  7  Yes  1C  DBB  8  Yes  3A  DBB  9 Yes 1C/3A DBB/DBB 10 Yes 1C/3A DBB/DBB a Damage location indicates floor number and corner per Fig. 10. baseline case (Scenario 1). As to Scenarios 8-10 with damage in Substructure 7, the distributions of q are significantly different from p. Such difference increases with the severity of damage, particularly in terms of the variance.
Based on p and q, the damage indicator D was computed for each substructure using Eq. (6). Fig. 9 shows the results for Scenarios 2-10. Log scale was employed for the vertical axis (Fig. 9) to clearly display changes within the relatively low value range, around the threshold value of 1.39, which corresponds to a 99% confidence level.
It is seen that for Scenario 2 (no damage), the eight computed damage indicators were all below the threshold (as expected). As to Scenarios 3-10 with linear or nonlinear damage, each is seen to display certain damage indicators that exceed the threshold. In other words, the occurrence of damage in these scenarios was successfully detected.
Damage location may be inferred from the computed damage indicator relative values (Fig. 9) . For instance, Scenario 3 (linear damage at Location 1) appropriately shows damage indicators for Substructures 1 and 2 (Fig. 4) that significantly exceed the threshold (Fig. 9) . Similarly, damage locations for Scenarios 4-10 can all be successfully inferred based on the computed damage indicator relative values (Fig. 9) .
In Fig. 9 , it is seen that substructures with no damage may also display damage indicator values that exceed the threshold. However, the largest values were always associated with the actually damaged substructures. Finally, Scenarios 8-10 with high to low nonlinear damage at the same location (Table 1) displayed indicator values that proportionately agree with these levels (Fig. 9) . In other words, the relative severity of damage may be inferred from the relative damage indicator value (note the Log scale in Fig. 9 ).
Three-Story Frame Structure
Experimental Setup A 3-story frame model (Fig. 10) was constructed of Unistrut columns and aluminum floor plates at LANL for conducting structural health monitoring studies (Adams and Farrar 2002; Worden et al. 2002; Sohn et al. 2003b ). The floors were represented by 12.7 mm (0.5 in.) thick plates, and the base was a 38.1 mm (1.5 in.) thick plate [ Fig. 10(a) ]. For each floor/base plate, the four corners were numbered from A to D as shown in Fig. 10(b) . The structure was supported on four air mount isolators to allow free horizontal movement [ Fig. 10(a) ]. A shaker was coupled to the structure by a stinger connected to a tapped hole 95.25 mm (3.75 in.) away from corner D of the base plate [Figs. 10(b and d) ] so that both translational and torsional motions may be excited. Fig. 11 . Sample comparison of network predictions and corresponding sensor measurements of structural response of the 3-story frame structure at the baseline state (for clarity, only a 500-time-step segment is shown)
In this experiment, damage was simulated in the floor-column joints by loosening the bolts [Figs. 9(b and c) ]. All bolted connections were tightened to a torque value of 6,779 N×mm (60 in.×lbs) in the undamaged state. Using this setup, a series of experiments (270 in total) was conducted, encompassing damage scenarios of different severities at single or multiple locations (Sohn et al. 2003b) .
Ten recorded representative experimental scenarios were investigated herein as summarized in Table 4 . Three levels of damage (Table 4) were included in these scenarios: Level 1 (D10, a torque value of 1,130 N×mm (10 in.×lbs) was left on the bolt); Level 2 (D05, a torque value of 565 N×mm (5 in.×lbs) was left on the bolt); and Level 3 (DBB, the bolt was removed).
For each scenario, a dynamic test of the structure was performed (Sohn et al. 2003b ). The RMS voltage of the shaker was 8 V, and random excitation was generated. The structural response in the shaking direction was measured by 24 piezo-electric single-axis accelerometers, each mounted on an aluminum block that was attached to the structure by hot glue. Two accelerometers were placed at each joint with one attached to the floor and the other attached to the column [ Fig. 10(b) ]. Each employed time-history was sampled at 1,600 Hz and consisted of 8,180 points. Detailed information about this experimental setup is presented in Sohn et al. (2003b) .
Data Analysis
For this model, the substructures of interest are the 12 floor-column joints. As each joint was monitored by a pair of accelerometers, a NARX network was developed to simply predict the structural response of the floor (master sensor) from the adjacent column response (neighboring sensor). Herein, Scenario 1 was employed as the baseline state to train the networks for identification purposes. Thereafter, the networks were applied to Scenarios 2-10 for damage inference purposes. The parameters of this study are summarized in Table 5 . Fig. 11 displays a representative time-history comparison of each master sensor measurement and the corresponding network prediction, showing the expected close match in this no-damage state. Thus, it can be concluded that the properties of each intact joint were now accurately represented by the corresponding NARX network. Fig. 12 shows the damage detection results for Scenarios 2-10 (Table 4 ). It is seen that for Scenarios 2-4 with no damage, the computed indicators were all below the threshold value of 1.26 (corresponding to a 99% confidence level). As to Scenarios 5-10 (Table 4) , the occurrence of damage was always detected, and the indicator of the highest value (Fig. 12) clearly corresponded to the actual location (Table 4) . Finally, by comparing the results of Scenarios 5-7 (Fig. 12) , it is seen that the indicator value increases in accordance with the level of damage at 1C (Table 4 ).
Summary and Conclusions
In this paper, a structural damage detection approach based on NARX neural networks and statistical inference techniques was presented and investigated. This approach relies on data from a spatially localized substructure that is being monitored by a set of neighboring sensors. In each substructure, a master sensor is selected and an associated NARX network is developed to predict the response at this sensor from that measured by its neighbors. Without significant change in a substructure, the network prediction error follows a stable statistical distribution. Change in the prediction error variance as evaluated by the modified F test is utilized as the damage indicator.
To verify applicability, this damage detection approach was employed to study data from two LANL experiments: an 8-DOF mass-spring system and a 3-story frame structure. Satisfactory results were achieved showing that:
1. For each substructure, the master sensor response was closely predicted using the associated trained baseline NARX network; 2. The employed damage indicator performed satisfactorily in delineating the investigated damage/no-damage scenarios; 3. The damage locations (one or more) always corresponded to the highest damage indicator values; and 4. The damage indicator value increased with the relative severity of damage. As a direction for future research, implementation of the discussed NARX neural networks approach for full-scale structural response scenarios is needed, to further assess the actual practical ranges of applicability.
