The 150-year time series of ice duration in Lake Mendota, Wisconsin was analysed to investigate possible effects of climate variability, and a non-parametric test confirmed a significant, decreasing trend. Singular-spectrum analysis (SSA) and the multi-taper method (MTM) of spectral analysis revealed a nonlinear trend and quasi-periodic oscillations. Analysis of the linearly detrended series showed significant frequencies ranging from quasi biennial to >100 years. The interannual and interdecadal signals detected are within the range of periodicity of the El Niño-Southern Oscillation (ENSO) and Pacific Decadal Oscillation (PDO) modes of variability. A smoothing procedure was used to separate low frequencies, or trend, and higher frequencies. Four reconstructed components of the low-pass-filtered time series were sufficient to explain 95% of the filtered series variance. The reconstruction showed signals with periods longer than 20 years that could be associated with the PDO. The series showed a relatively constant trend between approximately 1895 and 1965, and a steep declining trend in the last 40 years. Twenty four reconstructed components of the high-frequency residuals were required to explain 90% of the variance in the residual series. The reconstruction showed interdecadal signals that could be associated with the PDO and signals with periods between two and seven years that could be associated with the Southern Oscillation Index (SOI). Results of a coherence analysis showed that ice-cover duration is significantly correlated with the PDO for periods longer than about 20 years, and with the SOI for periods between two and seven years. The results suggest a relationship between the decreasing ice duration since about 1970 and the accompanying increase in Northern Hemisphere mean annual surface temperature. This interpretation agrees with previous descriptions of observed historic changes that appear to be related to anthropogenic activity.
(1) Analysis of linear trend ( Fig. 1(a) ) using the Mann-Kendall non-parametric test (Section 4.1).
(2) Linear detrending, singular spectrum analysis (SSA) and multi-taper method (MTM) analysis of the detrended series shown in Fig. 1 (b) (Section 4.2). (3) Smoothing or low-pass filtering the time series through the cumulative departure from the mean (CDM) algorithm, and separation of low-frequency or nonlinear trend ( Fig. 1(c) ) and high-frequency components ( Fig. 1(d) ). (4) SSA and MTM analysis of the nonlinear trend and low-frequency components (Section 4.3). (5) Estimation of the nonlinear trend using the low-pass filter developed by Mann (2004) and comparison with the SSA estimated trend ( Fig. 6(a) ). (6) SSA and MTM analysis of the high-frequency components (Section 4.4). (7) Analysis of the coherence between oceanic-atmospheric modes of variability, such as the PDO and the Southern Oscillation Index (SOI), and ice-cover duration (Section 4.5).
METHODS
The raw time series was analysed using the Mann-Kendall non-parametric test for trend. Mann originally used this test and Kendall derived the test distribution (Press et al., 1992) . Singular spectrum analysis (SSA) is a nonparametric method that was originally designed to extract information from short and noisy time series, thus it provides invaluable information on unknown dynamics of the system in which the time series are generated (Ghil et al., 2002) . SSA has been mainly used in studying climate variability (Vautard & Ghil, 1989; Yiou et al., 1994 Yiou et al., , 1995 . The SSA Toolkit was first developed by Dettinger et al. (1995) and the latest version is available at: http://www.atmos.ucla.edu/tcd/ssa/. In the present research both the SSA Toolkit and MATLAB codes developed by the authors were used for time series decomposition and reconstruction. The algorithms presented by Ghil et al. (2002) were used to write the MATLAB codes. Before applying the methods to the ice-cover duration series we verified them by solving the SOI case study presented in detail by Ghil et al. (2002) .
The SSA algorithm includes the following steps: (1) embedding the sampled time series in a vector space of dimension M (window size) to obtain a trajectory matrix D; (2) computing the M × M lag-covariance matrix C D of the data; and (3) diagonalizing C D to calculate the eigenvalues and corresponding eigenvectors of the covariance matrix. These steps are explained below.
Step 1 The time series {x(t): t = 1, … N} is embedded into a vector space of dimension M by considering a window size M to develop a trajectory matrix D. The choice of the window size depends on the level of precision required and the periodicities under investigation. Choosing a small window results in lower precision in decomposing the time series into components with distinct periodicity; no component will be diagnosed with a fundamental period greater than the window size. In other words, the selection of window size is based on a compromise between the amount of information obtained and its statistical confidence. The wider the window, the more information is extracted; the smaller the window the larger the statistical confidence attained. Vautard et al. (1992) suggest that typically SSA is successful in analysing periods in the range from a value less than M/5 to M. The window size used in this analysis was one third of the data length. Namdar Ghanbari (2007) conducted a sensitivity analysis on window length in SSA and suggested using a window length between one third and one quarter of the data length to capture the periodicities hidden in a time series. In this sensitivity analysis he showed how the results of the analysis change based on the number of eigenvectors considered for signal reconstruction. The trajectory matrix D is an N′ × M matrix that has the N′ augmented vectors as its rows, where N′ = N -M + 1 and N is the time series length.
Step 2 The M × M lag-covariance matrix C D is estimated using the Broomhead & King (BK) method, or method of delay (Ghil et al., 2002) . In the BK algorithm C D is defined by:
Step 3 The covariance matrix calculated using the BK is then diagonalized and the eigenvalues {λ k : 1, …, M} are arranged in decreasing order. The eigenvalue λ k represents the variance of the time series in the direction of the related eigenvector E k ; the greater the eigenvalue the larger the variance portion explained by that specific component. This procedure helps to find the variance contributed by each principal component to the total variance of a time series. The square roots of the eigenvalues are called singular values and the set {λ k 1/2 : 1 ≤ k ≤ M} the singular spectrum. If the singular values are arranged in decreasing order and plotted, an initial steep slope can be distinguished representing the signal along with a flat portion of the plot representing the noise level (Vautard & Ghil, 1989) .
Once these three steps are completed the time series is projected onto the eigenvectors of the lag-covariance matrix (C D ) to obtain the principal components (PCs). The kth principal component (PC) represents the projection of the original time series onto the kth eigenvector obtained in
Step 3. The summation of the power spectra of the PCs is equal to the power spectrum of the whole time series x(t) (Vautard et al., 1992) ; therefore, the spectral contribution of the various components can be studied. By combining the principal components associated with each eigenvector, that portion of the time series can be reconstructed (Ghil et al. 2002) :
M t the normalization factor, L t and U t lower and upper bound of summation are defined as follows (Ghil et al. 2002) :
Phase information is preserved in the reconstruction process; thus the original time series and the reconstructed time series can be superimposed on the same time scale. By putting all the reconstructed components together the whole time series can be reconstructed and therefore no information is lost in the process. We implemented the SSA analysis summarized above in the MATLAB programming language and applied it to the time series of ice duration in Lake Mendota.
The MTM of spectral estimation was used for spectral analysis of the reconstructed time series obtained with the help of SSA. MTM is a non-parametric technique that does not assume an a priori model for the data generation process of the time series under analysis, while harmonic spectral analysis assumes that the data generation process includes the superposition of purely periodic components and white noise (Ghil et al., 2002) . The amplitude, phase and period of the geophysical data under investigation in this paper are functions of many slowly changing parameters. Therefore the purely periodic assumption of components made in harmonic spectral analysis is not realistic and may cause some information loss in spectral analysis. The MTM briefly explained here was applied using the current version of the SSA-MTM toolkit (available at: http://www.atmos.ucla.edu/tcd/ssa). The MTM uses a small set of tapers rather than a fixed window or a unique data taper to reduce the variance of spectral estimation. The MTM affords a tradeoff between spectrum resolution and statistical variance. Pre-multiplication of the time series by orthogonal tapers reduces spectral leakage. Detailed algorithms to calculate eigentapers are available in Thomas (1982) and Percival & Walden (1993) .
Following Mann & Lees (1996) , the MTM procedure first isolates periodic signals corresponding to singular peaks in the spectrum. This isolation is accomplished by Thompson's (1982) spectrum reshaping procedure. The threshold for significance of harmonic peak detection in Thompson's variance ratio test, or F test, was set at 95%. The residual "continuous" spectrum may still contain narrow-band features. Separating the estimated noise background from the residual spectrum identifies these features. Mann & Lees' (1996) "robust" noise background estimation uses a median smoothing of the spectrum. The guidelines for selecting the width of the smoothing window Δf smooth are 2 p f R ≤ Δf smooth ≤ f N /4, where the bandwidth parameter p is a suitable chosen integer, f R = 1/(NΔt) is the Rayleigh frequency and f N is the Nyquist frequency. Only the first 2p -1 tapers provide useful spectral leakage. We used p = 2, k = 3 tapers, and a resolution halfbandwidth p f R =0.013 cycles/year. Mann & Lees' (1996) procedure assumes that the underlying noise was generated by an AR(1) red noise process and isolates the true noise by fitting an analytical red noise spectrum to the median smoothed background estimate. We used a log fit as the misfit criterion. This criterion minimizes the misfit of the robustly estimated background with the log of the spectral density because the dynamic ranges are large.
The significance of the periodic and quasi-periodic peaks in the spectrum is gauged relative to the estimated red noise background using elementary sampling theory (Percival & Walden, 1993) .
This theory assumes that the spectrum is χ 2 distributed with ν degrees of freedom, where ν is the number of degrees of freedom in the spectral estimate and ν = 2K is an approximation for the adaptive multi-taper spectrum estimate. The ratio of the power associated with a peak in the spectrum to the local power of the background is assumed to be distributed as χ 2 /ν, and compared with the tabulated χ 2 probability distribution to determine peak significance (Mann & Lees, 1996) . These confidence levels are shown in all spectral estimation figures in this paper.
A smoothing method developed by Mann (2004) was also used in the present research. This method is a simple approach to the smoothing of potentially non-stationary series. The procedure uses a 10-point "Butterworth" low-pass filter for smoothing and provides choices among three alternative boundary conditions. The smoothing procedure developed by Mann was applied to the normalized CDM curve shown in Fig. 1 (c), as described in Section 4.3 and Fig. 6(a) .
Coherence analysis, or cross-spectral analysis, was used to identify variations that have similar spectral properties (high power in the same spectral frequency bands), i.e. if the variability of two distinct time series x 1 , x 2 , …, x n ; y 1 , y 2 , …, y n is interrelated in the spectral domain. The squared coherency, i.e. the frequency domain analogue of correlation, was estimated in this study following Jenkins & Watts (1968) and Bloomfield (1976) . Estimates of the squared coherency W(ω) were calculated for each frequency ω as:
where f xy (ω) is the cross spectrum estimate between the series, and f xx (ω) and f yy (ω) are the univariate spectrum estimates for the two series. Values of coherency estimates were considered significant at the 95% level of confidence when they were larger than the critical value T derived from the upper 5% point of the F-distribution on (2, d -2) degrees of freedom, where d is the number of degrees of freedom associated with the univariate spectrum estimates. The method used to obtain the 95% confidence limits for the squared coherence, including degrees of freedom d and critical value T, is based on the sample size and window length and is detailed in Jenkins & Watts (1968) . Methods of analysis can be divided into deterministic methods and statistical methods. Coherence analysis belongs to the latter category and provides statistical answers. Significant coherence between a pair of time series does not demonstrate causality in a deterministic sense; however, the application of rigorous criteria of statistical significance in this study indicates that there is a significant probability that the teleconnections considered herein are drivers for the ice duration in Lake Mendota, Wisconsin. Kuo et al. (1990) used the squared coherence to test the hypothesis that the increase in atmospheric carbon dioxide is related to observable changes in the climate and Tsonis et al. (2005) employed it to show coherence between ENSO and global temperature.
RESULTS

Analysis of linear trend
Figure 1(a) shows the raw time series, the fitted linear trend and the estimated values of Kendall's τ value, standard deviation, and p value. In this case Kendall's τ is negative and significantly different from zero. The value of p is small; thus, the probability of error in rejecting the null hypothesis of no trend is very small. The null hypothesis of no trend can therefore be rejected at a 99% confidence limit. The negative trend for the 150-year record, estimated as -18.7 days/100 years, explains 18.2% of the variance of the raw time series. As discussed below in Section 4.3, the estimated nonlinear trend explains a significantly larger percentage of the variance.
Analysis of the linearly detrended time series
Figure 1(b) shows the linearly detrended time series, normalized in terms of the sample mean and standard deviation. The eigenvalue spectrum and multi-taper spectrum of the linearly detrended time series are shown in Fig. 2(a) and Fig. 2(b) , respectively.
Figure 2(a) shows some 44 dominant eigenvalues in the eigenvalue spectrum. We verified that using different window lengths M stretched or compressed the spectrum of eigenvalues, leaving the relative magnitudes of the individual eigenvalues unchanged, as noted by Elsner & Tsonis (1996) . The error bars are based on the ad hoc estimate of variance σ k of eigenvalues λ k given (b) (a) Fig. 2 Analysis of the time series in Fig. 1(b) . (a) Eigenvalue spectrum, with eigenvalues plotted in decreasing order. The error bars reflect an estimate of the variance of the eigenvalues as described in the text; (b) multi-taper spectrum of the time series. The estimated background noise and associated 90, 95 and 99% significance levels are shown by the four smooth curves, in this order, from the lowest to the highest in the figure. A biennial signal is significant at the 99% level; other interannual and interdecadal signals are significant at the 95% level.
is the number of independent degrees of freedom in the time series (Ghil et al., 2002) .
N N
The spectrum of the whole time series (Fig. 2(b) ) showed quasiperiodic interdecadal signals centred at T = 15 and 55 years that can be attributed to the Pacific Decadal Oscillation (PDO) (Mantua & Hare, 2002) , and four quasiperiodic signals centred at periods between two and seven years that can be associated with the ENSO oceanic-atmospheric mode of variability (Tootle et al., 2005) . The signal centred at T = 2.1 years is significant at the 99% level, and the signals centred at T = 2.4, 3.6, 6.3-6.6, 15, 55 and 96 years are significant at the 95% level.
In Fig. 3 the curve with * symbols shows that the cumulative percentage of variance in the whole time series grows slowly when additional eigenvalues are considered, and it is necessary to consider 39 eigenvalues to explain 95% of the variance. The spectrum in Fig. 2(b) demonstrates that the range of significant frequencies spans from quasi biennial to >100 years. A reconstructed time series that explains a large percentage of the variance would not be a simple one because it must include numerous components; thus a smoothing or low-pass filtering procedure was applied to find a simple explanation of the variance. The procedure separates low frequencies or trend on Fig. 3 Cumulative percentage of the variance explained by the eigenvalues. The curves with *, × and o symbols display results for the linearly detrended time series in Fig. 1(b) , the low-frequency components in Fig. 1(c) , and the high-frequency residuals in Fig. 1(d) , respectively. the one hand and high-frequency oscillations on the other. The procedure allows reconstruction of the original time series by superposition.
Analysis of low-frequency components
We calculated the cumulative departure from the mean (CDM) using the time series shown in Fig 1(a) as a starting point. The CDM time series is calculated by summing (integrating) departures from the sample mean. If the CDM time series can be reconstructed using a few significant components, then a series constructed by calculating increments of (or differentiating) the SSA-reconstructed CDM series can capture the nonlinear trends in the time domain. The CDM curve (not shown) starts from zero in 1856, ends back at zero in 2005, and displays low frequencies embedded in the 150-year long record. A normalized version of the CDM curve, shown in Fig. 1(c) , is the basis for the analysis of low-frequency components. The CDM curve was normalized in terms of the CDM mean and variance. The angular line in Fig. 1(c) shows the resulting normalized CDM time series. The normalized CDM curve shows that the CDM values grew from 1855 to reach the CDM mean around 1874, were larger than the CDM mean until about 1982, and then decreased back near the end of the sampling period in 2005.
The eigenvalue spectrum and multi-taper spectrum of the normalized CDM time series are shown in Fig. 4 (a) and (b), respectively. Figure 4 (a) shows four dominant eigenvalues, and the curve with × symbols in Fig. 3 shows that four eigenvalues explain 95% of the cumulative variance. The spectrum of the smoothed time series (Fig. 4(b) ) shows a quasiperiodic signal centred at T > 100 years, quasiperiodic interdecadal signals centred at T = 73 (that can be associated to the PDO), 44 and 34 years, a roughly decadal quasiperiodic signal, and three quasiperiodic interannual signals centred at periods between two and seven years (that can be associated with the ENSO). All the listed signals are significant at the 99% level.
The robustness of the procedure was tested by analysing the 1889-1970 segment of the original time series, an 81-year segment that displays no particular trend, as shown by Fig. 1(a) . The spectrum of the smoothed series segment (not shown) displayed interdecadal signals centred at T = 33-34 and 11-12 years, and three interannual quasiperiodic signals centred at T between two and seven years. The analysis of the 1889-1970 series segment did not show quasiperiodic signals centred at T > 100, 74, and 44 years. It can be assumed that the signals in the range of 34-2.1 years are present in the whole low-pass filtered series, while those centred at longer periods explain the nonlinear trends observed before 1889 and after 1970. Elsner & Tsonis (1991) analysed various lengths of a record of global surface air temperatures and their results offered no support for the presence of bi-decadal oscillations in the global temperature record, as identified Fig. 2(b) . A secular and some interdecadal quasiperiodic signals are significant at the 99% level; other interdecadal and interannual signals are significant at the 95% level. Fig. 1(c) , which explains 95% of its variance, requires using just four reconstructed components. The smoothed time series, reconstructed using the leading four principal components captures the nonlinear trend depicted in Fig. 1(c) . The leading four reconstructed components and their multi-taper spectra, are analysed next, first individually (Figs 5(a)-(h) and Table 1 ), and then superposed (Fig. 5(i), (j) ).
As summarized in Fig. 5 (j) and in the last row of Table 1 , five quasi-periodic signals, significant at the 99% level, are centred at T > 100 years, 71, 45, 32-33, and 25-27 years. The signals centred at T = 71 and 25-27 years could be associated with the PDO. The percentages of the variance in the superposition of RCs 1-4 explained by those five signals are 33, 44 (largest peak in Fig. 5(j) ), 13, 4.3 and 1.3, respectively. The multi-taper spectra for the individual components (Figs 5(b) , (d), (f) and (h)) show similar significant frequencies. Figure 6 shows the raw time series (angular curve) and the nonlinear trend estimated using the SSA reconstructed low-frequency components RCs 1-4 (smooth solid curve) and using Mann's (2004) smoothing method (smooth dashed curve). The SSA-developed nonlinear trend was calculated by re-scaling the normalized superposition of RCs 1-4 (using the CDM mean and variance), taking increments (differences) in the series, and adding the mean of the sample data. The statistical significance of a quasi-periodic signal centred at T larger than half the sample length may be questionable, but the nonlinear trend shown in Fig. 6 includes the significant inter-decadal components shown in Fig. 5(j) and it nicely smoothes the raw data. The SSA-reconstructed trend is very similar to the trend estimated using the procedure developed by Mann (2004) that is shown by the smooth dashed line in Fig. 6 . Both smoothing procedures show a relatively constant trend between approximately 1895 and 1965, and a steep declining trend in the last 40 years. Robertson et al. (1992) found similar climatic periods in the ice records of Lake Mendota. Figure 6(b) shows the Northern Hemisphere mean annual surface temperature series (angular curve) and smoothed time series using Mann's (2004) smoothing method. Comparison of these figures suggests a relationship between the declining trend in lake ice duration and the increase in hemispheric temperature since about 1970. 
Analysis of high-frequency components
The normalized superposition of low-frequency RCs 1-4 (smooth curve in Fig. 1(c) ) was subtracted from the normalized CDM (angular curve in Fig. 1(c) ) to obtain the SSA-filtered, normalized high-frequency residuals shown by the angular curve in Fig. 1(d) . The eigenvalue spectrum and multi-taper spectrum of the normalized high-frequency residuals are shown in Fig. 7 (a) and (b), respectively. Figure 7 (a) does not clearly show dominant eigenvalues, and the curve with (o) symbols in Fig. 3 shows that it is necessary to include the 24 leading components to explain 90% of the cumulative variance. The spectrum of the high-frequency residuals (Fig. 7(b) ) showed two significant periodic signals centred at T = 19 and 13 years (the former probably associated with the PDO) and five significant quasiperiodic signals centred at T between two and seven years that can be associated with the ENSO. The signals centred at T = 19, 13, 6.6 and 2.1 years are significant at the 99% level and those centred at T = 6.1, 3.6 and 2.4 years are significant at the 95% significance level. The cumulative percentage of variance in the series of high-frequency residuals grows slowly as additional eigenvalues are considered, and it is necessary to include 24 eigenvalues to explain 90% of the variance. The smooth curve in Fig. 1(d) shows that the superposition of the 24 leading RCs captures most of the fluctuation in the high-frequency residuals. The characteristics of that reconstruction are shown in Figs 8(a), (b) , and Table 2 . Three periodic signals significant at the 99% level are centred at T = 19, 13 and 3.7 years, and four quasiperiodic signals, significant at the 99% level, are centred at T = 10-11, 7.7-8.6, 6-7.1, and 2.1-2.6 years. The signal centred at T = 19 years could be associated with the PDO. The signals centred at T between two and seven years could be associated with the ENSO. The percentages of the variance in the superposition of RCs 1-24 (Fig. 8(b) and last row in Table 2 ) explained by those seven signals are 15, 16, 15, 5, 8, 3 and 4, respectively. We tested the robustness of the procedure by analysing the 1889-1970 segment of the original time series, i.e. an 81-year segment that displays no particular trend. The spectrum of the smoothed series segment displayed signals in the range of 34 to 2.1 years, and did not show signals centred at longer periods. It can be deduced that the signals in the 34 to 2.1 years range are present in the whole low-pass filtered series while those centred at longer periods explain the nonlinear trends observed before 1889 and after 1970. Figure 9 shows the estimated squared coherency between the PDO and ice-cover duration series, and between the Southern Oscillation Index (SOI) and ice-cover duration (the series shown in Fig. 1(b) in both cases) . Peaks in the squared coherency functions that rise above the horizontal line labelled "95% Confidence Level" are significant at that confidence level. Figure 9 (b) shows Table 2 Spectral characteristics of the reconstruction of the series of high-frequency residuals shown in Fig. 8(a) and (b significant coherency between the PDO and ice-cover duration for periods longer than about 20 years (frequencies less than about 0.05 cycles/year), and around six years (frequencies around 0.17 cycles/year). Figure 9 (a) shows significant coherency between the SOI and ice-cover duration for a period about 2.4 years and a peak that almost reaches the 95% confidence level for a period around six years (frequencies around 0.17 cycles/year). These results of coherence analysis are consistent with our assessment of the results shown in Tables 1 and 2 for the CDM-smoothed time series and the high-frequency residuals, respectively. In the discussion of Tables 1 and 2 we argued that the PDO may be the driver for some significant periods longer than about 20 years; which is supported with the results in Fig. 9(b) . In our examination of Table 2 we reasoned that the ENSO may be the driver for high-frequency residuals with periods between two and seven years; which is supported by the results in Fig. 9(a) .
Results from coherence analysis
Similar results from previous research
Our results indicate coherence between PDO and ice cover at interannual and interdecadal frequencies, and between SOI and ice cover at interannual frequencies. These results agree with previous studies that uncovered relationships between oceanic-atmospheric modes of variability and climate variables that determine ice-cover duration, such as temperature, snowfall and snow depth. A study by Rodionov & Assel (2003) found relationships between PDO and the ENSO and both winter temperature in the Laurentian Great Lakes region and surface air temperatures over North America. The SOI influences we observed are consistent with the linear correlations for Canadian lakes and streams by Bonsal et al. (2006) ; in their study, years with negative values of SOI had later ice-on dates and earlier ice-off dates. Namdar Ghanbari & Bravo (2008) found significant coherence between four teleconnections (Trans-Niño Index, TNI; Pacific Decadal Oscillation, PDO; Annular Mode/Arctic Oscillation Index, NAM/AO, and Pacific/North American, PNA pattern), regional climate and Great Lakes levels. The spatial scales of the Great Lakes and regional climate in the analysis by Namdar Ghanbari & Bravo (2008) are larger and the peaks in the squared coherence functions are broader and higher than those in the present study. However, the peaks observed in this investigation are significant and offer at least partial support to the argument that the PDO and the SOI are potential drivers of ice-cover duration in Lake Mendota.
IMPLICATIONS FOR WATER MANAGERS
Detecting and estimating trends and oscillations in hydrological time series are important steps in maintaining the integrity and sustainability of water for human needs as well as for important ecosystems. Trends and oscillations may be products of natural causes, such as climate variability, or anthropogenic forcing. The literature contains numerous studies on the detection and quantification of linear trends, but hydrological systems are nonlinear. The spectral techniques used in this study can identify and quantify nonlinear trends and oscillations in hydrological time series, which in turn can give water managers insight into the underlying variability of a system.
Harmonic spectral techniques explain the variability in time series using a sum of harmonic functions. The advantage of singular spectrum analysis is that it does not assume harmonic base functions; rather it decomposes a time series in terms of its eigenvectors (i.e. time functions) that explain a significant part of the variance in the time series. The reconstruction of a time series using a relatively small number of eigenvectors separates potential drivers from noise.
The observations shown in Fig. 6 (a) and (b) suggest a relationship between the decreasing trend in ice duration since about 1970 and the accompanying increase in Northern Hemisphere mean annual surface temperature. This interpretation agrees with Magnuson et al. (2003) , who postulated that some of the substantial observed historic changes in Wisconsin's waters appear to be related to anthropogenic climate change and may offer support for their predictions about the future climate. They described changes in lakes, streams, wetlands and groundwater, and reasoned that the distribution of these changes across many landscapes indicates a large-scale regional cause such as climate change rather than a local cause such as changes in local land use. They added that the rapid increase in greenhouse gas concentrations are causing major changes in the forcing of the climate system, and that we should expect climate change in response.
We expect that direct analysis of hydrological cycles may be more complex than the ice record used in this study because precipitation and streamflow time series can be noisy and display a strong yearly cycle. Based on other work on Wisconsin hydrological time series, smoothing or low-pass filtering used here to separate low frequencies and high frequencies is necessary to detect multi-year signals. Thus, the methods reported here likely have direct application to analyses of time series of precipitation, streamflow, groundwater levels and lake levels. It should be noted that Hanson et al. (2004) previously used SSA techniques to assess relationships between climatic variability and variations in hydrological time series. Significant differences between their study and the present one is the application of low-pass filtering to separate low and high frequencies, and a detailed presentation of the statistical significance of the identified components signals.
CONCLUSIONS
The time series of annual ice-cover duration in Lake Mendota, Wisconsin, shows a decreasing, nonlinear trend and significant interdecadal and interannual quasi-periodic oscillations. Applica-tion of the Mann Kendall non-parametric test confirmed the significant, decreasing trend found by previous researchers. The result of a linear estimation of the trend over the 150-year record is a negative slope, -18.7 days/100 years that explains 18.2% of the variance of the raw time series.
We used SSA, the multi-taper method of spectral analysis, and coherence analysis to further study the trend and quantify quasi-periodic oscillations in ice duration. Analysis of the linearly detrended and normalized time series showed a wide range of significant frequencies, spanning from quasi biennial to secular. The estimation of the spectrum of the whole time series showed significant signals centred at T = 15 and 55 years that can be attributed to the PDO, and four signals centred at periods between two and seven years that can be associated with the ENSO. A spectral reconstruction of the whole time series that explains a large percentage of its variance would not be simple because it must include numerous components; thus a smoothing or low-pass filtering procedure was applied to find a simple explanation of the variance. The procedure separates low frequencies or trend and high-frequency oscillations. The original time series can be reconstructed by tracing back the steps used in the smoothing procedure.
A reconstruction of the smoothed, or low-pass-filtered time series that explains 95% of its variance requires just four reconstructed components. The reconstruction shows signals centred at T = 71 and 25-27 years that could be associated with the PDO. The nonlinear trend shown in Fig. 6 (a) was estimated using two independent procedures. The first estimation used four lowfrequency SSA-reconstructed components; the second estimation used the smoothing procedure developed by Mann (2004) . Both procedures give very similar results, showing a relatively constant trend between approximately 1895 and 1965, and a steep declining trend in the last 40 years.
The reconstruction of the series of high-frequency residuals requires including 24 eigenvalues to explain 90% of its variance. The reconstruction shows signals at T = 19 years that could be associated with the PDO, 10.5-13 years, and three signals centred at T between two and seven years that could be associated with the ENSO.
Our argument on relationships between ocean-atmospheric modes of variability and ice-cover duration, based on the SSA and MTM methods, is supported by coherence analysis and by findings made by previous authors. Coherence analyses showed that the ice-cover duration is significantly correlated with the PDO for periods longer than about 20 years and with the SOI for periods between two and seven years.
