Investigating flow patterns in sharp bends is more essential than in mild bends due to the complex behaviour exhibited by sharp bends. Flow variable prediction in bends is among several concerns of hydraulics scientists. In this study, the adaptive neuro-fuzzy inference system (ANFIS) is applied to predict axial velocity and flow depth in a 90 W sharp bend. The experimental velocity and flow depth data for five discharge rates of 5, 7.8, 13.6, 19.1 and 25.3 L/s are used for training and testing the models. In ANFIS training, the two algorithms employed are back propagation (BP) and a hybrid of BP and least squares. In model design, the grid partitioning (GP) and sub-clustering methods are used for fuzzy inference system generation. The results indicate that ANFIS-GP-Hybrid predicts velocity best followed by flow depth.
Equation for bends suggested based on dimensional analysis
If the non-dimensional parameters are defined as P dÀr , . . . , P 3 , P 2 , P 1 , the relation (based on the Buckingham theory) between these parameters is determined as:
In the present study, the independent initial variables 
Since the present case study bend is a sharp bend with R c /b ¼ 1.5, the mentioned ratio variations cannot be considered; thus, the above relation changes to: (4) is suggested for calculating flow depth variations in a 90 W bend:
ANFIS
A fuzzy system is based on if-then logic rules and cannot be analysed using the classical probability theory. To begin fuzzy system construction, a set of if-then rules must be achieved. Consequently, a method should be available to use the existing information in order to determine if these rules are considered an efficient tool. Owing to the different training capabilities, a neural network is able to create appropriate links between the input and output variables. Therefore, a FIS and neural network combination known as an ANFIS can serve as a powerful tool to solve various problems. In this method, the fuzzy part creates the relationship between the input and output variables and the fuzzy membership function parameters are optimized by the neural network. ANFIS was first introduced by Jang (). The network structure used in this study with three inputs X, Y and Q is given in Figure 2 . The values of the three parameters are supplied by the three input nodes and the output value obtained is transferred via membership functions (MFs). The adequate Gaussian membership function performance in many practical studies is due to this function's smoothness and concise notation effect. The MFs employed in this study are the Gaussian type and are calculated using Equation (5):
where {c i and σ i } is the changeable premise parameter set and μ is the MF. Similarly, this method is also used to calculate the Y input. After calculating the MFs, their values are multiplied in the next layer using Equation (6):
The output of the above equation is known as a firing strength rule. The normalized firing strength is calculated as:
In the next layer, a weighted factor (Equation (7)) is used to calculate the ith rule portion from the total output:
where {p i , q i , s i and r i } is the changeable consequent parameter set. In the final stage, the sum of all input signals is presented as the network output (V or H ). The final ANFIS output is calculated as follows:
To examine the FIS generation in this study, the GP and SC methods are used. The performance of each method is expressed next.
GP
In this approach, the input space is apportioned in several rec- 
SC
The SC approach is an extension of mountain clustering (Yager & Filev ) . In this method, data points are utilized in GP instead of grid points, and each data point can be considered a potential cluster center. The effective grid point that must be evaluated is independent of the problem dimension and is equal to the number of data points. Furthermore, this technique does not require specifying the grid resolution, where tradeoffs between accuracy and computational complexity would have to be taken into account. The SC process is presented as follows.
Consider a set of N data points {x 1 , x 2 , x 3 , . . . , x n } in M dimensions, which have been normalized in each dimension and bounded using a unit hypercube. The potential of each data point (x i ) that can be considered a potential cluster center is calculated as follows:
Here, α is equal to 4=r 2 a , where r a is a positive constant defining a neighborhood and X i À X j 2 shows the Euclidean distance. Based on the above equation, the potential of each data point is dependent on its distance to other data points. Therefore, if one data point has many neighboring data points, it would have a high potential value, and the data points outside the r a radius would have little impact on the potential. The first cluster center is selected by a data point with the highest potential. If x Ã 1 and P Ã 1 are the location and potential value of the first cluster center (respectively), the potential of each data point (x i ) is calculated as follows:
Here, β is equal to 4=r 2 b , where r b is a positive constant that defines the neighborhood radius effectively. Thus, an amount of the potential of each data point is subtracted. The data points nearest to the center of the first cluster considerably reduce the potential and are improbable to be selected as the next cluster center. To prevent achieving closely spaced cluster centers, r b should be considered greater than r a , such that r b ¼ 1:25r a as proposed by Chiu () . After revising the potential of all data points based on Equation (12), the data point with the highest potential is selected as the second cluster center. After selecting the k th cluster center, the potential of each data point is calculated using the following equation:
where x Ã k and P Ã k are the location of the k th cluster center and its potential, respectively.
The procedure of obtaining a new cluster center and revising the potential of each is repeated until the residual potential of all data points is lower than some deduction of the first cluster center's potential (P Ã 1 ).
The influential radius value is directly dependent on the amount of rules, such that a small radius results in small clusters and a higher number of rules and vice versa. Consequently, the influential radius needs to be properly selected The method for data selection was such that from 520 velocity data, 400 were used for model training (75%) and the remaining 25% (120 data) were used for model performance testing.
From 506 different flow depth data, 386 were employed for model training and 120 for model testing. and 80 cm after the bend) and 13 points in each cross section were used to train and test the ANFIS models. The experimental data related to four distances (Z ¼ 0.03, 0.06, 0.09 and 0.12 m) from the channel bed were used for velocity prediction. Figure 3 shows a three-dimensional view of eight channel cross sections in plan for a 90 W bend, where the velocity values and 13 transverse points in each cross section were measured experimentally.
RESULTS AND DISCUSSION

Model evaluation
In the present study, the performance of four different ANFIS models, i.e. GP-Hybrid, GP-BP, SC-Hybrid and SC-BP, is examined by applying the coefficient of determination (R 2 ), root mean square error (RMSE), mean absolute percentage of error, scatter index (SI) and bias (Equations (14)-(18)): 
where Y i(Observed) is the output observational parameter, 
Evaluation of velocity prediction models
In Figure 4 , the regression curves of actual and velocity data predicted by the four models are plotted with respect to the testing and training datasets. More data were used for network training than for testing. In these graphs, the velocities are non-dimensional values. As such, the velocities obtained by the ANFIS models are divided into the maximum velocity values at each discharge (V/V max ).
According to the figure, most data scattering occurred with the testing dataset. All four models' prediction accuracy declined at low velocity and increased at higher velocity values. The SC-BP and SC-Hybrid models exhibited the same functionality and prediction accuracy. With the GP-Hybrid model, data compression around the fitted line was greater than the other models, and it can thus be concluded that GP-Hybrid predicted velocity more accurately. It is not obvious which model was more accurate from these figures. Therefore, Table 3 shows the statistical indices for the GP-Hybrid, GP-BP, SC-Hybrid and SC-BP models with the training and testing datasets.
The training stage was more accurate than the testing stage. However, there is no significant difference between the results from the two stages, and in the worst condition index (SI ¼ 0.099). Therefore, it can be said that the GP generation method is more accurate than the SC method.
Moreover, for both generation methods (GP and SC), using hybrid models is better than the BP training algorithm. The positive and negative bias index values also indicate the overestimation and underestimation of these models, respectively.
According to the negative and positive values in Table 3 , it can be said that the GP-BP and GP-Hybrid models underestimated and overestimated, respectively. 
Evaluation of water surface depth prediction models
Four models, i.e. GP-Hybrid, GP-BP, SC-Hybrid and SC-BP were designed separately to predict water depth. The evaluation of the four models using different statistical indices for the training and testing datasets is shown in Table 4 . Evidently, all models had the same R 2 value and the same function; hence, in this study, different discharge rates (different water depths) were considered as input parameters and the results of each ANFIS model are given in terms of total discharge. 
Velocity contours
In the sections before the bend the flow velocity distribution is uniform, similar to straight channels. As flow enters the bend, the maximum velocity occurs at the inner channel wall. By advancing into the bend and with the power of secondary flows, the maximum velocity gradually transmits to the channel axis and transfers to the outer wall in the cross sections located after the bend. In the sections after the bend, the flow velocity is not yet uniform and the maximum velocity is at the outer channel wall. In the sections after the bend, the velocity profiles will be uniform after In light of the sharp bend and the presence of secondary flows in the sections located after the bend, it can be concluded that the GP models predicted the velocity in these areas with lower error than the SC models. It can be said that the low error value of the GP-Hybrid model indicates good performance in velocity prediction. Therefore, the hybrid models improved BP model performance in the important areas of the bend (e.g. separation zones, after the bend, etc.), and their reduction of other bending effects (such as the presence of secondary flows after the bend) was very efficient.
CONCLUSION
In this study, the velocity and flow depth parameters in a 90 W sharp bend were predicted using ANFIS models. In the ANFIS design, two methods were used for FIS generation, namely GP and a SC algorithm, while BP and a hybrid of BP and LS were used to train the models. Thus, ANFIS modeling of the velocity and flow depth parameters was done with four different models: GP-BP, GP-Hybrid, SC-BP and SC-Hybrid. In each model, coordinates of 13 points in eight different cross sections and different discharge (Q) rates were considered as input parameters. The modeling results indicate that the velocity and flow depth prediction by the GP method in a 90 W sharp bend was more accurate than SC for FIS generation. Additionally, for each velocity and flow depth prediction, the GP model with a hybrid of BP and LS training algorithm (R 2 of 0.867 and 0.998, respectively) outperformed the backpropagation algorithm. The error contours in the bend also show that all four models achieved the highest accuracy at the inner wall (separation zone) and lowest accuracy at the outer wall (contraction zone). For future work, it is recommended to build an ANFIS model using an evolutionary algorithm such as the GA and differential evolution and compare its performance to the model with BP and hybrid algorithm employed in this study.
