In his doctoral thesis [1] and subsequent publications [2, 3] , R. Castaing has provided us with a complete procedure of quantitative analysis, the principles of which still stand today. Yet NOVthe spatial resolution of the analysis as well as the attenuation of the x-rays on their path within the specimen, described in the "absorption correction". For the "atomic number effect", Castaing was forced to postulate very simple models of electron deceleration, which would lead to manageable approaches of calculation with the means available at that time [1, 2] . One aspect which later showed to be significant, the loss of potential x-ray generation by backscattering energetic electrons, or "backscatter correction", was not taken explicity into account until it was recognized by Castaing in 1960 [3] . Duncumb and Reed [4] calculated the backscatter loss on the basis of Monte-Carlo calculations of Bishop for three elements, and provided a polynomial expression for this effect.
J. Philibert greatly improved the situation by providing an algebraic model for the absorption of primary x-rays within the target, in 1963 [5] . In the derivation of his model, he was forced to adopt a series of drastic simplifications in order to obtain an expression that could be used in practice. As a consequence, his final formula for the absorption of primary radiation within the specimen corresponds to a distribution of x-ray production with a value of zero at zero depth: no x-rays would be generated at the surface. This anomaly, forced upon the analyst by expedience, was not part of Philibert's original assumptions. At a time when the x-rays of elements of atomic number below ten would not be measured with the available spectrometers, and when there was no demand as yet for the analysis of layers and coatings within the depth of electron penetration, this simplication could be considered acceptable. For years to come, the main research effort was directed towards obtaining absorption formulae of simple structure that would provide reasonably low errors in the analysis of known spécimens. Little attention was given to the shape of the curve representing the depth distribution of x-ray generation.
If we call1jJ(pz) the intensity of x-rays generated in the specimen at depth pz (g/cm2), the fraction of x-rays being emitted after absorption in the specimen is equal to:
Here, p is the density of the specimen, z the linear depth, pl p the x-ray mass absorption coefficient, and 03C8 the x-ray emergence angle. If thèse intégrations were to be performed formally, the function yielding the values of 0(pz) had to be chosen in such a way that the Laplace transform of 0(pz) could be expressed algebraically. This restriction limited the choice of functions for absorption correction models. If the depth distribution function is, for instance, based on a Gaussian, as proposed by Andersen and Wittry [6] and later by Packwood and Brown [7] , then an approximation to the error function would have to be used to calculate the integrals [8] . The Even where no difficulties are observed with the application of the Laplace transformation, simple formulas for the 0(pz) curve may produce quite complicated expressions for the transform. For instance, the quadrilateral model of Scott and Love [9] , in which the depth distribution is N°213 MICROANALYSIS AND ON-LINE COMPUTERS approximated by two straight lines, results in the following expression for the observed intensity, after absorption:
in which pzm and pzr are the depth of maximum émission and the range, and h is a function of the atomic number, of the operating potential, the critical excitation potential for the x-rays being measured, and of the backscatter coefficient.
The above mentioned limitations in the choice of expression for the depth distribution, and the failures that occasionally occur with various methods, can be avoided if f (x) is obtained by numerical integration. It is not necessary to use procedures more complicated than adding rectangular strips of V;(pz) . d(pz), and in most cases of homogeneous spécimens, adding about 10 strips provides results which differ from those of a formal integration by no more than 0.1%. It is therefore unnecessary to use more complex formulae for numerical integration. The time necessary for the numerical integration is often the same or shorter than that required for calculating the complicated equations that apply in the usual procedures; at any event, with modern computers, the time required for data collection usually exceeds that for the calculation.
Sometimes, the use of direct and explicit methods reveals unexpected limits in our present arsenal. Castaing wisely concluded that the key to accurate quantitative analysis was to compare intensities emitted by one element in the specimen with those from the same element in a specimen of known composition [1] . In the calculation of fluorescent effects, however, it is necessary to compare primary intensities emitted from différent elements. The simplified fluorescence model of Reed et aL [10] takes care of this problem, but it cannot be applied in its original form to some emissions, such as fluorescence caused by M lines. The logical solution to the problem would be to calculate the fluorescent intensity from first principles, starting with the intensity emitted by the element causing fluorescence [11] . When this is attempted we find that we often do not know with the required precision the parameters that would allow us to compare primary intensities from different elements; hence, we observe unexpected errors. This problem has further implications for standardless analysis.
If there is one situation in which numerical integration shows its full power, it is in the calculation of fluorescence due to continuous radiation. J. Henoc, in his thesis, developed formulae for the formal calculation of this effect [12] , which were later incorporated in a program for batch processing called COR [13] . The mathematical apparatus, and the resulting equations, are intimidating ; furthermore, to allow for formai integration, Henoc had to accept simplifications (such as the growth of mass absorption coefficients with the third power of wavelength) which were less accurate than désirable. Fortunately, in most analytical situations, this effect is small, and is ordinarily neglected. However, it would be useful to include it, particularly in the emission of high energy K lines in matrices of low atomic number. The use of numerical integration [14] simplifies greatly the mathematical apparatus and allows the use of accurate models for mass absorption coefficients and other parameters. It is therefore easy to include the continuum fluorescence correction in the current procedures. This is not to say, however, that its inclusion in presently available procedures would necessarily improve the accuracy of the results, for two reasons: First, that it requires a good knowledge of the absolute intensity of continuous radiation from all types of targets including those of compound composition and over a wide range of energies, and secondly, that in the empirical adjustments underlying the procedures used at present, and which lack an explicit continuum fluorescence correction, the effects of this emission are probably contained implicitly, and adding an explicit correction may worsen the accuracy.
