This paper proposes low-complexity blind detection for orthogonal frequency division multiplexing (OFDM) systems with the differential space-time block code (DSTBC) under time-varying frequencyselective Rayleigh fading. The detector employs the maximum likelihood sequence estimation (MLSE) in cooperation with the blind linear prediction (BLP), of which prediction coefficients are determined by the method of Lagrange multipliers. Interpolation of channel frequency responses is also applied to the detector in order to reduce the complexity. A complexity analysis and computer simulations demonstrate that the proposed detector can reduce the complexity to about a half, and that the complexity reduction causes only a loss of 1 dB in average E b /N 0 at BER of 10 −3 when the prediction order and the degree of polynomial approximation are 2 and 1, respectively.
Introduction
Orthogonal frequency division multiplexing (OFDM) is one of the most promising techniques to achieve high bit-rate transmission for future mobile communication systems, because it is multicarrier with the guard interval (GI) and can maintain excellent BER performance even under frequencyselective fading conditions [1] . For improving the BER performance, the differential space-time block code (DSTBC) [2] , [3] has been applied to the OFDM system [4] - [7] . An advantage of DSTBC over Alamouti's space-time block code (STBC) [8] , [9] is that DSTBC does not need any training sequence which degrades transmission efficiency. Since this paper focuses on blind signal detection, it considers the OFDM system with DSTBC (DSTBC-OFDM).
One major problem of DSTBC is that the BER performance of DSTBC severely degrades on time-varying fading channels. To cope with such a problem, the methods of linear prediction were applied to DSTBC singlecarrier [10] - [12] . The linear prediction scheme predicts a current complex envelope by using the past ones so as to track the channel variation, and performs the maximumlikelihood sequence estimation (MLSE) for signal detection. However, this conventional scheme requires information on the maximum Doppler frequency and signal-to-noise ratio (SNR) to obtain the optimum prediction coefficients [10] , a) E-mail: seree w@radio.ss.titech.ac.jp DOI: 10.1093/ietfec/e90-a.3.562 [11] . Another conventional scheme estimates the coefficients by the recursive least-squares (RLS) algorithm using decision-feedback [12] . However, such an algorithm may cause error propagation due to the feedback process.
For solving these problems, MLSE with blind linear prediction (MLSE-BLP) has been proposed for the DSTBC singlecarrier [13] , [14] . MLSE-BLP employs the method of Lagrange multipliers to determine the prediction coefficients by using neither decision-feedback nor information on the channel parameters. This paper applies MLSE-BLP to DSTBC-OFDM for improving the BER performance on time-varying frequency-selective fading channels. Since the application requires a large amount of the computational complexity, we introduce low-complexity blind detection that can reduce the complexity by interpolation of estimates of channel frequency responses.
System Model

Transmitter and Receiver
Let us consider a DSTBC-OFDM system with two transmit antennas and N R receive antennas. Block diagrams of the transmitter and the receiver are shown in Fig. 1 . The transmitter converts DSTBC-encoded modulation signals into two time-domain sequences by the inverse fast Fourier transform (IFFT), to which GIs are added, and the resultant signals are transmitted. On the receiver side, GI is removed from received signals and the resultants are converted into subcarrier components by the fast Fourier transform (FFT). These components are fed into the symbol detector that provides detected signals. From these detected signals, the DSTBC decoder extracts the information bits. Figure 2 shows a block diagram of a proposed lowcomplexity detector as the symbol detector. The MLSE detector with BLP performs the signal detection and estimation of channel frequency responses by using some subcarrier components. Interpolation through the estimated frequency responses estimates frequency responses of the other subcarrier components that are not processed. The signal detection of these components using the estimates has much lower complexity than that of the MLSE detector with BLP.
The transmitter, the receiver, and the symbol detector are detailed below. Note that all baseband signals are here expressed in the complex representation.
Signal Model
Let N, T , and ∆ G ∆ t denote the number of subcarriers, the OFDM symbol duration, and the GI duration, respectively, where ∆ G is a positive integer and ∆ t is a sampling period. The channel is assumed to be frequency-selective Rayleigh fading with the maximum delay time (N D − 1)∆ t , where N D is a positive integer. The channel impulse response between the p-th (p = 1, 2) transmit antenna and the l-th (1 ≤ l ≤ N R ) receive antenna at time t is given by On the assumption that the maximum delay time is not longer than GI, the received signal after FFT by the l-th receive antenna at the n-th (0 ≤ n ≤ N − 1) subcarrier of the i-th OFDM symbol, R l (i, n), can be approximated as
where
N l (i, n) represents an FFT output of an additive white Gaussian noise having the average power of σ 2 n . Therefore, N l (i, n) is statistically independent with respect to indices l, i, and n, and has the average power of σ 
The transmission block of DSTBC with two transmit antennas is two-symbol long. With k denoting a block index, a 2-by-2 block matrix D(k, n) for the n-th subcarrier of the k-th block is defined as
With DSTBC, D(k, n) is expressed in the STBC format as
where S (2k − 1, n) and S (2k, n) are the (2k − 1)-th and the 2k-th modulation signals at the n-th subcarrier, respectively, and the superscript * denotes complex conjugation. Let us assume that the channel frequency response H l,p (i, n) is approximately constant during each transmission block as
Note that this assumption is not satisfied under very fast fading conditions, which cause considerable intrablock interference [11] .
From (4) and (6), R l (2k − 1, n) and R l (2k, n) of (2) can be rewritten in a vector form as
where the 2-by-1 vectors
Here, the superscript T denotes transposition. D(k, n) of (5) is also rewritten by using 2-by-1 symbol vectors S 1 (k, n) and
S 1 (k, n) and S 2 (k, n), which are orthogonal to each other and have unit lengths, correspond to transmitted symbols at the n-th subcarrier of the (2k − 1)-th and 2k-th OFDM symbols, respectively.
DSTBC Encoder and Decoder
At each subcarrier, the DSTBC encoder in Fig. 1(a) performs differential encoding with the STBC format as [2]
where A(k, n) B(k, n) is a complex vector into which 2N d information bits are mapped, and N d is a positive integer [2] . This mapping is determined so that the elements of
The decoding can be expressed as
where the superscript H denotes Hermitian transposition.
, and S 1 (k, n), respectively. The derivation of (15) uses the property that D(k, n) is an unitary matrix. From (Â(k, n)B(k, n)), the 2N d transmitted information bits can be determined.
MLSE Detector
The log likelihood function that the MLSE detector in Fig. 2 uses is derived as follows. From the property that D(k, n) is an unitary matrix, (7) can be rewritten as
From the property of D(k, n) and N l (i, n),Ñ l (k, n) is statistically independent with respect to indices l, k, and n, and has the average squared norm of 2σ 2 n /N. From this statistical property ofÑ l (k, n) and (16) , the log likelihood function L n corresponding to the subcarrier n can be derived as
By predictingĤ l (k, n), the MLSE detector finds the sequence of D x (k, n) that can maximize the log likelihood function of (18).
MLSE-BLP and Interpolation
MLSE with Blind Linear Prediction (MLSE-BLP
where M is a positive integer called the prediction order and c m denotes prediction coefficients. Since
An M-by-1 coefficient vector c is defined as
As conventional methods to obtain c, Yule-Walker equation requires information on f D T and SNR [10] , and RLS algorithm employs decision-feedback [12] . Conversely, BLP does not need such information and is superior to the RLS algorithm in BER performance [13] , [14] . BLP determines c by the method of Lagrange multipliers so that the log likelihood function of (18) can be maximized under several constraints due to polynomial approximation of H l (k, n). The solution of c by BLP is given by
where q 1 represents a degree of the polynomial approximation, and q 1 + 1 is equal to the number of the constraints. As q 1 increases, BLP becomes more robust to the channel fluctuation while it becomes more sensitive to the noise and errors of the channel estimation [13] , [14] . Thus, setting q 1 should consider this trade-off.
The M-by-1 vector w q and the M-by-M matrix W q 1 are defined as
The derivation and details of the method of Lagrange multipliers are described in Appendix. The calculation of the inverse matrix W −1 q 1 makes up a large portion of the computational complexity, but c can be pre-calculated. Therefore, the complexity of the method of Lagrange multipliers is comparable to that of Yule-Walker equation and less than that of the RLS algorithm.
From (18) and (20), the branch metric B x (k, n) of MLSE-BLP is derived as
The Viterbi algorithm (VA) searches the sequence of D x (k, n) that maximizes the log likelihood function of (25) and outputs the resultant asD(k, n). VA considers sequences of D x (k, n) as those of states, and can effectively find the maximum likelihood sequence on a trellis diagram. In this case, the state at discrete time 2kT is expressed as
is a candidate of S 1 (k, n). Therefore, the numbers of states and state transitions are equal to 2 2MN d and 2 2N d , respectively. The complexity of this detection exponentially increases with the prediction order M and the number of information bits per subcarrier N d , and linearly increases with the number of subcarriers. Therefore, this paper applies an interpolation technique in order to reduce the complexity of the symbol detection.
Channel Estimation by Interpolation
The interpolation technique using scattered pilot subcarriers has been applied to OFDM systems [15] , [16] . This paper regards subcarriers detected by MLSE-BLP as the scattered pilot ones, and estimates channel frequency responses of the other subcarriers by this interpolation technique. Figure 3 shows which subcarriers are detected by MLSE-BLP. The black circles represent the subcarriers to which MLSE-BLP is applied, while the white circles represent the subcarriers to which the interpolation is applied.
Let n 1 be an index of the subcarrier which is estimated by MLSE-BLP and spaced by an integer D f . Thus,
. D f is here referred to as BLP subcarrier spacing. Note that N LP needs to be more than the normalized maximum delay time (N D − 1) in order to avoid the aliasing effect in the frequency domain. Therefore, D f must satisfy Fig. 3 Classification of subcarriers.
When BLP is applied to the n 1 -th subcarrier, the detected sequence {D(k, n 1 )} is provided by VA and {Ĥ l (k, n 1 )} can be obtained by substitutingD(k−m, n 1 ) into D x (k−m, n 1 ) in (20). Let us define the 2-by-1 channel impulse response vector h l,d 1 (k) as
Since the delay time d 1 is assumed to be not longer than the normalized maximum delay time N D − 1, the estimated channel impulse response can be windowed and the estimated channel frequency responseH l (k, n) for all N subcarriers can be then obtained as
Note that this performs the zero padding of the estimated channel impulse response. By substitutingH l (k, n 2 ) of (31) into (18) for the n 2 -th (n 2 uD f | u = 0, . . . , N LP − 1 ) subcarrier that is not detected by MLSE-BLP, the branch metric for the n 2 -th subcarrier can be given by
and the sequence of D x (k, n 2 ) that maximizes the log likelihood function can be obtained asD(k, n 2 ). Note that the number of states with the branch metric of (33) is equal to 1, which is considerably less than that of the trellis of MLSE-BLP. Note that the proposed method can be also applied to systems with more than two transmit antennas irrespective of the number of receive antennas [3] . When the number of transmit antennas is more than two, the method only has to replace the block matrix D(k, n) by a new one, e.g. an 8-by-4 block matrix for 4 transmit antennas. However, the complexity of the detector increases exponentially with the number of transmit antennas and linearly with the number of receive antennas. For simplicity, only a system with two transmit antennas and one receive antenna is considered in the sections of Complexity Analysis and Computer Simulations. Table 1 shows the computational complexity of MLSE-BLP using the branch metric of (26), MLSE with channel estimates (MLSE-E) using the branch metric of (33), and the interpolation. The numbers of complex multiplications and additions were evaluated per transmission block and receive antenna. The details are given below.
Complexity Analysis
As for the complexity of MLSE-BLP, the numbers of complex multiplications and additions for computing the branch metric of (26) are equal to 6M + 4 and 4M + 2, respectively. The total complexity of VA at one discrete time in the trellis diagram, i.e. one transmission block, is equal to the complexity for one branch metric multiplied by the number of state transitions (2
The computation to accumulate the log likelihood function needs the number of additions that is equal to 2 2N d (M+1) . The complexity of MLSE-E is determined from (33). The numbers of multiplications and additions for computing the branch metric are 4 and 4, respectively. The total complexity for one transmission block is equal to the complexity for one branch metric multiplied by the number of state transitions (2 2N d ). For the interpolation process, the complexity is equivalent to that of one N LP -point IDFT for 2-by-1 vectors plus that of DFT of (31).
Accordingly, the numbers of complex multiplications and additions of the detection applying MLSE-BLP to all the subcarriers are denoted by M full and A full , and are evaluated as
On the other hand, the numbers of complex multiplications and additions for the low-complexity detection, which uses MLSE-BLP for the detection of only N LP subcarriers and MLSE-E for the detection of the other subcarriers, are denoted by M partial and A partial and are expressed as
The effect of the BLP subcarrier spacing D f on the computational complexity is shown in Fig. 4 . It can be seen that the complexity can be reduced to about a half, 1/3, and 1/4, when D f is set to 2, 3, and 4, respectively. 
Fig. 4 The computational complexity versus the BLP subcarrier spacing D f for BPSK with the prediction order M = 2 and the number of subcarriers N = 64.
Computer Simulations
Simulation Condition
Computer simulations were conducted to evaluate performance of the proposed detectors, including MLSE-BLP applied to all subcarrier components (D f = 1) and the lowcomplexity one (D f > 1). MLSE-BLP with D f = 1 using the solution of Yule-Walker equation as the prediction coefficients was also simulated given f D T and SNR. Its result can be considered as a lower bound. The simulation condition is summarized in Table 2 . Burst transmission was assumed. One burst consists of only 10-symbol long data. Although preamble symbols for both frame and FFT timing synchronization are necessary, the simulations did not consider such preamble symbols because perfect frame and FFT timing synchronization was assumed. Note that the blind detection does not need any preambles for channel estimation. The number of subcarriers and GI is determined following the standard of IEEE802.11. The BLP subcarrier spacing D f is set to 2, 3, or 4. Accordingly, the number of subcarrier components detected by MLSE-BLP is equal to The degree q 1 of polynomial approximation of BLP was set to be less than 2, because increasing q 1 makes Figure 5 shows the effects of f D T on BER of the proposed detectors with BPSK and M = 3. The result indicates that increasing q 1 improves the BER performance in high SNR region as well as in high f D T region owing to better tracking ability. However, it degrades the performance in low SNR region as well as in low f D T region owing to sensitivity to the noise and channel estimation errors. The BER of the MLSE-BLP detectors with q 1 = 1 is better than that with q 1 = 0 in many cases. However, the performance degradation of the low-complexity MLSE-BLP detector (D f = 2) with q 1 = 1 when compared with the MLSE-BLP detector (D f = 1) is larger than that with q 1 = 0. This is because estimation error due to the interpolation can be regarded as an additional noise, which degrades the BER performance of MLSE-BLP more severely as q 1 increases. Figure 6 shows average BER versus average E b /N 0 of the proposed detectors with BPSK and q 1 = 1. To evaluate the performance degradation of the low-complexity detector above an error floor, f D T was set to 1.6 × 10 −3 . It is found that the BER of the low-complexity detector with D f = 2, 3, and 4 suffers a loss of about 1 dB, 2.8 dB, and 4 dB in E b /N 0 , respectively, at BER of 10 −3 with M = 2. As M increases, the performance degradation of the low-complexity detectors becomes smaller. With M = 3, the low-complexity detectors setting D f = 2, 3, and 4 suffers a loss of about 0.5 dB, 1.8 dB, and 3.3 dB in E b /N 0 at BER of 10 −3 , respectively, while the losses with M = 4 are smaller. This is because increasing M makes MLSE-BLP more robust to the noise and the estimation error and can alleviate the degradation of the low-complexity detector, when f D T is not too fast. With very fast fading, however, increasing M degrades the tracking ability and worsens the loss of the low-complexity detector. This is because the effect of past complex envelopes still remains and degrades the tracking ability, when M is large. seen from the comparison with Fig. 6 (a) that the BER performance of the low-complexity detectors improves when the maximum delay time decreases. This is because smaller maximum delay time makes the channel frequency response less selective. Consequently, the error due to the interpolation process becomes smaller. Note that the same effect can be also obtained by increasing the number of subcarriers with the delay spread being constant. 
BER Performance versus
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Conclusion
Low-complexity blind MLSE-BLP detection for DSTBC-OFDM under time-varying frequency-selective Rayleigh fading has been proposed. The detector employs BLP to predict the channel variation with neither channel information nor decision-feedback. The interpolation technique has been applied to MLSE-BLP in order to reduce the complexity. Computer simulations have shown that the BER performance of the low-complexity detector suffers only a loss of about 1 dB in E b /N 0 at BER of 10 −3 with D f = 2 and M = 2, although it can reduce the complexity to about a half.
