Abstract: Distributed denial of service (DDoS) attacks are a major threat to any network-based service provider. The ability of an attacker to harness the power of a lot of compromised devices to launch an attack makes it even more complex to handle. This complexity can increase even more when several attackers coordinate to launch an attack on one victim. Moreover, attackers these days do not need to be highly skilled to perpetrate an attack. Tools for orchestrating an attack can easily be found online and require little to no knowledge about attack scripts to initiate an attack. Studies have been done severally to develop defense mechanisms to detect and defend against DDoS attacks. As defense schemes are designed and developed, attackers are also on the move to evade these defense mechanisms and so there is a need for a continual study in developing defense mechanisms. This paper discusses the current DDoS defense mechanisms, their strengths and weaknesses.
Introduction
As of December 2017, it was estimated that the number of internet users was over 4 billion with a user growth of over 1000% within the past 18 years [1] . With the increase in dependability of the internet comes with it an important challenge: data availability. Data availability is a key requirement for a network system to be considered secure.
Distributed denial of service attacks are intentional attempts by malicious users to disrupt or degrade the quality of a network or service [2] . These attacks involve a number of compromised connected online devices, known as a botnet [3] . The use of botnets makes it easier for attackers to launch massive attacks due to the fact that they harness the power of a lot of devices for an attack. Attacks involving botnets also make it difficult to determine the exact source of the attack. Differentiating between flash crowds also poses a major challenge. Spoofed source addresses to hide source addresses make it even more difficult. These attacks have been around for several years, but in recent years, the scale of attacks have increased drastically. On 28 February 2018, Akamai reported a 1.3 TBps attack on GitHub [4] . A few days later, Arbor Networks reported a 1.7 TBps attack [5] . With attacks like these, there is the need to develop robust defense schemes to protect internet networks and services. In this paper, we present current mechanisms for defending against DDoS attacks. We categorize these defense mechanisms according to the main functions they perform. We discuss their strengths and weaknesses and make some comparisons among them. This will help researchers further improve the current defense mechanisms for practical application. The rest of the paper is organized as follows: related surveys are presented in Section 2, Section 3 gives the criteria for papers included in this review, Section 4 describes DDoS attacks, Section 5 presents the reviewed 2 of 24 mechanisms to defend against attacks, Section 6 discusses and compares the mechanisms and Section 7 concludes the paper.
Related DDoS Defense Surveys
Zargar et al. presented a comprehensive overview of DDoS attacks and a classification of them based on network layer and application layer [6] . They also presented a classification of DDoS defense mechanisms based on OSI layer operation and the deployment location of the defense system; source based, destination based, network based, and hybrid (distributed) mechanisms. They further discussed the features, advantages, and disadvantages of defense mechanisms based on their deployment location. In addition, the authors categorized the defense systems by the point in time in which they begin operation (before the attack, during the attack, or after the attack). They then compared the performance of the defense mechanisms according to the classifications they used.
Carlin et al. reviewed intrusion detection and prevention systems to mitigate potential DDoS attacks in the cloud [7] . They listed the most popular DDoS attacks on cloud systems, classified and discussed intrusion detection systems along with their challenges. Classification of the intrusion detection systems was knowledge-based and anomaly-based. Sub categorizations were done based on the scalability of the management system, user authentication and the response mechanism.
Rashmi V. Deshmukh and Kailas K. Devadkar discussed DDoS attacks and provided a taxonomy of attacks in the cloud environment [8] . They classified defense mechanisms based on prevention, detection, and response to detection techniques. They also listed some factors to consider in selecting a defense solution in the cloud environment.
Somani et al. presented insights into the characterization, prevention, detection, and mitigation mechanisms of DDoS attacks in the cloud environment [9] . They presented features of cloud computing which aid in mounting a successful DDoS attack. A taxonomy of DDoS solutions was also presented and the solutions were categorized under prevention, detection, and mitigation. They concluded by discussing considerations to be made in selecting a defense solution.
Mahjabin et al. presented a review on different DDoS attacks [10] . They discussed attack phases in a DDoS attack, variations and evolutions of attacks as well as attackers' targets and motivations. They classified and analyzed prevention and mitigation techniques based on their underlying principle of operation. Underlying principles for the prevention methods reviewed were filters, secure overlay service, load balancing, honeypots, and awareness-based prevention systems. Mitigation techniques were also categorized broadly based on detection, response, and tolerance-based systems. They concluded by listing the key features, advantages, and limitations of the prevention and detection mechanisms reviewed.
Kalkan et al. presented DDoS attack scenarios in software defined networks (SDNs) [11] . Solutions to attacks were also broadly classified as intrinsic (having inherent properties) and extrinsic (depending on external factors). Solutions were also classified according to their defense function (detection, mitigation, and both detection and mitigation) and SDN switch intelligence (capable switch vs. dumb switch).
Zare et al. came up with a paper reviewing papers on DDoS attacks and countermeasures between the years 2000 and 2016 [12] . They discussed intrusion detection systems and analyzed countermeasures against DDoS attacks based on the location of the defense mechanism; source-end, core-end, victim-end, and distributed defense.
There has been a great number of surveys on DDoS defenses in previous years. DDoS attacks are on the rise and there is a constant need to present the state-of-the-art defense mechanisms to aid researches in their attempt to combat such attacks. In previous surveys however, most defense categorizations were done based on their underlying principle of operation and not the function they perform in defending against attacks. Defense mechanisms were also not discussed into detail to give a greater understanding of their operation. Also, the individual defense mechanisms were not compared with each other, but rather, comparisons were mainly done based on the underlying principle of operation or location of deployment of the defense mechanism. In our paper, we present a taxonomy of DDoS attacks in the network layer and application layer. We categorize state of the art defense mechanisms based on the function they perform, that is, detection only, traceback only, mitigation only, and detection and mitigation mechanisms. We discuss the defense mechanisms reviewed into detail and compare them fairly using performance metrics affecting the effectiveness of a defense solution whilst giving recommendations for future research.
Survey Methodology
Literature was collected by searching indexing databases. Cited papers in articles considered for review were also collected. Papers included for consideration provided DDoS detection, prevention or mitigating mechanisms. Papers published before 2013 were excluded mainly because attack rates and volumes have increased drastically in the past few years, which may render older solutions obsolete.
The titles and abstracts of the collected literature were reviewed. Papers which did not propose solutions to DDoS attacks from their abstracts were also excluded from the review. Papers proposing solutions to only denial of service (DoS) attacks were also excluded, due to the relative simplicity of defending against DoS attacks.
Papers containing defense techniques which have been improved upon in subsequent papers were also excluded with the papers containing the most current improvement included.
Finally, 15 papers were selected to be reviewed in this paper.
DDoS Attack Taxonomy
The distributed nature of DDoS attacks tends to make it very difficult to defend against. Figure 1 shows a simplified attack network. Real attack networks involve a lot more devices. The main aim of such an attack is to degrade networks, deplete network resources and to prevent legitimate users from having access to network resources [6] . In our paper, we present a taxonomy of DDoS attacks in the network layer and application layer. We categorize state of the art defense mechanisms based on the function they perform, that is, detection only, traceback only, mitigation only, and detection and mitigation mechanisms. We discuss the defense mechanisms reviewed into detail and compare them fairly using performance metrics affecting the effectiveness of a defense solution whilst giving recommendations for future research.
Survey Methodology
Papers containing defense techniques which have been improved upon in subsequent papers were also excluded with the papers containing the most current improvement included. Finally, 15 papers were selected to be reviewed in this paper.
DDoS Attack Taxonomy
The distributed nature of DDoS attacks tends to make it very difficult to defend against. Figure  1 shows a simplified attack network. Real attack networks involve a lot more devices. The main aim of such an attack is to degrade networks, deplete network resources and to prevent legitimate users from having access to network resources [6] . A denial of service (DoS) attack is an attack in which an attacker seeks to overload a system to prevent the system from serving legitimate requests. DoS attacks are relatively simple and unsophisticated, involving just a single attacker. DoS attacks are easier to detect and defend against. Distributed DoS however, is a more sophisticated form of DoS. DDoS attacks involve a single attacker or multiple attackers, commandeering a large number of compromised devices (zombies or bots), which are collectively known as a botnet, to launch a denial of service attack on a target system (victim). Traffic originating from different sources makes it difficult to detect and defend against. A denial of service (DoS) attack is an attack in which an attacker seeks to overload a system to prevent the system from serving legitimate requests. DoS attacks are relatively simple and unsophisticated, involving just a single attacker. DoS attacks are easier to detect and defend against. Distributed DoS however, is a more sophisticated form of DoS. DDoS attacks involve a single attacker or multiple attackers, commandeering a large number of compromised devices (zombies or bots), which are collectively known as a botnet, to launch a denial of service attack on a target system (victim). Traffic originating from different sources makes it difficult to detect and defend against. Most attackers craft their attack traffic to look legitimate and may use spoofed addresses to launch the attacks, which make it more difficult to combat.
A DDoS attack is normally launched in two major phases. The attacker first builds the botnet by targeting poorly secured devices over the internet. DDoS attack programs are then installed on these devices. These zombies also scan for poorly secured devices and compromise them as well, building a large botnet. The second phase is launching the attack itself. Large volumes of traffic are generated by the zombies and are forwarded to the target system to overload it. The distributed nature of the source of traffic make it nearly impossible to distinguish from legitimate traffic.
Earlier, attackers had to perform each step of the attack manually. This meant an attacker needed to have a lot of information about the target system and also had to be very skillful to be able to launch an attack. In recent years however, DDoS attack tools have been developed and are available on the internet for download freely or for a little amount of money [13, 14] . Such tools can be used by even the least skillful attacker. They do not require an attacker to understand much about the target system or even how the attack is perpetrated. Botnets can also be hired on the internet for very low amounts of money. These have made it easier for people to perpetrate attacks [15] .
DDoS attacks can be classified under many categories. In this paper, attacks are classified under two broad headings: network/transport layer attacks and application layer attacks.
Network/transport layer: Network/transport layer attacks are targeted at the network or transport layer. They are more common due to the ease of initiating them. We discuss a few of these attacks here.
TCP SYN flooding: With the TCP (transmission control protocol) SYN flooding attack, the attacker exploits the connection-oriented nature of TCP. A flood of packets is sent to the victim requesting connection without completing the TCP handshake. This leaves many half-open connections in the victim's connection state memory, denying legitimate users from connecting. [16] UDP flooding: With the UDP (user datagram protocol) attack, a large stream of UDP packets is sent to the victim, creating a congestion on the victim's network. [17] ICMP Smurf: With this attack, the attacker spoofs the victim's IP address as the source address to broadcast a large number of ICMP (Internet control message protocol) packets on a network using an IP (Internet protocol) broadcast address. The resultant response from devices on the network is a very large number of packets destined for the victim. [18] Ping of death: The attacker in a ping of death attack tries to crash a victim server by sending malformed or oversized packets with the ping command. Packets are fragmented and sent and when reassembled by the victim, end up with an oversized packet (packets larger than 65,535 bytes, which is the maximum size of a ping packet). A variation of this attack is the ping flood in which the attacker sends numerous ICMP packets in a ping command without waiting for a reply. [19] Application layer: Application layer attacks target the application layer. They tend to disrupt operation of a specific application or server to prevent legitimate users from having access to it. We discuss some of these attacks here.
DNS Amplification: Attacks of this nature rely on public DNS (domain name system) servers and a vulnerability in DNS server which makes them reply small queries with a large payload to flood a victim. The attacker sends queries with the victim's IP address as the source and the much larger response is directed to the victim. Botnets are used to scale up the impact of the attack. [20] HTTP fragmentation attack: With the HTTP (hypertext transfer protocol) fragmentation attack, the attacker establishes a connection with the victim server and sends traffic in fragments as slowly as possible. This causes the servers to maintain longer sessions as they wait to receive traffic from the attacker. [6] Technologies 2019, 7, 19 5 of 24
Defense Mechanisms
There are several defense mechanisms proposed to defend against DDoS attacks. Classification of these mechanisms can be done based on several criteria. In this paper, four categories are used in classification: attack detection only mechanisms, attack traceback only mechanisms, attack mitigation only mechanisms, and detection and mitigation mechanisms.
Detection Only Mechanisms
Detection only mechanisms are defense mechanisms with the aim to detect the presence of an attack and report to the network administrator to take action.
Service-Oriented DDoS Detection Mechanism Using Pseudo State (SDM-P) Park et al. proposed a bidirectional flow-based detection scheme know as service-oriented DDoS detection mechanism using a pseudo state (SDM-P) [21] . SDM-P runs a bidirectional key hashing algorithm on flow routers and maintains a hashing table and pseudo state machine. Pseudo session states represent service procedure states as bit sequences. This enables flow routers which are optimized to analyze packets as bit sequences to understand and process service procedure state representations efficiently. Some proposed schemes related to this are [22] [23] [24] . The authors in [22, 23] used a principal component analysis (PCA) tool to reduce the number of variables needed to analyze network traffic, reducing the amount of information needed to detect an attack. The authors in [24] used a support vector machine (SVM) for traffic classification. Both PCA and SVMs have good detection rates but are computationally costly due to their requirement of several memory read and writes. This makes them unsuitable for use in routers for analyzing real-time network traffic. Figure 2 depicts the operation of a flow router. When a flow router receives a packet, it takes the 5-tuple and calculates a hash key. The 5-tuple consists of the source and destination IP addresses, source and destination ports, and protocol in use. If the packet flow is a new one, the destination is checked by the algorithm. If it is not to the protected server, it is forwarded normally. If it is to the protected server, the system consults the pseudo state machine and inserts an entry for the new flow in the flow table. Once there is a flow entry for the flow in the table, the pseudo state machine checks if the flow is attack traffic. If the flow does not follow the procedure stated in the pseudo state machine, it is considered to be malicious. Appropriate actions can then be taken to stop the attack. fragments as slowly as possible. This causes the servers to maintain longer sessions as they wait to receive traffic from the attacker [6] .
Defense Mechanisms
Detection Only Mechanisms
Service-Oriented DDoS Detection Mechanism Using Pseudo State (SDM-P) Park et al. proposed a bidirectional flow-based detection scheme know as service-oriented DDoS detection mechanism using a pseudo state (SDM-P) [21] . SDM-P runs a bidirectional key hashing algorithm on flow routers and maintains a hashing table and pseudo state machine. Pseudo session states represent service procedure states as bit sequences. This enables flow routers which are optimized to analyze packets as bit sequences to understand and process service procedure state representations efficiently. Some proposed schemes related to this are [22] [23] [24] . The authors in [22] and [23] [21] . Figure 2 depicts the operation of a flow router. When a flow router receives a packet, it takes the 5-tuple and calculates a hash key. The 5-tuple consists of the source and destination IP addresses, source and destination ports, and protocol in use. If the packet flow is a new one, the destination is checked by the algorithm. If it is not to the protected server, it is forwarded normally. If it is to the protected server, the system consults the pseudo state machine and inserts an entry for the new flow Though it works well against TCP, UDP and HTTP attacks, the bidirectional hashing algorithm used in SDM-P is computational expensive and uses more memory for the hash generation and creation of the hash tables. It may perform poorly in the presence of a huge attack.
Traceback Only Mechanisms
Traceback only mechanisms seek to trace the attack as close to the source as possible. These involve gathering certain information about attack packets and analyzing to determine an attack path.
Dynamical Deterministic Packet Marking (DDPM)
Yu et al. proposed dynamic packet marking scheme based on the deterministic packet marking mechanism for traceback, capable of tracing to routers as close to the attack source as possible [25] . The proposed scheme uses a marking on demand (MOD) method to give out marking identities (IDs) dynamically. The system is capable of tracing DDoS attacks to all possible sources of attack. The marking is done in a way to only capture routers related to the attack in cooperating internet domains. A MOD server is set up centrally, along with a DDoS attack detector which monitors network flow at each router or gateway. The MOD server is responsible for generating unique IDs for each router and keeping a record of the ID-router IP in its database. The attack detector requests the ID and marks the suspicious flow with the ID. If an attack is confirmed, the victim picks out the ID from the attack packets and identifies the IP addresses related to the attack (source addresses) from the MOD server's database. Figure 3 shows the architecture and workflow of the DDPM scheme. When there is a sudden increase in network flow volume, the attack detector requests for an ID for the flow (1). The MOD server gives out the ID and stores information (source IP, timestamp) related to the ID given out in its database (2) . The gateway embeds the ID into the header of the packets. A source IP query is sent to the MOD server with the ID if an attack is confirmed by the victim (3). The MOD server replies with the source IP address of the attacker(s) (4). Though it works well against TCP, UDP and HTTP attacks, the bidirectional hashing algorithm used in SDM-P is computational expensive and uses more memory for the hash generation and creation of the hash tables. It may perform poorly in the presence of a huge attack.
Traceback Only Mechanisms
Dynamical Deterministic Packet Marking (DDPM)
Yu et al. proposed dynamic packet marking scheme based on the deterministic packet marking mechanism for traceback, capable of tracing to routers as close to the attack source as possible [25] . The proposed scheme uses a marking on demand (MOD) method to give out marking identities (IDs) dynamically. The system is capable of tracing DDoS attacks to all possible sources of attack. The marking is done in a way to only capture routers related to the attack in cooperating internet domains. A MOD server is set up centrally, along with a DDoS attack detector which monitors network flow at each router or gateway. The MOD server is responsible for generating unique IDs for each router and keeping a record of the ID-router IP in its database. The attack detector requests the ID and marks the suspicious flow with the ID. If an attack is confirmed, the victim picks out the ID from the attack packets and identifies the IP addresses related to the attack (source addresses) from the MOD server's database. [25] . Figure 3 shows the architecture and workflow of the DDPM scheme. When there is a sudden increase in network flow volume, the attack detector requests for an ID for the flow (1). The MOD server gives out the ID and stores information (source IP, timestamp) related to the ID given out in its database (2) . The gateway embeds the ID into the header of the packets. A source IP query is sent to the MOD server with the ID if an attack is confirmed by the victim (3). The MOD server replies with the source IP address of the attacker(s) (4). According to the authors, this scheme is more scalable than traditional DPMs, however it has some limitations.
•
Since the whole system hinges on the performance of the MOD server, it can easily be an attack target. Once it is knocked down, the entire system will fail.
• Also, because of the amount of data the MOD server's database will handle, it reduces the speed of the network when information is being retrieved by the victim.
•
Network address translation (NAT) techniques enable IP address sharing. To traceback to a specific source, the related MAC (Media Access Control) addresses have to be included in the MOD database, which increases the information stored in the database.
Related to this work are [26] [27] [28] . The authors in [26] proposed a deterministic packet marking method. With this method, the packet source router divides its IP address in two (16 bits each) and embeds it in two packets to enable the victim trace the source router of the packet. The fragment ID (16 bits) and reserved flag (1 bit) are used in marking the packet. In [27] , the authors bettered the marking scheme used in and the authors in [28] proposed a flexible marking scheme, which varied the length of the marking ID depending on the network protocols in operation by including the type of service (TOS) field (8 bits) in the marking process. Compared with related works, the DDPM is scalable and uses lower storage for IDs.
Detection and Mitigation Mechanisms
Detection and mitigation schemes attempt to detect the presence of an attack and implement an attack mitigation mechanism autonomously. Legitimate traffic is differentiated from malicious ones and actions are taken by the system against malicious traffic.
TDFA: Traceback-Based Defense against DDoS Flooding Attacks
Foroushani and Heywood proposed a defense against flooding attack based on traceback. TDFA has detection, traceback, and traffic control components [29] . The main aim of the scheme is to filter packets as close to the source as possible, thereby limiting the amount of attack packets received by the victim. This, if successfully implemented, reduces load on filtering routers and also maximizes the number of legitimate packets to reach their destination. The system works with coordination between victim end and source end defense systems.
The TDFA detection component resides on the edge network at the victim end and detects anomalies in network traffic. The authors proposed to use existing detection tools and not to propose a new one.
The traceback component uses the deterministic flow marking [30] (DFM) technique, which only requires participation of some edge routers on the attack path. The DFM consists of a DFM encoding module (DFME) running on the edge routers and a decoding module (DFMD) on the victim end. The DFME marks flows instead of packets and uses three identifiers for marking: the outside interface IP address of the edge router, the network interface identifier (NI-ID) and a node identifier (node-ID). The NI-ID is an identifier given to either the network MAC address interface or VLAN ID of the edge router. The node-ID is an identifier given to every source MAC address seen on incoming traffic from local networks. Only the edge routers are involved in marking.
The traffic control component is made up of traffic adjustment (TA) and packet filtering (PF) modules. The TA operates on the victim network's border gateway device and the TF operates on every edge router. After traceback, when the source of attack is found out, the TA notifies the defense system at the source end with a message containing information of the attack traffic. The PF does packet filtering on packets headed to the victim based on information received from the TA. A variable rate limit algorithm is proposed to control bandwidth consumption by routers forwarding the attack traffic. The varying rates are chosen based on traffic histories of the routers.
Attack traffic is filtered as close to the source as possible to prevent an entry into the victim network. However, packet forwarding rate is reduced continually till packet drop rate is zero, and this will have an impact on legitimate connections. Also, attacks which are orchestrated to look like legitimate traffic will not be detected by the system. Figure 4 shows a sample network with locations of the TDFA modules. The legitimate hosts are represented with 'Hx', the TA module communicates with the PF modules on the edge routers of the attack networks.
attack networks.
The TDFA system is capable of mitigating attacks from the source end, ensuring the victim does not feel the impact of the attack much before mitigation. However, it requires cooperation from all the edge routers in the network, a scenario which might be difficult to achieve in a large network.
References [31] [32] [33] are some works related to TDFA. The authors in [31] proposed a defense system to rely only on the edge router for traceback and packet filtering. This system however can easily be defeated if the attack is from different sources spread across the internet. In [32] and [33] , the authors proposed a path identification approach which places a path fingerprint in every packet. This method fails if the victim's bandwidth is consumed by an attack since they only rely on packet filtering at the victim end. 
Classifier System for Detecting and Preventing DDoS (CS_DDoS)
Sahi et al. proposed a classifier system known as CS_DDoS for DDoS TCP flood attack detection and prevention in the public cloud [34] . During detection, the system determines if a packet is legitimate or from an attacker and during prevention, packets classified as malicious are dropped and source IP blacklisted. According to the authors, the least squares support vector machine (LS-SVM) classifier produced the best performance when tested as against the K-nearest, naïve Bayes, and multilayer perceptron [35] . The system architecture and workflow are shown in Figure 5 . The TDFA system is capable of mitigating attacks from the source end, ensuring the victim does not feel the impact of the attack much before mitigation. However, it requires cooperation from all the edge routers in the network, a scenario which might be difficult to achieve in a large network.
References [31] [32] [33] are some works related to TDFA. The authors in [31] proposed a defense system to rely only on the edge router for traceback and packet filtering. This system however can easily be defeated if the attack is from different sources spread across the internet. In [32, 33] , the authors proposed a path identification approach which places a path fingerprint in every packet. This method fails if the victim's bandwidth is consumed by an attack since they only rely on packet filtering at the victim end.
Sahi et al. proposed a classifier system known as CS_DDoS for DDoS TCP flood attack detection and prevention in the public cloud [34] . During detection, the system determines if a packet is legitimate or from an attacker and during prevention, packets classified as malicious are dropped and source IP blacklisted. According to the authors, the least squares support vector machine (LS-SVM) classifier produced the best performance when tested as against the K-nearest, naïve Bayes, and multilayer perceptron [35] . The system architecture and workflow are shown in Figure 5 . The scheme assumes that source IP addresses are not spoofed. During detection, the detection unit captures incoming packets within a time window and checks them against a blacklist to determine if their source addresses have been blacklisted. If the source is blacklisted, the packet is sent to the prevention unit without any further processing. If the source is not blacklisted, the packet is directed through a classifier to determine whether the packet is legitimate or malicious. A packet is considered malicious if its source requests to connect to the same destination more frequently than a set threshold. Legitimate packets are forwarded to their destination and malicious ones are forwarded to the prevention unit.
The prevention unit has three main functions; it sends a signal to the system administrator of the attack, then adds the source address to the blacklist if it does not already exist in the blacklist, and finally drops the packet. Evaluation of the system was performed under single and multiple source attack scenarios and was found to be consistent, with 97 percent and 94 percent accuracy, respectively. However, the system might be ineffective in an attack which involves a large botnet, with each device having a different IP address and sending requests below the connection requests threshold.
Application Layer DDoS Detection and Defense
Zhou et al. proposed a defense technique against application layer DDoS (AL-DDoS) attacks in heavy backbone web traffic. According to the authors, the mechanism can differentiate between flash crowds and DDoS attacks by examining entropy of traffic using a real-time frequency vector (RFV) [36] . The system architecture and flow of the system are shown in Figure 6 . The RFV characterizes traffic in real time as a set of models. The defense system is modularized, consisting of a head-end sensor, a detection unit, and a traffic filter. [34] The scheme assumes that source IP addresses are not spoofed. During detection, the detection unit captures incoming packets within a time window and checks them against a blacklist to determine if their source addresses have been blacklisted. If the source is blacklisted, the packet is sent to the prevention unit without any further processing. If the source is not blacklisted, the packet is directed through a classifier to determine whether the packet is legitimate or malicious. A packet is considered malicious if its source requests to connect to the same destination more frequently than a set threshold. Legitimate packets are forwarded to their destination and malicious ones are forwarded to the prevention unit.
Zhou et al. proposed a defense technique against application layer DDoS (AL-DDoS) attacks in heavy backbone web traffic. According to the authors, the mechanism can differentiate between flash crowds and DDoS attacks by examining entropy of traffic using a real-time frequency vector (RFV) [36] . The system architecture and flow of the system are shown in Figure 6 . The RFV characterizes traffic in real time as a set of models. The defense system is modularized, consisting of a head-end sensor, a detection unit, and a traffic filter.
The head-end sensor, known as the abnormal traffic detection module (ATDM) tracks the amount of HTTP 'Get' requests per second. Based on the previous amount, the next amount can be predicted using the Kalman filter. The deviation between the predicted value and the actual value is compared with a set threshold and an abnormal event is reported if the deviation surpasses the threshold. The ATDM then sends an 'ATTENTION' signal to the detection module. The head-end sensor, known as the abnormal traffic detection module (ATDM) tracks the amount of HTTP 'Get' requests per second. Based on the previous amount, the next amount can be predicted using the Kalman filter. The deviation between the predicted value and the actual value is compared with a set threshold and an abnormal event is reported if the deviation surpasses the threshold. The ATDM then sends an 'ATTENTION' signal to the detection module.
The detection module, known as DDoS attack detection module (DADM) runs only when it receives the 'ATTENTION' signal. The DADM is works with four variations of attack traffic:
1. Repeated request AL-DDoS attack traffic: this attack traffic is directed towards the homepage or a 'hot' webpage. 2. Recursive request AL-DDoS Attack traffic: attack traffic is scattered over different web pages. 3. Repeated eorkload AL-DDoS Attack traffic: similar to the repeated request attack but employs less bots in attack which continually send large image or database searching operations requests. 4. Flash crowds: this describes a surge in visits to a website, mostly after the announcement of a new service or free software download. The DADM traces each source address and requested webpage and records in the RFV the average frequencies. The current record is compared with a presumed normal record to determine if the type of traffic it is most likely to be using the distribution of the sources and destinations. Entropy is calculated and traffic is distinguished between attack traffic and flash crowds. Flash crowds usually have smaller ratio of entropy values.
The filter module (FM) receives malicious source IP addresses and stops the attack. A bloom filter [37] is used to filter traffic from the attack IP addresses.
A few limitations and open issues were discussed by the authors: 1. The autoregressive (AR) model does not present HTTP 'Get' traffic accurately and is used because of its simplicity. 2. Attackers may be able to avoid detection by the system by increasing attack traffic slowly until it surpasses the threshold. 3. The proposed system and method incorporates many variables and parameters whose optimized values may take time to determine. 4. Bloom filters in the FM need to be reset after an attack since bots used in an attack may be recovered by the legitimate users. Wang et al. proposed an attack mitigation architecture in cloud computing using SDN (software defined networks) known as DaMask [38] . DaMask consists of two components: DaMask-D and DaMask-M. DaMask-D is an anomaly-based detection module and DaMask-M is the attack mitigation module. DaMask was designed to accomplish three main objectives; to be able to protect The detection module, known as DDoS attack detection module (DADM) runs only when it receives the 'ATTENTION' signal. The DADM is works with four variations of attack traffic:
Repeated request AL-DDoS attack traffic: this attack traffic is directed towards the homepage or a 'hot' webpage.
2.
Recursive request AL-DDoS Attack traffic: attack traffic is scattered over different web pages.
3.
Repeated eorkload AL-DDoS Attack traffic: similar to the repeated request attack but employs less bots in attack which continually send large image or database searching operations requests. 4.
Flash crowds: this describes a surge in visits to a website, mostly after the announcement of a new service or free software download.
The DADM traces each source address and requested webpage and records in the RFV the average frequencies. The current record is compared with a presumed normal record to determine if the type of traffic it is most likely to be using the distribution of the sources and destinations. Entropy is calculated and traffic is distinguished between attack traffic and flash crowds. Flash crowds usually have smaller ratio of entropy values.
A few limitations and open issues were discussed by the authors:
1. The autoregressive (AR) model does not present HTTP 'Get' traffic accurately and is used because of its simplicity. 2.
Attackers may be able to avoid detection by the system by increasing attack traffic slowly until it surpasses the threshold. 3.
The proposed system and method incorporates many variables and parameters whose optimized values may take time to determine. 4.
Bloom filters in the FM need to be reset after an attack since bots used in an attack may be recovered by the legitimate users. proposed an attack mitigation architecture in cloud computing using SDN (software defined networks) known as DaMask [38] . DaMask consists of two components: DaMask-D and DaMask-M. DaMask-D is an anomaly-based detection module and DaMask-M is the attack mitigation module. DaMask was designed to accomplish three main objectives; to be able to protect services in both public and private clouds, to incur little computational overhead and to have a low deployment cost.
The system separates network traffic for different destinations by virtualization. Each virtual network for the different destinations is known as a slice and is isolated from other slices.
DaMask-D uses anomaly-detection for attack detection. If an attack is detected, an alert is issued to the DaMask-M module, along with the packet. If the attack type is new, analysis is made on the packet to update the detection model.
The DaMask-M module performs two operations: countermeasure selection and log generation. When an attack alert is received, a countermeasure is selected to react. By default, the countermeasure is to drop attack packets. Other operations which can be used are forward and modify for advanced defense logic. After the countermeasure is selected, the policy is sent to the switch to take action. The attack packet with its information is stored in the log database. Figure 7 shows the workflow of the DaMask system. deployment cost.
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The DaMask system enables individual defense mechanisms to be applied to individual user spaces in the cloud without affecting other users and also periodically updates itself to address the issues associated with dataset shift. However, it introduces some communication overhead and requires a few changes to the cloud service architecture. The DaMask system enables individual defense mechanisms to be applied to individual user spaces in the cloud without affecting other users and also periodically updates itself to address the issues associated with dataset shift. However, it introduces some communication overhead and requires a few changes to the cloud service architecture.
Reinforcing Anti-DDoS Actions in Realtime (RADAR)
Zheng et al. proposed a technique named reinforcing anti-DDoS action in realtime (RADAR), a real-time defense application built on commercial off-the-shelf (COTS) unmodified SDN switches to detect and defend against various flooding attacks through adaptive correlation analysis [39] . Attacks are detected by identifying certain attack features in suspicious flows.
RADAR is an application built and placed in an SDN network. It has three main units; the collector unit, the detector unit and locator unit. The architecture of RADAR is shown in Figure 8 .
The RADAR collector obtains rules, both static and dynamic, to extract information of suspicious flows and keeps them in the controller to enable the RADAR detector to be able to identify if there is an attack and also the RADAR locator to determine which flows contain the attacking traffic. It only extracts information about the flow when the flow is suspicious, that is, anomalies are detected in the flow.
The RADAR detector is alerted by the collector and identifies attacks using correlative analysis of the patterns of the anomalous flows received from different switches. It is able to detect which paths carry attack traffic. It then signals the locator to accurately locate the attack traffic.
Zheng et al. proposed a technique named reinforcing anti-DDoS action in realtime (RADAR)
, a real-time defense application built on commercial off-the-shelf (COTS) unmodified SDN switches to detect and defend against various flooding attacks through adaptive correlation analysis [39] . Attacks are detected by identifying certain attack features in suspicious flows.
RADAR is an application built and placed in an SDN network. It has three main units; the collector unit, the detector unit and locator unit. The architecture of RADAR is shown in Figure 8 . The RADAR collector obtains rules, both static and dynamic, to extract information of suspicious flows and keeps them in the controller to enable the RADAR detector to be able to identify if there is an attack and also the RADAR locator to determine which flows contain the attacking traffic. It only extracts information about the flow when the flow is suspicious, that is, anomalies are detected in the flow.
The RADAR locator uses an adaptive correlation analysis of the changes of flow statistics on each path and victim as detected by the detector. Traffic is tagged attack if the locator detects the rate of statistic change is consistent with aggregated flows on the victim link. The attack traffic is identified and extracts the source and destination addresses and attack traffic is blocked.
RADAR performance evaluation was conducted by the authors using both real hardware and simulation [40, 41] . An advantage of the system is that it does not require specialized switches, it works with off-the-shelf SDN switches. However, in the presence of a large attack, communication overheads can increase greatly due to the number of flow rules being used.
Closely related to the work done the authors of RADAR are [42] [43] [44] . In [42] , the authors proposed a traffic-engineering model to track traffic source rate change but requires major changes in the SDN switches and detects only link flooding. Lee et al. [43] proposed a collaborative traffic-engineering model to differentiate between low-rate attacks and legitimate traffic. In [44] , the authors presented a traffic-engineering based analytical framework for defending link-flooding attacks.
Software Defined Anti-DDoS (SD-Anti-DDoS)
Cui et al. proposed a mechanism for defending DDoS attacks in SDNs. The mechanism, named software defined anti-DDoS (SD-Anti-DDoS), consists of four modules: a detection trigger, a detection module, a traceback module and a mitigation module [45] . Numerous attack mitigation The RADAR locator uses an adaptive correlation analysis of the changes of flow statistics on each path and victim as detected by the detector. Traffic is tagged attack if the locator detects the rate of statistic change is consistent with aggregated flows on the victim link. The attack traffic is identified and extracts the source and destination addresses and attack traffic is blocked.
Closely related to the work done the authors of RADAR are [42] [43] [44] .
In [42] , the authors proposed a traffic-engineering model to track traffic source rate change but requires major changes in the SDN switches and detects only link flooding. Lee et al. [43] proposed a collaborative traffic-engineering model to differentiate between low-rate attacks and legitimate traffic. In [44] , the authors presented a traffic-engineering based analytical framework for defending link-flooding attacks.
Cui et al. proposed a mechanism for defending DDoS attacks in SDNs. The mechanism, named software defined anti-DDoS (SD-Anti-DDoS), consists of four modules: a detection trigger, a detection module, a traceback module and a mitigation module [45] . Numerous attack mitigation schemes had been proposed already but lacked detection methods which jump into action only when an attack is in play. The authors proposed a scheme which includes a trigger mechanism for detection, instead of periodically checking for attacks. Figure 9 shows the workflow and component modules of the system.
The attack detection trigger module controls the launching of the detection module. It uses the packet_in abnormal detection algorithm message which is available only in SDN. The message contains relevant information about the ID of the switch and the reason why the packet is being sent to the controller.
The attack detection module is made up of a neural network model training stage and the real-time detection stage. It takes advantage of neural networks to differentiate legitimate traffic from malicious ones. Certain information of a flow is taken by the controller and the eigen values are taken and sent to the neural network for classification, whether it is legitimate or malicious. The back propagation neural network (BPNN) [46] is used to classify traffic flow accordingly. The neural network is trained at start-up using previously obtained extracted features. In the real-time detection stage, flow statistic messages about flows are sent to the controller by the switches. If the flow is considered to be malicious, its destination IP address is added to an attack list. If the malicious flow entries reach a pre-set upper threshold, an attack alert is generated.
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The attack detection module is made up of a neural network model training stage and the realtime detection stage. It takes advantage of neural networks to differentiate legitimate traffic from malicious ones. Certain information of a flow is taken by the controller and the eigen values are taken and sent to the neural network for classification, whether it is legitimate or malicious. The back propagation neural network (BPNN) [46] is used to classify traffic flow accordingly. The neural network is trained at start-up using previously obtained extracted features. In the real-time detection stage, flow statistic messages about flows are sent to the controller by the switches. If the flow is considered to be malicious, its destination IP address is added to an attack list. If the malicious flow entries reach a pre-set upper threshold, an attack alert is generated.
The attack traceback module works with the detection module to trace the attack switch. The switches in the attack path are found using the BPNN model and the whole attack path is located using the network topology, attacked destination, and marked attack switches.
The attack mitigation module begins operation when the attack path and source are found out. Traffic from the attack source is then blocked.
The performance of the entire system and each module was implemented on the RYU [47] framework and evaluated by the authors using Mininet [48, 49] . A critical advantage of this system is The attack traceback module works with the detection module to trace the attack switch. The switches in the attack path are found using the BPNN model and the whole attack path is located using the network topology, attacked destination, and marked attack switches.
The performance of the entire system and each module was implemented on the RYU [47] framework and evaluated by the authors using Mininet [48, 49] . A critical advantage of this system is that it only sends an attack trigger message when an attack is detected, reducing CPU and network load used by the defense mechanism when there is no attack.
Game Theoretical Holt-Winters for Digital Signature (GT-HWDS)
De Assis et al. proposed an independent defense scheme for software defined networks (SDN) [50] . Game Theoretical Holt-Winters for Digital Signature (GT-HWDS) combines an independent decision-making model built on game theory (GT) with anomaly detection and identification from a Holt-Winters for Digital Signature (HWDS) system [51, 52] . The defense scheme was proposed to defend against attacks aimed at the control plane of SDNs. The system design and network topology are shown in Figure 10 .
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The system composes of three main parts; detection, identification and mitigation modules. The processes performed by these modules are done before data enters into the network making it operable with any type of SDN setup. The HWDS system performs both the detection and information processes. The detection process uses a method that analyses seven parallel IP flow dimensions to characterize traffic. The dimensions analyzed are the entropy of the source and destination IP addresses and ports, bits per second, packets per second and flows per second. The HWDS system creates a signature, known as the digital signature of network segment using flow analysis (DSNSF) for each analyzed dimension. The signatures are compared with signatures of known attacks and if found to be similar, the information and mitigation modules are activated. The information module relays information about the anomaly to both the network administrator and the mitigation module.
The mitigation module uses the GT approach to take measures autonomously to mitigate the attack. Calculations are made for an optimal defense strategy and the system performs the packet dropping and redirection to a honeypot for further analysis. The defense strategy is kept in play for an hour before the network resumes its normal operation mode. If another attack is detected within this period, a new defense strategy is calculated and the defense parameters will be updated. Only packets with new source addresses are dropped or redirected to the honeypot. New sources are seen by the information module. The system composes of three main parts; detection, identification and mitigation modules. The processes performed by these modules are done before data enters into the network making it operable with any type of SDN setup.
The HWDS system performs both the detection and information processes. The detection process uses a method that analyses seven parallel IP flow dimensions to characterize traffic. The dimensions analyzed are the entropy of the source and destination IP addresses and ports, bits per second, packets per second and flows per second. The HWDS system creates a signature, known as the digital signature of network segment using flow analysis (DSNSF) for each analyzed dimension. The signatures are compared with signatures of known attacks and if found to be similar, the information and mitigation modules are activated. The information module relays information about the anomaly to both the network administrator and the mitigation module.
The mitigation module uses the GT approach to take measures autonomously to mitigate the attack. Calculations are made for an optimal defense strategy and the system performs the packet dropping and redirection to a honeypot for further analysis. The defense strategy is kept in play for an hour before the network resumes its normal operation mode. If another attack is detected within this period, a new defense strategy is calculated and the defense parameters will be updated. Only packets with new source addresses are dropped or redirected to the honeypot. New sources are seen by the information module.
The HWDS system was compared with a Fuzzy-GADS (genetic algorithm with double strings) system [53] and was found to perform better with most of the tests. It works with known attacks hence new or modified attacks may not be detected. The framework of this system is related to what was proposed by [54] but is more precise in detection, employing a deeper search of signatures of attacks.
Detection and Defense Algorithms of Different Types of DDoS Attacks (DDAD)
Yusof et al. proposed a DDoS detection and defense algorithm to defend against four types of attacks: UDP and TCP flooding, Smurf, and ping of death attacks [55] . The proposed detection algorithm checks if incoming traffic is normal or malicious. If packet arrival rate is greater than 100 packets/second, it is tagged malicious and will be dropped. A hybrid of Snort and IPTables is used by the defense system for deep packet inspection and to reduce incoming packet speed to protect the network in the presence of an attack. The attacks are then logged with details of the attack type, packet size, severity of the attack, duration of the attack, and attacker source address. Figure 11 shows the flow graph of the system. The algorithm is yet to be tested and evaluated by the authors.
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Mitigation Only Mechanisms
Mitigation only schemes are designed to mitigate an attack. They assume attack detection is performed by an already existing algorithm.
VFence
Jakaria et al. proposed a defense technique based on the network function virtualization (NFV) technology. VFence defends against attacks through a dynamic traffic filtering network [56] . The mechanism intercepts packets during an attack with the help of dynamic network agents. An overview of the system topology is shown in Figure 12 . Figure 12 . A dispatcher directs incoming traffic to an agent for processing. The distribution of packets is based on a dynamic agent assignment algorithm, which is performed in conformity with a forwarding table. The forwarding table maps flows to handling agents and is updated each time a flow is established, expires or ends. Agents are deployed or retired based on the network flow. Agents are added or deleted from the mapping as and when necessary. The agent, a dynamically created packet handler, filters out traffic with spoofed source IPs or known attack IPs and forwards legitimate traffic to the destination. The agents can also act as a dynamic firewall to drop suspicious flows. The agents relay information on their utilization, termination, and completion of connections to the dispatcher for forwarding table updates. The number of active agents in the system at each point in time is dependent on the flow of incoming packets. The higher the flow, the more the agents. The dispatchers and agents are virtualized network functions (VNF). A load balancing algorithm is used in directing packets to agents to evenly distribute the load among the agents and to avoid having a more than necessary number of agents. The system however, introduces a delay in the network
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4.1. VFence Jakaria et al. proposed a defense technique based on the network function virtualization (NFV) technology. VFence defends against attacks through a dynamic traffic filtering network [56]. The mechanism intercepts packets during an attack with the help of dynamic network agents. An overview of the system topology is shown in
Moving Target Defense Mechanism Against (MOTAG) Internet DDoS
Wang et al. proposed MOTAG, a moving target defense mechanism against internet DDoS attacks [57] . The mechanism defends against DDoS attacks by employing dynamic proxies to transmit traffic between authenticated servers and clients. The scheme was aimed at protecting sensitive online services against attacks. Clients are shuffled across hidden proxies, that is, proxies with IP addresses known to only legitimate clients, in the event of an attack using a greedy algorithm. The system architecture of MOTAG is shown in Figure 13 . The authors assumed that using an effective authentication scheme eliminates the possibility of attacks from outside sources and so the system was designed to counter attacks from authenticated clients. An external attack means an insider made known a node address to an external source for an attack, thus, isolating and blocking that insider A dispatcher directs incoming traffic to an agent for processing. The distribution of packets is based on a dynamic agent assignment algorithm, which is performed in conformity with a forwarding table. The forwarding table maps flows to handling agents and is updated each time a flow is established, expires or ends. Agents are deployed or retired based on the network flow. Agents are added or deleted from the mapping as and when necessary. The agent, a dynamically created packet handler, filters out traffic with spoofed source IPs or known attack IPs and forwards legitimate traffic to the destination. The agents can also act as a dynamic firewall to drop suspicious flows. The agents relay information on their utilization, termination, and completion of connections to the dispatcher for forwarding table updates. The number of active agents in the system at each point in time is dependent on the flow of incoming packets. The higher the flow, the more the agents. The dispatchers and agents are virtualized network functions (VNF). A load balancing algorithm is used in directing packets to agents to evenly distribute the load among the agents and to avoid having a more than necessary number of agents. The system however, introduces a delay in the network
Wang et al. proposed MOTAG, a moving target defense mechanism against internet DDoS attacks [57] . The mechanism defends against DDoS attacks by employing dynamic proxies to transmit traffic between authenticated servers and clients. The scheme was aimed at protecting sensitive online services against attacks. Clients are shuffled across hidden proxies, that is, proxies with IP addresses known to only legitimate clients, in the event of an attack using a greedy algorithm. The system architecture of MOTAG is shown in Figure 13 . The authors assumed that using an effective authentication scheme eliminates the possibility of attacks from outside sources and so the system was designed to counter attacks from authenticated clients. An external attack means an insider made known a node address to an external source for an attack, thus, isolating and blocking that insider deals with the attack. Each authenticated client is randomly given an active proxy node and sees only the IP address of the proxy node assigned to it. MOTAG comprises four main inter-connected units; the authentication server, the filter ring, the proxy nodes and the application server. The application server is the provider of the online service to be protected.
The authentication server gives out a token for every client-to-proxy session and limits the client's throughput to a specific number of packets per session, which helps to detect the presence of an attack. Cryptographic puzzles must be solved by clients before they are authenticated. When an attack is ongoing, an additional number of nodes are created. All the nodes are grouped under either serving proxy nodes or shuffling proxy nodes. Serving nodes are relatively unchanging, providing service to known innocent users. Shuffling nodes are shuffled between suspicious clients and are replaced if found to be under attack. Shuffling is done till the malicious clients are found out. The main idea is that since the suspicious clients are being moved around different nodes with different IP addresses, if a new node is attacked, the insider can only be connected to the new node. Shuffles are done till the actual malicious client is pinpointed.
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Shuffling and pairing will become huge if there are a lot of clients assigned to a proxy node. Attacks from external sources cannot be fully prevented and an attack will go on for a long period unyil offending client(s) are pinpointed. Computing capacity and bandwidth is reserved to meet needs of proxy nodes as well as to provide sufficient capacity to create a large number of additional proxy nodes. MOTAG is only capable of mitigating network flooding attacks on Internet services that mandate client authentication. It is not suitable for securing open Internet services designed for anonymous users.
Nevertheless, MOTAG is resistant to brute-force attacks from outsiders due to the hidden proxy nodes.
Catch Me If You Can (CMIYC)
Jia et al. proposed a cloud-enabled moving target defense system based on shuffling. The approach uses server replication and client reassignment to make victim servers moving targets to isolate attacks [58] . The scheme improves on concepts proposed by the authors of MOTAG [57] . During an attack, server replication is done quickly and selectively in the cloud. The attacked servers are replaced with the replicated servers and are taken offline after clients are moved to the replica servers. The network locations of the replica servers are only known to the clients assigned to them. Shuffling of the servers is done when attackers attack the replica servers as well to determine the Shuffling and pairing will become huge if there are a lot of clients assigned to a proxy node. Attacks from external sources cannot be fully prevented and an attack will go on for a long period unyil offending client(s) are pinpointed. Computing capacity and bandwidth is reserved to meet needs of proxy nodes as well as to provide sufficient capacity to create a large number of additional proxy nodes. MOTAG is only capable of mitigating network flooding attacks on Internet services that mandate client authentication. It is not suitable for securing open Internet services designed for anonymous users.
Jia et al. proposed a cloud-enabled moving target defense system based on shuffling. The approach uses server replication and client reassignment to make victim servers moving targets to isolate attacks [58] . The scheme improves on concepts proposed by the authors of MOTAG [57] . During an attack, server replication is done quickly and selectively in the cloud. The attacked servers are replaced with the replicated servers and are taken offline after clients are moved to the replica servers. The network locations of the replica servers are only known to the clients assigned to them. Shuffling of the servers is done when attackers attack the replica servers as well to determine the malicious clients. A greedy algorithm is used in the shuffling process. The architecture of the mechanism is shown in Figure 14 .
A load balancer connects every new client to an active replica server using any assignment algorithm. Replica servers admit only the clients whose IP addresses are confirmed by the referring load balancer. During an attack, replacement replica servers are created across the cloud in different locations and reassignment of clients is done. After reassignment is done, the attacked servers are taken offline and reused. Reassignment of clients to replica servers is done till the attacking clients are isolated to one replica server. The coordination server keeps the entire state of the defense system and controls real-time actions against the attacks. It is responsible for running the shuffling algorithm and computing the optimal shuffling plan.
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The system was evaluated with simulation with MATLAB as well as a prototype implemented using the Amazon EC2 [59] as a coordination server. The system is very effective on attacks aimed at static locations and from naïve bots. However, the system introduces some amount of latency in the network. Also, latter shuffles separate bots from benign users less effectively than early shuffles.
MultiQ
Lim et al. proposed a scheduling-based architecture for the controller in SDNs for continued operation in the presence of an attack [60] . The assumption was that the attacker does not know the exact location or IP address of the SDN controller and therefore floods a known server to overwhelm the controller. The proposed scheme, known as MultiQ, simply modifies the controller model to divide the single request processing queue into a number of logical queues, each corresponding to a flow switch. The queues are then served with a scheduling algorithm. The proposed scheme was compared with two others, Static and SingleQ and found to perform better. However, the system may be crippled if the attack is generated from different networks.
An Effective DDoS Defense Scheme for SDN (EDSS)
Huang et al. proposed a defense scheme to protect the controller in an SDN from attack [61] . The system predicts the number of new requests based on the Taylor series and directs requests with a prediction value beyond a previously set threshold to a security gateway. Rules are set in the security gateway and requests that cause a drastic decrease in entropy are filtered out. The rules are sent to The system was evaluated with simulation with MATLAB as well as a prototype implemented using the Amazon EC2 [59] as a coordination server. The system is very effective on attacks aimed at static locations and from naïve bots. However, the system introduces some amount of latency in the network. Also, latter shuffles separate bots from benign users less effectively than early shuffles.
MultiQ
An Effective DDoS Defense Scheme for SDN (EDSS)
Huang et al. proposed a defense scheme to protect the controller in an SDN from attack [61] . The system predicts the number of new requests based on the Taylor series and directs requests with a prediction value beyond a previously set threshold to a security gateway. Rules are set in the security gateway and requests that cause a drastic decrease in entropy are filtered out. The rules are sent to the controller, which in turn forwards them to each switch to direct flows consistent with the rules to a honeypot. The system architecture is shown in Figure 15 .
Upon arrival of a packet at the Openflow switch, a check is made for rules matching the packet. If there is a rule matching the packet, action is taken accordingly, else the packet is sent to the controller if the prediction value is below the threshold or to the security gateway if above the threshold. The security gateway determines if there is an attack or not by entropy and known attack patterns. the controller, which in turn forwards them to each switch to direct flows consistent with the rules to a honeypot. The system architecture is shown in Figure 15 . Upon arrival of a packet at the Openflow switch, a check is made for rules matching the packet. If there is a rule matching the packet, action is taken accordingly, else the packet is sent to the controller if the prediction value is below the threshold or to the security gateway if above the threshold. The security gateway determines if there is an attack or not by entropy and known attack patterns.
Discussion
A number of defense mechanisms have been discussed in the previous section. Table. 1 shows a summary of evaluations conducted by the various authors on their proposed mechanisms. The absence of a standard set of comparison metrics informed our decision to select some metrics to better have a fair comparison. Five performance metrics were chosen and we define them below.
1. Scalability: Scalability is the ability of the defense mechanisms to function effectively in the event where there is an increase in attack traffic and attackers. 2. Detection rate (Accuracy): Accuracy is the ability of the attack detection system to correctly detect the presence or absence of an attack, that is, the true positives and negatives. 3. Benign packet loss: Benign packet loss is the number of benign packets lost during an attack. 4. Precision: Precision of the system is the ability of the system to detect the presence of an attack (true positives) consistently. 5. Overhead cost: The overhead cost is the additional computational or communication cost the defense system adds to the network. D is used to indicate detection mechanisms in the table, T is used for traceback, M is used for mitigation, and DM is used for detection and mitigation mechanisms.
The metrics chosen provide an idea of how seamless the defense mechanism can be incorporated into already existing systems and networks whilst still being effective. Any network security defense mechanism should be able to cope with a large data set over a large network with many connected devices, should have a high success rate in ensuring the network is secure, should ensure legitimate 
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2.
Detection rate (Accuracy): Accuracy is the ability of the attack detection system to correctly detect the presence or absence of an attack, that is, the true positives and negatives. 3.
Benign packet loss: Benign packet loss is the number of benign packets lost during an attack. 4.
Precision: Precision of the system is the ability of the system to detect the presence of an attack (true positives) consistently. 5.
Overhead cost: The overhead cost is the additional computational or communication cost the defense system adds to the network.
D is used to indicate detection mechanisms in the table, T is used for traceback, M is used for mitigation, and DM is used for detection and mitigation mechanisms.
The metrics chosen provide an idea of how seamless the defense mechanism can be incorporated into already existing systems and networks whilst still being effective. Any network security defense mechanism should be able to cope with a large data set over a large network with many connected devices, should have a high success rate in ensuring the network is secure, should ensure legitimate users are still able to have access to resources even in the event of an attack and should ensure there is no or negligible slowdown in the network. In view of these requirements, these five metrics were chosen.
Scalability gives an idea of how the proposed system will cope if employed in a real-world scenario with a large network and multiple devices, as well as multiple attack sources. Scalability is an important metric which determines how effective or not a solution will be when adopted. Accuracy of the system helps to determine how correctly the system will detect the presence or absence of an attack. An inaccurate system will raise a lot of false alarms of an attack and will also not always detect an attack, making attack traffic flow through the system unnoticed. Benign packet loss provides information on how much benign packers are lost during an attack. One important reason for employing a DDoS defense mechanism is to ensure legitimate users have access to the network or service. Having a lot of lost benign traffic means a lot of retransmissions or requests from legitimate users or an inability of the requests to be processed, ultimately inconveniencing them. Precision helps to determine the consistency of the system in detecting the presence of an attack. The more consistent a system is, the easier it is to predict its effectiveness in managing an attack. Changes to the system to improve on its capabilities can also be done in future easily when it performs functions consistently. Overhead costs introduce some latency in the network. Most end users (legitimate users) accessing a network or service are interested in how quickly they can have their requests processed. Having a noticeable lag in the network inconveniences the end user.
Evaluation of defense schemes with respect to the metrics chosen was done with information provided by the authors of the respective schemes in their published papers. The tests and results in these papers provided an idea of how the schemes performed with respect to the metrics chosen. However, not much information was provided for some schemes, making it impossible to evaluate them with respect to certain metrics. Also, defense mechanisms which were not tested were not given any evaluation report.
A good detection or traceback mechanism should be quick to react, highly accurate, and precise in detecting an attack and should be able to perform effectively in the presence of large attack traffic. Traceback mechanisms should also be able to trace the attack back as close to the attack source or sources as possible. A good mitigation solution should have very low benign packets lost and should perform effectively in the presence of large volumes of attack traffic. Additionally, all defense mechanisms should have low overheads to avoid degrading the network further in the presence of an attack.
Based on the results provided by the authors, we realized that the overhead costs for detection and traceback was significant and had impact on the network. RADAR, SD-Anti-DDoS, and CMIYC were found to have the lowest overhead costs to the network. Scalability was found to be generally medium for most of the systems, though more real-world tests would have to be conducted to concretely determine. Detection rates, precision, and benign packet loss were found to be generally acceptable across board.
Further optimization needs to be done to reduce overhead costs for the mechanisms. Defense mechanisms need to have low computational and communication costs on the network as this would determine how fast the defense mechanism would operate in the event of an attack. A mechanism which is fast in communication alerts all necessary systems in the defense process quickly enough to prevent a creation of a time-gap, in which attack traffic can cause some damage before it is stopped. Scalability is also an issue which needs to be addressed further. With the increasing rates, volume and number of bots used in attacks, defense mechanisms should be able to perform effectively in the presence of a large attack. This is necessary to prevent an attack from overwhelming the defense mechanism to the point of ineffectiveness or increased degradation to the network, in which case the DDoS would have been successful.
To be able to come up with a robust defense system, scalability and overhead costs should be optimized for real-world situations, since these metrics would determine how practical a solution is.
Conclusions
With the increase in the scale, sophistication, and volume of modern-day DDoS attacks, it is important that more research is conducted to come up with very robust defenses to combat attacks.
We have discussed the current DDoS defense mechanisms in this paper. We classified the defense mechanisms according to the main functions they perform, that is, detection, traceback, mitigation, and detection and mitigation. We also discussed their strengths and weaknesses. We found out that most of the solutions struggle with scalability and may not be able to perform effectively in the real world, considering the increased volume of attack bots and traffic involved in modern attacks. Most of the current solutions also added some significant extra computation and communication overhead to the network, which would have an impact on the network, possibly slowing it down some more, in a real-world scenario with large volumes of attack traffic.
A comparison was made of the various mechanisms, however, not all solutions had results for the necessary metrics we used in the comparison. For such mechanisms, more test will have to be conducted to determine their actual performance based on the metrics we chose. Overall, most of the defense solutions reviewed performed acceptably well and more research should go into making them perform better, especially for a real-world scenario. 
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