Quasi-Orthogonal Space-Time Block Code (QO-STBC) may be preferred to Orthogonal STBC as it can achieve a higher code rate and to non-orthogonal STBC as it can achieve a lower decoding complexity. In this paper, the algebraic structure of QO-STBC is derived. The search of QO-STBC with rate greater than one for four transmit and at least two receive antennas is carried out. With the aids of graph theory, it is found that if the transmit diversity level is four, the maximum code rate is limited to 5/4; while if the transmit diversity level is lowered to two, the maximum code rate can go up to 4. The maximum likelihood decoding of these QO-STBCs can be computed in two separated groups, hence lead to a lower decoding complexity as compared to other non-orthogonal STBCs.
I. INTRODUCTION
Orthogonal Space-Time Block Code (0-STBC) can provide full transmit diversity with simply linear processing [l], however its code rate will be less than one when more than two transmit antennas and complex constellation are used. As a result, Quasi-Orthogonal Space-Time Block Code (QO-STBC) [2-41 is proposed to achieve a higher code rate than 0-STBC at the trade off of a slightly increased in decoding complexity. The maximum likelihood (ML) decoding of QO-STBC can be done by joint detection of half of the transmitted symbols.
However from the info theoretic point of view, it is known that that when there are multiple receive antenna, existing 0-STBCs and QO-STBCs, which have a code rate less than or equal to one, will suffer a loss of capacity. Hence STBC that can achieve code rate greater than one, and posses a simplified ML decoding would be attractive. 0-STBC has been shown to have maximum code rate less than one due to the constraint of supporting linear ML decoding complexity [l] . QO-STBC with code rate greater than one remains an open issue. In this paper, our aim is to design QO-STBC with code rate greater than one for use with the system that has more than one receive antennas.
The organization of this paper is as follow: Section I1 gives the signal model and derives the algebraic structure of a QO-STBC. Section 111 discusses the design of high-rate QO-STBC by specifying the design parameters, problem definition and modeling. We also proposed an algorithm to perform the code search based on graph theory. Finally section IV concludes the paper.
QO-STBC

A. Generic STBC Representation
Suppose that there are N, tansmit antennas, N,. receive antennas. The transmitted STBC can be written as a T x N, matrix G . It is assumed that the data sequence is broken into blocks of K complex symbols { x,, x2, ..., XK } for transmission over T symbol periods. The code rate of the STBC is defined as KIT. Following the signal model in [5] with slight modification, G can be expressed as:
where the transmitted symbols xp = sp + j s, ,
Matrices 4 are called "dispersion matrices" and have size T x N,. They are also constrained by the power distribution constraint tr(A:A,) = TN, / K [5] . The design of STBC depends crucially on the choices of the parameters T, K and the dispersion matrices A,. The received signal model for system with multiple transmit and multiple receive antennas can been shown as:
where the normalization is to ensure that the SNR (p) at the receiver is independent of the number of transmit antennas, H is the equivalent channel matrix, and r =
In ( 
B. Algebraic Structure of QO-STBC
The concept of QO-STBC is to divide all the transmitted symbols into G independent groups, symbols in a group are orthogonal to all symbols in other groups, while strict orthogonality requirement among the symbols within a group is released. As a result, received symbols can be separated into G independent groups by simple linear processing, and the decoding complexity of the ML decoding per group is only to jointly decode KIG complex symbols that are within the same group. This is much simpler than most non-orthogonal STEIC, such as [5] , which requires a joint detection of K complex symbols. Definition 1: A quasi-orthogonal design is such that HTH is block-diagonal.
In order to separate the transmitted symbols into G independent groups, matched filter (HT) is multiplied to the received signal in (2) . Let us consider a snapshot of HTH: By refemng to (3) , in order to achieve orthogonality among the symbols of different groups (e.g. symbols with index U and v, where 1 U , v I 2K, and v g G(u)), the summation terms included in the boxes in (3) are required to be zero, hence AT& or AT& has to be skew-symmetry. This is the result of Theorem 1, which is stated below. (Symmetry)
Since .CUT& = [ : ] , it is easy to verify that AT& is skew-symmetry by making use of (4). Similar can be shown for AT&. Hence Proposition I is proved.
It can be shown that all the QO-STBCs proposed in the literature, such as [2] [3] [4] have their dispersion matrices follow the algebraic structure GQOC in (4) . With this algebraic structure, we are able to search for QO-STBC with the desired code-rate using the method proposed next.
SEARCH OF HIGH RATE QO-STBC
A. Code Construction Parameters
Parameters used for generating the dispersion matrices, which will be used for the code search, are first defined:
Code length: It specifies the code length of the QO-STBC and assumed to be T = N, = 4 in this paper.
Matrix Entries:
It specifies the entries of a dispersion matrix and it is set to be (0, k l , Lj} in this paper. Matrix Rank It specifies the rank of a dispersion matrix. This parameter is highly related to the transmit diversity of the QO-STBC. E.g. a QO-STBC with its dispersion matrices of only rank 2 can never provide a transmit diversity greater than 2 [6] . In this paper, we assume a rank value 2 or 4. Matrix Weight: It specifies the number of non-zero entries in each row of a dispersion matrix. It is assumed to be 1 or 2 in this paper. Group: It specifies the number of groups that the transmitted symbols can be divided into. G>1 is required in this paper.
B. Problem Formulation
To carry out the code search, we can divide the whole 1. Generate a series of N matrices with desired parameters, e.g. rank 4 and weight 2. 2. From this series of matrices, find out those that can be divided into G groups according to the GQOC. 3. Identify those that can provide a code rate greater than one, i.e. an equivalent channel matrix of rank > 2T.
Consider for the case with rank 4 and weight. To generate series of matrices satisfying these parameters, one can make use of the complex Hadamard matrices shown in Among these 4096 matrices, determine which can satisfy the GQOC and provide a QO-STBC of rate greater than one is an NP-complete problem [7] (consider that we are going to divide the matrices into G = 2 groups, so each of the matrices can either in the first group, or in the second group or not in any group, so there are 3N possible combinations). Hence an efficient search algorithm is required to expedite the SearcWgrouping process.
A method based on graph theory is proposed, which will be stated in more details in the next section, to carry out Step 2 . From the results obtained in Step 2 solved by the proposed algorithm, we may find M matrices (which can be grouped into G groups) that satisfy the GQOC in (4) among the matrices in different groups.
Step 3 is to check the rank, R, of the equivalent channel matrix H in (2) formed by the Mmatrices. This is because R represents the number of real symbols that can be supported by such equivalent channel. Hence if R < M, it implies that M -R matrices are useless as they are linearly dependent on the rest of the R useful matrices. So only R (out of those M matrices) matrices can be used to form a QO-STBC with code rate Rl(2T). If R = M, it implies that all of those M matrices found can be used to form a QO-STBC. So in Step 3 , we need to identify those R matrices that will give us an equivalent channel matrix H of rank R out of M matrices. Furthermore, in order to achieve a code rate greater than one, it is required R > 2T.
C. Graph Modelling
As mentioned earlier, in the Step 2, how to separate the N matrices into G groups according to the GQOC in (4) is a NP-complete problem. By examining the relationship between the set of N matrices generated, one can plot a graph as shown in Figure 3 by marking a blue point if the k matrix in the x-axis and the I matrix in the y-axis satisfy GQOC in (4), where 1 5 k, I I N. It is can be shown that for the example of 4096 matrices generated with parameters rank 4 and weight 2, every matrix only satisfies GQOC with another 56 matrices. So if we treat Figure 3 as a matrix, it can be said that this matrix matches the requirement to be a sparse matrix (where only 56/4096 = 1.37% of the matrix entries are non zero, this is less than the general definition of sparse matrix which require non-zero entries to be less than l0'%0) [8] . And one of the efficient representations of such sparse matrix is to model it as a graph.
In other words, our code search problem in Step 2 can be solved with the help of graph theory. We model the N matrices as a series of N nodes. Whenever the two matrices satisfy the GQOC, there will be a unidirectional link between them. By doing so, we will obtain a graph. A simple graph example is shown in Figure 4 , where matrix Ai satisfy GQOC with matrices AZ, A4, AS respectively, hence there are links between AI with AZ, Ai with & and AI with A5. Likewise can be said for the rest of the graph. 
D. ModiJied Depth First Search
Consider the graph in Figure 4 as example, it can be seen that if we are searching for a QO-STBC, matrices Ai and A3 can form a group while matrices AI and & can form another group. These two groups of matrices are orthogonal to each another, because A, establish the GQOC link with A2 and A4, similarly for Aj. Hence in general, since it is required that matrices in one group to follow GQOC to the matrices in another group, we can always find links that connect every matrices in one group to every matrices in another group. As a result, by using this property, if we pick up a matrix in a group as a starting point and performed a "modified" spanning tree algorithm, we will be able find out the grouping of the matrices, as they are inter-connected.
Figure 4 Example of graph
Depth first search (DFS) [7] is an algorithm in graph theory that provides a systematic way to visit all nodes in a graph that can be reached from a given starting node. The DFS algorithm is revised in Figure 5 . A modified DFS (MDFS) algorithm is then proposed in Figure 6 in order to solve our matrix grouping problem.
Input: Graph, number of nodes in graph (N) Output: a tree Twith every node only visited once Comparing the DFS algorithm in Figure 5 and the MDFS algorithm in Figure 6 , one can find the following differences: 0 In MDFS, every node can be visited more than once.
0
In MDFS, there is an assignment of group to the nodes in tree. In MDFC, there is an additional requirement that nodes in tree with different groups must have link connected.
Using the graph example in Figure 4 , the tree constructed by DFS and MDFS with G=2 are shown in Figure 7 ii"? Q A3 Q 0 Group 1 node @ Group 2 node (a) DFS tree @) MDFS tree Hence this algorithm implement the code search in Step 2 discussed earlier on.
E. Results
Consider the example that of N = 4096 matrices with rank 4 with weight 2 we have used earlier on. If we specified the G = 2, using the MDFS algorithm proposed, we are able to find M = 16 matrices (which can be divided into two groups), with R = 10 (which can provide an equivalent channel matrix with rank ten). Hence a rate R/2T = 5/4 QO-STBC for four transmit antennas and code length T = 4 can be obtained. There are a few set of solutions, one of the solutions is given in the Appendix.
From the matrices AI to A16 shown in the Appendix, one can easily check that matrices AI to As in the Appendix satisfy the GQOC to the matrices A9 to A16. In other words, if they are used to form a QO-STBC, the ML decoding can be done in two separated sub-streams. Although there are 16 matrices, if we check the rank of the equivalent channel matrix form by them, it has a value of 10 instead of 16. In other words, out of these 16 matrices, only 10 of them are linearly independent, the other 6 matrices are linearly dependent on the previous mentioned 10 matrices, and hence those 6 matrices cannot be used. Specifically, it is found that AI to As, A9 to AI3 are the 10 matrices that can be used to have an equivalent channel matrix of rank 10 and hence can be used to form a QO-STBC with rate of 5/4. Table 1 summarizes the results of our code search of various parameters. An interesting result is that, in order to achieve a code rate greater than one, weight greater than 1 seems to be the only choice. And in order to achieve a high code rate (e.g. 4), the rank (hence the transmit diversity) has to be reduced to 2. All the high-rate codes (shaded rows in Table 1 ) also only have group equals to 2. The decoding performance of the codes referred in Table  1 is not reported in this paper. It can be shown that the code for the rank 2, weight 2 and group 2 found in this paper has comparable performance as the DSTTD code in [9] for four transmit antennas system, and outperform all the codes reported in [ 101 for three transmit antennas system.
IV. CONCLUSION
In this paper, the algebraic structure of a QO-STBC is derived. A graph-based technique to provide a computer search of QO-STBC for rate greater than one is proposed. Parameters that are critical to the search are introduced. Due to the high complexity of the code search, Modified Depth First Search (MDFS) algorithm similar to the Depth First Search algonthm in graph theory is proposed to facilitate the code search. A few high-rate QO-STBCs are found. It is found that in order to have a transmit diversity level of four, while having a reduced maximum likelihood (ML) decoding complexity, the maximum code rate can only be 5/4. In order to achieve a higher code rate, the transmit diversity level has to be scarified. Specifically, for a transmit diversity level of two, the maximum code rate that QO-STBC is 4.
All the new high-rate QO-STBCs found have their ML decoding carried out in two separated sub-streams. And an interesting finding is that, new high-rate QO-STBC has a "weight" of two. codes for high throughput efficiency", GLOBECOM2001, Pp:l103-1107. 
