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Abstract
Convective heat transfer prediction of evaporative processes is more compli-
cated than the heat transfer prediction of single-phase convective processes. 
This is due to the fact that physical phenomena involved in evaporative pro-
cesses are very complex and vary with the vapor quality that increases gradu-
¢ȱȱȱĚȱȱǯȱ Ȭ ȱȱȱȱȱȱ
ȱȱȱȱĴȱ¢ȱ ȱȱȱȱǯȱ
In this investigation, neural-network-based models have been used as a tool for 
prediction of the thermal performance of evaporative units. For this purpose, 
¡ȱȱ ȱȱȱȱ¢ȱȱȱȱȬĚ ȱ-
ȱȱȱ¡ȱ ȱŗřŚȱȱĚ ȱȱȱȱ
section and temperature controlled warm water moving through the annular 
section. This work also included the construction of an inverse Rankine refrig-




purposes and the results obtained were compared with experimental data not 
used for training purposes. The results obtained in this investigation reveal the 
ȱȱȱęȱȱ ȱȱȱȱȱȱ
determining convective heat transfer rates of evaporative processes.
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Introduction
Thermal systems are engineering systems that involve 
ȱěǯȱ
ȱȱȱȱȱȱ
analysis, design and control of these systems, and has a 
long history of development in response to the needs of 
a great variety of applications. One of the modern tech-
nologies that has been successful as an analysis tool is 
ȱȱȱęȱȱ ǯȱȱ-
ȱȱȱȱȱĴȱǰȱȱ
making, control systems, information processing, sym-
bolic mathematics, computer vision and robotics. The 
ȱȱęȱȱ ȱȱȱ¡ȱ ȱȱ
wide variety of disciplines, among which are the ther-
mal sciences, because it allows to study complex ther-
mal systems that otherwise would be impossible to 
characterize with conventional analytical techniques. 

ȱȱȱȱȱ¢ȱȱȱȱǲȱȱ
is a need for buildings and homes that provide comfort 
£ȱ ¢ȱ ǯȱ ęȱ ȱ  ȱ
have been studied over the last decades and are an ex-
cellent option for modeling complex systems. Some of 
the thermal systems that have been studied with this 
ȱȱȱȱȱȱȱĜȱ
(Jambunathan et al., 1996), determination of Nusselt 
number (Thibault and Grandjean, 1991), prediction of 
heat transfer in heat exchangers (Díaz et alǯǰȱ ŗşşŜǲȱ-
checo-Vega et al., 2002, 2001a, 2001b), estimation of heat 
transfer in the transition region of a circular tube (Gha-
jar et al., 2004), the thermal performance of cooling 
towers (Islamoglu, 2005), analysis of shell and tube heat 
exchangers (Wang et al.ǰȱŘŖŖŜǼǰȱȱȱȱęȱ
tubes (Ermis et al., 2007), friction and heat transfer in 
¢ȱęȱȱǻȱet al., 2007), the mode-
ȱȱȱȱȱǻ
£ȱet al., 2008), the 
characterization of compact heat exchangers (Ermis, 
2008), the estimation of thermal performance of plate 
ȱȱȱ¡ȱ ǻȱȱǰȱŘŖŖşǼǰȱ-
ȱ ȱ ęȱ ȱ ȱ ǻȱ ȱ ǰȱ
ŘŖŗŖǼǰȱȱȱęȱȱȱǻȱet 
al., 2010) and indirect evaporative cooling (Kiran and 
Rajput, 2011). The ęȱ ȱ   (ANN) is a 
procedure that permits the modeling of complex sys-
tems that cannot be described with simple mathemati-
cal models. One of the main advantages is that it does 
not require a detailed knowledge of the physical phe-
nomena describing the system under analysis. The 
principle of the ANN is based on the structure and 
functioning of neural systems, where the neuron is the 
















ȱ ȱ ȱ àȱ ȱ ȱ ȱ ȱ ȱ ȱ ȱ
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shapes, sizes and lengths. The biological neuron, as 
shown in Figure 1, is formed by the body of the cell, 
anaxon and dendrites. The axon is a protuberance that 
transports the signal coming from a neuron to other 
neurons at subsequent layers, and the dendrites provi-
de enough surface area to facilitate connection with 
neurons of previous layers. The dendrites divide in 
such a way that they form dense dendritic trees, and the 
axons also divide to some extent, but not so much as the 
ǯȱ ęȱ ȱ  ȱ ȱ ȱ ǻȱ
neurons), as shown in Figure 2, whose function is to 
make mapping operations between inputs and outputs. 
ȱęȱȱȱȱȱȱȱȱȱ
others through linkages corresponding to connections 




is the product of the output of a neuron and the weight 
that connects them. Therefore a positive (or negative) 
weight of large value corresponds to a large excitation, 
while a small weight corresponds to a negligible excita-
ǯȱȱȱěȱęȱȱęȱ-
ȱ ǲȱȱ¢ȱȱȱȱȱ¢ȱ
employed in engineering problems. This kind of neural 
network is called multilayered perceptron or feed 
 ȱ ǯȱȱęȱȱ ȱȱȱ
3, and has a series of layers, each formed by a set of 
ȱǻȱǼǯȱȱęȱ¢ȱȱȱȱ¢ǲȱ
the last one is called output layer, while the inner layers 
are the hidden layers. A neural network is fully connec-
ted when each node of a layer is connected to all the 
nodes of the adjacent layers. The objective of this inves-
ȱ ȱ ȱȱȱȱęȱȱ ȱ
for the characterization of a refrigeration system. For 
this purpose an experimental setup was built and a sig-
ęȱ ȱ ȱ ȱ ȱ ȱ  ȱ ǯȱ
ȱȱȱȱęȱȱȱ
networks were trained and the results obtained were 
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Experimental setup and procedure
An experimental apparatus based on the inverse Ranki-




re 4 and shown schematically in Figure 5. The main part 
of it is the test section, in which a refrigerant is evapora-
ted by circulation through a concentric pipes heat ex-
ȱȱȱ ȱĚ ȱȱȱȱǯȱ
This apparatus has the following subsystems: conden-
sing unit, experimental evaporator test zone, evaporator 
heating, power supply, measurements and control devi-
ces. These subsystems are described as follows:
 Condensing unit, it has an alternative piston com-
ȱ ȱȱřśŖŖȱĴȱ¢ǰȱȱȬŗřŚȱ-
gerant, a forced air condenser, a receiving tank and 
service valves for refrigerant loading (Figure 6).
 Experimental evaporator test zone, which has a con-
centric pipes heat exchanger, as shown in Figure 7, 
ȱ ȱȱȱŗřŚȱĚ ȱȱȱȱ
ȱ ȱȱ ȱȱȱȬĚ ȱ-
de the annular section. The heat exchanger is 112 
ȱǲȱ ȱ ȱ ȱȱȱȱȱȱ
12.7 mm and is 0.89 mm thick, the outer tube has an 
inner diameter of 19.05 mm, both tubes are made of 
copper. In order to minimize heat losses to the exte-
rior, the outer surface of the outer tube is covered 
with an insulating material.
 Evaporator heating system, formed by a reservoir 
for storage of water, a section for water heating with 
three heating resistances of 15 Amperes, 127 Volts 
ǰȱȱŖǯśȱ
ȱȱȱȱĚ ȱȱǯ
ȱ  ȱ ¢ȱ  ȱ ȱ ǰȱ ŘŘŖȱ ȱ ǯǯȱ
each, and formed by 12 derived circuits.
 Measurements and control devices, with 12 measu-
rements among which are temperatures, pressures 
ȱȱĚ ȱǰȱȱȱȱȱȱȱ
evaporator heating water temperature and the refri-
ȱĚ ȱǯ
The measurements performed during the experiments 
are the following: Refrigerant temperature at the inlet 
and outlet of the test section, refrigerant temperature be-
fore the expansion valve, water temperature at the inlet 
and outlet of the test section, liquid R134a refrigerant 
ȱ Ě ȱ ǰȱ ȱ ȱ Ě ȱ ǰȱ ȱ
pressure at the inlet and outlet of the compressor, subcoo-
led refrigerant pressure before the expansion valve, and 
refrigerant pressure after the test section. The temperatu-
ȱȱȱȱȬŗŖŖȱ¢ȱ ȱȱȱ ȱȱ
load compensation and are mounted on the outer surface 
of the pipes. The temperature sensors have capabilities 
such as controllers, allowing outputs to relay, retransmis-
sion of the process output variable or communication to a 
serial port RS-485. With this capability, the temperature 
sensor that measures the water temperature at the inlet of 
ȱȱȱȱȱȱȱȦěȱȱ ȱ-
put to relay with the objective of maintaining a constant 
water temperature at the input of the test section. This 
relay controls the heating electric resistances power with 
the purpose of maintaining the water temperature at the 
ȱǯȱȱȱȱĚ ȱȱȱ-
termined when this is liquid at the exit of the condenser. 
ȱȱ ȱȱ ȱȱ ȱ ¢ȱĚ ȱ
Ĵȱ ȱ ȱ ȱ ȱ ȱ ȱŚȱ ȱ ŘŖȱ
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ȱĚ ȱȱȱȱȱȱȱȱȱ-
ȱ ȱȱ ȱ ȱ ¢ȱĚ ȱĴȱ ȱ
registers a signal ranging from 4 to 20 mA with a preci-
sion of 0.5% throughout the range of measurements. The 
 ȱȱĚ ȱȱȱȱŖȱȱŜŖȱȦǯȱȱ
refrigerant pressure at the inlet and outlet of the compres-
sor are measured with Bourdon type manometers, which 
have reading precision of 1%. The refrigerant pressure at 
the inlet to the condenser is read with a pressure trans-
ductor that has a precision of 0.25% in the range of mea-
ȱ ȱ ȱ ȱ Ŗȱ ȱ řŚŚŞȱ ǰȱ  ȱ ȱ Ȭ 
gistered with an output from 4 to 20 mA.
The thermoelectric expansion valve produces the low 
pressure needed for evaporation of the refrigerant. The 
valve used in this investigation is electronically contro-
lled by means of a step motor, a control card, a tempera-
ture sensor, a pressure transductor and a manual pa- 
rameter programmer. With the use of this thermoelec-
tric expansion valve it is possible to guarantee repeata-
¢ȱȱȱ¡ǰȱĴȱȱȱȱ
of superheating at the outlet of the test section, and au-
¢ȱȱȱȱȱĚ ȱǯȱ
The objective of the experiments was to obtain 200 
data points in a wide range of variation of the parame-
ters of the refrigerant evaporation process, that when 
used to train the neural network was representative of 
the phenomenon being analyzed. The water tempera-
ture was varied from 5.5°C to 8.8°C and the volume-
ȱĚ ȱȱȱ ȱ ȱȱ ȱřǯśŜȱ Ȧȱ ȱ
31.68 l/min, while the other parameters adjusted ac-
cording to the conditions of thermal balance through 
the change of position of the thermoelectric expansion 
valve, in a process that may take from 20 minutes to 2 
hours to stabilize. The parameters that adjust to the 
position of the valve took values within the following 
ǱȱȱȱĚ ȱȱȱŖǯŘśŝȱȦȱ
to 4.219 kg/min, vapor quality lower than 50% and re-
ȱȱȱ ȱŗśŗǯŝŚȱȱ ǻǼȱ
ȱŚŚŞǯŗŗȱǻǼǯȱȱȱǰȱȱ¢ȱȱ
energy balance, the heat absorbed by the refrigerant 
was calculated and compared with the heat released 
by the water. An uncertainty analysis of both calcula-
tions determined that the inaccuracy of the calculation 
of heat transferred due to errors in the measurements 
was 1.4% if calculated from the refrigerant side infor-




meters were chosen as relevant input data for characte-
rization of the thermal phenomena of evaporation of 
refrigerant in the concentric pipes heat exchanger des-
cribed before. These parameters are: saturation pressu-
re during the evaporation process (ǼǰȱȱĚ ȱȱ
of the refrigerant ( r
x Ǽǰȱ ȱ Ě ȱ
rate of water ( a
x ), temperature of 
water at the inlet of the heat exchan-
ger (Tea) and vapor quality at the in-
let of the heat exchanger (X). The 
output obtained from this input in-
formation is the heat transfer to the 
refrigerant ( erQ
x
). The Fortran 77 
code used for training and predic-
ȱ ȱ ęȱ ȱ -
works was developed by Díaz 
ǻŘŖŖŖǼȱ ȱ Ȭȱ ǻŘŖŖŘǼȱ ȱ
the 
¢ȱ of the University 
of Notre Dame. The training pro-
cess was made by adjusting the sy-
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ěȱȱȱȱȱȱǯȱȱ-
ral network was trained using the technique of back 
propagation, as described by Rumelhart et al. (1986). 
ȱȱęȱȱȱȱ ȱ ȱ-
ǰȱȱęȱȱȱȱȱ ȱȱȱ
of initial synaptic weights and biases. The second step 
was to feed forward, that starts by feeding data for the 
ęȱ¢ȱǻȱ¢Ǽǯȱȱȱȱȱ
forward to reach the nodes of the last layer (output la-
yer), and compared with the known output data to ge-
nerate an error. The third step was back propagation, in 
 ȱȱȱȱęȱȱȱ¢ȱȱȱ¢ȱ
means of a sigmoid function, which is used later to 
change the synaptic weights and biases. The training 
process ended when the error in the last cycle decrea-
sed below an established threshold value.
ȱěȱęȱȱ ȱę-
rations were analyzed and compared to determine 
 ȱ ȱĴȱȱȱȱȱȱȱ




ǰȱ ȱ¡ȱ ȱ ȱ ȱ ȱ ȱ Ηȱ
were calculated while the number of training cycles 




























 is the heat transfer determined from the expe- 
rimental data and p
rQ
x
 is the heat transfer predicted by 
ȱęȱȱ ǯȱȱŝśƖȱȱȱŘŖŖȱ¡-
rimental data were used to train every one of the neural 
 ȱ ęǰȱ ȱ ȱ ȱ ŘśƖȱ ȱ
comparison of the experimental results with the predic-
tion obtained from the neural network (for calculating  
ȱΗȱȱȱęǼǯȱȱ ȱȬȱet al. 
ǻŘŖŖŗǰȱŘŖŖŗǼǰȱȱęȱȱȱȱęȱȱ-
work was built with 100% of the available experimental 
data, because this allows for an optimum model in the 
range of the parameters. 
ȱȱȱȱ¢ȱ ȱęȱȱȱ
of the minimum value of the maximum error and stan-
dard deviation. An example of the behavior observed is 
shown in Figure 8 for the case of the neural network 
5-11-1. From the observations of this and other cases 
not shown in the paper, it was concluded that after 
120,000 cycles the reduction of the error was negligible, 
and this number of training cycles was taken as the 
standard throughout this investigation.
ȱ ¢£ȱ ȱ ŗşȱ ęȱ ȱ  ȱ




choice in terms of the standard deviation, 
ȱƽȱŖǯşşşŞȱȱΗȱƽȱŖǯŖŖśŗǯȱ
 ǰȱ ȱȱ
ȱ ȱȱ ȱǰȱ ȱ ȱ ȱ ę-
ǰȱ ȱ ęȱ śȬśȬřȬŗǰȱ śȬŜȬŚȬŗǰȱ śȬśȬśȬŗȬŗȱ ¢ȱ
5-5-5-3-1, that are also very compe-
ǯȱ ęȱ śȬśȬřȬŗǰȱ ȱ ƽȱ
ŗǯŖŖŖŞȱ ȱΗȱ ƽȱ ŖǯŖŖśŗȱ ȱ ȱ ȱ
good second option.









 for each one of the 200 
experimental data. It can be seen 
ȱȱęȱȱȱ¡-
tal and predicted values are very 
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Internal layers ę R Η Maximum error    (%)
1 5-1-1 0.9976 0.0156 7.13
1 5-3-1 0.9981 0.0074 5.44
1 5-5-1 0.9999 0.0052 2.49
1 5-7-1 1.0000 0.0052 2.56
1 5-9-1 1.0003 0.0052 2.50
1 5-11-1 0.9998 0.0051 2.46
1 5-13-1 0.9999 0.0053 2.48
2 5-1-1-1 0.9969 0.0182 7.18
2 5-3-1-1 0.9953 0.0093 2.92
2 5-5-1-1 0.9995 0.0055 2.62
2 5-5-3-1 1.0008 0.0052 2.53
2 5-5-5-1 0.9988 0.0057 2.70
2 5-6-4-1 0.9996 0.0054 2.48
3 5-1-1-1-1 0.9960 0.0206 7.31
3 5-3-1-1-1 1.0076 0.0217 6.69
3 5-5-1-1-1 0.9990 0.0053 2.84
3 5-5-3-1-1 0.9994 0.0053 2.63
3 5-5-5-1-1 0.9996 0.0059 2.58
3 5-5-5-3-1 0.9996 0.0056 2.55
7DEOH$UWLILFLDOQHXUDOQHWZRUN
FRQILJXUDWLRQV
      D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describes the perfect prediction. It is important to men-
tion that the error in the prediction is less than the 10% 
ȱȱȱȱȱȱęǰȱȱȱȱȱ
the errors encountered in predictions obtained with co-
rrelations that use conventional prediction techniques. 
It is evident that neural networks are an excellent tool 
for prediction of the thermal performance of the evapo-
ration of a refrigerant inside a concentric pipes heat ex-
ǯȱȱ ȱȱ ǻŗşşŗǼȱȱȱ Ȭ 
lation which is one of the most accepted for prediction 
of heat transfer during evaporation of a refrigerant insi-
ȱĚȱǰȱȱȱȱȱȱȱȱ-
lation is 30% when compared with their own data. In 
contrast, the maximum error obtained in the prediction 
of heat transfer in the evaporator with the optimal neu-
ȱ ȱęȱ ȱŘǯŜƖǰȱȱȱȱ-
ȱȱ ȱŖǯśŘƖǯȱęȱȱ ȱȱȱ
good option for prediction of heat transfer in evapora-
tors with errors of the same order of magnitude as the 
experimental uncertainty.
Conclusions
The physics involved in convective evaporation has in-
creased its complexity since the emergence of enhanced 
surfaces for evaporators and the change of refrigerants 
for others more environmentally friendly. For those 
reasons now it is even harder to have good correlations 
for prediction of the thermal performance of evapora-
tors, based on models that consider forced convection 
ȱĚȱȱȱȱǯ
ȱȱȱ¢ȱȱȱȱȱę-
cial neural networks, as developed in this investigation, 
are encouraging. The prediction of heat transfer obtai-
ned in this work has a maximum error of 2.46% and a 
mean quadratic error of 0.51%, which is by far lower 
ȱȱřŖƖȱȱ¢ȱȱǰȱȱȱȱ-
terton (1991) that use conventional correlation techni-
ǯȱ ȱ ȱȱ ęȱ ȱ  ȱ ȱ ȱ
excellent option for reliable and precise characterization 
of thermal systems where evaporation processes occur, 
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