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FOR LOW RANK MATRIX APPROXIMATION
by
John T. Svadlenka
Adviser: Distinguished Professor Victor Y. Pan
Recent advances in matrix approximation have seen an emphasis on randomiza-
tion techniques in which the goal was to create a sketch of an input matrix. This
sketch, a random submatrix of an input matrix, having much fewer rows or columns,
still preserves its relevant features. In one of such techniques random projections
approximate the range of an input matrix. Dimension reduction transforms are ob-
tained by means of multiplication of an input matrix by one or more matrices which
can be orthogonal, random, and allowing fast multiplication by a vector.
The Subsampled Randomized Hadamard Transform (SRHT) is the most popular
among transforms. An m× n matrix can be multiplied by an n× ` SRHT matrix in
O(mn log `) arithmetic operations where typically `  min(m,n). This dissertation
introduces an alternative, which we call the Subsampled Randomized Approximate
Hadamard Transform (SRAHT), and for which complexity of multiplication by an
input matrix decreases to O( (2n+ ` log n)m ) operations.
We also prove that our sublinear cost variants of a popular subspace sampling
algorithm output accurate low rank approximation (hereafter LRA) of a large class
of input. Finally, we introduce new sublinear algorithms for the CUR LRA matrix
factorization which consists of a column subset C and a row subset R of an input
matrix and a connector matrix U. We prove that these CUR algorithms provide close
LRA with a high probability on a random input matrix admitting LRA.
iv
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1 Introduction
1.1 Low Rank Approximation of a Matrix
Many scientific disciplines and commercial enterprises are increasingly challenged by
the scale of modern massive data sets (MMDS) collected from a variety of sources
including sensor measurement, computational models, and Internet. The enormous
size of these data sets prohibits application of classical matrix algorithms. A fun-
damental strategy to cope with this problem is to compress these matrices without
compromising the information in the associated data set.
This strategy of matrix approximation can be especially effective in the cases
where a matrix is close to a matrix of low rank. The latter matrix can be represented
with much fewer rows and columns without loss of information. It is algorithmically
efficient to use a representation by a sketch - a random submatrix of an input matrix
having smaller size. Afterwards, this sketch matrix may be processed using the matrix
algorithms which would have been infeasible with the original matrix.
A popular implementation of this approach is the strategy of dimension reduction
whereby the goal is to approximate a matrix by one of much smaller rank. In this
dissertation we decrease the computational complexity bounds of a certain class of
dimension reduction algorithms for matrix approximation.
In a second LRA approach we construct two submatrices from the input matrix,
one containing a subset of rows and the other consisting of a subset of columns, to
generate an approximation, the CUR factorization, with matrices of smaller size. In
this dissertation we also propose new sublinear CUR matrix factorization algorithms
for the low rank approximation (hereafter LRA) of a matrix.
1
1.2 Dimension Reduction Transforms
A recent direction in dimension reduction is to approximate the range of the input
matrix by means of random projections. Dimension reduction transforms play a key
role in these random projections typically formulated as the product of the input
matrix and one or more matrices each of which may be orthogonal, random, and
equipped with a fast multiplication operation.
One of the most efficient dimension reduction techniques is multiplication by
random matrices of Walsh-Hadamard transforms at superlinear cost [T11] and by
their sublinear cost sparsified deterministic variants in [PLSZ16], [PLSZ17], and
[PLSZ19]. By extending the latter approaches, we introduce a dimension reduction
transform, which we call the Subsampled Randomized Approximate Hadamard Trans-
form (SRAHT). It generalizes the well-known Subsampled Randomized Hadamard
Transform (SRHT) and enables algorithmic improvements for LRA.
In our SRAHT construction the Hadamard matrix is replaced with a Hadamard-
Haar hybrid matrix of dimension n = 2m specified by an approximation level parame-
ter i for i = 0, . . . ,m−1. Suppose that Ω is an `×n SRAHT matrix at approximation
level i and that V ∈ Rn×k is a matrix of orthogonal columns for n = 2m. Furthermore,

















with a probability at least 1 − 3
k
. Moreover, we show that matrix multiplication
with an SRAHT matrix improves upon the sublinear complexity of the SRHT. Given
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an input matrix A ∈ Rn×m and an `×n SRAHT matrix at approximation level i, the
multiplicative complexity of A with the SRAHT is O( (2n+ ` log n)m ) operations.
1.3 Subspace Sampling Algorithms for LRA
Subspace sampling algorithms for LRA of a matrix M utilize dimension reduction
transforms like the SRHT of smaller size than M in the pre-multiplication and/or
post-multiplication of M . Other commonly-used randomized transforms include
Gaussian, Rademacher’s, and a complex version of the SRHT using the Discrete
Fourier Transform (SRFT). These algorithms generate accurate LRA in application
though at superlinear cost [[HMT11], Section 7.4].
We introduce deterministic variants of these subspace sampling algorithms that
achieve sublinear cost and prove that our algorithms output accurate LRA of a large
class of inputs. While every sublinear cost algorithm can fail to approximate worst
case inputs, we show that our algorithmic variants provide accurate LRA with high
probability for a random input matrix that admits LRA. Our upper error bounds in
the LRA of an m× n matrix having numerical rank r is a factor
√
min(m,n)r worse
than that of the optimal error bound.
Our approach uses sparse orthogonal multiplier matrices to run at sublinear cost
and we provide error estimates for three different random matrix models. While our
sublinear cost approach does not succeed for all input matrices as in the popular
randomized superlinear cost algorithms, we show that this worst case class of input
is small. Though we obtain our results on random input matrices, we can randomize
any input matrix with appropriate pre-processing.
1.4 CUR Algorithms for LRA
Another approach to LRA determines a subset of actual rows and columns of the
input matrix as factors in the approximation. The CUR decomposition of a an input
3
A consists of a submatrix C of selected columns of A and a submatrix R of selected
rows of A. U is a suitably chosen matrix to complete the decomposition. The problem
described in this section is the submatrix selection problem.
Let A be an m× n matrix of real elements with rank(A) = r. Then there exists
a nonsingular r × r matrix Â in A. Moreover, let I be and J be the sets of row and
column indices of A, respectively, in Â, such that C = A(1..m, J) and R = A(I, 1..n).
For U = Â−1, we have that A = CUR.
As we have mentioned, every sublinear cost algorithm can fail to approximate
worst case inputs. However, the massive size of modern data sets that challenge
traditional matrix algorithms call for LRA algorithms that can reduce matrix size
at sublinear cost. One LRA technique, among others, for obtaining the CUR fac-
torization of a matrix at sublinear cost is the Cross-Approximation (hereafter C-A)
algorithm. We show that these algorithms compute with high probability a close
LRA of a random matrix admitting LRA.
Furthermore, we derive LRA error bounds for two cases of input matrices: a matrix
residing in a reasonably bounded neighborhood of a random matrix of low rank, and
a perturbation of a low rank matrix by a matrix whose entries have a probability
density function equal to the normal distribution (which represents Gaussian white
noise). These results also imply that we may compute accurate LRA whp of any
input matrix that admits its LRA as we may randomize a matrix by multiplicative
pre-processing with random multipliers at superlinear cost. However, our tests also
have shown favorable results with pre-processing by sparse multipliers at sublinear
cost.
4
2 Subsampled Randomized Approximate Hadamard
Transform
2.1 Related Work
Halko et al. [HMT11] used a variation of the Woolfe et al. algorithm [WLRT08]
in conjunction with a power iteration approach (eg., multiplying alternately by the
input matrix and its Hermitian matrix a fixed number of times) to arrive at a relative-
error bound in the spectral norm. The dimension reduction transform in this case
is computationally costly by a Gaussian matrix. The authors also provided a result





RFD defined as follows:
• R is an l× n matrix whose rows are sampled uniformly from the n× n identity
matrix.
• F is the n× n Discrete Fourier Transform (DFT) matrix.
• D ∈ Cn×n is a diagonal matrix whose entries are i.i.d. random variables dis-
tributed uniformly on the unit circle.
Halko et al. showed for a matrix of A ∈ Rn×m that the error of a rank-k approxi-














[T11] derived a similar bound on the embedding dimension ` for the SRHT. In a re-








‖A−Ak‖. Boutsidis et al. [BG13] argue that the error bound
is actually much lower for rank-deficient matrices.
The primary drawback of the SRFT and the SRHT compared to simply using
Gaussian matrices is that for a price for this progress a dimension reduction trans-
form has higher probability of failure [HMT11]; the dense and unstructured Gaussian
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matrix incurs upper estimate for the higher cost for multiplication. The approach
employed in [HMT11] for most input matrices in practice does not utilize a power
iteration. Instead, an oversampling parameter p, being a small positive integer, is
added to the rank-k value which specifies the size of an n× (k+p) random multiplier
matrix. The choice of the value for p involves a number of factors (see [HMT11] for
more details).
Sarlos [S06] introduced Johnson-Lindenstrauss (J-L) transforms to provide the
first relative-error bound in the Frobenius norm in a constant number of passes of
a matrix. His work has been refined by Nguyen et al. [NDT09]. They utilize the
SRHT for the dimension reduction transform, bounded errors in the spectral norm,








‖A−Ak‖2 in a rank-k approximation. Finally, Tropp
et al. [TYUC17] proposed an algorithm which is similar to that of Woolfe et al.
[WLRT08] though uses Gaussian dimension reduction matrices. For r ≈ k ≤ ` with
k ≤ n and ` ≤ m the algorithm achieves whp a rank-k approximation within a small
constant factor from the best rank-r approximation. The algorithm performs order
of mn(k + `) + k`(m+ n) + k2(m+ n) operations.
[PLSZ16], [PLSZ17], and [PLSZ19] turned these randomized and other superlinear
LRA algorithms into sublinear deterministic ones by using sparse multipliers obtained
from abridged Discrete Fourier and Walsh-Hadamard transforms. They proved that
the resulting algorithms still compute accurate LRA of a large input class and in a
certain specified sense of most of input matrices that admit LRA. The authors have
supported these formal estimates with extensive tests for both synthetic and real world
inputs. In Sections 2.4 and 2.5 we extend the study of Pan et al. to sparsified SHRT
replacing sparsified Hadamard transform but we also prove advantages of multipliers
based on SRHT versus those based on Walsh-Hadamard transforms and extensively
studied in [T11].
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2.2 A Subsampled and Randomized Approximate Hadamard
Transform
2.2.1 The Hadamard Matrix and the SRHT






R is the ` × n matrix whose rows are uniformly selected at random without re-
placement from Im and D is a diagonal matrix of dimension n whose diagonal is filled
with Rademacher random variables {1,−1}, each chosen with probability 1
2
. Hm is a






 for k = 0, 1, . . .
The following theorem of Thompson [T17] shows that the Hadamard matrix can
also be defined in terms of the Haar wavelet matrix.
Theorem 2.1. Let Ψm be the orthogonal Haar wavelet transform matrix of dimension






 for m = 0, 1, . . .








}Ψm for m = 1, 2, . . .
We can construct an approximation to the Hadamard matrix by using a shorter
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range for the integer parameter k. The resulting approximation is a hybrid Hadamard-
Haar matrix introduced for applications to digital signal and image processing by
Rao et al. [RNR75]. Next, we generalize the SRHT with an alternative transform,
which we call the Subsampled Randomized and Approximate Hadamard Transform
(SRAHT). First, define the hybrid Hadamard-Haar matrix:
Definition 2.2. Define the Hadamard-Haar Hybrid Matrix of dimension n = 2m at









for i = 0, . . . ,m− 1
In particular, Φm,0 is the Haar matrix Ψm.
2.2.2 An Approximate SRHT
Our definition of the SRAHT was motivated by the above definition of the hybrid
Hadamard-Haar matrix that replaces the Hadamard matrix in the SRHT construc-
tion:






where R is the `×n selection matrix whose rows are uniformly selected at random
without replacement from Im.
D is a diagonal matrix of dimension n containing Rademacher random variables
{1,−1}.
H is the Hadamard-Haar hybrid matrix Φm,i for i = 0, . . . ,m− 1 as in Definition
2.2.
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2.2.3 Hadamard-Haar to Hadamard Matrix Reduction
As we noted in a previous subsection, the Haar matrix is a degenerate case of the
hybrid Hadamard-Haar construction at the approximation level i = 0. We now show
that at the approximation level i = m−1 this construction corresponds to a Hadamard
matrix.








In particular, H1 = Ψ1. Then for m ≥ 1 : Φm,m−1 = Hm.
Proof: We use induction. Base case m = 1: Φ1,0 = Ψ1 = H1


































2.2.4 Orthogonality of the Hadamard-Haar Hybrid Matrix
We next present a proof of the orthogonality of the Hadamard-Haar hybrid matrix
as we are not able to find one in the literature.
Lemma 2.2. The Hadamard-Haar hybrid matrix Φm,i is orthogonal at all approxi-
mation levels i.
Proof: By induction. Base case i = 0: Φm,0 = Ψm































We will recall the following Kronecker product identity (see [GL13, Section 12.3.1]).




























































Repeat i− 2 times to obtain (2I1)(i−1)⊗ .
We will next apply the second Kronecker product identity (see [GL13, Section
12.3.1]):
Kronecker Product Identity 2: Im ⊗ In = Imn
Deduce from this identity that: (2I1)
(i−1)⊗ = 2i−1Ii−1
Substitute back into (2.2) to obtain:
1
2i
(2Im−i+1)⊗ (2i−1)Ii−1 = Im
The proof is similar in the opposite direction and is omitted.
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2.2.5 An Orthogonality Result with the SRAHT
Having established the orthogonality of the hybrid Hadamard-Haar matrix, we can
readily prove the following result about the SRAHT:




RHD be the SRAHT matrix of Definition 2.3 and let V be
an n× k matrix with orthonormal columns. Then HDV is a matrix of orthonormal
columns.
Proof:
(HDV )T (HDV ) = (V TDT )(HTH)(DV )
= V T (DTD)V
= V TV
= Ik
The theoretical development in this section has provided the foundations for an-
alyzing low rank matrix approximation with the SRAHT. We extend the study of
Tropp [T11] to the SRAHT in the next section.
2.3 Analysis of LRA with the SRAHT: Row Norm Tail Bounds
2.3.1 Row Norm Tail Bounds
Next we bound the row norms of an n× k matrix V with orthonormal columns when
it is multiplied by the product HD as in Lemma 2.3. We first recall Proposition 2.1
of Tropp [T11] which we next apply in our Lemma 2.4 (similarly as in Lemma 3.3 of
Tropp [T11]) and which reveals the impact on the row norms of an n × k matrix V
with orthonormal columns when it is multiplied by the product HD.
Proposition 2.1. (Tropp [T11]): Let f be a convex function on vectors satisfying
the Lipschitz bound, |f(x) − f(y)| ≤ L||x − y|| for all x, y. Then for all t ≥ 0 and a
12
Rademacher vector ε, we have:
P{f(ε) ≥ Ef(ε) + Lt} ≤ e−
t2
8




RHD be the SRAHT matrix of Definition 2.3 with H given
at the ith approximation level as in Definition 2.2. Suppose V is an n×k matrix with
orthonormal columns and let D = diag(x) and x ∈ {1,−1}n for j = 1, . . . , n such

















f(x) = ‖ (HDV )j ‖
= ‖ (H diag(x) V )j ‖
= ‖ (H)j diag(x) V ‖
= ‖ xT diag((H)j) V ‖
Then we have that:
|f(x)− f(y)| ≤ ‖(x− y)T diag((H)j) V ‖
≤ ‖(x− y)T diag((H)j) ‖ ‖V ‖
≤ ‖(x− y)T diag((H)j) ‖
This implies that the Lipschitz bound L of f is the upper bound of ‖ diag((H)j)‖.
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Recall that by Definition 2.2:


























We have that the Lipschitz bound L of f is 1√
2i+1
.
Now, it remains to derive the upper bound of Ef(x):






= (E ‖ xT diag((H)j) V ‖2 )
1
2








A substitution of the results for L and Ef(x) into the previously stated Proposition
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with probability at least 1− 1
βn
.
2.3.2 Singular Value Bounds
The following theorem generalizes Theorem 3.1 of Tropp [T11] from the SRHT ma-
trices to the SRAHT matrices:




RHD is the `×n SRAHT matrix at approximation
level i and V ∈ Rn×k is a matrix of orthogonal columns for n = 2m. Let Y = ΩV and







ln k ≤ ` ≤ n







and σk(Y ) ≥ 1√6
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Proof: By extension of Lemma 3.4 of Tropp [T11] to the SRAHT. Let:
S =
√









If we form the k × k matrix M such that:
M = (SW )T (SW )




(W TST )(i) ⊗ (SW )(i)
Then the singular values of SW are:
σ21(SW ) = λmax(M) and σ
2
k(SW ) = λmin(M)
The eigenvalue bounds are derived using Matrix Chernoff inequalities.
Now recall Theorem 2.2 of Tropp [T11]:
Theorem 2.3. Let A =
∑`
i=1Xi for matrices {X1, X2, . . . , Xl} chosen uniformly
(w/o replacement) from a finite set X of PSD matrices satisfying maxX∈X λmax(X) ≤
B.
Set µmin := ` λmin (EX1) and µmax := ` λmax (EX1).
Then, for 0 ≤ δ < 1 and η ≥ 0 we have that:













To get bounds for λmin (M) and λmax (M) we apply the following steps:
1) Derive maxj=1,2,...,n λmax
(




((SW )T )(j) (SW )(j)
)


























2) Obtain (EX1) and its min and max eigenvalues
EX1 = 1n(HDV )
T (HDV ) = 1
n I
We have that: µmin = µmax =
`
n
The bounds for λmin (M) and λmax (M) become:
P
{























σ21(SW ) = λmax(M) σ
2









1 + η and σk(Y ) ≥
√
1− δ
Bounding the failure probabilities and the number of row samples ` completes the
proof as per Tropp [T11]. Set:











ln k row samples we have that with












Remark 2.1. In practice, the value for ` is typically parameterized via an oversam-
pling parameter p such that ` may be lower than the theoretical bound and is set
according to ` = k + p.
2.3.3 Error Bound of LRA with the SRAHT
To determine the error bound of a matrix approximation, we first recall a theorem of
Halko et al. [HMT11]:
Theorem 2.4. Suppose A is an m×n matrix with the SVD, A = UΣV ∗, and Y = AΩ








 as the k and n − k block partitions of Σ and V ∗, re-
spectively.
Define Ω1 = V
∗
1 Ω and Ω2 = V
∗
2 Ω.
Let Q be an n× ` orthonormal basis of Y . If Ω1 has full row rank, then we have
that:
‖ A−QQ∗A ‖ ≤ ‖Σ2‖
√
1 + ‖ Ω†1 ‖2 ‖ Ω2 ‖2 (2.4)
Now, invoke Theorem 2.4 to obtain an error bound for the LRA of A using the
SRAHT.





is an n × ` SRAHT matrix for k such that 0 < k ≤ ` and ` is as given in Theorem











Proof: By Theorem 2.2 we have that σk(Y ) ≥ 1√6 so by Theorem 2.4:










By orthogonality of V ∗2 and Ω,
‖ Ω2 ‖ = ‖ V ∗2 Ω ‖














2.3.4 Complexity Analysis of LRA with the SRAHT
The cost of multiplication of a matrix by the SRHT is dominated by the cost of mul-
tiplication with the Hadamard matrix. We show that substitution of the Hadamard
matrix with the Hadamard-Haar hybrid matrix reduces this cost. Let CΨ(p) be the
arithmetic operations cost of matrix vector multiplication for matrix Ψp with x ∈ Rn
for n = 2p. Then (see Wang [W12]):
CΨ(p) = 2 (2
p − 1)
Lemma 2.5. Let CΦ(p, i) be the matrix vector multiplication cost for Φp,i with x ∈ Rn.




CΦ(p, i) = 2
i CΨ(p− i) + i 2p
= 2i (2 (2p−i − 1)) + i 2p
= 2 (2p − 2i) + i 2p
= (i+ 2) 2p − 2i+1
The first term of CΦ(p, i) is the cost of the matrix multiplication for the 2
i blocks
of Ψp−i. The second term reflects the addition/subtraction of 2
i terms (a result of the
first term) for each of 2p vector entries. Therefore, we have that CΦ(p, i) is O(i 2
p)
or, equivalently, O(in).
Given that matrix vector multiplication with the Hadamard matrix, Hp, has cost
O(n log n), we want Φp,i such that:
(i+ 2)n < n log n
i < p− 2
In particular, CΦ(p, p− 2) = n log n− 2p−1. Therefore, we can substitute Hp with
Φp,i for i < p − 1 to reduce the multiplication cost and for i  log n the cost is
effectively linear up to the factor i.
Corollary 2.1. Let CΦ(p, i) be the matrix vector multiplication cost for Φp,i with
x ∈ Rn for n = 2p. Furthermore, let A ∈ Rn×m for m ≥ n. Then, the cost TΦ(m, p, i)




TΦ(m, p, i) = mCΦ(p, i)
= m
(
(i+ 2) 2p − 2i+1
)
< m(i+ 2)2p
Therefore, we have that the cost associated with TΦ(m, p, i) is O(imn). In the
special case of the SRAHT with an `×n random selection matrix R the cost becomes
O( (2n+ i`)m ) with i < log n as in Definition 2.3.
2.4 Extensions of the SRHT
2.4.1 The Abridged SRHT
In this section we propose two extensions of the SRHT in addition to the SRAHT.
In the first extension we replace the Hadamard matrix with a sparse version of the
Hadamard matrix introduced in [PZ16] as the Abridged Hadamard matrix . In the
second case we extend the SRAHT with a permutation matrix which further random-
izes the SRAHT.
Definition 2.4. Let τm,d be the d−Abridged Hadamard matrix of dimension n = 2m












Im−2 Im−2 Im−2 Im−2
Im−2 −Im−2 Im−2 −Im−2
Im−2 Im−2 −Im−2 −Im−2
Im−2 −Im−2 −Im−2 Im−2





The Abridged Hadamard matrix is constructed by a recursive process that is
defined for 1 ≤ d ≤ m. At recursion depth d = m a Hadamard matrix is obtained.
The recursive structure is short-circuited for d < m which results in a sparser yet still
orthogonal matrix (see [PZ16] for more information).
Next, we introduce another SRHT variant by means of substitution of the Hadamard
matrix with the Abridged Hadamard matrix.






R is the `×n selection matrix whose rows are uniformly selected at random without
replacement from Im.
D is a diagonal matrix of dimension n containing Rademacher random variables
{1,−1}.
H is the d−Abridged Hadamard matrix τm,d for d = 0, . . . ,m− 1 as in Definition
2.4.
Similar results to those already presented in Section 2.2 with the row norm tail
bounds and the singular value bounds for the SRAHT hold for the Abridged SRHT.
However, we replace the approximation level i of the SRAHT for the recursion depth
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d for the Abridged SRHT. As a consequence,we provide the Singular Value bounds
for the Abridged SRHT analagously to those for the SRAHT in Theorem 2.2.




RHD is the `× n Abridged SRHT matrix with the
the d−Abridged Hadamard matrix H and V ∈ Rn×k is a matrix of orthogonal columns









ln k ≤ ` ≤ n







and σk(Y ) ≥ 1√6
2.4.2 Permuted and Subsampled Randomized Approximate Hadamard
Transform (PSRAHT)
Next we propose a variant of the SRAHT that provides further randomization beyond
that provided with the diagonal matrix D in Definition 2.3. As it concerns dimension
reduction transforms, it is the structure of the Hadamard and hybrid Hadamard-Haar
matrices in the SRHT and SRAHT, respectively, that allows faster multiplication as
compared to the dense and unstructured Gauss matrix. The tradeoff lies in the weaker
error bounds and increased probability of failure, and this demands a higher number
of samples ` for the SRHT and SRAHT. Halko et al. [HMT11], Boutsidis et al.
[BG13], and Mahoney [M11] elaborate upon the tradeoff between randomization and
structure in dimension reduction transforms in more detail. The following variant of
the SRAHT is proposed to add further randomization to the processing of an input
matrix:
Definition 2.6. Define the Permuted and Subsampled Randomized Abridged-Approximate








R is the `×n selection matrix whose rows are uniformly selected at random without
replacement from Im.
H is the Hadamard-Haar hybrid matrix Φm,i for i = 1, . . . ,m− 2 as in Definition
2.2.
D is a diagonal matrix of dimension n containing Rademacher random variables
{1,−1}.
P is a sparse random matrix with each column and row having exactly one entry
with a value of 1.
The Hadamard-Haar matrix of dimension 2m has recursive structure and the




. The PSRAHT includes a per-
mutation matrix P to randomize the order of rows in the input matrix so that their
information is processed more randomly by the Hadamard-Haar matrix. The per-
mutation matrix is orthogonal with unit scaling factor which does not alter the row
norm tail bound and singular value bound analyses of Section 2.3.2.
2.5 Matrix Approximation Algorithms
2.5.1 Two-pass Low Rank Approximation Algorithms
The two-pass LRA algorithms previously discussed in Section 2.1 appear in Table
2.1 with their arithmetic cost when the SRHT is used as the dimension reduction
transform. These algorithms make a random selection of ` columns or k rows based
upon application of the dimension reduction transforms to the column space or row
space, respectively, of an input matrix.
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Reference Algorithm Cost
[HMT11] Proto+5.2 Algorithms O(mn log `+ (m+ n) `2)
[WLRT08] Algorithm 5.2 O(mn log k + k2(m+ n))
[NDT09] Algorithm 1 O(mn log `+ (m+ n) `2)
Table 2.1: At most two-pass LRA Subspace Sampling algorithms using Dimension
Reduction with the SRHT
The bottleneck computation step of the above algorithms is the multiplication
of the input matrix with the SRHT. The substitution of the SRHT for the SRAHT
reduces the associated algorithm arithmetic costs.
It is noted, however, that the size of the random selection of the ` columns and k
rows would be higher than that required with the SRHT according to Theorem 2.2.
Alternatively, the same would be expected to apply in the case where oversampling
parameters are utilized. A goal of our future numerical experiments is to ascertain
how much the oversampling parameters should be increased for the SRAHT relative
to the SRHT for LRA algorithms cited in this paper.
2.5.2 Incremental refinement of approximation level
A core step of each of the above algorithms is the derivation of a matrix Q with
orthogonal columns from the matrix product Y of the input matrix A and the dimen-
sion reduction transform. The projector matrix for Q appears in a latter step of the
algorithms with the second pass of the input matrix A in order to obtain one of the
factors in the low rank matrix representation of A. Alternatively, an approximation
to this factor can be determined in order to reduce the number of arithmetic opera-
tions involved in a matrix matrix multiplication. Moreover, the projector matrix of
Q also appears in the error bound of the matrix approximation given by QQ∗A:
‖ (I −QQ∗)A ‖ ≤ ε
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An incremental fixed precision matrix approximation algorithm has been given by
[HMT11] in the case of a Gaussian dimension reduction matrix. To the best of our
knowledge, no such fixed precision algorithm is available for the SRHT. The (i+1)th
approximation level of a Hadamard-Haar matrix can be obtained from the ith level
matrix of the same dimension using multiplication by an orthogonal factor. This is a
consequence of the product formulation of the Hadamard matrix in Section 2.2 and
the orthogonality of the Hadamard-Haar matrix at all approximation levels in Lemma
2.2.
The dimension reduction transform at approximation level i+ 1 can be obtained









Therefore, it is plausible that the algorithms from the literature cited in this section
can be enhanced if we start with a sufficiently low value for the approximation level i
and then increment i until the desired output precision ε is reached. The estimation
of an upper bound of the error norm ‖ (I − QQ∗)A ‖ actually consists of two steps
following initialization and computation at approximation level i = 0 in Algorithm
2.1. In Step 1 of the algorithm we determine the error norm ‖|Qi+1 − Qi‖ at each
successive approximation level starting from i = 0 until this error norm decreases
below some threshold.
Once a suitable i has been chosen, a bound on an estimate for the error norm
‖ (I − QQ∗)A ‖ is computed at Step 2 of Algorithm 2.1 according to Eqn. (2.4)
of Theorem 2.4. This computation requires a Singular Value Decomposition (SVD)
of the upper triangular matrix (which is much smaller than A) obtained in a QR
decomposition of Y = AΩ where Ω is the SRAHT. If this upper bound estimate is
27
within some predefined precision ε, the LRA is returned.
In this manner we can determine the approximation level i for fixed values of k
and/or l (depending upon the particular two-pass LRA algorithm) up to a predefined
maximum approximation level maxi. The incremental fixed precision LRA Algorithm
2.1 and Theorem 2.7 for this algorithm’s error bound follow.




RHD is an SRAHT matrix
and n = 2j for j > 0. If we set ` = k + p where k is the desired rank of a matrix
approximation to A and p is an oversampling parameter, and run Algorithm 2.11,
then with probability 1− 3
k
it holds that:








We recall Theorem 2.4 and let Ω be an SRAHT matrix at some approximation level
i. Then we can determine an upper bound on the error of an LRA by Eqn. (2.4).
By Theorem 2.3 the number of required row (or column) samples ` decrease with
increasing approximation level for the same singular value bounds and probability
of success. Therefore, we infer that the quality of an LRA improves with increasing
approximation level in the SRAHT up to the maximum approximation level, in which
case the SRAHT matrix is an SRHT matrix.
2.5.3 Incremental Search for a rank r ≤ k LRA
The SRAHT compares favorably with the SRHT in that arithmetic operations asso-
ciated with the bottleneck computation step can be done incrementally as necessary
to obtain the desired output accuracy. We can increase the oversampling parameter
if this is not achieved. Alternatively, we can devise an algorithm which searches for
the best rank-r matrix approximation (up to a predefined limit k). In this approach
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Input: rank k, oversampling parameter p, max approx level maxi, precision ε
Input: A ∈ Rn×m, R ∈ [0, 1](k+p)×n, D ∈ [0, 1,−1]n×n
Output: B ∈ Rn×(k+p), C ∈ R(k+p)×m
/* Initialization and computation at approximation level i = 0 */







[Q∗0, R] = QR(Y0)
i← 0, foundQ∗ ← FALSE;
/* Step 1: Iterate i to get matrix with orthogonal columns to
the given precision ε */
while i ≤ maxi − 1 do






[Q∗i+1, R] = QR(Yi+1)







/* Step 2: Get the LRA if it satisfies the given precision ε */
if foundQ∗ then
[UR,Σ, V
∗] = SV D(R)
U ← Q∗i+1 UR
Compute error upper bound e according to Eqn. (2.4) of Theorem 2.4










Algorithm 2.1: Incremental fixed precision LRA Subspace Sampling Algorithm
using Dimension Reduction with the SRAHT.
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we would vary the value of r for a fixed oversampling parameter p and a range of
approximation levels i up to some predefined maximum. This rank-finder Algorithm
2.2 uses a binary search strategy and invokes Algorithm 2.1 as follows:
Input: rank k, oversampling parameter p, max approx level maxi, precision ε
Input: A ∈ Rn×m, R ∈ [0, 1](k+p)×n, D ∈ [0, 1,−1]n×n
Input: maxAttempts




, loopCounter ← 0
while loopCounter ≤ maxAttempts do
Do Algorithm 1 (Input: r, p,maxi, ε, A,R,D)







loopCounter ← loopCounter + 1
end
Algorithm 2.2: Rank finder algorithm for input matrix A to find an LRA of
rank r ≤ k with ε precision using fixed oversampling parameter p.
Contrast Algorithm 2.2 with one that instead uses the SRHT in the search for a
rank r that meets the desired precision. It would entail the relatively more expensive
matrix multiplication associated with the Hadamard matrix at each new trial value
of rank r. Algorithm 2.2 may indeed be used as a preliminary step to ascertain the
appropriate rank for LRA with the SRHT.
2.6 Results of Numerical Experiments
Several matrix approximation numerical experiments have been conducted so far us-
ing the SRAHT, PSRAHT and SRHT dimension reduction transforms. The [HMT11]
Proto-Algorithm was used for all dimension reduction transforms and data sets.
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2.6.1 Matrices of Integral Equation Discretizations
The results in Table 2.2 show the relative errors of matrix approximation for 1000×
1000 matrices from the San Jose State University (SJSU) singular matrix database
using a selection size of ` columns as given by `exp = r (ln r) + p, where r is the
numerical rank of the matrix and p = 6 is the oversampling parameter value. Data
sets chosen from the SJSU singular matrix database are low rank matrices containing
discretizations of integral equations.
These experiments used the smallest values [0, 1, 2] for the approximation level i
of the Hadamard-Haar hybrid matrix. The results illustrate that both the SRAHT
and PSRAHT have relative error results similar to that of the SRHT using the same
number of column samples ` as that of the SRHT with the exception of the baart
input matrix.
2.6.2 Hyperspectral Imaging (HSI) Data
A potentially rich area for matrix approximation research concerns the compression
of Hyperspectral Imaging data (HSI) collected from remote sensing aircraft and satel-
lites. Sensors mounted on these airborne vehicles transmit electromagnetic radiation
to target areas on the earth and the amount of the reflected radiation is measured
by these vehicles. This spectral reflectance information is captured across a range of
frequency bands and constitutes a data cube. The x and y dimensions represent the
geographical grid with the frequency bands in the z dimension. Typically a certain
number of frequency bands are removed due to low signal to noise ratios and water
absorption considerations. HSI matrices are typically tall and skinny with each fre-
quency band appearing as a column for a set of pixels that are vectorized from the
x− y grid.
Compression may be either lossy or lossless. Matrix approximation algorithms
are associated with lossy compression where the typical noisy data that is found in
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low rank matrices are discarded. Lossless compression uses a variety of data coding
techniques to encode the residual data so that it is captured in the compression.
The quality of lossy compression is measured indirectly in terms of the application
results when compared to the uncompressed input matrix. Such applications may
include classification and target detection among others. The numerical experiments
of this section for HSI data are examples of lossy compression and no HSI application
experiments were conducted to assess the efficacy of the matrix approximations.
The data set in this HSI compression was chosen from a well-studied bench-
mark image obtained from NASA Airborne Visible Infrared Imaging Spectrometer
(AVIRIS). The image in question is from the Cuperite mining district in Nevada.
The reflectance data set was captured from an altitude of approximately twenty kilo-
meters. Each pixel represents an approximately 20 × 20 squared meter area. The
entire image is actually 614 × 512 = 314, 368 pixels with 224 frequency bands. The
image was first cropped to obtain a 150× 150 = 11, 250 set of pixels and these pixels
were subsequently vectorized. In the experiments of this section the first 5, 600 and
11, 250 pixels are utilized. Furthermore, 36 of the 224 spectral frequency bands were
removed due to low signal to noise ratio and water vapor absorption.
The results are shown in Table 2.3 for the m × n input matrices using ` sample
columns and approximation levels [0, 2, 4, 6] for the SRAHT and PSRAHT. Experi-
ments were conducted for both 5, 600× 188 and 11, 250× 188 input matrices and for
` = [8, 16]. Relative error results for the SRHT are shown for comparison and in all
cases the LRA results with SRAHT and PSRAHT are comparable to those of the
SRHT, if not better.
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SRAHT PSRAHT
Input r `exp i mean std mean std
wing 4 12
0 1.32e-14 4.35e-14 1.14e-14 3.31e-14
1 2.09e-15 2.27e-15 1.78e-15 1.08e-15
2 1.72e-15 9.26e-16 1.64e-15 8.66e-16
SRHT 1.83e-15 7.05e-16 — —
baart 6 17
0 5.14e-13 6.35e-14 5.26e-13 2.66e-14
1 5.18e-13 5.23e-14 5.19e-13 5.23e-14
2 4.89e-13 9.82e-14 4.94e-13 8.97e-14
SRHT 2.67e-13 7.16e-14 — —
inverse laplace 25 87
0 1.79e-15 5.92e-16 1.85e-15 6.92e-16
1 1.79e-15 6.33e-16 1.72e-15 6.35e-16
2 1.80e-15 6.68e-16 1.98e-15 6.03e-16
SRHT 1.81e-15 6.53e-16 — —
foxgood 10 30
0 9.96e-13 7.61e-13 8.32e-13 7.03e-13
1 1.00e-12 8.77e-13 1.02e-12 1.01e-12
2 8.93e-13 5.72e-13 9.33e-13 5.60e-13
SRHT 9.36e-13 7.25e-13 — —
shaw 12 36
0 3.09e-15 5.44e-15 2.76e-15 4.78e-15
1 1.83e-15 6.82e-16 1.83e-15 7.97e-16
2 1.86e-15 7.75e-16 1.88e-15 8.34e-16
SRHT 1.85e-15 7.28e-16 — —
gravity 25 87
0 4.72e-15 1.25e-14 9.30e-15 4.18e-14
1 1.86e-15 7.17e-16 1.81e-15 8.65e-16
2 1.91e-15 7.48e-16 1.89e-15 7.36e-16
SRHT 1.78e-15 5.99e-16 — —
Table 2.2: Relative errors for 1000 × 1000 matrices from the San Jose University
singular matrix database (numerical rank r). LRA columns `exp = r (ln r) + p, ap-




m n ` i mean std mean std
5,600 188 16
0 4.04e-03 4.71e-04 4.06e-03 4.73e-04
2 3.18e-03 4.80e-04 3.15e-03 4.68e-04
4 3.32e-03 5.72e-04 3.24e-03 5.11e-04
6 3.30e-03 4.87e-04 3.30e-03 5.16e-04
SRHT 3.33e-03 5.39e-04 — —
11,250 188 16
0 4.01e-03 6.97e-04 4.12e-03 4.35e-04
2 3.20e-03 4.55e-04 3.25e-03 5.19e-04
4 3.43e-03 5.18e-04 3.43e-03 5.46e-04
6 3.42e-03 5.20e-04 3.35e-03 5.44e-04
SRHT 3.39e-03 4.92e-04 — —
5,600 188 8
0 5.34e-03 1.35e-03 5.16e-03 9.97e-04
2 5.79e-03 1.56e-03 5.53e-03 1.17e-03
4 6.06e-03 1.52e-03 6.23e-03 1.50e-03
6 6.20e-03 1.53e-03 6.46e-03 1.95e-03
SRHT 6.13e-03 1.41e-03 — —
11,250 188 8
0 5.23e-03 1.13e-03 5.30e-03 1.19e-03
2 5.93e-03 1.51e-03 5.99e-03 1.49e-03
4 6.36e-03 1.72e-03 6.29e-03 1.67e-03
6 6.15e-03 1.46e-03 6.20e-03 1.18e-03
SRHT 6.36e-03 1.52e-03 — —
Table 2.3: Relative Errors for AVIRIS Cuperite Mining District HSI image using lossy
compression with [HMT11] proto-algorithm for SRAHT and SRHT transforms.
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2.7 Summary
In this chapter we have presented a new structured dimension reduction transform,
the SRAHT, which generalizes the SRHT by means of a substitution of the hybrid
Hadamard-Haar matrix for the Hadamard matrix. Novel aspects of this work include
the introduction of a transform that beats the LRA cost bound O(mn log `) where
SRHT is applied to an m × n input matrix. In the special case of the smallest
approximation levels we can reach linear complexity. Formal support has also been
provided for the empirical LRA results of [PZ16] with Abridged Hadamard matrices
used as random multipliers. Moreover, an incremental algorithm for LRA has been
proposed using the SRAHT that previously was not possible with the SRHT.
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3 LRA Subspace Sampling Algorithms at Sublin-
ear Cost
3.1 Background on matrix computations
3.1.1 Some definitions
• An m × n matrix M is unitary or orthogonal if real provided that M∗M = In
or MM∗ = Im.
• For a matrix M = (mi,j)m,ni,j=1 and two sets I ⊆ {1, . . . ,m} and J ⊆ {1, . . . , n},
define the submatricesMI,: := (mi,j)i∈I;j=1,...,n,M:,J := (mi,j)i=1,...,m;j∈J , andMI,J :=
(mi,j)i∈I;j∈J .
• rank(M) denotes the rank of a matrix M . ε-rank(M) is argmin|E|≤ε|M | rank(M+
E), called numerical rank, nrank(M), if ε is small in context.
• Mr is the rank-r truncation, obtained from M by setting σj(M) = 0 for j > r.
• κ(M) = ||M || ||M+|| is the spectral condition number of M .
3.1.2 Auxiliary results
Lemma 3.1. [The norm of the pseudo inverse of a matrix product.] Suppose that
A ∈ Rk×r, B ∈ Rr×l and the matrices A and B have full rank r ≤ min{k, l}. Then
|(AB)+| ≤ |A+| |B+|.
Lemma 3.2. (The norm of the pseudo inverse of a perturbed matrix, [B15, Theorem
2.2.4].) If rank(M + E) = rank(M) = r and η = ||M+|| ||E|| < 1, then
1√
r




Lemma 3.3. (The impact of a perturbation of a matrix on its singular values, [GL13,
Corollary 8.6.2].) For m ≥ n and a pair of m× n matrices M and M + E it holds
that
|σj(M + E)− σj(M)| ≤ ||E|| for j = 1, . . . , n.
Theorem 3.1. (The impact of a perturbation of a matrix on its top singular spaces,
[GL13, Theorem 8.6.5].) Let g =: σr(M)− σr+1(M) > 0 and ||E||F ≤ 0.2g. Then for
the left and right singular spaces associated with the r largest singular values of the
matrices M and M + E, there exist orthogonal matrix bases Br,left(M), Br,right(M),
Br,left(M + E), and Br,right(M + E) such that




For example, if σr(M) ≥ 2σr+1(M), which implies that g ≥ 0.5 σr(M), and if
||E||F ≤ 0.1 σr(M), then the upper bound on the right-hand side is approximately
8||E||F/σr(M).
3.1.3 Gaussian and factor-Gaussian matrices and their perturbations
Hereafter we let
d
= denote equality in distribution.
Definition 3.1. A matrix is Gaussian if its entries are iid Gaussian variables. We











= ||G+||, and ν+F,p,q
d
= ||G+||F , for a
G a p × q random Gaussian matrix G. [νp,q
d




= ν+q,p, for all pairs of p
and q.]
Theorem 3.2. [Non-degeneration of a Gaussian Matrix.] Let F
d
= Gr×p, H d= Gq×r,
M ∈ Rp×q and r ≤ rank(M). Then the matrices F , H, FM , and MH have full rank
r with probability 1.
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Assumption 3.1. We simplify the statements of our results by assuming that a
Gaussian matrix has full rank and ignoring the probability 0 of its degeneration.
Lemma 3.4. [Orthogonal invariance of a Gaussian matrix.] Suppose that k, m, and
n are three positive integers, k ≤ min{m,n}, Gm,n
d
= Gm×n, S ∈ Rk×m, T ∈ Rn×k,
and S and T are orthogonal matrices. Then SG and GT are Gaussian matrices.
Definition 3.2. [Factor-Gaussian matrices.] Let r ≤ min{m,n} and let Gm×nr,B , G
m×n
A,r ,
and Gm×nr,C denote the classes of matrices Gm,rB, AGr,n, and Gm,rCGr,n, respectively,
which we call left, right, and two-sided factor-Gaussian matrices of rank r, respec-
tively, provided that Gp,q denotes a p× q Gaussian matrix, A ∈ Rm×r, B ∈ Rr×n, and
C ∈ Rr×r, and A, B and C are well-conditioned matrices of full rank r.
Theorem 3.3. The class Gm×nr,C of two-sided m×n factor-Gaussian matrices Gm,rΣGr,n
does not change if in its definition we replace the factor C by a well-conditioned di-
agonal matrix Σ = (σj)
r
j=1 such that σ1 ≥ σ2 ≥ · · · ≥ σr > 0.
Proof. Let C = UCΣCV
∗
C be SVD. Then A = Gm,rUC
d
= Gm×r and B = V ∗CGr,n
d
=
Gr×n by virtue of Lemma C.1, and so Gm,rCGr,n = AΣCB for A
d
= Gm×r, B d= Gr×n,
and A independent from B.
Definition 3.3. The relative norm of a perturbation of a Gaussian matrix is the ratio
of the perturbation norm and the expected value of the norm of the matrix (estimated
in Theorem C.4).
We refer to all three matrix classes above as factor-Gaussian matrices of rank r,
to their perturbations within a relative norm bound ε as factor-Gaussian matrices of
ε-rank r, and to their perturbations within a small relative norm as factor-Gaussian
matrices of numerical rank r to which we also refer as perturbations of factor-Gaussian
matrices.
40
Clearly ||(AΣ)+|| ≤ ||Σ−1|| ||A+|| and ||(ΣB)+|| ≤ ||Σ−1|| ||B+|| for a two-sided
factor-Gaussian matrix M = AΣB of rank r of Definition C.1, and so whp such a
matrix is both left and right factor-Gaussian of rank r.
3.1.4 Perturbation by a Gaussian matrix
Theorem 3.4. Suppose that λ is a positive scalar, Mk,l ∈ Rk×l and G a k×l Gaussian
matrix for k − l ≥ l + 2 ≥ 4. Then we have





and E ||(Mk,l + λG)+||F ≤ λ
√
l
k − 2l − 1
(3.1)
Proof. Let Mk,l = UΣV
∗ be full SVD such that U ∈ Rk×k, V ∈ Rl×l, U and V are
orthogonal matrices, Σ = (D | Ol,k−l)∗, and D is an l × l diagonal matrix. Write
Wk,l := U
∗(Mk,l+λG)V and observe that U




 is a k× l





≥ max{σl(D + λG1), λσl(G2)},
and so |W+k,l| ≤ min{|(D + λG1)+|, |λG
+
2 |}. Recall that G1
d
= Gl×l and G2
d
= Gk−l×l
are independent, and now Theorem 3.4 follows because |(Mk,l +λGk,l)+| = |W+k,l| and
by virtue of claim (iii) and (iv) of Theorem C.5.




exp(−t)tx−1dt denotes the Gamma function.
Theorem 3.5. [Norms of a Gaussian matrix. See [DS01, Theorem II.7] and our
Definition C.3.]
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Theorem 3.6. [Norms of the pseudo inverse of a Gaussian matrix (see Definition
C.3).]
(i) Probability {ν+sp,m,n ≥ m/x2} < x
m−n+1
Γ(m−n+2) for m ≥ n ≥ 2 and all positive x,









tn−m for all t ≥ 1 provided that m ≥ 4,






m−n provided that m ≥ n+ 2 ≥ 4,





for n ≥ 2 and all positive x, and further-
more ||Mn,n+Gn,n||+ ≤ νn,n for any n×n matrix Mn,n and an n×n Gaussian matrix
Gn,n.
Proof. See [CD05, Proof of Lemma 4.1] for claim (i), [HMT11, Proposition 10.4 and
equations (10.3) and (10.4)] for claims (ii) and (iii), and [SST06, Theorem 3.3] for
claim (iv).
Theorem C.5 implies reasonable probabilistic upper bounds on the norm ν+m,n even
where the integer |m−n| is close to 0; whp the upper bounds of Theorem C.5 on the
norm ν+m,n decrease very fast as the difference |m− n| grows from 1.
3.2 LRA by means of subspace sampling: four known algo-
rithms
Hereafter || · || and || · ||F denote the spectral and the Frobenius matrix norms, re-
spectively; | · | can denote either of them. M+ denotes the Moore – Penrose pseudo
inverse of M .
Remark 3.1. Let rank(MH) = l. Then XY = MH(MH)+M independently of the
choice of T−1, but a proper choice of a nonsingular matrix T numerically stabilizes
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Range Finder (see Remark 3.1).
Input: An m× n matrix M and a target rank r.
Output: Two matrices X ∈ Rm×l and Y ∈ Rl×m defining an LRA M̃ = XY of M .
Initialization: Fix an integer l, r ≤ l ≤ n, and an n× l matrix H of full rank l.
Computations: 1. Compute the m× l matrix MH.
2. Fix a nonsingular l × l matrix T−1 and output the m× l matrix
X := MHT−1.
3. Output an l × n matrix Y := argminV |XV −M | = X+M .
the algorithm. For l > r ≥ nrank(MH) the matrix MH is ill-conditioned, but let Q
and R be the factors of the thin QR factorization of MH, choose T := R and observe
that X = MHT−1 = Q is an orthogonal matrix. X = MHT−1 is also an orthogonal
matrix if T = RΠ and if R and Π are factors of a rank-revealing QRΠ factorization
of MH.
Column Subspace Sampling turns into Column Subset Selection if H a subpermu-
tation matrix.
Transposed Range Finder. ( See Remark 3.2.)
Input: As in Algorithm 3.
Output: Two matrices X ∈ Rk×n and Y ∈ Rm×k defining an LRA M̃ = Y X of M .
Initialization: Fix an integer k, r ≤ k ≤ m, and a k ×m matrix F of full
numerical rank k.
Computations: 1. Compute the k ×m matrix FM .
2. Fix a nonsingular k × k matrix S−1; then output k × n matrix
X := S−1FM .
3. Output an m× k matrix Y := argminV |V X −M | = MX+.
Row Subspace Sampling turns into Row Subset Selection where F is a subpermutation
matrix.
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Remark 3.2. Let rank(FM) = k. Then Y X = M(FM)+FM independently of the
choice of S−1, but a proper choice of S numerically stabilizes the algorithm. For
k > r ≥ nrank(FMH) the matrix FMH is ill-conditioned, but let L and Q be the
factors of the thin LQ factorization of FM , choose S := L and observe that X =
S−1FM = Q is an orthogonal matrix. X = S−1FM = Q is also an orthogonal matrix
if S = ΠL and if Π, L and Q are the factors of a rank-revealing ΠLQ factorization
of FM .
The following algorithm combines row and column subspace sampling. In the case
of the identity matrix S it turns into the algorithm of [TYUC17, Section 1.4], whose
origin can be traced back to [WLRT08].
Row and Column Subspace Sampling. (See Remark 3.3.)
Input: As in Algorithm 3.
Output: Two matrices X ∈ Rm×k and Y ∈ Rk×m defining an LRA M̃ = XY of M .
Initialization: Fix two integers k and l, r ≤ k ≤ m and r ≤ l ≤ n; fix two
matrices F ∈ Rk×m and H ∈ Rn×l of full numerical ranks and two nonsingular
matrices S ∈ Rk×k and T ∈ Rl×l.
Computations: 1. Output the matrix X = MHT−1 ∈ Rm×l.
2. Compute the matrices U := S−1FM ∈ Rk×n and W := S−1FX ∈ Rm×l.
3. Output the l × n matrix Y := argminV |W+V − U |.
Remark 3.3. Y X = MH(FMH)+FM independently of the choice of the matrices
S−1 and T−1 if the matrix FMH has full rank min{k, l}, but a proper choice of S
and T numerically stabilizes the computations of the algorithm. For min{k, l} > r ≥
nrank(FMH) the matrix FMH is ill-conditioned, but we can make it orthogonal by
properly choosing the matrices S−1 and T−1.
Remark 3.4. By applying Algorithm 5 to the transpose matrix M∗ we obtain Algo-
rithm 3.4. It begins with column subspace sampling followed by row subspace sam-
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pling. We only study Algorithms 3 and 5 for input M , but they turn into Algorithms
4 and 3.4 for the input M∗.
Next we estimate the output errors of Algorithm 3 for any input; then extend
these estimates to the output of Algorithm 5, at first for any input and them for
random inputs.
3.3 Deterministic output error bounds for sampling algo-
rithms
Suppose that we are given matrices MHT−1 and S−1FM . We can perform Algorithm
5 at arithmetic cost in O(kln), which is sublinear if kl m.
Let also k2  m and l2  n. Then for a proper deterministic choice of sparse
(e.g., subpermutation) matrices S and T we can also compute the matrices MHT−1
and S−1FM at sublinear cost and then can perform entire Algorithm 5 at sublinear
cost. In this case we cannot ensure any reasonable accuracy of the output LRA for a
worst case input and even for small input families of Appendix D, but we are going to
prove that the output LRA of this deterministic algorithm is quite accurate whp for
random input under three distinct models of randomization and therefore is accurate
for a very large class of inputs that admit LRA and in a sense for most of such
inputs. The results of our tests with both synthetic and real world inputs are in good
accordance with our formal study.
In this section we deduce some auxiliary deterministic bounds on the output error
of LRA of any fixed input matrix. We refine these bounds for random input under
three probabilistic models in the next section.
It turned out that the impact of pre-processing with multipliers S−1F into the
output error bounds is dominated at the stage of Range Finder because in Section
3.3.2 we bound additional impact of pre-processing with multipliers F and S−1F on
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the overall output error norm.
3.3.1 Deterministic error bounds of Range Finder
Theorem 3.7. [HMT11, Theorem 9.1]. Suppose that Algorithm 3 has been applied
to a matrix M with a multiplier H and let
C1 = V
∗








 , Mr = U1Σ1V ∗1 , and M −Mr = U2Σ2V ∗2 (3.3)
be SVDs of the matrices M , its rank-r truncation Mr, and M − Mr, respectively.
[Σ2 = O and XY = M if rank(M) = r. The columns of V
∗
1 span the top right
singular space of M .] Then
|M −XY |2 ≤ |Σ2|2 + |Σ2C2C+1 |2. (3.4)
Notice that |Σ2| = σ̄r+1(M), |C2| ≤ 1, and |Σ2C2C+1 | ≤ |Σ2| |C2| |C+1 | and obtain
|M −XY | ≤ (1 + |C+1 |2)1/2σ̄r+1(M) for C1 = V ∗1 H. (3.5)
It follows that the output LRA is optimal up to a factor of (1 + |C+1 |2)1/2.
Next we deduce an upper bound on the norm |C+1 | in terms of ||((MH)r)+||, ||M ||,
and η := 2σr+1(M) ||((MH)r)+||.
Corollary 3.1. Under the assumptions of Theorem 3.7 let the matrix MrH have full
rank r. Then
|(MrH)+|/|M+r | ≤ |C+1 | ≤ |(MrH)+| |Mr| ≤ |(MrH)+| |M |.
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Recall that the matrix MrH has full rank r, apply Lemma 4.1, recall that U1 is
an orthogonal matrix, and obtain |(MrH)+|/|Σ−11 | ≤ |C+1 | ≤ |(MrH)+| |Σ1|.
Substitute |Σ1| = |Mr| and |Σ−11 | = |M+r | and obtain the corollary.
Corollary 3.2. Under the assumptions of Corollary 3.1 let η := 2σr+1(M) ||((MH)r)+|| <
1 and η′ := 2σr+1(M)
1−η ||((MH)r)
+|| < 1. Then
1− η′
||M+r ||




Proof. Lemma 3.3 implies that max{|MrH −MH|, |MH − (MH)r|} ≤ σ̄r+1(M).
Consequently |MrH−(MH)r| ≤ 2σ̄r+1(M), and so ||(MrH)+|| ≤ 11−η ||((MH)r)
+||
by virtue of Lemma 4.4 if η = 2σr+1(M) ||((MH)r)+|| < 1.
If in addition η′ = 2σr+1(M)
1−η ||((MH)r)
+|| < 1, then 2σr+1(M) ||(MrH)+|| < 1 and
therefore ||((MH)r)+|| ≤ 11−η′ ||(MrH)
+|| by virtue of Lemma 4.4.
Combine these bounds and obtain (1−η′) ||((MH)r)+|| ≤ |(MrH)+| ≤ 11−η ||((MH)r)
+||.
Together with Corollary 3.1 this implies Corollary 3.2.
For a given matrix MH we can compute the norm ||((MH)r)+|| at sublinear cost
if l2  n. If also some reasonable upper bounds on ||M || and σr+1(M) are known,
then Corollary 3.2 implies a posteriori estimates for the output errors of Algorithm
3.
3.3.2 Impact of pre-multiplication on the errors of LRA (deterministic
estimates)
Next we estimate the error bounds contributed to the overall error bounds of Algo-
rithm 5 at the pre-multiplication stage and observe that they are dominated by the
error bounds contributed by Range Finder.
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Lemma 3.5. [The impact of pre-multiplication on LRA errors.] Suppose that Algo-
rithm 5 outputs a matrix XY for Y = (FX)+FM and that m ≥ k ≥ l = rank(X).
Then
M −XY = W (M −XX+M) for W = Im −X(FX)+F, (3.6)
|M −XY | ≤ |W | |M −XX+M |, |W | ≤ |Im|+ |X| |F | |(XF )+|. (3.7)
Proof. Recall that Y = (FX)+FM and notice that (FX)+FX = Il if k ≥ l =
rank(FX). Therefore Y = X+M + (FX)+F (M −XX+M). Consequently (3.6) and
(3.7) hold.
We bounded the norm |M −XX+M | in the previous subsection; next we bound the
norms |(FX)+| and |W | of the matrices FX and W , computed at sublinear cost for
kl n, a fixed orthogonal X, and proper choice of sparse F .
Theorem 3.8. [P00, Algorithm 1] for a real h > 1 applied to an m × l orthogonal
matrix X performs O(ml2) flops and outputs an l × m subpermutation matrix F
such that ||(FX)+|| ≤
√
(m− l)lh2 + 1, and ||W || ≤ 1 +
√
(m− l)lh2 + 1, for W =
Im +X(FX)
+F of (3.6) and any fixed h > 1; ||W || ≈
√
ml for m l and h ≈ 1.
[P00, Algorithm 1] outputs l × m matrix F . One can strengthen deterministic
bounds on the norm |W | by computing proper k×m subpermutation matrices F for
k of at least order l2.
Theorem 3.9. For k of at least order l2 and a fixed orthogonal multiplier X compute a
k×m subpermutation multiplier F by means of deterministic algorithms by Osinsky,
running at sublinear cost and supporting [O18, equation (1)]. Then ||W || ≤ 1 +
||(FX)+|| = O(l) for W of (3.6).
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3.4 Accuracy of sublinear cost dual LRA algorithms
Next we estimate the output errors of Algorithm 3 for a fixed orthogonal matrix H and
two classes of random inputs of low numerical rank, in particular for perturbed factor-
Gaussian inputs of Definition C.1. These estimates formally support the observed
accuracy of Range Finder with various dense multipliers (see [HMT11, Section 7.4],
and the bibliography therein), but also with sparse multipliers, with which Algorithms
5 and 3.4 run at sublinear cost.1 By applying the results of the previous section we
extend these upper estimates for output accuracy to variations of Algorithm 5 that
run at sublinear cost; they are extended to Algorithm 3.4 if we can just transpose an
input matrix.
3.4.1 Output errors of Range Finder for a perturbed factor-Gaussian
input
Assumption 3.2. Let M̃ = AB be a right m× n factor Gaussian matrix of rank r,
H = UHΣHV
∗








l−r be a constant. Here and
hereafter e := 2.71828182 . . . . Define random variables ν = ||B|| and µ = ||(BUH)+||,
and recall that ν
d
= νsp,r,n and µ
d
= ν+sp,r,l.
Theorem 3.10. [Errors of Range Finder for a perturbed factor-Gaussian matrix.]
Under assumption 3.2, let φ =
(
νµ||H+||
)−1−4α||H||, and let M = M̃+E be a right











where 0 < ξ < 2−0.5. Apply Algorithm 3 to M with test matrix H, then with probability
no less than 1− 2
√
ξ,
1We defined Algorithm 3.4 in Remark 3.4.
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(i)



















Proof. We prove claim (i) in the next subsection. Let us deduce claim (ii). Lemma
3.6 ensures that νµ ≤ θ/ξ and thus φ ≥ ξ/2||H+||θ with a probability no less than
1− 2
√
ξ. Substitute this inequality into the bound of claim (i) and deduce claim (ii)
of the theorem.
3.4.2 Proof of claim (i) of Theorem 3.10




νµ ≤ ξ−1θ. (3.10)
























Take union bound and deduce Lemma 3.6.
Readily obtain Theorem 3.10 by combining bound (3.3) with the following lemma.
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Lemma 3.7. Under the assumptions of Theorem 3.10 let Σ2, C1, and C2 denote
the matrices of (3.4)–(3.3). Then with probability no less than (1 − 2
√




Proof. Let A = UAΣAV
∗
A and B = UBΣBV
∗





AUBΣB, where P,ΣA, V
∗
A , UB, and ΣB are r× r matrices. Let P = UPΣPV ∗P
be SVD. Write U := UAUP , V
∗ := V ∗PV
∗
B, and observe that U ∈ Rm×r and V ∗ ∈ Rr×n
are orthogonal matrices of sizes m× r and r× n, respectively. Therefore M̃ = AB =
UΣPV
∗ is SVD. Furthermore this is the top rank-r SVD of M̃ because rank(AB) = r.
Therefore C̃1 = V
∗H = V ∗PV
∗
BH.
Recall that UB and ΣB are r × r matrices and deduce from SVD B = UBΣBV ∗B











Notice that VP and UB are r × r orthogonal matrices, and so |C̃+1 | = |(Σ−1B BH)+|.
Deduce that |C̃+1 | ≤ |ΣB| |(BH)+| from Lemma 4.1.
Substitute ||ΣB|| = ||B|| = ν, and obtain ||C̃+1 || ≤ ν||(BH)+||.
In the SVD H = UHΣHV
∗
H the matrix VH is orthogonal, ΣH and VH are l × l
matrices, and |Σ−1H | = |H+|. Hence
||(BH)+|| = σ−1r (BUHΣH) (3.13)
≤ σ−1r (BUH)||Σ−1H || (3.14)
= µ||H+|| (3.15)
Substitute this inequality into the above bound on ||C̃+1 || and obtain
||C̃+1 || ≤ νµ||H+||. (3.16)
By Lemma 3.6, with probability no less than 1− 2
√
ξ,
σr(C̃1) = ||C̃+1 ||−1 ≥ ξ/θ||H+|| > 4α||H||.
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Recall that α := ||E||F/(σr(M)− σr+1(M)) ≤ 0.2 (cf. (3.8)). Let Br,right(M) and
Br,right(M̃) denote two orthogonal matrix bases of the two linear spaces spanned by
top r right singular vectors of M and M̃ , respectively. Then deduce from Theorem
3.1 that ||Br,right(M)−Br,right(M̃)||F ≤ 4α.
Define SVDs of M̃ and M where these matrix bases are VM̃ and VM , respectively.




It follows that |σr(C1)− σr(C̃1)| ≤ 4α||H|| by virtue of Lemma 3.3. Deduce that
||C+1 ||−1 = σr(C1) ≥ σr(C̃1)− 4α||H|| = ||(C̃1)+||−1 − 4α||H|| > 0.
Therefore, with probability no less than (1− 2
√
ξ), we have






and deduce Lemma 3.7.
3.4.3 Output errors of Range Finder near a matrix with a random sin-
gular space
Next we prove similar estimates under an alternative randomization model for dual
LRA.
Theorem 3.11. [Errors of Range Finder for an input with a random singular space.]
Let the matrix V1 in Theorem 3.7 be the n × r Q factor in a QR factorization of a
normalized n × r Gaussian matrix Gn,r and let the multiplier H = UHΣHV ∗H be any
n× l matrix of full rank l ≥ r.
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(i) Then for random variables ν = |Gn,r| and µ = |Gn,rUH |, it holds that
|M −XY |/σ̄r+1(M) ≤ φr,l,n := (1 + (νµ|H+|)2)1/2.
(ii) For n ≥ l ≥ r + 4 ≥ 6, with probability no less than 1− 2
√
ξ we have





and with probability no less than 1− 2
√
ξ,
φ2F,r,l,n ≤ 1 + ξ−2 r2
n
l − r − 1
. (3.20)
Proof. (i) Write
Gn,r = V1R, V1 = Gn,rR
−1, R = V ∗1 Gn,r, (3.21)
and so V ∗1 = (R
∗)−1Gr,n and V
∗
1 H = (R
∗)−1Gr,nH.
Then define Gr,l = Gr,nUH ∼ Gr,l (cf. Lemma C.1), and hence




Therefore |(V ∗1 H)+| ≤ |R| µ |Σ−1H | (apply Lemma 4.1 and recall that VH is an orthog-
onal matrix).
Substitute |Σ−1H | = |H+| and obtain |(V ∗1 H)+| ≤ µ |H+| |R|.
Deduce from (3.21) that the matrices R and Gn,r share all their singular values.
Therefore |R| = ν, and so |(V ∗1 H)+| ≤ νµ|H+|.
By combining this bound with (3.5) prove claim (i) of the theorem.















and E µF ≤
√
r
l − r − 1
(3.23)
Let 0 < ξ < 2−1/2 be a constant, and apply Markov Inequality and union bound













and with probability no less than (1− 2
√
ξ),
νFµF ≤ ξ−1 r
√
n
l − r − 1
. (3.25)
Substitute the above inequalities into φr,l,n and prove claim (ii). Furthermore, assume
that r  l and H is orthogonal, then whp we have
φsp,r,l,n ≤
√









Bound the output errors of Algorithms 5–3.4 by combining the estimates of this
section and Section 3.3.2 and by transposing the input matrix M .
3.4.4 Impact of pre-multiplication in the case of Gaussian noise
Next deduce randomized estimates for the impact of pre-multiplication in the case
where an input matrix M includes considerable additive white Gaussian noise,2 which
is a classical representation of natural noise in information theory, is widely adopted
in signal and image processing, and in many cases properly represents the errors of
2Additive white Gaussian noise is statistical noise having a probability density function (PDF)
equal to that of the Gaussian (normal) distribution. Additive white Gaussian noise is widely adopted
in information theory and used in signal and image processing; in many cases it properly represents
the errors of measurement and rounding (cf. [SST06]).
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measurement and rounding (cf. [SST06]).
Theorem 3.12. Suppose that two matrices F ∈ Rk×m and H ∈ Rn×l are orthogonal,
k − l ≥ l + 2 ≥ 4, A ∈ Rm×n, λE is a positive scalar,
M = A+ E,
1
λE
E ∼ Gm,n, (3.27)
and W = Im −MH(FMH)+F (cf. (3.6) for X = MH). Then we have
E






k − 2l − 1
and E








Proof. Assumption (3.27) and Lemma C.1 together imply that FEH is a scaled
Gaussian matrix: 1
λE
FEH ∼ Gk,l. Apply Theorem 3.4 and obtain





and E ||(FMH)+||F ≤ λE
√
l
k − 2l − 1
(3.29)
Recall from (3.6) that |W | ≤ |Im| + |(FMH)+| |M | since the multipliers F and
H are orthogonal, and thus
E|W | ≤ |Im|+ |M | · E |(FMH)+| (3.30)
Substitute the above bound on E |(FMH)+|, ||Im||F =
√
m, and ||Im|| = 1, and
obtain (3.28).
Remark 3.5. For k = l = ρ, S = T = Ik, subpermutation matrices F and H, and
a nonsingular matrix FMH, Algorithms 5 and 3.4 output LRA in the form CUR
where C ∈ Rm×ρ and R ∈ Rρ×n are two submatrices made up of ρ columns and ρ
rows of M and U = (FMH)−1. [PLSZa] extends our current study to devising and
analyzing algorithms for the computation of such CUR LRA in the case where k and
l are arbitrary integers not exceeded by ρ.
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3.5 Multiplicative pre-processing and generation of multipli-
ers
3.5.1 Multiplicative pre-processing for LRA
We proved that sublinear cost variations of Algorithms 5 and 3.4 tend to output
accurate LRA of random input whp. In the real world computations input matrices
are not random, but we can randomize them by multiplying them by random matrices.
Algorithms 3 – 3.4 output accurate LRA whp if the multipliers are Gaussian,
SRHT, SRFT or Rademacher’s (cf. [HMT11, Sections 10 and 11], [T11], [CW09]),
but multiplication by these matrices run at superlinear cost. Our heuristic recipe is to
apply these algorithms with a variety of sparse multipliers Fi and/or Hi, i = 1, 2, . . . ,
with which computational cost becomes sublinear and then to monitor the accuracy
of the output LRA by applying the criteria of the previous section, [PLa], and/or
[PLSZa].
[PLSZ16] and [PLSZ17] cover various families of sparse multipliers. One can read-
ily complement these families with subpermutation matrices and, say, sparse quasi
Rademacher’s multipliers (see [PLSZa]) and then combine these basic multipliers to-
gether by using orthogonalized sums, products or other lower degree polynomials of
these matrices as multipliers (cf. [HMT11, Remark 4.6]).
Next we specify a particular family of sparse multipliers, which was highly efficient
in our tests when we applied them both themselves and in combination with other
sparse multipliers.
3.5.2 Generation of abridged Hadamard and Fourier multipliers
We define multipliers of this family by means of abridging the classical recursive
processes of the generation of n × n SRHT and SRFT matrices for n = 2t. These
matrices are obtained from the n×n dense matrices Hn of Walsh-Hadamard transform
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(cf. [M11, Section 3.1]) and Fn of discrete Fourier transform (DFT) at n points (cf.
[P01, Section 2.3]), respectively. Recursive representation in t recursive steps enables
multiplication of the matrices Hn and Fn by a vector in 2tn additions and subtractions
and O(tn) flops, respectively.
We end these processes in d recursive steps for a fixed recursion depth d, 1 ≤ d ≤ t,
and obtain the d-abridged Hadamard (AH) and Fourier (AF) matrices Hd,d and Fd,d,
respectively, such that Ht,t = Hn and Ft,t = Fn. Namely write Hd,0 = Fd,0 = In/2d ,
i =
√
−1, and ωs = exp(2πi/s) denoting a primitive s-th root of 1, and then specify
two recursive processes:
Hd,0 = In/2d , Hd,i+1 =
Hd,i Hd,i
Hd,i −Hd,i




 , D̂i+1 = diag (ωj2i+1)2i−1
j=0
, i = 0, 1, . . . , d− 1,
(3.32)
where P̂i denotes the 2
i × 2i matrix of odd/even permutations such that P̂iu = v,
u = (uj)
2i−1
j=0 , v = (vj)
2i−1
j=0 , vj = u2j, vj+2i−1 = u2j+1, j = 0, 1, . . . , 2
i−1 − 1.3
For any fixed pair of d and i, each of the matrices Hd,i (resp. Fd,i) is orthogonal
(resp. unitary) up to scaling and has 2d nonzero entries in every row and column.
Now make up multipliers F and H of k ×m and n× l submatrices of Fd,d and Hd,d,
respectively. Then in view of sparseness of Fd,d or Hd,d, we can compute the products
FM and MH by using O(kn2d) and O(lm2d) flops, respectively, and they are just
additions or subtractions in the case of submatrices of Hd,d.
By combining random permutation with either Rademacher’s diagonal scaling for
AH matrices Hd,d or random unitary diagonal scaling for AF matrices Fd,d, we obtain
the d–Abridged Scaled and Permuted Hadamard (ASPH) matrices, PDHn, and d–
3For d = t this is a decimation in frequency (DIF) radix-2 representation of FFT. Transposition
turns it into the decimation in time (DIT) radix-2 representation of FFT.
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Abridged Scaled and Permuted Fourier (ASPF) n× n matrices, PDFn, where P and
D are two matrices of permutation and diagonal scaling. Likewise define the families
of ASH, ASF, APH, and APF matrices, DHn,d, DFn,d, Hn,dP , and Fn,dP , respectively.
Each random permutation or scaling contributes up to n random parameters. We can
involve more random parameters by applying random permutation and scaling to the
intermediate matrices Hd,i and Fd,i for i = 0, 1, . . . , d.
Now the first k rows for r ≤ k ≤ n or first l columns for r ≤ l ≤ n of Hd,d and Fd,d
form a d-abridged Hadamard or Fourier multiplier, which turns into a SRHT or SRFT
matrix, respectively, for d = t. For k and l of order r log(r) Algorithm 3 with a SRHT
or SRFT multiplier outputs whp accurate LRA of any matrix M admitting LRA (see
[HMT11, Section 11]), but in our tests the output was consistently accurate even with
sparse abridged SRHT or SRFT multipliers computed just in three recursive steps.
3.6 Numerical tests
In this section we cover our tests of dual sublinear cost variants of Algorithm 3. The
tests for Tables 3.1–3.4 have been performed by using MatLab on a Dell computer
with the Intel Core 2 2.50 GHz processor and 4G memory running Windows 7; the
standard normal distribution function randn of MATLAB has been applied in order
to generate Gaussian matrices. The MATLAB function ”svd()” has been applied
in order to calculate the ξ-rank, i.e., the number of singular values exceeding ξ for
ξ = 10−5 in Sections 3.6.2 and 3.6.3 and ξ = 10−6 in Section 3.6.4. The tests for
Tables 3.5–3.7 have been performed on a 64-bit Windows machine with an Intel i5
dual-core 1.70 GHz processor by using custom programmed software in C++ and
compiled with LAPACK version 3.6.0 libraries.
3.6.1 Input matrices for LRA
We generated the following classes of input matrices M for testing LRA algorithms.
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Class I: Perturbed n × n factor-Gaussian matrices with expected rank r, M =
G1∗G2+10−10G3, for three Gaussian matrices G1 ∈ Gn×r, G2 ∈ Gr×n, and G3 ∈ Gn×n.
Class II: M = UMΣMV
∗
M , for UM and VM being the Q factors of the thin QR
orthogonalization of n × n Gaussian matrices and ΣM = diag(σj)nj=1; σj = 1/j, j =
1, . . . , r, σj = 10
−10, j = r+1, . . . , n (cf. [H02, Section 28.3]), and n = 256, 512, 1024.
(Hence ||M || = 1 and κ(M) = 1010.)
Class III: (i) The matrices M of the discretized single-layer Laplacian operator
of [HMT11, Section 7.1]: [Sσ](x) = c
∫
Γ1
log |x− y|σ(y)dy, x ∈ Γ2, for two circles
Γ1 = C(0, 1) and Γ2 = C(0, 2) on the complex plane. We arrived at a matrix M =
(mij)
n
i,j=1, mi,j = c
∫
Γ1,j
log |2ωi − y|dy for a constant c, ||M || = 1 and the arc Γ1,j of






(ii) The matrices that approximate the inverse of a large sparse matrix obtained
from a finite-difference operator of [HMT11, Section 7.2].
Class IV: The dense matrices of six classes with smaller ratios of “numerical
rank/n” from the built-in test problems in Regularization Tools, which came from
discretization (based on Galerkin or quadrature methods) of the Fredholm Integral
Equations of the first kind:4
baart: Fredholm Integral Equation of the first kind,
shaw: one-dimensional image restoration model,
gravity: 1-D gravity surveying model problem,
wing: problem with a discontinuous solution,
foxgood: severely ill-posed problem,
inverse Laplace: inverse Laplace transformation.
4See http://www.math.sjsu.edu/singular/matrices and http://www2.imm.dtu.dk/∼pch/Regutools
For more details see Chapter 4 of the Regularization Tools Manual at
http://www.imm.dtu.dk/∼pcha/Regutools/RTv4manual.pdf
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3.6.2 Tests for LRA of inputs of class II (generated via SVD)
Next we present the results of our tests of Algorithm 3 applied to matrices M of class
II.
Table 3.1 shows the average output error norms over 1000 tests for the matrices M
for each pair of n and r, n = 256, 512, 1024, r = 8, 32, and for either 3-AH multipliers
or 3-ASPH multipliers, both defined by Hadamard recursion (3.32), for d = 3.
Table 3.1: Error norms for SVD-generated inputs and 3-AH and 3-ASPH multipliers
n r 3-AH 3-ASPH
256 8 2.25e-08 2.70e-08
256 32 5.95e-08 1.47e-07
512 8 4.80e-08 2.22e-07
512 32 6.22e-08 8.91e-08
1024 8 5.65e-08 2.86e-08
1024 32 1.94e-07 5.33e-08
Table 3.2 displays the average error norms in the case of multipliers B of two
families defined below, both generated from the Basic Set of n×n 3-APF multipliers
defined by three Fourier recursive steps of equation (3.32), for d = 3, with no scaling,
but with a random column permutation.
For multipliers B we used the n× r leftmost blocks of either n× n matrices from
the Basic Set or the product of two such matrices. Both tables show similar tests
results.
In sum, for all classes of input pairs M and B and all pairs of integers n and r,
Algorithm 3 with our pre-processing has consistently output approximations to rank-
r input matrices with the average error norms ranged from 10−7 or 10−8 to about
10−9 in all our tests.
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Table 3.2: Error norms for SVD-generated inputs of class II and multipliers of two
classes
n r class 1 class 2
256 8 5.94e-09 2.64e-08
256 32 2.40e-08 8.23e-08
512 8 1.11e-08 2.36e-09
512 32 1.61e-08 1.61e-08
1024 8 5.40e-09 6.82e-08
1024 32 2.18e-08 8.72e-08
3.6.3 Tests for LRA of input matrices of class III (from [HMT11])
In Tables 3.3 and 3.4 we show the results of the application of Algorithm 3 to the
matrices of class III with multipliers B being the n× r leftmost submatrices of n× n
Gaussian multipliers, Abridged permuted Fourier (3-APF) multipliers, and Abridged
permuted Hadamard (3-APH) multipliers.
Then again we defined each 3-APF and 3-APH matrix by applying three recursive
steps of equation (3.32) followed by a single random column permutation.
We performed 1000 tests for every class of pairs of n × n or m × n matrices of
classes III(i) or III(ii), respectively, and n× r multipliers for every fixed triple of m,
n, and r or pair of n and r.
Tables 3.3 and 3.4 display the resulting data for the error norm ||UV −M ||.
3.6.4 Tests with additional families of multipliers
In the next three tables we display the output error norms of Algorithm 3 applied
to the input matrices of classes II–IV with six additional families of multipliers to be
specified later.
In particular we used 1024×1024 SVD-generated input matrices of class II having
numerical rank r = 32, 400 × 400 Laplacian input matrices of class III(i) having
numerical rank r = 36, 408 × 800 matrices having numerical rank r = 145 and
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Table 3.3: LRA of Laplacian matrices of class III(i)
n multiplier r mean std
200 Gaussian 3.00 1.58e-05 1.24e-05
200 3-APF 3.00 8.50e-06 5.15e-15
200 3-APH 3.00 2.18e-05 6.48e-14
400 Gaussian 3.00 1.53e-05 1.37e-06
400 3-APF 3.00 8.33e-06 1.02e-14
400 3-APH 3.00 2.18e-05 9.08e-14
2000 Gaussian 3.00 2.10e-05 2.28e-05
2000 3-APF 3.00 1.31e-05 6.16e-14
2000 3-APH 3.00 2.11e-05 4.49e-12
4000 Gaussian 3.00 2.18e-05 3.17e-05
4000 3-APF 3.00 5.69e-05 1.28e-13
4000 3-APH 3.00 3.17e-05 8.64e-12
representing finite-difference inputs of class III(ii), and 1000× 1000 matrices of class
IV (from the San Jose University database).
Then again we repeated the tests 100 times for each class of input matrices and
each size of an input and a multiplier, and we display the resulting average error
norms in Tables 3.5–3.7.
We generated our n × (r + p) multipliers for random p = 1, 2, . . . 21 by using
3-ASPH, 3-APH, and Random permutation matrices.
We obtained every 3-APH and every 3-ASPH matrix by applying three Hadamard’s
recursive steps (3.31) followed by random column permutation defined by random per-
mutation of the integers from 1 to n inclusive. While generating a 3-ASPH matrix we
also applied random scaling with a diagonal matrix D = diag(di)
n
i=1 where we have
chosen the values of random iid variables di under the uniform probability distribution
from the set {−4,−3,−2,−1, 0, 1, 2, 3, 4}.
We used the following families of multipliers: (0) Gaussian (for control), (1) sum
of a 3-ASPH and a permutation matrix, (2) sum of a 3-ASPH and two permutation
matrices, (3) sum of a 3-ASPH and three permutation matrices, (4) sum of a 3-
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Table 3.4: LRA of the matrices of discretized finite-difference operator of class III(ii)
m n multiplier r mean std
88 160 Gaussian 5.00 1.53e-05 1.03e-05
88 160 3-APF 5.00 4.84e-04 2.94e-14
88 160 3-APH 5.00 4.84e-04 5.76e-14
208 400 Gaussian 43.00 4.02e-05 1.05e-05
208 400 3-APF 43.00 1.24e-04 2.40e-13
208 400 3-APH 43.00 1.29e-04 4.62e-13
408 800 Gaussian 64.00 6.09e-05 1.75e-05
408 800 3-APF 64.00 1.84e-04 6.42e-12
408 800 3-APH 64.00 1.38e-04 8.65e-12
APH and three permutation matrices, and (5) sum of a 3-APH and two permutation
matrices.
Tables 3.5–3.7 show output accuracy with error norms in the range from about
10−6 to 10−9 with the exception of multiplier families 1–5 for the inverse Laplace
input matrix, in which case the range was from about 10−3 to 10−5.
The numbers in parentheses in the first line of Tables 3.6 and 3.7 show the nu-
merical rank of input matrices.
SVD-generated Matrices Laplacian Matrices Finite Difference Matrices
Family No. Mean Std Mean Std Mean Std
Family 0 4.97e-09 5.64e-09 1.19e-07 1.86e-07 2.44e-06 2.52e-06
Family 1 4.04e-09 3.17e-09 2.32e-07 2.33e-07 5.99e-06 7.51e-06
Family 2 5.49e-09 7.15e-09 1.91e-07 2.13e-07 3.74e-06 4.49e-06
Family 3 6.22e-09 7.47e-09 1.66e-07 1.82e-07 2.64e-06 3.34e-06
Family 4 3.96e-09 3.21e-09 1.91e-07 1.95e-07 1.90e-06 2.48e-06
Family 5 4.05e-09 3.01e-09 1.81e-07 2.01e-07 2.71e-06 3.33e-06
Table 3.5: Relative error norms in tests for matrices of classes II and III
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wing (4) baart (6) inverse Laplace (25)
Family No. Mean Std Mean Std Mean Std
Family 0 1.20E-08 6.30E-08 1.82E-09 1.09E-08 2.72E-08 7.50E-08
Family 1 2.00E-09 1.34E-08 2.46E-09 1.40E-08 1.21E-03 4.13E-03
Family 2 7.96E-09 4.18E-08 5.31E-10 3.00E-09 6.61E-04 2.83E-03
Family 3 3.01E-09 2.23E-08 5.55E-10 2.74E-09 3.35E-04 1.81E-03
Family 4 2.27E-09 1.07E-08 2.10E-09 1.28E-08 3.83E-05 1.66E-04
Family 5 3.66E-09 1.57E-08 1.10E-09 5.58E-09 3.58E-04 2.07E-03
Table 3.6: Relative error norms for input matrices of class IV (of San Jose University
database)
foxgood (10) shaw (12) gravity (25)
Family No. Mean Std Mean Std Mean Std
Family 0 1.56E-07 4.90E-07 2.89E-09 1.50E-08 2.12E-08 4.86E-08
Family 1 3.70E-07 2.33E-06 1.79E-08 8.70E-08 3.94E-08 1.14E-07
Family 1 1.76E-06 3.76E-06 1.46E-08 5.92E-08 4.81E-08 1.26E-07
Family 2 9.77E-07 1.71E-06 1.11E-08 6.67E-08 2.82E-08 8.37E-08
Family 3 7.16E-07 1.14E-06 1.87E-08 1.04E-07 5.70E-08 2.52E-07
Family 4 7.52E-07 1.24E-06 4.77E-09 1.79E-08 6.32E-08 1.99E-07
Family 5 9.99E-07 2.27E-06 1.03E-08 3.81E-08 3.94E-08 1.00E-07




In this chapter we have introduced new deterministic variants of subspace sampling
algorithms that achieve sublinear cost. Our analysis shows that our algorithms output
accurate LRA of a large class of inputs and with upper error bounds in the LRA of
an m × n matrix having numerical rank r that is a factor
√
min(m,n)r worse than
that of the optimal error bound. Our numerical experiments support these results
using a variety of multipliers.
References
[B15] A. Björk, Numerical Methods in Matrix Computations, Springer, New
York, 2015.
[BW18] A. Bakshi, D. P. Woodruff: Sublinear Time Low-Rank Approximation
of Distance Matrices, Procs. 32nd Intern. Conf. Neural Information
Processing Systems (NIPS’18), 3786–3796, Montral, Canada, 2018.
[CD05] Z. Chen, J. J. Dongarra, Condition Numbers of Gaussian Random Ma-
trices, SIAM. J. on Matrix Analysis and Applications, 27, 603–620,
2005.
[CLO16] C. Cichocki, N. Lee, I. Oseledets, A.-H. Phan, Q. Zhao and D. P.
Mandic, “Tensor Networks for Dimensionality Reduction and Large-
scale Optimization: Part 1 Low-Rank Tensor Decompositions”, Foun-
dations and Trends in Machine Learning: 9, 4-5, 249–429, 2016.
http://dx.doi.org/10.1561/2200000059
[CW09] K. L. Clarkson, D. P. Woodruff, Numerical Linear Algebra in the
Streaming Model, ACM Symp. Theory of Computing (STOC 2009),
205–214, ACM Press, NY, 2009.
65
[DS01] K. R. Davidson, S. J. Szarek, Local Operator Theory, Random Matrices,
and Banach Spaces, in Handbook on the Geometry of Banach Spaces
(W. B. Johnson and J. Lindenstrauss editors), pages 317–368, North
Holland, Amsterdam, 2001.
[E88] A. Edelman, Eigenvalues and Condition Numbers of Random Matrices,
SIAM J. on Matrix Analysis and Applications, 9, 4, 543–560, 1988.
[ES05] A. Edelman, B. D. Sutton, Tails of Condition Number Distributions,
SIAM J. on Matrix Analysis and Applications, 27, 2, 547–560, 2005.
[GL13] G. H. Golub, C. F. Van Loan, Matrix Computations, The Johns Hopkins
University Press, Baltimore, Maryland, 2013 (fourth edition).
[HMT11] N. Halko, P. G. Martinsson, J. A. Tropp, Finding Structure with Ran-
domness: Probabilistic Algorithms for Constructing Approximate Ma-
trix Decompositions, SIAM Review, 53, 2, 217–288, 2011.
[KS17] N. Kishore Kumar, J. Schneider, Literature Survey on Low Rank Ap-
proximation of Matrices, Linear and Multilinear Algebra, 65 (11), 2212-
2244, 2017, and arXiv:1606.06511v1 [math.NA] 21 June 2016.
[LPa] V. Y. Pan, Q. Luan, Randomized Approximation of Linear Least
Squares Regression at Sub-linear Cost, arXiv:1906.03784 (Submitted
on 10 Jun 2019).
[LPb] Q. Luan, V. Y. Pan, CUR LRA at Sublinear Cost Based on Vol-
ume Maximization, LNCS 11989, In Book: Mathematical Aspects of
Computer and Information Sciences (MACIS 2019), D. Salmanig et al
(Eds.), Springer Nature Switzerland AG 2020, Chapter No: 10, pages
1– 17, Chapter DOI:10.1007/978-3-030-43120-4 10
66
http://doi.org/10.1007/978-3-030-43120-4 9 and arXiv:1907.10481,
2019.
[M11] M. W. Mahoney, Randomized Algorithms for Matrices and Data, Foun-
dations and Trends in Machine Learning, NOW Publishers, 3, 2, 2011.
arXiv:1104.5557 (2011)
[MW17] Cameron Musco, D. P. Woodruff: Sublinear Time Low-Rank Approx-
imation of Positive Semidefinite Matrices, IEEE 58th Annual Sympo-
sium on Foundations of Computer Science (FOCS), 672–683, 2017.
[O18] A. Osinsky, Rectangular Maximum Volume and Projective Volume
Search Algorithms, September, 2018, arXiv:1809.02334
[OZ18] A.I. Osinsky, N. L. Zamarashkin, Pseudo-skeleton Approximations with
Better Accuracy Estimates, Linear Algebra Applics., 537, 221–249,
2018.
[P00] C.-T. Pan, On the Existence and Computation of Rank-Revealing
LU Factorizations, Linear Algebra and Its Applications, 316, 199–222,
2000.
[P01] V. Y. Pan, Structured Matrices and Polynomials: Unified Superfast
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4 CUR LRA Sublinear Cost Algorithms
4.1 Some background for LRA
Rp×q denotes the class of p× q real matrices. For simplicity we assume dealing with
real matrices throughout,5 except for the matrices of discrete Fourier transform of
Section 4.6.4, but our study can be quite readily extended to complex matrices; in
particular see [D88], [E88], [CD05], [ES05], and [TYUC17] for some relevant results
about complex Gaussian matrices.
Hereafter our notation | · | unifies the spectral norm || · || and the Frobenius norm
|| · ||F . An m × n matrix M has ε-rank at most ρ if it admits approximation within
an error norm ε by a matrix M ′ of rank at most ρ or equivalently if there exist three
matrices A, B and E such that
M = M ′ + E where |E| ≤ ε|M |, M ′ = AB, A ∈ Rm×ρ, and B ∈ Rρ×n. (4.1)
The 0-rank is the rank; the ε-rank of a matrix M for a small tolerance ε is said
to be its numerical rank, hereafter denoted nrank(M). A matrix admits its close
approximation by a matrix of rank at most ρ if and only if it has numerical rank at
most ρ. A 2-factor LRA AB of M of (4.1) can be generalized to a 3-factor LRA:
M = M ′ + E, |E| ≤ ε, M ′ = ATB, A ∈ Rm×k, T ∈ Rk×l, B ∈ Rl×n, (4.2)
ρ ≤ k ≤ m, ρ ≤ l ≤ n (4.3)
for ρ = rank(M ′), and typically k  m and/or l  n. The pairs of maps AT → A
and B → B as well as A→ A and TB → B turn a 3-factor LRA ATB of (4.2) into
a 2-factor LRA AB of (4.1).
5Hence the Hermitian transpose M∗ is just the transpose MT .
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An important 3-factor LRA of M is its ρ-top SVD Mρ = UρΣρV
∗
ρ for a diagonal
matrix Σρ = diag(σj)
ρ
j=1 of the ρ largest singular values of M and two orthogonal
matrices Uρ and Vρ of the ρ associated top left and right singular vectors, respectively.
6
Mρ is said to be the ρ-truncation of M .
Theorem 4.1. [GL13, Theorem 2.4.8].) Write τρ+1(M) := minN : rank(N)=ρ |M −N |.
Then τρ+1(M) = |M − Mρ| under both spectral and Frobenius norms: τρ+1(M) =






Theorem 4.2. [GL13, Corollary 8.6.2]. For m ≥ n and a pair of m× n matrices M
and M + E it holds that
|σj(M + E)− σj(M)| ≤ ||E|| for j = 1, . . . , n.
Lemma 4.1. (The norm of the pseudo inverse of a matrix product, see, e.g., [GTZ97].)
Suppose that A ∈ Rk×r, B ∈ Rr×l and the matrices A and B have full rank r ≤
min{k, l}. Then |(AB)+| ≤ |A+| |B+|.
4.2 CUR decomposition, CUR LRA, and its link to top SVD
In Sections 4.2.1 – 4.3.2 we seek LRA of a fixed input matrix in a special form of
CUR LRA. We call this problem primal. In Sections 4.4.1 and 4.4.2 we study dual
CUR LRA with a random input matrix.
4.2.1 Canonical CUR LRA
For two sets I ⊆ {1, . . . ,m} and J ⊆ {1, . . . , n} define the submatrices
MI,: := (mi,j)i∈I;j=1,...,n,M:,J := (mi,j)i=1,...,m;j∈J , and MI,J := (mi,j)i∈I;j∈J .
6An m×n matrix M is orthogonal if M∗M = In or MM∗ = Im for Is denoting the s×s identity
matrix.
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Given an m×n matrix M of rank ρ and its nonsingular ρ×ρ submatrix G = MI,J
one can readily verify that M = M ′ for
M ′ = CUR, C = M:,J , U = G
−1, G = MI,J , and R = MI,:. (4.4)
We call G the generator and U the nucleus of CUR decomposition of M .
CUR decomposition is extended to CUR approximation of a matrix M close to a
rank-ρ matrix although the approximation M ′ ≈ M for M ′ of (4.4) can be poor if
the generator G is ill-conditioned.7
Zamarashkin and Osinsky proved in [ZO18] that for any matrix M there exists its
CUR approximation (4.4) within a factor of ρ+ 1 from optimum under the Frobenius
matrix norm. Having an efficient algorithm for estimating the errors of CUR LRA,
one can compute the generator of this CUR LRA by means of exhaustive search,
which can be performed at sublinear cost if ρ is a small positive integer.
Now, given matrix M that admits its close LRA, that is, has low numerical rank
ρ = nrank(M), we face the challenge of devising algorithms that at sublinear cost
(i) compute an accurate CUR LRA of a matrix of a moderately large numerical
rank,
(ii) a posteriori estimate the errors of CUR LRA, and
(iii) refine CUR LRA.
We refer the reader to [PLa] for goal (iii); we pursue goal (ii) in the next section
and goal (i) in Sections 4.5 and 4.6, but in all these cases we generalize LRA of (4.4)
by allowing to use k × l CUR generators for k and l satisfying (4.3) and to choose
any l × k nucleus U for which the error matrix E = CUR−M has smaller norm.
Hereafter M+ denotes the Moore–Penrose pseudo inverse of M .
7The papers [GZT95], [GTZ97], [GZT97], [GT01], [GT11], [GOSTZ10], [ZO16], and [OZ18] define
CGR approximations having nuclei G; “G” can stand, say, for “germ”. We use the acronym CUR,
which is more customary in the West. “U” can stand, say, for “unification factor”, but notice the
alternatives of CNR, CCR, or CSR with N , C, and S standing for “nucleus”, “core”, and “seed”.
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Given two matrices C and R, the minimal error norm of CUR LRA
||E||F = ||M − CUR||F ≤ ||M − CC+M ||F + ||M −MR+R||F
is reached for the nucleus U = C+MR+ (see [MD09, equation (6)]), which, however,
cannot be computed at sublinear cost.
Hereafter we study canonical CUR LRA (cf. [DMM08], [CLO16], [OZ18]) with a
nucleus of CUR LRA given by the pseudo inverse of the ρ-truncation of a given CUR
generator:




In that case the computation of a nucleus involves just kl memory cells andO(klmin{k, l})
flops.
Our study of CUR LRA in this section can be extended to any LRA by means
of its transformation into a CUR LRA at sublinear cost (see Section 4.2.3 and [PLa,
Section 3]).
4.2.2 CUR decomposition of a matrix
Theorem 4.3. [A necessary and sufficient criterion for CUR decomposition.] Let
M ′ = CUR be a canonical CUR of M for U = G+ρ , G = MI,J . Then M
′ = M if and
only if rank(G) = rank(M).
Proof. σj(G) ≤ σj(M) for all j because G is a submatrix of M . Hence ε-rank(G) ≤ ε-
rank(M) for all nonnegative ε, and in particular rank(G) ≤ rank(M).
Now let M = M ′ = CUR. Then clearly
rank(M) ≤ rank(U) = rank(G+ρ ) = rank(Gρ) ≤ rank(G),
Hence rank(G) ≥ rank(M), and so rank(G) + rank(M) if M ′ = M .
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It remains to deduce that M = CG+ρ R if rank(G) = rank(M) := ρ, but in this
case Gρ = G, and so rank(CG
+
ρ R) = rank(C) = rank(R) = ρ. Hence the rank-ρ
matrices M and CG+ρ R share their rank-ρ submatrices C ∈ Rm×ρ and R ∈ Rρ×n.
Remark 4.1. Can we extend the theorem by proving that M ′ ≈ M if and only
if nrank(G) = nrank(M)? We extend the ”if” claim by proving that ||E|| = ||M −
CUR|| = O(σρ+1(M)) if σρ+1(M)||U || ≤ θ for a constant θ < 1, e.g., if σρ+1(M)||U || ≤
1/2 (see Corollary 4.1), but the ”only if” claim cannot be extended. Indeed let G be
a ρ × ρ nonsingular diagonal matrix, with all its diagonal entries equal to 1, except
for a single small positive entry, and so nrank(G) = ρ− 1. Extend G to a matrix M
such that
nrank(M) = rank(M) = rank(G) = ρ > nrank(G)
and then deduce from Theorem 4.3 that M ′ = M .
4.2.3 From ρ-top SVD to CUR LRA
ρ-top SVD of any LRA can be readily computed at sublinear cost for small ρ (see
[PLa]). Next we transform the ρ-top SVD of a matrix into its rank-ρ CUR decompo-
sition.
Correctness verification. Substitute the expressions for C, N and R and ob-




∗). Substitute the equations V ∗:,JV
∗+
:,J =
U+I,:UI,: = Iρ, which hold because V
∗
:,J ∈ Rρ×l, U+I,: ∈ Rk×ρ, and ρ ≤ min{k, l} by
assumption, and obtain CNR = UΣV ∗ = M ′.
Cost bounds. The algorithm uses nk + ml + kl memory cells and O(mk2 + nl2)
flops; these cost bounds are sublinear for k2  n and l2  m and are dominated at
stage 2.
Let us also estimate the norm of the nucleus ||N ||. Observe that ||N || ≤ ||V ∗+:,J || ||Σ−1|| ||U
+
I,:||
by virtue of Lemma 4.1 because rank(V:,J ) = rank(Σ) = rank(UI,:) = ρ. Recall that
||Σ−1|| = ||M+|| = 1/σρ(M).
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[Transition from ρ-top SVD to CUR LRA.]
Input: Five integers k, l, m, n, and ρ satisfying (4.3) and four matrices M ∈ Rm×n,
Σ ∈ Rρ×ρ (diagonal), U ∈ Rm×ρ, and V ∈ Rn×ρ (both orthogonal) such that
M := UΣV ∗ is SVD.
Output: Three matrices8 C ∈ Rm×l, N ∈ Rl×k, and R ∈ Rk×n such that C and R
are submatrices made up of l columns and k rows of M , respectively, and
M = CNR.
Computations: 1. By applying to the matrices U and V the algorithms of
[GE96] or [P00] compute the submatrices UI,: ∈ Rk×ρ and V ∗:,J ∈ Rρ×l,
respectively. Output the CUR factors C = UΣV ∗:,J and R = UI,:ΣV
∗.
2. Define a CUR generator G := UI,:ΣV
∗
:,J and output a nucleus
N := G+ = V ∗+:,J Σ
−1U+I,:. [Prove the latter equation by verifying the
Moore – Penrose conditions for the matrix G+.]
Write t2q,s,h := (q − s)sh2 + 1, allow any choice of h > 1, say, h = 1.1, and then
recall that ||U+I,:|| ≤ tam,k,h, ||(V ∗:,J )+|| ≤ tan,l,h, and consequently
||N || ≤ tam,ρ,htan,ρ,h/σρ(M)
where a = 1 if we apply the algorithms of [GE96] at stage and a = 2 if we apply those
of [P00].
4.3 A posteriori errors of a canonical CUR LRA
4.3.1 Outline and a lemma
Outline 4.1. [Estimation of the Errors of a Canonical CUR LRA.] Given an m× n
matrix M of numerical rank ρ, two sets I and J of its k row and l column indices,
for ρ ≤ min{k, l}, and its canonical CUR LRA defined by these two sets, select the
spectral or Frobenius matrix norm | · | and estimate the errors of a canonical CUR
LRA as follows:
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1. Consider (but do not compute) an auxiliary m × n matrix M ′ of rank ρ that
approximates the matrix M within a fixed norm bound ε. [We can apply our
study to any choice of M ′, e.g., to M ′ = Mρ, in which case ε = σρ+1(M), or
to M being a norm-ε perturbation of a factor-Gaussian matrix M of Definition
C.1.]
2. Fix a k × l CUR generator G′ = M ′I,J for the matrix M ′ and define a nucleus
U ′ = G′+ρ and canonical CUR decomposition M
′ = C ′U ′R′.
3. Observe that
|M − CUR| ≤ |M −M ′|+ |M ′ − CUR| ≤ ε+ |C ′U ′R′ − CUR|. (4.5)
4. Bound the norm |C ′U ′R′ − CUR| in terms of the values ε, |C|, |U |, and |R|.
Our next goal is elaboration upon step 4, provided that we have already performed
steps 1– 3.
Lemma 4.2. Fix the spectral or Frobenius matrix norm | · |, five integers k, l, m, n,
and ρ such that ρ ≤ k ≤ m and ρ ≤ l ≤ n, an m × n matrix M having numerical
rank ρ, its rank-ρ approximation M ′ within a norm bound ε, such that τρ+1(M) ≤
|M ′ −M | ≤ ε, and canonical CUR LRAs M ≈ CUR and M ′ = C ′U ′R′ defined by
the same pair of index sets I and J of cardinality k and l, respectively, such that
C := M:,J , R := MI,:, U = G
+
ρ , C
′ := M ′:,J , R
′ := M ′I,:, U
′ = G′+ρ ,
G = MI,J , and G
′ = M ′I,J .
Then
|C ′U ′R′ − CUR| ≤ (|R|+ |C ′|) |U | ε+ |C ′| |R′| |U ′ − U |.
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Proof. Notice that
CUR− C ′U ′R′ = (C − C ′)UR + C ′U(R−R′) + C ′(U − U ′)R′.
Therefore
|CUR− C ′U ′R′| ≤ |C − C ′| |U | |R|+ |C ′| |U | |R−R′|+ |C ′| |U − U ′| |R′|.
Complete the proof of the lemma by substituting the bound max{|C ′ − C|, |R′ −
R|} ≤ ε.
4.3.2 The errors of CUR LRA of a perturbed matrix of low rank
Lemma 4.3. Under the assumptions of Lemma 4.2, let rank(G′) = rank(Mk,l,ρ) = ρ
and write εk,l,ρ := ||G′ − Gρ||, α = (1 +
√
5)/2 if ρ < min{k, l} and α =
√
2 if
ρ = min{k, l}. Then
εk,l,ρ = εk,l ≤ ε if ρ = min{k, l}, εk,l,ρ ≤ ε+ σρ+1(M) ≤ 2ε if ρ < min{k, l},
||U − U ′|| ≤ α||U || ||U ′|| εk,l,ρ.
Proof. Recall that ||G′ − G|| ≤ ||M ′ − M || ≤ ε and ||Gρ − G|| ≤ σρ+1(M) ≤ ε.
Combine these bounds and obtain the claimed bound on εk,l,ρ. Recall that rank(G) =
rank(M ′) = rank(G′ρ) = ρ and apply [B15, Theorem 2.2.5].
Lemma 4.4. [See [B15, Theorem 2.2.4] for A = Gρ and A + E = G
′.] Under the
assumptions of Lemma 4.3 let















′) ≥ σρ(G)− ε.
Hence













The following lemma provides a sufficient condition for (4.6).
Lemma 4.5. Bound (4.6) holds if ε ≤ ||U ||/2 = 1/(2σρ(G)).
Proof. Combine relationships ||U || σρ(G) = 1, εk,l,ρ ≤ 2ε of Lemma 4.3, and (4.6).
Observe that Lemma 4.2 also holds if we interchange the triples C,U,R and
C ′, U ′, R′. Combine the resulting dual version of Lemma 4.2 with Lemmas 4.3 and
4.4 and obtain the following estimates.
Corollary 4.1. (Cf. Outline 4.1.) Under the assumptions of Lemma 4.2, it holds
that
||C ′U ′R′ − CUR|| ≤ ((||R||+ ||C||+ ε+ α||C|| ||R|| ||U ′||)||U ||) ε
for α of Lemma 4.3, α ≤ (1 +
√
5)/2. If in addition (4.6) holds, then
||C ′U ′R′ − CUR|| ≤ ((||R||+ ||C||+ ε+ α
1− θ
||C|| ||R|| ||U ||)||U ||) ε,
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and so
||C ′U ′R′ − CUR|| ≤ (2v + α
1− θ
v2 + θ) ε for v =: max{||C||, ||R||}||U || ≥ 1,
and
|C ′U ′R′ − CUR| = O(ε) if v = O(1).
By interchanging the roles of CUR LRA of M and CUR decomposition of M ′ in
the proof of Corollary 4.1 we obtain the following dual variant of that corollary.
Corollary 4.2. Under the assumptions of Lemma 4.2, it holds that
||C ′U ′R′ − CUR|| ≤ ((||R′||+ ||C ′||+ ε+ α||C ′|| ||R′|| ||U ||)||U ′||) ε
for α of Lemma 4.3, α ≤ (1 +
√
5)/2. Let in addition θ′ := ε ||U ′|| < 1. Then





ε for v′ =: max{||C ′||, ||R′||}||U ′|| ≥ 1, (4.7)
and so (cf. (4.5))
||M − CUR|| ≤
( α
1− θ
v′2 + 2v′ + θ + 1
)
ε. (4.8)
Due to bound (4.5) and Corollaries 4.1 and 4.2 it remains to estimate the norms
||C||, ||R||, and ||U || or ||C ′||, ||R′|| and ||U ′||. We are going to do this next under two
models of randomization for an input matrix M .
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4.4 The errors of CUR LRA of perturbed random matrices
4.4.1 The errors of CUR LRA of a perturbed factor-Gaussian matrix
Hereafter E(w) and E|| · || denote the expected values of a random variables w and
|| · ||, respectively.
Begin with the following simple lemma.
Lemma 4.6. Let M ′ = FΣH be a two-sided rank-ρ factor-Gaussian matrix of Defi-
nition C.1 with
F ∈ Gm×ρ, Σ = diag(σj)ρj=1, H ∈ Gρ×n, ||Σ|| = σ1, and ||Σ+|| = 1/σρ.
Let I and J denote two sets of row and column indices of cardinality k and l, respec-
tively. Then
M ′I,J = FI,:ΣH:,J for FI,: ∈ Gk×ρ and H:,J ∈ Gρ×l.
Next prove the following estimate.
Theorem 4.4. Let M ′ = C ′U ′R′ be a two-sided m × n factor-Gaussian matrix of
rank ρ such that
C ′ = M ′:,J , R
′ = M ′I,:, G = M
′
I,J ∈ Rk×l, and U ′ = G′+,
for two row and column set indices I and J and for k, l,m, n, ρ satisfying (4.3). Let
νp,q and ν
+
p,q be defined in Definition C.3. Then
||C ′|| ≤ νm,ρνρ,lσ1, ||R′|| ≤ νk,ρνρ,nσ1, ||U ′|| ≤ ν+k,ρν
+
ρ,l/σρ. (4.9)
Proof. By virtue of Theorem C.3, C ′, R′, and M ′I,J are also two-sided factor-Gaussian
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matrices of rank ρ. Apply Lemma 4.6 and obtain that
C ′ = Fm,ρΣHρ,l and R
′ = Fk,ρΣHρ,n
where Σ = diag(σj)
ρ
j=1, Fp,q ∈ Gp×q and Hp,q ∈ Gp×q for all p and q, and Gm,ρ, Hρ,l,
Gk,ρ, and Hρ,n are four independent Gaussian matrices. This implies bounds (4.9) on
the norms ||C|| and ||R||.
Next deduce from Lemma 4.6 that
M ′I,J = Fk,ρΣHρ,l for Fk,ρ ∈ Gk×ρ, Σ ∈ Rρ×ρ, Hρ,l ∈ Gρ×l, ||Σ−1|| = 1/σρ.
Now recall that the matrix Σ is nonsingular and the matrices G and H have full
rank, apply Lemma 4.1 to the matrix G = M ′k,l, and obtain bound (4.9) on the norm
||U ′|| = ||G+||.
The random variables νm,ρ, νρ,l, νk,ρ, and νρ,n are strongly concentrated about their
expected values by virtue of Theorem C.4 and if the ratio min{k, l}/ρ substantially
exceeds 1, then so are the random variables ν+k,ρ and ν
+
ρ,n as well, by virtue of Theorem
C.5. Substitute these expected values into the upper bounds on the norm of C ′, R′,
and U ′ of Theorem 4.4 and obtain

















and if min{k, l} ≥ ρ+ 2 ≥ 4, then
E||U ′|| ≤ e
2ρ
(k − ρ) (l − ρ) σρ
for e := 2.71828182 . . . . (4.11)




kn σ1, and e
2ρ/(kl σρ), respectively, if
min{k, l}  ρ. Substitute these values on the right-hand side of bound (4.8). Drop
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the smaller order terms (2v′ + 1 + θ)ε of (4.8), combine (4.5), (4.10), and (4.11),
and under (4.6) obtain the following crude upper estimate for the values E||U ′|| and




α εe4ρ2 max{kn, lm} σ21
(1− θ)k2l2σ2ρ
. (4.12)
Remark 4.2. Recall from Theorem C.5 that unless the integer min{k, l}−ρ is small,
the upper bound (4.9) on U ′ is strongly concentrated about its expected value (4.11).
Thus, in view of Corollary 4.2 and Lemma 4.5, the estimates of this subsection are
expected to hold whp provided that min{k, l}  ρ and that the value 1 − εE||U ′|| ≈
1− εe2ρ
klσρ
exceeds a positive constant.
4.4.2 The errors of CUR LRA under additive white Gaussian noise
Let us estimate the errors of LRA of a matrix including considerable additive white
Gaussian noise.
Theorem 4.5. Suppose that M = A + 1
µ
Gm,n ∈ Rm×n for a positive scalar µ and
Gm,n ∈ Gm×n and that Mk,l is a k × l submatrix of M for five integers k, l,m, n, ρ
satisfying (4.3). Then
|U | = |(Mk,l)ρ)+| ≤ µmin{ν+ρ,ρ, ν+k−ρ,ρ, ν
+
ρ,l−ρ}. (4.13)
Furthermore let max{k, l} ≥ 2ρ+ 2 ≥ 6, write e := 2.7182822 . . . , and then obtain
E||U ||2F ≤
ρ µ2
max{k, l} − ρ− 1




max{k, l} − ρ
. (4.14)
Proof. Fix any k × ρ submatrix Mk,ρ of Mk,l and notice that both matrices (Mk,l)ρ
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and Mk,ρ have rank ρ. Furthermore
σj((Mk,l)ρ) = σj(Mk,l) ≥ σj(Mk,ρ) for j = 1, . . . , ρ
because Mk,ρ is a submatrix of Mk,l. It follows that |((Mk,l)ρ)+| ≤ |((Mk,ρ)ρ)+|.
Next prove that
|((Mk,ρ)ρ)+| ≤ µmin{ν+ρ,ρ, ν+k−ρ,ρ}. (4.15)
First notice that Mk,ρ = Ak,ρ +
1
µ
Gk,ρ where Ak,ρ is a k × ρ submatrix of A and
Gk,ρ ∈ Gk×ρ.
Let Ak,ρ = UΣV
∗ be full SVD such that U ∈ Rk×k, V ∈ Rρ×ρ, U and V are
orthogonal matrices, Σ =
 D
Oρ,k−ρ







and observe that U∗Ak,ρV = Σ and U






 , and so |T+k,ρ| ≤ min{|(D + 1µGρ,ρ)+|, µν+k−ρ,ρ}.
Bound (4.15) follows because
















by virtue of claim (iv) of Theorem C.5. Similarly we prove that
|((Mρ,l)ρ)+| ≤ µmin{ν+ρ,ρ, ν+ρ,l−ρ}.
Combine this bound with (4.15) and obtain (4.13).
Extend (4.13) to (4.14) by applying Theorem C.5.
Let us estimate the norm ||M − CUR|| by combining (4.5), Corollary 4.1, and
Theorem 4.5.
For C = M:,J and R = MI,: write CA := A:,J and RA = AI,: and obtain
|C| ≤ |CA|+ νm,l, |R| ≤ |RA|+ νk,n. (4.16)




v, but the contribution of the terms νm,l and νk,n to
the product ||C|| ||R|| can be dominated by the impact of the terms |CA| and |RA|.
So skip further estimation of the norms |C| and |R|, write η := max{|C|, |R|}, and
just estimate the error norm of CUR LRA in terms of ||U ||.
Write j := max{k, l} and assume that
ρ j, θ = 2ε||U || ≤ 1
2




Furthermore assume that the value 1/µ is large enough, that is, the Gaussian noise is
significant, and then the term α ε v
2






dominates the upper bound of Corollary 4.1 on the norm ||C ′U ′R′ − CUR|| and
consequently on the norm ||M − CUR||.
Let us estimate the expected value of that term. Combine the bounds of Theorem
4.5 and Corollary 4.1 and obtain the following upper estimates:
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4.5 CUR LRA algrithms running at sublinear cost
4.5.1 Primitive and Cynical algorithms
Given an m× n matrix M of numerical rank ρ and a pair of k and l satisfying (4.3),
define a canonical CUR LRA of M by fixing or choosing at random a pair of sets I
and J of k row and l column indices, respectively, and call the resulting algorithm
Primitive. Its arithmetic cost, not including the cost of selection of the sets I and
J , is O(klmin{k, l}). It is sublinear if klmin{k, l}  mn.
Corollary 4.1 shows that the norms of the nucleus and the output errors of this
algorithm tend to decrease as we expand the sets I and J of k rows and l columns
defining a CUR generator G. In particular our estimates (4.12) become roughly
proportional to the ratios
r(prim, ||U ||) = 1
kl
and r(prim, ||M − CUR||) = max{kn, lm}
k2l2
. (4.19)
Now for an m × n factor-Gaussian matrix M of rank ρ, fix four integers k, l, p,
and q such that
0 < ρ ≤ k ≤ p ≤ m and ρ ≤ l ≤ q ≤ n, (4.20)
fix or choose at random a pair of sets I and J of p row and q column indices,
respectively, compute a k× l CUR generator Gk,l for the p× q submatrix MI,J of M
by applying the algorithms of [GE96], compute the ρ-truncation Gk,l,ρ, and build on
it CUR LRA of M . We call this CUR LRA algorithm Cynical9
9We allude to the benefits of the austerity and simplicity of primitive life, advocated by Diogenes
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Its computations are a little simpler than those of Primitive algorithm for the pair
(p, q) although have the same asymptotic arithmetic cost bound O(pqmin{p, q}),
while the upper estimates (4.18) for the norms ||U || and ||N − CUR|| increase by
factors of f and f 2, respectively, where (see [GE96])
1 ≤ f ≤ tq,k,hts,l,h′ , for t2v,u,h := (v − u)uh2 + 1, v > u, and any h > 1. (4.21)
Now assume that p = sk and q = sl for a reasonably large real s and estimate the
ratio r(prim,||U ||)
r(cynic,||U ||) of the upper bounds on the norm of the k × l nuclei ||U || computed
by means of Primitive and Cynical algorithms, respectvely. By combining (4.19) and
(4.21) obtain that the ratio converges to kl
s
as s grows large, but realistically Cynical
algorithm performs better even for smaller values s because upper bound (4.21) is
pessimistic.
The bound on t2v,u,h is squared if we apply the algorithms and analysis of [P00]
rather than those of [GE96].
Based on the estimates of (4.16)–(4.18) one can similarly deduce bounds on the
norms of the nuclei and output errors in the case where Primitive and Cynical al-
gorithms are applied to the matrix M = A + 1
µ
Gm,n of Theorem 4.5, with the term
1
µ
Gm,n representing white Gaussian noise, provided that the relevant data about the
matrix A are also available.
Remark 4.3. The cost of the computation of the nucleus remains sublinear if we
choose a horizontal or vertical CUR generator made up of a sufficiently small number
of rows or columns of an input matrix M , and under such a choice we arrive at quite
favorable upper bounds (4.12) and (4.18) on the output error norm.
Finally consider exhaustive search for a ρ×ρ submatrix of a fixed p×q submatrix
Mp,q of M such that CUR LRA built on that submatrix as a CUR generator minimizes
the Cynic, and not to shamelessness and distrust associated with modern cynicism.
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the Frobenius error norm ||M−CUR||F . As proved in [ZO18] this minimum is within
a factor of ρ+1 from the minimal error norm σF,ρ+1(Mp,q) of Theorem 4.1. Exhaustive














where C(m,n, ρ) denotes the cost of estimation of the error norm of CUR LRA of
M for a fixed ρ × ρ CUR generator. One cannot estimate this norm at sublinear
cost even for the input matrices of the small family of Appendix D, but one can try
various sublinear cost heuristics for that task (cf. [PLa]).
4.5.2 Cross-Approximation (C–A) iterations
By alternating Cynical algorithms with horizontal and vertical CUR generators of
Remark 4.3, one arrives at the following sublinear cost recursive algorithm, said to be
Cross-Approximation (C–A) iterations (see Figure ??), which is a special case of
Alternating Directions Implicit (ADI) Method. Generally the ADI method can end
at a local optimum lying far from global one, but in the special case of C-A iterations
this is a remote danger: C-A iterations have been consistently converging to accurate
CUR LRA in their decade-long worldwide application, and the paper [Pa] provides




• For an m×n matrix M and target rank r, fix four integers k, l, p and q satisfying
(4.20). [C-A iterations are simplified in a special case where p := k and q := l.]
• Fix an m×q “vertical” submatrix of the matrix M , made up of its q columns.10
• By applying a fixed CUR LRA subalgorithm, e.g., one of the algorithms of
[O18], [GE96], [P00], or [DMM08],11 compute a k × l CUR generator G of this
submatrix and reuse it for the matrix M .
• Output the resulting CUR LRA of M if it is close enough.
• Otherwise swap p and q and reapply the algorithm to the matrix M∗.
[This is equivalent to computing a k × l CUR generator of a fixed p× n “hori-
zontal” submatrix M1 of M that covers the submatrix G.]
• Recursively alternate such “vertical” and “horizontal” steps until an accurate
CUR LRA is computed or until the number of recursive C–A steps exceeds a
fixed tolerance bound.
Initialization recipes. For a large class of input matrices it is efficient to apply
adaptive C-A iterations (cf. [B00], [B11], [BG06] [BR03]). They combine initializa-
tion with dynamic search for gaps in the singular values of M by properly adapting
Gaussian elimination with pivoting.
Other criteria for C-A. We devised C-A iterations by extending cynical algo-
rithms towards bounding the norm of the nucleus, but other criteria can be as much
or even more relevant. In particular highly efficient C-A iterations in [GOSTZ10],
[OZ18], and [O18] have been devised towards maximization of the volume or projec-
tive volume of the output generator.12
10One can alternatively begin C–A iterations with a “horizontal” submatrix.
11Such a subalgorithm runs at sublinear cost on the inputs of smaller size involved in C–A itera-
tions, even where the original algorithms of [O18], [GE96], [P00], or [DMM08] applied to an m× n
matrix M run at superlinear cost.
12The volume and the projective volume of an m× n matrix M are said to be the products of its
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4.6 Multiplicative pre-processing and generation of multipli-
ers
4.6.1 Recursive multiplicative pre-processing for LRA
We proved that Primitive, Cynical, and C-A algorithms, which run at sublinear cost,
output accurate CUR LRA whp on random input. A real world matrix admitting
LRA is not random, but we can boost the likelihood of producing accurate LRA if
we recursively apply the same algorithms to various independently generated matrices
M (i), i = 1, 2, . . . , whose LRA can be readily transformed into LRA of an original
matrix M . In order to define pairwise independent multipliers we generate them by
using randomization of some kind (see the next subsection).
Now let M (i) = X(i)MY (i), i = 1, 2, . . . , for some pairs of square orthogonal
matrices X(i) and Y (i). For every i one of Xi and Yi can be identity matrix, but all
the other matrices Xi and Yi should be chosen independently of each other. We stop
this process as soon as we obtain a reasonable LRA A(i)B(i) ≈ M (i) = X(i)MY (i)
(this stopping criterion may rely on the a posteriori error estimates of the previous
sections and [PLa]). Then we can immediately obtain LRA X(i)∗A(i)B(i)Y (i)∗ ≈ M
such that |X(i)∗A(i)B(i)Y (i)∗ −M | = |AB −M (i)|.
We can compute the matrices M (i) and then shift from the LRA A(i)B(i) of M (i) to
LRA X(i)∗A(i)B(i)Y (i)∗ of M at sublinear cost if we choose sufficiently sparse multipli-
ers A(i) and B(i). We can further decrease the computational cost when we seek CUR
LRA X(i)MY (i) = C(i)U (i)R(i) because C(i) = (X(i)MY (i)):,Ji = X
(i)M (Y (i)):,Ji ,
R(i) = (X(i)MY (i))Ii,: = (X
(i))Ii,: MY
(i), andG(i) = (X(i)MY (i))Ii,Ji = (X
(i))Ii,: M (Y
(i)):,Ji




j=1 for t = min{m,n} or t = rank(M), In the implementation in [GOSTZ10], it is
sufficient to apply O(nρ2) flops in order to initialize the C–A algorithm in the case of n × n input
and q = s = ρ. Then the algorithm uses O(ρn) flops per C–A step.
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4.6.2 Gaussian pre-processing
Next we prove that pre-processing with Gaussian multipliers X and Y transforms
any matrix that admits LRA into a perturbation of a factor-Gaussian matrix.
Theorem 4.6. For k, l, m, n, and ρ satisfying (4.3), G ∈ Gk×m, H ∈ Gn×l, an m×n
well-conditioned matrix M of rank ρ, and νp,q and ν
+
p,q of Definition C.3 it holds that
(i) GM is a left factor-Gaussian matrix of rank ρ, ||GM || ≤ ||M || νk,ρ, and
||(GM)+|| ≤ ||M+|| ν+k,ρ,
(ii) MH is a right factor-Gaussian matrix of rank ρ, ||MH|| ≤ ||M || νρ,l, and
||(MH)+|| ≤ ||M+|| ν+ρ,l, and
(iii) GMH is a two-sided factor-Gaussian matrix of rank ρ, ||GMH|| ≤ ||M || νk,ρνρ,l,
and ||(GMH)+|| ≤ ||M+|| ν+k,ρν
+
ρ,l.
Proof. Let M = SMΣMT
∗
M be SVD where ΣM is the diagonal matrix of the singular
values of M ; it is well-conditioned since so is the matrix M . Then





(ii) MH = SMΣMH̄ = SMΣMH̄ρ,
(iii) GMH = ḠΣMH̄ = ḠρΣMH̄rρ (here ρ ≤ min{m,n}, Ḡ := GSM and
H̄ := T ∗MH are Gaussian matrices by virtue of Lemma C.1, which states orthogo-
nal invariance of Gaussian matrices: indeed in our case G ∈ Gl×m, H ∈ Gn×k, while
SM ∈ Cm×ρ and TM ∈ Cρ×n are orthogonal matrices), and
(iv) Ḡρ = Ḡ
Iρ
O
, and H̄ρ = (Iρ | O)H̄.
Combine the equations of claims (i)–(iv) with Lemma 4.1.
4.6.3 Randomized pre-processing
By virtue of Theorem 4.6 multiplication by Gaussian matrices turns any matrix ad-
mitting its close LRA into a perturbed factor-Gaussian matrix, whose close LRA we
can compute at sublinear cost by virtue of our results of Section 4.4.1. Similar results
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can be proved by means of applying or extending the techniques of [HMT11, Sections
10 and 11], [T11], and [CW09] in the cases where the multipliers are Rademacher’s
matrices or those of Hadamard and Fourier transforms. Multiplication by all these
multipliers is performed at superlinear cost, but we conjecture that empirically the
same algorithms should output close LRA of a matrix that admits its LRA and is
pre-processsed at sublinear cost with sparse orthogonal multipliers.
In the next subsection we recall generation of 2t × 2t SRHT and SRFT dense
matrices in t recursive steps and consider abridged processes consisting in d < t
steps, which define sparse orthogonal matrices that have precisely 2d nonzero entries
in each row and each column.
We turned them into sparse rectangular orthogonal multipliers (we call them
abridged scaled and permuted) by means of Rademacher’s or random unitary diagonal
scaling and multiplication by subpermutation matrices, that is, full rank submatrices
of permutation matrices. The results of our tests with these multipliers turned out
to be in good accordance with our conjecture above.
Another promising class of sparse multipliers can be obtained by means of ran-
domly scaling subpermutation matrices.
One can strengthen one’s chances for success with sparse pre-processing at sublin-
ear cost by combining a small number of distinct multipliers into a single multiplier
given by their sum, their linear combination, or more generally a small degree poly-
nomial and then orhogonalizing it.
4.6.4 Multipliers derived from Rademacher’s, Hadamard and Fourier ma-
trices
Every entry of a Rademacher’s matrix is filled with 1 and −1 chosen with equal
probability 1/2 independently of other entries. We define a square quasi Rademacher’s
matrix by first filling its diagonal in this way and filling other entries with 0, and
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then successively changing its non-diagonal entries into 1 or −1, each time chosen
with equal probability 1/2. In the recursive process of generation of these sparse
matrices we periodically use them as multipliers in a fixed LRA algorithm and every
time verify whether the output LRA already satisfies a fixed stopping criterion.
We generate quasi SHRT and SRFT multipliers by abridging the classical recursive
processes of the generation of n×n SRHT and SRFT matrices in t = log2(n) recursive
steps for n = 2t. Our abridged processes have recursive depth d ≤ t, begin with the















j=0 , ω2i = exp(2π
√
−1/2i),





j=0 , vj = u2j, vj+2i = u2j+1, j = 0, 1, . . . , 2
i − 1, and i = 0, 1, . . . , d− 1.
For s := 2t−d = n/2d and d = 1, 2, 3 we obtain the following expressions:
H1 = F1 =
Is Is
Is −Is
 , H2 =

Is Is Is Is
Is −Is Is −Is
Is Is −Is −Is




Is Is Is Is
Is iIs −Is −iIs
Is −Is Is −Is






Is Is Is Is Is Is Is Is
Is −Is Is −Is Is −Is Is −Is
Is Is −Is −Is Is Is −Is −Is
Is −Is −Is Is Is −Is −Is Is
Is Is Is Is −Is −Is −Is −Is
Is −Is Is −Is −Is Is −Is Is
Is Is −Is −Is −Is −Is Is Is





Is Is Is Is Is Is Is Is
Is ω8Is iIs iω8Is −Is −ω8Is −iIs −iω8Is
Is iIs −Is −iIs Is iIs −Is −iIs
Is iω8Is −i ω8Is −Is −iω8Is iIs −ω8Is
Is −Is Is −Is Is −Is Is −Is
Is −ω8Is iIs −iω8Is −Is ω8Is −iIs iω8Is
Is −iIs −Is iIs Is −iIs −Is iIs
Is −ω8Is −iIs −ω8Is −Is ω8Is iIs ω8Is

.
For every d, the matrix Hd is orthogonal and the matrix Fd is unitary up to scaling
by 2−d/2. For d = t the matrix H0 = F0 turns into scalar 1, and we recursively define
the matrices of Walsh-Hadamard and discrete Fourier transforms (cf. [M11] and [P01,
Section 2.3]).
When we incorporate our pre-processing into Primitive algorithms, we restrict
multiplication to k ×m or n× l submatrices Hk,t and Ht,l of Ht and Fk,t and Ft,l of
Ft, and we perform computations with Hd and Fd at sublinear cost if we stop where
the integer t− d is not small.
Namely, for every d, the matrices Hd and Fd have 2
d nonzero entries in every row
and column. Consequently we can compute the matrices Hk,dM and MHd,l by using
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less than 2dkn and 2dml additions and subtractions, respectively, and can compute
the matrices Fk,dM and MFd,l by using O(2
dkn) and O(2dml) flops, respectively.
By choosing at random k rows or l columns of a matrix Hd or Fd for ρ ≤ k ≤ n
and ρ ≤ l ≤ n, respectively, and then applying Rademacher’s or random unitary
diagonal scaling, we obtain a d-abridged scaled and permuted matrix of Hadamard or
Fourier transform, respectively, which turn into an SRHT or SRFT matrix for d = t.
For k and l of order r log(r) the superlinear cost algorithms of [HMT11, Sec-
tion 11] with a SRHT or SRFT multiplier output whp accurate LRA of any ma-
trix M that admit LRA, but in our tests the output was usually accurate even with
sparse 3-abridged scaled and permuted matrices of Hadamard and Fourier transforms,
computed at sublinear cost in three recursive steps. Combinations of such matrices
with subpermutation matrices via sums, products, and other low degree polynomials
turned out to define quite reliable low-cost pre-processing according to our tests.
4.6.5 Subspace Sampling Variation of the Primitive Algorithm
The computation of a k × l CUR generator for a pre-processed m× n matrix XMY
with rectangular matrices X ∈ Rk×m and Y ∈ Rn×l can be equivalently represented
as a modification of the Primitive algorithm. It can be instructive to specify this
representation.
Subspace Sampling Variation of the Primitive Algorithm:
Successively compute
(i) the matrix XMY for two fixed or random multipliers (aka test matrices) X ∈
Rk×m and Y ∈ Rn×l,
(ii) the Moore – Penrose pseudo inverse N = ((XMY )ρ)
+ of its ρ-truncation,
(iii) a rank-ρ approximation MXNYM of the matrix M .
Our analysis and in particular our error estimation are readily extended to this
modification of the Primitive algorithm. Observe its similarity to subspace sampling
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algorithm of [TYUC17] (whose origin can be traced back to [WLRT08]) and those of
[PLSZa] but notice that in the algorithms of [TYUC17], [WLRT08], and [PLSZa] the
stage of ρ-truncation is replaced by the orthogonalization of the matrix MH.
4.7 Numerical experiments with Primitive, Cynical, and C–
A algorithms
4.7.1 Test overview
We cover our tests of Primitive, Cynical, and C–A algorithms for CUR LRA of input
matrices of classes I, II and III of Section 4.7.2.
We have performed the tests in the Graduate Center of the City University of New
York by using MATLAB. In particular we applied its standard normal distribution
function ”randn()” in order to generate Gaussian matrices and calculated numerical
ranks of the input matrices by using the MATLAB’s function ”rank(-,1e-6)”, which
only counts singular values greater than 10−6.
Our tables display the mean value of the spectral norm of the relative output
error over 1000 runs for every class of inputs as well as the standard deviation (std)
except where it is indicated otherwise. Some numerical experiments were executed
with software custom programmed in C++ and compiled with LAPACK version 3.6.0
libraries.
4.7.2 Input matrices for LRA
We used the following classes of input matrices M for testing LRA algorithms.
Class I (Synthetic inputs): Perturbed n × n factor-Gaussian matrices with ex-
pected rank r, that is, matrices W in the form
M = G1 ∗G2 + 10−10G3,
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for three Gaussian matrices G1 of size n× r, G2 of size r × n, and G3 of size n× n.
Class II: The dense matrices with smaller ratios of “numerical rank/n” from the
built-in test problems in Regularization Tools, which came from discretization (based
on Galerkin or quadrature methods) of the Fredholm Integral Equations of the first
kind,13 namely to the following six input classes from the Database:
baart: Fredholm Integral Equation of the first kind,
shaw: one-dimensional image restoration model,
gravity: 1-D gravity surveying model problem,
wing: problem with a discontinuous solution,
foxgood: severely ill-posed problem,
inverse Laplace: inverse Laplace transformation.
Class III: The matrices of the Laplacian operator [Sσ](x) = c
∫
Γ1
log |x− y|σ(y)dy, x ∈
Γ2, from [HMT11, Section 7.1], for two contours Γ1 = C(0, 1) and Γ2 = C(0, 2) on




log |2ωi − y|dy for a constant c such that ||M || = 1 and for the arc Γ1,j






4.7.3 Four algorithms used
In our tests we applied and compared the following four algorithms for computing
CUR LRA to input matrices M having numerical rank r:
• Tests 1 (The Primitive algorithm for k = l = r): Randomly choose two
index sets I and J , both of cardinality r, then compute a nucleus U = M−1I,J
and define CUR LRA
M̃ := CUR = M:,J ·M−1I,J ·MI,·. (4.22)
13See http://www.math.sjsu.edu/singular/matrices and http://www2.imm.dtu.dk/∼pch/Regutools
For more details see Chapter 4 of the Regularization Tools Manual at
http://www.imm.dtu.dk/∼pcha/Regutools/RTv4manual.pdf
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• Tests 2 (Five loops of C–A): Randomly choose an initial row index set I0 of
cardinality r, then perform five loops of C–A by applying Algorithm 1 of [P00]
as a subalgorithm that produces r × r CUR generators. At the end compute a
nucleus U and define CUR LRA as in Tests 1.
• Tests 3 (A Cynical algorithm for p = q = 4r and k = l = r): Randomly
choose a row index set K and a column index set L, both of cardinality 4r, and
then apply Algs. 1 and 2 from [P00] in order to compute a r × r submatrix
MI,J of MK,L. Compute a nucleus and obtain CUR LRA by applying equation
(4.22).
• Tests 4 (Combination of a single C–A loop with Tests 3): Randomly
choose a column index set L of cardinality 4r; then perform a single C–A loop
(made up of a single horizontal step and a single vertical step): First by applying
Alg. 1 from [P00] define an index set K′ of cardinality 4r and the submatrix
MK′,L in M:,L; then by applying this algorithm to matrix MK′,: find an index
set L′ of cardinality 4r and define submatrix MK′,L′ in MK′,:. Then proceed as
in Tests 3 – find an r × r submatrix MI,J in MK′,L′ by applying Algs. 1 and 2
from [P00], compute a nucleus and CUR LRA.
4.7.4 CUR LRA of random input matrices of class I
In the tests of this subsection we computed CUR LRA of perturbed factor-Gaussian
matrices of expected rank r, of class I, by using random row- and column-selection.
Table 4.1 shows the test results for all four test algorithms for n = 256, 512, 1024
and r = 8, 16, 32.
Tests 2 have output the mean values of the relative error norms in the range
[10−6, 10−7]; other tests mostly in the range [10−4, 10−5].
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Tests 1 Tests 2 Tests 3 Tests 4
n r mean std mean std mean std mean std
256 8 1.51e-05 1.40e-04 5.39e-07 5.31e-06 8.15e-06 6.11e-05 8.58e-06 1.12e-04
256 16 5.22e-05 8.49e-04 5.06e-07 1.38e-06 1.52e-05 8.86e-05 1.38e-05 7.71e-05
256 32 2.86e-05 3.03e-04 1.29e-06 1.30e-05 4.39e-05 3.22e-04 1.22e-04 9.30e-04
512 8 1.47e-05 1.36e-04 3.64e-06 8.56e-05 2.04e-05 2.77e-04 1.54e-05 7.43e-05
512 16 3.44e-05 3.96e-04 8.51e-06 1.92e-04 2.46e-05 1.29e-04 1.92e-05 7.14e-05
512 32 8.83e-05 1.41e-03 2.27e-06 1.55e-05 9.06e-05 1.06e-03 2.14e-05 3.98e-05
1024 8 3.11e-05 2.00e-04 4.21e-06 5.79e-05 3.64e-05 2.06e-04 1.49e-04 1.34e-03
1024 16 1.60e-04 3.87e-03 4.57e-06 3.55e-05 1.72e-04 3.54e-03 4.34e-05 1.11e-04
1024 32 1.72e-04 1.89e-03 3.20e-06 1.09e-05 1.78e-04 1.68e-03 1.43e-04 6.51e-04
Table 4.1: Errors of CUR LRA of random matrices of class I
4.7.5 CUR LRA of the matrices of class II
Table 4.2 displays the data for the relative error norms (mostly in the range [10−6, 10−7])
that we observed in Tests 2 applied over 100 runs to 1, 000× 1, 000 matrices of class
II, from the San Jose University Database. (Tests 1 produced much less accurate
CUR LRA for the same input sets, and we do not display their results.)
4.7.6 Tests with abridged randomized Hadamard and Fourier pre-pro-
cessing
Table 4.3 displays the results of our Tests 2 for CUR LRA with using abridged
randomized Hadamard and Fourier pre-processors (referred to as ARHT and ARFT
pre-processors in Table 4.3). We used the same input matrices as in the two previous
subsections. For these input matrices Tests 1 have not output stable accurate LRA.
For the data from discretized integral equations of Section 4.7.5 we observed relative




Inputs m r mean std
wing
1000 2 9.25e-03 1.74e-17
1000 4 1.88e-06 1.92e-21
1000 6 6.05e-10 7.27e-25
baart
1000 4 1.63e-04 1.91e-19
1000 6 1.83e-07 1.60e-22
1000 8 1.66e-09 3.22e-10
inverse Laplace
1000 23 1.95e-06 4.47e-07
1000 25 4.33e-07 1.95e-07
1000 27 9.13e-08 4.31e-08
foxgood
1000 8 2.22e-05 1.09e-06
1000 10 3.97e-06 2.76e-07
1000 12 7.25e-07 5.56e-08
shaw
1000 10 8.23e-06 7.66e-08
1000 12 2.75e-07 3.37e-09
1000 14 3.80e-09 2.79e-11
gravity
1000 23 8.12e-07 2.54e-07
1000 25 1.92e-07 6.45e-08
1000 27 5.40e-08 2.47e-08
Table 4.2: Errors of CUR LRA output by Tests 2 for benchmark matrices of class II
4.7.7 Testing C-A acceleration of the algorithms of [DMM08]
Tables 4.4 and 4.5 display the results of our tests where we performed eight C-A
iterations for the input matrices of Section 4.7.5 by applying Algorithm 1 of [DMM08]
at all vertical and horizontal steps (see the lines marked “C-A”). The overall cost of
performing these algorithms is sublinear. For comparison we computed LRA of the
same matrices by applying to them Algorithm 2 of [DMM08] (see the lines marked
“CUR”). The columns of the tables marked with ”nrank” display the numerical rank
of an input matrix. The columns of the tables marked with ”k = l” show the number
of rows and columns in a square matrix of CUR generator. The cost of performing
the algorithm of [DMM08] is superlinear; it has output closer approximations, but in
most cases just slightly closer.
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Multipliers Hadamard Fourier
Input Matrix m n r mean std mean std
gravity 1000 1000 25 1.56e-07 2.12e-08 1.62e-07 2.41e-08
wing 1000 1000 4 1.20e-06 1.49e-21 1.20e-06 2.98e-21
foxgood 1000 1000 10 4.12e-06 3.28e-07 4.12e-06 3.63e-07
shaw 1000 1000 12 3.33e-07 3.24e-08 3.27e-07 2.94e-08
baart 1000 1000 6 1.30e-07 1.33e-22 1.30e-07 0.00e+00
inverse Laplace 1000 1000 25 3.00e-07 4.78e-08 2.96e-07 4.06e-08
Laplacian
256 256 15 1.10e-03 1.68e-04 1.11e-03 1.55e-04
512 512 15 1.15e-03 1.26e-04 1.13e-03 1.43e-04
1024 1024 15 1.14e-03 1.13e-04 1.16e-03 1.42e-04
Table 4.3: Errors of CUR LRA output by Tests 2 with ARHT/ARFT pre-processors
input algorithm m n nrank k=l mean std
finite diff C-A 608 1200 94 376 6.74e-05 2.16e-05
finite diff CUR 608 1200 94 376 6.68e-05 2.27e-05
finite diff C-A 608 1200 94 188 1.42e-02 6.03e-02
finite diff CUR 608 1200 94 188 1.95e-03 5.07e-03
finite diff C-A 608 1200 94 94 3.21e+01 9.86e+01
finite diff CUR 608 1200 94 94 3.42e+00 7.50e+00
baart C-A 1000 1000 6 24 2.17e-03 6.46e-04
baart CUR 1000 1000 6 24 1.98e-03 5.88e-04
baart C-A 1000 1000 6 12 2.05e-03 1.71e-03
baart CUR 1000 1000 6 12 1.26e-03 8.31e-04
baart C-A 1000 1000 6 6 6.69e-05 2.72e-04
baart CUR 1000 1000 6 6 9.33e-06 1.85e-05
shaw C-A 1000 1000 12 48 7.16e-05 5.42e-05
shaw CUR 1000 1000 12 48 5.73e-05 2.09e-05
shaw C-A 1000 1000 12 24 6.11e-04 7.29e-04
shaw CUR 1000 1000 12 24 2.62e-04 3.21e-04
shaw C-A 1000 1000 12 12 6.13e-03 3.72e-02
shaw CUR 1000 1000 12 12 2.22e-04 3.96e-04
Table 4.4: LRA errors of Cross-Approximation (C-A) incorporating [DMM08, Al-
gorithm 1] in comparison to stand-alone CUR of [DMM08, Algorithm 2], for inputs
from Section 4.7.5.
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input algorithm m n nrank k = l mean std
foxgood C-A 1000 1000 10 40 3.05e-04 2.21e-04
foxgood CUR 1000 1000 10 40 2.39e-04 1.92e-04
foxgood C-A 1000 1000 10 20 1.11e-02 4.28e-02
foxgood CUR 1000 1000 10 20 1.87e-04 4.62e-04
foxgood C-A 1000 1000 10 10 1.13e+02 1.11e+03
foxgood CUR 1000 1000 10 10 6.07e-03 4.37e-02
wing C-A 1000 1000 4 16 3.51e-04 7.76e-04
wing CUR 1000 1000 4 16 2.47e-04 6.12e-04
wing C-A 1000 1000 4 8 8.17e-04 1.82e-03
wing CUR 1000 1000 4 8 2.43e-04 6.94e-04
wing C-A 1000 1000 4 4 5.81e-05 1.28e-04
wing CUR 1000 1000 4 4 1.48e-05 1.40e-05
gravity C-A 1000 1000 25 100 1.14e-04 3.68e-05
gravity CUR 1000 1000 25 100 1.41e-04 4.07e-05
gravity C-A 1000 1000 25 50 7.86e-04 4.97e-03
gravity CUR 1000 1000 25 50 2.22e-04 1.28e-04
gravity C-A 1000 1000 25 25 4.01e+01 2.80e+02
gravity CUR 1000 1000 25 25 4.14e-02 1.29e-01
inverse Laplace C-A 1000 1000 25 100 4.15e-04 1.91e-03
inverse Laplace CUR 1000 1000 25 100 5.54e-05 2.68e-05
inverse Laplace C-A 1000 1000 25 50 3.67e-01 2.67e+00
inverse Laplace CUR 1000 1000 25 50 2.35e-02 1.71e-01
inverse Laplace C-A 1000 1000 25 25 7.56e+02 5.58e+03
inverse Laplace CUR 1000 1000 25 25 1.26e+03 9.17e+03
Table 4.5: LRA errors of Cross-Approximation (C-A) incorporating [DMM08, Al-




In this chapter we have introduced new sublinear algorithms for CUR LRA that
utilize sparse multipliers. We have shown that these algorithms as well as existing
ones whp can compute close LRA of a random matrix admitting LRA. These results
may be extended to general input matrices through randomized multiplicative pre-
processing. Our various numerical experiments favorably support the results of our
analysis.
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5 Conclusion
5.1 Summary of Results
This dissertation has introduced the SRAHT as an alternative dimension reduction
transform to the SRHT in LRA subspace sampling algorithms. The complexity of
multiplication of an n×` SRAHT with an m×n input matrix A is O((2n+` log n)m)
operations which decreases the O(mn log l ) cost with the SRHT. The SRAHT with
its parameterization in terms of an approximation level i generalizes the SRHT such
that an SRAHT with i = p− 1 for n = 2p is the SRHT.
The SRAHT approximates the SRHT with values of i < p− 1, and multiplication
can reach linear complexity for small i. We have shown that if we use the SRAHT







ln k ≤ ` ≤ n
Then the output error of an LRA Ã of A is







with probability 1− 3
k
. We have introduced an incremental subspace sampling LRA
algorithm with the SRAHT that is not possible with the SRHT. This algorithm
follows from the product formulation of the SRAHT. Our incremental algorithm with
the SRAHT can be used as a pre-processing step for LRA algorithms with the SRHT.
We have extended our LRA results to a variant of the SRHT with substitution
of the Hadamard matrix for the Abridged Hadamard matrix defined at a recursion
depth d. We have shown that with the same probability and output error bounds for
an LRA using the SRAHT we may obtain an LRA Â of A obtained using an n × `
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We have also shown that if LRA subspace sampling is applied to both the column
and row spaces of input matrix A with random multipliers H and F having dimensions
n×` and r×m (for an appropriate r ≥ `), respectively, then we can bound the output
error of the LRA Â of A with the output error bound of an LRA Ã obtained from
the column space (or rowspace) alone and a multiplicative factor. More formally, if
Q is an n× ` matrix of orthogonal columns obtained from a QR factorization of the
product Y = AH, a dual subspace sampling LRA algorithm has output error
‖A− Â‖ ≤ ( 1 + ‖Q‖ ‖F‖ ‖(FQ)†‖ ) ‖A− Ã‖
If F and H are SRHT or SRAHT multipliers, the dual subspace sampling LRA
algorithm computes accurate LRA at superlinear cost. We have further shown that
we can compute accurate LRA whp for random input at sublinear cost using subper-
mutation multiplier matrices Q and F with m r such that
1 + ‖Q‖ ‖F‖ ‖(FQ)†‖ ≈
√
min{m,n}r
The utility of this result is that we can randomize any input matrix that admits
its LRA with appropriate pre-processing and apply the dual subspace sampling LRA
algorithm.
Similarly, we have shown CUR LRA error bounds in terms of max{‖C‖, ‖U‖, ‖R‖}
for two models of input matrices: a matrix residing in a reasonably bounded neigh-
borhood of a random matrix of low rank, and a perturbation of a low rank matrix
by a matrix whose entries have a probability density function equal to the normal
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distribution (which represents Gaussian white noise). These results also imply that
we may compute accurate LRA whp of any input matrix that admits its LRA as
we may randomize a matrix by multiplicative pre-processing with random multipli-
ers at superlinear cost. However, our tests also have shown favorable results with
pre-processing by sparse multipliers at sublinear cost.
5.2 Comparison of Pre-processing Techniques
Next we discuss the advantages and disadvantages of pre-processing LRA techniques
presented in this dissertation. The focus will be twofold. We highlight the tradeoffs
between arithmetic complexity and LRA accuracy for each technique and provide an
empirical comparison of the techniques’ relative merits.
Subspace sampling of an input matrix’s column space (or row space) according
to the Range Finder algorithm of Section 3.2 is empirically the most accurate of
the algorithms and gives accurate LRA for all input. However, it incurs the highest
arithmetic cost complexity. The bottleneck operation is the superlinear matrix matrix
multiplication cost to compute an output matrix.
The results from our numerical experiments have shown that the Gaussian mul-
tipliers yield the best LRA accuracy though they incur the highest arithmetic cost.
SRHT, SRAHT, and the PSRAHT multipliers achieve almost the same accuracy
provided that the n × ` dimension reduction transform chooses a sufficient number
≈ r ln r of column samples (see Section 11, [HMT11]) for an m × n input matrix A
of numerical rank r.
The advantage of the Hadamard-based multipliers over a Gaussian multiplier is in
the fast matrix multiplication afforded by their recursive structure. We observe that
the Abridged, scaled, and permuted Hadamard (3-APH and 3-ASPH) and Discrete
Fourier Transform matrices of recursive depth d = 3 consistently gave LRA output
errors that are competitive with those of the other multipliers mentioned here. The
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major advantage of 3-APH and 3-ASPH multipliers is their sublinear multiplication
cost.
The theoretically higher number of required column samples from our formal
analysis of the SRAHT relative to that of the SRHT did not factor into the quality
of our results with the SRAHT. We kept the number of column samples constant
across multipliers and the LRA accuracy did not vary appreciably. Furthermore,
our numerical experiments suggest that it suffices to choose a small value for the
approximation level i of the SRAHT and PSRAHT (i = 0, 1, 2)) for LRA accuracy
similar to that obtained with the SRHT.
This observation is significant in that the matrix matrix multiplication of the
input by the SRAHT (or PSRAHT) can reach linear complexity. We may remove
this algorithm’s bottleneck superlinear complexity by substitution of the Row and
Column subspace sampling algorithm of Section 3.2 to achieve linear complexity for
LRA though with theoretically higher output error.
Where we have conducted numerical experiments of the CUR Cross-Approximation
(hereafter C-A) algorithm against the same input matrices used for the subspace
sampling algorithms, the CUR LRA output error is generally much higher. Our C-
A experiments used column and row sizes equal or nearly equal to the numerical
rank r of the input for each horizontal and vertical step of a C-A loop whereas the
subspace sampling algorithms generally used larger column sample sizes. However,
we have observed that when the column sample size is approximately equal to r for
Range Finder subspace sampling, the LRA output error is of similar magnitude to
that for CUR C-A. Finally, we note that the lower LRA accuracy of CUR C-A and
the possibility of algorithm failure for worst case input must also consider its memory
efficiency, sublinear complexity, and the empirically small number of C-A loops.
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Appendix
A The error bounds for the known subspace sam-
pling algorithms
Theorem A.1. (i) Let 2 ≤ r ≤ l−2 and apply Algorithm 3 with a Gaussian multiplier
H. Then (cf. [HMT11, Theorems 10.5 and 10.6]) 14




l − r − 1
)
σ2F,r+1(M),

















8 log(rn)]2 log(r) ≤ l ≤ n and apply Algorithm 3 with an SRHT
or SRFT multiplier H. Then (cf. [T11], [HMT11, Theorem 11.2])
|M −XY | ≤
√
1 + 7n/l σ̄r+1(M) with a probability in 1−O(1/r).
[TYUC17, Theorem 4.3] shows that the output LRA XY of Algorithm 5 applied
with Gaussian multipliers F and H satisfies15
E||M −XY ||2F ≤
kl
(k − l)(l − r)
σ2F,r+1(M) if k > l > r. (A.1)
Remark A.1. Clarkson and Woodruff prove in [CW09] that Algorithm 5 reaches the
bound σ̄r+1(M) within a factor of 1+ε whp if the multipliers F ∈ Gk×m and H ∈ Gn×l
are Rademacher’s matrices and if k and l are sufficiently large, having order of r/ε
and r/ε2 for small ε, respectively. Tropp et al. argue in [TYUC17, Section 1.7.3] that
14[HMT11, Theorems 10.7 and 10.8] estimate the norm |M −XY | in probability.





from its minimum value σF,r+1(M); this factor is just 2 for k = 2l = 4r.
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LRA is not practical if the numbers k and l of row and column samples are large;
iterative refinement of LRA at sublinear cost in [PLa] can be a partial remedy.
B Small families of hard inputs for sublinear cost
LRA
Any sublinear cost LRA algorithm fails on the following small families of LRA inputs.
Example B.1. Let ∆i,j denote an m × n matrix of rank 1 filled with 0s except for
its (i, j)th entry filled with 1. The mn such matrices {∆i,j}m,ni,j=1 form a family of
δ-matrices. We also include the m×n null matrix Om,n filled with 0s into this family.
Now fix any sublinear cost algorithm; it does not access the (i, j)th entry of its input
matrices for some pair of i and j. Therefore it outputs the same approximation of
the matrices ∆i,j and Om,n, with an undetected error at least 1/2. Arrive at the
same conclusion by applying the same argument to the set of mn + 1 small-norm
perturbations of the matrices of the above family and to the mn+ 1 sums of the latter
matrices with any fixed m× n matrix of low rank. Finally, the same argument shows
that a posteriori estimation of the output errors of an LRA algorithm applied to the
same input families cannot run at sublinear cost.
This example actually covers randomized LRA algorithms as well. Indeed suppose
that with a positive constant probability an LRA algorithm does not access K entries
of an input matrix and apply this algorithm to two matrices of low rank whose
difference at all these entries is equal to a large constnat C. Then clearly with a
positive constant probability the algorithm has errors at least C/2 at at least K/2 of
these entries.
The paper [Pa] shows, however, that close LRA of a matrix that admits sufficiently
close LRA can be computed at sublinear cost in two successive C-A iterations provided
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that we avoid choosing degenerating initial submatrix, which is precisely the problem
with the matrix families of Example D.1. Thus we readily compute close LRA if we
recursively perform C-A iterations and avoid degeneracy at some C-A step.
C Background for random matrix computations
C.1 Gaussian and factor-Gaussian matrices of low rank and
low numerical rank
Gp×q denotes the class of p× q Gaussian matrices.
Theorem C.1. [Nondegeneration of a Gaussian Matrix.] Let F ∈ Gr×m, H ∈ Gn×r,
M ∈ Rm×n and r ≤ rank(M). Then the matrices F , H, FM , and MH have full
rank r with probability 1.
Proof. Fix any of the matrices F , H, FM , and MH and its r×r submatrix B. Then
the equation det(B) = 0 defines an algebraic variety of a lower dimension in the
linear space of the entries of the matrix because in this case det(B) is a polynomial of
degree r in the entries of the matrix F or H (cf. [BV88, Proposition 1]). Clearly, such
a variety has Lebesgue and Gaussian measures 0, both being absolutely continuous
with respect to one another. This implies the theorem.
Assumption C.1. [Nondegeneration of a Gaussian matrix.] Throughout this paper
we simplify the statements of our results by assuming that a Gaussian matrix has full
rank and ignoring the probability 0 of its degeneration.
Lemma C.1. [Orthogonal invariance of a Gaussian matrix.] Suppose that k, m, and
n are three positive integers, k ≤ min{m,n}, Gm,n ∈ Gm×n, S ∈ Rk×m, T ∈ Rn×k,
and S and T are orthogonal matrices. Then SG and GT are Gaussian matrices.
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Definition C.1. [Factor-Gaussian matrices.] Let ρ ≤ min{m,n} and let Gm×nρ,B ,
Gm×nA,ρ , and G
m×n
ρ,C denote the classes of matrices Gm,ρB, AGρ,n, and Gm,ρΣGρ,n, re-
spectively, which we call left, right, and two-sided factor-Gaussian matrices of rank
ρ, respectively (see Figure ??), provided that Gp,q denotes a p × q Gaussian matrix,
A ∈ Rm×ρ, B ∈ Rρ×n, Σ ∈ Rρ×ρ, and A, B, and Σ are well-conditioned matrices of
full rank ρ, and Σ = (σj)
ρ
j=1 such that σ1 ≥ σ2 ≥ · · · ≥ σρ > 0.
Theorem C.2. The class Gm×nr,C of two-sided m×n factor-Gaussian matrices Gm,ρΣGρ,n
does not change in the transition to Gm,rCGr,n for a well-conditioned nonsingular ρ×ρ
matrix C.
Proof. Let C = UCΣCV
∗
C be SVD. Then A = Gm,rUC ∈ Gm×r and B = V ∗CGr,n ∈ Gr×n
by virtue of Lemma C.1, and so Gm,rCGr,n = AΣCB for A ∈ Gm×r and B ∈ Gr×n.
Definition C.2. The relative norm of a perturbation of a Gaussian matrix is the ratio
of the perturbation norm and the expected value of the norm of the matrix (estimated
in Theorem C.4).
We refer to all three matrix classes above as factor-Gaussian matrices of rank r,
to their perturbations within a relative norm bound ε as factor-Gaussian matrices of
ε-rank r, and to their perturbations within a small relative norm as factor-Gaussian
matrices of numerical rank r and also as perturbations of factor-Gaussian matrices.
Clearly ||(AΣ)+|| ≤ ||Σ−1|| ||A+|| and ||(ΣB)+|| ≤ ||Σ−1|| ||B+|| for a two-sided
factor-Gaussian matrix M = AΣB of rank r of Definition C.1, and so whp such a
matrix is both left and right factor-Gaussian of rank r.
We readily verify the following result.
Theorem C.3. (i) A submatrix of a two-sided (resp. scaled) factor-Gaussian matrix
of rank ρ is a two-sided (resp. scaled) factor-Gaussian matrix of rank ρ, (ii) a k × n
(resp. m× l) submatrix of an m×n left (resp. right) factor-Gaussian matrix of rank
ρ is a left (resp. right) factor-Gaussian matrix of rank ρ.
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exp(−t)tx−1dt denotes the Gamma function, E(v) denotes the
expected value of a random variable v, and we write
E||M || := E(||M ||), E||M ||2F := E(||M ||2F ), and e := 2.71828 . . . . (C.1)
Definition C.3. [Norms of a Gaussian matrix and its pseudo inverse.] Write νm,n =
|G|, νsp,m,n = ||G||, νF,m,n = ||G||F , ν+m,n = |G+|, ν+sp,m,n = ||G+||, and ν+F,m,n =
||G+||F , for a Gaussian m× n matrix G. (νm,n = νn,m and ν+m,n = ν+n,m, for all pairs
of m and n.)
Theorem C.4. [Norms of a Gaussian matrix.]




n} ≤ exp(−t2/2) for










Theorem C.5. [Norms of the pseudo inverse of a Gaussian matrix.]
(i) Probability {ν+sp,m,n ≥ m/x2} < x
m−n+1
Γ(m−n+2) for m ≥ n ≥ 2 and all positive x,









tn−m for all t ≥ 1 provided that m ≥ 4,






m−n provided that m ≥ n+ 2 ≥ 4,





for n ≥ 2 and all positive x, and further-
more ||Mn,n+Gn,n||+ ≤ νn,n for any n×n matrix Mn,n and an n×n Gaussian matrix
Gn,n.
Proof. See [CD05, Proof of Lemma 4.1] for claim (i), [HMT11, Proposition 10.4 and
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equations (10.3) and (10.4)] for claims (ii) and (iii), and [SST06, Theorem 3.3] for
claim (iv).
Theorem C.5 implies reasonable probabilistic upper bounds on the norm ν+m,n even
where the integer |m−n| is close to 0; whp the upper bounds of Theorem C.5 on the
norm ν+m,n decrease very fast as the difference |m− n| grows from 1.
D Small families of hard inputs for LRA at sub-
linear cost
Any sublinear cost LRA algorithm fails on the following small families of LRA inputs.
Example D.1. Let ∆i,j denote an m × n matrix of rank 1 filled with 0s except for
its (i, j)th entry filled with 1. The mn such matrices {∆i,j}m,ni,j=1 form a family of δ-
matrices, into which we also include the m×n null matrix Om,n filled with 0s. Now fix
any sublinear cost algorithm; it does not access the (i, j)th entry of its input matrices
for some pair of i and j. Therefore it outputs the same approximation of the matrices
∆i,j and Om,n, with an undetected error at least 1/2. Arrive at similar conclusion
by applying the same argument to the set of mn+ 1 small norm perturbations of the
matrices of the above family and to the mn + 1 sums of the latter matrices with any
fixed m × n matrix of low rank. Finally, the same argument shows that a posteriori
estimation of the output errors of an LRA fails on the same matrix families if is
performed at sublinear cost.
The example actually covers randomized LRA algorithms as well. Indeed suppose
that an LRA algorithm does not access a constant fraction of the entries of an input
matrix with a positive constant probability. Then for some pair i, j with a positive
constant probability the algorithm misses an (i, j)th entry of an input matrix ∆i,j
and outputs the same approximation to it and the matrix Om,n. Therefore whp the
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algorithm fails to approximate that entry closely for at least one of these two matrices
of the first family of input matrices of the above example, and similarly for its other
input families.
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