ABSTRACT Smartphone-based pedestrian dead-reckoning (PDR) has become promising in indoor localization since it locates users with a smartphone only. However, existing PDR approaches are still facing the problem of accumulated localization errors due to low-cost noisy sensors and complicated human movements. This paper presents a novel PDR indoor localization algorithm combined with online sequential extreme learning machine (OS-ELM). By analyzing the process of PDR localization, this paper first formulates the process of PDR localization as an approximation function, and then, a sliding-window-based scheme is designed to preprocess the obtained inertial sensor data and thus to generate the feature dataset. At last, the OS-ELM-based PDR algorithm is proposed to address the localization problem of pedestrians. Due to the fact of universal approximation capability and extreme learning speed within OS-ELM, our algorithm can adapt to localization environment dynamically and reduce the localization errors to a low scale. In addition, by taking the movement habits of pedestrian into the process of extreme learning, our algorithm can predict the position of pedestrian regardless of holding postures. To evaluate the performance of the proposed algorithm, this paper implements OS-ELM-based PDR on a real android-based smartphone and compares it with the state-of-the-art approaches. Extensive experiment results demonstrate the effectiveness of the proposed algorithm in various different postures and the practicability in indoor localization.
I. INTRODUCTION
With the development of Internet of things (IoT) technologies, smart devices have been applied successfully in the field of smart city and provided various smart services [1] - [4] . The location-based service (LBS), as an indispensable part of smart services, is becoming increasingly popular in indoor environments with the widespread use of smart mobile devices. The great social and commercial values of indoor LBS have attracted considerable attention in both academia and industry areas [5] . Smartphone-based localization is gaining importance in various indoor applications, such as smartphone-based navigation in shopping mall and trade center, smartphone-based assistance for elder and handicapped person, and more [6] . Unlike the outdoor localization, the indoor localization is affected by the non-line-of-sight transmission channels between satellites and receivers. That results in the unavailability of global navigation satellite systems (GNSS) [7] that are commonly used for outdoor localization. In indoor environment, some other technologies have already been proposed for localization, such as infrared [8] , ultrasound [9] , ultra-wideband (UWB) [10] , wireless fidelity (WiFi) signal strength [11] , radio-frequency identification (RFID) [12] , inertial measurement unit (IMU) [6] , vision [13] , global system for mobile communications (GSM) [14] , etc. However, many existing localization technologies are impractical to be performed because of the difficulties of deployment of special localization facilities and limitation of these special facilities in indoor localization environments.
With the rapid development of the Micro-ElectroMechanical System (MEMS) technology, accelerometer, magnetometer and gyroscope sensors have been embedded in various smart mobile devices such as the smartphones, smartwatches and pads. Using the inertial sensors in a smartphone, the IMU positioning technology can avoid aforementioned restricts. The dead-reckoning localization is one of the most popular methods in IMU positioning. There are extensive researches on pedestrian dead-reckoning and its applications [15] - [18] . A typical dead-reckoning mainly contains three parts: step detection, stride length estimation and heading direction estimation. Various localization rules are used for the three parts. In the procedure of step detection, acceleration signals are commonly used to analyze pedestrian's steps by some step detection approaches, such as peak detection, zero-crossing and flat zone detection, etc [19] - [21] . For stride length estimation, there are several typical linear or nonlinear estimation methods [22] - [25] . For heading direction estimation, some of the recent research focuses on using measurements from magnetometer and gyroscope together to estimating heading direction [26] - [28] . With the three parts above, the position can be computed through accumulating displacements. However, with the use of lowcost inertial sensors embedded in smart devices, each of the three parts in dead-reckoning localization exists estimation errors, which causes accumulated errors in dead-reckoning localization with walking distance.
Many improved approaches have been proposed to address the accumulated errors that the PDR localization approach exists. For example, low-pass filtering methods are applied to reduce random noise [16] , [28] . Another consideration is to fuse dead-reckoning localization with other indoor localization approaches. For example, the dead-reckoning localization can be fused with WiFi [29] , [30] , Bluetooth [31] or Light [32] , etc by using Kalman filtering or particle filtering method. Besides, the characteristics of localization area can be employed. Some researches integrate the map or landmark to dead-reckoning methods and get better performance [17] , [18] . However, these aforementioned approaches can improve the accuracy of dead-reckoning localization just with the assistances of other external devices, rather than enhancing the dead-reckoning localization algorithm itself. If the pedestrian is in indoor localization environment without other assisted localization devices, these improved approaches will obtain a bad localization performance or even lose the ability of localization. Moreover, each pedestrian has different movement habits from others, which means the unified rules for dead-reckoning localization cannot be appropriate for all pedestrians. In addition, most of PDR localization algorithms require that the smartphone be held horizontally in hand when pedestrian moves. The smartphone cannot be put in his clothes pocket or swing hand. All of these issues limit the application of PDR localization. Thus, providing an accurate and robust localization service for each pedestrian just employing a smart device in any indoor environment is still an open issue and needs to be addressed. This paper proposes a novel OS-ELM based PDR indoor localization algorithm for smartphone to address the above problems. The proposed algorithm uses the OS-ELM to enhance PDR localization. Originating from the batch learning extreme learning machine (ELM) [33] , OS-ELM inherits the advantage of ELM, which can provide good generalization performance at an extreme learning speed, moreover, OS-ELM has an online sequential learning ability that does not require retraining when new data is received [34] . The proposed dead-reckoning localization algorithm can train OS-ELM localization model online, meanwhile, deadreckoning localization result can be enhanced by OS-ELM in real time. In comparison with previous dead-reckoning localization methods, our proposed algorithm can achieve higher localization accuracy and faster localization speed due to online sequential self-learning ability of OS-ELM. Moreover, the proposed algorithm does not require user to hold the smartphone horizontally in hand. The proposed algorithm has more extensive application scenarios. The main contributions of this paper are as follows:
• We formulate the PDR localization problem as a function approximation problem based on the analysis of PDR localization process. We utilize the universal approximation capabilities of OS-ELM to address PDR localization problem and propose the first OS-ELM based PDR algorithm. We analyze the characteristics of different inertial sensor signals and design a sliding-window based scheme for preprocessing feature data, which can be applied in OS-ELM based PDR.
• We analyze the advantages and disadvantages of zerocrossing based step detection approach theoretically and propose an enhanced zero-crossing based step detection approach that combines the zero-crossing detection with a threshold-based peak detection. To enhance the robustness of the proposed approach, we make step detection in earth coordinate system, therefore, the different postures of holding the phone will not affect the process of step detection.
• We design a framework of OS-ELM based PDR for localizing pedestrians and implement the proposed PDR algorithm framework on smart mobile devices. Extensive experiments demonstrate the accuracy, robustness and practicability of the proposed OS-ELM based PDR algorithm in indoor localization. The rest of the paper is organized as follows. Section II describes the proposed PDR algorithm, including the introduction on PDR approach, the enhancement on the three main parts of PDR and the framework of OS-ELM based PDR. Section III evaluates the proposed algorithm under real indoor localization environment. We conclude this paper in Section IV.
II. PROPOSED ALGORITHM
In indoor environment, the accuracy, robustness and practicability are still key problems of smartphone-based PDR algorithms. In order to address these problems of PDR localization, the online sequential extreme learning machine is brought in PDR localization. The OS-ELM based PDR localization algorithm is proposed for smartphones in indoor environment. The OS-ELM can provide universal approximation capabilities at an extreme learning speed, moreover, OS-ELM has an online sequential learning ability that does not require retraining old data when new data is received. For a smartphone with limited computational capability and storage space, the OS-ELM meets all the requirements of PDR localization. The proposed algorithm utilizes the universal approximation capabilities of OS-ELM to predict the pedestrian's position. Moreover, since the OS-ELM learns the pedestrian's movement habits, the smartphone can be held in various common postures.
A. PRELIMINARY ON PDR
Dead-reckoning is the process of calculating one's current position by using a previously determined position and updating the position based upon known or estimated speeds over elapsed time and course. With the development of embedded technology, many inertial sensors have been embedded in smartphones. The pedestrians can hold their smartphones in front of them and each step causes position to move forward a fixed distance in the direction measured by the compass. Fig. 1 shows the example of pedestrian dead-reckoning. In Fig. 1 , the P k+1 (x k+1 , y k+1 ) is pedestrian's position of the (k +1)-th step detected by the dead-reckoning algorithm. The SL k+1 is pedestrian's stride length in the (k + 1)-th step. The HD k+1 is pedestrian's heading direction angle in the (k+1)-th step. From Fig. 1 it can be seen that the step detection, stride length estimation and heading direction estimation are three indispensable procedures during PDR localization. After the three procedures, the pedestrian's position [x k+1 , y k+1 ] T at time step k + 1 can be computed as
In the three procedures, the magnetometer and gyroscope are commonly used to estimate the heading angles of smartphones. The accelerometer is typically employed for detecting steps and estimating stride length. The three procedures can be extracted as the following functions
where a, m and g are the values obtained from accelerometer, magnetometer and gyroscope embedded in the smartphone, respectively. f hd , f sd and f sl are the rules for estimating heading angles, detecting steps and estimating stride length, respectively. The rules can refer to [19] - [28] . SD, HD and SL are the values of step detection, heading angles and stride length, respectively. However, each of the three procedures exists error, which eventually results in inaccurate PDR. In this paper we enhance all the three procedures of PDR.
B. STEP DETECTION
The vertical acceleration data contains periodic features that can be applied for step detection, when a pedestrian walks on the ground. However, the acceleration data shows different features when the smartphone is held in different postures. In order to obtain consistent vertical acceleration data and overcome the tilting effect, the proposed algorithm transforms the original acceleration from smartphone coordinate system (SCS) to earth coordinate system (ECS). To compute the acceleration in ECS, the proposed algorithm needs to compute the rotation matrix from SCS to ECS. In the ECS, the y-axis is tangential to the ground and points towards magnetic north. The x-axis is tangential to the ground and points towards east. The z-axis points towards the sky and is perpendicular to the ground. The rotation matrices of the z-axis, x-axis and y-axis can be written as
where ψ t , θ t and φ t are the azimuth angle, pitch angle and roll angle at the t-th sampling moment, respectively. The azimuth angle, pitch angle and roll angle constitute the orientation vector of the smartphone o t = [ψ t , θ t , φ t ]. The orientation vector can be obtained by invoking the android API TYPE_ORIENTATION [35] . The total rotation matrix of the z-x-y axes can be written as
The a SCS t and a ECS t are assigned to be the acceleration in SCS and ECS, respectively, and then transformation of acceleration from SCS to ECS can be written as (9) In this way, the acceleration in ECS can overcome tilting effect, however, the z-axis component of the acceleration contains gravity, and then the proposed algorithm eliminates the effect of gravity with (10) . can be used for detecting steps of pedestrians. Since the low-cost sensors are applied in smartphones, the linear acceleration data exists noise. To reduce the effect of noise, the proposed algorithm performs a moving average filter operation as
where the m sd is the order of moving window, the number of points used in moving average. The filter linear acceleration a t is used for detecting steps. Fig. 2 shows a simple example of linear acceleration filtering. Original sampling frequency is 10 Hz. The original linear acceleration exists noise. With a 3-order moving average filter, most of noise is filtered. The filtered linear acceleration is more suitable for detecting steps.
In the process of step detection, this paper proposes an accurate step detection approach that combines the zerocrossing detection with peak detection. In step detection approaches, the zero-crossing detection performs a high sensitivity. The zero-crossing detection can check out almost all the step points, however, in which some fake step points are also detected as step points (see Fig. 2 ). Therefore, a threshold-based peak detection is added into the proposed algorithm to eliminate the fake step points.
The procedures of step detection are detailed as follows. The proposed algorithm detects the positive-going crossing sequence S + and negative-going crossing sequence S
Since there must be one and only one negative-going crossing between a pair of adjacent positive-going crossings, the proposed algorithm can obtain coupled positive interval τ + i and negative interval τ
Then the proposed algorithm selects the time points corresponding to the maximum (or minimum) value in positive (or negative) intervals as peak sequence
The proposed algorithm sets the thresholds δ + a and δ − a for the accelerations at peak and valley points, respectively. Then step sequence S s can be detected as
In this way, the fake step points are excluded from the step sequence. Fig. 2 shows the performances of peak detection, zero-crossing detection and the proposed detection. Since the peak detection approach detects the peak of acceleration only and ignores the zero-crossing condition, the peak detection has various fake step points. The zero-crossing approach performs better than the peak detection approach and detects almost all the step points, however, some fake step points are also be detected as real step points by zero-crossing approach. It can be seen that the proposed detection approach is obviously more accurate and robust.
C. STRIDE LENGTH AND HEADING DIRECTION ESTIMATION
There exists a positive correlation between stride length and the acceleration data. For stride length estimation, there are several typical linear or nonlinear estimation methods [22] - [25] , in which one sophisticated approach is proposed by Weinberg [24] , where a nonlinear relationship between stride length and vertical acceleration is constructed as
where
) is the peak (valley) of filtered linear acceleration at the i-th time step and K is the coefficient. If some samples of stride length and acceleration data are obtained, the least-square regression method can be utilized to estimate the coefficient K . Then we have
The azimuth angle ψ t in orientation vector o t = [ψ t , θ t , φ t ] has the features similar with the heading angle computed by magnetic and gyroscope, therefore, the azimuth angle can be considered as the heading angle, when the pedestrian holds the smartphone horizontally in hand. The heading angle at time t can be written as
In this way, the pedestrian can be localized by using the stride length SL i and azimuth angle ψ t , however, the localization result has large errors. Even if the pedestrian remains in the state of uniform motion, the peak or valley of filtered linear acceleration is not stable. If the stride length is estimated with the (19), the result will have large errors. Fig. 3 is an example of acceleration and stride length. In Fig. 3 , the pedestrian walks in a uniform stride length 0.72m, however, the estimated stride length swings from 0.66m to 1.07m. When a smartphone is held aslant in hand, the azimuth angle ψ t cannot indicate the heading direction. The proposed algorithm replaces the aforementioned heading direction and stride length estimation with an OS-ELM based localization approach. The OS-ELM is a fast online learning method. The learning methods have been widely used in indoor localization field. For example, Zou et al. [36] have applied OS-ELM to WiFi indoor localization, and Wu et al. [5] have used gradient descent method to iBeacon indoor localization. However, the feature data of learning methods used in indoor localization are mostly based on received signal strength (RSS), for example, the feature data of [5] and [37] are the RSS of WiFi and iBeacon, respectively. These RSS based localization approaches are inappropriate to PDR localization since smartphone-based PDR has different localization approaches from the RSS based localization. In RSS based localization, the learning method just needs to train a neural network that can reflect the mapping between the RSS and the positions. However, in PDR localization, the process of calculating pedestrian's current position needs to use a previously determined position besides the data of sensors embedded in smartphones. The process of the inertial sensor based PDR localization is an iterative process. To enhance the PDR localization, both heading direction and stride length estimation require to be trained into neural networks with OS-ELM. Therefore, the proposed algorithm redesigns a novel OS-ELM model to enhance PDR localization. The proposed algorithm needs to train two neural network models of OS-ELM corresponding to the two procedures of PDR localization as written in (3)- (4). The data used for training the two models is different from each other. It is essential to preprocess data used for training two models of OS-ELM.
In the procedure of heading direction, the orientation data o t drawn from android API cannot always be suitable for pedestrian's movements accurately. When a smartphone is held aslant in hand or put in packet, the azimuth angle cannot indicate the heading direction. In order to train the OS-ELM model appropriate for the pedestrian's movements, the proposed algorithm analyzes the data obtained from sensors embedded in smartphones. The proposed algorithm extracts magnetic, gyroscope and orientation vectors and shows them in Fig. 4 . The azimuth angle of orientation vector and magnetic In Fig. 4 change regularly as the heading angle changes, however, the 3-axis gyroscopes remain fluctuating and change violently at the time of heading angle changing. Therefore, the proposed algorithm extracts the azimuth angle ψ t and the 3-axis magnetics to be the feature data of head direction model.
Before training OS-ELM neural networks, the feature data should be preprocessed. Firstly, the magnetic data needs to be process with a coordinate system transformation, which is different from the transformation of acceleration shown in (8)- (9) . In the process of heading direction, the azimuth angle represents the heading direction, therefore, the rotation matrix contains the x-y axes rotation described as
The m SCS t and m ECS t are assigned to be the magnetic data in SCS and ECS, respectively, and then transformation of magnetic from SCS to ECS can be written as
As it has been seen in Fig. 4 , the feature data needs to be processed with the m hd -order moving average filtering according to (11) , and then it needs to be normalized into the range [0, 1]. For the magnetic data, the proposed algorithm treats the magnetic data as a 3-D vector, therefore, the normalized magnetic data m N t is the filtered magnetic vector m t divided by the length of filtered magnetic vector m t , which can be written as
For the azimuth data, the normalized data ψ N t can be computed with
where the ψ t is the filtered azimuth angle. Finally, the feature data needs to be reshaped at a sliding-window form, which is represented as
where the x hd j is the feature data of heading direction model. The W is the sliding-window size. The heading angle is assigned to the corresponding label of heading direction model t hd t t hd j = HD t j (27) The proposed algorithm estimates pedestrian's stride length according to (19) and computes the difference of peak and valley of filtered linear acceleration data to be the feature data of stride length model. The feature data of stride length model is preprocessed similarly with the heading direction. Though the acceleration data has been filtered, the difference of peak and valley of filtered linear acceleration data swings a large range as shown in Fig. 3 . The feature data needs to be processed with a m sl -order moving average filtering according to (11) . Then the feature data of stride length model can be written as (28) and the corresponding label is
where the x sl j and t sl j are the feature data and label of stride length model, respectively. The a t j is the filtered difference of peak and valley of filtered linear acceleration.
To train OS-ELM neural networks, the proposed algorithm requires large numbers of data, therefore, the proposed algorithm needs to expand the training data. The process of expanding training data is equivalent to train the data several times. For heading direction estimation, the times are defined as epoch hd . For stride length estimation, the times are defined as epoch sl . Therefore, the features and labels of heading direction and stride length need to be expanded epoch hd and epoch sl times, respectively.
The proposed algorithm needs to train two OS-ELM models. To make it easier to understand the process of training neural networks models with OS-ELM, some basic concepts and related contents of OS-ELM need to be introduced briefly. Fig. 5 presents the overall architecture of the ELM. ELM is a single hidden layer feedforward neural network. x j ∈ R n is the input variable and t j ∈ R m is the output variable. β i is the output weight of i-th hidden node connecting to output node. The output of i-th hidden node with respect to input x j can be denoted as a nonlinear continuous function G(α i , b i , x j ), which satisfies universal approximation capability theorems [37] , [38] . For additive hidden node with the activation function g(x) : R → R (e.g., sigmoid and threshold),
where α i ∈ R n is the weight vector connecting the input layer to the i-th hidden node and b i ∈ R is the bias of the i-th hidden node. For radial basis function (RBF) hidden node with activation function g(x) : R → R (e.g., Gaussian),
where α i ∈ R n and b i ∈ R + are the center and impact factor of the RBF node. The output of ELM withÑ hidden nodes (additive or RBF nodes) can be represented by
where the hidden node parameters α i and b i are assigned randomly according to the ELM theory [39] . Equation (32) can be written compactly in form of matrix as
where bÑ , x 1 ) . . . . . . . . . 1 , b 1 , x N 
G(a
Then the output weights are determined by using the Moore-Penrose pseudo-inverse:
where matrix H † is the generalized Moore-Penrose pseudoinverse of the hidden layer output matrix H. Because training VOLUME 6, 2018
the input weights and hidden node biases is unnecessary, ELM has a higher learning speed and a better generalization performance than back propagation (BP) algorithm [39] . OS-ELM is the online implement of ELM, which is originated from the batch ELM, OS-ELM inherits the advantage of ELM, thereby providing good generalization performance at an extreme learning speed, moreover, OS-ELM has an online sequential learning ability that means the OS-ELM does not need to retrain the old data when new data arrives. According to [34] , the training process of OS-ELM consists of two phases, namely an initialization phase and a sequential learning phase. In initialization phase, a small chunk of training data {(
i=1 is used to initialize the learning. According to (34) and (35), OS-ELM calculates the initial hidden layer output matrix
and the initial output weights
where matrix M 0 = (H 
According to [34] , the iterative matrix
and the sequential output weights (40) where
×m . Substituting output weights β obtained from the aforementioned sequential learning algorithm into (41), OS-ELM can calculate the output of models.
T = Hβ
From the aforementioned process of OS-ELM, we can see that the number of hidden nodesÑ , weight vector α i , bias b i , activation function g(x) of hidden node and output weight β i together determine the OS-ELM models. For different approximation problems, the values of these aforementioned GenerateÑ pairs of parameters (α i , b i ) randomly 3: Compute H according to the equations (36).
4:
Initialize output weight β = MH T T and matrix M = (H T H) −1 .
5: else 6: Compute H according to the equations (38).
7:
Train OS-ELM model as follow
parameters are different. Therefore, the proposed algorithm needs to store the values of these parameters as the OS-ELM model. The OS-ELM model can be represented as
Then the feature data
employed for training the OS-ELM model, where the N j is the number of j-th chunk data employed for training OS-ELM model.
The algorithm 1 shows the process of training heading direction and stride length models in detail. The proposed algorithm uses the algorithm 1 to train heading direction model and the stride length model, respectively. During the procedures of heading direction and stride length estimation, the proposed algorithm can use the two trained models to predicting the heading angle and stride length, respectively.
D. FRAMEWORK OF PROPOSED PDR LOCALIZATION
To present our proposed PDR algorithm clearly, we construct a framework of our proposed algorithm in Fig. 6 . To address the three main procedures of PDR, the framework of proposed algorithm also comprises the three parts known as step detection, stride length estimation and heading direction estimation. Meanwhile, the framework contains two phases known as the model training phase and the PDR localization phase. The processes indicated by dashed arrows are the model training phase. The solid-line arrows indicate the PDR localization phase. In model training phase, the data sampled from sensors embedded in smartphones is processed into features and labels, which are used for training OS-ELM models. For different procedures of PDR, the proposed algorithm trains different OS-ELM models. Considering that the localization errors are mainly derived from the stride length and heading direction estimations, the proposed algorithm constructs two OS-ELM models to approximate the processes (8) Train OS-ELM model with algorithm 1. 6: else if localization phase then 7: Detection the steps of pedestrian with equation (12)- (18) 8:
Algorithm 2 Process of PDR Localization Based on OS-ELM
if step point then 9: Compute stride length using stride length model according to the equations (41).
10:
Compute heading direction using heading direction model according to the equations (41).
11:
Compute localization of pedestrian L ped t with equation (1). 12: end if 13: end if of stride length estimation and heading direction estimation, respectively. In the PDR localization phase, the proposed algorithm estimates the stride length and heading direction by substituting the localization request data into trained OS-ELM models. For the procedure of step detection, the proposed algorithm combines a zero-crossing detection with a threshold-based peak detection, thereby enhancing the accuracy of step detection. Utilizing the data, the proposed algorithm can estimate pedestrian's position. The detail process of pedestrian dead reckoning based on OS-ELM is presented in Algorithm 2.
III. PERFORMANCE EVALUATION
In this section, this paper first introduces the experimental environment setup. Next in order to select the optimal parameters of the heading direction model and the stride length model, we make extensive experiments and analyze the influence of each parameters to experiment results. Then the performance of the proposed algorithm is compared with traditional localization-rule based pedestrian dead-reckoning algorithm in the areas of indoor PDR localization. Finally the proposed algorithm is deployed into a real smartphone to validate the practicability of proposed algorithm.
A. EXPERIMENT SETUP
To evaluate the performance of the proposed algorithm in real environments, this paper gathers the sensor data of smartphone from experimental environment as shown in Fig. 7 . The data is gathered at the fourth floor of Research Institute of Northeastern University, China. Fig. 7(a) is the satellite map of experimental environment. This paper gathers three different types of movement data in the experiment, which contains the movement of going straight and turning back, turning at right angles and turning continually as shown in Fig. 7(b) . Since the proposed algorithm learns pedestrian's movement habits, the smartphone can be held by pedestrian in different postures. In the experiment, we choose three common postures held by pedestrian as shown in Fig. 8 . In Fig. 8(a) , the smartphone is held horizontally in hand. In Fig. 8(b) , the smartphone swings as the hand swings. In Fig. 8(c) , the smartphone is put in trouser pocket. In order to ensure the synchronization of the three postures, the pedestrian walks with holding all the three smartphones as shown in 8(d). For training heading direction models, we gather the feature data of eight directions including the −3π/4, −π/2, −π/4, 0, π/4, π/2, 3π/4 and π. For training stride length models, we gather the feature data of three stride length including the 0.7211, 0.6 and 0.55, corresponding to the stride length of three types of movements.
The specification of the experimental data is represented in TABLE 1. The PathID in TABLE 1 corresponds to the three paths in Fig.7(b) . The PostureID in TABLE 1 corresponds to the three postures in Fig.8 . The data obtained from the smartphone held horizontally in hand is assigned to be Posture I. The data obtained from the smartphone held in swinging hand is assigned to be Posture II. The data obtained from the smartphone put in trouser pocket is assigned to be Posture III. The field Type in TABLE 1 indicates that the data is used for training or testing. The data of type TE is used for testing our proposed algorithm. The data of type TRHD is used for training heading direction model. The data of type TRSL is used for Through analyzing several experiment results, this paper assigns the threshold δ + a and δ − a to be 0.5, the size of slidingwindow W to be 20, coefficient K to be 0.47, order of moving average m sd to be 3, m hd to be 15, m sl to be 4, expanding times of heading direction epoch hd to be 5 and expanding times of stride length epoch sl to be 20.
B. SELECTION OF PARAMETERS FOR OS-ELM MODELS
Based on the analysis in Section II-C, the form of activation function and the number of hidden nodes in the OS-ELM hidden layer are two critical factors affecting the performance of OS-ELM. Therefore, this paper analyzes the experiments and select the optimal parameters for the heading direction model and the stride length model in this section.
The feature data of heading direction has a high dimensionality, therefore, the proposed algorithm needs more hidden nodes to approximate the problem. The five-fold crossvalidation method is employed with a range from 50 to 1300 and a step size of 50 in order to determine the optimal number of hidden nodes. However, for the stride length model, since the relationship between acceleration and stride length is simple, the range of five-fold cross-validation is set from 10 to 200 and a step size of 10. Meanwhile, this paper evaluates the performance of three different activation functions: radial basis function, sigmoid function and sine function. Fig. 9 shows the errors regarding different activation functions and different numbers of hidden nodes. As observed from Fig. 9(a) , the error decreases as the number of hidden nodes increases, meanwhile, the decremental rate of error decreases as the number of hidden nodes increases. When the number of hidden nodes is larger than 300, the error has a slightly decrement. Considering the online learning speed, the proposed algorithm is inclined to select the less number of hidden nodes on the condition of accuracy, therefore, the number of hidden nodes is selected to be 300. Fig. 9 (a) also shows that the heading direction model with sine activation function has a better performance than the other two activation functions when the OS-ELM neural network has the same number of hidden nodes. Therefore the sine activation function is chosen as the activation function of heading direction model. From the Fig. 9(b) , it can be seen that the error of stride length has the similar decremental trend, moreover, the stride length model with sine activation functions also has the best performance. Therefore, the number of hidden nodes is selected to be 50. The sine activation function is chosen as the activation function for stride length model.
C. EXPERIMENT RESULTS
In this section, the performances of the proposed OS-ELM based PDR are evaluated through extensive experiments, which includes the following three aspects. First, the step detection, the stride length estimation and heading direction estimation, as the main three parts of PDR, are executed and the performances are evaluated. Then, since the proposed algorithm can learn the movement habits of pedestrian, we evaluate the proposed algorithm with smartphones held in different postures. Finally, since the proposed algorithm requires to be executed in a smartphone with limited resources, we deploy the proposed algorithm into an androidbased smartphone and validate the practicability of proposed algorithm in a real smartphone.
Since the selection of different paths has less effect on step detection, the data in path 1 is chosen to compare the proposed step detection approach with some popular step detection approaches. The number of steps in path 1 is 90. The relative error is employed to evaluate the performance, which is defined as
where N e is the number of detected steps, and N r is the ground truth. The TABLE 2 shows the accuracy comparison with typical approaches. In TABLE 2, the proposed step detection approach that combines a zero-crossing detection with a threshold-based peak detection (ZCTP) are compared with the peak detection approach (PD), the zero-crossing detection approach (ZC) and the android step detection TABLE 2.  From TABLE 2 , it is clear that the proposed step detection approach (ZCTP) has the best performance in all the three postures. The zero-crossing approach (ZC) has a better performance than the peak detection (PD) and the android API (AD). The performance of android step detection API is not good for all the three postures, which also suggests that the android step detection API cannot be used for PDR localization directly. All the step detection approaches for the Posture II perform worse than the other two postures due to the smartphone swinging. Therefore, it is better for pedestrian to hold the smartphone in a fixed posture when the smartphone is detecting steps.
To evaluate the performance of stride length, the proposed approach is compared with the typical linear approach [25] and nonlinear approach [24] . The data of Posture I in all the three paths, including three categories of stride lengths, are chosen to evaluate the performance of the three stride length approaches and the result is shown in Fig.10 . Fig.10 shows the cumulative error distributions (CDF) of the three approaches. The proposed estimation approach makes the best performance in all the three stride length estimation approaches. The nonlinear estimation approach is slightly better than the linear estimation approach. From Fig.10 , it can be seen that the CDF that both the linear approach and the nonlinear approach represent are almost straight lines. It is means that the errors are distributed roughly equally in the error intervals. However, the CDF that the proposed approach represents is convex curve. That means the errors have more probability distributed in smaller error intervals. Therefore, the proposed stride length approach performs a better accuracy.
The path 2 is chosen to evaluate the performance of heading direction estimation approaches. The path 2 consist of four direction paths, which is convenient to evaluate the performance of different approaches. We compare the proposed approach with the azimuth angle obtained from android's API in Posture I. In order to evaluate the performance more directly, we compute the positions with (1) and the results is shown in Fig.11 . From Fig. 11 , it can been seen that the proposed algorithm can avoid the effect of localization drift. The orientation estimated by proposed approach is approximate to pedestrian's motion direction. However, since the azimuth angle obtained from android's API suffers from drift problem, it cannot reflect the pedestrian's real movement. Fig. 12 depicts the trajectories of the ground truth, the traditional localization-rule based PDR approach, and the proposed OS-ELM based approach. For the traditional localization-rule based PDR approach, the zero-crossing detection, the azimuth angle obtained from android's API and the equation (19) are chosen as rules of step detection, heading direction and stride length estimation, respectively. We evaluate the performances of the PDR algorithm in the three different kinds of paths, meanwhile the three postures are also compared to validate the robustness of the PDR algorithm in different postures. The red ellipses in Fig. 12 represent the localization trajectories out of experimental environment. From 12(a), it can be seen that the traditional PDR exists the accumulated errors and the average localization error is 5.08m, however, the proposed algorithm significantly reduces the error, thereby close to the ground truth. The average localization of proposed algorithm is 1.18m. Fig. 12(b,c) show that the traditional PDR exists much larger errors as is not suitable for the scenarios of Posture II and Postures III, however the performance of proposed PDR algorithm is better since the proposed localization algorithm learns the pedestrian's movement habits. The average localization error of proposed algorithm in Posture II and III are 1.73m and 1.17m, respectively. In comparison of the proposed algorithm in three postures, we can see that the performance in Posture II is the worst, since the swing of smartphone in Posture II is the largest.
The proposed algorithm requires to be executed in a smartphone with limited resources. Response time is essential for validating the practicability of proposed algorithm. For OS-ELM, the prediction time can often be ignored. Therefore, in this experiment, we evaluate the training time of the proposed algorithm in real smartphone. The OS-ELM are modified basing on the open source ELM codes (JAVA version) [40] . For executing the matrix computation in android platform efficiently, the Universal Java Matrix Package (UJMP) [41] are employed to replace the Matrix Toolkits For Java (MTJ) [42] used in original ELM codes. The experiment is carried out in an Android 7.1.1 platform on a Xiaomi Note 3 smartphone with Snapdragon 660 CPU and 6GB RAM. Fig. 13 shows the performance of proposed algorithm in real smartphone. Since the stride length and heading direction are required to be trained with different configuration parameters, we train both the stride length model and heading direction model. In the experiment of training stride length model, the total number of samples is 1020. The total training time is 0.945s. The training time of initialization phase is 0.112s. The average training time of sequential phase is 0.0203s. That can satisfy the requirements of online learning. In the experiment of training heading direction model, the total number of samples is 7105. The total training time is 40.35s. The training time of initialization phase is 4.033s. The average training time of sequential phase is 0.1117s. It can be seen that the training time of initialization phase is slightly long for online learning. However, the initialization learning phase can be pre-trained to generate an original model before the pedestrian uses the localization application. Therefore, the initialization learning phase has no influence on the use of the proposed localization algorithm. The training time of sequential learning phase can satisfy the requirement of online learning. Therefore, it is practicable to deploy the propose localization algorithm in a real smartphone. 
IV. CONCLUSION
In this paper, we have proposed an OS-ELM based PDR indoor localization algorithm for android-based smartphone. In comparison with other PDR algorithms, the proposed localization algorithm does not force the smartphone to be held in fixed posture. The proposed localization algorithm learns the pedestrian's movement habits to address the accumulated errors that PDR localization algorithms exist. In step detection procedure, we have presented an efficient scheme by combining a zero-crossing detection with a thresholdbased peak detection. In stride length and heading direction estimation procedures, we have proposed an accurate and robust localization framework by using the OS-ELM. We have analyzed the sensor data obtained from a smartphone and designed a sliding-window based scheme for preprocessing feature data. The proposed PDR algorithm can continuously train OS-ELM online and generate OS-ELM models more conforming to pedestrian's movement habits, therefore, the pedestrian can hold the smartphone in various postures. Utilizing the OS-ELM, we have enhance the performance of the PDR localization algorithm itself, rather than employing the assistances of other external devices, therefore, the proposed PDR algorithm can still be fused with other indoor localization approaches to improve the localization performance. We have evaluated our localization algorithm under a variety of experimental scenarios and demonstrated the performance of our proposed algorithm on indoor localization problem. In future work, we plan to further research the PDR indoor localization with different behaviors and patterns from heterogeneous persons. 
