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Abstrakt
Cílem této práce bylo vytvoření a vyhodnocení konceptu pro návrh bezdotykového uži-
vatelského rozhraní založeného na Kinectu. Popisuje různá zařízení a metody, které se v
současnosti používají pro sběr hloubkových dat. V práci jsou navrhnuty a vyhodnoceny
experimenty, které slouží k testování rychlosti a přesnosti ovládání informačních panelů
pomocí Kinectu.
Abstract
The aim of the thesis was to create and evaluate a concept for the design of touchless
user interfaces based on Kinect. It describes various devices and methods which are used
for creating of the depth map. Furthermore the thesis includes the design of experiments
that were used for testing of the speed and the accuracy of Kinect-based interactive kiosks.
Results of these experiments are evaluated as well.
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Kapitola 1
Úvod
Rozšířená realita, a počítačové vidění obecně, je v poslední době rychle se rozvíjející obor
v rámci informačních technologií. Stejně tak vývoj v oblasti tvorby uživatelských rozhraní,
který v posledních letech zažíval stagnaci, začal s nástupem nových technologií (dotykové
obrazovky, snímače pohybu atd.) procházet značnou revolucí.
Zatímco v dřívějších dobách byla klávesnice a myš jedinými prostředky pro HCI (Human-
computer interaction – interakce mezi člověkem a počítačem), v současnosti se díky novým
technologiím stávají dostupnými nové možnosti a nové prostředky pro HCI (např. dotykové
obrazovky, hlasové ovládní atd.). Kromě těchto prostředků, u kterých v naprosté většině
potřebujete jakýsi fyzický přístup a kontakt s ovládacím prvkem počítače, se začíná obje-
vovat také nový fenomén s názvem bezdotykové uživatelské rozhraní (Touchless user
interface). V těchto rozhraních počítač např. pomocí kamery sleduje uživatele a ten jej po-
mocí různých gest, póz nebo i jen pomocí pohybu hlavy a očí ovládá. Jedním ze zařízení,
které nám umožňuje vytvářet takováto rozhraní, je kinect z dílen firmy Microsoft, který
bude detailněji popsán v následujících kapitolách.
V rámci této práce jsem se rozhodl věnovat problematice návrhu a vyhodnocení kon-
ceptu pro tvorbu bezdotykových rozhraní a to právě s pomocí již dříve zmíněného kinectu.
Nebudu se zabývat možnostmi ovládání počítače při běžné práci, ale možnostmi bezdotyko-
vého ovládání informačních panelů, které je možné využít například na letištích, nádražích,
v knihovnách atd. Součástí práce bylo také vytvoření testovacího uživatelského rozhraní,
které slouží k měření rychlosti a přesnosti ovládání pomocí kinectu.
Celý text této technické zprávy je členěn do třech hlavních částí. První část slouží pro
uvedení čtenáře do dané problematiky. Druhá se zabývá detailnějším rozborem jednotlivých
metod a také návrhem konceptu bezdotykového uživatelského prostředí. Poslední část ob-
sahuje popis a vyhodnocení testování a experimentů a také informace o realizaci vlastního
testovacího rozhraní.
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Kapitola 2
Teorie
V této kapitole se nachází informace o současných trendech ve vývoji bezdotykových roz-
hraní, různých způsobech tvorby rozšířené reality a také popis různých metod a zařízení,
která se k tomuto účelu používají. Čtenář se také dozví detailnější informace o základních
pojmech používaných v této práci.
2.1 Informační panel
Informační panel (někdy též nazývaný informační kiosek) (Obrázek 2.1) je počítačový ter-
minál, který poskytuje kolemjdoucím uživatelům informace a aplikace pro komunikaci, ob-
chod, zábavu a výuku [11]. Informační panely se dělí do různých skupin podle účelu, ke
kterému byly vytvořeny. Podle tohoto účelu se také dělí způsoby ovládání, které je možné
pro daný panel použít.
V důsledku toho, že toto zařízení je umístěno často na veřejném místě, je nutné jej
vyrábět dostatečně odolné proti poškození. To samozřejmě zvyšuje náklady na pořízení
takového zařízení. V případě použití Kinectu a bezdotykového rozhraní je možné využít
jakoukoli běžně prodávanou obrazovku. Tato obrazovka i samotný kinect navíc mohou být
umístěny za sklem (například ve výloze), což zajistí ochranu před odcizením nebo poškoze-
ním.
Různé způsoby ovládání informačních panelů
V současné době jsou informační panely ovládány nejčastěji pomocí kombinace klávesnice
a polohovacího zařízení (touchpad, trackball apod.). Toto klasické ovládání má výhodu
v tom, že téměř každý člověk se s takovýmto ovládáním setkal u osobních počítačů a je pro
ně tudíž jednoduché a intuitivní.
Dalším způsobem jak ovládat tyto panely je využití dotykové obrazovky. Zde může být
odrazující poměrně vysoká pořizovací cena. Z osobní zkušenosti vím, že dotykové obrazovky,
které se používají například v obchodech, mají hrubý povrch obrazovek (z důvodu zvýšení
mechanické odolnosti). Ovládání s jejich pomocí není příliš pohodlné.
Jedním z možných způsobů ovládání je ovládání pomocí detekce pozice a pohybu hlavy.
Přesná detekce hlavy je možná i za pomocí levných kamer a není tudíž nutná veliká počá-
teční investice. Toto ovládání neumožňuje takovou variabilitu příkazů jako ostatní metody,
což ovšem v některých případech může být výhoda (jednodušší ovládání). Podobným způ-
sobem je ovládání pomocí pohybu očí. Zde je již ovšem nutná kvalitnější a tím pádem
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Obrázek 2.1: Informační kiosek (Převzato z [14])
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i dražší kamera umístěna blízko k uživateli. Z tohoto důvodu je tudíž pro infopanely jen
těžko využitelná.
Zajímavým způsobem ovládání se jeví také ovládání pomocí hlasových pokynů. Roz-
poznávání přirozené řeči je již nekolik let předmětem mnoha výzkůmů (i na naší fakultě)
s velmi dobrými výsledky. Toto ovládání je vhodné v domácím prostředí, nicméně v obcho-
dech, na letištích a jiných veřených místech, kde se pohybuje velká spousta lidí, by nastával
problém s rozpoznáváním jednotlivých povelů. Proto se toto ovládání pro infopanely nehodí.
Většině uživatelů by se líbilo ovládání pomocí myšlenek (Obrázek 2.2). V dnešní době
již existují zařízení schopná snímat mozkové vlny. Pořizovací cena zařízení, které toto
umožňuje, je v dnešní době již poměrně nízka. Nasazení tohoto způsobu ovládání brání
nízká přesnost a také dlouhá doba nutná k naučení ovládání pomocí mozkových vln.
Obrázek 2.2: Příklad zařízení umožňujícího ovládání počítače pomocí myšlenek (Převzato
z [16])
Velmi zajímavé je ovládání pohybem ruky. Uživatel stojící před kamerou, jež jej snímá,
může pomocí pohybu rukou ovládat jakýsi virtuální ukazatel. Systém může také detekovat
různá gesta a pózy, jež uživatel provádí, a odpovídajícím způsobem na ně reagovat. Pro
uživatele je tato metoda poměrně intuitivní. Pozitivem je, že uživatel, který chce takto panel
ovládat, nepotřebuje kromě svého těla žádnou další pomůcku (jako snímač mozkových vln).
Navíc pomocí rukou a těla je možné provést veliké množství různých gest a příkazů.
2.2 Bezdotykové uživatelské rozhraní
Bezdotykové uživatelské rozhraní je takové rozhraní, pro jehož ovládání není potřeba žádný
fyzický kontakt s jakýmkoli zařízením. Bezdotykový ovladač je zařízení, které nám toto
rozhraní pomáhá realizovat. Kinect tuto podmínku splňuje, proto je možné jej považovat
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za bezdotykový ovladač. Proti tomu stojí například ovládání herní konzole Nintendo Wii,
které také ovládáme pohybem svého těla. V rukou ale musíme držet bezdrátový ovladač,
který náš pohyb snímá, a tudíž tento ovladač nemůžeme považovat za bezdotykový.
V této kapitole si ukážeme, jaké existují druhy nabídek v bezdotykových rozhraních a je-
jich výhody a nevýhody. Při práci na této kapitole jsem čerpal převážně z práce Comparing
Free Hand Menu Techniques for Distant Displays using Linear, Marking and Finger-Count
Menus[1], kde jsou prezentovány techniky zpracování uživatelského menu u bezdotykových
obrazovek.
Lineární menu
Lineární menu je reprezentováno seznamem položek. Uživatel si vybírá položku pomocí vir-
tuálního kurzoru, který ovládá pohybem své dlaně. Potvrzení výběru může být realizováno
například sevřením pěsti. Takovéto rozhraní může být ovládáno buď jednou rukou, která
vybírá ze seznamu položek, nebo dvěma rukama, kdy například levá ruka ovládá hlavní
menu v jedné části obrazovky a pravá ruka ovládá sub-menu v druhé části obrazovky.
Výhodou tohoto přístupu je intuitivnost ovládání, neboť téměř každý člověk se již setkal
s tímto konceptem u osobních počítáčů. Další výhodou je možnost dynamického zobrazo-
vání podkategorií jednotlivých položek menu. Podkategorie se mohou měnit jednoduše při
přejíždějí kurzorem přes položky hlavního menu bez nutnosti jakéhokoli potvrzování. Nevý-
hodou je, že uživatel potřebuje neustálou zpětnou vazbu o poloze virtuálního kurzoru a je
tedy nutné jej zobrazovat na obrazovce.
Ukazovací menu
Jednotlivé položky nabídky jsou zobrazeny v různých částech obrazovky (například v kruhu
okolo středu, v jednotlivých rozích a na okrajích obrazovky atd.). Uživatel poté vybírá
požadovanou položku pomocí ukázání rukou, přibližně ve směru dané položky. Zobrazení
sub-menu je v tomto případě poněkud složitější. Při výběru některé položky z hlavního menu
je možné nahradit toto menu zobrazením jiného, které obsahuje položky dané kategorie. To
ovšem může být pro uživatele poněkud matoucí. Druhou možností je zobrazení menšího
menu na místě, kde se nacházelo tlačítko, jehož výběr toto sub-menu vyvolalo.
Nevýhodou je, že pro zachování vysoké přesnosti výběru, je možné použít jen poměrně
malý počet položek v menu a to každou s dostatečnou velikostí. Při použítí velkého množství
malých položek by mohlo docházet ke špatné detekci požadovaného tlačítka a snížit tak
uživatelskou přívětivost takového rozhraní. Výhodou naopak je, že není potřeba zobrazovat
jakýkoliv kurzor.
Číslované menu
Další možností je použít číslované menu. Rozhraní může vypadat stějně jako v případě
lineárního menu, pouze je u každé položky v hlavní nabídce i podnabídce zobrazeno číslo
v rozsahu 1 až 5. Samotný výběr poté probíhá tak, že uživatel na jedné ruce pomocí prstů
naznačí číslo položky hlavní nabídky a na druhé ruce číslo položky z podnabídky. Tento
výběr je pak možné potvrdit například pomocí současného stisknutí obou pěstí. Nevýhodou
je opět omezení počtu položek v rámci dané nabídky, které je dáno počtem prstů na jedné
ruce. Pokud by navíc toto rozhraní používal člověk s méně než pěti prsty, do některých
částí nabídky by se nedokázal vůbec dostat.
6
Existující řešení
Na vývoji bezdotykového uživatelského rozhraní v současné době pracuje několik týmů po
celém světě. Jedním z nich je například tým z amerického MIT. Vytvořili modul, jenž dokáže
detekovat a sledovat nejen uživatelovu ruku, ale dokonce i jednotlivé prsty, a s jeho pomocí
vytvořili uživatelské prostředí, podobné rozhraní z filmu Minority Report (Obrázek 2.3) [9].
Nevýhodou jejich řešení je to, že k běhu využívají služeb ROS, což je robotický operační
systém, který poskytuje knihovny a nástroje pro pomoc při vývoji software [18]. Z tohoto
důvodu je jejich řešení pro nás zbytečně složité a náročné na výpočetní prostředky.
Obrázek 2.3: Minority-report rozhraní vytvořené pomocí kinectu (Převzato z [19])
Dalším příkladem jsou vědci z ČVUT, kteří vyvíjejí projekt 3DSense. Tento projekt
se zaměřuje jednak na tvorbu interaktivních panelů umístěných ve výkladních skříních
obchodů a jednak na tvorbu programů pro podporu rehabilitace. Projekt je v současné
době v počátcích [7].
K vývoji (nejen) těchto rozhraní se často používá velké množství volně dostupných
knihoven. Moje práce nebude výjímkou. V následujících odstavcích naleznete popis kniho-
ven, jež byly využity při implementaci mého testovacího rozhraní.
Qt
Qt je vývojový framework, používaný především pro tvorbu multiplatformních GUI aplikací
[3]. Jeho původním tvůrcem je norská firma Trolltech, která byla v roce 2008 odkoupena
finskou firmou Nokia. Ta je od té doby zodpovědná za jeho vývoj.
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OpenCV
OpenCV je open-source knihovna určena pro podporu počítačového vidění [4]. OpenCV
bylo navrženo jako efektivní knihovna, která pomáha lidem jednoduše vytvářet aplikace,
využívající počítačového vidění.
OpenNI
OpenNI je organizace, která si dala za cíl vytvořit stejnojmenou knihovnu pro podporu
různých zařízení, používaných pro NI (natural interaction). Tato knihovna poskytuje API
pro psaní NI aplikací. Knihovna poskytuje low-level API pro přímý přístup k audio-video
senzorům, ale také high-level API např. pro detekci a sledování uživatele (skeleton tracking)
[6].
Nestk
Knihovna nestk poskytuje jednoduché propojení všech důležitých knihoven, jež jsou využí-
vány při programování aplikací s kinectem [17]. Kombinuje Qt pro tvorbu GUI, OpenNI pro
ovládání kinectu a OpenCV pro zpracování obrazu. Dokáže také pracovat s libFreeNect, po-
kud není možné použít OpenNI. Jejím autorem je Nicolas Burrus, student postgraduálního
studia na University Carlos III v Madridu.
2.3 Hloubková data
Sledováni uživatele je možné provádět za pomocí tzv. hloubkových dat. Tyto data nám po-
skytují informace o vzdálenosti všech objektů v obrazu. Pokud tedy získáme tyto informace,
můžeme v obraze velice snadno odlišit tělo uživatele od objektů v pozadí scény. Způsobů,
jak získat tyto data, je několik.
Získávání hloubkových dat
Jeden ze způsobů, jak získat hloubková data, je využítí konstantní rychlosti světla. Tato
technika využívá počítání času, který trvá světlu vyslanému z emitoru doputovat k objektu
a vrátit se do senzoru. K výpočtu vzdálenosti je poté zapotřebí extrémně citlivého sen-
zoru a vysokorychlostí elektroniky. Tento výpočet je třeba provést pro každý bod v obrazu
a z tohoto důvodu mají zařízení pracující na tomto principu obvykle malé rozlišení [6].
V závislosti na použitém emitoru světla se pak také liší cena daného zařízení a vzdále-
nost jež je schopné měřit. Levná zařízení, postavená za pomocí LED, jsou schopné měřit
vzdálenost objektů v rozsahu dva centimetry až dva metry. Nákladnější zařízení využívající
laser jako emitor světla, dokáží měřit vzdálenost až do dvou kilometrů.
Další způsob, který je využíván mimo jiné i v kinectu, je využití infračerveného emi-
toru, který vysílá určitý vzor do prostoru, v kombinaci se snímačem, který zaznamenává
deformace tohoto vzoru po odrazu od objektů v prostoru. Díky tomu, že je využito neviditel-
ného světelného paprsku, není snímání hloubkových dat ovlivněné světelnými podmínkami
(kromě přímého slunečního záření které obsahuje infračervené spektrum barev) a může být
prováděné i za naprosté tmy. Řešení v kinectu pracuje tak, že vysílá statický mrak různě
intenzivních bodů. Po sejmutí odraženého paprsku pak software v kinectu porovná pozici
jednotlivých bodů a na základě toho spočítá vzdálenost jednotlivých bodů v obrazu.
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V součásné době existuje poměrně dost zařízení, schopných získávat hloubková data.
Tyto zařízení jsou díky tomu použitelné pro ovládání bezdotykových uživatelských rozhraní.
Některá z nich si nyní popíšeme.
Kinect
Kinect je zařízení, jenž vyrábí firma Microsoft jako ovládací prvek ke své herní konzoli Xbox
360 [12]. Jelikož byl vyvinut jako ovládací prvek pro konzoli, nebyl dlouhou dobu oficiálně
(ze strany Microsoftu) podporován pro ovládání počítače. Aby jej tedy bylo možné pro tento
účel použít, musely být vytvořeny ovladače. Protože však Microsoft nezveřejnil téměř žádná
technická data, tím méně detaily k protokolu kterým komunikuje Kinect a Xbox, musely
být tyto informace zjištěny za pomoci reverzního inženýrství. Díky tomu mohly vzniknout
knihovny, které zapouzdřují práci s Kinectem, jako je například knihovna libfreenect.
S tím jak začaly vznikat první knihovny, začalo se o výzkum na tomto poli zajímat
více a více lidí. Začaly vznikat první skupiny, které se zabývaly zdokonalováním knihoven,
přidávaly novou funkcionalitu a vytvářely první aplikace podporující práci s bezdotykovými
rozhraními.
Obrázek 2.4: Bezdotykový ovladač Kinect (Převzato z [15])
Komponenty kinectu
Kinect je zařízení, které kombinuje funkcionalitu několika různých zařízení do jediného
celku, pro poskytování dat o svém okolí.
Jedním z těchto senzorů je čtveřice mikrofonů. Tyto dokáží v kombinaci se softwarem
zpracovávajícím signál z nich vycházející filtrovat hluk pozadí a také detekovat relativní
pozici osob pohybujících se v místnosti. Na obrázku 2.5 vidíme, že trojice mikrofonů se
nachází na pravé straně kinectu pod nápisem
”
Xbox 360“ a čtvrtý mikrofon je umístěn na
levé straně kinectu [6].
Uprostřed kinectu se nachází dvojice kamer. Klasická RGB kamera, která umožňuje
snímat okolí a vedle ní infračervená kamera. Poslední
”
snímač“, jasně viditelný na přední
straně kinectu, je laserový projektor. Ten v kombinaci s infračervenou kamerou dokáže
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získat přesnou vzdálenost jakéhokoli objektu v místnosti. Tyto dvě zařízení dohromady
nám tudíž dávají tzv. hloubkový senzor.
Další zajímavou součástí kinectu je malý motorek, který dokáže měnit úhel náklonu
kinectu o 30 stupňů směrem nahoru a dolů. To může být užitečné napříkald při sledování
uživatele, který se při práci s kinectem dostává mimo jeho zorné pole. Pomocí motorku
můžeme automaticky změnit úhel tak, aby byl uživatel viděn stále v optimálním úhlu.
Kinect také obsahuje LED indikátor schopný svítit či blikat ve třech růžných barvách
(červená, zelená, oranžová). Poslední sensor který se v kinectu nachází je trojosý akcele-
rometr, který by v takovémto zařízení hledal málokdo. Jediné smyslupné využití takového
snímače mě napadá při použítí kinectu jako sensoru pro robota. Nicméně při použítí s herní
konzolí nebo počítačem příliš využitelný není.
Obrázek 2.5: Popis jednotlivých částí kinectu (Převzato z [6])
Problematické vlivy při práci s Kinectem
Při práci s Kinectem je důležité splnit určité požadavky, například na polohu senzoru a svě-
telné podmínky. S pomocí oficiálního webu konzole Xbox [10] jsem zpracoval seznam pro-
blematických vlivů, na které je potřeba dbát při tvorbě zařízení s podporou Kinectu.
• Přímé sluneční světlo - mělo by být co nejvíce redukované a to jak osvětlení hráče,
tak i kinectu.
• Správné umístění kinectu - podle oficiálních informací [10] by senzor měl být umístěný
0,6m - 1,8m od podlahy, jinak mohou nastat problémy s detekcí osob a jejich pohybů.
• Pro správnou detekci by mininální vzdálenost uživatele od kamery měla být 1,8m
PrimeSense
Dalším zařízením je PrimeSense, který můžete vidět na obrázku 2.6. PrimeSense je produkt
stejnojmenné Israelské společnosti. Funguje na stejném principu jako kinect, jelikož tuto
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snímací technologii vynalezla právě firma PrimeSense, která ji Microsoftu dodává. Rozdíl
mezi tímto zařízením a kinectem je, že PrimeSense neobsahuje motor pro nasavení úhlu
sklonu, nemá akcelerometer a obsahuje pouze dva mikrofony místo čtyř. Nicméně to nemění
nic na tom, že je pro účely ovládání informačních panelů použitelný stejně dobře jako kinect.
Firma PrimeSense kromě tohoto zařízení vytvořila také open-source ovladače a knihovny
OpenNI a NITE, které jsou použitelné jak pro jejich ovladač, tak pro kinect a další podobná
zařízení.
Obrázek 2.6: Zařízení PrimeSense (Převzato z [2])
ASUS WAWI Xtion Pro
ASUS WAWI Xtion Pro (obr. 2.7) je další z rodiny zařízení postavených na technologii
firmy PrimeSense. Funguje tedy opět stejně jako předchozí dvě zařízení. Rozdíl lze nalézt
pouze v tom, že ASUS ze svého zařízení vypustil RGB kameru a ponechal pouze hloubkový
senzor. Narozdíl od kinectu je toto zařízení určeno primárně pro ovládání PC. ASUS také
se zařízením dodává vývojové prostředí ušité sensoru na míru. Jelikož zařízení používá
technologii PrimeSense, je zařízení kompatibilní s knihovnou OpenNI. ASUS také nabídl
ASUS Xtion store, kde mohou vývojáři prodávat software, jež vytvořili pro toto zařízení.
Kromě základní verze existuje ještě rozšířená verze ASUS Xtion Pro Live, která podobně
jako kinect obsahuje i RGB kameru. Výhodou tohoto zařízení oproti kinectu je, že je téměř
o polovinu menší a pro svůj běh si díky absenci motorku vystačí s napájením z běžného
USB portu.
Obrázek 2.7: Zařízení ASUS WAWI Xtion Pro (Převzato z [20])
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2.4 Základní kritéria pro tvorbu uživatelského rozhraní
Aby bylo možné vytvořit kvalitní a jednoduše použitelné uživatelské rozhraní, je potřeba
již při návrhu sledovat jistá kritéria [8]. Dodržování těchto kritérií nám pomůže zajistit, že
naše rozhraní bude přehledné a uživatelsky přívětivé.
Velmi důležité je, aby naše rozhraní bylo ergonomické. Jinými slovy by například velikost
ovládacích prvků měla být dostatečná tak, aby nedocházelo k překlikům. Zárověň by však
něměla být moc veliká, aby zbytečně nezabírala prostor využitelný jiným způsobem.
Při návrhu aplikačního rozhraní je možné sledovat například Schneidermanova kritéria
pro UI (výčet byl převzat z [8]):
• Viditelnost klíčových prvků
• Zřetězení všech akcí a adekvátní odpovědi od systému
• Vratnost všech uživatelských akcí tak, aby systém nebránil v experimentování
• Sytaktická korektnost taková, aby každá uživatelova akce byla legální operací
• Nahrazení komplexních příkazů jednoduchými manipulacemi s viditelnými objekty
Dalšími důležitými kritérii je pochopitelnost, flexibilita a robustnost.
Pochopitelnost rozhraní vyjadřuje míru, s jakou se dokáže člověk, který dané rozhraní
vidí poprvé v životě, vyrovnat s ovládáním. Aby bylo rozhraní pochopitelné, musí být
především předvídatelné. Pokud uživatel vidí nejaký ovládací prvek, měl by tento jasně
ukazovat co se po jeho aktivaci stane. Pokud se systém bude chovat způsobem, jaký uživatel
neočekává, nebude z toho uživatel nadšený. Pro zvýšení pochopitelnosti rozhraní je také
důležité, aby bylo konzistentní v rámci celého systému. Je důležité, aby stejné prvky rozhraní
v různých částech systému vykonávaly stejnou činnost a nemátly uživatele. Rozhraní by také
mělo respektovat uživatelovy znalosti, které získal při práci s jinými běžnými nástroji.
Flexibilita rozhraní nám udává naklik se dokáže rozhraní přispůsobovat uživateli. Aby
bylo rozhraní flexibilní, mělo by například dávat uživatelovi možnost úpravy vzhledu (skiny),
přeskupení ikon, oken či panelů atd. Mělo by také uživatelům napomáhat například radou
či zamezením úkonu, který by mohl narušit správný chod aplikace.
Robustnost rozhraní ukazuje na vlastnosti systému, které jsou často opomíjeny, ale
pro tvorbu úspěšného rozhraní jsou stejně důležité jako všechny ostatní. Patří mezi ně
například odezva rozhraní. Rychlost odezvy by měla být co nejvyšší, aby se uživateli zdála
práce s rozhraním jako okamžitá. Pokud není možné takovou rychlost zajistit, je potřeba
dát uživatelovi najevo, že přijal jeho požadavek a že je zpracováván. Rozhraní by také
mělo zajišťovat zotavitelnost, aby se případné chyby daly rychle opravit a nenarušily chod
zbylé části systému. Důležité je také, aby rozhraní v každém okamžiku dávalo uživateli
srozumitelně najevo, co se děje uvnitř systému.
Ovšem toto všechno jsou relativní pojmy. To co je pro jednoho člověka jednoduše po-
chopitelné a použitelné, může být pro jiného člověka noční můrou. O žádném rozhraní nelze
jednoznačně říci, že je použitelné pro kohokoli za jakékoli situace. Je potřeba si uvědomit,
že jiné nároky a požadavky bude mít student vysoké školy a člověk v důchodu.
Pokud chceme navrhnout úspěšné rozhraní, je nutné v prvé řadě určit cílovou skupinu.
Po zaměření se na tuto skupinu, můžeme podrobněji zkoumat konkrétní požadavky na
systém. Pokud má být rozhraní přístupné všem různým lidem, je potřeba zvolit kompromis,
který bude vyhovovat jak zkušeným lidem, kteří budou hledat profesionální nástroj, tak
laikům, kteří budou hledat jednoduchý a přehledný nástroj.
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Dosáhnutí takového kompromisu je samozřejmě velice obtížné a vývoj takového rozhraní
samozřejmě zabere mnohem více času i peněz.
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Kapitola 3
Návrh řešení
Jak již bylo zmíněno v předchozích kapitolách, cílem této práce je navržení a vyhodnocení
konceptu pro tvorbu bezdotykového uživatelského rozhraní. Abychom tohoto cílu mohli
dosáhnout, je potřeba navrhnout a specifikovat použitelná gesta, pomocí kterých mohou
uživatelé rozhraní ovládat.
Při vytváření konceptu bych se chtěl zaměřit na návrh rozhraní k infopanelům a multi-
mediálním aplikacím. Konkrétně na UPGM v současné době vzniká projekt nazvaný Demo-
Panel [13], který má za cíl vytvoření zařízení, které nabízí kolemjdoucím osobám informace
a zábavu různého druhu a které je ovládáno bezdotykově. Ovládání tohoto panelu je za-
loženo na detekci pozice hlavy pomocí obyčejné kamery a v rámci své práce bych chtěl
experimentovat s využitím pro ovládání pohybem rukou.
Navržené rozhraní bude poskytovat přístup k aplikacím jež člověku který stojí před
kamerou umožní například zobrazovat fotografie, přehrávat videa, vyhledávat informace
atd.
3.1 Aplikace
Aby bylo možné navrhnout samotné rozhraní, je důležité nejprve navrhnout aplikace, jež
budou v systému obsaženy. Následující seznam zahrnuje příklad použitelných aplikací, po-
pisuje co by jednotlivé aplikace měly umožňovat a jakým způsobem by se měly chovat.
U některých aplikací je také zobrazen návrh vzhledu aplikací.
Top-level menu
Nejvyšší menu je tvořeno lineárním vertikálním seznamem položek. Na obrazovce je vidi-
telná pouze aktuálně vybraná položka, z položek nad resp. pod aktuální je vidět pouze
spodní resp. vrchní část položky. Posun v menu je realizován pomocí gesta pro posouvání
položek po obraze. Při pohybu v menu se aktuálně viditelná položka posune požadovaným
směrem a její místo zaujme položka jiná.
Po spuštění jakékoli aplikace a při každé činnosti která se nejeví jako okamžitá, se zobrazí
posuvník, který uživatele informuje o stavu zpracování požadované úlohy. Díky tomu má
uživatel zpětnou vazbu o stavu systému.
Celé rozhraní umožňuje v nastavení snadno upravovat vzhled, měnit velikost ikon a čás-
tečně i měnit způsob chování a ovládání.
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Obrázek 3.1: Ukázka návrhu top-level menu
Fotogalerie a Videogalerie
Fotogalerie obsahuje dlaždice s náhledy jednotlivých fotografií. Tyto dláždice jsou roz-
místěny po celé obrazovce. Jejich počet je omezen velikostí obrazovky. Uživatel má možnost
pohybem ruky vybrat požadovanou fotografii. Při pohybu přes tyto dlaždice, se vždy ak-
tualně vybraná dlaždice vizuálně označí, aby tak rozhraní dávalo uživateli dostatečnou
zpětnou vazbu o jeho úkonech. Poté co si uživatel vybere požadovanou fotografii, může ji
virtuálním kliknutím zobrazit na celé obrazovce.
Pokud se v systému nachází více fotografií, než kolik dlaždic se vměstná na obrazovku,
v dolní části obrazu se zobrazí posuvník umožňující pohyb mezi obrazovkami s ostatními
fotografiemi.
Návrh koresponduje s dříve popsanými kritérii návrhu uživatelského rozhraní. Klíčové
prvky rozhraní (v tomto případě náhledy fotografii a posuvník mezi obrazovkami) jsou dobře
viditelné a jejich výběr způsobí očekávatelnou reakci. Pro zachování konzistence a zobecni-
telnosti je videogalerie vytvořena stejným stylem jako fotogalerie, aby se uživatel nemusel
učit další způsob ovládání. Namísto fotografií se ale samozřejmě zobrazují náhledy videí
a po vybrání se video pustí v přehrávači.
Video přehrávač
Video, které bylo vybráno vybráno pomocí videogalerie, se zobrazí přes celou obrazovku
a spustí se jeho přehrávání. Ovládací prvky jsou zobrazeny ve spodní části obrazovky a po-
kud uživatel není aktivní (nehýbe se), po určité chvíli zmizí. Jakmile se uživatel začne znovu
hýbat, prvky se opět zobrazí a umožní tak uživateli přehrávač ovládat.
Rádio
Tato aplikace nám umožňuje přehrávat streamovaná internetová rádia. V levé části obra-
zovky se zobrazuje logo aktuálně vybraného rádia. V pravé části jsou zobrazeny ovládací
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Obrázek 3.2: Návrh prostředí aplikace fotogalerie
prvky, konkrétně tlačítka pro přepínání jednotlivých rádií. Nad tlačítky je vypsaný název
rádia a pod tlačítky název aktuálně přehrávané skladby.
3.2 Specifikace gest
Jelikož uživatelská gesta budou hlavním prostředkem pro HCI v našem rozhraní, je velice
důležité věnovat jejich návrhu velikou pozornost. Gesta která budou v této kapitole popsaná,
rozdělím do kategorií, podle toho k jakému účelu budou sloužit.
Seznam gest vznikl na základě provedení pilotního experimentu, který je popsaný v ka-
pitole Experimenty a testování.
Posun v menu
Posun v menu bude základní používané gesto v rozhraní. Je to také první věc kterou musí
uživatel udělat když se dostane k rozhraní. Z těchto důvodů je tudíž velice důležité aby
právě toto gesto bylo co nejjednodušší a zároveň co nejintuitivnější.
Možná gesta:
• Mávnutí rukou směrem nahoru resp. dolů zapříčíní posun v menu o jednu položku
směrem nahoru resp. dolů.
• Otáčení rukou po směru resp. proti směru hodinových ručiček zapříčiní posun v menu
doprava resp. doleva
• Vytvoření kurzoru který je ovládaný pomocí pozice dlaně, dále vytvoření ovládacích
elementů (šipka nahoru, dolů) a vlastní posun realizovan výběrem ovládacího prvku
a jeho potvrzením
•
”
Chycení“ obrazu rukou a jeho posun nahoru/dolů
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Obrázek 3.3: Návrh aplikace internetové rádio
• Automatický posun pomocí polohy palce, při pozici
”
palec nahoru“ se menu posouvá
nahoru a vice versa
Potvrzení výběru
Potvrzení výběru bude pravděpodobně nejpoužívanější gesto, neboť kdykoli vybereme po-
ložku v menu, nebo například v galerii, je potřeba náš výběr potvrdit. Je tudíž důležité aby
bylo jednoduché a časově nenáročné.
Možná gesta:
• Stisknutí pěsti
• Posun ruky směrem ke kameře (virtuální stisknutí tlačítka)
• Kývnutí hlavou
Dialog ANO/NE
Dialog ANO/NE se používá, pokud chceme od uživatele potvrdit že chce opravdu vykonat
určitou operaci (např. smazání fotografie).
Možná gesta:
• Palec nahoru resp. dolů (obdoba antického žít nebo zemřít)
• Výběr pomocí pozice dlaně - dlaň se nachází v pravé polovině obrazu = ano, v levé
polovině obrazu = ne
• Výběr podle zvednuté ruky - zvednutí pravé dlaně = ano, levé dlaně = ne
• Kývnutí pro potvrzení, resp. zavrtění hlavou pro zamítnutí volby
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Pohyb o úroveň zpět
Pohyb o úroveň zpět je opět pohyb který bude prováděn relativně často a proto se musíme
snažit jej uživateli co nejvíce ulehčit.
• Pravá ruka opíše druhý kvadrant kružnice zleva doprava
• Levá ruka opíše první kvadrant kružnice zprava doleva
•
”
Stopování“ palcem zprava doleva
3.3 Ovládací prvky
Poté co jsme specifikovali gesta pomocí nichž se můžeme v systému pohybovat, je nutné
provést návrh grafických prvků, které budeme moci pomocí těchto gest ovládat.
Hlavní menu
Hlavní menu je první věc kterou uživatel uvidí při příchodu k rozhraní. Je tedy nutné aby
jej zaujalo a aby mu napovědělo k čemu lze systém použít, jaký je jeho smysl a jak jej lze
ovládat. Menu se dá realizovat například jako horizontální nebo vertikální seznam, případně
jako
”
dlaždice“ atd.
Ukazatel
Ukazatel bude v některých situacích a některých částech systému nahrazovat počítačovou
myš. Například pokud bude mít uživatel vybrat některý prvek na obrazovce, zobrazí se mu
ukazatel například ve formě bodu v obrazu. Ten se poté bude pohybovat v závislosti na
poloze dlaně uživatele.
Dlaždice
Dlaždice je prvek, na němž je v mém rozhraní založena fotogalerie a videogalerie. Každá
tato dlaždice umožňuje na svém povrchu zobrazit náhled fotogragie nebo videa. Pří výběru
konkrétní dlaždice např. pomocí ukazatele, se okraj dlaždice zvýrazní, čímž dá uživateli
zpětnou vazbu o výběru této dlaždice.
3.4 Návrh aplikace
Vytvoření testovacího bezdotykového uživatelského rozhraní jsem si rozdělil na menší podčásti.
V první řadě je potřeba vytvořit detektor, který čte a zpracovává data z připojeného ki-
nectu. Tyto data poté posílá hlavní aplikaci, která pomocí nich ovládá uživatelské rozhraní.
Při návrhu bylo nutné uvažovat, jakým způsobem bude detektor posílat data do hlavní
aplikace. Jedou možností je vytvořit jej jako samostatnou aplikaci a data posílat pomocí
protokolu UDP. Výhodou tohoto přístupu je, že detektor a hlavní aplikace mohou být
umístěny na samostatných počítačích spojených počítačovou sítí. Další výhodou je že běh
obou aplikací je oddělený a tudíž pád jedné neovlivní pád druhé. Pokud by například
v detektoru nastala kritická chyba, na informačním panelu by se pouze vypsala hláška
o přerušení spojení. Po opětovném spuštění detektoru by poté mohl běh rozhraní pokračovat
dále.
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Druhou možností je implementace v rámci jediné aplikace, kde jsou detektor a rozhraní
implementované jako oddělené třídy. Pomocí signálů a slotů z frameworku Qt jsou poté
jednoduše předávané informace a data z kinectu. Výhodou je snažší implementace tohoto
řešení a táké jednodušší spouštění takové aplikace. Pro zapnutí stačí spustit pouze jediný
program, který obsatará připojení kinectu, inicializaci rozhraní a vše ostatní. Pokud bych
uvažoval návrh s oddělenými aplikacemi, bylo by nutné spouštět programy dva a ty navíc
konfigurovat pro přenos dat po síti (IP adresa, port atd.)
Během své práce jsem vytvořil obě varianty detektoru. Pro svoje testovací rozhraní
jsem vytvořil variantu s detektorem i rozhraním v jedné aplikaci. Pro projekt DemoPanel
jsem poté detektor upravil na druhou variantu, neboli na odesílání pozice ruky pomocí
UDP přenosu dat. Tvorba obou variant bude popsaná v samostatné kapitole s názvem
implementace.
Při vývoji plánuji využít co nejvíce různých open-source knihoven. Z tohoto důvodu
potřebuji nějaký způsob, který mi zajistí správné propojení všech těchto knihoven, aby
spolu mohli co nejlépe spolupracovat. Jako ideální způsob se jeví knihovna nestk, která ma
za úkol právě toto. Zbůsob propojení jednotlivých knihoven s aplikací a kinectem můžete
vidět na obrázku 3.4.
Obrázek 3.4: Schéma propojení jednotlivých použitých knihoven
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Kapitola 4
Experimenty a vyhodnocení
Na základě informací obsažených v předchozích dvou kapitolách, byly navrženy testovací
metody a experimenty, které mají za cíl oveřit přesnost a stabilitu detekce uživatele a ovlá-
dání bezdotykového rozhraní pomocí kinectu. V této kapitole nejprve popíši jaké expe-
rimenty byly navrhnuty, poté jak probíhalo vlastní testování a na závěr se podíváme na
výsledky které z tohoto testování vyplynuly.
4.1 Dotazník
Před vlastní implementací byl vytvořen dotazník, pro zjištění podvědomí uživatelů o ne-
tradičních způsobech ovládání počítače. Tento dotazník byl předkládán jak lidem, kteří
používají počítač každodeně k práci i zábavě, tak lidem kteří počítač téměř nevyužívají.
Dotazník vyplnilo celkem 59 osob převážně ve věku 21-25 let. Každý účastník měl zhod-
notit svoji znalost práce na počítači. Většina uživatelů hodnotila sebe sama jako
”
Velmi
pokročilý“, méně pak
”
Expert“ a
”
Středně pokročilý“.
V dotazníku se nachází otázky, které u respondetnů zjišťují s jakými prostředky pro
HCI se již setkali a také jáké nové způsoby ovládání jim připadají zajímavé. Z výsledků je
patrné, že s klasickými ovládacími prvky jako je myš a klávesnice se setkali téměř všichni
odpovídající. Stějně tak s touchpadem a dotykovou obrazovkou se setkalo 81% respektive
86% uživatelů (viz. Obrázek 4.1). S méně tradičními ovládacími prvky jako je trackpoint,
trackball a tablet se setkalo uživatelů již méně, konkrétně mezi 22% až 34%.
Následující otázka zkoumala, jaké netradiční ovládací prvky by se uživatelům líbily pro
ovládání informačních panelů. Nejvíce uživatelů (58%) by chtělo panely ovládat pomocí
pohybu rukou (viz. Obrázek 4.2). V těsném závěsu je poté ovládání pomocí myšlenek (49%).
Poslední otázka zkoumala, zda by uživatelé ocenili přítomnost takovýchto informačních
panelů na nádražích, v muzeích, knihovnách atd. Z odpovědí jasně vyplynulo že naprostá
většina (95%) by tyto panely uvítala a používala (viz. Obrázek 4.3). Pouze 3 uživatelé by
takovou možnost neuvítali.
4.2 Pilotní test
Cílem pilotního testu je hledání gest, která uživatelům připadají intuitivní a jednoduchá.
Tento test bude probíhat pomocí nákresů rozhraní a simulováním chování rozhraní. K to-
muto účelu byla vytvořena sada nákresů jednotlivých obrazovek systému. V průběhu testu
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Obrázek 4.1: Ovládací prvky se kterými se uživatelé setkali
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Obrázek 4.2: Ovládání pomocí netradičních ovládacích prvků
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Obrázek 4.3: Uvítání přítomnosti infopanelů na veřejných místech
budeme hledat gesta vhodná pro jednotlivé úkony, jako je například posun v menu, potvr-
zování nabídek atd. Testování bude prováděno na uživatelích kteří nemají žádnou zkušenost
s ovládáním bezdotykového rozhraní. Díky tomu nebudou ovlivnění žádnými návyky získa-
nými z dřívějška.
V každém testu mají uživatelé za úkol představit si, že počítač dokáže sledovat jejich
pózu a vyhodnocovat jejich pohyb. Uživatelům jsem předložil nákres jednotlivých obrazovek
systému a následnou interakci s rozhraním jsem simuloval pomocí myši tak, jak by se chovalo
i reálné bezdotykové rozhraní. Zároveň jsem sledoval a zaznamenával gesta, které uživatelé
používali ke splnění úkolů.
Jednotlivé časti pilotního testu simulují situace, které mohou nastat i při ovládání sku-
tečného rozhraní. Po provedení pilotních testů vznikl seznam gest která jsou použitelná ve
vyvíjené aplikaci. Následující seznam ukazuje úkoly, které byly uživatelům předloženy.
Pohyb ve vertikálním menu
Uživateli je předloženo vertikální menu a je vyzván k pohybu směrem nahoru a dolů.
Výběr položky v menu
Uživatel ma za úkol vybrat jednu položku z předloženého menu a potvrdit její výběr.
Dialog ANO/NE
Uživatel vidí dialog s otázkou a možnostmi ano a ne. Jeho úkol je vybrat jednu z těchto
možností a tím odpovědět.
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Pohyb o úroveň zpět
Uživatel se nachází v určité aplikaci (např. fotogralerie) a má za úkol dostat se do hlavního
menu.
Ovládání videopřehrávače
Zobrazeno prostředí videopřehrávače, uživatel má za úkol ovládat přehrávání videa pomocí
ovládacích prvků nacházejících se ve spodní části obrazu.
4.3 Experimenty s testovacím rozhraním
Veškeré experimenty s vytvořeným testovacím rozhraním, byly prováděné na stolním počí-
tači s čtyřjádrovým procesorem Intel Core i5-2500K taktovaným na 3.5GHz, 12GB DDR3
RAM a grafickou kartou Nvidia GeForce GTX 550 Ti s 1GB vlastní paměti. K počítači
byly během testování připojeny různé LCD displeje s úhlopříčkou od 20”do 24”a rozlišením
od 1680x1050 do 1920x1080 bodů. Tato skutečnost neměla na výsledky testování vliv, ne-
boď rozměry a vzdálenosti objektů v testovacím rozhraní byly přepočítávány na milimetry
a tudíž na každém monitoru byly stějně veliké.
Samotné testovací rozhraní a experimenty byly navrhnuty na základě práce Testing
Pointing Device Performance and User Assessment with the ISO 9241, Part 9 Standard
[5]. Tato práce se zaměřuje na testování zařízení určených pro ovládání počítače (konkrétně
Touchpad a Trackpoint). V práci je rozebrán ISO standard určený pro měření přesností
a rychlosti takových zařízení a na jeho základě je vytvořeno rozhraní určené pro samotné
testování.
Účelem experimentů bylo změření propustnosti daného zařízení (v mém případě ki-
nectu). Propustnost je veličina, která kombinuje přesnot a rychlost výběru. Její jednotkou
jsou bity za vteřinu. Navrhnutý experiment se skládá ze dvou úloh, které budou detailně
popsány v následujícím textu.
Jedno dimenzionální úloha
Pro tuto úlohu bylo navrženo rozhraní (obrázek 4.4), které obsahuje dva obdelníky, jeden
zelený a druhý červený. Úkolem uživatele je vybrat pomocí virtuálního kurzoru ovládaného
pravou rukou vždy červený obdelník a potvrdit výběr kliknutím myši, kterou držel v levé
ruce. Po kliknutí na červený obdelník se barvy obou obdelníku vymění a uživatel musí opět
”
kliknout“ na červený.
V průběhu testu obdelníky postupně mění svoji šířku a vzdálenost od sebe. Šířka je
postupně 2, 5 a 10 milimetrů, vdálenost 40, 80 a 160 milimetrů. Toto dává dohromady devět
bloků při plně zkombinovaných možnostech. Každý blok obsahuje 15 pokusů, tzn. celkem
135 pokusů v rámci této úlohy. Každý účastník může lehce odpočívat mezi jednotlivými
bloky, ale ne mezi pokusy.
Vytvořená aplikace měří čas každého pokusu a také horizontální souřadnice místa kde
uživatel
”
kliknul“. Tyto data zaznamená a následně z nich vypočítá výslednou propustnost.
Multi dimenzionální úloha
Rozhraní (obrázek 4.5) určené pro tuto úlohu, obsahuje vždy jeden obdelník a jedno kolečko.
Obdelník značí počáteční pozici a kolečko cílovou pozici. Uživatel má za úkol kliknout
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Obrázek 4.4: Rozhraní jedno dimenzionální úlohy
nejprve do obdelníku a následně do kolečka. Obdelník mění svou barvu v závislosti na tom,
zda na něj má uživatel aktuálně kliknout. Pokud ano, je vybarven červeně, pokud ne, tak
zeleně.
Pozice a velikost cílového kolečka se v průběhu testu mění. Velikost kolečka je postupně
2,5 a 10 milimetrů, vzdálenost kolečka od počátečního obdelníku 40, 80 a 160 milimetrů.
Mění se také úhel, ve kterém je kolečko vzhledem k obdelníku vykreslováno, a to 0, 45,
90, 135, 180, 225, 270 a 315 stupňů. Toto nám dává dohromady 72 různých kombinací při
využití všech možností. Těchto 72 kombinací tedy tvoří jeden blok. Každý účastník má za
úkol provést od tří do šesti bloků, v závislosti na tom, jak pro něj bude úloha namáhavá.
Tato úloha byla během experimentů uživatelům předložena jako první. Po jejím do-
končení měli účastníci několik minut na odpočinek a poté jim byla předložena jedno dimen-
zionální úloha.
4.4 Implementace
Detektor načítá jednotlivé snímky z kinectu, který pracuje na frekvenci 30Hz a tudíž pro-
dukuje 30 snímků za vteřinu. Každý tento RGB-D snímek (klasický RGB obraz doplněný
o hloubkovou informaci) je poté zpracován. Snímky přichází v rozlišení 640x480px, což je
nativní rozlišení kamery kinectu. Z tohoto důvodu i každý bod, reprezentující nějaký objekt
v obraze (například pozici ruky), obsahuje souřadnice X resp. Y v rozsahu < 0; 640 > resp.
< 0; 480 >. Tyto souřadnice je tudíž nutné v hlavní aplikaci přemapovat podle velikosti
plochy uživatelského rozhraní.
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Obrázek 4.5: Rozhraní multi dimensionální úlohy
Testovací rozhraní
Třída GuiController zajišťuje inicializaci knihoven, které se starají o zpracování surových
dat z kinectu, a zajišťuje příjem zpracovaných dat v podobě informací o scéně a o pozici
uživatelova těla. Tato třída také instancuje objekt třídy RawImagesWindow, která se stará
o vykreslování vlastního rozhraní.
Pro zajištění přepočtu rozměrů jednotlivých objektů rozhraní, je nutné nejprve zjis-
tit rozlišení a fyzickou velikost obrazovky a zajistit spuštění aplikace ve fullscreen módu.
Toto je v mé aplikaci zajištěno pomocí třídy QDesktopWidget a jejích metod widthMM()
a heightMM(). Tyto metody nám vrátí rozměry obrazovky v milimetrech a umožní nám
tudíž potřebný přepočet z milimetrů na pixely a vice versa.
Nejdůležitější metodou třídy RawImagesWindow je update. Tato metoda je volána ze
třídy GuiController při každém nově přijatém snímku z kinectu. V této metodě jsou poté
z předaných dat vyextrahované informace o pozici jednotlivých částí lidského těla. Zároveň
je vykreslený virtuální ukazatel a v závislosti na zvoleném experimentu vykreslí potřebné
prvky rozhraní.
V metodě mousePressEvent se zachytávají události stisknutí myši. V okamžiku stisku se
vyhodnotí čas potřebný pro dosáhnutí cíle, který se spolu se souřadnicemi finálního kliknutí
zaznamená pro pozdější vyhodnocení.
V destruktoru třídy RawImagesWindow se vyhodnotí zaznamenané výsledky a veškerá
data se uloží do souborů pro možnost pozdější kontroly a dalšího zkoumání výsledných dat.
Na obrázku 4.7 je vidět propojení detektoru (reprezentovaného třídou GuiController)
a samotné aplikace (reprezentované třídou RawImagesWindow). Kromě propojení je zde také
naznačen účel jednotlivých metod těchto tříd.
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DemoPanel
Kromě práce na svém testovacím rozhraní jsem se také věnoval práci na detektoru pro
projekt DemoPanel (obrázek 4.6). Detektor pro tento projekt byl velmi podobný jako ten
který byl použit v mém testovacím rozraní. Rozdílem bylo to, že tentokrát nejsou údaje
o pozici uživatele posílány pomocí signálů a slotů v Qt, ale pomocí UDP spojení, jak bylo
naznačeno v kapitole o návrhu řešení.
Dalším rozdílem bylo implementování výběru pracovní oblasti. Uživatel po příchodu ke
kinectu má možnost ukázat do čtyř bodů v prostoru před sebou, čímž vyznačí svou pracovní
plochu. Souřadnice pohybující se ruky v této menší pracovní ploše jsou pak přepočítávány
na souřadnice celého rozhraní, které se odvíjejí od rozlišení obrazovky. Tento přepočet
je realizován pomocí funkcí makeHomography() a perspectiveTransform() z knihovny
OpenCV.
Obrázek 4.6: Projekt DemoPanel
4.5 Vyhodnocení experimentů
Do experimentu bylo zahrnuto celkem 20 účastníků. Pět z nich se podílelo na pilotním testu,
jehož účelem bylo odladit testovací rozhraní a v jehož průběhu bylo nalezeno a opraveno
několik chyb a nedostatků, které zkreslily měřené výsledky. Z tohoto důvodu jejich výsledky
nejsou zahrnuty do celkového vyhodnocení experimentu.
Provedení obou úloh, trvalo uživatelům v průměru od 45 minut do jedné hodiny, v závis-
losti na jejich rychlosti. Uživatel stál ve vzdálenosti 2 metry od Kinectu, neboť při pilotním
testu se tato vzdálenost ukázala jako ideální.
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Obrázek 4.7: Schéma detektoru a aplikace
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Jedno dimenzionální úloha
Při této úloze, vyšla výsledná propustnost 2,096 bps se stadnardní odchylkou 0,23. Průměrný
čas potřebný k dosáhnutí cílového obdelníku byl 1,545 sekund (sd 0,28). Průměrná chybo-
vost při této úloze byla 22% (sd 6,6).
Nejvíce chyb vzniklo při pokusech s obdelníky s nejmenší velikostí (2 milimetry). Toto se
projevovalo především při větších vzdálenostech, neboť uživatelé se snažili dokončit každý
pokus v co nejkratším čase a tudíž se poměrně často nedokázali trefit.
Multi dimenzionální úloha
U této úlohy byla celková propustnost nižší, což se vzhledem k vyšší náročnosti na přesnost
dalo očekávat. Výsledná propustnost byla 1,46 bps (sd 0,18). Průměrně bylo k dosáhnutí
cílového kolečka potřeba 2,00s (sd 0,38) a průměrná chybovost dosáhla hodnoty 60,5% (sd
6,9).
Chybovost u této úlohy byla velmi vysoká, což potvrzuje že ovládání pomocí kinectu
je při použití malých ovládacích prvků (tlačítka atd.) velmi nepřesná. Pro využítí kinectu
je potřeba použít dostatečně velké ovládací prvky tak, aby je uživatelé mohli jednoduše
zaměřit. V budoucnu by bylo vhodné provést experimenty zkoumající optimální velikost
ovládacích prvků v takovýchto uživatelských rozhraních.
Celkové vyhodnocení
Z naměřených výsledků vyplývá, že ovládání pomocí kinectu je poměrně rychlé, nicméně
nízká přesnost výběru jej předurčuje pouze k omezené množině použitelných úloh. Je vidět
že se zařízení nehodí k běžnému ovládání počítače, neboť vzdálenost uživatele od kinectu
by měla být minimálně 1,8 metru. Navíc u rozhraní běžných programů jako je internetový
prohlížeč, textový editor atd. jsou ikony a ostatní ovládací prvky poměrně malé a používání
takovýchto programů by tudíž bylo pro uživatele velmi náročné.
Na druhou stranu se dá kinect úspěšně použít právě u informačních panelů, u kterých je
možné rozhraní navrhnout s ohledem na dostatečnou velikost ovládacích prvků. Pozorování
při experimentech také ukázalo, že kinect bez problémů zvládá sledovat uživatele i při
zhoršených světelných podmínkách (dokonce i za úplné tmy) a nemá problém ani s pohybem
jiných osob ve sledovaném prostoru. Ovšem problém nastává pokud se uživatel pokouší
pravou rukou ovládát prvky v levé části rozhraní. Jednak musí dávat ruku přes tělo, což
není moc pohodlné, a navíc pokud uživatel pohybuje s rukou před tělem a v blízkosti levé
ruky, kinect má problém s detekcí pozice a kurzor začne chaoticky poskakovat. Řešením by
mohlo být zapojení i levé ruky pro ovládání prvků umístěných v levé části obrazovky.
Další problém který z experimentů vyplynul je fakt, že pokud uživatel chtěl ovládat
prvky umístěné na horním okraji obrazovky, musel se hodně natáhnout a pokud chtěl
ovládat prvky na spodním okraji, musel se většinou sehnout aby na ně dosáhl. Řešením
obou problémů by bylo seskupování ovládacích prvků do vertikálního středu obrazovky
mimo problémová místa a zároveň je umístit blíže k pravému okraji aby uživatel nemusel
přehmatávat přes své tělo. Na vzniklých prázdných místech by se poté mohly objevovat
různé imformace o aktuálně vybrané nabídce, či nápověda k ovládání systému atd.
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Porovnání výsledků s existujícími studiemi
V průběhu let proběhlo již několik výzkumů které testovali různá zařízení pro HCI, jako je
například myš, touchpad atd. Nicméně je poměrně obtížné tyto výsledky přímo srovnávat,
neboť v téměř každé práci se liší výpočet propustnosti. Proto jsem pro přímé porovnání
vybral práci, podle které jsem navrhnul své testovací rozhraní a provedl experimtey. V ná-
sledujících tabulkách můžete vidět výsledky mých experimentů v porovnání s výsledky
z práce Testing Pointing Device Performance and User Assessment with the IS0 9241,
Part 9 Standard [5].
Zařízení Propustnost Čas Chybovost
Touchpad 1.7 bps 2.328 s 5.4%
Trackpoint 2.15 bps 1.975 s 2.1%
Kinect 1,46 bps 2,00 s 60,5%
Tabulka 4.1: Porovnání výsledků u multi dimensionální úlohy
U multi dimensionální úlohy (tabulka 4.1) nám pohled na chybovost napovídá, že ovlá-
dání pomocí kinectu je velice nepřesné při srovnání jak s touchpadem tak s trackpointem.
Nicméně ovládání pomocí kinectu bylo přibližně stejně rychlé jako u trackpointu a dokonce
v průměru o 328ms rychlejší než u touchpadu. Toto nám naznačuje, že pokud by bylo roz-
hraní optimalizováno pro tento způsob ovládání (především velké ovládací prvky), kinect
by mohl dosáhnout podobné propustnosti jako ostatní zařízení.
Zařízení Propustnost Čas Chybovost
Touchpad 1.81 bps 1.563 s 25.6%
Trackpoint 2.07 bps 1.544 s 17.5%
Kinect 2,096 bps 1,545 s 22%
Tabulka 4.2: Porovnání výsledků u jedno dimensionální úlohy
Z tabulky 4.2 je vidět, že v případě pohybu v jednom směru, je ovládání pomocí ki-
nectu poměrně výkonné. Ukázalo se, že propustnost byla vyšší než v případě touchpadu
a trackpointu. Čas potřebný pro dosáhnutí cíle byl téměř totožný u všech třech zařízení.
Oproti výzkumu v porovnávané práci, byla v mém experimentu chybovost u jedno dimensi-
onální úlohy několikanásobně nižší než u multi dimensionální úlohy. Autoři porovnávané
práce byly takto vysokou hodnotou překvapeni a nárust chybovosti přičítají snaze uživa-
telů dokončit každý pokus co nejrychleji a tedy že často při rychlém pohybu
”
přestřelili“
i u širokých tlačítek. V mém případě se ale hodnota chybovosti 22% jeví poměrně malá,
neboť po zkušenostech s výsledky multi dimensionální úlohy byla očekávána vyšší.
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Kapitola 5
Závěr
Cílem práce bylo navrhnout koncept bezdotykového uživatelského rozhraní a vyhodnotit
použitelnost kinectu jako hlavního ovladače v takovém rozhraní. Pro dosažení tohoto cíle
bylo vytvořeno experimentální bezdotykové rozhraní. Na tomto rozhraní byly provedeny
testy se skupinou uživatelů, kteří testovali rychlost, přesnost a stabilitu ovládání. Z výsledků
je patrné, že při malých ovládacích prvcích je ovládání pomocí kinectu sice rychlé, ale velmi
nepřesné. Vyplynulo také, že ovládání prvků umístěných u okrajů obrazovky bylo poměrně
složité a uživatelé se museli často natahovat, nebo naopak přikrčovat aby na ovládací prvek
dosáhli.
Jak bylo již naznačeno dříve, toto se dá řešit například pomocí úpravy plochy ve které
uživatel pracuje. Jinými slovy plocha po které uživatel pohybuje rukou se zmenší a souřad-
nice této malé plochy jsou přepočítávány na plochu rozhraní. Uživatel pak může ovládat
celé rozhraní pohybem po ploše velikosti například 20x20 cm. Tím se opět zvýší rychlost
pohybu, ale také sníží přesnost výběru. Toto je nutné při dalším vývoji prozkoumat a na-
vrhnout filtr, který by tyto nepřesnosti odstranil.
Aplikace, jenž díky OpenNI detekuje a snímá uživatele a která vznikla v rámci této
práce, byla s úpravami použita v první verzi projektu DemoPanel. Výsledky, získané expe-
rimenty v této práci, budou využity při tvorbě druhé verze detektoru i samotného rozhraní
projektu, kde pomohou optimalizovat rozhraní pro snadné a přesné ovládání.
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Příloha A
Obsah CD
Přiložené CD obsahuje zdrojové kódy obou testovacích rozhraní a také zdrojové kódy de-
tektoru určeného pro projekt DemoPanel. Dále obsahuje soubor INSTALL s pokyny pro
přeložení jednotlivých aplikací. Dále obsahuje tuto technickou zprávu a vytvořený plakát.
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