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Depuis la ﬁn de la guerre froide et encore de nos jours, les relations internationales sont
en constante évolution et génèrent de l'incertitude sur la sécurité de la France. Un enjeu
majeur est donc de garantir la défense des territoires et des populations face aux nouvelles
menaces visant à porter atteinte à la vie de la nation.
Dans ce contexte de sécurité nationale, le livre blanc pour la Défense, rédigé en 2008,
puis révisé en 2013, met l'accent sur les trois priorités des stratégies de défense de
la France que sont la protection, la dissuasion et l'intervention. Cet eﬀort national,
mobilisant les énergies du pays, a pour vocation à s'inscrire dans un cadre plus
large de construction d'une défense européenne eﬃcace. Les nouvelles technologies de
détection active telles que les radars impulsionnels large bande, permettant de détecter
des personnes (éventuellement dissimulées derrière des obstacles) ou de caractériser
des milieux, sont pressenties comme étant des technologies de ruptures stratégiques à
développer en matière de recherche.
Depuis le début des années 90, l'Ultra Large Bande (ULB) impulsionnelle se place parmi
les technologies les plus novatrices pour répondre favorablement à cette stratégie. L'intérêt
de l'ULB par rapport aux dispositifs bande étroite est incontestable pour diﬀérentes
applications. Ainsi, par exemple, la majorité des moyens de détection électromagnétique
actuellement disponibles sont des systèmes fonctionnant à une fréquence donnée. Ce
choix d'une fréquence de fonctionnement permet, en optimisant les caractéristiques des
composants du radar à cette fréquence, d'obtenir des systèmes d'une grande performance.
L'inconvénient est que la présence d'obstacles matériels peut empêcher la propagation de
la fréquence choisie, et donc empêcher (ou à minima fortement perturber) toute détection.
Une solution pour résoudre ce problème est d'utiliser des systèmes Ultra Large Bande qui,
grâce à leur capacité à rayonner sur l'ensemble d'une bande de fréquence donnée, sont
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performants pour eﬀectuer des opérations de détection au travers d'obstacles. L'aspect
ultra large bande des ondes émises a déjà montré son eﬃcacité dans le cadre d'applications
diverses et variées (GPR : Ground Penetrating Radars par exemple pour la détection à
travers la végétation, les murs, le sol, les gravats, en zone urbaine, etc. . . ).
Le laboratoire XLIM et plus particulièrement les département Ondes et Systèmes
Associés (OSA) et Photonique ont précédemment démontré la faisabilité d'un système
associant n antennes à n sources optoélectroniques commandées par ﬂash laser. Les
puissances rayonnées par chaque source élémentaire se cumulent dans une direction
donnée dépendante des instants d'éclairement des photocommutateurs, avec une gigue
ne dépassant pas 2 picosecondes (PEA RUGBI et REI). La maîtrise des sources lasers a
permis la mise au point de générateurs miniatures possédant des fréquences de répétition
de plusieurs kilohertz et délivrant une onde photogénérée de forme prédéﬁnie.
Le principal inconvénient de ces systèmes multisources réside dans la vitesse de balayage
de la zone à scruter. En eﬀet, cette visualisation dynamique est réalisée grâce à des
retards optiques contrôlés par des systèmes mécaniques lents. Dans ces conditions, il
sera montré qu'un temps d'attente de quelques secondes est nécessaire entre deux tirs
successifs. L'utilisation d'oscillateurs lasers couplés asynchrones permettra une réduction
forte du temps entre deux tirs et l'obtention d'un balayage autonome ultrarapide. Ce
temps ultra-bref garantit également une forte furtivité à ce nouveau système de détection
optoélectronique.
Les travaux de thèse présentés dans ce manuscrit s'inscrivent dans le cadre du projet ANR
ASTRID BALADE (BALayage Autonome pour la Détection Electromagnétique) ayant
donc pour objectif de proposer une alternative aux précédents travaux en vue d'obtenir
un système de balayage ultrarapide et présentant un caractère plus opérationnel dû à une
forte furtivité.
Dans ce cadre, la thèse a donc vocation à dimensionner un système radar optoélectronique
multisources de détection, ultrarapide et discret à partir de la conception et de la
réalisation d'une source élémentaire.
Le première chapitre, intitulé Contexte et objectifs de l'étude : vers un
système radar impulsionnel ULB, expose diﬀérents concepts nécessaires à la bonne
compréhension des chapitres suivants. Les systèmes et les signaux impulsionnels ULB sont
introduits d'un point de vue théorique et normatif avant d'être présentés d'un point de
vue applicatif. Les notions relatives aux radars ULB impulsionnels y sont ensuite mises
en exergue au regard des systèmes radars ULB conventionnels. S'en suit un rapide état
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des lieux sur les antennes ULB fonctionnant en régime impulsionnel. Les caractéristiques,
usuelles ou spéciﬁques aux antennes ULB, sont ensuite discutées avant de conclure sur
le choix d'une antenne particulière utilisée dans la suite des travaux. Les techniques
d'imagerie sont brièvement introduites notamment pour des systèmes radars à synthèse
d'ouverture tout en précisant la notion de renforcement par un traitement d'image
adapté. Une démarche de l'étude, expliquant l'approche générale du sujet ainsi que les
diﬀérentes méthodes employées pour lever les verrous technologiques et ainsi répondre à
la problématique, conclut ce premier chapitre.
Le deuxième chapitre, intitulé Conception d'un réseau d'antennes d'émission à
balayage autonome, présente une méthode théorique pour dimensionner un réseau
d'antennes d'émission autorisant un balayage ultra-rapide du faisceau électromagnétique
généré. Le générateur optoélectronique utilisé pour s'aﬀranchir des contraintes de gigue
temporelle et de niveau généré y est présenté. La conception et la caractérisation
de la source élémentaire de rayonnement est ensuite décrite en présentant les étapes
de simulation et d'expérimentation visant à valider le principe de fonctionnement. Le
dimensionnement théorique du réseau est alors discuté en comparant la pertinence de
l'approche transitoire vis-à-vis de l'approche harmonique.
Le troisième chapitre, intitulé Développement d'outils adaptés au traitement du
signal pour l'imagerie radar à balayage et à la maîtrise des formes d'ondes
rayonnées, détaille des outils numériques visant à construire une image à l'aide des
signaux issus du système radar à balayage présenté au deuxième chapitre. En eﬀet, il
est nécessaire de concevoir un traitement des signaux reçus par le système de réception,
adapté aux trains d'impulsions rayonnées pour ne pas limiter la distance maximale de
détection engendrée par une forte fréquence de répétition. Une solution pour maitriser
les formes d'ondes générées par le dispositif optoélectronique est également proposée.
Une optimisation par algorithme génétique sur le spectre de l'impulsion est réalisée par
proﬁlage temporel. L'objectif de ces derniers travaux est d'ouvrir une nouvelle voie sur la
possibilité de maîtriser le spectre de rayonnement électromagnétique d'un système radar
multisources impulsionnel ULB.
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1 Les systèmes et signaux impulsionnels ULB
1.1 Déﬁnition et intérêt des systèmes et signaux impulsionnels
ULB
1.1.1 Introduction
De nos jours, les technologies Ultra-Large Bande (ULB) sont solidement implantées
dans le paysage scientiﬁque avec pour objectifs de transporter de l'information à des
débits toujours plus élevés en consommant le moins possible. Pourtant, ces technologies
prometteuses sont restées dans l'ombre des systèmes à bande étroite pendant près de
60 ans. Avec les développements récents des microprocesseurs et des semi-conducteurs à
commutation ultra rapide, les activités de recherche autour des systèmes et signaux ULB
se sont intensiﬁées depuis le début des années 2000. L'ULB est désormais identiﬁée par
certains magazines et journaux spécialisés comme  l'une des technologies qui changera
le monde . La ﬁgure I.1 illustre l'émergence des technologies ULB à partir du début du
XXIème siècle. En eﬀet, ce graphique présente l'évolution sur les 65 dernières années du
nombre d'occurrences IEEE trouvées, que ce soient des publications dans des journaux et
magazines (en bleu) ou des actes de conférences (en rouge), pour la recherche du terme
ULB dans les méta-données des archives.





























Fig. I.1  Indice de popularité des technologies ULB dans la communauté scientiﬁque
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1.1.2 Un peu d'histoire
En 1901, l'italien G. Marconi (1874-1937), connu pour ses contributions au développement
de la télégraphie sans ﬁl, utilise des émetteurs impulsionnels d'ondes radioélectriques pour
transmettre des séquences Morse entre Poldhu (Angleterre) et Terre-Neuve. Il s'agit des
premiers essais de communications sans ﬁl transatlantiques. Cependant, à cette époque,
les avantages d'un large spectre n'ont pas été exploités. A l'instar d'Internet et de bien
d'autres technologies novatrices, l'ULB a d'abord été expérimentée par l'armée. En eﬀet,
de 1960 à 1990, l'utilisation de la technologie ULB ainsi que de quelques bandes de
fréquences était réservée à un usage militaire dans le but de sécuriser les communications
et notamment d'éviter les interférences inter-utilisateurs. Ce problème constituant un frein
au développement des technologies ULB, a été éludé dans le début des années 90 avec
l'apparition des impulsions radio à saut temporel (Time Hopping Impulse Radio - THIR)
et des travaux de Win et Scholtz qui ont permis de montrer qu'une impulsion pouvait
supporter un grand nombre d'utilisateurs en assignant pseudo-aléatoirement des plages
temporelles de transmission [Sch93 ; WS98 ; WS00]. En 1989, le ministère de la Défense des
États-Unis d'Amérique décide de créer un nouveau standard, l'ULB, pour regrouper sous
une même désignation les termes de bande de base, sans porteuse ou encore impulsionnel
[Ksh09].
Un obstacle supplémentaire à l'ouverture et à la commercialisation des technologies ULB
a été l'attribution des canaux de fréquences par les instances oﬃcielles. En eﬀet, par
nature, ces technologies empiétaient sur plusieurs canaux déjà utilisés. Les partisans
et utilisateurs de ces technologies ont donc eu la mission délicate de démontrer que
l'émission de signaux ULB ne perturberait pas les autres services. En 2002, la Federal
Communications Commission (FCC), l'organisme de régulation et d'allocation des canaux
de fréquences américaine, a autorisé, sous certaines conditions [Com02], les émissions
intentionnelles ULB entre 3.1 et 10.6GHz. Cet évènement a marqué le début d'un nouvel
essor des technologies et signaux ULB.
1.1.3 Déﬁnition des systèmes ULB
Les diﬀérentes terminologies relatives à la largeur de bande d'un système ou signal,
qualiﬁant la bande fréquentielle de fonctionnement de ces derniers n'ont pourtant jamais
été standardisées. Il n'est donc pas rare de trouver dans la littérature deux déﬁnitions
diﬀérentes pour déﬁnir un même terme en fonction du sujet traité (communication,
détection, etc). D'après les travaux de la Defense Advended Research Projects Agency
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(DARPA), présentés dans [FEC90], le terme qualiﬁant une technologie d'ULB déﬁnit un
système, typiquement une antenne, présentant une largeur de bande fractionnelle Fbw





où fH et fL déﬁnissent respectivement les fréquences haute et basse du spectre considéré.
Le tableau I.1 classiﬁe les diﬀérentes terminologies existantes relatives à la largeur de
bande d'un système en fonction de la largeur de bande fractionnelle.
Terminologie Fbw/%
Bande étroite ≤ 1
Large bande 1 < Fbw < 25
Ultra-large bande ≥ 25
Tab. I.1  Classiﬁcation des terminologies relatives à la largeur de bande d'un système
D'après la FCC, la déﬁnition d'une technologie ULB est sensiblement diﬀérente. Par
exemple, les spéciﬁcations d'un signal ULB sont les suivantes :
 avoir une bande passante relative supérieure à 20%,
 avoir une bande passante supérieure à 500MHz,
 une puissance d'émission limitée selon la réglementation en vigueur.
1.1.4 Les signaux impulsionnels ULB
Les signaux impulsionnels permettant de répondre aux spéciﬁcations mentionnées dans
la sous-section 1.1.3 sont généralement de formes gaussiennes, dérivées de gaussiennes,
rectangles ou encore de formes impulsionnelles dont les proﬁls peuvent être décrits par
des polynômes d'Hermite 1. La forme et la durée (inversement proportionnelle à la bande)
de ces impulsions sont choisies de manière précise puisqu'il faut prendre en considération
le type d'antennes chargées de rayonner ces formes d'onde.







∀ n ∈ N, x ∈ R
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Dans cette partie, quatre impulsions (ainsi que le spectre induit) couramment utilisées
dans des applications ULB sont présentées sur la ﬁgure I.2 : il s'agit de l'impulsion
rectangle, gaussienne, bipolaire et l'ondelette de Ricker dont les expressions analytiques




a = 5.109 et α = 1) :
Rectangle : r(t) =
1 si t = [τ − α2 , τ + α2 ]0 sinon (I.2)
Gaussienne : g(t) = e−at
2
(I.3)
Bipolaire : b(t) = − d
dt
g(t) = 2a(t− τ)e−a(t−τ)2 (I.4)
Ondelette de Ricker : w(t) = − d
2
dt2
g(t) = 2a(1− 2a(t− τ)2)e−at2 (I.5)
Bien souvent, le signal bipolaire et l'ondelette de Ricker sont privilégiés pour alimenter les
systèmes antennaires impulsionnels ULB car ces deux signaux présentent une composante
continue nulle ou très faible en comparaison avec les autres signaux tracés sur la ﬁgure
I.2.
Remarque : Il est également nécessaire de mentionner la compression d'impulsion comme
technique de traitement du signal. En eﬀet, cette technique très utilisée dans le domaine de
la détection électromagnétique permet d'améliorer la résolution et d'augmenter la capacité
de détection des radars tout en oﬀrant une forte immunité au bruit. Le principe de cette
méthode consiste à générer un signal relativement long de manière à maximiser l'énergie.
Ce signal est modulé en fréquence de manière à minimiser, après un ﬁltrage adapté, la
largeur de l'intercorrélation entre le signal émis et le signal reçu. Il existe plusieurs types
de modulation pour compresser l'impulsion : le codage de fréquence linéaire, non linéaire
et la modulation d'impulsions en phase codée.
Les avantages de la compression d'impulsion sont donc nombreux : faible puissance
nécessaire donc utilisable pour les transmetteurs à semi-conducteurs, amélioration de la
résolution ainsi que de la portée et un bon rapport signal à bruit. Néanmoins, l'électronique
complexe et les lobes secondaires de rayonnement engendrés sont des inconvénients
inhérents à cette technique.
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Fig. I.2  Représentations temporelles (bleu) et fréquentielles (vert) de diﬀérentes
impulsions ULB
1.1.5 La règlementation et la gestion des bandes de fréquences françaises
En France, le spectre radioélectrique appartient au domaine public d'Etat. L'organisme
en charge de la gestion et du contrôle du respect des bandes de fréquences est
l'Agence Nationale des Fréquences (ANFR, à diﬀérencier de l'Autorité de Régulation
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des Communications Electroniques et des Postes : l'ARCEP). L'ANFR est également
responsable de la création et de la mise à jour du Tableau National de Répartition des
Bandes des Fréquences (TNRBF), constituant un outil pour la planiﬁcation stratégique
de l'utilisation des canaux de fréquences. Le TNRBF est un document public, référencé
ANFR/DR-02, et approuvé par arrêté par le Premier Ministre.
L'ANFR inscrit ses actions dans une politique de normalisation sur le plan européen,
en travaillant notamment en étroite collaboration avec l'European Telecommunications
Standards Institute (ETSI), qui a proposé en juillet 2007 un standard de
télécommunication déﬁnissant les niveaux d'émission des signaux ULB dans la bande
de fréquences allant de 1.6 à 10.6 GHz [Hir07]. Comme le montre la ﬁgure I.3, le gabarit
spectral proposé par l'ESTI reste en partie controversé car il s'éloigne des standards
américains ﬁxés par la FCC en 2002. A noter également que l'IEEE a démarré deux
processus de standardisation, IEEE803.15.4a pour les communications bas débit et IEEE
802.15.3a pour les communications haut débit, de manière à ne pas se retrouver avec deux










































Fig. I.3  Gabarits fréquentiels règlementaires suivant l'ETSI (bleu) et la FCC (rouge et
vert)
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1.2 Les systèmes impulsionnels ULB du point de vue applicatif
Cette partie est consacrée à la présentation des principes généraux des systèmes
impulsionnels ULB au travers des applications que sont les télécommunications, la guerre
électronique, la détection électromagnétique et le domaine du biomédical.
1.2.1 Les systèmes ULB dans les télécommunications
Durant les dix dernières années, cinq méthodes ont été proposées pour répondre aux
besoins des applications de télécommunications. Ces techniques ne sont pas toutes issues
de technologies ULB même si leurs émergences s'expliquent en partie grâce à la diversité
fréquentielle qu'elles proposent et donc aux débits toujours plus élevés des transmissions
mises en ÷uvre. Il convient donc de situer rapidement ces cinq méthodes qui tirent
partie d'une certaine largeur de bande de fréquences pour multiplier les performances
de communication :
 l'impulsion radio, qui permet notamment de simpliﬁer les étapes de conception
des émetteurs, a longtemps souﬀert de son manque d'eﬃcacité spectrale. En eﬀet, la
communication simultanée entre un grand nombre d'utilisateurs restait limitée dans la
mesure où les émetteurs n'étaient pas synchronisés entre eux. La probabilité de collisions
était grande, induisant ainsi un rapport signal à interférence important et donc un taux
d'erreur binaire énorme. Win et Scholtz ont montré que ce type de problème pouvait être
évité en intégrant le bit transmis au sein d'une trame d'impulsions avec la méthode du
THIR. Dans le principe, si une impulsion est perdue par interférence, l'information
utile peut tout de même être retrouvée. En résumé, cette technique n'interdit par
les interférences entre utilisateurs mais les rend transparentes au niveau du protocole
de communication. En se basant sur la technique du THIR, ces protocoles ont été
rendus plus robustes en faisant varier la polarisation des impulsions transmises avec un
caractère pseudo-aléatoire [NM03 ; NM06], en jouant sur la modulation de la position
[WS00] ou de l'amplitude des impulsions [Mol05].
 les accès multiples par répartition de code de séquence direct (Direct-Sequence
Code Division Multiple Access - DS-CDMA), où la donnée utile est multipliée par un
code de séquence, généralement binaire comme les séquences pseudo-bruit ou Kasami,
avant d'être transmise. Après réception, la trame est une nouvelle fois multipliée par ce
même code, ce qui a pour eﬀet de supprimer la modulation et de récupérer la donnée
initiale.
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 le multiplexage par division fréquentielle orthogonale (Orthogonal Frequency
Division Multiplexing - OFDM) est une technique de modulation multi-porteuses dans
laquelle le bloc d'informations est modulé par une transformée de Fourier rapide. Le but
de cette méthode est de transformer un canal multi-trajets large bande en un ensemble
de sous canaux. La transmission des données est eﬀectuée par bloc en introduisant une
redondance cyclique permettant une inversion simple du canal de propagation.
 l'étalement de spectre par évasion de fréquence (Frequency Hopping Spread
Spectrum - FHSS) est une technique de modulation multi-porteuses dont la répartition
fréquentielle suit une séquence pseudo-aléatoire connue de l'émetteur et du récepteur.
Cette méthode est très utilisée, notamment dans le cadre de transmission militaire, car le
signal est particulièrement diﬃcile à intercepter et reste très résistant aux interférences.
 le chirp, néologisme du terme anglais, désigne un signal dont la fréquence porteuse varie
linéairement en fonction du temps. Largement répandu dans le cadre d'applications
radars ou sonars, le chirp linéaire est très souvent utilisé pour réaliser de la compression
d'impulsion. On rajoutera que son utilisation est explicitement interdite par certains
organismes de régulation.
1.2.2 La guerre électronique
La guerre électronique désigne la mise en oeuvre de moyens militaires permettant la
recherche, la localisation, l'identiﬁcation et l'analyse des émissions de rayonnements
électromagnétiques [Rad10]. Le domaine de la guerre électronique est une compétition
de tous les instants entre trois domaines d'actions :
 les Mesures de Soutien Electronique (MSE) : ces mesures consistent à intercepter,
à des ﬁns tactiques, les transmissions de l'adversaire dans le but d'extraire des
informations utiles. Ces techniques de mesures sont réparties entre le renseignement
électronique, qui se concentre sur l'interception et l'analyse des émissions radars
(surveillance ou pointage), et le renseignement transmission, dédié à l'interception des
messages numériques. Leurs actions reposent sur des logiciels de reconnaissance des
caractéristiques radar.
 les Contre Mesures Electroniques (CME) : il s'agit de la partie oﬀensive des
actions qui visent à paralyser ou détruire les systèmes de communications adverses.
Principalement utilisé en CME, le brouillage est une technique qui consiste à inonder
les canaux de transmissions de l'adversaire par du bruit électronique de forte amplitude
en vue de les rendre inutilisables.
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 les Contre Contre Mesures Electroniques (CCME) ayant pour rôle de contrer les
attaques CME lancées par l'adversaire. Que ce soit de la protection anti-brouillage par
sauts de fréquences rapides ou des techniques de camouﬂage furtif, ces dispositifs sont
les garants de la sécurité des opérations.
Depuis la Première Guerre Mondiale, la guerre électronique a joué un rôle stratégique
majeur dans la résolution des conﬂits dans lesquels la France est engagée. En eﬀet, le
recours à la guerre électronique permet de conserver une longueur d'avance sur l'échiquier
stratégique. L'Etat français dispose de deux régiments assurant les diﬀérents domaines
d'actions de la guerre électronique : le 44ème et le 54ème régiment de transmissions.
Le 44ème régiment de transmissions [Def11a] a pour fonction de  mettre en ÷uvre
des moyens performants pour permettre la recherche, la localisation, l'identiﬁcation
et l'analyse des émissions radioélectriques . Ce régiment dispose d'un centre ﬁxe de
guerre électronique (ﬁgure I.4) qui s'attache principalement au recueil de renseignements
d'origine électromagnétique, mais il faut également compter leur participation aux
opérations extérieures au sein des forces terrestres engagées aﬁn d'apporter un appui
guerre électronique aux troupes déployées.
(a) Centre de guerre électronique basé à Mutzig
(67)
(b) Système antennaire de renseignement
Fig. I.4  Matériels de pointe du 44ème régiment de transmissions
Le 54ème régiment de transmissions [Def11b] participe à la recherche du renseignement
d'origine électromagnétique et assure l'attaque des réseaux adverses. Ce régiment
intervient directement sur le sol des opérations extérieures, en appui stratégique des forces
terrestres, au moyen de matériels d'interception, de localisation et de brouillage (ﬁgure
I.4).
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(a) LINX - Localisation et interception des
émissions exotiques
(b) VOBULE - Module d'attaque par brouillage
Fig. I.5  Matériels de pointe du 54ème régiment de transmissions
1.2.3 La détection électromagnétique
Les systèmes de détection électromagnétique, plus communément appelés RADAR (RAdio
Detection And Ranging), permettent de détecter la position et/ou la vitesse d'un objet
tel qu'un avion, un bateau, une voiture mais aussi des personnes ou encore des éléments
comme la terre ou les nuages. Le principe général du fonctionnement d'un radar est le
suivant : une onde électromagnétique est envoyée à l'aide d'un générateur au travers d'une
ou plusieurs antennes d'émission. Une partie de cette onde est alors réﬂéchie par la surface
de l'objet illuminé puis captée par le système de réception du radar. Il est donc possible
d'être renseigné sur la présence de cet objet mais aussi de préciser sa position spatiale.
Dans la plupart des applications qui touchent les systèmes radars, l'objectif principal
est de localiser et éventuellement de déterminer la vitesse d'une cible appartenant à une
scène. Dans le domaine militaire, la discrétion, c'est à dire la capacité du système à rester
indétectable pendant toute la durée d'une mesure, et la résolution, plus petite distance
détectable par le radar, sont aussi deux paramètres cruciaux qui caractérisent la qualité
d'un radar.
Il existe une multitude de systèmes radars qui peuvent être classés par technologie ou
par domaine d'application. Ici, nous pouvons nous limiter à comparer les avantages et les
inconvénients des systèmes radars ULB avec ceux des systèmes radars bandes étroites.
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Les systèmes radars ULB :
 présentent une forte résolution qui quantiﬁe la capacité du radar à distinguer deux
points. Elle est inversement proportionnelle à la largeur de bande émise,
 permettent l'identiﬁcation de certaines géométries de cibles : en se basant sur le
fait que la Surface Equivalente Radar (SER) d'un objet varie en fonction de la fréquence,
il est possible d'identiﬁer une cible lorsque celle-ci est illuminée par une impulsion ultra-
large bande,
 proﬁtent du contenu basses fréquences du spectre de l'impulsion pour pénétrer les
sols, les murs ou d'autres milieux complexes notamment lorsqu'il s'agit de signaux
impulsionnels,
 ont un pouvoir de discrétion important dans le cas d'un radar ULB
impulsionnel. L'impulsion générée pour eﬀectuer un traitement radar est ultra-rapide
(typiquement 1ns) et il est quasiment impossible de détecter ce type de rayonnement
électromagnétique,
 sont robustes face aux perturbations et agressions électromagnétiques, seule
une faible partie du spectre est perturbée au vu de la largeur de bande générée,
 présentent l'inconvénient d'être susceptibles au bruit et parfois limités en termes de
dynamique.
Alors que les systèmes radars bandes étroites :
 ne permettent pas d'assurer une mesure discrète car la fréquence porteuse est émise
pendant un temps relativement long (typiquement plusieurs µs),
 présentent une zone aveugle importante puisqu'il est nécessaire d'attendre la ﬁn de
l'émission pour pouvoir recevoir, ce qui pose des problèmes pour la détection à courte
portée,
 n'oﬀrent pas une très bonne résolution, ce qui constitue une forte limitation sur ce type
de système,
 présentent une meilleure dynamique que les systèmes ULB et en particulier
impulsionnels,
 sont plus compactes,
 autorisent une portée plus importante.
1.2.4 Les applications biomédicales
Depuis plus de 40 ans, le phénomène d'électroporation membranaire est bien connu des
spécialistes du domaine de la bio-électromagnétisme. En eﬀet, il s'agit d'un mécanisme
biologique qui donne naissance à une modiﬁcation du potentiel transmembranaire d'une
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cellule lorsque celle-ci est soumise à un champ électrique [Sch+97 ; KM00]. L'apparition
de pores transitoires ou stables [Cro73] peut être observée sur la structure membranaire
de la cellule lorsque la diﬀérence de potentiel à laquelle est soumise cette même cellule
dépasse un seuil critique. Les impulsions utilisées pour générer le phénomène peuvent
être proﬁlées, notamment au niveau de leurs formes et de leurs amplitudes, de manière à
rendre les modiﬁcations réversibles ou permanentes.
A la base d'applications thérapeutiques abouties telles que l'électro-chimiothérapie,
ce mécanisme d'électroporation membranaire fait intervenir une électrostimulation par
champs électriques et une chimiothérapie pour augmenter l'eﬃcacité des traitements sur
les tumeurs cutanées et sous-cutanées [SH67]. Plus généralement, ce mécanisme est utilisé
pour favoriser l'insertion de molécules médicamenteuses à l'intérieur de la cellule malade
[TR93 ; Wol+94 ; RT98] ou pour travailler sur la fusion cellulaire [NKT99 ; Can+01].
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2 Introduction aux radars ULB
2.1 L'essentiel des paramètres caractéristiques des radars ULB
impulsionnels
2.1.1 Les résolutions radar
Il est nécessaire de distinguer deux types de résolutions lorsqu'il est question de systèmes
radars : la résolution en distance et la résolution angulaire. En fonction du type
d'applications radars, ces deux caractéristiques varient fortement. En eﬀet, les radars
de contrôle aérien présentent l'avantage d'avoir des résolutions inférieures au mètre alors
que dans le cas des radars de veille, cette spéciﬁcation peut être multipliée par cent.
 la résolution en distance est la capacité du radar à distinguer deux cibles l'une
derrière l'autre, c'est à dire positionnées dans une même direction à des profondeurs
diﬀérentes. Cette grandeur, notée ∆R, dépend de la largeur de bande ∆f de l'impulsion





 la résolution angulaire, notée ∆r, est la capacité du radar à distinguer deux cibles
l'une à côté de l'autre. Ce paramètre est directement lié à la largeur à mi-hauteur θ−3dB
du lobe principal du réseau émission. En eﬀet, le système radar est capable de percevoir
diﬀéremment deux cibles positionnées à une même profondeur R pour des directions
diﬀérentes à partir du moment où elles sont espacées au minimum de la largeur à
mi-hauteur du lobe principal de rayonnement du système d'émission. La résolution







2.1.2 La surface équivalente radar (SER)
La Surface Equivalente Radar (SER) ou Radar Cross Section (RCS) est une propriété
intrinsèque d'un objet permettant de quantiﬁer sa capacité à réﬂéchir les ondes
électromagnétiques. En d'autres termes, et sous l'hypothèse où l'objet est placé dans
l'espace libre et en champ lointain, il s'agit de la mesure de la puissance réﬂéchie par
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cet objet par unité d'angle solide dans une direction donnée et normalisée par rapport
à la densité de puissance du champ incident. Mathématiquement, la SER, notée σ et






 R représente la distance entre la cible et le système radar,
 Er correspond au champ électrique rétrodiﬀusé par la cible,
 Ei représente le champ électrique incident.
La longueur d'onde λ, l'angle d'incidence et de réﬂexion du rayonnement ainsi que la forme,
la taille et les matériaux constituant la cible sont des paramètres qui inﬂuent fortement
sur la SER. Il est d'ailleurs facile de trouver dans la littérature [Sko80] le tableau I.2 qui
présente les formules empiriques permettant de calculer une bonne estimation de la SER
pour diﬀérents objets.
Objet SER Notation
Sphère σ = a2pi a : rayon de la sphère










r,h : rayon, hauteur du
cylindre
Tab. I.2  Formules de SER pour diﬀérents objets de grandes dimensions
2.1.3 L'équation radar et la portée
L'équation radar reﬂète le comportement d'un système radar de l'émission à la réception
en passant par la propagation. Cette équation est un bon outil pour évaluer les
performances des systèmes radar, notamment la portée notée Rmax. Cette portée peut être
déﬁnie comme étant la distance de détection maximale d'un système radar. La contrainte
principale réside dans la dynamique d'acquisition du système de réception, c'est à dire la
capacité du récepteur à mesurer un signal noyé dans du bruit. La portée dépend également
de la puissance d'émission, du gain d'antenne g, de la fréquence de travail ainsi que de la
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Le facteur LS permet de regrouper :
 les atténuations internes des circuits qui pilotent l'émetteur et le récepteur (1 à 2dB),
 les pertes dues aux ﬂuctuation de la SER. Les modèles de Swerling [Swe60] permettent
notamment de décrire de manière statistique l'évolution du niveau de signal rétrodiﬀusé
au cours du temps d'illumination,
 l'atténuation engendrée par la propagation de l'onde électromagnétique dans
l'atmosphère (trajet aller-retour).
Cette formule ne prend pas en compte l'inﬂuence du sol et les phénomènes de bruit (à la
réception et thermique).
2.1.4 L'ambiguïté en distance
La limitation de la mesure en distance d'un radar n'est pas seulement dictée par l'équation
radar présentée au paragraphe 2.1.3.
Pour des systèmes impulsionnels, une fenêtre temporelle durant laquelle le radar est en
mode d'écoute est ﬁxée, il s'agit de la période de répétition des impulsions d'émission
(I.6). Pour qu'une mesure radar ne soit pas entachée d'erreur, il est nécessaire que les
échos reçus soient inclus dans cette fenêtre temporelle.
La distance maximale Rmax mesurable par le radar impulsionnel peut donc s'exprimer en
fonction de la fréquence de répétition des impulsions (Pulse Repetition Frequency - PRF)
ou en fonction de la période de répétition des impulsions (Pulse Repetition Time - PRT)








Un système radar est en général équipé d'une horloge interne permettant de mesurer
précisément le temps qui sépare l'impulsion émise des échos. Cette horloge est remise
à zéro à chaque nouvelle émission. Si un écho arrive lors de l'émission d'une nouvelle
impulsion alors il est rejeté. Mais si un écho engendré par une impulsion de rang i arrive
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après l'émission d'une impulsion de rang i+ 1 alors la mesure de la distance est erronée.
Sur la ﬁgure I.6, les impulsions bleues (Ei et Ei+1) imagent les émissions alors que les
impulsions rouges (C1 et C2) sont des échos engendrés par des objets présents sur la scène
illuminée par le système radar. L'écho C2 est induit par une cible dont la distance est
supérieure à Rmax. L'algorithme d'imagerie permettant de fournir une image radar de la
scène inspectée doit donc être capable de distinguer et éventuellement d'atténuer les cibles








Fig. I.6  Principe de l'ambiguïté en distance
Il est également important de noter que certains systèmes radars permettent de lever
l'ambiguïté en distance notamment en utilisant la technique d'oscillation de la PRF, c'est
à dire en faisant en sorte que la fenêtre temporelle d'écoute varie d'une impulsion à l'autre.
2.2 Etat de l'art dans le domaine des radars ULB
2.2.1 Le radar impulsionnel
Dans sa forme la plus simple (ﬁgure I.7), le radar impulsionnel est composé d'un générateur
d'impulsions, d'une antenne d'émission ULB, d'une antenne de réception ULB, d'un
oscilloscope temps réel et éventuellement de dispositifs d'adaptation d'impédance. La
détermination de la localisation de la cible est réalisée à partir de l'écart temporel entre
l'instant d'émission de l'impulsion et l'instant de réception.
Trois types d'architecture de systèmes antennaires impulsionnels ULB cohabitent dans la
communauté scientiﬁque française et étrangère :
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Oscilloscope temps réel Emetteur/Récepteur
Fig. I.7  Principe de fonctionnement d'un radar ULB impulsionnel
 1 générateur - 1 antenne : en 1999, cette architecture a été retenue pour le projet
français PULSAR [LG+02]. Développé par XLIM et le CELAR, ce radar, visible en
ﬁgure I.8, a pour objectif de détecter les mines anti-char enterrées à l'aide d'impulsions
ultra-courtes couvrant la bande de 200 MHz à 4 GHz. Après traitement des cartes de
réponses impulsionnelles, la localisation des mines s'eﬀectue à partir d'images haute
résolution des zones illuminées par le radar. Les propriétés de pénétration du contenu
basses fréquences du spectre sont exploitées pour traverser les végétaux et pénétrer le
sol (environ 50cm) alors que le contenu haute fréquence permet d'obtenir une image de
haute résolution de la scène prospectée.
Le principe de détection de ce système repose sur la théorie des radars à synthèse
d'ouverture (Synthetic Aperture Radar - SAR). L'antenne d'émission, pouvant être de
type Vivaldi, Ciseaux ou Libellule [And+05], est solidaire d'un porteur (ici le système
est ﬁxé sur une nacelle montée sur un bras hydraulique dont le débattement s'étend
de 2 à 10m) qui se déplace le long de la zone à inspecter. Le système de réception, le
générateur haute tension (dans PULSAR, une tension crête de 25kV est atteinte avec
une technologie éclateur à gaz), un numériseur et un oscilloscope sont également ﬁxés
au porteur de manière à eﬀectuer les mesures à la volée pour une progression continue.
Le projet américain BOOMSAR [Car+99], visible en ﬁgure I.9 est également un bon
exemple de l'architecture 1 générateur - 1 antenne puisqu'il utilise le même principe
que le radar PULSAR avec un signal impulsionnel dont le spectre est compris entre
50 MHz et 1.2 GHz. Le radar est ﬁxé sur une nacelle pouvant être élevée à 45 m de
hauteur, mais le déplacement du porteur ne peut pas excéder la vitesse de 1 km/h. Le
générateur haute tension est à base de switch électroniques de type arséniure de gallium
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Porteur
Radar ULB
Champ de mines enterrées
Déplacement
Fig. I.8  Le système radar PULSAR
Fig. I.9  Le système radar BOOMSAR
pouvant délivrer une tension crête de 2 MW.
La faisabilité de ces deux systèmes a été démontrée mais le matériel encombrant n'est
pas adapté à un contexte opérationnel.
 1 générateur - n antennes : une architecture de dispositifs rayonnants à 1 générateur
et n antennes permet de diminuer les contraintes sur l'antenne. Le générateur est dans ce
cas relié à un répartiteur de puissance 1 voie vers n qui réalise l'adaptation d'impédance
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50Ω - 50Ω/n . Ce dispositif, intégré dans la source rayonnante, limite cependant le
nombre d'antennes. Cette architecture a été utilisée pour la réalisation de diﬀérentes
sources Micro-ondes à Forte Puissance (MFP) comme l'illustre la ﬁgure I.10 (Koshelev
[Kos+01 ; Kos+04 ; Efr+11], CEA CESTA/ XLIM - CISTEME / SIAME Equipe Génie
Electrique [AL09]).
Avec un tel système, la solution qui consisterait à jouer sur la longueur des
lignes d'alimentation des antennes pour obtenir un dépointage angulaire du faisceau
électromagnétique n'est pas envisageable car elle constituerait un véritable frein à la
ﬂexibilité opérationnelle.
Fig. I.10  Système d'émission muti-antennes
 n générateurs - n antennes : une dernière voie possible est l'architecture n
générateurs  n antennes. Cette solution a été retenue dans le cadre du projet RUGBI
lors duquel l'équipe dispositifs ULB du département OSA a démontré la faisabilité d'une
architecture n générateurs - n antennes en combinant de l'énergie optique et électrique
via des photocommutateurs (voir ﬁgure I.11).
Le principal atout de cette approche multi-sources vis-à-vis d'une situation monosource
dans le contexte de la détection électromagnétique est qu'il permet l'agilité en terme de
contrôle de dépointage angulaire. En eﬀet, un démonstrateur [Dio+05] de réseau linéaire
à quatre antennes agencées horizontalement a permis de cumuler les rayonnements
impulsionnels avec une gigue maximale de 2 ps. Chaque antenne reçoit une tension de
10 kV crête, présentant un temps de montée de 120 ps et une longueur totale du signal
de 300 ps. De plus, en choisissant les retards d'éclairement des photocommutateurs, la
possibilité d'un dépointage horizontal du faisceau a pu être montrée.
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Fig. I.11  Système d'émission optoélectronique multi-sources
2.2.2 Le radar à onde continue modulée en fréquence
Le radar (Frequency Modulated Continuous Wave - FMCW) émet une onde continue
modulée en fréquence pour mesurer la distance à l'objet. En eﬀet, la variation de la
fréquence au cours de l'émission, visible en ﬁgure I.12, impose un marqueur temporel







Fig. I.12  Principe de fonctionnement d'un radar FMCW
Un radar FMCW mesure la diﬀérence entre les fréquences reçue et émise, qui est
directement proportionnelle au retard engendré par l'aller-retour entre le radar et la cible,
soit R = c∆t/2. On retrouve donc la formule suivante :
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∆t = ∆f
T
fmax − fmin (I.11)
Toutefois, dans le cas d'une modulation linéaire, la localisation en distance devient
impossible à chaque remise à zéro de la rampe de modulation car ∆f est négatif. C'est
la raison pour laquelle il existe d'autres modulations : triangle, marche d'escalier ou
encore sinusoïdale. Il est aussi important de noter que la fréquence de modulation doit
être largement supérieure au glissement fréquentiel maximal engendré par la vitesse de
déplacement de la cible (eﬀet Doppler).
DAC VCO PasseBande





Passe Bas Mélangeur Amplifaible bruit
Partie microcontrôleur Emetteur/Récepteur
Fig. I.13  Schéma bloc d'un radar FMCW
Le schéma bloc (ﬁgure I.13) du principe de fonctionnement d'un radar FMCW est composé
de :
 un Voltage Control Oscillator (VCO) qui permet de générer des fréquences radio en
fonction d'une tension de contrôle,
 un Filtre Passe-Bande qui ne laisse passer que les fréquences souhaitées,
 un Coupleur permettant d'acheminer une partie du signal vers le mélangeur pour
servir de référence et l'autre partie vers l'antenne d'émission au travers d'un étage
d'ampliﬁcation,
 un Mélangeur qui eﬀectue la multiplication des signaux prélevés à l'émission via le
coupleur par les signaux reçus sur l'antenne de réception (préalablement passé dans un
ampliﬁcateur faible bruit),
 un Filtre Passe-Bas qui sélectionne les fréquences sortant du mélangeur,
 un convertisseur numérique-analogique (DAC) qui transforme la consigne numérique en
provenance de l'ordinateur de pilotage en un signal analogique de tension,
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 un convertisseur analogique-numérique (ADC) qui permet d'envoyer l'information vers
une unité de traitement.
Pour exemple en ﬁgure I.14, on peut citer le radar de détection basse altitude 76N6 de
conception russe.
Fig. I.14  Radar FMCW : Radar d'acquisition basse altitude 76N6
Ce radar est notamment utilisé par l'armée australienne pour réaliser la détection de cibles
basses altitudes évoluant dans un environnement à fort fouillis.
2.2.3 Le radar à bruit
Les radars à bruit utilisent la technique de la compression d'impulsions introduite dans
le paragraphe 1.1.4.
Un générateur de bruit gaussien délivre un signal long contenant plusieurs fréquences à
une antenne au travers d'un ﬁltre et d'un ampliﬁcateur de puissance. Ce signal est prélevé
et retardé à l'aide d'une sonde, d'une ligne à retard et d'un module de démodulation IQ
pour réaliser une corrélation avec le signal réﬂéchi par la cible et capté par l'antenne de
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Fig. I.15  Schéma bloc d'un radar à bruit
L'Université du Nebraska a développé cette technologie pour diverses applications comme
la détection d'objets enterrés ou cachés derrière un feuillage (FOliage PENetration -
FOPEN), l'estimation Doppler ainsi que l'imagerie SAR et son principe inverse ISAR
pour lequel le radar est immobile et les cibles sont en mouvement [GN02]. Ces diﬀérentes
études ont notamment comparé la qualité des images obtenues avec un radar FMCW et
un radar à bruit dans des conditions de fonctionnement identiques et ont montré que les
deux systèmes permettaient d'obtenir des qualités d'image équivalentes [XN00 ; XN01].
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2.2.4 Comparaison des diﬀérents types de radars ULB
Le tableau I.3 compare les diﬀérentes technologies de radars présentées brièvement dans
la section 2.2 en fonction des critères de portée, discrétion, vitesse et dynamique de
mesure, immunité face aux perturbations électromagnétiques, résolution (liée à la bande
passante) et enﬁn en fonction de la complexité de conception du système. Il met également
en évidence le domaine dans lequel les traitements sont eﬀectués ainsi que le mode de
réception [Dio06].
Paramètres Radar impulsionnel Radar FMCW Radar à bruit




















Tab. I.3  Tableau comparatif de diﬀérents types de radars ULB
Le radar impulsionnel ULB présente un nombre d'avantages certains. Dans la suite de
ce chapitre, nous allons détailler les contraintes qui s'appliquent aux antennes ULB pour
concevoir un radar performant.
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2.3 Les apports de l'optoélectronique sur les systèmes ULB
impulsionnels
Le paragraphe 1.2.3 portant sur la détection électromagnétique a permis de mettre
en avant les nombreux avantages inhérents aux systèmes ULB et particulièrement les
systèmes ULB impulsionnels.
Cette technologie présente toutefois des carences telles que :
 la faible dynamique d'acquisition de mesure imputable aux oscilloscopes utilisés
mais également aux eﬀets de couplage entre les antennes d'émission et de réception,
 la portée réduite par le manque d'énergie rayonnée,
 le lobe de rayonnement trop large qui ne permet pas de concentrer l'énergie sur
une zone précise pour eﬀectuer une détection par balayage mécanique de faisceau.
Une architecture évolutive (voir ﬁgure I.16) capable de cumuler les rayonnements de




























Fig. I.16  Architecture électronique
L'inconvénient majeur de cette architecture est la diﬃculté à synchroniser les générateurs
haute tension. En eﬀet, il faut pouvoir contrôler le retard entre ces générateurs de manière
précise. Pour cela, il faut pouvoir contrôler les retards des impulsions de déclenchement
avec une résolution temporelle négligeable devant la durée de l'impulsion générée. Le signal
de synchronisation pour la chaîne d'acquisition est obtenu soit par une sonde permettant
de récupérer une partie du signal allant à une des antennes, soit par le couplage entre
les antennes d'émission et de réception. D'autre part, il est souhaitable de placer les
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générateurs électriques près des antennes : dans le cas contraire il est alors nécessaire de
véhiculer des impulsions électriques large bande sur des distances métriques ce qui amène
une dégradation des fronts de montée et des puissances.
La dynamique de mesure peut être améliorée en appliquant des signaux d'alimentation
dont les bandes spectrales correspondent aux bandes d'adaptation des antennes. De cette
manière, les eﬀets de couplage sont atténués puisque l'émission des parasites engendrés
par les aller retours entre l'antenne et le générateur est limitée. Le signal bipolaire présenté
précédemment dans ce chapitre sur la ﬁgure I.2 est à valeur moyenne nulle et présente un
spectre exempt de composante continue. Ce type de signal est idéal pour alimenter des
antennes ULB fonctionnant en régime impulsionnel.
La génération d'un signal bipolaire doit s'accompagner d'une grande exactitude quant
aux déclenchement de cette même impulsion. En eﬀet, pour réaliser un réseau d'antennes
ULB impulsionnelles, il est nécessaire de déclencher les impulsions d'alimentation sans
gigue (incertitude sur l'instant de déclenchement) ce qui n'est pas le cas des techniques
de génération habituelle électroniques ou à éclateurs à gaz (section 2 du Chapitre II) qui
présentent des gigues supérieures à 50ps.
Pour palier à ces problématiques, une solution consiste à utiliser des photocommutateurs
éclairés par des impulsions optiques pour remplir la fonction d'interrupteur électronique.
Ces dispositifs présentent l'avantage de générer des impulsions de niveaux relativement
élevés (de l'ordre du kV) avec une gigue très faible (typiquement 2ps). Ce système garantit
ainsi un déclenchement des impulsions précis et autorise un éventuel dépointage du
faisceau électromagnétique en jouant sur les retards entre les instants d'illumination des
composants optoélectroniques.
De plus la commande optique permet de délocaliser la source haute tension loin des
antennes libérant ainsi d'avantage de place et de poids à l'extrémité du bras porteur. En
eﬀet le générateur optique d'impulsions électriques ULB grâce à son faible encombrement
permet de rendre les lignes de transmission vers les antennes extrêmement courtes, voir
inexistante si on intègre les photocommutateurs en entrée d'antenne. Ce dernier point
permet ainsi aux impulsions ULB d'arriver aux antennes sans déformation majeure.
Toutefois il se peut que la distance entre les photocommutateurs et les antennes puisse
être diﬀérente d'une source à l'autre, mais elle sera compensée par le contrôle du retard de
l'impulsion de déclenchement. Un dernier avantage de cette commande est de permettre
l'isolation complète entre l'émetteur et le récepteur grâce à la couche optique.
Romain NEGRIER | Thèse de doctorat | Université de Limoges | 2016
Page 31
Chapitre I - Contexte et objectifs de l'étude : vers un système radar impulsionnel ULB
3 Concepts généraux sur les antennes impulsionnelles
ULB
Il est nécessaire de distinguer une antenne utilisée en émission et une antenne utilisée
en réception. Une antenne d'émission peut être vue comme un dispositif permettant
de transformer une puissance électromagnétique guidée issue d'un générateur en une
puissance rayonnée de manière à assurer une propagation dans l'air, on parle alors de
transducteur électromagnétique. Lorsqu'une antenne est utilisée en réception, on parle
de capteur de champs électromagnétiques car, dans ce cas, son rôle est de convertir
la puissance rayonnée en puissance électromagnétique guidée. Le fonctionnement de la
majeure partie des antennes est réciproque, c'est à dire que l'antenne considérée peut-être
aussi bien utilisée en émission qu'en réception avec les mêmes propriétés. La présence de
matériaux anisotropes peut fausser ce principe de réciprocité.
3.1 Caractéristiques usuelles
3.1.1 Puissance rayonnée
La puissance totale rayonnée Prad peut être calculée en intégrant la densité de puissance
sur une sphère de rayon r.
Si l'on considère une antenne isotrope, la densité de puissance est alors égale à la moyenne






3.1.2 Directivité et gain
Le gain G et la directivité D sont certainement les paramètres les plus importants pour
caractériser une antenne. En eﬀet, ils permettent d'évaluer la capacité d'une antenne à
focaliser la puissance rayonnée dans une direction donnée.
La directivité d'une antenne correspond au rapport entre le maximum de densité de
puissance dans une direction u et la moyenne de cette même densité de puissance sur une
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Le Tableau I.4 donne une idée des directivités obtenues pour des exemples d'antennes
théoriques simples où η, r correspondent respectivement à l'impédance d'onde (par
exemple, η = 377Ω dans l'air) et la distance d'observation du champ par rapport au
centre du repère. A noter qu'il s'agit d'un rapport sans dimension supérieur ou égal à 1.





























































Tab. I.4  Exemples de puissances rayonnées et directivités pour des cas simples d'antennes
Le gain est toujours inférieur ou égal à la directivité car il prend en compte les pertes
ohmiques de l'antenne. On peut donc introduire le rendement k, qui permet de traduire
la capacité à transmettre la puissance électrique guidée en entrée d'antenne en puissance
rayonnée dans une direction donnée.
G = k.D (I.14)
2. Le champ E correspond ici au calcul de la transformée de Fourier inverse du champ électrique
tangentiel d'une ouverture rayonnante : E(α, β) = 1λ2
∫∫
E(x, y)exp [jk (αx+ βy)] dxdy
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Dans le cas d'une antenne isotrope et sans pertes, le gain et la directivité sont égaux à 1.
Le gain est généralement exprimé en dB ou en dBi car une antenne isotrope est utilisée
en référence.
3.1.3 Diagramme de rayonnement
Le diagramme de rayonnement est une représentation donnant une idée de la manière dont
l'antenne considérée rayonne. Il permet donc d'observer les variations de la puissance
rayonnée dans toutes les directions de l'espace. Ce diagramme peut être représenté en
trois dimensions, ou plus communément, dans des plans d'intérêts particuliers en deux
dimensions (repère cartésien ou polaire).
(a) Représentation 3D




















(b) Représentation 2D (repère cartésien)
Fig. I.17  Diﬀérentes représentations de diagrammes de rayonnement d'une antenne Yagi
Comme le montre la ﬁgure I.17, un diagramme de rayonnement présente un lobe
principal et des lobes secondaires. L'objectif d'une conception d'antenne est généralement
d'atténuer au maximum les lobes secondaires aﬁn de concentrer la puissance dans l'axe
de rayonnement principal.
3.1.4 Polarisation
La polarisation d'une onde électromagnétique se déﬁnit comme la variation temporelle de
la direction du champ électrique (ou magnétique) en un point de l'espace. En se plaçant
dans un repère cartésien, on peut écrire la relation suivante :
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~E = E0x sin (ωt+ φx) . ~ux + E
0
y sin (ωt+ φy) . ~uy (I.15)
Si φx = φy ± pi alors les deux composantes du champ oscillent en opposition de phase,
la polarisation est dite rectiligne (voir ﬁgure I.18 et I.19a). Si φx = φy ± pi/2, les deux
composantes sont en quadrature et la polarisation est dite circulaire (voir ﬁgure I.19b).







x sin(ωt+ φx). ~ux
~Ey = E
0




Fig. I.18  Propagation d'un champ électrique suivant la direction z, polarisation rectiligne
(φx = φy ± pi)
Il est important de noter que la polarisation d'une onde électromagnétique peut être
modiﬁée par le milieu traversé (rotation du plan de polarisation déﬁni par le plan formé
par le vecteur d'onde, ici ~k~z, et le champ électrique ~E, au passage à travers la ionosphère
terrestre par exemple).
La polarisation d'une antenne est donc la polarisation des ondes rayonnées par cette
antenne, évaluée en champ lointain. Cette dernière est donc un paramètre important à
prendre en compte lorsque l'objectif est d'établir une communication point à point. En
eﬀet, on comprend facilement que la communication est impossible entre une antenne
polarisée horizontalement et une antenne polarisée verticalement. Il est d'ailleurs possible
d'estimer les pertes dues à la diﬀérence d'orientation κ entre deux antennes, à l'aide du
PLF (Polarization Loss Factor) où PLF = cos2 κ.
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Fig. I.19  Les diﬀérentes types de polarisation
3.1.5 Adaptation et coeﬃcient de réﬂexion
Une antenne est utilisée pour rayonner de la puissance, elle sert donc de transformateur
d'impédance entre la ligne de transmission (alimentation) et l'espace libre. Pour juger de
la qualité de l'adaptation d'une antenne, on utilise généralement le coeﬃcient de réﬂexion
ou le ROS (Rapport d'Ondes Stationnaires). Le coeﬃcient de réﬂexion, le plus souvent
noté Γ, est le rapport d'amplitudes entre l'onde réﬂéchie et l'onde incidente. Pour une
antenne d'impédance d'entrée Ze et une impédance de normalisation Z0 (souvent égale à









Pour déterminer la qualité de l'adaptation d'une antenne, on peut aussi juger l'évolution
fréquentielle du paramètre S11 (en dB) qui représente la puissance réﬂéchie par le port 1
lorsque une puissance est injectée sur ce même port. Le lien entre le S11 et Γ s'exprime à
l'aide de la formule I.18 :
S11 = 10 log |Γ|2 (I.18)
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Fig. I.20  Exemple de paramètre S11 d'un antenne
La ﬁgure I.20 présente un exemple de paramètre S11 associé à une antenne de type cornet
ridgé (présentée dans le détail dans la section 2 de l'annexe I). La largeur de bande
correspond à la bande de fréquence pour laquelle le paramètre S11 est en dessous de
−10dB. Dans cet exemple, la fréquence basse à −10dB est fL = 305MHz alors que la
fréquence haute à −10dB est fH = 2.195GHz, ce qui correspond à une largeur de bande
bw = 1.890GHz, soit Fbw = 151.2%.
3.2 Caractéristiques spéciﬁques
3.2.1 Bilan de puissance d'une liaison
Lorsque l'on souhaite établir une liaison radio entre une antenne d'émission Tx et une
antenne de réception Rx séparées d'une distance d (voir ﬁgure I.21), il est souvent
nécessaire de quantiﬁer le niveau de champ électrique reçu au niveau de la réception.
Le raisonnement est le plus couramment mené dans le domaine harmonique.
Si une puissance Pe est injectée sur une antenne d'émission isotrope sans perte, la surface






Or, l'antenne d'émission Tx n'est pas isotrope, il faut prendre son gain Ge en compte,
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Fig. I.21  Chaîne d'émission-réception





Et comme le champ électrique E au niveau de l'antenne de réception (de gain Gr)
s'exprime par E =
√






En exprimant la puissance reçue Pr par l'antenne en fonction de sa densité surfacique de
puissance et de l'aire eﬀective de réception Ar, il est possible de remonter à la puissance
collectée par l'antenne de réception :






Puis en injectant I.19 et I.23 dans l'équation I.22, on retombe alors sur l'expression dans
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Il est également courant d'exprimer cette formule de manière à pouvoir calculer
rapidement la puissance en réception, il faut donc remplacer chaque terme par sa propre
expression logarithmique, ce qui donne :
Pr = Pe +Ge +Gr − 20log(f)− 20log(r) + 147.5 (I.25)
avec Pr et Pe en dBm, Ge et Gr en dBi, f en Hz et r en m.
3.2.2 Facteurs d'antennes et fonctions de transferts
Principalement utilisé en réception, le facteur d'antenne, noté FR représente le rapport
entre le champ électrique incident E (dépendant de la distance d, de la fréquence f ainsi
que du plan déﬁni par l'angle θ) et la tension mesurée V r en sortie d'antenne. Très utilisé,
notamment en mesure, ce paramètre inclut toutes les pertes de l'antenne, il s'exprime de





On peut tout de même le déﬁnir en émission à l'aide de la formule suivante :






En combinant les équations I.26 et I.27, la tension de sortie peut être exprimée en fonction
de la tension d'entrée :






Cette expression est particulièrement utile lorsque les antennes considérées sont ULB
car il suﬃt d'eﬀectuer une transformée de Fourier inverse sur l'ensemble de la bande de
fréquence de fonctionnement pour obtenir les grandeurs transitoires.
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3.2.3 Paramètres de dispersion
L'antenne ULB est alimentée par un dispositif capable de générer des impulsions très
courtes (typiquement inférieures à 1ns) avec des fronts de montée très raides (aux
alentours de 80ps). C'est la raison pour laquelle les systèmes ULB impulsionnels sont
quasi-indétectables pour les dispositifs d'écoute.
Pour conserver cette propriété intéressante, il faut s'assurer que l'impulsion ne soit pas
(ou le moins possible) dispersée par l'antenne, c'est à dire que la durée et la forme de
l'impulsion d'alimentation soient proches de la durée et de la forme transitoire du champ
électrique rayonné. Pour répondre à cette contrainte, il faut concevoir l'antenne de manière
à ce que le plan de phase reste ﬁxe en fonction de la fréquence de manière à ce que l'antenne
puisse rayonner toutes les composantes fréquentielles de l'impulsion avec un même retard.
La phase de la fonction de transfert d'une antenne non dispersive varie donc linéairement
avec la fréquence.
Pour quantiﬁer la dispersion d'une antenne, on peut citer les trois techniques les plus
utilisées : la détection d'enveloppe, le temps de groupe et la ﬁdélité absolue :
 la détection d'enveloppe est loin d'être une méthode exacte mais elle présente
l'avantage de donner une idée de la dispersion d'une antenne avec un minimum de
calcul. En eﬀet, il suﬃt de calculer la transformée de Hilbert du signal transitoire
rayonné et de comparer sa durée avec celle du signal d'alimentation. Cette méthode est
à bannir lorsque l'objectif est la caractérisation de structures fortement résonantes.
 la ﬁdélité absolue, notée FA, donne une image du taux de ressemblance entre le signal
d'excitation, ici noté e(t) et le signal rayonné r(t). L'outil mathématique permettant
d'évaluer cette ressemblance est l'inter-corrélation Γe,r(τ), avec τ le décalage temporel.





 le temps de groupe, est sans doute le descripteur le plus précis puisqu'il permet de
calculer l'étalement temporel eﬀectif στg(θ, φ). Ce paramètre est souvent utilisé lorsqu'il
s'agit d'évaluer la dispersion d'un canal de propagation. On peut l'exprimer pour une







(τg(θ, φ, f)− τ g(θ, φ))2 df (I.30)
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avec 
τg(θ, φ, f) = −∂ϕ(θ, φ)
2pi∂f







Lorsque l'on cherche à caractériser la dispersion d'une antenne, le temps de groupe τg
correspond à l'opposé de la dérivée partielle de la phase de la fonction de transfert ϕ par
rapport à la pulsation ω. L'écart type du temps de groupe στg sur la bande d'adaptation
([fmin − fmax] avec ∆f = fmax − fmin) de l'antenne est calculé à l'aide des formules
I.30 et I.31 pour déterminer sa dispersion. La moyenne est utilisée comme référence
pour le calcul de l'écart-type. La comparaison de la dispersion entre deux antennes est
alors possible si l'impulsion incidente est identique et les bandes passantes des antennes
relativement proches.
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3.3 Comparatif d'antennes impulsionnelles ULB
La tableau I.5 fait un rapide état des lieux des antennes ULB connues en fonction de
leurs dimensions, de la bande d'adaptation, du gain maximal dans la direction privilégiée
de rayonnement et du paramètre de dispersion στg(θ = 0, φ = 0) pour une impulsion
d'alimentation de type bipolaire d'une durée de 1ns. Pour chaque antenne, un exemple
d'application est également donné ainsi qu'une idée de la complexité de conception.
L'objectif de ce tableau n'est pas d'établir une liste exhaustive des antennes ULB
impulsionnelles mais plutôt de positionner l'antenne K, utilisée dans la suite de ce mémoire
de thèse, par rapport aux autres antennes couramment utilisées dans les laboratoires
lorsqu'il est question d'antennes ULB alimentées par une impulsion courte. Il est aussi
important de noter que toutes ces antennes utilisent une polarisation linéaire et que
les dimensions données correspondent au plus petit parallélépipède rectangle capable
de contenir l'antenne. Les dimensions sont données de la manière suivante : hauteur
(dimension dans la direction transverse à l'axe de rayonnement principal) x profondeur














Discône 30×35×35 170 2 0.47 Communication
Cornet
ridgé




53×90×10 150 9 6.97 Mesure, CEM
Vivaldi 116×90×52 167 13 0.25 Mesure, SAR
K 20×26×10 167 11 0.23 Rayonnement
impulsionnel
Tab. I.5  Tableau comparatif de quelques antennes ULB dont la fréquence basse
d'adaptation est 300MHz
L'antenne log-périodique, bien que très peu adaptée pour rayonner un signal impulsionnel
constitue un bon élément de comparaison en terme de dispersion. Les diﬀérentes antennes
présentées dans le tableau I.5 ont été simulées avec le logiciel CST MICROWAVE
STUDIO®. Les résultats de simulation 2D ainsi que les diagrammes de rayonnement
3D sont disponibles en Annexe I.
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4 Introduction aux techniques d'imagerie radar
4.1 L'imagerie radar
L'imagerie radar regroupe les diﬀérents traitements de signaux qui, associés à un
système radar, ont pour objectifs de retranscrire des informations de position spatiale et
éventuellement de vitesse d'un ou de plusieurs objets sur une cartographie. La réﬂectivité
de l'objet, également appelé cible, est imagée par l'intensité des pixels constituant la
cartographie à partir des mesures recueillies par le radar.
Alors que la résolution de l'image représente une densité de pixels, la qualité d'un système
d'imagerie radar peut être évaluée par sa fonction d'ambiguïté (Point Spread Function -
PSF). En eﬀet, cette fonction mathématique décrit la réponse d'un système d'imagerie à
une source ponctuelle. La PSF correspond à une réponse impulsionnelle bidimensionnelle.
Des traitements de signaux spéciﬁques sont utilisés pour atténuer l'eﬀet de la PSF sur
l'image, de façon à améliorer sa qualité.
Le type de traitement du signal à appliquer aux signaux reçus par le système de réception
aﬁn de construire une image est fonction de la conﬁguration radar utilisée pour la
détection. Dans cette partie, on s'intéressera principalement à introduire l'imagerie des
radars à synthèse d'ouverture qui permettra d'appréhender le travail eﬀectué dans le
chapitre III de ce manuscrit.
4.2 Introduction à l'imagerie SAR
4.2.1 Principe du radar SAR
Un radar à synthèse d'ouverture (Synthetic Aperture Radar - SAR) est un radar cohérent,
c'est à dire que la phase initiale des signaux transmis est toujours la même à chaque cycle.
Principalement utilisé sur des porteurs (par exemple des avions, bateaux ou encore certains
véhicules), ce radar permet d'inspecter une zone en se déplaçant de manière parallèle à
cette scène.
Associé à une antenne d'émission en général assez peu directive, ce déplacement permet
également de créer une antenne dite synthétique, d'ouverture rayonnante très grande par
rapport à l'antenne réelle. Les données collectées au cours du déplacement permettent de
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reconstruire une image de grande qualité avec une résolution angulaire (ou transverse)
importante. La suite du raisonnement est eﬀectuée pour un radar SAR 2D (Z = 0).
Dans cette catégorie, il est habituel de dissocier ces radars en s'intéressant à leurs modes
d'acquisition des données :
 le mode stripmap, illustré en ﬁgure I.22a, dans lequel le système d'émission génère un
faisceau électromagnétique dont la direction conserve la même orientation tout au long
du déplacement du radar,
 le mode spotlight, illustré en ﬁgure I.22b, où le faisceau électromagnétique généré par
le système d'émission éclaire toujours la même zone alors que le porteur se déplace. Ce
qui permet d'améliorer la résolution transverse dans la mesure où la zone imagée est
éclairée à plusieurs reprises sous un angle diﬀérent, d'où une ouverture angulaire encore















Fig. I.22  Modes d'acquisition des données SAR
Il est également possible de faire une diﬀérence entre deux systèmes en fonction de leurs
angles de squint. Sur la ﬁgure I.23, il s'agit de l'angle, noté θs, entre la direction principale
de rayonnement et l'axe longitudinal du système d'émission. Un système radar où la
direction principale de rayonnement et l'axe longitudinal sont identiques, soit θs = 0,
correspond au mode dit non-squinté.
4.2.2 Le phénomène de migration radiale
La ﬁgure I.24 montre le principe d'un radar SAR impulsionnel non-squinté dans une
conﬁguration co-localisée (monostatique), c'est à dire que l'émission et la réception se font
au même endroit. En eﬀet, le radar prend diﬀérentes positions, notées n (n ∈ N) au cours
de son déplacement appelé fauchée. Le déplacement peut être fait à vitesse constante
ou de manière séquentielle et, pour chacune de ces positions n, une impulsion Txn est
transmise via le système d'émission puis réﬂéchie par la cible avant d'être captée par le
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Fig. I.23  Vue de dessus et angle de squint θs
système de réception. Le retard entre l'impulsion incidente, Txn, et l'impulsion réﬂéchie,
Rxn, évolue de manière hyperbolique en fonction de la position du radar. La trajectoire
passant par les positions temporelles de réception de ces échos est appelé hyperbole de

































Fig. I.24  Principe de fonctionnement d'un radar SAR - Txn est le signal émis et Rxn le
signal reçu pour chaque position n
Mathématiquement, le signal reçu pour chaque position du radar (Xn, Yn) et pour un
ensemble de cibles i = 1, ..., C avec (i ∈ N) s'exprime à l'aide de l'équation I.32, où c
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correspond à la vitesse de propagation d'une onde électromagnétique dans l'air et σi le










(Xn − xi)2 + (Yn − yi)2
)
(Xn − xi)2 + (Yn − yi)2 (I.32)
Il est également important de noter la diﬀérence d'amplitudes entre les impulsions
réﬂéchies Rxn puisqu'elles subissent l'atténuation du canal de propagation. Cette
atténuation est proportionnelle à l'inverse du carré de la distance entre l'émetteur et le
récepteur, ici (Xn− xi)2 + (Yn− yi)2. Pour la suite du raisonnement, cet eﬀet sera négligé
compte tenu de la lenteur de sa vitesse de variation devant le terme au numérateur.
L'équation I.32 met également en avant la proportionnalité entre l'image en distance
I(Yn, d) où Yn et d correspondent respectivement à la position en largeur et en profondeur
d'un point de la scène, et le terme décrivant une courbe hyperbolique, ce qui se traduit
par la migration radiale de la cible :




(Xn − xi)2 + (Yn − yi)2
)
(I.33)
La ﬁgure I.25 montre la cartographie en distance I(Yn, d) pour une scène comprenant
deux cibles respectivement positionnées à (−1, 3)m et (2.5, 6.5)m. Il s'agit du résultat de
simulation du déplacement d'un radar monostatique en mode stripmap non squinté de
-4m à 4m par pas de 4cm dans laquelle les antennes sont considérées isotropes et les cibles
parfaitement réﬂectives (σi = 1). Ce type de résultat peut être reconstruit en juxtaposant
les données récoltées.
Il existe également des radars, appelés ISAR (Inverse Synthetic Aperture Radar), qui
fonctionnent sur le principe inverse. Dans ce cas, la cible se déplace alors que le radar
reste ﬁxe. C'est une technique largement utilisée pour les aéronefs de patrouille maritime
leur permettant d'identiﬁer leur cible.
Une autre technique similaire qu'il convient de mentionner ici est le CSAR (Circular
Synthetic Aperture Radar) : le principe est le même que le SAR classique à la seule
diﬀérence que le mouvement du système radar est circulaire et non rectiligne.
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Yn / m



















Fig. I.25  Cartographie en distance I(Yn, d)
4.2.3 Techniques d'imagerie associées
L'objectif d'un algorithme d'imagerie associé à un système SAR est de construire une
cartographie radar à partir de la carte en distance, c'est à dire de focaliser l'énergie de
chacune des hyperboles de migration sur la position des cibles.
Pour eﬀectuer cette opération, l'algorithme le plus simple est celui de la sommation
cohérente qui consiste à ramener à la position de la cible toutes les contributions contenues
dans l'hyperbole de migration. De cette manière, chaque pixel de la carte en distance est
considéré comme le sommet d'une hyperbole. La cartographie résultante de l'algorithme








(X − d)2 + (Yk − Yn)2
)
(I.34)




En eﬀet, une fois positionné sur le pixel à traiter, la distance entre la position du radar et
le sommet est reportée aﬁn de récupérer la valeur de ce pixel. Ce traitement est eﬀectué
pour toutes les positions prises par le radar. Une opération de normalisation est alors
réalisée à l'aide de l'équation I.35.
Cet algorithme de sommation cohérente a été appliqué sur la carte en distance I(Yn, d)
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présentée en ﬁgure I.25 et le résultat de ce calcul I0n(Yn, d) est visible en ﬁgure I.26.
Yn / m



















Fig. I.26  Image de la scène après sommation cohérente I0n(Yn, d)
Malgré la présence d'une tâche au niveau des positions respectives des cibles, un certain
manque de netteté vient compliquer la lecture de cette cartographie. Il est possible
d'améliorer la lisibilité de l'image en ayant recours à quelques opérations basiques de
traitement d'image présentées au paragraphe 4.3.
Il existe également d'autres algorithmes associés au radar SAR qui ne seront pas présentés
dans ce manuscrit comme :
 Time reversal Algorithm (TRA) [KCC14], utilise la rétropropagation des signaux reçus
par plusieurs capteurs en réception pour former l'image radar. Cette méthode est
souvent utilisée lorsque le milieu est fortement dispersif,
 Range Migration Algorithm (RMA) [Tri05 ; CPR91], conçu pour corriger le problème de
migration radiale des cibles et qui est basé sur la décomposition d'une onde cylindrique
en ondes planes. Les deux méthodes permettant d'eﬀectuer cette décomposition sont la
méthode de la phase stationnaire et la théorie des résidus,
 Polar Formating Algorithm (PFA) [Jac+97] utilisé lorsque le radar est en mode
spotlight,
 Range Doppler Algorithm (RDA) [CGM95 ; HGP96 ; WZ11] est un traitement qui réalise
un changement de variable temps-fréquence dans la dimension azimutale de l'image.
 Chirp Scaling Algorithm (CSA) [CGM95 ; HGP96], comme le RDA, réalise une
approximation linéaire mais le CSA part du principe que le système utilise un chirp
à l'émission.
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4.3 Le renforcement d'image
Comme c'est notamment le cas dans le domaine de l'imagerie médicale, il est nécessaire
d'appliquer un ou plusieurs traitements à une image aﬁn de faire ressortir des détails utiles
permettant une expertise sans ambiguïté.
En imagerie radar, la plupart des traitements d'images appliqués sont des opérations
de ﬁltrage spatial qui se déﬁnissent comme des convolutions bidimensionnelles entre le
ﬁltre et l'image originale. Le ﬁltre porte alors le nom de masque, noté M(Yn, d). Cette
transformation s'exprime facilement à l'aide de transformée de Fourier bidimensionnelle,
notée F2D, de manière à réduire l'opération de convolution à une simple multiplication
(équation I.36).
I0f (Yn, d) = F
−1
2D {F2D[M(Yn, d)]× F2D[I0n(Yn, d)]} (I.36)
Les masques se distinguent en fonction de l'eﬀet qu'ils ont sur le spectre de l'image. Pour
une image radar, il est intéressant de pouvoir réduire les bruits parasites par exemple
engendrés par des mauvaises conditions météorologiques. Pour réaliser cette opération,
il est nécessaire de ﬁltrer l'image par un signal gaussien bidimensionnel (où σYn et σd
représente la largeur de la gaussienne suivant Yn et d) pouvant s'exprimer à l'aide de








































(a) σYn = σd = 40
Yn / m



















(b) σYn = 2 et σd = 5
Fig. I.27  Masque gaussien bidimensionnel
Romain NEGRIER | Thèse de doctorat | Université de Limoges | 2016
Page 49
Chapitre I - Contexte et objectifs de l'étude : vers un système radar impulsionnel ULB
Le ﬁltrage gaussien a le rôle de passe-bas, c'est à dire qu'il permet d'atténuer les hautes
fréquences qui composent le spectre de l'image et donc d'adoucir les transitions brutales
au sein de l'image. Les résultats images I0f (Yn, d) du ﬁltrage gaussien de I0n(Yn, d) sont
visibles en ﬁgure I.28.
Yn / m






















(a) σYn = σd = 40
Yn / m



















(b) σYn = 2 et σd = 5
Fig. I.28  Résultats images ﬁltrées I0f (Yn, d)
La ﬁgure I.28b permet de localiser la cible de manière précise grâce à l'utilisation d'un
ﬁltrage gaussien permettant de lisser les imperfections de l'image après avoir ajusté les
largeurs à mi-hauteurs des deux directions du masque.
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5 Démarche de l'étude
L'une des principales limitations des radars ULB impulsionnels réside dans la capacité
de ces systèmes à générer une impulsion de niveau élevé dont la forme et la durée sont
parfaitement maitrisées. Jusqu'à présent, la génération d'impulsions dont le niveau pouvait
facilement atteindre le megavolt demeurait le domaine de prédilection des générateurs
MFP (générateur de Marx). Les inconvénients de ce type de générateurs sont toutefois
notables. En eﬀet, ils ne permettent pas de générer des signaux suﬃsamment courts
(typiquement < 10 ns) et ne présentent que peu de garanties quant à la reproductibilité de
ces impulsions. Précédemment introduite dans la thèse de Jean-Christophe Diot [Dio06], la
technique proposée dans ce travail de thèse consiste à utiliser la mise en réseau d'antennes
ULB de manière à rayonner une impulsion de fort niveau tout en limitant le niveau
d'alimentation de chaque élément (de l'ordre de la dizaine de kilovolts). Les étapes de
conception et de fabrication des antennes élémentaires doivent tenir compte des niveaux
de tension relativement forts que les antennes ont à supporter et de la minimisation de la
dispersion des signaux d'alimentation.
A l'image du fonctionnement des radars bandes étroites à commande de phase,
l'architecture proposée présente l'avantage d'autoriser des changements de direction
du faisceau électromagnétique en fonction du retard temporel entre chaque impulsion
alimentant les antennes, c'est le principe du balayage autonome présenté dans la section 1
du chapitre II. Pour induire ce comportement, il est nécessaire de maitriser avec une grande
exactitude les instants auxquels les impulsions sont générées. La section 2 du chapitre
II introduit le générateur optoélectronique utilisé pour répondre à cette problématique.
La section 3 du chapitre II présente la source élémentaire de rayonnement en décrivant
l'antenne choisie, les étapes d'intégration du générateur et les résultats de mesures obtenus.
La section 4 du chapitre II met l'accent sur la méthode utilisée pour dimensionner le réseau
pour conclure sur une discussion à propos des performances d'un tel système d'émission.
Le système radar à balayage autonome fonctionne avec une fréquence de répétition
alimentant le réseau à l'émission relativement rapide (quelques dizaine de MHz). La section
1 du chapitre III présente un algorithme d'imagerie développé spéciﬁquement pour ce
mode de balayage. Ce traitement de signal doit permettre d'étendre la portée du radar au
delà de la limite conventionnelle de détection imposée par la fréquence de répétition. Le
principe de fonctionnement de l'algorithme de détection ainsi que les mesures de validation
sont présentés. La section 2 du chapitre III conclue ce travail en développant un outil de
façonnage spectral par proﬁlage temporel dont l'objectif est d'améliorer la qualité de
l'image en proﬁtant de la diversité d'informations apportée par les diﬀérences spectrales.
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Chapitre II - Conception d'un réseau d'antennes d'émission à balayage autonome
1 Un mode de balayage innovant
1.1 Principe du balayage autonome
Le balayage autonome est le mode de prospection associé au système radar ULB développé
ici. Ce mode de scrutation permet d'inspecter une zone sans mouvement mécanique, en
faisant varier l'orientation du faisceau électromagnétique. Ce changement de direction est
obtenu en jouant sur les retards entre les instants d'alimentation des antennes constituant
le réseau d'émission.
Il est possible de faire l'analogie avec des systèmes bandes étroites tels que les réseaux
d'antennes à commande de phase (Phased Array Antennas). En eﬀet, ces architectures
sont constituées de plusieurs antennes réparties en réseau. Chacun de ces éléments est
associé à un déphaseur. Il y a donc création d'interférences entre le rayonnement des uns
et celui des autres. Le faisceau est généré par la somme des interférences constructives et
sa direction principale θ peut être modiﬁée en fonction de la phase φn du signal alimentant





La ﬁgure II.1 présente le principe du fonctionnement d'un réseau d'antennes à commande































Fig. II.1  Principe du réseau d'antennes à commande de phase
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L'atout majeur d'une telle structure est qu'elle permet d'atteindre des niveaux de gain
élevés en multipliant le nombre d'éléments. Toutefois, la couverture angulaire limitée et
la déformation du faisceau par le dépointage sont à prendre en considération.
Bien que relativement couteux et complexe, ce type d'architecture fonctionne bien pour
des système bandes étroites mais la conception des déphaseurs ULB reste diﬃcile. C'est
la raison pour laquelle l'étage de déphasage est remplacé ou associé à des unités de retard
temporel telles que des lignes à retards. Ceci permet en outre d'élargir la bande du système
et d'éviter les problèmes de dispersion.
Avec le réseau d'antennes ULB présenté dans ce manuscrit, il est proposé d'alimenter
chacun des éléments du réseau par un train d'impulsions dont la fréquence de répétition
varie légèrement d'une antenne à une autre comme le montre la ﬁgure II.2. En eﬀet, cette
diﬀérence de PRF induit un décalage linéaire des instants d'alimentation des antennes les
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Fig. II.2  Principe du balayage autonome
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L'expression du retard ∆t nécessaire pour provoquer le dépointage selon l'angle θ
correspond au temps mis par l'onde électromagnétique pour parcourir la distance ld








Fig. II.3  Calcul du retard ∆t avec la distance ld
∆t = ld/c = d sin(θ)/c (II.2)




T + ∆t(n− 1) (II.3)
Cependant, il est important de remarquer que l'écart entre deux angles consécutifs n'est
pas constant alors que le décalage entre les impulsions d'alimentation évolue linéairement.
En eﬀet, comme illustré sur la ﬁgure II.2, le dépointage obtenu sur le deuxième groupe
d'impulsions (en rouge) θ1 ne correspond pas à la moitié du dépointage obtenu sur le
groupe d'impulsions suivant (en vert) donc θ2 6= 2θ1. Le pas de l'angle de dépointage
augmente avec le nombre de tirs et ceci est du à la non-linéarité de la fonction sinus.
Pour dimensionner le réseau antennaire et le dispositif de commande optique, le nombre
d'antennes choisi est de 4 et ces antennes sont disposées selon un arrangement horizontal
pour permettre un dépointage azimutal (ces choix seront détaillés dans la dernière partie
du chapitre). Les travaux faisant référence ici sont ceux publiés par Adrien Godard durant
son doctorat [God09] où l'architecture d'un réseau antennaire a été optimisée. Les antennes
intégrées dans le réseau fonctionnant dans la bande [300MHz-3GHz] sont des antennes à
ondes progressives (antennes K) et il a été montré qu'une distance inter-antennes de
12cm autorisait un balayage de −21° à 21°. Ces valeurs maximales de dépointage sont
le résultat d'un compromis faisant intervenir les paramètres suivants : couplage entre
antennes, niveau du rayonnement arrière, niveau des lobes de réseau et variation des
formes d'ondes rayonnées en fonction de l'angle visé.
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Pour une profondeur de scène scrutée par ce radar de 8m, cette ouverture azimutale
permet de couvrir une largeur de scène de 8m. A la fréquence la plus haute de la bande de
travail, celle pour laquelle la directivité du réseau est la plus forte, l'ouverture rayonnante
à mi-puissance est d'une dizaine de degrés. Aussi, un pas de balayage de 3° a été choisi
de sorte que les tâches de rayonnement se chevauchent d'un angle visé à l'autre.
Pour répondre à ces contraintes, le système d'alimentation doit donc permettre de balayer
une zone de −21° à 21° avec un pas de 3°, soit 15 tirs successifs. Il est donc nécessaire
de générer un train d'impulsions pour chaque antenne du réseau dont les PRF sont
ajustées aux valeurs contenues dans le tableau II.1, pour une distance entre deux antennes
adjacentes d = 12cm.
Numéro de l'antenne 1 2 3 4
PRF / MHz 40.000 39.967 39.933 39.900
Tab. II.1  Valeurs des PRF pour une distance d = 12cm
Chacun de ces trains doit être composé de 15 impulsions couvrant chacune une bande
spectrale comprise entre 300MHz et 3GHz (-3dB en terme de ratio d'amplitudes). La
ﬁgure II.4 permet de visualiser la forme du train d'impulsions à générer et à appliquer à
l'entrée de chaque antenne (Ant1 - Ant4) pour obtenir le balayage autonome requis. Pour
θ = 0°, toutes les impulsions sont synchrones et représentées par la trace All.
La ﬁgure II.4 met en avant la vitesse de balayage de la zone à inspecter. Dans cet exemple,
pour une fréquence de répétition à 40MHz avec 15 angles de tir permettant de couvrir une
zone de -21°à 21°, la durée totale du balayage est de 350ns. Cette ﬁgure permet également
d'illustrer l'exactitude nécessaire pour générer ces trains et notamment les instants de
déclenchement de chaque impulsion. Le tableau II.2 montre les retards ∆t et les angles
de dépointage θ induits pour les tirs allant des numéros 8 à 15 (les tirs de 1 à 7 sont les
symétriques respectifs des tirs 15 à 9).









Tab. II.2  Angle visé θ et retard ∆t en fonction du numéro de tir
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Fig. II.4  Train d'impulsions permettant un balayage autonome
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1.2 Conséquences sur le système
Pour répondre aux besoins des applications visées (I.1.2), telles que l'imagerie radar et la
pénétration de milieux, le spectre des impulsions permettant d'alimenter chaque antenne
du radar a été choisi de 300 MHz à 3 GHz, soit une décade de bande, ce qui conduit à une
résolution en distance d'environ 6 cm. Le système d'alimentation doit donc permettre de
générer des impulsions possédant des durées de l'ordre de 1 ns avec des temps de montée
de l'ordre de la centaine de picosecondes et de niveau le plus élevé possible pour ne pas
limiter la portée du radar (quelques kilovolts visés).
Le balayage autonome permet, sans mouvement mécanique, l'inspection d'une zone en
utilisant des retards variables entre les instants d'alimentation des antennes de manière à
induire un faisceau électromagnétique dont l'orientation change au cours du temps. Il est
donc indispensable de générer des trains d'impulsions dont les fréquences de répétition
soient parfaitement connues et maitrisées. Comme mentionné dans la partie 1.1, l'objectif
est de balayer une zone allant de -21° à +21° avec un pas de 3° d'où une durée typique
de 400 ns. Une forte valeur de PRF qui assure le balayage rapide d'une zone, engendre, a
priori, une limitation de la capacité de détection du radar. En eﬀet, associé à un algorithme
d'imagerie standard avec une PRF de 40MHz, la portée maximale du radar serait limitée
à 3.75 m (I.2.1.4). Le section 1 du chapitre III présente une technique de traitement de
signal, qui, associée au système radar à balayage, permet de s'aﬀranchir de cette limite.
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2 Le générateur optoélectronique
2.1 La commutation haute tension
Les générateurs d'impulsions courtes sont tous basés sur le même principe (voir ﬁgure II.5).
La première étape consiste à charger un élément capacitif ou inductif. Une fois l'élément
chargé, la libération de l'énergie sous forme d'une impulsion constitue la deuxième
étape du processus. Ce déclenchement est provoqué par un commutateur rapide dont











Fig. II.5  Principe de la génération d'impulsions courtes
Il existe trois familles de commutateurs permettant de réaliser la fonction d'interrupteur
rapide : les semi-conducteurs de puissance, les éclateurs à gaz et les composants
optoélectroniques.
2.1.1 Les semi-conducteurs de puissance
Le fonctionnement des semi-conducteurs de puissance repose sur les lois de la physique du
composant et notamment des matériaux dopés positivement ou négativement. Cette zone
du cristal, appelée jonction p-n, permet à ces composants de jouer le rôle d'interrupteur
électronique. Le transistor bipolaire en est le parfait exemple puisqu'il consiste en
l'association de deux jonctions p-n montées têtes-bêches. Le régime de commutation varie
en fonction de la technologie. En eﬀet, cette commutation peut être commandée à la
fermeture et à l'ouverture (transistor bipolaire, IGBT, MOS) ou seulement à la fermeture
(thyristor) ou encore ne peut être pilotée du tout, comme c'est le cas avec une diode.
Parmi les semi-conducteurs les plus utilisés pour réaliser la fonction d'interrupteur aﬁn
de générer une haute tension pulsée, il convient de mentionner :
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 le thyristor est composé de quatre couches de matériaux dopés alternativement p et
n. Il se comporte comme un commutateur bistable, c'est à dire qu'il est commandable à
la fermeture par la polarisation de la gachette. L'ouverture est provoquée par une chute
importante de la tension anode cathode de manière à ce que le courant de maintien ne
soit plus assuré (bref court-circuit entre l'anode et la cathode). Même si le thyristor
permet la commutation de forts niveaux de tension (quelques kV), il n'est pas assez
rapide (typiquement entre 10µs et 100µs) pour générer des impulsions de très courtes
durées (1ns),
 le transistor IGBT est une association entre un transistor MOS et un bipolaire
permettant de bénéﬁcier des avantages de chacun de ces composants. En eﬀet, avec le
transistor bipolaire, la tension de déchet à l'état passant reste faible tout en assurant un
pouvoir de commutation fort à des fréquences relativement basses. Le MOS permet de
travailler à des fréquences plus élevées mais présente une tension de déchet importante.
Le transistor IGBT permet donc un bon compromis entre la puissance (typiquement
10kW à 1000kW) et la fréquence de commutation (typiquement 10kHz à 100kHz),
 le transistorMOSFET est un semi-conducteur à eﬀet de champ qui diﬀère par rapport
au transistor bipolaire par son mode de commande. En eﬀet, le contrôle de la densité de
porteurs dans le canal du composant est obtenu en utilisant l'eﬀet de champ à travers
l'oxyde de grille. Les niveaux de tensions ne sont donc pas très élevés (1kV) mais des
fréquences de commutation de l'ordre de 100MHz peuvent être atteintes.
2.1.2 Les éclateurs à gaz
Les éclateurs à gaz sont des composants largement utilisés pour protéger les circuits
électroniques en cas de fortes surtensions et permettent d'absorber des courants élevés. Ils
sont composés de deux armatures métalliques séparées par un tube rempli par un isolant
gazeux. La tenue en tension de l'éclateur est déterminée par la géométrie du composant
ainsi que par la pression et la nature du gaz utilisé.
Pour obtenir des fronts de montée rapides, il est indispensable de se placer en régime relaxé
où la commutation est eﬀective pour une certaine valeur de tension [Pec01] alors que le
régime déclenché est obtenu en commandant la commutation par une énergie externe.
L'inconvénient de cette technologie reste la reproductibilité des impulsions générées car les
propriétés du gaz varient fortement avec la température et la durée de vie des électrodes,
rendue relativement faible compte-tenu de l'érosion forcée.
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2.1.3 Les composants optoélectroniques
Les composants optoélectroniques permettant de réaliser la fonction d'interrupteur rapide
s'appellent des photocommutateurs (PhotoConductive Semiconductor Switch - PCSS). Le
phénomène physique exploité par ces composants est la photoconduction, utilisé pour
la première fois en 1975 par David Auston pour générer des impulsions électriques. Le
principe est de faire passer les électrons de la bande de valence du semi-conducteur à la
bande de conduction en apportant de l'énergie sous la forme d'un signal optique.
Les photocommutateurs considérés dans le cadre de ces travaux supportent des niveaux
de tension allant de quelques volts à plusieurs dizaines de kilovolts en fonction de la
géométrie du composant. Ils présentent également une gigue, qui peut être déﬁnie par
l'incertitude de l'instant de déclenchement vis-à-vis du signal de commande (voir ﬁgure




Fig. II.6  Gigue au déclenchement
Le principe de fonctionnement d'un générateur d'impulsions courtes à base de











Fig. II.7  Principe de fonctionnement d'un générateur à base de photocommutateur
Un condensateur est chargé au travers d'une résistance par un générateur de tension
continue. Une fois chargé, une impulsion laser est envoyée sur le photocommutateur ce
Romain NEGRIER | Thèse de doctorat | Université de Limoges | 2016
Page 62
Chapitre II - Conception d'un réseau d'antennes d'émission à balayage autonome
qui engendre une variation très rapide de sa résistivité. Il y a donc libération de l'énergie
accumulée sous la forme d'une impulsion électrique vers la charge dont la durée dépend
de la technologie du photocommutateur.
On distingue trois modes de fonctionnement pour déclencher l'impulsion :
 le mode déclenché dans lequel le photocommutateur est fermé par une impulsion laser
et ouvert ensuite. Le temps de réouverture dépend de la vitesse de recombinaison des
porteurs de charges,
 le mode forcé dans lequel la fermeture est eﬀective tant que l'excitation optique est
présente,
 le mode commandé dans lequel la fermeture et l'ouverture sont pilotées par deux
impulsions optiques distinctes.
Le mode déclenché sera préféré car il ne nécessite qu'une impulsion laser et le temps
de recombinaison des porteurs des photocommutateurs choisis permet d'obtenir des
impulsions dont la largeur reste limitée à quelques nanosecondes.
Lorsque l'impulsion laser éclaire le photocommutateur, l'énergie optique provoque une
variation de la conductivité du semi-conducteur entre les deux électrodes. Cette variation
peut être obtenue suivant deux modes :
 le mode linéaire dans lequel chaque photon incident engendre une paire d'électron-
trou [KON09]. Ce mode est complètement contrôlé par la source optique et permet
de recopier sur l'impulsion électrique, le temps de montée de l'impulsion optique. Il
présente également les avantages d'oﬀrir une synchronisation excellente pour laquelle
la gigue reste inférieure à 10ps et d'assurer une très bonne reproductibilité puisqu'elle
dépend uniquement de la stabilité du laser. L'inconvénient de ce mode est qu'il est
nécessaire de fournir une quantité d'énergie optique importante pour commuter des
forts niveaux de tension.
 le mode avalanche est une réaction non-linéaire pour laquelle chaque photon incident
entre en collision avec le réseau cristallin, libérant ainsi, de nouveaux porteurs de
charge [Lou+97 ; OSB95]. Seule une faible quantité d'énergie optique est nécessaire pour
initier le processus de commutation mais la gigue reste largement supérieure comparée
à celle obtenue dans le mode linéaire. Ce mode est donc diﬃcilement envisageable si
l'application requiert une bonne synchronisation comme par exemple une mise en réseau
de plusieurs générateurs.
Le fonctionnement linéaire est donc choisi car il permet d'assurer une gigue temporelle
faible même si le système laser reste plus diﬃcile à concevoir.
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2.1.4 Comparatif des technologies de générateurs haute tension
Le tableau II.3 présente une comparaison des diﬀérentes technologies mentionnées (semi-
conducteurs de puissance, éclateurs à gaz et composants optoélectronique) susceptibles
d'être utilisées au sein d'une structure permettant de générer des impulsions courtes.
Cette comparaison s'appuie sur les réponses des technologies présentées pour répondre à
des critères spéciﬁques que sont la tenue en tension, la valeur de la gigue temporelle, la
PRF, le rendement et la durée de vie, en comparant avec nos objectifs. Cette comparaison




















Tab. II.3  Comparatif technologies de générateurs haute tension
Le tableau II.3 illustre le fait que tous les objectifs peuvent être atteints avec les
composants optoélectroniques. Ils seront donc choisis comme base de conception d'un
générateur d'impulsions courtes. Il existe plusieurs matériaux permettant de concevoir
ce type de composants tels que l'Arséniure de Gallium (GaAs) souvent utilisé en
mode avalanche, le Silicium (Si) qui présente une faible résistivité dans l'obscurité ou
encore le Selenide de Zinc (ZnSe) encore en développement de nos jours. Pour répondre
aux contraintes en termes de tenue en tension, de fréquence de répétition et gigue
temporelle, le choix a été fait de sélectionner la diode GP02-40 à base de Silicium dopé
commercialisée par Vishay. Une modiﬁcation est apportée à cette diode de manière à la
rendre transparente. Elle présente une faible énergie d'activation (quelques microjoules).
Plusieurs calibres existent mais nous avons principalement travaillé avec celui pouvant
supporter des tensions de l'ordre de 4kV.
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2.2 Le générateur optoélectronique développé
L'objectif de cette partie est de décrire l'architecture du dispositif optoélectronique
permettant de générer :
 des trains de 20 impulsions électriques d'amplitudes stables avec une fréquence de
répétition à 40MHz,
 des impulsions constituant le train dont le spectre s'étale de 300MHz à 3GHz.
2.2.1 Principe de la commutation à base de photocommutateurs
Les composants utilisés sont des diodes rapides possédant une tension inverse de claquage
















Haute tensionFlash B Flash A
PCSS B PCSS A
Fig. II.8  Représentation schématique du principe de fonctionnement du générateur
optoélectronique
Une illumination (synchrone ou non selon la forme d'onde souhaitée) des deux composants
permet la libération des ondes progressive et régressive emprisonnées dans un élément
capacitif (ligne de transmission) préalablement chargé. La réﬂexion de l'onde régressive
au niveau du semi-conducteur, placé près de la masse, permet une inversion du signe de
cette même onde. Une superposition linéaire des deux ondes forme, en sortie, l'impulsion
électrique qui est ensuite rayonnée par une antenne. La gestion du retard relatif entre les
impulsions lasers d'activation permet un contrôle du proﬁl temporel du signal électrique
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de sortie. Une impulsion à valeur moyenne nulle, appelée également bipolaire symétrique,
peut ainsi être obtenue.
2.2.2 Représentation schématique du générateur optoélectronique
La ﬁgure II.9 montre une représentation du générateur optoélectronique proposé pour




















Fig. II.9  Représentation schématique du générateur optoélectronique développé
Il s'agit d'un stockage de charges sur une ligne de propagation de type micro-ruban placée
entre deux semi-conducteurs photosensibles présentant des impédances fortes. La durée
du signal électrique de sortie t1 (inversement proportionnelle à sa bande spectrale) est
alors ﬁxée par la longueur de la ligne de propagation d entre les deux commutateurs.
L'énergie optique appliquée sur les photocommutateurs A et B permet respectivement
d'augmenter les niveaux crêtes des alternances positives et négatives de l'impulsion
générée. Il est également possible de faire varier l'instant où apparait le front de transition
inter-alternance tA en jouant sur les instants de déclenchement TFlash A et TFlash B des
impulsions optiques.
Il est à noter que cette possibilité d'engendrer des impulsions est reproductible dans
le temps avec une stabilité forte (gigue temporelle inférieure à 2ps) grâce à une faible
variation de l'énergie optique et à l'utilisation d'une commutation optoélectronique en
régime linéaire.
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2.2.3 Temps de recombinaison des porteurs
Lors de la commutation optoélectronique, le faisceau laser engendre la création de charges
électriques dont la quantité est directement proportionnelle à l'énergie optique incidente.
La résistivité du composant s'en trouve alors largement diminuée passant de plusieurs
centaines de MΩ à quelques Ω. Le principe de génération peut être décrit par une approche
non linéaire appelée  rectiﬁcation optique  [Bas+62].
Dans notre cas, la porte électrique générée par le faisceau laser reste fermée tant que les
charges sont suﬃsamment nombreuses pour maintenir une résistivité basse. Cette période
est directement ﬁxée par le temps de recombinaison que nous avons expérimentalement
mesuré. Le principe de mesure est donné sur la ﬁgure II.10. Un commutateur est implanté
sur une ligne de propagation électrique ultra longue. Cette ligne permet d'engendrer un
signal électrique à partir de l'instant de commutation et sur une durée égale au temps
de recombinaison des porteurs. La ﬂuctuation du signal de sortie permet de mesurer la
variation de résistivité du composant, elle même liée au temps de recombinaison.
Fig. II.10  Principe de mesure du temps de recombinaison des porteurs
Le temps de recombinaison des porteurs a été mesuré pour diﬀérentes valeurs d'énergie
optique (voir ﬁgure II.11). Plus la quantité d'énergie optique est élevée plus la quantité
de charges engendrées est forte et plus le temps de ré-ouverture du composant est grand.
Ces mesures ont été réalisées avec un train de 20 impulsions à 80 MHz ce qui permet de
moyenner le signal obtenu sur un grand nombre d'événements.
La courbe exponentielle obtenue lors de la réouverture du composant, et cela grâce à la
recombinaison des porteurs, est du type y = A1e(
− x
tc
) + y0. L'élément intéressant ici est
la variable caractéristique tc qui permet d'avoir une idée du temps de recouvrement des
propriétés de résistivité du composant. Ce paramètre tc a été tracé sur la ﬁgure II.12
en fonction de l'énergie incidente. On peut clairement voir que plus la quantité d'énergie
optique est importante plus le temps de fermeture du composant est élevé. Ce temps varie
entre quelques nanosecondes pour une énergie par impulsion de quelques microjoules à
plus de 16 ns pour une énergie de 22 µJ. Comme dans le cas d'une décharge ou d'une charge
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Fig. II.11  Mesure de la réponse du photocommutateur pour un composant de 4kV en
fonction de la quantité d'énergie optique par impulsion
de condensateur, nous avons évalué que le temps optimal pour obtenir une commutation
eﬃcace était de l'ordre d'au moins 3 fois le temps caractéristique tc. En choisissant une
énergie de 20µJ, le temps minimum entre deux impulsions formant le train doit être de
l'ordre de 20 ns d'où une fréquence de répétition inférieure à 50 MHz. Néanmoins, des
essais en commutation ont été eﬀectués jusqu'à la fréquence de répétition de 80 MHz. Seule
l'eﬃcacité de commutation peut être aﬀectée en fonction de l'énergie optique envoyée.
2.2.4 Le système de commande optique
Une première version d'une source laser délivrant des trains d'impulsions subnanosecondes
de fréquence de récurrence 80MHz a été réalisée. Malheureusement, le temps séparant deux
événements successifs était trop faible pour permettre un bon retour à l'état initial du
semi-conducteur. Dans ces conditions, une évolution progressive de la forme de l'impulsion
a été observée. Un fond continu parasite se mélangeait au train d'impulsions. De plus,
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Fig. II.12  Temps de recombinaison des porteurs pour un composant supportant une
polarisation à 4kV en fonction de l'énergie par impulsion
le rétrécissement de l'impulsion optique ne permettait pas de diminuer la durée des
impulsions électriques de sortie en dessous de 200 ps ce qui limitait fortement leur bande
spectrale.
Une nouvelle source optique a été réalisée à partir d'une source laser initiale utilisant
une technologie à ﬁbre fonctionnant en mode synchronisé et délivrant des impulsions
d'une durée de 80ps. La fréquence de récurrence est alors de 20 MHz pour une énergie
optique faible de l'ordre de 10nJ. Une impulsion issue de cette source est alors prélevée
puis ampliﬁée au sein d'un ampliﬁcateur multipassage dont le temps de propagation aller-
retour permet d'engendrer une fréquence de répétition de 33.8 MHz. La longueur de
la cavité permet ainsi d'ajuster avec précision la fréquence de répétition désirée. Une
association de cellules optiques permet d'extraire une partie du signal ampliﬁé à chaque
passage ce qui permet de construire un train de vingt impulsions. L'énergie disponible
pour chaque impulsion est de l'ordre de 20 µJ ce qui permet de commuter les deux semi-
conducteurs intégrés dans le générateur optoélectronique. Ce système dispose également
d'une deuxième sortie permettant de générer une impulsion unique de très haute énergie
(2.5mJ).
Le nombre d'impulsions composant le train est modiﬁable en changeant les paramètres
temporels des cellules optiques. Un signal de pré-trigger est également engendré à partir
de la source élémentaire à 20 MHz ce qui permet d'obtenir un signal de synchronisation
ajustable et donc de déclencher à l'avance la source de tension pulsée. Le pas de variation
de ce pré-trigger est de l'ordre de 10 ns sur une plage dépassant la microseconde.
Il est à noter que cette nouvelle source possède des caractéristiques atypiques qu'aucun
laser commercial ne possède actuellement. Néanmoins, la planéité du train d'impulsions,
obtenu en sortie du système, n'est pas parfaite comme on peut le voir sur l'enregistrement
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ci-dessous. Cette distorsion est directement imputable à l'évolution du gain laser dans
la cavité multipassage. Le schéma de cette source et la forme d'un train d'impulsions
optiques sont montrés sur la II.13.
Laser à modes synchronisés Sortie impulsion 2.5mJ






Fig. II.13  Schéma de la source laser (33.8MHz, 80 ps, 20µJ/imp, 1-20 impulsions) -
exemple de train optique
2.2.5 Résultats obtenus
Grâce au système présenté dans le paragraphe précédent, des trains d'impulsions
électriques ont été obtenus en utilisant le générateur optoélectronique présenté en ﬁgure
II.9.
Des impulsions monopolaires et bipolaires ont été générées et la diminuation de la
fréquence du train optique à 33.8MHz a permis d'éviter l'eﬀet mémoire engendré par
des PRF plus élevées.
La conﬁguration permettant de façonner les signaux électriques photogénérés est illustrée
en ﬁgure II.14. Ce dispositif intègre deux photocommutateurs disposés sur une ligne micro-
ruban qui sont éclairés ou non avec des puissances optiques ajustables. Une résistance R
est ajoutée en sortie du câble transportant la haute tension, au niveau de la liaison à la
ligne de transmission. Cette résistance permet de limiter l'inﬂuence de cette jonction haute
tension/ligne et doit être choisie grande devant 50Ω. La valeur de R doit toutefois ne pas
être trop forte pour que la constante de charge de la ligne soit compatible avec le taux de
répétition des impulsions souhaité. Lorsque seul le PCSSA est éclairé par le train optique,
un train d'impulsions électriques monopolaires est généré (voirII.15a). Le rendement en
commutation (déﬁni ultérieurement) qui se traduit par le niveau des impulsions reste
relativement constant pendant toute la durée de la salve et le signal parasite qui suit
l'impulsion principale (voir II.15b) est de relative faible amplitude grâce à la présence de
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la résistance R. La durée à mi-hauteur de l'impulsion monopolaire pour une ligne de 35





PCSS B PCSS A
Fig. II.14  Schéma représentatif de la génération d'une impulsion monopolaire
(a) Train d'impulsions monopolaires






















Fig. II.15  Résultats en conﬁguration monopolaire
Des impulsions bipolaires ont également été générées dans la conﬁguration imagée par
la ﬁgure II.16. Le front de montée de cette impulsion est de l'ordre de 225 ps avec une
transition entre l'alternance positive et négative de 570 ps. Comme le montre la ﬁgure
II.17.b, la durée totale de l'impulsion est alors de 1.6 ns.
Les ﬁgures II.15a et II.17a mettent en évidence les diﬃcultés rencontrées pour générer un
train d'impulsions dont le niveau reste constant. Cette variation est directement imputable
au signal d'excitation (pompage optique par lampe ﬂash) du milieu ampliﬁcateur. Il s'agit
d'une forme en exponentielle décroissante souvent caractérisée par sa largeur à mi-hauteur
(dans notre cas 240µs).
Il est également important de mentionner l'eﬀet non linéaire de type Franz-Keldysh, se
manifestant par une variation de l'absorption optique du semi-conducteur en fonction du
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PCSS B PCSS A
Fig. II.16  Schéma représentatif de la génération d'une impulsion bipolaire
(a) Train d'impulsions bipolaire



















Fig. II.17  Résultats en conﬁguration bipolaire
niveau de champ électrique appliqué, qui limite fortement l'eﬃcacité de conversion pour
des hautes tensions de polarisation.
2.3 Le générateur de haute tension pulsée
2.3.1 Objectifs visés
L'objectif de ce paragraphe est de décrire le générateur de haute tension pulsée qui
a remplacé l'alimentation DC permettant la polarisation de la ligne de transmission
du dispositif optoélectronique, en vue d'augmenter la tension commutable par les
photocommutateurs.
La source pulsée doit générer un créneau unique de haute tension autorisant la
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commutation de l'ensemble des impulsions constituant le train. Les caractéristiques visées
pour la génération des créneaux de tension sont les suivantes :
 Tension de sortie : variable jusqu'à un niveau de 12kV,
 Charge : 4pF (capacité équivalente du photocommutateur),
 Durée d'application de la haute tension : 450ns (compatible avec la génération d'un
train de 15 impulsions photogénérées),
 Fréquence de répétition : environ 10Hz permettant un balayage tous les 100ms,
 Niveau constant sur la durée du créneau.
2.3.2 Topologie choisie
Du fait de la non nécessité d'une adaptation d'impédance avec le circuit aval devant lui être
associé et de la relative facilité d'obtention d'impulsions de tension de durée  longue ,
la solution technologique retenue consiste à réaliser un circuit RC avec un interrupteur
commandable à la fois à l'ouverture et à la fermeture. Pour ce qui est du semi-conducteur
assurant la fonction d'interrupteur électronique, le transistor IGBT alliant rapidité de
commutation et faibles pertes en conduction a été choisi.
Fig. II.18  Schéma de principe du générateur de haute tension pulsée
Le schéma de principe du circuit est montré en ﬁgure II.18. Les transistors IBGT doivent
se fermer puis s'ouvrir après une durée d'au moins 450ns. Un signal bas niveau issu d'un
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générateur basse fréquence (GBF) permet la commande d'un driver. Le signal provenant
du driver commande la fermeture puis l'ouverture de l'IGBT par une attaque au niveau
de sa gâchette.
Une alimentation continue basse tension de polarisation est également utilisée. Aﬁn
de garantir l'isolation galvanique entre la partie commande et la partie puissance, un
convertisseur DC/DC est inséré dans ce montage. Aussi, deux régulateurs (un de 15V qui
alimente le driver et un de 5V pour alimenter le récepteur ﬁbre optique) ont été nécessaires.
Le GBF envoie un créneau de 450ns au transmetteur ﬁbre optique qui convertit ce signal
électrique en un signal optique. Le signal optique transite via la ﬁbre vers un récepteur
opto-électronique. Ce signal est ensuite envoyé au driver d'IGBT pour commander la
commutation de l'IGBT via sa gâchette.
2.3.3 Résultats obtenus
Des essais mettant en oeuvre la commutation d'un seul transistor ont permis de montrer
que le niveau de décroissance du créneau haute tension (environ 1kV) n'était pas
signiﬁcatif. A partir de là, la mise en série de plusieurs étages a permis :
 de réaliser des interrupteurs commutant à des tensions inaccessibles avec un composant
unique,
 d'utiliser des semi-conducteurs de faibles calibres mais qui commutent rapidement.
Cependant lors de la réalisation d'une association série de commutateurs électroniques,
il est nécessaire d'équilibrer la tension d'alimentation sur chacun des composants aﬁn
d'assurer une répartition homogène de cette tension. Dans le cas idéal d'une telle
association série d'IGBT, tous les composants doivent se fermer et s'ouvrir simultanément.
En réalité, du fait de la dispersion des caractéristiques, les comportements en régime
statique et en régime transitoire de chaque IGBT sont diﬀérents. Ainsi une diﬃculté
majeure réside dans l'équilibrage des tensions aux bornes de chaque composant, d'où la
nécessité de mettre entre chaque émetteur et collecteur un circuit dit  snubber .
La photographie du circuit principal, associant 14 IGBT pouvant supporter chacun une
tension maximale de 1.2kV, est visible en ﬁgure II.19a alors que la ﬁgure II.19c montre le
créneau généré par cette association.
Il est important de noter l'utilisation de la diode de roue libre au niveau de la charge pour
protéger le circuit contre les surtensions qui peuvent apparaitre lorsque les transistors
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(a) Photographie du circuit principal (b) Photographie du boitier
















(c) Créneau HT pour une association de 14 IGBT
Fig. II.19  Prototype du générateur de haute tension pulsée
s'ouvrent brutalement. La résistance R2 en amont du circuit principal permet de limiter
le temps de montée donc l'overshoot qui a tendance à engendrer des oscillations au niveau
du créneau haute tension.
2.4 Mesures du générateur optoélectronique polarisé en pulsé
La ﬁgure II.20 illustre le principe des mesures réalisées pour montrer l'apport du
générateur haute tension pulsée, appelée ici VP , par rapport à un générateur de tension
continue classique VDC .
Les mesures sont enregistrées après une opération de moyennage sur un oscilloscope Lecroy
820Zi de 20GHz de bande passante. La mesure des hautes tensions utilisées pour polariser
la ligne de transmission du générateur optoélectronique est eﬀectuée par l'intermédiaire
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PCSS B PCSS A
Fig. II.20  Schéma de principe des mesures réalisées
d'une sonde North Star PVM5 dont le facteur d'atténuation est de -60dB.
2.4.1 Polarisation sans illumination
Lors de ces mesures, les photocommutateurs ne sont pas activés par l'optique (énergie
optique EA = EB = 0J) et la fréquence de récurrence de la polarisation dynamique est de
10Hz. Le but ici étant de déterminer les niveaux de tension nécessaires à la destruction
du composant. Le tableau II.4 montre les résultats obtenus.
Type de
polarisation
Polarisation statique Polarisation dynamique
Valeur de R 1.45kΩ 100Ω 1.45kΩ 100Ω
Tension de
destruction / kV
VDC=4.1 VDC=4.1 VP=6 VP=5.8
Tab. II.4  Tension de destruction du composant sans illumination
En polarisation statique, le niveau de tension maximal mesuré correspond bien à la
tension de rupture du semi-conducteur présentée sur la ﬁche de données constructeur.
En polarisation dynamique, avec une fréquence de répétition du créneau haute tension de
10Hz, le niveau maximal de tension correspondant à la destruction du composant est 50%
plus élevé qu'en polarisation statique. Il est important de noter que des fortes valeurs de
résistance R semblent favoriser la montée en tension de polarisation.
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2.4.2 Polarisation avec illumination pour la génération de trains à 33.8MHz
L'objectif de ce paragraphe est d'étudier les performances du générateur optoélectronique
pour la génération de trains d'impulsions monopolaires et bipolaires cadencées à 33.8MHz.
Dans les deux cas, des mesures ont été eﬀectuées pour connaitre l'évolution de la tension
en sortie du générateur en fonction de la tension du créneau haute tension de polarisation.
Le ratio entre le niveau de polarisation et le niveau de tension à la sortie du dispositif
optoélectronique peut être introduit. Il est appelé rendement de conversion, noté η et
permet d'évaluer les performances du système.
Une première mesure, dite sans optimisation, correspond à un relevé direct du niveau du
signal de sortie en fonction du niveau de polarisation. La deuxième mesure, dite avec
optimisation, diﬀère dans la mesure où l'on cherche visuellement le niveau de sortie
maximal à chaque nouvelle valeur de polarisation en jouant sur la position relative du
faisceau optique au dessus du composant.
Les trains d'impulsions monopolaires (conﬁguration pour laquelle EA = 6.25µJ et
EB = 0J) et bipolaires (les 2 PCSS sont éclairés simultanément avec EA = EB = 6.25µJ)
sont respectivement montrés en ﬁgure II.21a et II.21c. Les évolution de η en fonction de
la tension de polarisation sont également tracées en ﬁgure II.21b et II.21d respectivement
pour le train d'impulsions monopolaires et bipolaires avec (courbe rouge) et sans (courbe
bleue) optimisation.
Le tableau II.5 permet de synthétiser les résultats obtenus et de montrer que la génération
de train d'impulsions bipolaires avec optimisation permet d'atteindre un rendement de
35%.
Type d'impulsion Sans optimisation Avec optimisation
Monopolaire η = 13% η = 23%
Bipolaire η = 26% η = 35%
Tab. II.5  Evaluation des performances du dispositif
L'apport de la phase d'optimisation est assez net pour les forts niveaux de polarisation
puisqu'elle permet de contrer l'inﬂuence de l'eﬀet Keldysh dans le cas d'un changement de
point de polarisation mais surtout de l'eﬀet thermique. En eﬀet, l'élévation de température
du semi-conducteur induit une modiﬁcation de ses propriétés. Il s'agit donc, avec cette
étape d'optimisation, de présenter la quantité d'énergie optique optimale favorisant
l'absorption du composant. On peut également noter que la destruction du composant
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(a) Train d'impulsions monopolaires généré
avant la destruction



















(b) Tension de sortie en fonction de la
polarisation
(c) Train d'impulsions bipolaires généré avant
la destruction



















(d) Tension de sortie en fonction de la
polarisation
Fig. II.21  Résultats obtenus pour la génération de train d'impulsions
dépend plus du niveau de tension photogénéré que du niveau de polarisation appliqué.
2.4.3 Discussion sur les performances du système de génération d'impulsions
En conclusion, le générateur optoélectronique couplé à son système de commande laser
permet de générer des trains d'impulsions monopolaires ou bipolaires dont la fréquence
de répétition varie en fonction de la longueur de la cavité ampliﬁcatrice. Le système peut
donc être utilisé pour alimenter un réseau antenne impulsionnelle et autoriser un balayage
autonome en ajustant correctement les PRF de chaque commande.
Les essais menés ont permis de mettre en évidence la sensibilité du photocommutateur
utilisé aux variations rapides de tension. La résistance de charge a également un impact
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important et un compromis sur sa valeur doit être trouvé puisqu'elle doit permettre :
 d'avoir une valeur suﬃsamment faible pour assurer une recharge rapide de l'alimentation
haute tension dans la mesure où elle intervient dans le calcul de la constante RC du
circuit,
 d'avoir une valeur suﬃsamment forte pour permettre de polariser la ligne de
transmission à des valeurs élevées.
Pour éviter de solliciter les PCSS en permanence, l'alimentation haute tension classique
a été remplacée par une alimentation haute tension pulsée. Une augmentation du niveau
de polarisation de 30% en monocoup et 5% pour la génération de train a pu être observé.
On peut donc prédire une durée de vie plus importante des photocommutateurs.
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3 Conception et caractérisation de la source
élémentaire de rayonnement
L'objectif de cette partie est de présenter les phases de conception et de caractérisation de
la source de rayonnement élémentaire constituant le réseau d'émission du système radar.
Celle-ci est l'association :
 du générateur optoélectronique présenté en ﬁgure II.9,
 de la commande optique permettant de générer des trains d'impulsions optiques
illustrée en ﬁgure II.13,
 de la source de haute tension pulsée décrite dans le paragraphe 2.3,
 d'une antenne adaptée au rayonnement des trains d'impulsions.
Il faut donc choisir une antenne ULB permettant de rayonner des impulsions courtes dont
le spectre s'étend de 300MHz jusqu'à 3GHz. Cette antenne doit également avoir un centre
de phase dont la position varie peu avec la fréquence de manière à induire le moins de
dispersion possible sur le champ rayonné.
3.1 Présentation de l'antenne
L'antenne choisie est l'antenne K. La ﬁgure II.22 présente les dimensions principales de
sa version d'origine introduite dans l'annexe A et mise en exergue dans la section 3.3
du chapitre I. Le connecteur d'alimentation est un connecteur de type N de chez Radiall
(Réf. R161.416.130). Une connectique N avait été choisie de telle sorte que le système
rayonnant puisse supporter une impulsion de niveau crête de 10kV.
3.2 Intégration du générateur optoélectronique dans l'antenne K
3.2.1 Modélisation du photocommutateur sous CST MWS
La ligne microruban sur substrat d'époxy est modélisée sous CST MWS (voir ﬁgure
II.23). Dans ce modèle, toutes les caractéristiques (dimensions, formes et propriétés des
matériaux) sont prises en compte. Pour coupler ce modèle à des circuit électroniques, des
points accès ont été créés de manière à permettre d'appliquer et de mesurer les signaux.
Les ports sont déﬁnis comme suit :
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Fig. II.22  Antenne K d'origine
 Port 1 (sortie) : signal transitoire généré,
 Port 2 (entrée) : correspond à l'emplacement du PCSSA,
 Port 3 (entrée) : correspond à l'emplacement du PCSSB,





Fig. II.23  Modèle 3D du générateur optoélectronique
Le modèle 3D est alors prêt à être utilisé comme un bloc circuit avec des points accès
dans la partie Design Studio de CST. Il est alors possible d'associer des éléments de
circuit à chaque point du bloc correspondant au modèle 3D de la ligne. La ﬁgure II.24
est la représentation schématique du modèle qui traduit le fonctionnement du générateur
optoélectronique.
Les interrupteurs commandés en tension permettent de modéliser le comportement du
photoconducteur. Les paramètres des interrupteurs sont indiqués dans le tableau II.6.
Les ports externes 2 et 3 sont déﬁnis comme étant les tensions de commande des
interrupteurs. Le port externe 4 correspond au générateur de haute tension permettant
la polarisation de la ligne via une résistance série R.
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Fig. II.24  Représentation schématique du modèle du générateur optoélectronique
Paramètre Valeur
Condition initiale Etat Oﬀ
Résistance On 300MΩ
Résistance Oﬀ 3Ω
Tension de commande (On) 975mV
Tension de commande (Oﬀ) 25mV
Tab. II.6  Paramètres des interrupteurs commandés en tension
3.2.2 Résultat de la modélisation du générateur optoélectronique
Les signaux générés théoriquement et expérimentalement sont comparés sur les graphiques
de la ﬁgure II.25. Les formes transitoires sont comparables même si les temps de montée et
de transition pic à pic sont plus courts pour le signal théorique (voir tableau II.7). D'autre
part, ce signal est plus long et présente une traîne plus bruitée. Il en résulte un spectre un
peu plus étroit pour le signal théorique mais relativement proche de l'expérimentation.
Caractéristique Signal théorique Signal photogénéré
Temps de montée 30ps 80ps
Temps de transition pic à pic 135ps 150ps
Durée totale 745ps 650ps
BP à -10dB 2.6GHz 2.7GHz
BP à -20dB 3.2GHz 3.5GHz
Tab. II.7  Caractéristiques des signaux générés
En conclusion, cette approche théorique est adaptée à la modélisation du
photocommutateur et à la conception de l'antenne intégrant le photocommutateur.
Toutefois, cette modélisation conjointe antenne/source optoélectronique nécessitera des
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(a) Forme transitoire du signal théorique


















































(d) Spectre du signal mesuré
Fig. II.25  Comparaison entre la mesure et la simulation des signaux générés par le
dispositif optoélectronique
temps de calcul très importants (de 3 à 4 heures sur une station de travail HP Z800).
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3.3 Comparaisons théoriques des caractéristiques des antennes
intégrant ou non le générateur optoélectronique
La solution adoptée pour intégrer le générateur optoélectronique est d'insérer ce dernier
en amont de la partie évasée de l'antenne comme illustré sur la ﬁgure II.26. Ceci revient
à un allongement de l'antenne de 5cm tout en conservant le même évasement.
Fig. II.26  Générateur optoélectronique intégré dans l'antenne K
Les caractéristiques du circuit micro-ruban sur lequel sont implantées les photodiodes
sont :
 plaque d'époxy de 1,2mm d'épaisseur,
 longueur de la ligne microruban de 38mm
 largeur de la ligne microruban de 2,48mm
 espacement où est insérée une photodiode de longueur 2mm.
L'allongement de la structure modiﬁe principalement le rayonnement basse fréquence de
l'antenne. L'important est de conserver une adaptation équivalente sur la bande 300MHz-
3GHz et un rayonnement semblable dans le lobe principal.
3.3.1 Adaptation
Les coeﬃcients d'adaptation des deux antennes peuvent être comparés. L'antenne K
originale est alimentée  classiquement  sous CST MWS par un port d'onde situé au
niveau du connecteur coaxial (ﬁgure II.27a) alors qu'il est placé juste avant la partie
évasée (ﬁgure II.27b) pour l'antenne intégrant le photocommutateur (la partie circuit
sous DS Studio permettant de simuler le comportement du générateur n'est pas prise en
compte ici).
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(a) Port d'onde sur le connecteur N (b) Port d'onde sur la ligne microruban
Fig. II.27  Mode d'alimentation des deux antennes
Les coeﬃcients de réﬂexion des deux antennes sont comparés sur la ﬁgure II.28 et l'on
constate que les deux antennes restent adaptées sur la bande 300MHz-3GHz.



















Fig. II.28  Paramètre de réﬂexion S11
3.3.2 Diagrammes de rayonnement
Les diagrammes de rayonnement en gain dans les plans E et H sont présentés sur les ﬁgures
de l'annexe B.1 pour plusieurs fréquences. Pour chaque fréquence et chaque plan, les
diagrammes sont comparés pour l'antenne originale alimentée par coaxial et l'antenne avec
le générateur optoélectronique intégré. L'allongement de l'antenne contribue à modiﬁer
les diagrammes dans la partie basse du spectre. On observe plus particulièrement des
diagrammes beaucoup plus directifs aux fréquences supérieures à 2GHz.
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3.3.3 Gain dans l'axe
Le gain dans l'axe est présenté sur la ﬁgure II.29. L'intégration du générateur
optoélectronique permet d'améliorer fortement le gain, particulièrement aux fréquences
comprises entre 900MHz et 1.8GHz.





























Fig. II.29  Gain réalisé dans l'axe
Les diagrammes de rayonnement montrent en eﬀet que le rayonnement dans l'axe
est renforcé lorsque l'antenne intègre le générateur optoélectronique dans cette bande
de fréquences. Une évolution monotone du gain en fonction de la fréquence est une
caractéristique habituelle pour une antenne à ondes progressives. L'allongement de
l'antenne lui confère donc un meilleur comportement d'antenne à ondes progressives.
La chute du gain à 500MHz est trompeuse car, à cette fréquence, le gain maximum n'est
pas obtenu dans l'axe.
3.3.4 Rayonnement transitoire dans l'axe de l'antenne
La ﬁgure II.30 présente les caractéristiques du signal d'alimentation des antennes utilisé
dans les simulations. Le signal est de forme bipolaire et couvre un spectre à -10dB de
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300MHz à 4GHz. Pour cette analyse, l'antenne est alimentée à l'aide d'un port d'onde
(voir ﬁgure II.27).






















(a) Forme temporelle du signal d'alimentation
















Fig. II.30  Caractéristiques du signal d'alimentation
Les champs électriques lointains dans l'axe à l'avant et à l'arrière de l'antenne sont
présentés respectivement sur les ﬁgures II.31a et II.31b. Les amplitudes correspondent
aux champs lointains ramenés à 1m pour une tension crête à crête de 2V . Le champ
rayonné par l'antenne avec le générateur optoélectronique intégré est supérieur de 5% à
celui rayonné par l'antenne alimentée via un connecteur N (II.31a). De même, le champ
rayonné à l'arrière est supérieur pour l'antenne intégrant le photocommutateur (environ
10%) (II.31b).
























































Fig. II.31  Champ lointain ramené à 1m
En conclusion, les résultats présentés dans ce paragraphe montrent que l'intégration
du photocommutateur (pas de connecteur N) et l'allongement de l'antenne nécessaire
contribuent tous les deux à l'amélioration du rayonnement dans l'axe. Il est cependant
diﬃcile d'identiﬁer la part d'amélioration apportée par chacun.
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3.3.5 Comparaison du rayonnement transitoire avec prise en compte de
l'intégration ou non du générateur optoélectronique
L'objectif de ce paragraphe est de montrer le rayonnement des deux antennes lorsque le
générateur optoélectronique est intégré (voir ﬁgure II.32a) et lorsque ce dernier est associé
à l'antenne via des connecteurs N mâle/femelle (voir ﬁgure II.32b). Le fonctionnement du
photocommutateur est modélisé et simulé par l'approche  électromagnétique/circuit 
présentée dans le paragraphe 3.2.1.
(a) Générateur intégré (b) Générateur associé
Fig. II.32  Intégration et association du générateur optoélectronique à l'antenne K
La ﬁgure II.33a présente la tension relevée sur la ligne microruban en sortie du
photocommutateur A. Dans le cas où le générateur optoélectronique est associé à l'antenne
via une connectique de type N, on observe une déformation du signal due aux réﬂexions
générées au sein même du connecteur. Les tensions relevées à l'entrée de l'antenne c'est-
à-dire au début de l'évasement sont présentées ﬁgure II.33b. Les formes transitoires des
signaux sont semblables mais les amplitudes sont plus faibles pour le système pour lequel
le générateur est connecté à l'antenne. Cette perte représente 13,2% du niveau crête à
crête.
On observe le même phénomène sur les champs électriques rayonnés dans l'axe : formes
transitoires conservées, niveaux plus faibles pour le système incluant la connectique (voir
ﬁgure II.34a). La diﬀérence de niveaux crête à crête sur le champ électrique est de 14,1%
(amplitude de champ lointain rayonné ramené à 1m).
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(a) Tension sur la ligne micro-ruban après le
PCSSA




















(b) Tension en début d'évasement de l'antenne
Fig. II.33  Tension relevée sur le générateur et en pied d'antenne
Le champ rayonné à l'arrière est également plus fort pour l'antenne intégrant le
photocommutateur (voir ﬁgure II.34b). La variation d'amplitude crête à crête est de l'ordre
de 20%.
3.3.6 Prise en compte du câble haute tension
Pour polariser la ligne de transmission du générateur optoélectronique, il est préconisé
d'utiliser un câble haute tension dont les caractéristiques sont présentées sur la ﬁgure B.9
de l'annexe B.2. Une étude a donc été conduite pour estimer les modiﬁcations engendrées
par l'intégration de ce câble dans le modèle de l'antenne. Une résistance de 500Ω est placée
entre l'extrémité du câble et le centre de la ligne microruban (ligne de polarisation).
Le coeﬃcient de réﬂexion de l'antenne avec et sans la présence du câble est présenté
sur la ﬁgure II.36. L'adaptation à partir de 300 MHz à -10dB est conservée. Les écarts
apparaissant à partir de 1,2GHz sont peu signiﬁcatifs.
La ﬁgure II.37 compare les tensions générées à l'entrée de l'antenne lorsque la ligne
microruban est polarisée directement par un modèle de source équivalente de haute tension
ou par l'intermédiaire du câble haute tension. L'inﬂuence de la présence du câble n'est,
là encore, pas signiﬁcative.
Romain NEGRIER | Thèse de doctorat | Université de Limoges | 2016
Page 89
Chapitre II - Conception d'un réseau d'antennes d'émission à balayage autonome




























































Fig. II.34  Champs électriques avant et arrière ramenés à 1m
Fig. II.35  Implantation du câble haute tension dans l'antenne
3.3.7 Conclusion
Cette étude théorique a montré la possibilité d'intégrer le générateur optoélectronique en
technologie microruban dans l'antenne. Globalement, les diagrammes de rayonnement sont
peu modiﬁés comparés à ceux de l'antenne alimentée via de la connectique N nécessaire
pour supporter des forts niveaux de tension. Le rayonnement dans l'axe est également
amélioré. La prise en compte du câble haute tension lors de la modélisation montre que ce
dernier n'a pas une grande inﬂuence sur le signal photogénéré et donc sur le rayonnement
dans l'axe. L'étape suivante concerne la phase de réalisation et la caractérisation du
prototype d'antenne avec le générateur optoélectronique intégré.
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Fig. II.36  Coeﬃcient de réﬂexion S11 avec et sans câble




















Fig. II.37  Tension générée à l'entrée de l'antenne
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3.4 Caractérisation expérimentale de la source élémentaire
Une fois le prototype de l'antenne intégrant le générateur fabriqué, les mesures de
rayonnement ont été réalisées avec la commande optique et le générateur de haute tension
pulsée. L'objectif de cette partie est de présenter la mesure du champ rayonné dans l'axe
de l'antenne intégrant le générateur optoélectronique. La conﬁguration expérimentale est




















Fig. II.38  Représentation schématique de la conﬁguration expérimentale
La conﬁguration expérimentale est présentée sur le schéma de la ﬁgure II.38. La source
optique est installée sur une table optique (ﬁgure II.39a) dans un hall de mesures du
laboratoire. La source de polarisation pulsée est quant à elle située à proximité de la
source optique (ﬁgure II.39b). L'antenne intégrant le générateur (ﬁgure II.39c et ﬁgure
II.39d) est placée sur un support suivant le schéma synoptique ci-dessus (Tx). L'antenne de
réception (Rx) est située face à l'antenne d'émission (ﬁgure II.39e). L'antenne de réception
(ﬁgure II.39f) est une antenne  K  (BP : 300MHz-3GHz). La distance entre antennes
est de 5,2m et leur hauteur de positionnement est de 2.45m. Ce positionnement conduit
à un temps clair 1 de 6.48ns.
La tension générée dans l'antenne (juste après le générateur optoélectronique soit au
début du ruban métallique de l'antenne) est mesurée à l'oscilloscope par l'intermédiaire
1. Temps entre le parcours direct et le parcours le plus court lié à une réﬂexion (par exemple sur le
sol)
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d'une sonde haute tension (ﬁgure II.39d). Cette sonde de référence 2440-6GHz de chez
Barth Electronic Technology est spéciﬁque pour la mesure d'impulsions de haute tension
(jusqu'à 5kV) et de courte durée (temps de montée jusqu'à 60ps). La sonde présente
une impédance d'entrée de 1kΩ et atténue la tension mesurée d'un rapport 1/20 (26dB).
L'intérêt d'utiliser cette sonde de tension est de faciliter les réglages optiques. Des mesures
de validation sur l'utilisation de cette sonde seront présentées par la suite. La tension
de réception est relevée directement à l'oscilloscope (ﬁgure II.39g) après insertion d'un
atténuateur de 26dB pour protéger ce dernier. L'oscilloscope utilisé est un oscilloscope
numérique temps réel, modèle DSO-X92004Q 20GHz d'Agilent Technologies présentant
une bande passante de 20GHz.
La conﬁguration du DSO-X92004Q 20GHz utilisée est la suivante :
 l'oscilloscope fonctionne en mode interpolé,
 les mesures sont enregistrées après un moyennage sur 64 impulsions,
 le taux d'échantillonnage est de 80Géchantillons/s,
 le déclenchement se fait sur le signal issu de la sonde de tension placée dans l'antenne
d'émission ou directement sur la tension mesurée en pied d'antenne de réception.
Le tableau II.8 récapitule les caractéristiques des mesures de rayonnement les plus
signiﬁcatives. Une première série de mesures a été réalisée à faible niveau de polarisation
soit 150V continu pour vériﬁer l'inﬂuence de la sonde de tension sur la tension de réception.
Puis, le niveau de polarisation a été augmenté à 1kV. La source de polarisation continue
a ensuite été remplacée par la source de tension pulsée ; des essais ont été menés pour la
photogénération d'une impulsion simple et d'un train d'impulsions. Pour le rayonnement
d'un train d'impulsions, la mesure tiendra donc compte des diﬀérents échos dans le hall
d'essais (sol, murs, plafond). Tx correspond à la mesure du signal photogénéré prélevé via









1 X X continue 150 1.87 bipolaire monocoup
2  X continue 150 1.87 bipolaire monocoup
3  X continue 1000 1.87 bipolaire monocoup
4 X X pulsée 1000 1.42 bipolaire monocoup
5 X X pulsée 1000 1.42 monopolaire monocoup
6  X pulsée 1000 1.42 bipolaire train
7 X X pulsée 1000 0.1 bipolaire train
Tab. II.8  Principales caractéristiques des mesures de rayonnement
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(a) Source optique à 33.8MHz (b) Générateur haute tension pulsée
(c) Antenne d'émission intégrant le
générateur optoélectronique
(d) Sonde haute tension
(e) Antennes émission/réception sur
supports
(f) Antenne de réception - Antenne K
(g) Oscilloscope temps réel
Fig. II.39  Photographies des diﬀérents éléments de la conﬁguration expérimentale
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3.4.2 Résultats de mesures
Mesures 1 et 2 : tension de polarisation de 150V continue, une impulsion
photogénérée
La ﬁgure II.40a illustre la tension au pied de l'antenne d'émission mesurée par la sonde
haute tension. Le niveau de tension présenté est corrigé de 52dB (prise en compte de
l'atténuateur de 26dB et de l'atténuation propre de la sonde de 26dB également). Les
ajustements optiques on été eﬀectués de manière à optimiser la forme et le niveau des
signaux générés.

















(a) Mesure 1 - Tx



















(b) Mesures 1 et 2 - Rx
Fig. II.40  (a) Mesure de la sonde après correction de 52dB, (b) Signal mesuré par
l'antenne de réception après correction de 26dB avec et sans sonde.
La tension mesurée par la sonde se compose d'une impulsion principale de forme bipolaire
suivie d'oscillations caractéristiques de la réﬂexion du signal sur les extrémités de
l'antenne. Le niveau crête à crête est de 64.5V pour une tension de polarisation de 150V.
Les tensions mesurées à l'aide de l'antenne de réception avec et sans la sonde de mesure
haute tension au niveau de l'antenne d'émission sont comparées sur la ﬁgure II.40b. La
présence de la sonde n'a que très peu de répercussions sur le champ rayonné. En eﬀet, les
formes transitoires sont similaires (dérivée de l'impulsion bipolaire) et les niveaux crête à
crête sont relativement proches.
Des mesures identiques ont été réalisées pour la génération d'impulsion monopolaire. La
tension mesurée par la sonde présente un front de montée raide suivi de fortes oscillations
dont le contenu spectral se situe plutôt en basses fréquences. Ces oscillations sont dues à
la désadaptation basse fréquence entre le spectre de l'impulsion générée (qui commence au
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DC pour une impulsion monopolaire) et la bande passante de l'antenne. Ces observations
soulignent l'intérêt d'utiliser des formes d'ondes appropriées dont les contenus spectraux
coïncident avec la bande d'adaptation des antennes utilisées. Il a donc été choisi de ne
mentionner que les résultats inhérents aux formes d'onde bipolaire.
Mesure 3 et 4 : inﬂuence du niveau et du mode de polarisation
Une tension de polarisation continue de 1kV ainsi qu'une optimisation des commandes
optiques sont appliquées au niveau du générateur intégré pour la mesure 3. Les formes
transitoires des signaux reçus sont comparables aux mesures précédentes (ﬁgure II.40(b)).

















Fig. II.41  Mesures 3 (bleue - polar. continue) et 4 (rouge - polar. pulsée) - Signal mesuré
sur l'antenne de réception (amplitudes corrigées)
La ﬁgure II.41 montre que l'augmentation du niveau de tension correspond, à l'étape
d'optimisation près, au rapport 1 kV/150V.
La source de polarisation continue a été remplacée par la source de polarisation pulsée
dont les caractéristiques ont été présentées dans le paragraphe 2.3 de ce chapitre. La
conﬁguration de la mesure 4 reste la même que celle utilisée pour la mesure 3 avec un
niveau de polarisation de 1kV, en mode monocoup. La forme et les niveaux des signaux
transitoires sont très proches quelque soit le mode de polarisation (voir ﬁgure II.41).
Mesure 6 : tension de polarisation de 1kV pulsée, déclenchement d'un train
d'impulsions à 33.8MHz
La mesures 6 a été réalisée dans les mêmes conditions que la mesure 4 avec une génération
d'un train composé de 20 impulsions à une fréquence de répétition de 33.8MHz. La ﬁgure
II.42 montre le train d'impulsions bipolaires reçu. La période du signal est stable et a été
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mesurée à 29.59ns.



















Fig. II.42  Signal mesuré sur l'antenne de réception pour la génération d'un train
d'impulsions et pour une tension de polarisation de 1kV avec une résistance de charge
de 1.42kΩ
La planéité du train d'impulsions n'est pas parfaite. En eﬀet, la variation de
l'amplitude d'une impulsion à l'autre au cours du temps est directement imputable aux
caractéristiques atypiques de la source et plus précisément à la variation du gain de la
cavité ampliﬁcatrice au cours du temps. Une comparaison a aussi été eﬀectuée entre le
niveau d'une impulsion en mode monocoup et le niveau d'une impulsion contenue dans
un train. Le niveau de l'impulsion en mode monocoup est 3.2 fois plus élevé que le niveau
de l'impulsion contenue dans le train ce qui, là encore, est cohérent puisque la puissance
optique est volontairement diminuée (en pratique, un décalage de la ﬁbre optique est
eﬀectué) pour prendre en compte le temps de recombinaison des porteurs et assurer un
délai suﬃsant pour permettre aux PCSS un retour en position ouverte.
Mesure 7 : inﬂuence de la valeur de la résistance placée en extrémité du câble
haute tension
Pour les dernières mesures, la résistance de charge R, dont la valeur initiale était de 1.42kΩ
a été changée pour une valeur de 100Ω. La tension mesurée par la sonde est tracée sur
la ﬁgure II.43a pour la commutation d'impulsions bipolaires. L'amplitude des impulsions
photogénérées change de manière signiﬁcative. Le niveau moyen crête à crête est aux
alentours de 400V pour un niveau de polarisation de 1kV.
La ﬁgure II.43b montre le train d'impulsions mesuré par l'antenne de réception. Le niveau
de tension change également de manière signiﬁcative. L'amplitude moyenne crête à crête
est plus importante (3.4V) que les niveaux obtenus pour les mesures réalisées avec une
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(a) Mesure 7 - Tx













(b) Mesure 7 - Rx
Fig. II.43  Signal mesuré par la sonde (a) et mesuré sur l'antenne de réception (b) pour
la génération d'un train d'impulsions bipolaires pour une tension de polarisation de 1kV
et une résistance de charge de 100Ω
valeur de résistance de charge de 1.42kΩ (1.1V). La diminution du temps de chargement
(modiﬁcation de la constante RC équivalente) améliore les performances du système.
Cependant, les oscillations entre deux impulsions successives sont plus fortes. Ces signaux
parasites sont liés à la source de polarisation pulsée qui, avec une résistance de charge plus
basse, peut coupler plus d'énergie sur la ligne pendant le recouvrement des caractéristiques
d'isolation du semi-conducteur.
3.4.3 Champ rayonné à 1 mètre
À partir de la mesure des signaux reçus, il est possible d'estimer le champ électrique
rayonné après avoir appliqué un fenêtrage temporel, une transformée de Fourier, une
correction de la fonction de transfert de la chaîne de réception sur la tension mesurée et
une transformée de Fourier Inverse. L'estimation de la fonction de transfert de la chaîne
de réception constitue un travail préliminaire. La fonction de transfert de l'antenne  K
 de réception est connue grâce à des mesures de caractérisation antérieures. De plus, les
fonctions de transfert du ou des câbles et des atténuateurs nécessaires ont également été
mesurées avant les tests.
Un modèle de propagation a donc été développé pour estimer le champ électrique rayonné
à la distance de 1 mètre en utilisant le signal reçu par l'antenne de réception. A partir de
la formule de Friis, on peut démontrer que le champ vériﬁe l'équation II.4.
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 E1m(f), la notation complexe de la transformée de Fourier du champ photogénéré
rayonné à 1m e1m(t),
 V 2(f), la notation complexe de la transformée de Fourier de la tension mesurée par
l'antenne de réception v2(t),
 Hr, la notation complexe de la fonction de transfert de l'antenne de réception,
 H l, la notation complexe de la fonction de transfert représentant les pertes (atténuateur
et câble),
 r, distance entre l'antenne d'émission et l'antenne de réception.



































































Fig. II.44  Forme transitoire e1m(t) du champ rayonné à 1m pour une impulsion bipolaire
(a) - impulsion monopolaire (c) et spectres correcpondant pour une impulsion bipolaire
(b) - impulsion monopolaire (d).
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Hr etH l ont été calculés en utilisant des mesures précédemment réalisées pour caractériser
l'antenne de réception, les câbles et les atténuateurs.
Ce calcul a été appliqué aux mesures 4 et 5 (tension de polarisation de 1kV, une seule
impulsion monopolaire ou bipolaire photogénérée). Le niveau crête à crête du champ
électrique rayonné à 1m est de 610V/m pour la génération d'impulsions bipolaires (voir
ﬁgure II.44a) et de 380V/m pour la génération de signaux monopolaires (voir ﬁgure
II.44c). Le spectre du signal rayonné bipolaire (voir ﬁgure II.44b, bande passante à -
10dB : 350MHz-2.65GHz) est plus large que le spectre du signal rayonné monopolaire
(voir ﬁgure II.44d, bande passante à -10dB : 250MHz-1.8GHz).
Le facteur de mérite qui peut être déﬁni par le rapport entre l'amplitude maximale du
champ rayonné ramené à 1m et l'amplitude de l'impulsion photogénéré est de 1 pour une
impulsion bipolaire et de 0.8 pour une impulsion monopolaire. Ces valeurs sont faibles et
dépendent du spectre du signal photogénéré. En eﬀet, pour une impulsion photogénérée
dont le spectre s'étend jusqu'à 3GHz, le facteur de mérite théorique est de 1.6.
3.4.4 Conclusions
Les expérimentations réalisées valident le fonctionnement de la source de rayonnement
complète associant l'antenne et le générateur optoélectronique intégré, la commande
optique et la source de polarisation pulsée. La génération et le rayonnement de trains
de 20 impulsions à une fréquence de 33.8MHz ont été démontrés. Les niveaux de champs
électriques rayonnés sont en accord avec les résultats attendus. Le spectre rayonné du
signal électrique monopolaire généré est principalement composé de basses fréquences et ne
couvre pas une bande de fréquence jusqu'à 3GHz ce qui est parfaitement compréhensible
et attendu. Le façonnage de l'impulsion avec l'excitation des deux photocommutateurs
permet de recentrer le spectre et de l'élargir, grâce à la forme bipolaire intégrant un
front descendant entre les composantes positive et négative. Il est donc parfaitement
démontré que l'adéquation entre le proﬁl du spectre du signal d'alimentation et la bande
de rayonnement de l'antenne permet d'optimiser le système d'émission élémentaire. Tous
ces résultats permettent de dimensionner une source multi-antenne et multi-générateur
répondant aux spéciﬁcations d'un radar optoélectronique ULB à balayage ultrarapide et
autonome.
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4 Dimensionnement du réseau
L'objectif de cette partie est de décrire la démarche suivie qui a conduit au choix de la
conﬁguration du réseau d'émission. Pour dimensionner ce réseau, un certain nombre de
paramètres sont déjà ﬁxés, tels que :
 la source de rayonnement élémentaire : antenne K intégrant le générateur
optoélectronique,
 l'architecture du réseau : linéaire pour un balayage compris entre -21°et 21°suivant une
dimension,
 le balayage obtenu via 15 impulsions couvrant la bande spectrale 300MHz - 3GHz, soit
3°/tir, dont la fréquence de répétition est variable selon l'antenne alimentée.
Les deux paramètres restant à ﬁxer sont donc :
 le nombre d'antennes N constituant le réseau,
 la distance d prise entre deux points d'alimentation pour deux antennes successives.
Pour évaluer le comportement du réseau antennaire, les caractéristiques sur lesquelles il
est possible de s'appuyer sont soit harmoniques, soit transitoires.
4.1 Caractéristiques harmoniques
4.1.1 Paramètres Sij
L'adaptation d'une antenne est jugée par son coeﬃcient de réﬂexion S11. La bande
passante de l'antenne élémentaire a été déﬁnie par rapport au domaine fréquentiel
dans lequel le module de ce coeﬃcient était inférieur à -10dB. Dans le cas du réseau
linéaire d'antennes, ce même coeﬃcient peut être analysé, les antennes à proximité étant
alimentées (on parle alors de paramètres F, paramètres qui ne seront pas déterminés par
la suite) ou non. Pour juger du couplage entre une antenne i alimentée et une antenne j
non alimentée, c'est le paramètre Sij qui est étudié.
Dans le but de ne pas concevoir un système trop volumineux, les antennes doivent
être placées relativement proches les unes des autres, au détriment du couplage mutuel.
Aﬁn d'évaluer une partie de celui-ci, on se propose d'observer, pour diﬀérentes valeurs
d'espacement le module du coeﬃcient de réﬂexion de l'antenne centrale du réseau lorsque
seule cette antenne est alimentée (l'antenne située au centre du réseau étant la plus exposée
au couplage du fait même de sa position).
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Fig. II.45  Coeﬃcient de réﬂexion pour diﬀérentes valeurs d'espacement entre antennes
La ﬁgure II.45 montre que la mise en réseau de 5 antennes élémentaires impacte
directement le coeﬃcient de réﬂexion. Comme attendu, plus les antennes sont proches, plus
le couplage est important. La seule lecture de cette ﬁgure n'est pas suﬃsante pour conclure
puisque l'analyse complète des diagrammes de rayonnement à diﬀérentes fréquences dans
la bande est nécessaire.
4.1.2 Facteur de réseau
Considérons un réseau linéaire composé de N antennes A identiques d'espacement d
représenté sur la ﬁgure II.46.
Direction d'observation




Fig. II.46  Principe d'un réseau linéaire 1D
Le signal rayonné par le réseau est la somme des champs rayonnés par chaque antenne,
pour lesquels la diﬀérence de marche, d sin θ, est prise en compte. Supposons dans un
premier temps que les N antennes soient identiques, alimentées en phase et que le champ
lointain rayonné dans la direction θ par l'antenne 1 s'écrive E(f, θ),
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peut donc l'écrire :
Etot(f, θ) = E(f, θ)× AF (f, θ) (II.6)
avec :












Le tracé du facteur de réseau pour une fréquence arbitraire et pour un espacement entre
antennes de 1m est visible sur la ﬁgure II.47. Il permet d'illustrer l'inﬂuence du nombre
d'éléments sur la directivité du réseau et sur la position et le niveau des lobes de réseau.




























Fig. II.47  Inﬂuence du nombre d'éléments sur le facteur de réseau
Il est également possible d'introduire un dépointage α en déphasant régulièrement le signal
d'excitation, le facteur de réseau peut alors s'écrire :
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Le maximum du facteur de réseau est alors obtenu pour :
2pi
λ





En faisant varier α, on fait varier θmax d'où un balayage électronique. D'autre part, pour
que l'angle de dépointage soit le même pour diﬀérentes fréquences, il faut que α soit
inversement proportionnel à la fréquence. Lorsque l'on retarde l'instant de déclenchement
des rayonnements transitoires d'un temps ∆t (voir II.2), cette condition est respectée.
Dans le cas où le couplage entre éléments du réseau devient important (distance trop faible
entre antennes), seule une modélisation électromagnétique rigoureuse du réseau complet
conduira au diagramme de rayonnement vrai du réseau, l'utilisation du facteur de réseau
ne convient plus.
4.1.3 Inﬂuence du couplage entre antennes
Les diagrammes de rayonnement harmoniques sont communément utilisés pour
comprendre le comportement d'un réseau. Ils représentent la variation de la puissance
rayonnée, souvent caractérisée par le niveau de champ, par la structure antennaire
dans les diﬀérentes directions de l'espace à une fréquence donnée. En première
approximation, pour limiter le temps de simulation électromagnétique, le diagramme
de rayonnement harmonique d'un réseau complet dans le plan horizontal peut être
déterminé analytiquement par l'utilisation du facteur de réseau à partir du diagramme
de rayonnement d'une antenne seule S(f, θ). Dans ce cas, le couplage entre antennes est
supposé négligeable, ce qui n'est pas toujours vrai, en particulier pour les fréquences basses
du spectre.
Les diagrammes de rayonnement, pour une fréquence déﬁnie, permettent de visualiser
l'eﬀet réseau, à savoir :
 l'augmentation du niveau de champ dans une direction donnée, obtenue grâce aux
contributions de toutes les antennes constituant le réseau,
 l'apparition de lobes de réseaux due à l'expression du facteur de réseau.
Les diagrammes de rayonnement visibles respectivement sur les ﬁgures II.48, II.49 et II.50
pour les fréquences de 300MHz, 1GHz et 3GHz, présentent quatre courbes :
 le diagramme de rayonnement de l'antenne élémentaire multiplié par le facteur de réseau
constitué de 5 antennes espacées 2 à 2 de 120 mm,
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 le diagramme de rayonnement de l'antenne élémentaire multiplié par le facteur de réseau
constitué de 5 antennes espacées 2 à 2 de 200 mm,
 le diagramme de rayonnement issu de la simulation du réseau où l'espacement entre
antenne est de 120 mm,
 le diagramme de rayonnement issu de la simulation du réseau où l'espacement entre
antenne est de 200 mm.






















Fig. II.48  Diagramme de rayonnement pour f=300MHz






















Fig. II.49  Diagramme de rayonnement pour f=1GHz
La corrélation entre les diagrammes de rayonnement issus de simulation et les diagrammes
calculés avec la formule analytique du facteur de réseau est globalement bonne. On note
tout de même un eﬀet non négligeable du couplage en basse fréquence lorsque les antennes
sont espacées de 120mm (largement inférieur à 0,7λ à 300MHz, distance inter antennes
utilisée classiquement dans les réseaux bande étroite).
Romain NEGRIER | Thèse de doctorat | Université de Limoges | 2016
Page 105
Chapitre II - Conception d'un réseau d'antennes d'émission à balayage autonome






















Fig. II.50  Diagramme de rayonnement pour f=3GHz
Ces diagrammes montrent aussi une nette apparition de lobes de réseaux en hautes
fréquences pour un espacement entre antenne de 200mm, tandis que les basses fréquences
semblent moins impactées par ce phénomène.
Le dernier point qui peut être discuté au regard de ces graphiques est la diﬀérence de
niveau de directivité pour θ = 0°. En eﬀet, il est à noter que le couplage induit une chute
du niveau de champ rayonné dans la direction visée.
L'approche harmonique permet de dimensionner le système, et donc de trouver la
distance idéale séparant les antennes mais le fait de discrétiser l'espace des fréquences
est discutable. En eﬀet, cela conduit à craindre que des informations pertinentes soient
perdues pour les fréquences non analysées, c'est pourquoi les caractéristiques transitoires
sont introduites dans la suite de même que l'eﬀet de l'angle de dépointage.
4.2 Caractéristiques transitoires
Le réseau antennaire doit permettre un rayonnement sur un angle d'ouverture de 42°
d'un signal impulsionnel dont les caractéristiques transitoires (dispersion, amplitude crête)
autorise une imagerie ﬁable. Pour juger le comportement en transitoire du réseau, d'autres
critères plus pertinents que ceux présentés précédemment peuvent être retenus.
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4.2.1 Facteur de réseau dans le domaine temporel
Le facteur de réseau af(t) est déﬁni dans le domaine temporel par la transformée de







− 1)τ) avec τ déﬁni par : τ = d
c
(sin θ − sinα)
Le champ rayonné etot(t) est obtenu en convoluant le facteur de réseau af(t) avec le signal
rayonné e(t) :







Là encore, ce mode de calcul du champ total rayonné ne sera valable que si le couplage
entre antennes est mineur.
Avec cette méthode, il est possible d'avoir une image du champ rayonné et de comparer
cette cartographie à celle obtenue à l'aide de simulations électromagnétiques rigoureuses
en utilisant CST. Les comparaisons sans et avec dépointage pour un angle θ = 21° sont
visibles sur la ﬁgure II.51 pour les cartographies de champs dans le cas d'un réseau composé
de 5 antennes K espacées de 120mm entre alimentation.
Ces représentations sont accompagnées du coeﬃcient de corrélation 2D, noté r sur les

















où A et B représentent deux images composées de m × n pixels. Il permet d'estimer le
niveau de ressemblance entre les deux images et donc d'évaluer l'exactitude des résultats
obtenus avec l'approche théorique basée sur l'utilisation du facteur de réseau transitoire.
Pour valider cet outil, une comparaison sur les signaux transitoires a également été
eﬀectuée. Il faut donc utiliser le coeﬃcient de corrélation 1D pour juger de la ressemblance
des formes d'ondes issues du calcul analytique et de la simulation CST. Le coeﬃcient de
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t / ns
























(a) Calcul pour θ = 0°
r=0.9353
t / ns























(b) Simulation pour θ = 0°
t / ns
























(c) Calcul pour θ = 21°
r=0.94851
t / ns
























(d) Simulation pour θ = 21°
Fig. II.51  Comparatifs des cartographies de champs électriques rayonnés issues du calcul
analytique et de la simulation CST - conﬁguration à 5 antennes pour d=120mm














où A et B sont deux signaux échantillonnés en NS points, µx et σx représentent
respectivement la moyenne et l'écart-type d'un signal quelconque x. Les résultats obtenus
sont présentés en ﬁgure II.52. Les coeﬃcients de corrélation 1D et 2D sont satisfaisants
et permettent de dire que la méthode analytique s'approche des résultats obtenus en
simulation rigoureuse. Usuellement, des coeﬃcients d'une valeur supérieure à 0.9 sont
considérés satisfaisants.
Cet outil a été utilisé pour caractériser la couverture angulaire θc du réseau en fonction du
nombre d'éléments N en ﬁxant un seuil de 50% du champ maximum (voir ﬁgure II.53a).
Il a donc été possible de tracer le graphique de la ﬁgure II.53b. Il montre l'évolution
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(a) Angle de dépointage visé θ = 0°




































(b) Angle de dépointage visé θ = 21°
Fig. II.52  Comparatifs du champs électriques rayonnés issues du calcul analytique et de
la simulaion CST pour diﬀérents angles θ - conﬁguration à 5 antennes pour d=120mm
de la couverture angulaire en fonction du nombre d'antennes qui constituent le réseau.
Compte-tenu du pas de dépointage de 3°, aucune limitation liée à la couverture angulaire
n'est à noter ici.
L'utilisation du facteur de réseau et des résultats qui en découlent sont à mettre en regard
par rapport au temps de simulation. Selon le nombre d'antennes du réseau, les temps de
simulation rigoureuse peuvent facilement dépasser de 2-3 heures. Cette simulation est
plus possible sur des stations de travail classiques au delà de 4-5 antennes. L'utilisation
du facteur de réseau prend tout son intérêt.
Romain NEGRIER | Thèse de doctorat | Université de Limoges | 2016
Page 109
Chapitre II - Conception d'un réseau d'antennes d'émission à balayage autonome
t / ns


































50% du champ max
θc
(a) Seuil de détection à 50% du niveau de champ maximum






























(b) Evolution de la couverture angulaire en fonction du
nombre d'antennes
Fig. II.53  Inﬂuence du nombre d'antennes sur la couverture du réseau pour diﬀérentes
distances inter-antennes
4.2.2 Diagrammes de rayonnement énergétiques
Pour qu'un radar d'imagerie présente une forte résolution, la largeur de son faisceau
doit être étroit et, le rayonnement doit être faible en dehors de l'angle visé. Pour juger
le rayonnement impulsionnel d'un réseau, raisonner sur le diagramme de rayonnement
harmonique nécessite le choix des fréquences. Ainsi un réseau alimenté par des impulsions
couvrant la bande 300MHz  3GHz conduit à l'analyse des diagrammes de rayonnement
à la fréquence centrale par exemple ou à la fréquence la plus haute du spectre : 3GHz, là
où les lobes de réseau sont les plus forts sans que le mode de fonctionement impulsionnel
soit remis en question pour autant.
Pour contrer cette diﬃculté, un diagramme en énergie a été déﬁni [LHC11]. L'intensité






|etot(t, r, θ)|2 r2dt (II.12)
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avec etot(t, r, θ) l'intensité du champ électrique rayonné transitoire total à la distance r et
η0 l'impédance d'onde dans le vide.
Aﬁn d'analyser l'inﬂuence de l'espacement entre les 5 antennes qui composent le réseau
sur les diagrammes énergétiques, plusieurs courbes, correspondant respectivement à un
espacement de 120, 140, 160 et 180mm ont été tracées sur le même graphique. Un focus
au niveau de l'amplitude maximale (à θ = 0°, pas de dépointage) a également été eﬀectué
(voir ﬁgure II.54).






























d = 120mm d = 140mm d = 160mm d = 180mm
Fig. II.54  Diagrammes en énergie sans dépointage pour plusieurs valeurs d'espacement
On se ﬁxe comme critère un écart de 10dB vis-à-vis du pic d'énergie maximale.
Lorsqu'aucun dépointage n'est demandé, le niveau des lobes de réseaux reste acceptable
bien que tout de même visible pour un espacement supérieur à 160mm. Le focus est
intéressant car il permet d'analyser l'inﬂuence du couplage sur le réseau. La ﬁgure II.54
permet donc de dire qu'il est préférable de travailler avec un écartement supérieur à
140mm pour favoriser le niveau d'énergie. A noter que la diﬀérence d'amplitude entre la
courbe obtenue pour 120mm et celle pour 140mm n'est que de 0.6dB (écart de 14%).
En se plaçant dans les conditions de dépointage, par exemple pour 20°, le niveau des lobes
de réseau augmente fortement en fonction de l'espacement ; le lobe de réseau est à 6.8dB
du lobe principal pour d=200mm. Cet espacement est donc jugé trop important (voir
ﬁgure II.55).
Le diagramme en énergie avec un angle de dépointage ajusté à 20°et un espacement
de 120mm présente un lobe de réseau inférieur à -13dB par rapport au maximum. Cette
conﬁguration est cette fois acceptable pour le système d'imagerie chargé de rendre compte
de la scène observée.
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Fig. II.55  Diagrammes en énergie avec dépointage pour plusieurs valeurs d'espacement
4.3 Comparaison des deux approches et architecture du réseau
envisagée
Pour l'application de balayage autonome et compte tenu du mode de fonctionnement
impulsionnel de ce système, l'approche temporelle est pertinente. Elle permet de lisser les
phénomènes prépondérants à certaines fréquences et d'avoir une vision globale, en termes
de niveau et de répartition d'énergie.
Les deux approches conduisent à penser qu'un réseau constitué de 4 à 5 antennes séparées
de 2cm (d=120mm) reste un bon compromis entre performance et compacité.
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Développement d'outils adaptés au
traitement du signal pour l'imagerie radar à
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1 Développement d'un algorithme d'imagerie adapté
au balayage autonome
1.1 Introduction
1.1.1 Contexte de l'étude
La rapidité de balayage de la zone scrutée dépend de la fréquence de répétition des
impulsions photogénérées. Si l'imagerie de la scène nécessite l'interprétation de l'écho reçu
entre deux impulsions d'alimentation, la profondeur maximale de la scène est également
limitée par la PRF. Pour passer outre cette limitation, un algorithme de détection
spéciﬁque à notre système et à son mode de balayage a été imaginé et développé sous
Matlab©.
L'objectif de cette première moitié de chapitre est donc de décrire le fonctionnement
de l'outil de traitement du système d'imagerie RADAR associé au balayage autonome à
déclenchement optoélectronique. Elle se compose de cinq parties principales.
La première partie décrit l'algorithme de corrélation utilisé pour construire une première
cartographie. Cette image est constituée de pixels représentant les coeﬃcients de
corrélation entre la mesure et la réponse théorique d'une cible supposée idéale au train
d'impulsions incident. La partie suivante met en avant le principe du retour de balayage
qui consiste à utiliser le complément d'informations obtenu lorsque la scène est balayée en
sens inverse. La troisième partie présente l'algorithme de déconvolution itérative CLEAN
utilisé en complément de la corrélation pour lever l'ambiguïté en distance en se servant
des signaux calculés dans une matrice d'apprentissage comme base de référence. La
quatrième partie présente les résultats obtenus en simulation par l'algorithme hybride
corrélation/CLEAN alors que la dernière partie met à l'épreuve le même traitement avec
des signaux issus de mesures eﬀectuées en chambre anécoïde.
1.1.2 Problématique de la fréquence de répétition
La fréquence de répétition des signaux d'alimentation du réseau d'émission constitue une
limite de détection pour les algorithmes d'imagerie classiques (type SAR) comme présenté
dans le paragraphe 2.1.4 du chapitre I. En eﬀet, la logique voudrait que la détection soit
réalisée de manière séquentielle : angle par angle.
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Dans notre cas, la PRF est ﬁxée à 40MHz (voir paragraphe 1 du chapitre II). Elle
autorise donc une détection de cibles jusqu'à 3.75m. Compte-tenu des dimensions du
réseau d'émission, il n'est pas envisageable de mettre en ÷uvre ce système pour être
limité à quelques mètres de détection. Le but du traitement de signal présenté est donc de
s'aﬀranchir de cette limite pour reconstruire une cartographie ﬁdèle à la scène inspectée
en utilisant un algorithme hybride combinant deux techniques que sont la corrélation et la
déconvolution itérative. De cette manière, le seuil de détection dépendra essentiellement
de la dynamique du système d'acquisition.
1.2 Présentation de l'outil de corrélation
1.2.1 Description de la scène
La description de la scène constitue la première étape de la conception de l'outil. En
eﬀet, l'objectif de l'imagerie est une cartographie représentant le plus ﬁdèlement possible
la présence de cibles dans une certaine zone déﬁnie suivant deux critères que sont la
profondeur et la largeur de cette même zone. La scène peut donc être déﬁnie comme le
cadre spatial de fonctionnement du système.
Sur la ﬁgure III.1, un exemple de scène est présenté. On distingue le réseau d'émission,
constitué de 4 antennes considérées isotropes, une antenne de réception ainsi qu'une cible
positionnée à (2, 15)m.
−4






















Fig. III.1  Description de la scène, 1 cible positionnée à (2, 15)m.
Les dimensions maximales de la scène, visibles sur la ﬁgure III.1, sont ﬁxées de manière
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à observer les phénomènes susceptibles de se produire (eﬀets de bords, cibles fantôme,
recouvrement).
1.2.2 Pixélisation de la scène
La deuxième étape du processus est une discrétisation spatiale, autrement dit, une
pixélisation de la scène déﬁnie précédemment. On vient donc introduire deux paramètres :
 la résolution d'image en largeur ∆x,
 la résolution d'image en profondeur ∆y.
Ces paramètres sont calculés en fonction du nombre de pixels suivant x (noté Px), et








La ﬁgure III.2 représente une scène avec une résolution d'image de (20, 20)px contenant
une cible à la coordonnée suivante : C = (15, 15)px.

































C = (15, 15)px
Fig. III.2  Pixélisation de la scène avec une résolution de (20, 20)px.
Une pixélisation eﬃcace est une discrétisation en rapport avec la bande de fréquence du
système. On souhaite pouvoir détecter une cible de l'ordre de grandeur de la longueur
d'onde minimale, il faut donc une pixélisation inférieure à λ.
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1.2.3 Calcul de la réponse impulsionnelle
L'objectif de cette étape est de calculer les réponses impulsionnelles hi,j(t) de la cible vue
par l'antenne de réception dans chaque pixel de l'image.
De manière à simpliﬁer et accélérer l'algorithme, les opérations de calcul sont eﬀectuées
dans le domaine fréquentiel.
Pour ce faire, une plage de fréquences est déﬁnie. Sur cette plage de fréquences, l'amplitude
en terme de niveau de champ électrique est ﬁxée à 1V/m et la phase varie en fonction de
l'impulsion et de l'antenne de manière à obtenir un balayage électronique.
Une transformée de Fourier inverse est ensuite réalisée. Pour avoir une idée, de la forme du
train d'impulsions d'alimentation on peut tracer les signaux appliqués sur chaque antenne
d'émission.








Train de 15 impulsions : [−21°,+21°]
75 76 77
Dépointage pour −12° et +21°









350 351 352 353
Temps/ns
All Ant1 Ant2 Ant3 Ant4
Fig. III.3  Trains d'impulsions permettant le balayage autonome
Sur la ﬁgure III.3, on peut voir la superposition des 4 trains d'impulsions alimentant les
4 antennes d'émission. Chaque train est constitué de 15 impulsions retardées en fonction
de l'antenne et du numéro de la salve. En eﬀet, la première salve génère un rayonnement
électromagnétique dont le lobe principal présente un angle de visée qui dépend du retard
entre deux impulsions de la même salve et de la distance entre antennes (équation III.2).
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 θ, l'angle de dépointage désiré,
 δemission, le pas du réseau d'émission,
 c, la vitesse de propagation correspondant ici à la célérité de la lumière.
On calcule ensuite les diﬀérents chemins entre les antennes et les cibles Di,j qui
correspondent proportionnellement aux retards à appliquer dans le domaine de Fourier
comme le montre l'équation III.3.
hi,j(t) = F
−1 {S(f) ∗ σ exp (−jkDi,j)} (III.3)
où σ permet de quantiﬁer la rétrodiﬀusion de la cible. Dans le cas le plus simple, toute la
quantité d'énergie reçue est ré-émise. On pose donc σ = 1.
A noter qu'une attention toute particulière est portée au nombre de points demandés pour
réaliser la transformée de Fourier rapide. En eﬀet, un échantillonnage correspondant au
nombre de points contenu dans le domaine des fréquences ne suﬃt pas pour considérer
des diﬀérences temporelles de l'ordre de la dizaine de picosecondes.
1.2.4 Stockage de la matrice d'apprentissage
La matrice d'apprentissage est un tableau où chaque cellule contient la réponse
impulsionnelle hi,j(t) qu'aurait donné une cible si elle avait été placée à la position déﬁnie
par les coordonnées de cette même cellule.
On peut donc remarquer sur la ﬁgure III.4 que l'enveloppe du signal hi,j(t) donne une très
bonne information de l'angle suivant lequel se situe la cible. Bien que se trouvant à des
profondeurs diﬀérentes, les amplitudes pour les deux signaux tracés sont identiques. En
eﬀet, l'atténuation du champ électrique en fonction de la distance de propagation n'est pas
prise en compte. A ce stade de l'algorithme, il n'est pas nécessaire de traiter ce problème
qui peut être facilement corrigé par la suite.
La matrice d'apprentissage à donc 3 dimensions :
 ligne, notée i, qui représente la position en largeur,
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Fig. III.4  Construction de la matrice d'apprentissage
 colonne, notée j, qui représente la profondeur de la scène,
 temps, notée t = (t0, ..., tk), issu du calcul de la transformée de Fourier inverse.





Fig. III.5  Représentation de la matrice d'apprentissage
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1.2.5 Calcul du coeﬃcient de corrélation et cartographie
A ce niveau de l'algorithme, la réponse de la scène sur une seule antenne de réception
ainsi que la matrice d'apprentissage ont été calculées et stockées en mémoire. Le principe
consiste ici à mesurer le niveau de ressemblance entre la réponse de la scène et les réponses
constituant la matrice d'apprentissage.
La cartographie est alors construite de la manière suivante : pour chaque pixel de la
matrice d'apprentissage, on réalise un calcul de corrélation (voir équation III.4) avec
la réponse de la cible. L'amplitude du centre de la courbe est alors le coeﬃcient de
corrélation, noté α. En pratique, on préfèrera intégrer la valeur absolue de C sur une
dizaine d'échantillons au centre de corrélation de manière à éliminer tout risque de bruitage
destructif comme illustré sur la ﬁgure III.6.
Exemple pour deux signaux discrets a et b constitués de N points (n représente le vecteur
échantillons), la corrélation C est déﬁnie telle que :
C[n] = a[n]⊗ b[−n] (III.4)
























Fig. III.6  Déﬁnition du coeﬃcient de corrélation α
Dans le cas particulier où la cible se trouve à une position déjà calculée lors de la
phase d'apprentissage, les deux signaux seront strictement identiques. Le coeﬃcient de
corrélation C[N/2] est alors de 1.
Chaque pixel contient la valeur du coeﬃcient de corrélation. Ce résultat est observé en
puissance (résultat élevé au carré) de manière à accentuer la signature des cibles.
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1.2.6 Pseudo-code
Pour résumer le fonctionnement de l'algorithme, on distingue 5 phases de calcul imagées


































Choix de la plage de fre´quences
Calcul de la matrice d’apprentissage
Calcul de hcible(t)
Pixel < End Pixel ?
Pixel← First P ixel
Corre´lation entre hPixel(t) et hcible(t)





Fig. III.7  Pseudo-code de l'algorithme de corrélation
Chaque étape a été développée en attachant une attention toute particulière à la réduction
des erreurs numériques.
1.3 Retour de balayage
1.3.1 Principe de fonctionnement
L'objectif de cette partie est de démontrer le complément d'information apporté par un
retour de balayage.
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On se place dans une conﬁguration où une cible idéale se trouve à 15m et à −9°. On peut
visualiser le train d'impulsions avec la ﬁgure suivante III.8. On commence par alimenter
les antennes d'émission de manière à ce que le premier rayonnement ait lieu suivant la
direction −21°. Il s'agit donc du sens de balayage positif ou trigonométrique.
0 25 50 75 100 125 150 175 200 225 250 275 300 325 350
−21˚ −18˚ −15˚ −12˚ −9˚ −6˚ −3˚ 0˚ 3˚ 6˚ 9˚ 12˚ 15˚ 18˚ 21˚
Temps/ns
Tx
Fig. III.8  Train d'impulsion positif à 40MHz
En simpliﬁant les choses, on peut alors imaginer le signal reçu à la réception, ﬁgure III.9.
Il s'agit donc du même signal que celui envoyé à −9° avec un retard correspondant au
temps de parcours de l'aller-retour, ici 30m.




Fig. III.9  Réponse induite par le train d'impulsion positif à 40MHz
On se propose maintenant de voir la réponse induite sur le réseau de réception par un
balayage négatif ou anti-trigonométrique. Sur la ﬁgure III.10, on note que la première
direction de visée se trouve bien à 21° et qu'un nouveau zéro a été ﬁxé sur l'échelle du
temps.
Sur la ﬁgure III.11, on remarque le décalage temporelle induit par le changement de sens
de balayage.
En eﬀet, l'angle correct permettant de récupérer l'écho sur le réseau de réception arrive
plus tard. Ce retard entre les deux réceptions indique donc une certaine complémentarité
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0 25 50 75 100 125 150 175 200 225 250 275 300 325 350
21˚ 18˚ 15˚ 12˚ 9˚ 6˚ 3˚ 0˚ −3˚ −6˚ −9˚ −12˚ −15˚ −18˚ −21˚
Temps/ns
Tx
Fig. III.10  Train d'impulsion négatif à 40MHz




Fig. III.11  Réponse induite par le train d'impulsion négatif à 40MHz
entre les deux balayages.
1.3.2 Interprétation par l'algorithme
A priori, on ne sait pas où se trouve la cible. On ne peut donc pas savoir quelle était la
direction de visée qui a permis le retour de l'écho sur le réseau de réception.
En eﬀet, d'après la ﬁgure III.9, on peut penser qu'il s'agit d'une réponse induite par une
visée sur un angle précédent à une distance plus grande. Sans présumer de sa position,
on peut donc construire une courbe (rouge sur la ﬁgure III.12) sur laquelle se trouve la
cible. Il s'agit d'une courbe de présence.
Si l'on construit une deuxième courbe (verte) avec le balayage de direction opposé, il
résulte une intersection à l'endroit où se trouve la cible (point bleu).
Il s'agit donc d'un principe d'algorithme applicable à notre système. Ce principe peut être
associé ou non à l'algorithme par corrélation présenté précédemment. Pour illustrer cette
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Fig. III.12  Visualisation des courbes de présence
notion, on se propose de se placer dans une conﬁguration avec une cible placée à (−1, 6)m.
Pour visualiser correctement l'ensemble des anneaux induits par la fréquence de répétition
tout en conservant la même conﬁguration de scène, la PRF a été volontairement passée à
140MHz.
Y / m





















































Fig. III.13  Balayage aller/retour, cible (−1, 6)m, PRF=140MHz
Y / m

























Fig. III.14  Illustration de l'eﬀet du retour de balayage
Sur la ﬁgure III.13, on observe distinctement les courbes de présence. La courbe de
présence positive sur la ﬁgure (a) et négative sur la ﬁgure (b). Les contributions de ces
deux cartographies permettent de réaliser la ﬁgure III.14.
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1.3.3 Répercussion sur la position des antennes d'émission
Avec cette observation, on constate que plus la couverture angulaire du réseau d'émission
sera importante par rapport au pas de visée, plus l'algorithme par retour de balayage sera
optimum (on rappelle que la couverture angulaire du réseau dépend du nombre et de la
position des antennes d'émission).
1.3.4 Inﬂuence du nombre d'antennes de réception
Les travaux présentés se sont essentiellement portés sur une conﬁguration avec une antenne
en réception mais il est possible d'exploiter d'autres conﬁgurations.
La ﬁgure III.15 illustre le résultat issu de l'algorithme de corrélation pour une antenne
en réception et pour une PRF de 140MHz (utilisée ici pour accentuer la répétition des
ambiguïtés) avec une position de cible inchangée par rapport à la conﬁguration illustrant
le retour de balayage, soit (−1, 6)m.
Y / m

























Fig. III.15  Conﬁguration à une antenne en réception, PRF=140MHz, cible (−1, 6)m
La ﬁgure III.16 montre le résultat obtenu par l'algorithme de corrélation pour une
conﬁguration avec plusieurs antennes de réception (3 antennes séparées d'une distance
de 1m pour la ﬁgure III.16a et 10 antennes séparées d'une distance de 0.4m pour la ﬁgure
III.16b).
Dans cet exemple, la diversité des informations obtenues par chacune des antennes du
réseau de réception est utilisée pour recombiner et donc améliorer l'image puisque le
point commun de toutes ces images est le point de diﬀraction correspondant à la position
de la cible (ici, l'eﬀet réseau n'est pas exploité en réception). Plus le nombre d'antennes
est important plus la position de la cible se distingue facilement.
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Y / m

























(a) 3 antennes séparées de 1m
Y / m

























(b) 10 antennes séparées de 0.4m
Fig. III.16  Conﬁguration à plusieurs antennes en réception, PRF=140MHz, cible
(−1, 6)m
1.4 Nettoyage par déconvolution itérative
1.4.1 Introduction à l'algorithme CLEAN
L'algorithme de nettoyage, appelé CLEAN, développé en 1974 par J.A. Högbom
[Högbom74], est un algorithme itératif permettant de déconvoluer une fonction quelconque
d'une cartographie. Initialement et dans sa forme la plus simple, cette technique a été
utilisée en radio astronomie et, plus précisément pour réaliser la synthèse d'images issues
de réseau composé de radio-télescopes.
L'objectif est d'appliquer cet algorithme au résultat de la méthode d'imagerie par
corrélation présentée plus haut dans ce document.
1.4.2 Principe de fonctionnement
Le synoptique présenté en ﬁgure III.17 permet de comprendre le fonctionnement de cet
algorithme.
En eﬀet, il s'agit d'un processus itératif bouclé ayant pour condition de sortie un niveau
résiduel qui peut être déﬁni de plusieurs manières diﬀérentes. Un recalage temporel,
imagé par la valeur τ , est nécessaire compte tenu du fait que le signal ne correspond
pas nécessairement à la position centrale du pixel.
Dans notre cas, on évalue l'énergie restante dans le signal résiduel de manière à stopper le
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Corre´lation obtenue avec le signal mesure´/re´siduel : smes(t)
Position (i, j) et valeur α du maximum de corre´lation
Signal d’apprentissage au maximum de corre´lation : hi,j(t)
De´calage du signal : hi,j(t) ← hi,j(t− τ)
Calcul : smes(t) ← smes(t) − γ ∗ α ∗ hi,j(t)
Construction de la cartographie : Ci,j ← Ci,j + α




Fig. III.17  Vue synoptique de l'algorithme de nettoyage - CLEAN
traitement lorsque cette valeur passe en dessous de 10%. Le gain de boucle γ est également
réglé de manière empirique pour que le processus converge suﬃsamment rapidement sans
soustraire trop d'énergie à chaque itération.
1.4.3 Filtrage de l'image brute
Compte tenu de la nature de ce type d'algorithme, on observe de la dispersion dans le
résultat obtenu, il peut donc parfois s'avérer nécessaire d'appliquer un ﬁltrage gaussien.
Cette opération, présentée dans la section 4.3 du chapitre I peut être réalisée simplement
en multipliant la transformée de Fourier 2D du ﬁltre gaussien avec la transformée de
Fourier 2D de l'image brute. Une transformée de Fourier inverse 2D permet d'aﬃcher le
résultat obtenu après ﬁltrage.
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1.5 Résultats obtenus en simulation
1.5.1 Conﬁguration de la scène et de l'image
La scène observée a une largeur de 8m (de −4m à 4m) et une profondeur de 8m. Le
réseau d'émission est constituée de 4 antennes isotropes. La distance entre les antennes
d'émission est de 12cm. Une seule antenne de réception est utilisée, elle est localisée au
centre du réseau d'émission.
Toutes les simulations ont été lancées avec une résolution d'image de (80, 80)px. Cela
signiﬁe que tous les pixels ont une largeur et une hauteur correspondant à λmin. Les
calculs sont eﬀectués avec un nombre de points suﬃsamment important de manière à ne
pas observer de repliement numérique du résultat.
1.5.2 Simulation avec une cible
Pour cette simulation la cible est placée en position (−2, 5)m. En ﬁgure III.18(a), on peut
observer le résultat du traitement de l'algorithme de corrélation alors qu'aucun passage
dans le processus de nettoyage n'a été réalisé. En ﬁgure III.18(b), on peut voir le résultat
de la corrélation avec le signal résiduel correspondant au dixième passage dans CLEAN.
Largueur de scene / m

































(a) Aucun passage dans CLEAN
Y / m

























(b) 10 passages dans CLEAN
Fig. III.18  Cartographie corrélation, C = (−2, 5)m, PRF=40MHz
On s'aperçoit que les formes d'ondes sont conservées mais que le niveau global de la
cartographie après 10 itérations est bien plus faible. En eﬀet, malgré la représentation
normalisée, les pixels de faibles amplitudes apparaissant en bleu clair sur la ﬁgure III.18a,
sont renforcés au fur et à mesure des passages dans le processus de déconvolution.
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La reconstruction de la cartographie correspondant à la somme des 10 premières
contributions du passage dans l'algorithme de nettoyage nous permet d'avoir le résultat
escompté avec une signature de cible légèrement dispersée, comme le montre la ﬁgure
III.19(a). Après le traitement par un ﬁltrage gaussien on obtient une cartographie, visible
en ﬁgure III.19(b), représentative de la scène observée.
Y / m





















(a) Avant traitement par ﬁltrage gaussien
Y / m





















(b) Après traitement par ﬁltrage gaussien
Fig. III.19  Cartographie nettoyée, C = (−2, 5)m, PRF=40MHz
1.5.3 Simulation avec trois cibles
Pour cette simulation les cibles sont placées en position (−1, 3)m, (1, 4)m et (1.8, 6)m.
En ﬁgure III.20(a), on peut observer le résultat du traitement de l'algorithme de
corrélation alors qu'aucun passage n'a été réalisé dans le processus de nettoyage. En ﬁgure
III.20(b), on peut voir le résultat de la corrélation avec le signal résiduel correspondant
au vingtième passage dans CLEAN.
La reconstruction de l'image par l'algorithme de nettoyage permet de visualiser les trois
cibles présentes dans la scène. La diﬀérence de niveaux entre les trois signatures peut être
expliquée par le fait que le balayage eﬀectué avec un réseau de quatre antennes isotropes
n'est pas très directif. De ce fait, la cible placée au milieu de la scène est éclairée tout au
long du balayage contrairement aux cibles situées sur les côtés.
Ce phénomène est beaucoup moins présent lorsque la signature de la cible n'est pas calculé
mais issue d'une mesure. La récupération de signaux issus de mesures fait l'objet de la
partie suivante.
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(a) Aucun passage dans CLEAN
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(b) 20 passages dans CLEAN
Fig. III.20  Cartographie corrélation, C1 = (−1, 3)m, C2 = (1, 4)m et C3 = (1.8, 6)m,
PRF=40MHz
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(a) Avant traitement par ﬁltrage gaussien
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(b) Après traitement par ﬁltrage gaussien
Fig. III.21  Cartographie nettoyée, C1 = (−1, 3)m, C2 = (1, 4)m et C3 = (1.8, 6)m,
PRF=40MHz
1.5.4 Comparaison SAR - Corrélation/CLEAN
Dans ce paragraphe, l'objectif est de comparer les performances de l'algorithme
corrélation/CLEAN avec les performances obtenues en utilisant le même système en
conﬁguration SAR. Les 5 antennes isotropes (4 à l'émission et 1 à la réception), le modèle
de cibles, la bande de fréquences des impulsions utilisées [300MHz-3GHz] et les 15 tirs
électromagnétiques sont conservés pour cette comparaison. Les positions respectives des
trois cibles sont les mêmes que celles présentées dans le paragraphe 1.5.3.
Le déplacement du radar engendre des hyperboles de migration pour chaque cibles
de la scène comme le montre la ﬁgure III.22a. La ﬁgure III.22b illustre le résultat
d'un algorithme de sommation cohérente dont le principe est de focaliser l'énergie de
chaque hyperbole en leurs apex respectifs. Le tableau III.1 résume les performances des
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Y / m





















(a) Simulation du radar en conﬁguration SAR
Y / m























(b) Résultat de l'algorithme de sommation
cohérente
Fig. III.22  Comparaison SAR - Corrélation/CLEAN
deux algorithmes présentés en déﬁnissant un paramètre S50% permettant d'imager leurs
résolutions, tel que :
S50% = N50% ∗ dx ∗ dy/Nc
avec :
 N50% le nombre de pixels dont la valeur est supérieure à 50% du maximum,
 Nc le nombre de cibles,
 dx et dy respectivement les résolutions d'image horizontale et verticale.
Il est important de noter que les temps de calcul ont été évalués sur la même station de
travail : Intel® Xeon® CPU E5-1650 0 @ 3.20GHz sous Windows 7 OS.
Sommation cohérente Corrélation/CLEAN
S50% (cm2) 286 67
Tcalcul (s) 4 410
Déplacement radar Oui Non
Tab. III.1  Comparaison SAR vs. Correlation/CLEAN
Ce tableau comparatif permet de mettre en avant les bonnes performances de l'algorithme
corrélation/CLEAN en terme de résolution comparé à celle obtenue avec l'algorithme
de sommation cohérente pour une conﬁguration SAR du même système. Le fait que
le produit dx ∗ dy pour la sommation cohérente soit inférieur au produit dx ∗ dy pour
la corrélation/CLEAN vient renforcer ce résultat. En eﬀet dans le cas de la sommation
cohérente, la résolution horizontale dx est directement lié au pas de déplacement du radar.
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Un des nombreux atouts du radar à balayage autonome optoélectronique est qu'il ne
requiert aucun déplacement mécanique alors qu'il s'agit précisément du paramètre critique
d'un radar SAR classique. De plus, un radar SAR impose que les cibles soient immobiles
alors que le radar proposé ici peut être utilisé pour détecter des cibles en mouvement tant
que la vitesse de ces dernières reste très inférieure à la vitesse de balayage. Il faut également
préciser que le temps de calcul n'a pas été optimisé pour l'algorithme corrélation/CLEAN
notamment dans la redondance de certains calculs.
1.6 Résultats expérimentaux
1.6.1 Conﬁguration expérimentale
L'algorithme de corrélation/CLEAN présenté en détail dans la partie 1.4 de ce chapitre a
ensuite été testé avec des signaux issus de mesures. En eﬀet, la mise à disposition d'une
chambre anéchoïque et d'une instrumentation ultra large bande (ULB) a permis de réaliser
cette campagne de mesures.
Cette instrumentation ULB (ﬁgure III.23) comporte :
 un générateur de signaux arbitraires (AWG) composé d'un châssis M9105A Agilent
Technologies intégrant deux modules deux voies M8190A 12GSa/s. A noter que la
gigue entre deux voies d'un même module est négligeable alors que la gigue entre deux
voies de modules diﬀérents est d'environ 10ps,
 un oscilloscope temps réel Agilent Technologies 4GHz 20GSa/s,
 un ampliﬁcateur ZHL-42W de chez Mini-Circuits 30dB 10MHz-4.2GHz.
Pour imager le balayage autonome, des trains d'impulsions, visibles sur la ﬁgure III.24, ont
été numérisés à une fréquence d'échantillonnage de 12GHz puis chargés dans la mémoire
d'un générateur de signaux arbitraire 4 voies.
La ﬁgure III.25 permet d'avoir une vue schématique de la mesure mise en place. Le réseau
de quatre antennes d'émission et l'antenne de réception sont positionnés de manière à se
rapprocher le plus possible des conditions de simulations présentées dans la partie 2. La
ﬁgure III.26 présente une photographie de scène avec deux cibles ainsi que la position du
réseau d'émission et de l'antenne de réception.
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Fig. III.23  Instrumentation ULB
(a) Zoom sur l'angle de +3° (b) Zoom sur l'angle de +21°
Fig. III.24  Train d'impulsions généré par l'AWG
1.6.2 Scène mono-cible
Pour cette mesure, la cible est positionnée à (0, 2)m. Il s'agit d'un tube en acier placé
en position verticale. Le signal mesuré, présenté en ﬁgure III.27(a), contient l'information
relative à la position de la cible ainsi que le signal de couplage correspondant au trajet
direct entre le réseau d'émission et l'antenne de réception. Ce signal de couplage peut être
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Fig. III.25  Vue schématique
Fig. III.26  Photographie de la manipulation
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retranché soit de manière numérique III.27(b) soit à l'aide d'une mesure de référence sans
cible.
















(a) Avant traitement numérique
















(b) Après soustraction du couplage et de l'oﬀset
Fig. III.27  Signal de mesure pour une cible positionnée à (0, 2)m
Le résultat obtenu par l'algorithme est présenté sur la ﬁgure III.28. On peut noter que les
artéfacts de corrélation sont bien éliminés avec le processus de nettoyage.
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(a) Avant traitement par ﬁltrage gaussien
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(b) Après traitement par ﬁltrage gaussien
Fig. III.28  Cartographie issue de l'algorithme de nettoyage
On obtient le résultat escompté avec une position de cible exacte.
1.6.3 Scène multi-cibles présentant une SER importante
Pour la mesure suivante, les cibles sont positionnées aux positions (0.2, 2)m et
(−0.3, 2.5)m. Les signaux obtenus avant (a) et après (b) soustraction du couplage et de
l'oﬀset sont visibles sur la ﬁgure III.29. On observe bien deux enveloppes correspondant
chacune, à la réponse d'une cible.
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(a) Avant traitement numérique
















(b) Après soustraction du couplage et de l'oﬀset
Fig. III.29  Signal de mesure pour deux cibles positionnées à (0.2, 2)m et (−0.3, 2.5)m
L'algorithme de nettoyage fait ressortir la signature des cibles bien que l'image issue
de la phase de corrélation présente des maxima sur des cibles fantômes. Les légères
signatures des cibles fantômes peuvent être diminuées en diminuant le gain de boucle γ,
en augmentant le nombre de passages dans la phase de nettoyage (modiﬁcation du critère
de sortie de boucle), en multipliant le nombre d'antennes de réception ou en utilisant la
propriété du retour de balayage.
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(a) Avant traitement par ﬁltrage gaussien
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(b) Après traitement par ﬁltrage gaussien
Fig. III.30  Cartographie issue de l'algorithme de nettoyage
1.6.4 Scène multi-cibles présentant une SER faibles
Pour cette mesure, les cibles considérées sont des humains, respectivement positionnés
à (−0.6, 2)m et (0.2, 3.5)m. On considère ainsi une cible présentant une SER largement
diﬀérente de celle utilisée pour réaliser la phase d'apprentissage. Une photographie, visible
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en ﬁgure III.31, illustre la scène illuminée.
Fig. III.31  Scène avec deux cibles de SER faibles positionnée à (−0.6, 2)m et (0.2, 3.5)m
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(a) Avant traitement par ﬁltrage gaussien
Y / m





















(b) Après traitement par ﬁltrage gaussien
Fig. III.32  Cartographie issue de l'algorithme de nettoyage
On constate sur le ﬁgure III.32 que l'algorithme fonctionne correctement malgré la
diﬀérence de SER entre la phase d'apprentissage et la mesure qui a été réalisée. Ce qui
n'est pas étonnant compte tenu de la part minime que joue l'amplitude du signal pour
réaliser la détection, à condition bien sûr que le seuil de détection soit atteint.
En conclusion, l'algorithme hybride corrélation/CLEAN associant une construction de
cartographie par corrélation avec un processus de déconvolution semble répondre à la
problématique de l'ambiguïté en distance et permet de s'aﬀranchir de la limite de détection
en distance imposée par la fréquence de répétition élevée du système proposé.
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2 Outils numérique d'optimisation de formes d'ondes
2.1 Introduction aux métaheuristiques pour l'optimisation
complexe
La partie précédente est consacrée à la présentation d'un algorithme de détection eﬃcace
pour des cibles positionnées au delà de la limite classique de détection engendrée
par la fréquence de répétition du radar. Cet algorithme combine la corrélation et la
déconvolution itérative pour générer une cartographie de la scène éclairée en utilisant
le train d'impulsions comme base de référence. Les observations réalisées sur ces résultats
conduisent à penser que la diversité d'information peut être accrue en faisant varier le
spectre généré par chaque impulsion du train.
L'objectif de cette partie est donc de présenter un outil numérique d'optimisation
de formes d'ondes en présentant, dans un premier temps, le contexte scientiﬁque
des problèmes d'optimisation. Ensuite, cet outil sera appliqué à des modèles simples
d'impulsions pouvant être obtenus à l'aide de formules analytiques. Pour ﬁnir, l'outil sera
appliqué directement sur le modèle électrique du générateur optoélectronique développé
spécialement pour s'intégrer dans le processus d'optimisation.
Les applications imaginées ne s'arrêtent pas au domaine des radars mais peuvent être
étendues aux applications pour lesquelles la maitrise du spectre rayonné présente un
intérêt.
2.1.1 Complexité du problème
Les métaheuristiques sont des techniques numériques utilisées pour répondre aux
problèmes d'optimisation complexe. Que ce soit en électronique pour la conception de
modèle, en mécanique ou encore en traitement du signal, ces techniques sont appliquées
dans tous les domaines qui composent le paysage scientiﬁque. Le problème est souvent
exprimé comme un problème d'optimisation : on cherche à minimiser ou à maximiser
une ou plusieurs fonctions dites coûts qui représentent le ou les objectifs à atteindre.
La déﬁnition du problème est bien souvent complétée par la formalisation de contraintes
dont les priorités peuvent être variables. En eﬀet, les contraintes dures sont des contraintes
inﬂexibles et impératives à la diﬀérence des contraintes molles qui peuvent être considérées
comme indicatives.
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Les métaheuristiques s'appliquent aussi bien aux problèmes discrets qu'aux problèmes
continus. Pour ﬁxer les idées, le célèbre problème du voyageur de commerce 1 est discret
alors que l'optimisation de la valeur d'un composant électrique pour minimiser les
réﬂexions est un problème continu.
2.1.2 Cadre et choix des métaheuristiques
La plupart des métaheuristiques sont stochastiques pour faire face à la multitude des
combinaisons des données d'entrée des problèmes complexes. Elles sont inspirées de
phénomènes physiques (recuit simulé), des comportements d'espèces animales (colonies
de fourmis) ou encore des théories de l'évolution de l'espèce humaine (algorithmes
évolutionnaires). Ces méthodes sont relativement eﬃcaces et peuvent même être couplées
entre elles pour changer automatiquement d'outil en fonction des diﬃcultés rencontrées.
Ces algorithmes partagent également les mêmes inconvénients : la diﬃculté de réglage des
paramètres d'optimisation avec notamment la fonction coût et le temps de calcul élevé.
En fonction du problème posé, il faut être capable de choisir la métaheuristique susceptible
de donner les meilleurs résultats en un minimum d'itérations. Aucune théorie générale ne
permet d'évaluer la convergence d'une métaheuristique face à un problème connu. Le
réglage et la comparaison de ces algorithmes sont donc bien souvent eﬀectués sur des
fonctions analytiques connues pour ensuite être portés sur le problème complexe.
Pour notre étude, les algorithmes génétiques ont été choisis car ils fournissent des solutions
quasi-optimales sur des problèmes de grandes tailles. Ces résultats sont obtenus au prix
d'un temps de convergence relativement long comparé à la technique du recuit simulé.
Il est important de noter que des algorithmes génétiques ont été fusionnés avec le recuit
simulé, notamment dans les travaux de Mahfoud et Goldberg [MG92].
2.2 Introduction sur les algorithmes génétiques
2.2.1 Concept de base
Les algorithmes génétiques (AGs) sont basés sur les mécanismes de la génétique et de
l'évolution naturelle tels que le croisement, la mutation ou encore la sélection. En 1962,
1. Il s'agit de minimiser la longueur de la tournée d'un commercial dont la mission est de visiter
plusieurs villes avant de retourner au point de départ
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John Holland démontre l'intérêt de ce type d'algorithmes, notamment grâce à ses travaux
sur les systèmes adaptatifs [Hol62]. Les AGs modélisent le principe d'évolution collectif
d'une génération constituée d'individus dont l'objectif est de survivre à un environnement.
Chaque individu correspond à une solution du problème posé, le but étant de faire
évoluer des générations entières, via des opérateurs de transformation (voir ﬁgure III.33),
pour disposer au terme du processus du meilleur individu de la dernière génération,











Fig. III.33  Principe général d'un algorithme génétique
Les AGs utilisent un vocabulaire emprunté à la génétique naturelle. On parle donc de
population de génération i représentant un ensemble d'individus (solutions). Ces individus
peuvent être représentés suivant deux formes : la représentation originale de la solution au
problème, on parle alors de phénotype alors que le génotype représente une solution codée
pour le problème. Les codages de solutions peuvent être simples (codage binaire) ou plus
élaborés (permutations alphabétiques) en fonction du problème posé. Chaque individu est
évalué par la fonction coût qui mesure son adaptation à l'environnement local [Yam03]. La
règle de la survie du plus fort est prédominante et à chaque itération du processus, seuls
les individus les mieux adaptés à l'environnement sont utilisés pour en créer d'autres :
c'est la théorie Darwinienne.
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2.2.2 Les opérateurs et les limites
Comme illustré par la ﬁgure III.33, les AGs utilisent trois types d'opérateurs permettant
de faire évoluer une population :
 l'opérateur de sélection est le processus qui permet de choisir les individus en fonction
de leurs notes obtenues au test d'adaptation (fonction coût). Le processus de sélection
utilisé dans notre cas est le principe de la roulette pondérée [Gol89] qui consiste à
associer à chaque individu un segment de la population dont la taille dépend de la note
obtenue à la fonction coût (plus il est adapté plus il sera considéré dans la génération
suivante et inversement). Un tirage aléatoire parmi la génération est ensuite eﬀectué.
Ce type de sélection présente toutefois des risques de favoriser un individu lorsque les
populations sont de petites tailles,
 l'opérateur de croisement est le processus permettant de combiner deux individus
(parents) pour en générer deux autres diﬀérents (enfants). Il existe plusieurs types de
croisement : à un point, à deux points ou encore uniforme [Sys91] qui ne seront pas
développés ici,
 l'opérateur de mutation est le processus agissant sur un individu puisqu'il correspond
à l'erreur produite lorsqu'il est copié et reproduit. La mutation change les valeurs de
certains gènes avec une probabilité faible. Elle améliore rarement une solution mais
permet de se préserver des pertes de diversité.
Les AGs constituent une classe de méthodes approchées eﬃcaces pour un large spectre
de problèmes même lorsque la fonction à optimiser n'est pas continue ou dérivable.
Néanmoins, il est important de mentionner que :
 ils seront moins eﬃcaces qu'une méthode déterministe (s'il en existe une),
 les nombreux paramètres sont délicats à régler,
 un des points les plus critiques des AGs est la ﬂexibilité de la fonction coût. Dans la
mesure où la fonction coût est interrogée pour chaque individu de chaque génération,
il est important de veiller à ce que cette fonction puisse s'exécuter relativement
rapidement.
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2.3 Application à l'optimisation de formes d'ondes pour réaliser
un façonnage spectral
2.3.1 Présentation du problème
L'objectif s'inscrit ici dans un contexte de conception de sources rayonnantes
impulsionnelles induisant un minimum de perturbations électromagnétiques. La solution
visée consiste à cumuler le rayonnement multi-bandes de dispositifs antennaires en créant
par superposition spectral des trous en fréquences. On supposera que les impulsions sont
générées par le générateur optoélectronique présenté précédemment dans ce manuscrit,
que le nombre de sous-bandes est de trois et on ne tiendra pas compte de la fonction de
transfert des antennes. L'AG est donc l'outil numérique qui permet d'optimiser le niveau
et la largeur de chaque sous-bande en fonction du gabarit spectral imposé en jouant sur
la forme temporelle des trois impulsions.
Dans cette partie, les simulations ont été menées avec deux signaux analytiques pour
régler l'AG de manière à pouvoir réutiliser les mêmes conﬁgurations sur le problème
intégrant le générateur optoélectronique. Le premier est un signal sinusoïdal modulé par
une gausienne. Il présente trois paramètres de réglage permettant de proﬁler l'impulsion
et donc de façonner le spectre à notre convenance : la pondération en amplitude et les
deux fréquences de coupure minimale et maximale sont prises à -6dB. Le deuxième signal
est une sinusoïde modulée par une exponentielle décroissante. Ce signal est un peu plus
proche de ce que le générateur optoélectronique est capable de générer et les paramètres
de réglage dans ce cas sont la fréquence du sinus, le taux de décroissance de l'exponentielle
et la pondération en amplitude. La ﬁgure III.34 illustre les deux signaux présentés pour
ajuster les paramètres de l'AG.



























Fig. III.34  Signaux de calage de l'AG
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(b) Forme temporelle et spectre de la somme
Fig. III.35  Exemple de construction du spectre avec 3 impulsions sino-gaussiennes
Le processus de combinaison réalisé par la sommation cohérente des impulsions et la
construction du spectre généré avant optimisation est visible sur la ﬁgure III.35.
2.3.2 Calcul de la fonction coût
La fonction coût de l'AG eﬀectue un calcul utilisant la méthode des moindres carrés
pour évaluer l'ajustement entre les points de référence du gabarit, noté Po = (Pox, Poy)
et le spectre généré par les impulsions proﬁlées en utilisant des points d'intérêt, noté
Pt = (Ptx, P ty). Ces points d'intérêt sont les extremums locaux du spectre et peuvent
donc être déterminés facilement en dérivant numériquement ce spectre et en regardant
où s'annule cette dérivée. Dans le cas d'une construction de spectre à 3 impulsions, 5
points d'intérêt sont nécessaires. Ils sont également pondérés par des coeﬃcients α et β
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ajustés au fur et à mesure des simulations pour calibrer la mise à l'échelle suivant les deux
dimensions du tracé.
Si l'on considère N impulsions comme base de construction du spectre, la fonction coût










La ﬁgure III.36 permet d'illustrer le principe de l'AG appliqué à notre problème. En eﬀet,
l'objectif est donc de proﬁler les impulsions pour que les points Pt du spectre engendré
soit le plus proche possible, suivant les deux dimensions du tracé, des points Po du gabarit
visé. L'exemple met notamment en évidence les distances calculées Pox(2) − Ptx(2) et
Poy(2)− Pty(2) pour le deuxième point d'intérêt, soit i = 2.
























Fig. III.36  Mise en évidence de la fonction coût sur un individu choisi aléatoirement
En ayant choisi des coeﬃcients α = 1 et β = 2e7, l'exemple de la ﬁgure III.36 illustre
un individu de la première génération. Il présente un résultat pour la fonction coût de
f=30.18.
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2.3.3 Réglages de l'AG et résultats obtenus
Pour conserver une bonne diversité tout au long du processus itératif au sein de la même
génération de manière à assurer une vitesse de convergence relativement élevée, il est
important de régler les paramètres de l'AG (nombre d'individus d'une même population,
probabilité de mutation, etc). Il est également nécessaire d'ajuster la fonction coût et
notamment la mise à l'échelle par l'intermédiaire des coeﬃcients α et β.
Suite à la phase de réglage, les résultats des meilleurs individus des premières (meilleures
solutions initiales) et des dernières générations (solutions optimales) sont présentés en
ﬁgure III.37, III.38, III.39 et III.40 pour les deux types de signaux utilisés et pour deux
types de gabarit diﬀérents (limites basse du gabarit à -40 et -52dB).
(a) Première génération (b) Dernière génération
Fig. III.37  Signal sino-gaussien dont la limite basse du gabarit est -40dB
(a) Première génération (b) Dernière génération
Fig. III.38  Signal sino-exponentiel dont la limite basse du gabarit est -40dB
Les résultats obtenus sont donc très satisfaisants pour les deux signaux analytiques
utilisés. Il est d'ailleurs possible d'imaginer un gabarit spectral beaucoup plus complexe
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(a) Première génération (b) Dernière génération
Fig. III.39  Signal sino-gaussien dont la limite basse du gabarit est -52dB
(a) Première génération (b) Dernière génération
Fig. III.40  Signal sino-exponentiel dont la limite basse du gabarit est -52dB
que l'algorithme cherchera à approcher. Toutefois, les signaux servant de base de
décomposition du spectre ne sont pas faciles à générer. On peut observer en ﬁgure III.41
les trois signaux à générer pour construire le spectre visible en ﬁgure III.40. Il est donc
nécessaire de prendre en compte les contraintes liées à la génération d'impulsion par la
modélisation du générateur optoélectronique.
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−4 −2 0 2 4
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Fig. III.41  Signaux sino-gaussiens résultant de l'optimisation
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2.3.4 Modélisation du générateur optoélectronique
Un modèle de générateur optoélectronique a été développé pour contraindre l'AG aux
strictes formes d'ondes susceptibles d'être générées. Le modèle dont la représentation
schématique est visible sur la ﬁgure III.42, a été développé sur Simulink® , pour faciliter
son intégration à l'AG. Il n'existe sur ce logiciel qu'un moteur de calcul transitoire. Il est
donc nécessaire de faire commuter la valeur de la résistance Rg soit sur une faible valeur
pour charger rapidement la ligne de transmission soit sur une forte valeur de résistance













Mode`le de discontinuite´Mode`le de discontinuite´
Sonde de mesure
Ligne de transmissionEvolution R(t) Evolution R(t)
Fig. III.42  Modèle du générateur optoélectronique
La ligne de transmission micro-ruban est modélisée par deux lignes telles que la somme
de leurs longueurs soit égale à la longueur totale L. Cette séparation permet un accès
de polarisation par la haute tension délivrée par VHT . Les caractéristiques électriques
(impédance caractéristique Z0) de chaque tronçon de ligne ont été calculées en fonction des
dimensions et des caractéristiques physiques réelles du substrat (hauteur de métallisation
em, hauteur de substrat h, largeur de ligne w, permittivité relative du substrat r).
Le comportement des photocommutateurs PCSSA et PCSSB est imagé par des lois
d'évolution R(t) de résistance en fonction du temps au travers de deux résistances
variables. Une représentation de ces lois est visible sur la ﬁgure III.43 et fait apparaitre
les valeurs des résistances aux limites RON et ROFF . Il s'agit de lois évoluant suivant
des proﬁls d'exponentielles décroissantes dont les temps de descente td sont réglés
proportionnellement aux temps de montées des impulsions optiques. La mesure est ensuite
eﬀectuée sur une charge ﬁxée à 50Ω pour simuler la présence d'un oscilloscope temps
réel. Le modèle de discontinuité utilisé permet de prendre en compte les eﬀets capacitifs
(modélisés par Cg et Cp) de la mise en regard engendrée par la discontinuité de la ligne
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microruban au niveau de l'adjonction des photocommutateurs.













Fig. III.43  Modèle du générateur optoélectronique
Le tableau III.2 récapitule les variables, leurs plages de variation et les valeurs ﬁxes
utilisées sur ce modèle :
L td R em w h εr εe Z0 Cg Cp
cm ps Ω µm mm mm si si Ω fF fF
2-15 30-90 10-1e6 35 2.48 1.2 4.3 3.3 48.4 8.3 46.9
Tab. III.2  Paramètres du modèle de générateur optoélectronique
Pour estimer les plages de valeurs de chaque paramètre, des comparaisons entre les formes
d'onde générées par le modèle et des mesures pour diﬀérentes longueurs de ligne ont
été eﬀectuées. La ﬁgure III.44 illustre la platine de mesure comportant 6 générateurs
de longueurs respectives 20, 35, 50, 80, 100 et 120mm. Pour la mesure des signaux
photogénérés, l'alimentation haute tension ainsi que les ﬁbres optiques sont repositionnées
en fonction du générateur mesuré.
La ﬁgure III.45 met en évidence des comparaisons pour les conﬁgurations à 20, 50 et
120mm en optimisant les réglages optiques pour avoir la forme d'onde la plus bipolaire
possible et une conﬁguration où les réglages optiques engendrent une dégradation du
signal. En général, c'est la ﬁbre optique située au dessus du PCSSA qui est déplacée de
quelques dizaines de micromètres de manière à générer une désadaptation relativement
faible et ainsi permettre une légère résonance du système.
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(a) Vue de dessus (b) Vue de dessous
Fig. III.44  Platine de mesure avec diﬀérentes longueurs de ligne




































































Fig. III.45  Comparaisons simulations et mesures expérimentales pour diﬀérentes
longueurs de lignes
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Les résultats de simulation du photocommutateur obtenus par ajustement des paramètres
ne sont pas parfaits mais sont tout de même représentatifs du générateur optoélectronique.
La corrélation entre les signaux mesurés et les signaux simulés est tout à fait correcte et
permet de valider le modèle pour pouvoir l'intégrer dans l'AG, et optimiser des formes
d'ondes que l'on est capable de générer.
2.3.5 Intégration du modèle du générateur optoélectronique dans l'AG
Le modèle du générateur optoélectronique a ensuite été intégré dans l'AG. En eﬀet, les
deux formules analytiques (sino-exponentielle et sino-gaussienne) utilisées jusqu'à présent
ont été remplacées par le modèle du générateur optoélectronique développé et présenté
dans le paragraphe 2.3.4. Les paramètres d'entrée du système sont alors la longueur de
ligne L, la valeur RON pour les deux PCSS, le niveau de polarisation VHT , le temps
de descente de la valeur de résistivité td et le retard entre le déclenchement des deux
impulsions ∆.
Ces paramètres d'entrée sont contraints à être utilisés par l'AG dans des plages de valeurs
déﬁnies de manière à ce que le résultat de l'optimisation soit réalisable en pratique.
En conservant une fonction objectif identique à celle utilisée sur les formes d'onde issues
des calculs analytiques ainsi que le même type de problème où trois générateurs sont
nécessaires pour créer l'onde proﬁlée avec la même forme de gabarit (niveau de coupure à
-20dB), l'AG fournit (au bout de plusieurs dizaines d'heures de simulation) les résultats
visibles sur le tableau III.3.
Générateur 1 Générateur 2 Générateur 3
L VHT RON td ∆ L VHT RON td ∆ L VHT RON td ∆
/mm /V /Ω /ps /ps /mm /V /Ω /ps /ps /mm /V /Ω /ps /ps
82.2 89.5 101 39.8 8 29.9 416 500 35.8 -10 17.0 534 438 30.0 -10
Tab. III.3  Solution optimale trouvée par l'AG pour une limite à -20dB
Il est tout de même important de noter que la fréquence centrale de chaque générateur
est fortement conditionnée par sa longueurs et par le temps de descente de la résistance.
La ﬁnesse fréquentielle du pic est quant à elle dictée par les valeurs de résistances RON
qui autorisent les oscillations si ces valeurs sont importantes.
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La ﬁgure III.46 montre la comparaison entre le meilleur individu de la première génération
et le meilleur individu de la dernière qui correspond à la solution optimale au problème. Ce
résultat permet d'apprécier le compromis entre toutes les combinaisons possibles trouvées
par l'AG. Toutefois, une fréquence de coupure inférieure à -20dB conduirait à des valeurs
de résistanceRON diﬃcilement atteignables en pratique avec cette topologie de générateur.
(a) Première génération (b) Dernière génération
Fig. III.46  Résultat de l'optimisation du modèle
La ﬁgure III.47 permet de se rendre compte de la vitesse de convergence de l'AG et de
la diversité présente dans chaque génération calculée par celui-ci. En eﬀet, pour chaque
génération, on visualise l'individu ayant obtenu le meilleur score à la fonction coût et la
moyenne des résultats de tous les individus d'une même génération en bleu.
Fig. III.47  Convergence de la simulation
Les formes d'ondes proﬁlées temporellement et permettant d'obtenir un spectre qui
satisfait le gabarit imposé est présenté en ﬁgure III.48. Le critère de coupure étant à
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-20dB, on constate une forte résonance notamment pour les formes d'ondes issues des
deuxième et troisième générateurs.
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Fig. III.48  Résultats du proﬁlage d'impulsions issus de l'AG
2.3.6 Perspectives sur la conception de générateurs complexes
L'intégration du modèle du générateur optoélectronique dans le processus d'optimisation
donne des résultats probants pour réaliser un proﬁlage temporel dans le but de façonner
un spectre particulier.
Il est tout de même important de mentionner que le modèle peut être amélioré pour
se rapprocher davantage des résultats obtenus en mesure (présence d'une ligne de
transmission de faible longueur entre le PCSSB et le court-circuit, prise en compte des
dimensions des PCSS,... ).
Toutefois, l'approche semble appropriée et prometteuse puisqu'elle permet d'intégrer dans
la simulation l'eﬀet des antennes avec la dispersion générée sur les impulsions et la
variation du gain avec la fréquence ainsi que les caractéristiques du sommateur. Le but
étant de pré-compenser l'impact de ces systèmes sur le spectre rayonné pour s'approcher
au mieux du gabarit imposé.
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Les travaux décrits dans ce mémoire présentent l'apport d'un concept de radar
impulsionnel à balayage autonome pour les problématiques de détection radar courte
et moyenne portée. A l'émission, le radar est composé de plusieurs antennes à ondes
progressives dont les propriétés de dispersion sont excellentes. Ces antennes présentent la
particularité d'intégrer un générateur optoélectronique permettant d'assurer la meilleure
synchronisation possible entre les diﬀérentes sources du système. Les formes et les niveaux
des impulsions générées garantissent la cohérence entre la bande d'adaptation de l'antenne
et le spectre de l'impulsion considérée. La capacité de déclencher ces impulsions, couvrant
une bande de fréquence de 300MHz à 3GHz, de manière précise (de l'ordre de la
picoseconde) autorise un dépointage du faisceau électromagnétique en fonction du temps
en ajustant les fréquences de répétition des impulsions d'alimentation de chaque antenne.
Un dimensionnement théorique combinant une approche harmonique et une approche
transitoire est présenté. Il met en avant la notion de compromis entre l'encombrement
dimensionnel et le niveau de couplage entre les éléments du réseau. Une conﬁguration a été
présentée comportant 4 antennes disposées selon un arrangement horizontal permettant un
balayage de -21°à 21°avec un pas de 3°. Ce pas de dépointage autorise un chevauchement du
faisceau électromagnétique d'un angle à l'autre dans la mesure où l'ouverture rayonnante
à mi-puissance est d'une dizaine de degrés à la fréquence la plus haute de la bande de
travail.
L'aspect réception a également était abordé dans ce travail avec le développement d'un
algorithme d'imagerie innovant. Au regard des fréquences de répétition pouvant être
assurées par le système de commande optique pour le déclenchement des impulsions
d'alimentation, de l'ordre de grandeur de la dizaine de MHz, il était important de trouver
un moyen de s'aﬀranchir de la limite de détection en profondeur habituellement appliquée
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aux systèmes radars classiques. Cet algorithme d'imagerie fait appel à une étape de
calibration en distance ainsi qu'à une étape d'apprentissage qui peut être réalisée ex situ,
et donc pré-enregistrée dans le système. Un premier traitement permettant de construire
une première image est ensuite appliqué. Il s'agit d'un calcul de corrélation entre les
signaux mesurés et les signaux calculés dans la phase d'apprentissage. Un traitement de
déconvolution itérative est ensuite appliqué à l'image issue de la corrélation. C'est un
processus de nettoyage de l'image qui peut se traduire par la soustraction successive et
pondérée d'un motif élémentaire à l'image initiale. Les résultats des diﬀérentes opérations
sont donc utilisés pour générer une cartographie représentative de la scène éclairée
(cibles fantômes fortement atténuées). Des mesures ont ensuite été réalisées pour valider
l'algorithme développé et s'assurer qu'il ne soit pas mis en défaut avec plusieurs cibles
de SER diﬀérentes. Une conﬁguration à plusieurs antennes en réception a été testée et
a permis de démontrer un enrichissement de l'image dû à la diversité d'informations
apportées par chacune des antennes qui voient la scène sous un angle diﬀérent. Il a
également été montré la possibilité d'améliorer la qualité de l'image au travers d'un retour
de balayage utilisant, là encore, la diversité des informations apportées par un balayage
dans le sens inverse du précédent.
La dernière partie de ce mémoire fait état de travaux amorcés autour de la thématique
du proﬁlage d'impulsions pour le façonnage spectral. L'objectif est de paramétrer des
générateurs d'impulsions de manière à ce que leurs rayonnements génèrent un spectre
maitrisé. Un processus d'optimisation a été appliqué sur des formes d'ondes simples, issues
de calculs analytiques, pour régler les diﬀérents paramètres de l'algorithme évolutionnaire.
Un modèle de générateur optoélectronique a ensuite été développé sur la base de mesures
eﬀectuées pour diﬀérentes conﬁgurations. Pour ﬁnir cette étude, l'intégration du modèle
développé à l'algorithme d'optimisation a été présenté avec des résultats tout à fait
satisfaisants.
Ce travail d'optimisation ouvre la porte à d'autres topologies de générateurs
optoélectroniques plus complexes qui combinent plusieurs photocommutateurs, des lignes
de propagation non-linéaire et éventuellement d'autres composants passifs. La possibilité
de contrôler le spectre des impulsions rayonnées pourra s'intégrer dans l'algorithme
d'imagerie spéciﬁque développé et l'utilisation de la diversité spectrale des réponses
des cibles devrait conduire à des images de meilleure qualité. Les temps de traitement
relativement longs seront à prendre en considération. Ce travail est également intéressant
pour des applications biomédicales où les signaux à générer pour traiter des cellules
malades doivent être parfaitement maitrisés du point de vue temporel comme fréquentiel.
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Cette annexe présente les diﬀérentes antennes ULB comparées dans le paragraphe 3.3
du chapitre I : discône, cornet ridgé, log-périodique, vivaldi et K. Chaque antenne est
brièvement décrite par une introduction accompagnée d'une image de la modélisation en
trois dimensions sous CST MICROWAVE STUDIO.
Les paramètres en deux dimensions sont ensuite présentés. Ces descripteurs sont :
 le coeﬃcient de réﬂexion (S11) sur les ﬁgures A.2a, A.5a, A.8a, A.11a et A.14a,
 le signal incident (input) et le signal réﬂéchi (output) par l'antenne sur les ﬁgures A.2b,
A.5b, A.8b, A.11b et A.14b,
 le temps de groupe calculé en utilisant la phase de la fonction de transfert de l'antenne
sur les ﬁgures A.2c, A.5c, A.8c, A.11c et A.14c, sachant que moins il varie sur la bande
d'adaptation de l'antenne, meilleurs sont les caractéristiques de dispersion,
 le champ électrique lointain rayonné ramené à 1 mètre de l'ouverture rayonnante sur les
ﬁgures A.2d, A.5d, A.8d, A.11d et A.14d, dont l'amplitude dépend du gain de l'antenne.
Les diagrammes en trois dimensions (a), (b) et (c) sur les ﬁgures A.3, A.6, A.9, A.12
et A.15 concluent les études de chaque antenne et permettent d'aﬃcher le gain maximal
dans la direction principale de rayonnement à trois fréquences judicieusement choisies.
A noter que l'orientation de ces diagrammes de rayonnement sont orientés de la même
manière que la photo de présentation pour chacune des antennes. Les antennes présentées
ont été simulées sans forcément optimiser les designs. En eﬀet, les valeurs aﬃchées dans le
tableau I.5 sont données uniquement à titre indicatif puisqu'il s'agit des résultats obtenus
pour les antennes simulées et n'ont pas vocation à déﬁnir des limites.
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1 Antenne Discône
L'antenne discône est une variation monopolaire de l'antenne bicône en remplaçant le
cône supérieur par un plan de masse de petites dimensions. Cette antenne peut donc
être considérée comme une modiﬁcation d'un monopole classique dont le but est d'élargir
sa bande de fonctionnement sans augmenter pour autant sa complexité de conception.
Le discône peut être utilisé pour des applications larges bandes où il est nécessaire de
rayonner de manière omnidirectionnelle.
En général, l'alimentation se fait à l'aide d'un câble coaxial au travers du cône ou
du disque. L'espace entre le disque et le cône détermine la qualité de l'adaptation et
l'évasement du cône au niveau de l'alimentation est essentiel pour le rayonnement des
hautes fréquences.
L'évolution fréquentielle du temps de groupe conduit à un étalement temporel eﬀectif
στg=0.43ns. La forme et le niveau du champ électrique rayonné dépendent de l'étalement
temporel eﬀectif du signal et du gain de l'antenne aux diﬀérentes fréquences mises en jeu.
Fig. A.1  Antenne Discône
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(a) Paramètre de réﬂexion

























(c) Temps de groupe























(d) Champ électrique ramené à 1m
Fig. A.2  Résultats de simulation 2D de l'antenne Discône
(a) f=0.3GHz (b) f=0.6GHz (c) f=0.9GHz
Fig. A.3  Résultats de simulation 3D de l'antenne Discône
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2 Antenne Cornet Ridgé
Certainement l'antenne la plus utilisée en mesure, le cornet ridgé est une antenne ultra
large bande pouvant être vue comme une transition entre un guide d'onde et l'espace libre.
Cette antenne est souvent choisie comme référence pour caractériser les performances
d'autres antennes.
Les proﬁls évasés à l'intérieur de l'ouverture sont appelés ridges et permettent d'élargir la
bande de fréquence de l'antenne. En eﬀet, souvent conçue suivant des lois exponentielles
ou en sinus au carré, la distance entre les deux ridges engendre une évolution la plus douce
possible de l'impédance caractéristique de l'antenne.
L'adaptation de cette antenne est facilement ajustable en jouant sur la forme des bords
d'attaque de la transition ainsi que des proﬁls ridgés.
L'étalement temporel eﬀectif est ici στg=0.43ns. Comparé à l'antenne discône, présentée
au paragraphe précédent, le niveau de champ rayonné est beaucoup plus fort, en raison
du fort gain de l'antenne.
Fig. A.4  Antenne Cornet Ridgé
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(d) Champ électrique ramené à 1m
Fig. A.5  Résultats de simulation 2D de l'antenne Cornet Ridgé
(a) f=0.3GHz (b) f=1.65GHz (c) f=2.4GHz
Fig. A.6  Résultats de simulation 3D de l'antenne Cornet Ridgé
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3 Antenne LPDA
Le réseau de dipôles log-périodique (Log Periodic Dipole Array - LPDA) est une antenne
large bande souvent utilisée pour des applications de télécommunication telles que le
TV TNT ou encore pour des eﬀectuer des mesures ou des tests de Compatibilité
ElectroMagnétique (CEM).
La taille des brins est calculée par des formules à base de logarithmes de manière à
conserver le même rapport homothétique le long de l'axe de rayonnement principal. A ce
propos, des abaques présentant l'évolution de l'espacement relatif des brins σ en fonction
du rapport d'échelle τ permettent de déterminer des valeurs optimales.
C'est une antenne diﬃcile à concevoir mais des logiciels, reprenant les abaques, permettent
de faciliter ce travail. On ajoutera également que ce type d'antennes n'est clairement pas
adapté au rayonnement d'impulsions. En eﬀet, du fait de sa structure multi-résonante,
cette antenne est fortement dispersive.
La forte dispersion de l'antenne se traduit par un étalement temporel eﬀectif fort
στg=6.97ns. Le fonctionnement multi-résonant de l'antenne conduit à un champ rayonné
qui présente de fortes résonances.
Fig. A.7  Antenne LPDA
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(d) Champ électrique ramené à 1m
Fig. A.8  Résultats de simulation 2D de l'antenne LPDA
(a) f=0.3GHz (b) f=0.9GHz (c) f=1.65GHz
Fig. A.9  Résultats de simulation 3D de l'antenne LPDA
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4 Antenne Valentine
L'antenne Valentine est une antenne ultra large bande très utilisée au laboratoire XLIM
pour des applications radars. Elle est basée sur le principe de fonctionnement d'une
antenne à ondes progressives dont les proﬁls varient suivant une loi exponentielle.
Généralement conçue avec des proﬁls repliés ou court-circuités aﬁn d'éviter les réﬂexions
de bout d'antenne, cette antenne permet de rayonner des impulsions pouvant aller jusqu'à
la dizaine de kilovolts crêtes.
La forme des proﬁls permet notamment de conserver un centre de phase relativement
stable avec la fréquence, ce qui confère à cette antenne une bonne capacité à rayonner des
impulsions.
L'alimentation de ce type d'antenne peut s'eﬀectuer au moyen de balun ou transition
adaptée. Elle est également disponible en version planaire pour des bandes de fréquences
plus hautes (petites dimensions) que celle présentée en ﬁgure A.10, par exemple pour le
développement de radars MIMO.
L'étalement temporel eﬀectif est ici de στg=0.25ns. Le champ électrique rayonné est de
courte durée et d'un niveau relativement élevé du fait du fort gain de l'antenne.
Fig. A.10  Antenne Valentine
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(d) Champ électrique ramené à 1m
Fig. A.11  Résultats de simulation 2D de l'antenne Valentine
(a) f=0.3GHz (b) f=1.65GHz (c) f=3GHz
Fig. A.12  Résultats de simulation 3D de l'antenne Valentine
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5 Antenne K
L'antenne K est une antenne ultra large bande permettant de rayonner des signaux
impulsionnels sans trop les disperser. Cette antenne, inspirée du design de Koshelev
[Kos+01], est encore en développement.
Elle combine le principe de fonctionnement d'une antenne à ondes progressives et
d'une boucle magnétique dont le périmètre est choisi de manière à induire un meilleur
comportement en basses fréquences.
Cette antenne est di-symétrique, ce qui a pour eﬀet un léger dépointage de son
diagramme de rayonnement dans le plan E. Elle est capable de supporter des impulsions
d'alimentation de plusieurs kilovolts crête grâce notamment à la plaque en téﬂon située à
la base de l'évasement des proﬁls aﬁn d'éviter les éventuels claquages.
L'étalement temporel eﬀectif est relativement faible puisque égal à στg=0.23ns. Le léger
dépointage du faisceau de rayonnement est visible en particulier aux fréquences hautes.
Le fort gain de cette antenne conduit à un niveau de champ relativement élevé.
Fig. A.13  Antenne K
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(d) Champ électrique ramené à 1m
Fig. A.14  Résultats de simulation 2D de l'antenne K
(a) f=0.3GHz (b) f=1.65GHz (c) f=3GHz
Fig. A.15  Résultats de simulation 3D de l'antenne K
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complémentaires du rayonnement des
antennes et documentation
1 Diagrammes de rayonnement
Les diagrammes de rayonnement en gain suivant les plans E et H pour les fréquences
de 0.3, 0.5, 1.0, 1.5, 2.0, 2.5 et 3.0GHz discutés au paragraphe 3.3.2 du chapitre II sont
respectivement présentés sur les ﬁgures B.2, B.3, B.4, B.5, B.6, B.7 et B.8. La ﬁgure B.1
rappelle l'orientation du plan E et H pour les deux antennes comparées ici : l'antenne K






Fig. B.1  Orientation des plans E et H sur l'antenne K
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Fig. B.2  Diagrammes de rayonnement à f=0.3GHz
























































Fig. B.3  Diagrammes de rayonnement à f=0.5GHz
























































Fig. B.4  Diagrammes de rayonnement à f=1.0GHz
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Fig. B.5  Diagrammes de rayonnement à f=1.5GHz
























































Fig. B.6  Diagrammes de rayonnement à f=2.0GHz
























































Fig. B.7  Diagrammes de rayonnement à f=2.5GHz
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Fig. B.8  Diagrammes de rayonnement à f=3.0GHz
L'observation de ces diagrammes de rayonnement permet de conclure que les modiﬁcations
apportées par l'intégration du générateur optoélectronique au sein de l'antenne d'origine
sont proﬁtables dans la mesure où elle permet d'obtenir un gain réalisé plus important
dans la bande de fréquence comprise entre 1.0GHz et 1.8GHz. En eﬀet, l'allongement de
l'antenne permettant d'insérer le dispositif lui confère un comportement qui se rapproche
de celui des antennes à ondes progressives. On constate également une dissymétrie du
diagramme de rayonnement dans le plan E qui s'explique par la dissymétrie physique
de l'antenne alors que les diagrammes de rayonnement dans le plan H sont parfaitement
symétriques.
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2 Caractéristiques du câble haute tension
Le câble haute tension dont les caractéristiques sont présentées en ﬁgure B.9 est utilisé
pour polariser la ligne de transmission du générateur optoélectronique. Un modèle 3D
du câble a été réalisé et simuler aﬁn d'évaluer son impact lorsque celui-ci est intégré au
modèle de l'antenne.
Fig. B.9  Caractéristiques du câble haute tension
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Contribution à la conception de radars impulsionnels : maîtrise de la rapidité
de balayage et traitement de signal associé
Résumé
Ce mémoire présente la conception d'un radar Ultra Large Bande à déclenchement optoélectronique dédié au rayonnement
d'impulsions ultra-courtes dans une bande de travail comprise entre 300MHz et 3GHz pour réaliser des opérations de
détection à courte et moyenne portée. A l'émission, ce radar est composé de plusieurs sources de rayonnement élémentaires
constituées d'une antenne au sein de laquelle un générateur optoélectronique est intégré, d'un générateur de haute
tension pulsée et d'un système commande optique. Des mesures de validation ont été menées pour s'assurer du bon
fonctionnement d'une source. Cette association garantit une excellente synchronisation entre les sources et autorise un
balayage électromagnétique autonome rapide en ajustant les fréquences de répétition (quelques dizaines de MHz) de chaque
générateur de manière à décaler proportionnellement à l'angle visé, l'instant d'alimentation. A la réception, une antenne ou
plusieurs antennes sont utilisées pour récupérer les signaux diﬀractés par les cibles et un traitement de signal est appliqué
pour reconstruire l'image. Ce traitement spéciﬁque permet de s'aﬀranchir de la limite de détection en distance imposée par
la fréquence de répétition en utilisant une association entre des calculs de corrélation et une déconvolution itérative. Un des
vecteurs d'amélioration de la qualité de l'image a également été développé. Il concerne la génération de forme d'ondes et
plus particulièrement le façonnage spectral par proﬁlage temporel en utilisant un algorithme d'optimisation évolutionnaire.
Mots-clefs : Antennes, Ultra Large Bande, photocommutateurs, imagerie radar.
Contribution to the design of impulse radar : managing sweep rate and
associated signal processing
Abstract
This thesis presents the design of an Ultra Wide Band radar triggered by an optoelectronic generator which is dedicated to
ultra short pulses radiation for short and medium range detection. The emitting part of this radar is based on transmitting
array composed of several UWB antennas with an integrated photoswitch device triggered using optical pulses and a receiving
UWB antenna. A speciﬁc signal processing method has been proposed and implemented for UWB optoelectronic radar
involving autonomous beam scanning capability in order to overcome the limitation in the depth of detection encountered
while using standard imaging algorithm. Indeed, this hybrid correlation/CLEAN algorithm considers the whole measured
burst and ﬁnds the relevant information to rebuilt a radar map with a very good accuracy. In order to improve the radar
map quality, the waveform generation technique has been discussed and, more precisely, the temporal shaping method to
obtain speciﬁc spectrum using evolutionary algorithm.
Keywords : Antenna, Ultra Wide Band, optoelectronic switches, radar imaging.
