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Resumo
Este trabalho trata da formulação do problema de Cauchy com condição inicial
fuzzy e apresenta um método de resolução para este problema. Enquanto o problema de
Cauchy clássico tem como solução uma função, a solução do problema com condição inicial
fuzzy é uma relação fuzzy. Para obtê-la, o problema é dividido em três problemas clássicos
(determinísticos) em que as soluções são obtidas a partir das teorias de transformada
fuzzy (F-transformada) e partição fuzzy. A transformada fuzzy é uma ferramenta que age
sobre uma função no sentido de condensar informações a respeito da mesma num dado
intervalo. Nesse sentido, a partição fuzzy divide o intervalo em que o problema de valor
inicial é considerado, em subintervalos para posterior aplicação da transformada. Com
isso, as soluções dos problemas clássicos são encontradas em forma de n-uplas de números
reais que, combinadas com a partição do intervalo considerado, produzirão um sistema de
equações relacionais fuzzy. A solução deste sistema será a relação fuzzy que é solução do
problema de Cauchy com condição inicial fuzzy. Devido a dificuldade de encontrar uma
solução analítica, são apresentadas aproximações de soluções do sistema. A metodologia
é ilustrada através de modelos biomatemáticos de crescimento populacional.
Palavras-chave: transformada fuzzy, partição fuzzy, equações relacionais
fuzzy, crescimento populacional, biomatemática.
Abstract
This work studies the formulation of Cauchy problem with fuzzy initial condi-
tion and shows a method of resolution for this problem. While classical Cauchy problem
has a function as solution, the solution of the problem with fuzzy initial condition is a
fuzzy relation. For obtaining this relation, the problem is separated at three classical prob-
lems (deterministic) whose solutions are obtained from fuzzy transform (F-transform) and
fuzzy partition theories. The fuzzy transform is a tool that acts on a function compressing
its information on a given interval. In this sense, fuzzy partition separates the interval
whose initial value problem is considered, at subintervals for subsequent application of
the transform. In this way, the solutions of classical problems are found as n-uples of
real numbers that, combined with the partition of the considered interval, will produce a
system of fuzzy relation equations. Due to the difficulty of finding an analytical solution,
it will be presented approximations of system solutions. The methodology is illustrated
with biomathematical models of population growth.
Keywords: fuzzy transform, fuzzy partition, fuzzy relational equations, pop-
ulation growth, biomathematics.
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Capítulo 1
Introdução e Preliminares
1.1 Introdução
As equações diferenciais têm sido de grande importância na modelagem de
vários fenômenos físicos, químicos, biológicos, etc. A partir de uma condição inicial, a
função que satisfaz a equação descreve como o fenômeno evolui com relação ao tempo
ou a outra variável. Desta forma, quando queremos encontrar esta função nos depara-
mos com um problema de valor inicial (PVI), também chamado de problema de Cauchy
clássico. Porém, esta condição inicial nem sempre é precisa, por problemas de medição,
por exemplo. Neste caso, uma possibilidade é trabalharmos com a ideia de subconjunto
fuzzy. Como veremos adiante, com esta noção de subconjuntos é possível modelar a ex-
pressão "no entorno de", por exemplo. Assim caímos em um problema de valor inicial
fuzzy (PVIF), aqui também chamado de problema de Cauchy generalizado.
Na literatura, encontramos diferentes abordagens para o problema. Uma delas
envolve a derivada de Hukuhara, que é uma das possíveis formas de como fazer a derivada
fuzzy (derivada sobre funções fuzzy, ou seja, funções com valores em conjuntos fuzzy).
Esta abordagem pode ser encontrada em [3], [13], [27] e [28]. Uma segunda abordagem
existente utiliza-se de inclusões diferenciais fuzzy, o que pode ser observado em [1], [14],
[12] e [15]. Outra possibilidade encontrada é por meio da fuzzificação da solução deter-
minística, supondo que a condição inicial e/ou algum parâmetro da equação diferencial
seja dado por um conjunto fuzzy, o que pode ser encontrado em [15] e [7]. E por fim,
temos uma outra abordagem, cuja variação está relacionada com as variáveis de estado
por meio de uma base de regras fuzzy em vez de por uma equação. Essa abordagem pode
ser encontrada em [2]. Assim como nessas três últimas abordagens citadas, o método
aqui explorado não utilizará a noção de derivada para funções fuzzy, mas sim apenas o
conceito de derivada para funções determinísticas.
O que faremos neste trabalho é apresentar esta outra abordagem e ilustrá-la
em modelos de crescimento populacional para observar o comportamento das soluções.
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Os códigos utilizados para desenhar todos os gráficos estão no Apêndice A, no fim do
trabalho.
No primeiro capítulo, exibiremos as definições básicas relacionadas à teoria dos
conjuntos fuzzy. No segundo capítulo, mostraremos as definições e algumas propriedades
a respeito de partição fuzzy e de transformada fuzzy (F-transformada) contínua. No ter-
ceiro capítulo, apresentaremos uma metodologia para a resolução do problema de Cauchy
clássico utilizando partições fuzzy e F-transformadas. Por fim, no quarto capítulo, apre-
sentaremos uma formulação para o problema de Cauchy generalizado, uma metodologia
para resolvê-lo e a aplicaremos em modelos de crescimento populacional.
1.2 Preliminares
1.2.1 Subconjuntos Fuzzy
Para obter a formalização matemática de um conjunto fuzzy, Lotfi Asker Zadeh
[31] baseou-se no fato de que qualquer conjunto clássico pode ser caracterizado por uma
função: sua função característica, cuja definição é dada a seguir. Esta seção e as seguintes
são baseadas em [2].
Definição 1.2.1. [2, 31] Seja U um conjunto e A um subconjunto de U. A função carac-
terística 𝜒 : 𝑈 −→ {0, 1} de A é dada por
𝜒𝐴(𝑥) =
⎧⎨⎩ 1, 𝑠𝑒 𝑥 ∈ 𝐴,0, 𝑠𝑒 𝑥 /∈ 𝐴. (1.2.1)
Dessa forma, 𝜒𝐴 é uma função cujo domínio é 𝑈 e a imagem está contida
no conjunto {0, 1}, com 𝜒𝐴(𝑥) = 1 indicando que o elemento 𝑥 está em 𝐴, enquanto
𝜒𝐴(𝑥) = 0 indica que 𝑥 não é elemento de 𝐴. Assim, a função característica descreve
completamente o conjunto 𝐴 já que tal função indica quais elementos do conjunto universo
𝑈 são elementos também de 𝐴. Entretanto, existem casos em que a pertinência entre
elementos e conjuntos não é precisa, isto é, não sabemos dizer se um elemento pertence
efetivamente a um conjunto ou não. O que é plausível é dizer qual elemento do conjunto
universo se enquadra melhor (em certo sentido) ao termo que caracteriza o subconjunto.
Por exemplo, consideremos o subconjunto dos números reais próximos de 2.
𝐴 = {𝑥 ∈ R : 𝑥 é próximo de 2}. (1.2.2)
Pergunta: O número 7 e o número 2,001 pertencem a 𝐴? A resposta a esta
pergunta é incerta, pois não sabemos até que ponto podemos dizer objetivamente quando
um número está próximo de 2. A única afirmação razoável, neste caso, é que 2,001 está
mais próximo de 2 do que 7.
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Baseando-se na função característica de um conjunto clássico, Zadeh apresen-
tou a seguinte definição.
Definição 1.2.2 (Subconjunto Fuzzy). Seja U um conjunto (clássico); um subconjunto
fuzzy F de U é caracterizado por uma função
𝜙𝐹 : 𝑈 −→ [0, 1], (1.2.3)
pré-fixada, chamada função de pertinência do subconjunto fuzzy 𝐹 . O índice 𝐹 na fun-
ção de pertinência é usado em analogia à função característica de subconjunto clássico,
conforme a definição anterior. A família (classe) de todos os subconjuntos fuzzy de um
conjunto clássico 𝑈 será denotada por ℱ(𝑈).
Sendo assim, dado elemento 𝑥 ∈ 𝑈 , 𝜙𝐹 (𝑥) = 0 indica que o elemento realmente
não tem a característica definida pelo conjunto e se 𝜙𝐹 (𝑥) = 1 indica que o elemento
satisfaz completamente a caracterização do conjunto. O exemplo do conjunto dos números
próximos de 2 pode ser formalizado através da definição anterior, como vemos a seguir.
Exemplo 1.2.3. O conjunto dos números próximos de 2 pode ser descrito pela expressão:
𝜙𝐹 (𝑥) =
⎧⎨⎩ (1− |𝑥− 2|), 𝑠𝑒 1 ≤ 𝑥 ≤ 30, 𝑠𝑒 𝑥 /∈ [1, 3]. (1.2.4)
É claro que podemos construir outras funções que também caracterizam uma
proximidade ao número 2. Essa escolha pode ser feita utilizando-se de bom senso e
adequando-se ao problema com o qual se trabalha.
De acordo com as definições e exemplo anteriores, fica claro que um subcon-
junto é caracterizado através de sua função de pertinência e vice-versa. Sendo assim,
iremos omitir a letra 𝜙 em todo o resto do trabalho, mesmo quando estivermos nos re-
ferindo a funções de pertinência. Ou seja, dado um subconjunto fuzzy 𝐹 com função
de pertinência 𝜙𝐹 (𝑥), escreveremos simplesmente 𝐹 (𝑥), ou ainda simplesmente 𝐹 , tanto
para o subconjunto quanto para sua função de pertinência.
A seguir apresentamos duas definições importantes em explicações posteriores:
Definição 1.2.4. O subconjunto clássico de 𝑈 definido por
𝑠𝑢𝑝𝑝 𝐹 = {𝑥 ∈ 𝑈 : 𝐹 (𝑥) > 0} (1.2.5)
é denominado suporte de 𝐹 e tem papel fundamental na interrelação entre as teorias de
conjuntos clássica e fuzzy.
Muitas vezes, é importante separar alguns elementos de 𝑈 que possuem maior
pertinência do que os outros. Neste ponto, podemos assumir que 𝑈 é espaço topológico,
já que vamos trabalhar posteriormente com subconjuntos dos reais.
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Definição 1.2.5. Seja 𝐴 um subconjunto fuzzy de 𝑈 e 𝛼 ∈ [0, 1]. O 𝛼-nível de 𝐴 é o
subconjunto clássico de 𝑈 definido por
[𝐴]𝛼 = {𝑥 ∈ 𝑈 : 𝐴(𝑥) ≥ 𝛼}, 𝑝𝑎𝑟𝑎 0 < 𝛼 ≤ 1. (1.2.6)
Para 𝛼 = 0, temos que
[𝐴]0 = 𝑠𝑢𝑝𝑝𝐴 (1.2.7)
ou seja, o nível zero de 𝐴 é o fecho do suporte deste conjunto.
Definição 1.2.6 (Número fuzzy). Um subconjunto fuzzy 𝐴 é chamado de número fuzzy
quando o conjunto universo no qual 𝜙𝐴 está definida, é o conjunto dos números reais R e
satisfaz às condições:
(i) todos os 𝛼-níveis de 𝐴 são não vazios, com 0 ≤ 𝛼 ≤ 1;
(ii) todos os 𝛼-níveis de 𝐴 são intervalos fechados de R;
(iii) 𝑠𝑢𝑝𝑝 𝐴 = {𝑥 ∈ R : 𝜙𝐴(𝑥) > 0} é limitado.
1.2.2 Relações Fuzzy e Composições Fuzzy
Iremos também utilizar, na resolução do problema generalizado de Cauchy, as
noções de relação fuzzy e de composição entre relações fuzzy. Isso motiva as subseções
seguintes.
Relações Fuzzy
O conceito de relação (clássica) é formalizado matematicamente através da
teoria clássica de conjuntos. Por analogia, o conceito de relação fuzzy é formalizado
através da teoria de conjuntos fuzzy. Para reforçar esta analogia, ainda utilizaremos a
notação mais completa (com as letras gregas 𝜒 e 𝜙), porém logo a seguir retornaremos à
escrita mais enxuta (sem essas letras).
Definição 1.2.7. Uma relação (clássica)ℛ sobre 𝑈1×𝑈2×...×𝑈𝑛, é qualquer subconjunto
(clássico) do produto cartesiano 𝑈1 × 𝑈2 × ...× 𝑈𝑛. Se o produto cartesiano for formado
por apenas dois conjuntos 𝑈1×𝑈2, a relação é denominada relação binária sobre 𝑈1×𝑈2.
Se 𝑈1 = 𝑈2 = ... = 𝑈𝑛 = 𝑈 , diz-se que ℛ é uma relação n-ária sobre 𝑈 .
Como a relação ℛ é um subconjunto do produto cartesiano, então pode ser
representada por sua função característica
𝜒ℛ : 𝑈1 × 𝑈2 × ...× 𝑈𝑛 −→ {0, 1},
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com
𝜒ℛ(𝑥1, 𝑥2, ..., 𝑥𝑛) =
⎧⎨⎩ 1, 𝑠𝑒 (𝑥1, 𝑥2, ..., 𝑥𝑛) ∈ ℛ,0, 𝑠𝑒 (𝑥1, 𝑥2, ..., 𝑥𝑛) /∈ ℛ. (1.2.8)
Através da definição de subconjunto fuzzy (1.2.3) é definido o conceito de
relação fuzzy:
Definição 1.2.8 (Relação Fuzzy). Uma relação fuzzy ℛ sobre 𝑈1 × 𝑈2 × ... × 𝑈𝑛 é
qualquer subconjunto fuzzy de 𝑈1×𝑈2× ...×𝑈𝑛. Assim, uma relação fuzzy ℛ é definida
por uma função de pertinência 𝜙ℛ : 𝑈1×𝑈2× ...×𝑈𝑛 −→ [0, 1]. Se o produto cartesiano
for formado por apenas dois conjuntos 𝑈1×𝑈2, a relação é chamada de fuzzy binária sobre
𝑈1 × 𝑈2. Se 𝑈1 = 𝑈2 = ... = 𝑈𝑛 = 𝑈 , diz-se que ℛ é uma relação fuzzy n-ária sobre 𝑈 .
De acordo com a definição acima, se a função de pertinência da relação fuzzy
ℛ for indicada por 𝜙ℛ, então o número
𝜙ℛ(𝑥1, 𝑥2, ..., 𝑥𝑛) ∈ [0, 1]
indica o grau que os elementos 𝑥𝑖 que compõem a n-upla (𝑥1, 𝑥2, ..., 𝑥𝑛), estão relacionados
segundo a relação ℛ.
Centremos nossa atenção nas relações fuzzy binárias, pois são elas que serão
utilizadas posteriormente. Por simplicidade de notação, uma relação fuzzy binária em
𝑋 × 𝑌 é escrita como 𝜙ℛ(𝑥, 𝑦) (ou simplesmente ℛ(𝑥, 𝑦)), com 𝑥 ∈ 𝑋 e 𝑦 ∈ 𝑌 . Isso
posto, definimos a seguir a relação fuzzy inversa.
Definição 1.2.9. Seja ℛ uma relação fuzzy binária definida em 𝑋 × 𝑌 . A relação fuzzy
binária inversa,ℛ−1, definida em 𝑌 ×𝑋, tem função de pertinênciaℛ−1 : 𝑌 ×𝑋 −→ [0, 1],
dada por
ℛ−1(𝑦, 𝑥) = ℛ(𝑥, 𝑦). (1.2.9)
Composições Fuzzy
Assim como as relações clássicas, as relações fuzzy podem ser compostas. Esse
procedimento é muito utilizado em aplicações, inclusive no método que será apresentado.
Como somente nos utilizaremos das composições fuzzy de relações fuzzy binárias, toda
essa subseção será baseada neste tipo de composição.
Definição 1.2.10. Considere ℛ e 𝒮 duas relações fuzzy binárias em 𝑈 × 𝑉 e 𝑉 ×𝑊 ,
respectivamente. A composição ℛ*𝒮 é uma relação fuzzy binária em 𝑈 ×𝑊 cuja função
de pertinência é dada por
(ℛ * 𝒮)(𝑥, 𝑧) = sup
𝑦∈𝑉
[𝑚𝑖𝑛(ℛ(𝑥, 𝑦), 𝑆(𝑦, 𝑧))]. (1.2.10)
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O caso especial desse tipo de composição é chamado de regra de composição
de inferência. Nele, ao invés de compormos duas relações binárias fuzzy, compomos
uma relação binária fuzzy com um conjunto fuzzy, produzindo como resultado um outro
conjunto fuzzy. Formalmente, temos a
Definição 1.2.11 (Composição sup-min). Sejam 𝑈 e 𝑉 dois conjuntos, ℱ(𝑈) e ℱ(𝑉 )
as classes dos subconjuntos fuzzy de 𝑈 e 𝑉 respectivamente, e ℛ uma relação binária
sobre 𝑈 × 𝑉 .
1. A relação ℛ define um funcional de ℱ(𝑈) em ℱ(𝑉 ) que, a cada elemento 𝐴 ∈ ℱ(𝑈),
faz corresponder o elemento 𝐵 ∈ ℱ(𝑉 ) cuja função de pertinência é dada por
𝐵(𝑦) = ℛ(𝐴)(𝑦) = sup
𝑥∈𝑈
[𝑚𝑖𝑛(ℛ(𝑥, 𝑦), 𝐴(𝑥))]. (1.2.11)
Esse tipo de composição é denominado composição sup-min.
2. A relação ℛ também define um funcional de ℱ(𝑉 ) em ℱ(𝑈) da seguinte forma: a
cada 𝐵 ∈ ℱ(𝑉 ) faz corresponder o elemento 𝐴 ∈ ℱ(𝑈) cuja função de pertinência
é
𝐴(𝑥) = ℛ−1(𝐵)(𝑥) = sup
𝑦∈𝑉
[𝑚𝑖𝑛(ℛ−1(𝑦, 𝑥), 𝐵(𝑦))]. (1.2.12)
𝐴 é denominado imagem inversa de 𝐵 por ℛ.
Note que, pela comutatividade da operação mínimo, a fórmula (1.2.11) pode
ser reescrita como
𝐵(𝑦) = ℛ(𝐴)(𝑦) = sup
𝑥∈𝑈
[𝑚𝑖𝑛(𝐴(𝑥),ℛ(𝑥, 𝑦))]. (1.2.13)
Além disso, da mesma maneira que escrevemos (1.2.10), podemos escrever
sup
𝑥∈𝑈
[𝑚𝑖𝑛(𝐴(𝑥),ℛ(𝑥, 𝑦))] = (𝐴 * ℛ)(𝑦), (1.2.14)
ou seja,
𝐵(𝑦) = ℛ(𝐴)(𝑦) = (𝐴 * ℛ)(𝑦). (1.2.15)
Ou, omitindo a dependência de 𝑦,
𝐵 = ℛ(𝐴) = 𝐴 * ℛ. (1.2.16)
De forma análoga, a imagem inversa (1.2.12) é dada por
𝐴(𝑥) = ℛ−1(𝐵)(𝑥) = (𝐵 * ℛ−1)(𝑥). (1.2.17)
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Ou, de maneira mais abreviada,
𝐴 = 𝐵 * ℛ−1. (1.2.18)
Agora, já com uma composição "em mãos", iremos abordar o conceito de t-
norma. Combinando as duas ideias, produziremos uma composição ainda mais geral, que
é a que utilizaremos no método para a resolução do problema generalizado de Cauchy. A
definição a seguir é uma generalização do conectivo lógico clássico "e".
Definição 1.2.12. O operador 𝑇 : [0, 1]× [0, 1] −→ [0, 1], 𝑇 (𝑥, 𝑦) = 𝑥𝑇𝑦, é uma t-norma,
se satisfizer as seguintes condições:
1. Elemento neutro: 𝑇 (1, 𝑥) = 1𝑇𝑥 = 𝑥;
2. Comutativa: 𝑇 (𝑥, 𝑦) = 𝑥𝑇𝑦 = 𝑦𝑇𝑥 = 𝑇 (𝑦, 𝑥);
3. Associativa: 𝑇 (𝑥, 𝑇 (𝑦, 𝑧)) = 𝑇 (𝑇 (𝑥, 𝑦), 𝑧);
4. Monotonicidade: se 𝑥 ≤ 𝑢 e 𝑦 ≤ 𝑣, então 𝑇 (𝑥, 𝑦) ≤ 𝑇 (𝑢, 𝑣).
Exemplo 1.2.13. Como exemplos de t-normas, temos:
• T-norma do mínimo: 𝑇𝑚𝑖𝑛(𝑥, 𝑦) = 𝑥 𝑇𝑚𝑖𝑛 𝑦 = 𝑚𝑖𝑛{𝑥, 𝑦} = 𝑥 ∧ 𝑦;
• T-norma do produto: 𝑇𝑝𝑟𝑜𝑑(𝑥, 𝑦) = 𝑥 𝑇𝑝𝑟𝑜𝑑 𝑦 = 𝑥𝑦;
• T-norma de Łukasiewicz: 𝑇Ł(𝑥, 𝑦) = 𝑥 𝑇Ł 𝑦 = 𝑚𝑎𝑥{0, 𝑥+ 𝑦 − 1}.
Na Definição (1.2.11), é utilizada a operação min, que como vimos, é uma
particular t-norma. Assim, se substituirmos essa operação por uma t-norma geral, temos
a generalização da composição sup-min, a composição sup-T.
Definição 1.2.14 (Composição sup-T). Sejam 𝑈 e 𝑉 dois conjuntos, ℱ(𝑈) e ℱ(𝑉 ) as
classes dos subconjuntos fuzzy de 𝑈 e 𝑉 respectivamente, e ℛ uma relação binária sobre
𝑈 × 𝑉 .
1. A relação ℛ define um funcional de ℱ(𝑈) em ℱ(𝑉 ) que, a cada elemento 𝐴 ∈ ℱ(𝑈),
faz corresponder o elemento 𝐵 ∈ ℱ(𝑉 ) cuja função de pertinência é dada por
𝐵(𝑦) = ℛ(𝐴)(𝑦) = sup
𝑥∈𝑈
[ℛ(𝑥, 𝑦) 𝑇 𝐴(𝑥)]. (1.2.19)
2. A relação ℛ também define um funcional de ℱ(𝑉 ) em ℱ(𝑈) da seguinte forma: a
cada 𝐵 ∈ ℱ(𝑉 ) faz corresponder o elemento 𝐴 ∈ ℱ(𝑈) cuja função de pertinência
é
𝐴(𝑥) = ℛ−1(𝐵)(𝑥) = sup
𝑦∈𝑉
[ℛ−1(𝑦, 𝑥) 𝑇 𝐵(𝑦)]. (1.2.20)
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Pela comutatividade da t-norma T, a fórmula (1.2.19) pode ser escrita como
𝐵(𝑦) = ℛ(𝐴)(𝑦) = sup
𝑥∈𝑈
[𝐴(𝑥) 𝑇 ℛ(𝑥, 𝑦)]. (1.2.21)
Além disso, analogamente a (1.2.14), escrevemos por definição que
sup
𝑥∈𝑈
[𝐴(𝑥) 𝑇 ℛ(𝑥, 𝑦)] = (𝐴 ∘ ℛ)(𝑦). (1.2.22)
Assim, temos que
𝐵(𝑦) = ℛ(𝐴)(𝑦) = (𝐴 ∘ ℛ)(𝑦). (1.2.23)
Ou, omitindo a dependência de 𝑦,
𝐵 = ℛ(𝐴) = 𝐴 ∘ ℛ. (1.2.24)
Analogamente para (1.2.20),
𝐴(𝑥) = ℛ−1(𝐵)(𝑥) = (𝐵 ∘𝑅−1)(𝑥). (1.2.25)
Ou seja,
𝐴 = ℛ−1(𝐵) = 𝐵 ∘ ℛ−1. (1.2.26)
O símbolo ∘ indicará uma composição do tipo sup-T, enquanto que o símbolo
* indicará que a composição é do tipo sup-min que, como já foi dito, é um caso parti-
cular da anterior. Além disso, pode ser que, nas equações (1.2.16), (1.2.18), (1.2.24) ou
(1.2.26), uma das variáveis seja uma incógnita enquanto que as duas outras são conheci-
das. Dizemos, então, que temos uma equação relacional fuzzy, conceito que será utilizado
posteriormente na resolução do problema de Cauchy com condição inicial fuzzy.
É necessário também expormos a definição de implicação fuzzy. Esta definição
generaliza o conceito de implicação clássica e é importante quando se fala de solução de
equações relacionais fuzzy.
Definição 1.2.15 (Implicação Fuzzy). [5] Seja 𝐼 : [0, 1] × [0, 1] → [0, 1] uma função.
Se as seguintes condições são satisfeitas:
I1: Se 𝑥 ≤ 𝑦, então 𝐼(𝑥, 𝑧) ≥ 𝐼(𝑦, 𝑧), i. e., I é decrescente na primeira variável;
I2: Se 𝑦 ≤ 𝑧, então 𝐼(𝑥, 𝑦) ≤ 𝐼(𝑥, 𝑧), i. e., I é crescente na segunda variável;
I3: 𝐼(1, 0) = 0, 𝐼(0, 0) = 𝐼(1, 1) = 1,
então I é chamada de implicação fuzzy.
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Uma implicação fuzzy 𝐼(𝑥, 𝑦) normalmente é denotada por 𝑥→ 𝑦.
Exemplo 1.2.16. Como exemplo de implicações fuzzy, temos
• Implicação de Gödel: 𝐼𝐺𝑑(𝑥, 𝑦) = 𝑥→𝐺𝑑 𝑦 =
⎧⎨⎩ 1, 𝑠𝑒 𝑥 ≤ 𝑦,𝑦, 𝑠𝑒 𝑥 > 𝑦.
• Implicação de Goguen: 𝐼𝐺𝑛(𝑥, 𝑦) = 𝑥→𝐺𝑛 𝑦 =
⎧⎨⎩ 1, 𝑠𝑒 𝑥 ≤ 𝑦,𝑦
𝑥
, 𝑠𝑒 𝑥 > 𝑦.
• Implicação de Łukasiewicz: 𝐼Ł(𝑥, 𝑦) = 𝑥→Ł 𝑦 = 𝑚𝑖𝑛{1− 𝑥+ 𝑦, 1}
Proposição 1.2.17. [5] Se I é uma implicação fuzzy, então
(a) 𝐼(0, 𝑥) = 1,∀𝑥 ∈ [0, 1];
(b) 𝐼(𝑥, 1) = 1,∀𝑥 ∈ [0, 1].
Pelo item (a), em particular temos que 𝐼(0, 1) = 1, ou seja, a implicação fuzzy
reproduz a tabela verdade da implicação clássica.
Definição 1.2.18. Seja T uma t-norma. A expressão
𝐼𝑇 (𝑥, 𝑦) = 𝑠𝑢𝑝{𝑧 | 𝑇 (𝑥, 𝑧) ≤ 𝑦} (1.2.27)
é chamada de implicação residual (ou R-implicação).
Proposição 1.2.19. [5] Uma implicação residual 𝐼𝑇 é uma implicação.
Proposição 1.2.20. A implicação residual com a t-norma de Łukasiewicz é a implicação
de Łukasiewicz, ou seja,
𝐼𝑇Ł(𝑥, 𝑦) = 𝐼Ł(𝑥, 𝑦). (1.2.28)
Dem.: Temos que
𝑥𝑇Ł𝑧 = 𝑚𝑎𝑥{0, 𝑥+ 𝑧 − 1}. (1.2.29)
Ou seja,
𝐼𝑇Ł(𝑥, 𝑦) = 𝑠𝑢𝑝{𝑧 ∈ [0, 1] | 𝑚𝑎𝑥{0, 𝑥+ 𝑧 − 1} ≤ 𝑦}. (1.2.30)
Temos que 𝑥+ 𝑧 − 1 ≥ 0 ou 𝑥+ 𝑧 − 1 < 0, ou seja, 𝑧 ≥ 1− 𝑥 ou 𝑧 < 1− 𝑥. O
segundo caso pode ser descartado, pois procuramos o supremo do conjunto explicitado e
𝑧1 ≥ 1− 𝑥 𝑒 𝑧2 < 1− 𝑥⇒ 𝑧1 > 𝑧2. Assim,
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𝑠𝑢𝑝{𝑧 ∈ [0, 1] | 𝑚𝑎𝑥{0, 𝑥+ 𝑧 − 1} ≤ 𝑦} = 𝑠𝑢𝑝{𝑧 ∈ [0, 1] | 𝑥+ 𝑧 − 1 ≤ 𝑦} =
= 𝑠𝑢𝑝{𝑧 ∈ [0, 1] | 𝑧 ≤ 1− 𝑥+ 𝑦}. (1.2.31)
Aqui, novamente chegamos em duas possibilidades: 1−𝑥+𝑦 ≤ 1 ou 1−𝑥+𝑦 >
1. No primeiro caso, o supremo é 1− 𝑥+ 𝑦 e no segundo, o supremo é 1. Assim,
𝑠𝑢𝑝{𝑧 ∈ [0, 1] | 𝑧 ≤ 1− 𝑥+ 𝑦} = 𝑚𝑖𝑛{1− 𝑥+ 𝑦, 1} = 𝐼Ł(𝑥, 𝑦). (1.2.32)
Também é válido que 𝐼𝐺𝑛 = 𝐼𝑇𝑝𝑟𝑜𝑑 e que 𝐼𝐺𝑑 = 𝐼𝑇𝑚𝑖𝑛 . O leitor interessado em
aprofundar seus estudos sobre implicações pode consultar [11], [16], [17] e [30].
Utilizando os conceitos básicos apresentados neste primeiro capítulo, iremos, a
seguir, desenvolver os conceitos de partição fuzzy e transformada fuzzy ou F-transformada,
que serão utilizados para a resolução do problema de Cauchy clássico e, posteriormente,
o problema de Cauchy com condição inicial fuzzy.
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Capítulo 2
Partição Fuzzy e Transformada
Fuzzy
De maneira geral, a ideia das transformadas é converter um espaço de funções
em outro espaço especial de funções no qual algumas operações são mais simples. Temos
exemplos notáveis dessas transformadas, tais como transformada de Fourier, de Laplace,
integral, wavelet, etc. A transformada fuzzy (ou, abreviadamente, F-transformada) vem
para ampliar esse leque de possibilidades. Dada uma função, a ideia da F-transformada
é condensar informações a respeito desta função sobre um determinado intervalo em um
número real, analogamente às medidas de tendência central, que aparecem na Estatística.
De fato, veremos posteriormente que a definição da F-transformada se assemelha muito
à da esperança matemática de uma variável aleatória. Se dividirmos um intervalo em
vários subintervalos, é possível descrever a função em cada um deles produzindo assim
uma caracterização global da mesma em todo o intervalo original. Na prática, a F-
transformada estabelece uma correspondência entre o conjunto das funções contínuas em
um intervalo real e o conjunto dos vetores n-dimensionais reais.
As F-transformadas foram introduzidas por Perfilieva, em [21] e [20]. Mais
recentemente, elas foram aplicadas em problemas de compressão e descompressão de ima-
gens [9], [8] e [24], e também em análise de dados [25], dentre outras aplicações. Em [6] são
estudadas propriedades de aproximação de diferentes tipos de F-transformadas baseadas
em B-splines, polinômios de Bernstein, etc. Em [23] são desenvolvidas F-transformadas
de graus maiores (para melhores aproximações) e em [29] são utilizadas partições mais
genéricas para o cálculo das F-transformadas.
Este capítulo desenvolve os conceitos de partição fuzzy e F-transformada e foi
baseado em [21].
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2.1 Partição Fuzzy
Para aplicarmos essas ideias, dividiremos o universo (no caso, um intervalo
real) em subconjuntos fuzzy. Cada um desses subconjuntos pode ser considerado como
vizinhanças de alguns nós escolhidos.
Deste ponto em diante, utilizaremos uma notação mais enxuta, ou seja, es-
creveremos 𝐴 para um subconjunto fuzzy com função de pertinência 𝜙𝐴 e 𝑅, para uma
relação fuzzy binária com função de pertinência 𝜙𝑅.
Tomaremos o intervalo real [𝑎, 𝑏] como universo, isto é, todas as funções reais
consideradas neste trabalho têm este intervalo como domínio comum. A partição fuzzy do
universo é dada por subconjuntos fuzzy do universo [𝑎, 𝑏] (determinado pelas suas funções
de pertinência) que devem ter as propriedades descritas na seguinte definição:
Definição 2.1.1 (Partição Fuzzy). Sejam [𝑎, 𝑏] um intervalo real e 𝑥1 < 𝑥2 < ... < 𝑥𝑛
nós pertentecentes a [𝑎, 𝑏] tais que 𝑥1 = 𝑎, 𝑥𝑛 = 𝑏 e 𝑛 ≥ 2. Dizemos que os conjuntos fuzzy
𝐴1, 𝐴2, ..., 𝐴𝑛, identificado por suas funções de pertinência 𝐴1, 𝐴2, ..., 𝐴𝑛 : [𝑎, 𝑏] −→ [0, 1],
constituem uma partição fuzzy de [𝑎, 𝑏] se satisfazem as seguintes condições:
1. 𝐴𝑘 : [𝑎, 𝑏] −→ [0, 1], 𝐴𝑘(𝑥𝑘) = 1, 𝑘 = 1, 2, ..., 𝑛;
2. 𝐴1(𝑥) = 0, se 𝑥 /∈ (𝑥1, 𝑥2), 𝐴𝑛(𝑥) = 0, se 𝑥 /∈ (𝑥𝑛−1, 𝑥𝑛), 𝐴𝑘(𝑥) = 0, se 𝑥 /∈
(𝑥𝑘−1, 𝑥𝑘+1), para 𝑘 = 2, 3, ..., 𝑛− 1;
3. 𝐴𝑘 é contínua, 𝑘 = 1, 2, ..., 𝑛;
4. 𝐴𝑘, 𝑘 = 2, 3, ..., 𝑛, cresce monotonicamente em [𝑥𝑘−1, 𝑥𝑘] e 𝐴𝑘, 𝑘 = 1, ..., 𝑛 − 1,
decresce monotonicamente em [𝑥𝑘, 𝑥𝑘+1];
5. Para todo 𝑥 ∈ [𝑎, 𝑏], a seguinte condição de ortogonalidade é válida:
𝑛∑︁
𝑘=1
𝐴𝑘(𝑥) = 1. (2.1.1)
As funções de pertinência 𝐴1, 𝐴2, ..., 𝐴𝑛 são chamadas de funções básicas.
Chamamos a partição fuzzy 𝐴1, 𝐴2, ..., 𝐴𝑛, 𝑛 > 2, de h-uniforme, se os nós 𝑥1 <
𝑥2 < ... < 𝑥𝑛 são h-equidistantes, i. e., 𝑥𝑘 = 𝑎 + ℎ(𝑘 − 1), 𝑘 = 1, 2, ..., 𝑛, em que
ℎ = (𝑏− 𝑎)/(𝑛− 1), e mais duas propriedades são satisfeitas para 𝑘 = 2, 3, ..., 𝑛− 1:
6. 𝐴𝑘(𝑥𝑘 − 𝑥) = 𝐴𝑘(𝑥𝑘 + 𝑥), para todo 𝑥 ∈ [0, ℎ];
7. 𝐴𝑘(𝑥) = 𝐴𝑘−1(𝑥 − ℎ), para todo 𝑥 ∈ [𝑥𝑘, 𝑥𝑘+1] e 𝐴𝑘+1(𝑥) = 𝐴𝑘(𝑥 − ℎ), para todo
𝑥 ∈ [𝑥𝑘, 𝑥𝑘+1].
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A condição 5 diz que, em um determinado ponto 𝑥 do intervalo, as funções se
complementam duas a duas, ou seja, se 𝐴1(𝑥) = 0.9, então 𝐴2(𝑥) = 0.1. A condição 6 diz
respeito à simetria em relação aos nós 𝑥𝑘, para 𝑘 = 2, ..., 𝑛−1. Já a condição 7 garante que
as funções possuam o mesmo formato. A referência a ℎ será omitida desde que for fixado
ou conhecido através do contexto. Note que as condições de 1 a 5 não predeterminam o
formato das funções básicas. Esse formato pode ser escolhido posteriormente de acordo
com requerimentos adicionais (por exemplo suavidade).
Exemplo 2.1.2. [21] Um dos exemplos mais simples para as funções básicas são os
subconjuntos fuzzy triangulares, os quais podem ser vistos na figura 1. Suas expressões
são dadas por:
𝐴1(𝑥) =
⎧⎪⎨⎪⎩ 1−
(𝑥− 𝑥1)
ℎ1
, 𝑥 ∈ [𝑥1, 𝑥2],
0, caso contrário,
(2.1.2)
𝐴𝑘(𝑥) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(𝑥− 𝑥𝑘−1)
ℎ𝑘−1
, 𝑥 ∈ [𝑥𝑘−1, 𝑥𝑘],
1− (𝑥− 𝑥𝑘)
ℎ𝑘
, 𝑥 ∈ [𝑥𝑘, 𝑥𝑘+1],
0, caso contrário,
(2.1.3)
𝐴𝑛(𝑥) =
⎧⎪⎨⎪⎩ 1−
(𝑥− 𝑥𝑛−1)
ℎ𝑛−1
, 𝑥 ∈ [𝑥𝑛−1, 𝑥𝑛],
0, caso contrário.
(2.1.4)
É fácil verificar que as condições de 1 a 5 são satisfeitas. A seguir, um exemplo
de partição fuzzy do intervalo [1, 4] dada pelas equações anteriores, para 𝑛 = 5:
Figura 2.1: Exemplo de partição fuzzy do intervalo [1, 4] para 𝑛 = 5 com funções de
pertinência triangulares.
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Exemplo 2.1.3. [21]
Outro exemplo são as partições formadas por funções de formato senoidal.
Uma possibilidade seria dada pelas equações:
𝐴1(𝑥) =
⎧⎪⎨⎪⎩ 0.5
(︂
𝑐𝑜𝑠
𝜋
ℎ
(𝑥− 𝑥1) + 1
)︂
, 𝑥 ∈ [𝑥1, 𝑥2],
0, caso contrário,
(2.1.5)
𝐴𝑘(𝑥) =
⎧⎪⎨⎪⎩ 0.5
(︂
𝑐𝑜𝑠
𝜋
ℎ
(𝑥− 𝑥𝑘) + 1
)︂
, 𝑥 ∈ [𝑥𝑘−1, 𝑥𝑘+1],
0, caso contrário,
(2.1.6)
em que k = 2, ... , n-1, e
𝐴𝑛(𝑥) =
⎧⎪⎨⎪⎩ 0.5
(︂
𝑐𝑜𝑠
𝜋
ℎ
(𝑥− 𝑥𝑛) + 1
)︂
, 𝑥 ∈ [𝑥𝑛−1, 𝑥𝑛],
0, caso contrário.
(2.1.7)
Novamente no intervalo [1, 4] e considerando agora 𝑛 = 6, temos:
Figura 2.2: Exemplo de partição fuzzy do intervalo [1, 4] para 𝑛 = 6 com funções de
pertinência senoidais.
O seguinte lema mostra que, no caso de partições uniformes, a integral definida
de uma função básica não depende da sua forma concreta. Esta propriedade será utilizada
para simplificar uma F-transformada direta.
Lema 2.1.4. Sejam 𝐴1(𝑥), ..., 𝐴𝑛(𝑥) funções básicas de uma partição uniforme de [𝑎, 𝑏].
Então ∫︁ 𝑥2
𝑥1
𝐴1(𝑥)𝑑𝑥 =
∫︁ 𝑥𝑛
𝑥𝑛−1
𝐴𝑛(𝑥)𝑑𝑥 =
ℎ
2 . (2.1.8)
E, para 𝑘 = 2, ..., 𝑛− 1, ∫︁ 𝑥𝑘+1
𝑥𝑘−1
𝐴𝑘(𝑥)𝑑𝑥 = ℎ, (2.1.9)
em que ℎ é o comprimento do suporte de 𝐴1.
A demonstração deste lema pode ser encontrada em [19].
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2.2 Transformada Fuzzy (F-Transformada)
De posse da definição de partição fuzzy, iremos agora definir, dada uma função
𝑓 ∈ 𝐶[𝑎, 𝑏] de uma variável, sua transformada fuzzy ou F-transformada com o intuito
de condensar informações sobre essa função, assim como foi comentado no início deste
capítulo.
Definição 2.2.1. Sejam 𝐴1, 𝐴2, ..., 𝐴𝑛 funções básicas que constituem uma partição fuzzy
de [𝑎, 𝑏] e 𝑓 qualquer função em 𝐶[𝑎, 𝑏]. Dizemos que a n-upla de números reais [𝐹1, 𝐹2, ..., 𝐹𝑛]
dados por:
𝐹𝑘 =
∫︀ 𝑏
𝑎 𝑓(𝑥)𝐴𝑘(𝑥)𝑑𝑥∫︀ 𝑏
𝑎 𝐴𝑘(𝑥)𝑑𝑥
, 𝑘 = 1, 2, ..., 𝑛 (2.2.1)
é a F-transformada (integral) de 𝑓 com respeito a 𝐴1, 𝐴2, ..., 𝐴𝑛.
Denotaremos a F-transformada de uma função 𝑓 ∈ 𝐶[𝑎, 𝑏] com respeito a
𝐴1, 𝐴2, ..., 𝐴𝑛 por F𝑛[𝑓 ].
Então, de acordo com a Definição (2.2.1), podemos escrever F𝑛[𝑓 ] = [𝐹1, 𝐹2, ..., 𝐹𝑛].
Os elementos 𝐹1, 𝐹2, ..., 𝐹𝑛 são chamados componentes da F-transformada.
Se a partição de [𝑎, 𝑏] por 𝐴1, 𝐴2, ..., 𝐴𝑛 é uniforme, então a expressão (2.2.1)
para componentes da F-transformada pode ser simplificada com base no Lema 2.1.4:
𝐹1 =
2
ℎ
∫︁ 𝑥2
𝑥1
𝑓(𝑥)𝐴1(𝑥)𝑑𝑥; (2.2.2)
𝐹𝑛 =
2
ℎ
∫︁ 𝑥𝑛
𝑥𝑛−1
𝑓(𝑥)𝐴𝑛(𝑥)𝑑𝑥; (2.2.3)
𝐹𝑘 =
1
ℎ
∫︁ 𝑥𝑘+1
𝑥𝑘−1
𝑓(𝑥)𝐴𝑘(𝑥)𝑑𝑥, 𝑘 = 2, ..., 𝑛− 1. (2.2.4)
Uma questão que surge é: quão bem a função original 𝑓 é representada pela
sua F-transformada? O seguinte lema nos fornece informação sobre essa questão:
Lema 2.2.2. Seja 𝑓(𝑥) uma função contínua em [𝑎, 𝑏], duas vezes continuamente di-
ferenciável em (𝑎, 𝑏) e 𝐴1(𝑥), ..., 𝐴𝑛(𝑥) funções básicas que formam uma partição fuzzy
uniforme de [𝑎, 𝑏]. Então, para cada 𝑘 = 1, ..., 𝑛
𝐹𝑘 = 𝑓(𝑥𝑘) +𝑂(ℎ2). (2.2.5)
A demonstração deste lema também pode-ser encontrada em [19].
Podemos interpretar 𝐹𝑘 como sendo a esperança de 𝑓(𝑋), em que 𝑋 tem
função de densidade de probabilidade 𝐴𝑘(𝑥)∫︀ 𝑏
𝑎
𝐴𝑘(𝑥)𝑑𝑥
. Para ver isso, observemos o seguinte
resultado:
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Teorema 2.2.3. Sejam 𝑓 uma função contínua em [𝑎, 𝑏] e 𝐴1, 𝐴2, ..., 𝐴𝑛 funções bási-
cas que constituam uma partição fuzzy de [𝑎, 𝑏]. Então a k-ésima componente da F-
transformada minimiza a função
Φ(𝑦) =
∫︁ 𝑏
𝑎
(𝑓(𝑥)− 𝑦)2𝐴𝑘(𝑥)𝑑𝑥, (2.2.6)
definida em [𝑚𝑖𝑛𝑥∈[𝑎,𝑏]𝑓(𝑥),𝑚𝑎𝑥𝑥∈[𝑎,𝑏]𝑓(𝑥)].
A demonstração desta afirmação é feita em [21]. A ideia é verificar que o ponto
crítico da função Φ(𝑦) é dado pela expressão da F-transformada (2.2.1) e que de fato ela
minimiza esta função.
Também podemos interpretar o valor 𝐹𝑘 como a média ponderada da função
𝑓 no intervalo [𝑎, 𝑏] com peso 𝐴𝑘. De fato, temos que:
∫︁ 𝑏
𝑎
𝐴𝑘(𝑥)∫︀ 𝑏
𝑎 𝐴𝑘(𝑥)𝑑𝑥
𝑑𝑥 = 1∫︀ 𝑏
𝑎 𝐴𝑘(𝑥)𝑑𝑥
∫︁ 𝑏
𝑎
𝐴𝑘(𝑥)𝑑𝑥 = 1. (2.2.7)
Ambas as interpretações são semelhantes e remetem à ideia de condensamento de infor-
mações sobre a função no intervalo como citado anteriormente. É importante, também,
observarmos que a F-transformada herda a linearidade da integral, ou seja, que
F𝑛[𝛼𝑓 + 𝛽𝑔] = 𝛼F𝑛[𝑓 ] + 𝛽F𝑛[𝑔] (2.2.8)
Para reconstruirmos a função a partir da sua F-transformada, precisamos da
seguinte definição:
Definição 2.2.4 (F-transformada inversa). Sejam 𝐴1, 𝐴2, ..., 𝐴𝑛 funções básicas que
constituem uma partição fuzzy de [𝑎, 𝑏] e 𝑓 uma função em 𝐶[𝑎, 𝑏]. Seja F𝑛[𝑓 ] =
[𝐹1, 𝐹2, ..., 𝐹𝑛] a F-transformada de 𝑓 com respeito a 𝐴1, 𝐴2, ..., 𝐴𝑛. Então a função
𝑓𝐹,𝑛(𝑥) =
𝑛∑︁
𝑘=1
𝐹𝑘𝐴𝑘(𝑥) (2.2.9)
é chamada de F-transformada inversa.
Exemplo 2.2.5. Utilizando uma partição triangular, assim como no exemplo 2.1.2, mas
agora considerando ℎ1 = ℎ2 = ... = ℎ𝑛 = ℎ, ou seja, uma partição h-uniforme, podemos
reescrever a expressão anterior mais explicitamente:
𝑓𝐹,𝑛(𝑥) =
𝑛∑︁
𝑘=1
𝐹𝑘𝐴𝑘(𝑥) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑎1 + 𝑏1𝑥, 𝑥 ∈ [𝑥1, 𝑥2],
𝑎2 + 𝑏2𝑥, 𝑥 ∈ [𝑥2, 𝑥3],
...
𝑎𝑛−1 + 𝑏𝑛−1𝑥, 𝑥 ∈ [𝑥𝑛−1, 𝑥𝑛],
(2.2.10)
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em que 𝑎𝑘 = (𝐹𝑘+1−𝐹𝑘)𝑘 e 𝑏𝑘 = 𝐹𝑘 +
(𝐹𝑘−𝐹𝑘+1)
ℎ
, para 𝑘 = 1, ..., 𝑛− 1.
A transformada inversa, portanto, apesar do nome, não retoma a função ori-
ginal e sim a aproxima. No caso de funções básicas triangulares a aproximação é dada
por segmentos de reta como podemos ver no exemplo anterior e veremos graficamente no
próximo:
Exemplo 2.2.6. Sejam 𝑓(𝑥) = 𝑒𝑥 no intervalo [0, 1] e uma partição fuzzy h-uniforme
com funções básicas triangulares. Nos gráficos a seguir, temos uma ideia de quão boas
são as aproximações, para alguns valores de 𝑛 (número de nós da partição). Os códigos
utilizados para desenhar os gráficos se encontram no Apêndice A, no fim deste trabalho.
(a) Aproximação com 𝑛 = 3 (b) Aproximação com 𝑛 = 5
(c) Aproximação com 𝑛 = 7 (d) Aproximação com 𝑛 = 9
Figura 2.3: Aproximações pela F-transformada inversa com funções básicas com formato
triangular.
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Vejamos a seguir como ficariam aproximações da mesma função, no mesmo
intervalo, agora com funções básicas em formato senoidal.
Exemplo 2.2.7. Seja novamente 𝑓(𝑥) = 𝑒𝑥 no intervalo [0, 1], e seja agora uma partição
uniforme com funções básicas com formato senoidal, como no exemplo (2.1.3). Vejamos
agora como se comporta a aproximação dada pela F-transformada inversa aplicada à F-
transformada de 𝑓 para os mesmos números de nós do que a partição triangular anterior.
(a) Aproximação com 𝑛 = 3 (b) Aproximação com 𝑛 = 5
(c) Aproximação com 𝑛 = 7 (d) Aproximação com 𝑛 = 9
Figura 2.4: Aproximações pela F-transformada inversa com funções básicas com formato
senoidal.
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Pelos gráficos, tanto nos referentes a partições com funções básicas triangulares
quanto senoidais, podemos ver que o maior erro ocorre nas extremidades. O problema está
quando se condensam as informações referentes à função 𝑓 aplicando a F-transformada
nessas extremidades. As funções básicas 𝐴1 e 𝐴𝑛 só possuem os trechos decrescente e
crescente, respectivamente, o que faz que a média da função seja uma representação não
tão boa quanto se calculada em relação as outras funções básicas. Nos capítulos seguintes
iremos trabalhar somente com as partições com funções básicas triangulares devido aos
resultados que possuímos e também por simplicidade. O próximo resultado confirma o que
foi observado nos gráficos, ou seja, que podemos aproximar com uma precisão arbitrária
uma dada função através da fórmula da F-transformada inversa:
Teorema 2.2.8. Para uma sequência 𝐴(𝑛)1 , 𝐴
(𝑛)
2 , ..., 𝐴
(𝑛)
𝑛 de partições uniformes de [𝑎, 𝑏],
a respectiva sequência 𝑓𝐹,𝑛(𝑥) de F-transformadas inversas de 𝑓 ∈ 𝐶[𝑎, 𝑏] converge uni-
formemente para 𝑓 ,
𝑓𝐹,𝑛(𝑥)⇒ 𝑓(𝑥). (2.2.11)
O leitor interessado poderá ver a demonstração deste resultado em [19]. Ele
será bastante utilizado, já que, uma vez escolhido o formato das funções básicas, iremos
somente alterar o número de nós da partição para aumentar a precisão do método que
apresentaremos no capítulo a seguir. Isso pode ser utilizado para reduzir o problema das
aproximações nas extremidades.
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Capítulo 3
Solução Aproximada para o
Problema de Cauchy Clássico
Ométodo apresentado é uma combinação de Método de Euler com F-transformada,
e esta última depende de uma Partição Fuzzy. A ideia principal é que, no lugar da deri-
vada da função (𝑦′(𝑥) = 𝑓(𝑥, 𝑦)), seja usada a F-transformada da função 𝑓 olhada como
função de uma variável, já que a segunda variável é fixada como sendo a F-transformada
da função 𝑦. Nesta primeira parte, explicaremos o método e na segunda, aplicaremos a
um exemplo para ilustrá-lo.
3.1 Apresentação do método
Começaremos por uma definição que será utilizada na apresentação do método.
Esta seção é baseada em [19].
Definição 3.1.1. [10] Dizemos que as funções 𝑓 e 𝑔 em um conjunto 𝑋 exibem a relação
𝑓 ⪯ 𝑔, e escreve-se também 𝑓 = 𝑂(𝑔), (e diz-se que 𝑓 é de ordem menor ou igual a 𝑔) se
existir um número 𝐶 > 0 tal que |𝑓(𝑥)|≤ 𝐶|𝑔(𝑥)|, ∀𝑥 ∈ 𝑋.
Consideremos o problema de Cauchy
⎧⎨⎩ 𝑦
′(𝑥) = 𝑓(𝑥, 𝑦)
𝑦(𝑥1) = 𝑦1.
(3.1.1)
Será mostrado como o problema pode ser resolvido de maneira aproximada no
intervalo [𝑎, 𝑏] se a F-transformada for aplicada a ambos os lados da equação diferencial.
Para isso, utilizaremos uma partição fuzzy uniforme de [𝑎, 𝑏].
Suponha que tenhamos o problema de Cauchy (3.1.1) em que as funções 𝑦(𝑥)
e 𝑓(𝑥, 𝑦(𝑥)) em [𝑎, 𝑏] sejam suficientemente suaves. Escolhamos uma partição fuzzy uni-
forme do intervalo [𝑎, 𝑏] com parâmetro ℎ = (𝑏− 𝑎)/(𝑛− 1), 𝑛 ≥ 2, com 𝑎 = 𝑥1 e 𝑏 = 𝑥𝑛,
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e apliquemos a F-transformada em ambos os lados da equação diferencial. Assim, trans-
ferimos o problema original de Cauchy ao espaço das unidades fuzzy, resolvemos no novo
espaço, e então voltamos através da F-transformada inversa. Desenvolvendo a série de
Taylor da função 𝑦(𝑥), temos:
𝑦(𝑥+ ℎ) = 𝑦(𝑥) + ℎ𝑦′(𝑥) +𝑂(ℎ2). (3.1.2)
Defina 𝑦1(𝑥) = 𝑦(𝑥+ℎ) como uma nova função e aplique a F-transformada em
ambos os membros de (3.1.2). Pela linearidade da F-transformada e pelo Lema (2.2.2),
obtemos a seguinte expressão:
ℎF𝑛[𝑦′] = F𝑛[𝑦1]− F𝑛[𝑦] +𝑂(ℎ2). (3.1.3)
o que nos fornece
F𝑛[𝑦′] =
1
ℎ
(F𝑛[𝑦1]− F𝑛[𝑦]) +𝑂(ℎ). (3.1.4)
Aqui F𝑛[𝑦′] = [𝑌 ′1 , ..., 𝑌 ′𝑛−1], F𝑛[𝑦] = [𝑌1, ..., 𝑌𝑛−1] e F𝑛[𝑦1] = [𝑌 11, ..., 𝑌 1𝑛−1].
Note que esses vetores possuem uma componente a menos do que na Definição (2.2.1)
porque a função 𝑦1 pode não estar definida em [𝑥𝑛−1, 𝑥𝑛], 𝑥𝑛 = 𝑏. Não é difícil provar que
𝑌 1𝑘 = 𝑌𝑘+1 +𝑂(ℎ2), 𝑘 = 1, 𝑛− 1, (3.1.5)
𝑌 1𝑘 = 𝑌𝑘+1, 𝑘 = 2, ..., 𝑛− 2. (3.1.6)
De fato, para 𝑘 = 2, ..., 𝑛− 2,
𝑌 1𝑘 =
1
ℎ
∫︁ 𝑥𝑘+1
𝑥𝑘−1
𝑦(𝑥+ ℎ)𝐴𝑘(𝑥)𝑑𝑥 =
1
ℎ
∫︁ 𝑥𝑘+2
𝑥𝑘
𝑦(𝑡)𝐴𝑘+1(𝑡)𝑑𝑡 = 𝑌𝑘+1. (3.1.7)
E para 𝑘 = 1, 𝑛 − 1, o resultado segue do Lema 2.2.2. Portanto, a Equação
(3.1.4) nos fornece uma maneira de computar os componentes da F-transformada de 𝑦′
via componentes da F-transformada de 𝑦:
𝑌 ′𝑘 =
1
ℎ
(𝑌𝑘+1 − 𝑌𝑘) +𝑂(ℎ), 𝑘 = 1, ..., 𝑛− 1. (3.1.8)
Introduzamos a matriz (𝑛− 1)× 𝑛
𝐷 = 1
ℎ
⎡⎢⎢⎢⎢⎢⎢⎣
−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
... ... ... . . . ... ...
0 0 0 · · · −1 1
⎤⎥⎥⎥⎥⎥⎥⎦ .
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Assim a igualdade (3.1.8) pode ser escrita (a menos de 𝑂(ℎ)) como a equação
matricial
F𝑛[𝑦′] = 𝐷F𝑛[𝑦], (3.1.9)
em que F𝑛[𝑦′] = [𝑌 ′1 , ..., 𝑌 ′𝑛−1]𝑇 e F𝑛[𝑦] = [𝑌1, ..., 𝑌𝑛]𝑇 .
Voltando ao problema de Cauchy (3.1.1), aplicando a F-transformada aos dois
lados da equação diferencial e utilizando (3.1.9), obteremos o seguinte sistema de equações
lineares com respeito à incógnita F𝑛[𝑦]:
𝐷F𝑛[𝑦] = F𝑛[𝑓 ], (3.1.10)
em que F𝑛[𝑓 ] = [𝐹1, ..., 𝐹𝑛−1]𝑇 é a F-transformada de 𝑓(𝑥, 𝑦(𝑥)) como função de 𝑥 com
respeito às funções básicas 𝐴1, ..., 𝐴𝑛. A última componente 𝐹𝑛 não está presente em
F𝑛[𝑓 ] para preservação da dimensionalidade. Note que o sistema (3.1.10) não inclui a
condição inicial de (3.1.1). Para isso, completemos a matriz 𝐷 adicionando a primeira
linha
𝐷𝑐 = 1
ℎ
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0 0
−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
... ... ... . . . ... ...
0 0 0 · · · −1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
de tal forma que 𝐷𝑐 é uma matriz 𝑛 × 𝑛 não singular. Analogamente, completemos o
vetor F𝑛[𝑓 ] com a primeira componente 𝑦1ℎ tal que
F𝑐𝑛[𝑓 ] =
[︂
𝑦1
ℎ
, 𝐹1, ..., 𝐹𝑛−1
]︂𝑇
. (3.1.11)
Então, o problema transformado de Cauchy pode ser completamente represen-
tado pelo seguinte sistema de equações lineares com respeito à incógnita F𝑛[𝑦]:
𝐷𝑐F𝑛[𝑦] = F𝑐𝑛[𝑓 ]. (3.1.12)
A solução de (3.1.12) é dada pela fórmula
F𝑛[𝑦] = (𝐷𝑐)−1F𝑐𝑛[𝑓 ]. (3.1.13)
Computando a matriz inversa
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(𝐷𝑐)−1 = ℎ
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0 0
1 1 0 · · · 0 0
... ... ... . . . ... ...
1 1 1 · · · 1 1
⎤⎥⎥⎥⎥⎥⎥⎦
podemos escrever a solução (3.1.13) em termos das componentes
𝑌1 = 𝑦1
𝑌2 = 𝑦1 + ℎ𝐹1
𝑌3 = 𝑦1 + ℎ𝐹1 + ℎ𝐹2
...
𝑌𝑛 = 𝑦1 + ℎ𝐹1 + · · ·+ ℎ𝐹𝑛−1,
para obtermos
𝑌1 = 𝑦1
𝑌𝑘+1 = 𝑌𝑘 + ℎ𝐹𝑘, 𝑘 = 1, · · · , 𝑛− 1. (3.1.14)
As fórmulas (3.1.14) poderiam ser aplicadas para o cômputo de 𝑌2, · · · , 𝑌𝑛 uma
vez que uma forma de computar 𝐹1, · · · , 𝐹𝑛−1 fosse conhecida. Todavia, isso não pode ser
feito diretamente usando as fórmulas (2.2.1) porque a expressão para a função 𝑓(𝑥, 𝑦(𝑥))
inclui também a função desconhecida 𝑦. Portanto, temos que contornar essa dificuldade.
A seguinte aproximação
̂︀𝐹𝑘 = ∫︀ 𝑏𝑎 𝑓(𝑥, 𝑌𝑘)𝐴𝑘(𝑥)𝑑𝑥∫︀ 𝑏
𝑎 𝐴𝑘(𝑥)𝑑𝑥
(3.1.15)
para 𝐹𝑘, 𝑘 = 1, · · · , 𝑛− 1, é sugerida. O teorema abaixo fornece essa justificativa.
Teorema 3.1.2. Considere o problema de Cauchy (3.1.1) com parâmetros duas vezes
diferenciáveis transformado aplicando a F-transformada com respeito às funções básicas
𝐴1, · · · , 𝐴𝑛 aos dois lados de uma dada equação diferencial. Então:
𝐹𝑘 − ̂︀𝐹𝑘 = 𝑂(ℎ2) (3.1.16)
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em que 𝐹𝑘 são as transformadas da função 𝑓 e ̂︀𝐹𝑘 é dado por (3.1.15).
O leitor interessado pode observar a demonstração deste teorema feita em [19].
Com esses resultados, então, garantimos que o método a seguir encontrará uma
solução aproximada, tão boa quanto menor for o comprimento de ℎ.
3.2 O método em funcionamento
O método obtém uma solução aproximada de (3.1.1). Esta seção é baseada
em [26].
• Escolha ℎ > 0 (pequeno) e crie uma partição h-uniforme de [𝑎, 𝑏] com 𝑛 funções
básicas 𝐴1, 𝐴2, ..., 𝐴𝑛, sendo 𝑛 tal que ℎ = (𝑏− 𝑎)/(𝑛− 1) ou escolha 𝑛 e obtenha ℎ;
• Use o seguinte esquema:
𝑌1 = 𝑦1; (3.2.1)
𝑌𝑘+1 = 𝑌𝑘 + ℎ𝐹𝑘, 𝑘 = 1, 2, ..., 𝑛− 1; (3.2.2)
𝐹𝑘 =
∫︀ 𝑏
𝑎 𝑓(𝑥, 𝑌𝑘)𝐴𝑘(𝑥)𝑑𝑥∫︀ 𝑏
𝑎 𝐴𝑘(𝑥)𝑑𝑥
, 𝑘 = 1, 2, ..., 𝑛− 1, (3.2.3)
e obtenha a F-transformada aproximada [𝑌1, 𝑌2, ..., 𝑌𝑛] de 𝑦 com respeito a𝐴1, 𝐴2, ..., 𝐴𝑛.
• Obtenha a aproximação desejada para 𝑦 pela F-transformada inversa aplicada a
[𝑌1, 𝑌2, ..., 𝑌𝑛].
Exemplo 3.2.1. Considere o seguinte problema de Cauchy:
⎧⎨⎩ 𝑦
′(𝑥) = 𝑥+ 𝑦, 𝑥 ∈ [0, 1],
𝑦(0) = 0.
(3.2.4)
Resolvendo-o analiticamente, é fácil ver que sua solução exata é 𝑦(𝑥) = 𝑒𝑥 −
𝑥 − 1. Utilizando o método anterior, são produzidos segmentos de reta que aproximam
a solução tão bem quanto é pequeno o comprimento de ℎ, assim como é no Método de
Euler.
Aplicando o método para resolver o problema:
• 𝑌1 = 0
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• 𝑓(𝑥, 𝑌1) = 𝑥
• 𝐹1 = 0.0667
• 𝑌2 = 0 + 0.2× 0.667 = 0.0133
• 𝑓(𝑥, 𝑌2) = 𝑥+ 0.0133
• 𝐹2 = 0.2133
• 𝑌3 = 0.0133 + 0.2× 0.2133 = 0.0560
• 𝑓(𝑥, 𝑌3) = 𝑥+ 0.0560
• 𝐹3 = 0.4560
• 𝑌4 = 0.0560 + 0.2× 0.4560 = 0.1472
• 𝑓(𝑥, 𝑌4) = 𝑥+ 0.1472
• 𝐹4 = 0.7472
• 𝑌5 = 0.1472 + 0.2× 0.7472 = 0.2966
• 𝑓(𝑥, 𝑌5) = 𝑥+ 0.2966
• 𝐹5 = 1.0966
• 𝑌6 = 0.2966 + 0.2× 1.0966 = 0.5159
Assim, F6[𝑦] = [𝑌1, 𝑌2, 𝑌3, 𝑌4, 𝑌5, 𝑌6] = [0, 0.0133, 0.0560, 0.1472, 0.2966, 0.5159].
Para obter a aproximação da solução, precisamos aplicar agora a F-transformada inversa,
que nos fornece:
𝑓𝐹,𝑛(𝑥) =
𝑛∑︁
𝑘=1
𝐹𝑘𝐴𝑘(𝑥) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0.0665𝑥, 𝑥 ∈ [𝑥1, 𝑥2],
0.0133 + 0.2135𝑥, 𝑥 ∈ [𝑥2, 𝑥3],
0.0560 + 0.4560𝑥, 𝑥 ∈ [𝑥3, 𝑥4],
0.1472 + 0.7470𝑥, 𝑥 ∈ [𝑥4, 𝑥5],
0.2966 + 1.0965𝑥, 𝑥 ∈ [𝑥5, 𝑥6].
(3.2.5)
A seguir, exibimos os gráficos das aproximações em comparação com a solução
exata 𝑦(𝑥) = 𝑒𝑥 − 𝑥− 1 para 𝑛 = 11, 𝑛 = 101 e 1001:
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Figura 3.1: Solução exata 𝑦(𝑥) (em azul) e aproximação 𝑓(𝑥) (em vermelho) da solução
obtida pelo método anterior, com 𝑛 = 11 (ℎ = 0.1).
Figura 3.2: Solução exata 𝑦(𝑥) (em azul) e aproximação 𝑓(𝑥) (em vermelho) da solução
obtida pelo método anterior, com 𝑛 = 101 (ℎ = 0.01).
Figura 3.3: Solução exata 𝑦(𝑥) (em azul) e aproximação 𝑓(𝑥) (em vermelho) da solução
obtida pelo método anterior, com 𝑛 = 1001 (ℎ = 0.001).
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Para obtermos os gráficos, aplicamos a metodologia acima exposta para cal-
cularmos a n-upla de números reais referentes à F-transformada da solução, seguida da
F-transformada inversa para obtermos a a proximação da solução do problema de valor
inicial. No capítulo seguinte, a primeira parte também será utilizada, já que o problema
com condição inicial fuzzy será dividido em três problemas clássicos. A diferença é que
em lugar da F-transformada inversa, construiremos um sistema de equações relacionais
de tal forma que sua solução seja a solução do problema de Cauchy com condição inicial
fuzzy.
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Capítulo 4
Problema de Cauchy com Condição
Inicial Fuzzy
4.1 Formulação e Algoritmo
No capítulo anterior, vimos como a F-transformada pode ser utilizada para
resolver uma equação diferencial (Problema de Cauchy) com condição inicial ordinária.
Porém, nosso objetivo maior é fazer uso da mesma para resolver uma equação diferencial
com condição inicial fuzzy (Problema de Cauchy com Condição Inicial Fuzzy). Esse tipo
de problema usualmente aparece quando o problema é resultado de medições físicas.
O problema consiste da seguinte equação diferencial
𝑦′(𝑥) = 𝑓(𝑥, 𝑦), (4.1.1)
em que a função 𝑦 = 𝑦(𝑥) é desconhecida e considerada no intervalo [𝑥1, 𝑥𝑛], munida de
uma condição inicial
𝑦(𝑥1) = 𝑌1, (4.1.2)
em que 𝑌1 é um número fuzzy em R com suporte [𝑦1,𝑙, 𝑦1,𝑟] e núcleo 𝑦1, ou seja, 𝑌1(𝑦1) = 1.
Porém, se formos interpretar 𝑦 como uma função de [𝑥1, 𝑥𝑛] em R como em uma equação
diferencial ordinária, temos um problema já que 𝑌1 não é um número real. É preciso que
o que se tenha como solução das duas equações realmente seja compatível com ambas.
Portanto, antes de se procurar uma solução para o problema, é necessário primeiramente
definir qual seria essa solução, ou seja, qual o objeto matemático procurado. Feito isso, o
objetivo é apresentarmos uma metodologia que seja capaz de encontrar essa solução (de
maneira aproximada). Esses dois passos serão realizados aqui neste capítulo, com base
em [26], no que se segue.
Definição 4.1.1. Seja a equação diferencial (4.1.1) considerada com respeito à função
incógnita 𝑦 = 𝑦(𝑥), a qual é definida no intervalo [𝑥1, 𝑥𝑛] e restrita ao ponto 𝑥1 por (4.1.2),
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isto é, o valor 𝑦(𝑥1) é algum ponto 𝑢 do conjunto 𝑠𝑢𝑝𝑝 𝑌1 com grau de pertinência 𝑌1(𝑢),
ou seja, 𝑦(𝑥1) ∈ [𝑦1,𝑙, 𝑦1,𝑟]. Vamos considerar os três problemas de Cauchy auxiliares com
a mesma equação diferencial (4.1.1), mas com diferentes condições iniciais:
𝑦′(𝑥) = 𝑓(𝑥, 𝑦), 𝑦(𝑥1) = 𝑦1,𝑙, (4.1.3)
𝑦′(𝑥) = 𝑓(𝑥, 𝑦), 𝑦(𝑥1) = 𝑦1, (4.1.4)
𝑦′(𝑥) = 𝑓(𝑥, 𝑦), 𝑦(𝑥1) = 𝑦1,𝑟, (4.1.5)
A solução do Problema Generalizado de Cauchy é uma relação fuzzy binária
𝑌 ∈ ℱ([𝑥1, 𝑥𝑛]× R), a qual satisfaz as seguintes condições:
• Para cada 𝑥 ∈ [𝑥1, 𝑥𝑛], 𝑌 (𝑥, 𝑢) é um número fuzzy em R tal que seu suporte é o
intervalo [𝑣𝑥, 𝑤𝑥] e seu núcleo é 𝑢𝑥, i. e.
𝑌 (𝑥, 𝑢𝑥) = 1. (4.1.6)
• Se para cada 𝑥 ∈ [𝑥1, 𝑥𝑛] fizermos 𝑦(𝑥) = 𝑢𝑥, então a função 𝑦 satisfaz o problema
de Cauchy (4.1.4).
• Se para cada 𝑥 ∈ [𝑥1, 𝑥𝑛] fizermos 𝑦𝑙(𝑥) = 𝑣𝑥, então a função 𝑦𝑙 satisfaz o problema
de Cauchy (4.1.3).
• Se para cada 𝑥 ∈ [𝑥1, 𝑥𝑛] fizermos 𝑦𝑟(𝑥) = 𝑤𝑥, então a função 𝑦𝑟 satisfaz o problema
de Cauchy (4.1.5).
• 𝑌 (𝑥1, 𝑣) = 𝑌1(𝑣),∀𝑣 ∈ R.
É importante ressaltar que o formato das seções (função de pertinência do res-
pectivo conjunto fuzzy) não está restrito pela formulação do problema, ou seja, apesar de
a intenção ser trabalhar com conjuntos fuzzy triangulares por sua simplicidade, poderiam
ser utilizados conjuntos fuzzy senoidais, trapezoidais, etc. Além disso, pode-se constatar
que se o conjunto fuzzy 𝑌1 se degenera em um ponto, então o Problema Generalizado de
Cauchy coincide com o Problema de Cauchy Clássico.
O próximo teorema garante a existência de uma solução nos moldes citados
no caso de 𝑌1 possuir o formato triangular. Além disso, garante que as seções também
possuam formato triangular.
Teorema 4.1.2. [26] Seja a função 𝑓 em (4.1.1) definida e contínua em um domínio
𝐺 ⊆ [𝑥1, 𝑥𝑛]× R, contendo todos os pontos do conjunto {(𝑥1, 𝑦) | 𝑦1,𝑙 ≤ 𝑦 ≤ 𝑦1,𝑟}. Além
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do mais, seja 𝑓 satisfazendo a condição de Lipschitz com respeito a 𝑦. Seja o conjunto
fuzzy 𝑌1 com formato triangular. Então existe uma solução 𝑌 ∈ ℱ([𝑥1, 𝑥𝑛] × R) do
problema generalizado de Cauchy tal que para cada 𝑥 ∈ [𝑥1, 𝑥𝑛], 𝑌 (𝑥, 𝑢) é uma função
com formato triangular.
Formulado o problema generalizado de Cauchy e de posse do teorema que ga-
rante a existência da solução 𝑌 no caso de a condição inicial possuir formato triangular,
exibiremos agora um algoritmo para computar uma aproximação para essa solução.
Algoritmo
• Escolha ℎ > 0 e faça uma partição fuzzy h-uniforme 𝐴1, ..., 𝐴𝑛 de [𝑥1, 𝑥𝑛] tal que
ℎ(𝑛− 1) = (𝑥𝑛 − 𝑥1).
• Use o método baseado na F-transformada e obtenha as F-transformadas aproxima-
das F^𝑛[𝑦𝑙], F^𝑛[𝑦] e F^𝑛[𝑦𝑟] das soluções de (4.1.3), (4.1.4) e (4.1.5) respectivamente.
Denotemos por F^𝑛[𝑦𝑙] = [𝑌𝑙1, ..., 𝑌𝑙𝑛], F^𝑛[𝑦] = [𝑌1, ..., 𝑌𝑛] e F^𝑛[𝑦𝑟] = [𝑌𝑟1, ..., 𝑌𝑟𝑛].
• Crie 𝑛 conjuntos fuzzy triangulares 𝑌1, ..., 𝑌𝑛 tais que para cada 𝑘 = 1, ..., 𝑛 o inter-
valo [𝑌𝑙𝑘, 𝑌𝑟𝑘] é o suporte de 𝑌𝑘 e {𝑌𝑘} é seu núcleo.
• Considere o sistema de equações relacionais fuzzy:
𝐴1 ∘𝑅ℎ = 𝑌1 (4.1.7)
...................
𝐴𝑛 ∘𝑅ℎ = 𝑌𝑛
lembrando que ∘ denota a composição sup-T (1.2.19) e sabendo que 𝑅ℎ é uma
relação fuzzy desconhecida.
• Escolha a t-norma de Łukasiewicz para T e seu resíduo para a implicação→ e tome
𝑅ℎ tal que satisfaça (4.1.7) com a especificada T e a seguinte desigualdade
𝑛⋁︁
𝑖=1
(𝐴𝑖(𝑥) 𝑇 𝑌𝑖(𝑣)) ≤ 𝑅ℎ(𝑥, 𝑣) ≤
𝑛⋀︁
𝑖=1
(𝐴𝑖(𝑥)→ 𝑌𝑖(𝑣)). (4.1.8)
É importante observarmos que, ao contrário do método para encontrar a so-
lução do problema de Cauchy clássico, visto no capítulo anterior, aqui não usamos F-
transformada inversa. Neste método, o que a substitui são as equações relacionais que,
a partir dos subconjuntos fuzzy construídos por meio das F-transformadas das soluções,
combinados com as funções básicas, produzem a solução procurada.
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Como provado em [18], as relações seguintes (limitantes inferior e superior de
𝑅ℎ em (4.1.8)) são soluções aproximadas de (4.1.7). Tanto ?ˇ?ℎ = ⋁︀𝑛𝑖=1(𝐴𝑖(𝑥) 𝑇 𝑌𝑖(𝑣))
quanto ?^?ℎ = ⋀︀𝑛𝑖=1(𝐴𝑖(𝑥) → 𝑌𝑖(𝑣)) podem ser utilizadas para 𝑅ℎ. Além disso, 𝑅ℎ pode
ser tomado como a seguir
?¯?ℎ(𝑥, 𝑣) =
𝑛∑︁
𝑖=1
(𝐴𝑖(𝑥) · 𝑌𝑖(𝑣)), (4.1.9)
devido à desigualdade ?ˇ?ℎ ≤ ?¯?ℎ ≤ ?^?ℎ, que foi provada em [22].
O motivo pelo qual as expressões ?ˇ?ℎ, ?¯?ℎ e ?^?ℎ são escolhidas para soluções
aproximadas do sistema (4.1.7) está contido em [18]. A ideia principal é que a resolução
de um sistema de equações relacionais como (4.1.7) está conectada com a busca por uma
função que interpola alguns dados, sendo estes conjuntos fuzzy. Essa busca é feita nos
espaços
ℛ𝑙 = {𝑅 ∈ ℱ(𝑋 × 𝑌 )|𝐴𝑖 ∘𝑅 ≤ 𝑌𝑖, 1 ≤ 𝑖 ≤ 𝑛}, (4.1.10)
ℛ𝑢 = {𝑅 ∈ ℱ(𝑋 × 𝑌 )|𝐴𝑖 ∘𝑅 ≥ 𝑌𝑖, 1 ≤ 𝑖 ≤ 𝑛}, (4.1.11)
utilizando a expressão
𝛿(𝑅) =
𝑛⋀︁
𝑖=1
⋀︁
𝑦∈𝑌
(𝑌𝑖(𝑦)↔ (𝐴𝑖 ∘𝑅)(𝑦)). (4.1.12)
como medida de proximidade de 𝐴𝑖 ∘𝑅 com 𝐵𝑖, sendo 𝛿(𝑅) = 1 se, e somente se, 𝐴𝑖 ∘𝑅 =
𝐵𝑖, 𝑖 = 1, ..., 𝑛. Sendo assim, podemos dizer que
𝑅′ ≤𝛿 𝑅′′ se, e somente se, 𝛿(𝑅′′) ≤ 𝛿(𝑅′),
para quaisquer relações 𝑅′ e 𝑅′′, ou seja, 𝑅′ é melhor do que 𝑅′′ como aproximação
segundo a medida 𝛿 se, e somente se, 𝛿(𝑅′′) ≤ 𝛿(𝑅′). Através dessa comparação, podemos
encontrar uma solução que seja a mais próxima possível, ou seja, que satisfaça
𝛿(𝑅𝑜𝑝𝑡) = sup
𝑅∈ℛ
𝛿(𝑅). (4.1.13)
De fato, quanto mais 𝛿(𝑅) for próximo de 1, mais próximo 𝐴𝑖 ∘ 𝑅 é de 𝐵𝑖
e, portanto, 𝑅 é melhor aproximação em um certo sentido. As demonstrações dos dois
teoremas que se seguem podem ser encontradas em [18].
Teorema 4.1.3. Suponha que o sistema (4.1.7) não possua solução. Então a relação
fuzzy
?ˇ?ℎ =
𝑛⋁︁
𝑖=1
(𝐴𝑖(𝑥) 𝑇 𝑌𝑖(𝑣)) (4.1.14)
43
é uma solução aproximada ótima para o sistema (4.1.7) em ℛ𝑙 com respeito à qualidade
da aproximação 𝛿(𝑅).
Definição 4.1.4. Conjuntos fuzzy normais 𝐴1, ..., 𝐴𝑛 ∈ ℱ(𝑋) formam uma semi-partição
de 𝑋 se
(∀𝑖)(∀𝑗)
(︃ ⋁︁
𝑥∈𝑋
(𝐴𝑖(𝑥) 𝑇𝐴𝑗(𝑥)) ≤
⋀︁
𝑥∈𝑋
(𝐴𝑖(𝑥)↔ 𝐴𝑗(𝑥))
)︃
(4.1.15)
Teorema 4.1.5. Suponha que o sistema (4.1.7) não possua solução e que os conjuntos
fuzzy 𝐴𝑖, 1 ≤ 𝑖 ≤ 𝑛, sejam normais e formem uma semipartição de X. Então a relação
fuzzy
?^?ℎ =
𝑛⋀︁
𝑖=1
(𝐴𝑖(𝑥)→ 𝑌𝑖(𝑣)) (4.1.16)
é uma solução aproximada ótima para o sistema (4.1.7) em ℛ𝑢 com respeito à qualidade
da aproximação 𝛿(𝑅).
As expressões
?ˇ?ℎ =
𝑛⋁︁
𝑖=1
(𝐴𝑖(𝑥) 𝑇 𝑌𝑖(𝑣)) (4.1.17)
?^?ℎ =
𝑛⋀︁
𝑖=1
(𝐴𝑖(𝑥)→ 𝑌𝑖(𝑣)) (4.1.18)
são chamadas pseudo-soluções, já que em geral não são soluções exatas para o sistema
(4.1.7).
O seguinte teorema [26] garante a proximidade, para cada ?˜? ∈ [𝑥1, 𝑥𝑛], entre
as seções de 𝑌 e as respectivas seções de 𝑅, solução aproximada encontrada através do
algoritmo exposto.
Teorema 4.1.6. Seja 𝑓 uma função que possua derivada 𝜕2𝑓
𝜕𝑥2 finita em todo o intervalo
aberto (𝑎, 𝑏) e assuma que 𝜕𝑓
𝜕𝑥
seja contínua no intervalo fechado [𝑎, 𝑏]. Suponha que 𝑓
satisfaça a condição de Lipschitz com constante 𝐿𝑓 com respeito a 𝑦. Seja 𝑌1 em (4.1.2)
com formato triangular e 𝑌 ∈ ℱ([𝑥1, 𝑥𝑛]× R) uma solução do problema generalizado de
Cauchy com seções triangulares. Seja ?¯?ℎ(𝑥, 𝑣) = ∑︀𝑛𝑖=1(𝐴𝑖(𝑥) · 𝑌𝑖(𝑣)) (4.1.9) uma solução
de (4.1.7) com funções básicas 𝐴1, ..., 𝐴𝑛 e conjuntos fuzzy triangulares 𝑌1, ..., 𝑌𝑛, obtida
pelo algoritmo. Então, existe ℎ0 tal que para todo ℎ < ℎ0
max
𝑣∈R
|𝑌 (?˜?, 𝑦)− ?¯?ℎ(?˜?, 𝑣)|≤ 𝑄ℎ, ?˜? ∈ [𝑥1, 𝑥𝑛], (4.1.19)
em que a constante 𝑄 não depende de ?˜?.
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De posse do algoritmo, que indica um caminho para encontrar uma aproxima-
ção da solução, e do teorema, que mostra a proximidade desta aproximação em relação
a uma solução exata, aplicaremos o método em dois problemas generalizados de Cauchy
nos quais a condição inicial é dada por um subconjunto fuzzy triangular.
Exemplo 4.1.7. [26] Seja o problema generalizado de Cauchy
𝑦′(𝑥) =
√
𝑥− 𝑦,
𝑦(0) = 𝑌1, (4.1.20)
em que 𝑌1 é um subconjunto fuzzy triangular com suporte [1.5, 2.5], tal que 𝑌1(2) = 1, e
com 𝑥 ∈ [0, 1].
Aplicando o algoritmo com 𝑛 = 21 (ℎ = 0.05) e utilizando ?ˇ?ℎ, ?¯?ℎ e ?^?ℎ para
𝑅ℎ, graficamente obtemos os seguintes resultados:
Figura 4.1: Solução obtida pelo algoritmo através da expressão de ?¯?ℎ (ex. 1)
45
Figura 4.2: Solução obtida pelo algoritmo através da expressão de ?ˇ?ℎ (ex. 1)
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Figura 4.3: Solução obtida pelo algoritmo através da expressão de ?^?ℎ (ex. 1)
As três expressões ?¯?ℎ, ?ˇ?ℎ e ?^?ℎ representam funções cujo domínio é ℱ([𝑥1, 𝑥𝑛]×
R) e contradomínio o intervalo [0, 1], em que a imagem de cada par da relação representa o
quanto o valor 𝑥 está relacionado com o valor 𝑦. Graficamente isso pode ser visto através
da altura relacionada a cada par (𝑥, 𝑦) do gráfico (à esquerda) ou através das curvas de
nível (à direita). Pela definição de 𝑌 , devemos ter que 𝑌 (𝑥, 𝑢𝑥) = 1, lembrando que
𝑦 = 𝑢𝑥 é solução da equação diferencial com condição inicial 𝑦1 = 2. Ou seja, isso quer
dizer que os pontos conectados pela função possuem grau de pertinência 1 na relação.
Quanto mais nos distanciamos destes pontos, menores serão os graus de pertinência dos
pontos, o que pode-se observar nos gráficos. As condições iniciais 𝑦1,𝑙 = 1.5 e 𝑦1,𝑟 = 2.5 nos
fornecem pontos que tem pertinência mínima na relação, pelo fato de estarem distanciados
da solução determinística. Outro fato a se observar é que os gráficos das três expressões
ficaram visualmente iguais. Devido à desigualdade (4.1.8), nada impede que as soluções
coincidam ou estejam muito próximas, o que pode ter ocorrido neste caso.
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Exemplo 4.1.8. Seja o problema generalizado de Cauchy
𝑦′(𝑥) = 𝑥+ 𝑦,
𝑦(1) = 𝑌1, (4.1.21)
em que 𝑌1 é um subconjunto fuzzy triangular com suporte [0, 4], tal que 𝑌1(2) = 1, e com
𝑥 ∈ [1, 3].
Figura 4.4: Solução obtida pelo algoritmo através da expressão de ?¯?ℎ (ex. 2)
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Figura 4.5: Solução obtida pelo algoritmo através da expressão de ?ˇ?ℎ (ex. 2)
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Figura 4.6: Solução obtida pelo algoritmo através da expressão de ?^?ℎ (ex. 2)
Já em relação a este problema, o gráfico da relação ?^?ℎ se diferenciou do gráfico
das demais principalmente perto de 𝑥 = 2. As soluções ?¯?ℎ e ?ˇ?ℎ podem novamente ter
coincidido ou ter ficado muito próximas.
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4.2 Aplicação em modelos de crescimento populaci-
onal
4.2.1 Modelo logístico (Verhulst)
O modelo de Verhulst ou modelo logístico [4] é dado por:
⎧⎪⎨⎪⎩
𝑑𝑃
𝑑𝑡
= 𝑟𝑃
(︂
1− 𝑃
𝑃∞
)︂
,
𝑃 (𝑡0) = 𝑃0, 𝑟 > 0.
(4.2.1)
em que 𝑃0 dado é o valor inicial 𝑃∞ é o valor limite de crescimento da popu-
lação.
Resolvendo analiticamente, obtém-se a solução:
𝑃 (𝑡) = 𝑃∞𝑃0(𝑃∞ − 𝑃0)𝑒−𝑟𝑡 + 𝑃0 , (4.2.2)
que é conhecida como curva logística (figura 4.7).
Figura 4.7: Modelo de Verhulst considerado no intervalo [30, 150], com 𝑡0 = 30, 𝑃0 =
51.944, 𝑃∞ = 248.656 e 𝑟 = 0.0443.
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Porém se a condição inicial é incerta, podemos substituir o número real 𝑃0
por um subconjunto fuzzy 𝑌1 que representa um valor em torno deste número. Uma das
possibilidades mais simples seria uma função de formato triangular, em que o suporte
fosse algum intervalo contendo 𝑃0. Utilizaremos, então, o núcleo 𝑃0 = 51.9 e suporte
[46.9, 56.9], fazendo que o problema se torne um problema de Cauchy com condição inicial
fuzzy e possamos aplicar o método acima citado. Para os mesmos parâmetros utilizados
na equação (4.2.1) para desenhar o gráfico, resolvendo o problema com condição inicial
fuzzy com a expressão da solução aproximada ?¯?ℎ, obtemos o seguinte gráfico para a
relação fuzzy:
Figura 4.8: Modelo de Verhulst com condição inicial fuzzy considerado no intervalo
[0, 150], com [𝑦1𝑙, 𝑦1𝑟] = [46.944, 56.944], 𝑦1 = 𝑃0 = 51.944, 𝑃∞ = 248.656 e 𝑟 = 0.0443.
Note que a aproximação da solução determinística aparece no interior do grá-
fico, o que é condizente com a relação fuzzy obtida como aproximação do sistema de
equações relacionais e que possui grau de pertinência mais alto justamente nestes pontos.
Aqui utilizamos somente a expressão ?¯?ℎ para fazer esta aproximação por simplicidade e
devido à desigualdade (4.1.8).
O modelo de Verhulst tem como ponto de inflexão (crescimento máximo) o
valor 𝑃𝑚 = 𝑃∞2 . Porém, isso nem sempre ocorre nas variáveis relacionadas a fenômenos
com tendência assintótica. O modelo de Montroll acrescenta um novo parâmetro ao
modelo de Verhulst de maneira que esse ponto pode ter qualquer posicionamento entre
𝑃0 e 𝑃∞.
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4.2.2 Modelo de Montroll
O modelo de Montroll [4] é dado pela equação diferencial não linear
⎧⎪⎪⎨⎪⎪⎩
𝑑𝑃
𝑑𝑡
= 𝑟𝑃
(︃
1−
(︂
𝑃
𝑃∞
)︂𝛼)︃
,
𝑃 (0) = 𝑃0, 𝑟 > 0.
(4.2.3)
em que 𝑃∞ é o valor limite finito de uma população 𝑃 = 𝑃 (𝑡) e 𝜆 > 0 a sua taxa de
crescimento relativa para valores pequenos de 𝑃 . Aqui, 𝛼 > 0 é o parâmetro que controla
a localização do ponto de inflexão da curva. Quando 𝛼 = 1 o modelo se reduz ao de
Verhulst.
Utilizando os mesmos parâmetros do modelo anterior e com 𝛼 = 2 e aplicando
a metodologia apresentada no capítulo 3, obtemos a curva mostrada na figura 4.9.
Figura 4.9: Modelo de Montroll considerado no intervalo [30, 150], com 𝑡0 = 30, 𝑃0 =
51.944, 𝑃∞ = 248.656, 𝑟 = 0.0443 e 𝑠 = 2.
Com a mesma condição inicial do modelo fuzzy anterior e aplicando a meto-
dologia do capítulo 4, obtemos, para os gráficos de ?¯?ℎ:
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Figura 4.10: Modelo de Montroll com condição inicial fuzzy considerado no intervalo
[0, 150], com [𝑦1𝑙, 𝑦1𝑟] = [46.944, 56.944], 𝑦1 = 𝑃0 = 51.944, 𝑃∞ = 248.656, 𝑟 = 0.0443 e
𝑠 = 2.
Novamente observamos a curva determinística localizada nos pontos para os
quais a relação fuzzy possui maior grau de pertinência (aproximadamente igual a 1).
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Capítulo 5
Conclusões
Como foi dito anteriormente, a questão da incerteza é de crescente interesse,
pois está presente em muitas situações em que se usa modelagem matemática. Muitas
metodologias têm sido aplicadas no sentido de criar e melhorar ferramentas matemáticas
que melhor descrevem essas incertezas, utilizando ou não os conceitos da lógica fuzzy.
Uma vantagem do método apresentado é o fato de não necessitar da ideia de derivada
fuzzy, mas sim de derivada usual de uma função, que já foi largamente estudada em
comparação à derivada fuzzy. Como pudemos ver, as soluções do problema de Cauchy
com condição inicial fuzzy englobam a solução clássica, já que a mesma acaba aparecendo
nas expressões das relações com pertinência próxima de 1. Uma dificuldade comumente
encontrada quando se trata de equações relacionais fuzzy (mais ainda quando se é um
sistema) é a possibilidade de inexistência de uma solução exata para o problema, o que
faz o estudo de aproximações dessas soluções ser ainda mais importante.
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Apêndice A
Códigos
Nesta seção serão listados todos os códigos utilizados emMatlab para o desenho
de todos os gráficos do trabalho.
A.1 F-transformada seguida de F-transformada in-
versa
A.1.1 n=3
clear all
% parâmetros
a=0; %limite inferior do intervalo considerado
b=1; %limite superior do intervalo considerado
n=3; % número de nós do intervalo. Para alterar isto, é necessário alterar o
fim do código, já que o comando plot apresenta um número fixo de entradas, vide códigos
para n=5, 7 e 9.
syms x;
f = exp(x); % função que se aplicará a F-transformada e a F-transformada
inversa
h=(b-a)/(n-1); %comprimento do passo
%vetor dos nós
X = zeros(n);
X(1)=a;
for i=1:(n-1)
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X(i+1)=X(i)+h;
end
%cálculo de 𝐴1 e 𝐹1
Ad(1) = (x-X(2))/(X(1)-X(2)); %As funções básicas foram divididas em Ad e
As, que denotam a parte descendente e ascendente de cada uma. No caso de 𝐴1 só existe
a descendente, como foi visto.
cte = 2/h;
F = int(Ad(1)*f,X(1),X(2))*cte; %F-transformada 𝐹1
Ft = zeros(n);
Ft(1)=double(F);
%cálculo dos 𝐴𝑖’s e 𝐹𝑖’s, 𝑖 = 2, ..., 𝑛− 1
for i=2:(n-1)
As(i) = (x-X(i-1))/(X(i)-X(i-1));
Ad(i) = (x-X(i+1))/(X(i)-X(i+1));
cte = 1/h;
F = (int(As(i)*f,X(i-1),X(i))+int(Ad(i)*f,X(i),X(i+1)))*cte; %Cálculo das trans-
formadas
Ft(i)=double(F);
end
%cálculo de 𝐴𝑛 e 𝐹𝑛
As(n) = (x-X(n-1))/(X(n)-X(n-1)); %Função básica de 𝐴𝑛
Ad(n) = 0;
cte = 2/h;
F = int(As(n)*f,X(n-1),X(n))*cte; %F-transformada 𝐹𝑛
Ft(n)=double(F);
%desenho do gráfico
x1=0:h/100:1; %Vetor do eixo-x
y1=subs(f,x,x1); %Vetor do eixo-y da função original
x2=0:h/100:h; %Construção dos vetores para aplicação da F-transformada in-
versa
g=Ft(1)*Ad(1)+Ft(2)*As(2); %F-transformada inversa
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y2=subs(g,x,x2); %Obtenção da aproximação
x3=h:h/100:2*h; %Construção dos vetores para aplicação da F-transformada
inversa
g=Ft(2)*Ad(2)+Ft(3)*As(3); %F-transformada inversa
y3=subs(g,x,x3); %Obtenção da aproximação
h = plot(x1,y1,x2,y2,x3,y3)
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A.1.2 n=5
clear all
% parâmetros
a=0;
b=1;
n=5;
syms x;
f = exp(x);
h=(b-a)/(n-1);
%vetor dos nós
X = zeros(n);
X(1)=a;
for i=1:(n-1)
X(i+1)=X(i)+h;
end
%cálculo de 𝐴1 e 𝐹1
Ad(1) = (x-X(2))/(X(1)-X(2));
cte = 2/h;
F = int(Ad(1)*f,X(1),X(2))*cte;
Ft = zeros(n);
Ft(1)=double(F);
%cálculo dos 𝐴𝑖’s e 𝐹𝑖’s, 𝑖 = 2, ..., 𝑛− 1
for i=2:(n-1)
As(i) = (x-X(i-1))/(X(i)-X(i-1));
Ad(i) = (x-X(i+1))/(X(i)-X(i+1));
cte = 1/h;
F = (int(As(i)*f,X(i-1),X(i))+int(Ad(i)*f,X(i),X(i+1)))*cte;
Ft(i)=double(F);
end
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%cálculo de 𝐴𝑛 e 𝐹𝑛
As(n) = (x-X(n-1))/(X(n)-X(n-1));
Ad(n) = 0;
cte = 2/h;
F = int(As(n)*f,X(n-1),X(n))*cte;
Ft(n)=double(F);
%desenho do gráfico
x1=0:h/100:1;
y1=subs(f,x,x1);
x2=0:h/100:h;
g=Ft(1)*Ad(1)+Ft(2)*As(2);
y2=subs(g,x,x2);
x3=h:h/100:2*h;
g=Ft(2)*Ad(2)+Ft(3)*As(3);
y3=subs(g,x,x3);
x4=2*h:h/100:3*h;
g=Ft(3)*Ad(3)+Ft(4)*As(4);
y4=subs(g,x,x4);
x5=3*h:h/100:4*h;
g=Ft(4)*Ad(4)+Ft(5)*As(5);
y5=subs(g,x,x5);
h = plot(x1,y1,x2,y2,x3,y3,x4,y4,x5,y5)
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A.1.3 n=7
clear all
%parâmetros
a=0;
b=1;
n=7;
syms x;
f = exp(x);
h=(b-a)/(n-1);
%vetor dos nós
X = zeros(n);
X(1)=a;
for i=1:(n-1)
X(i+1)=X(i)+h;
end
%cálculo de 𝐴1 e 𝐹1
Ad(1) = (x-X(2))/(X(1)-X(2));
cte = 2/h;
F = int(Ad(1)*f,X(1),X(2))*cte;
Ft = zeros(n);
Ft(1)=double(F);
%cálculo dos 𝐴𝑖’s e 𝐹𝑖’s, 𝑖 = 2, ..., 𝑛− 1
for i=2:(n-1)
As(i) = (x-X(i-1))/(X(i)-X(i-1));
Ad(i) = (x-X(i+1))/(X(i)-X(i+1));
cte = 1/h;
F = (int(As(i)*f,X(i-1),X(i))+int(Ad(i)*f,X(i),X(i+1)))*cte;
Ft(i)=double(F);
end
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%cálculo de 𝐴𝑛 e 𝐹𝑛
As(n) = (x-X(n-1))/(X(n)-X(n-1));
Ad(n) = 0;
cte = 2/h;
F = int(As(n)*f,X(n-1),X(n))*cte;
Ft(n)=double(F);
%desenho do gráfico
x1=0:h/100:1;
y1=subs(f,x,x1);
x2=0:h/100:h;
g=Ft(1)*Ad(1)+Ft(2)*As(2);
y2=subs(g,x,x2);
x3=h:h/100:2*h;
g=Ft(2)*Ad(2)+Ft(3)*As(3);
y3=subs(g,x,x3);
x4=2*h:h/100:3*h;
g=Ft(3)*Ad(3)+Ft(4)*As(4);
y4=subs(g,x,x4);
x5=3*h:h/100:4*h;
g=Ft(4)*Ad(4)+Ft(5)*As(5);
y5=subs(g,x,x5);
x6=4*h:h/100:5*h;
g=Ft(5)*Ad(5)+Ft(6)*As(6);
y6=subs(g,x,x6);
x7=5*h:h/100:6*h;
g=Ft(6)*Ad(6)+Ft(7)*As(7);
y7=subs(g,x,x7);
h = plot(x1,y1,x2,y2,x3,y3,x4,y4,x5,y5,x6,y6,x7,y7)
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A.1.4 n=9
clear all
%parâmetros
a=0;
b=1;
n=9;
syms x;
f = exp(x);
h=(b-a)/(n-1);
%vetor dos nós
X = zeros(n);
X(1)=a;
for i=1:(n-1)
X(i+1)=X(i)+h;
end
%cálculo de 𝐴1 e 𝐹1
Ad(1) = (x-X(2))/(X(1)-X(2));
cte = 2/h;
F = int(Ad(1)*f,X(1),X(2))*cte;
Ft = zeros(n,1);
Ft(1)=double(F);
%cálculo dos 𝐴𝑖’s e 𝐹𝑖’s, 𝑖 = 2, ..., 𝑛− 1
for i=2:(n-1)
As(i) = (x-X(i-1))/(X(i)-X(i-1));
Ad(i) = (x-X(i+1))/(X(i)-X(i+1));
cte = 1/h;
F = (int(As(i)*f,X(i-1),X(i))+int(Ad(i)*f,X(i),X(i+1)))*cte;
Ft(i)=double(F);
end
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%cálculo de 𝐴𝑛 e 𝐹𝑛
As(n) = (x-X(n-1))/(X(n)-X(n-1));
Ad(n) = 0;
cte = 2/h;
F = int(As(n)*f,X(n-1),X(n))*cte;
Ft(n)=double(F);
%desenho do gráfico
x1=0:h/100:1;
y1=subs(f,x,x1);
x2=0:h/100:h;
g=Ft(1)*Ad(1)+Ft(2)*As(2);
y2=subs(g,x,x2);
x3=h:h/100:2*h;
g=Ft(2)*Ad(2)+Ft(3)*As(3);
y3=subs(g,x,x3);
x4=2*h:h/100:3*h;
g=Ft(3)*Ad(3)+Ft(4)*As(4);
y4=subs(g,x,x4);
x5=3*h:h/100:4*h;
g=Ft(4)*Ad(4)+Ft(5)*As(5);
y5=subs(g,x,x5);
x6=4*h:h/100:5*h;
g=Ft(5)*Ad(5)+Ft(6)*As(6);
y6=subs(g,x,x6);
x7=5*h:h/100:6*h;
g=Ft(6)*Ad(6)+Ft(7)*As(7);
y7=subs(g,x,x7);
x8=6*h:h/100:7*h;
g=Ft(7)*Ad(7)+Ft(8)*As(8);
y8=subs(g,x,x8);
x9=7*h:h/100:8*h;
g=Ft(8)*Ad(8)+Ft(9)*As(9);
y9=subs(g,x,x9);
plot(x1,y1,x2,y2,x3,y3,x4,y4,x5,y5,x6,y6,x7,y7,x8,y8,x9,y9)
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A.2 Resolução de um problema de Cauchy clássico
via F-transformadas
clear all
%parâmetros da equação
a=0; %limite inferior do intervalo considerado
b=1; %limite superior do intervalo considerado
n= (escolher); %quantidade de nós utilizados
y(1)=0; %condição inicial da edo
syms t;
f=exp(t)-t-1; %solução exata da edo
Y(1)=y(1); %primeiro elemento da F-transformada
h=(b-a)/(n-1); %tamanho do passo
%vetor de entradas horizontais (eixo x)
X=a:h:b;
%extremo esquerdo do intervalo
syms x;
g = x+y(1);
Ad(1) = (x-X(2))/(X(1)-X(2));
cte = 2/h;
F = int(Ad(1)*g,X(1),X(2))*cte;
G(1)=double(F);
%meio do intervalo
for i=2:(n-1)
y(i)=y(i-1)+h*G(i-1);
g=x+y(i-1);
As(i) = (x-X(i-1))/(X(i)-X(i-1));
Ad(i) = (x-X(i+1))/(X(i)-X(i+1));
cte = 1/h;
F = (int(As(i)*g,X(i-1),X(i))+int(Ad(i)*g,X(i),X(i+1)))*cte;
G(i)=double(F);
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end
%extremo direito do intervalo
As(n) = (x-X(n-1))/(X(n)-X(n-1));
y(n)=y(n-1)+h*G(n-1);
%desenho dos gráficos
x1=0:h/100:1;
Y=subs(f,t,x1);
plot(x1,Y)
hold on
for i=1:n-1
x2=(i-1)*h:h/100:i*h;
fi=y(i)*Ad(i)+y(i+1)*As(i+1);
y2=subs(fi,x,x2);
plot(x2,y2,’r’)
hold on
end
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A.3 Resolução de um problema de Cauchy com con-
dição inicial fuzzy via F-transformadas
As funções "euler"utilizadas são os códigos referentes à seção A.2 deste apên-
dice, porém 𝑎, 𝑏, 𝑛 e condição inicial são parâmetros de entrada e como saída temos as
F-transformadas da solução procurada.
A.3.1 ?¯?ℎ
clear all
%parâmetros da equação
a=1; %limite inferior do intervalo considerado em 𝑥
b=3; %limite superior do intervalo considerado em 𝑥
n=21; %quantidade de nós utilizados
h=(b-a)/(n-1); %tamanho do passo
c=-1; %limite inferior do intervalo considerado em 𝑦
d=12; %limite superior do intervalo considerado em 𝑦
%condição inicial fuzzy
y1l=-1;
y1=0;
y1r=1;
%utilização da função A.2 para problemas clássicos
Yl=euler(a,b,n,y1l);
Y=euler(a,b,n,y1);
Yr=euler(a,b,n,y1r);
%desenho dos gráficos
x=a:h:b;
v=c:h:d;
for i=1:((d-c)/h)+1
for j=1:n
A= @(x) trimf(x,[0 0 h]);
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y= @(x) trimf(x,[Yl(1) Y(1) Yr(1)]);
r=A(x(j))*y(v(i));
for k=2:n-1
A= @(x) trimf(x,[(k-2)*h (k-1)*h k*h]);
y= @(x) trimf(x,[Yl(k) Y(k) Yr(k)]);
r=r+A(x(j))*y(v(i));
end
A= @(x) trimf(x,[(n-2)*h (n-1)*h (n-1)*h]);
y= @(x) trimf(x,[Yl(n) Y(n) Yr(n)]);
R(i,j)=r+A(x(j))*y(v(i));
end
end
subplot(1,2,1)
surf(x,v,R)
view(-130,30)
shading interp
subplot(1,2,2)
contour(x,v,R)
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A.3.2 ?ˇ?ℎ
clear all
%parâmetros da equação
a=1; %limite inferior do intervalo considerado em 𝑥
b=3; %limite superior do intervalo considerado em 𝑥
n=21; %quantidade de nós utilizados
h=(b-a)/(n-1); %tamanho do passo
c=-1; %limite inferior do intervalo considerado em 𝑦
d=12; %limite superior do intervalo considerado em 𝑦
%condição inicial fuzzy
y1l=-1;
y1=0;
y1r=1;
%utilização da função A.2 para problemas clássicos
Yl=euler(a,b,n,y1l);
Y=euler(a,b,n,y1);
Yr=euler(a,b,n,y1r);
%desenho dos gráficos
x=a:h:b;
v=c:h:d;
for i=1:((d-c)/h)+1
for j=1:n
A= @(x) trimf(x,[0 0 h]);
y= @(x) trimf(x,[Yl(1) Y(1) Yr(1)]);
r=max(0,A(x(j))+y(v(i))-1);
for k=2:n-1
A= @(x) trimf(x,[(k-2)*h (k-1)*h k*h]);
y= @(x) trimf(x,[Yl(k) Y(k) Yr(k)]);
r=max(r,max(0,A(x(j))+y(v(i))-1));
end
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A= @(x) trimf(x,[(n-2)*h (n-1)*h (n-1)*h]);
y= @(x) trimf(x,[Yl(n) Y(n) Yr(n)]);
R(i,j)=max(r,max(0,A(x(j))+y(v(i))-1));
end
end
subplot(1,2,1)
surf(x,v,R)
view(-130,30)
shading interp
subplot(1,2,2)
contour(x,v,R)
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A.3.3 ?^?ℎ
clear all
%parâmetros da equação
a=1; %limite inferior do intervalo considerado em 𝑥
b=3; %limite superior do intervalo considerado em 𝑥
n=21; %quantidade de nós utilizados
h=(b-a)/(n-1); %tamanho do passo
c=-1; %limite inferior do intervalo considerado em 𝑦
d=12; %limite superior do intervalo considerado em 𝑦
%condição inicial fuzzy
y1l=-1;
y1=0;
y1r=1;
%utilização da função A.2 para problemas clássicos
Yl=euler(a,b,n,y1l);
Y=euler(a,b,n,y1);
Yr=euler(a,b,n,y1r);
%desenho dos gráficos
x=a:h:b;
v=c:h:d;
for i=1:((d-c)/h)+1
for j=1:n
A= @(x) trimf(x,[0 0 h]);
y= @(x) trimf(x,[Yl(1) Y(1) Yr(1)]);
r=min(1,1-A(x(j))+y(v(i)));
for k=2:n-1
A= @(x) trimf(x,[(k-2)*h (k-1)*h k*h]);
y= @(x) trimf(x,[Yl(k) Y(k) Yr(k)]);
r=min(r,min(1,1-A(x(j))+y(v(i))));
end
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A= @(x) trimf(x,[(n-2)*h (n-1)*h (n-1)*h]);
y= @(x) trimf(x,[Yl(n) Y(n) Yr(n)]);
R(i,j)=min(r,min(1,1-A(x(j))+y(v(i))));
end
end
subplot(1,2,1)
surf(x,v,R)
view(-130,30)
shading interp
subplot(1,2,2)
contour(x,v,R)
