We present a strategy for estimating the recurrence times between large earthquakes and associated seismic hazard on a given fault section. The goal of the analysis is to address two fundamental problems.
I N T RO D U C T I O N
The distribution of recurrence times of large earthquakes is crucial for the calculation of seismic hazard. Due to a lack of observational data, this distribution is unknown for real fault systems. Commonly used distributions are based on extreme value statistics and on models for catastrophic failure. These include the lognormal distribution (Patel et al. 1976) , the Brownian passage time distribution (Matthews et al. 2002) , and the Gumbel distribution (Gumbel 1960) . All distributions are characterized by a maximum for a certain recurrence time followed by an asymptotic decay. The Brownian passage time distribution and the lognormal distribution have been used by the Working Group on California Earthquake Probabilities (WGCEP 2003) , for example, for calculating earthquake probabilities in the San Francisco Bay area. Yakovlev et al. (2006) calculated recurrence time distributions from simulated data based on the 'Virtual California' model , which consists of about 650 fault sections in various places in California. They concluded that the Weibull distribution (Weibull 1951 ) provides a better fit to the data than either the lognormal or the Brownian passage time distribution.
In many cases there is a practical need to estimate the distribution of recurrence intervals of earthquakes in a specific region (e.g. with a nuclear power plants or other critical structure), where the seismic hazard is dominated by a single large fault section. In these cases, it is important to estimate the recurrence intervals of large earthquakes on the dominant fault, in a way that assimilates available information on properties of the fault and associated earthquakes. In this work, we discuss a strategy for obtaining such estimates by combining long synthetic earthquake records from a model of a heterogeneous strike-slip fault in a 3-D elastic half-space with observational data from a natural fault section. First, a simulated catalogue that includes a very large number of strong earthquakes is analysed to provide a recurrence time distribution for fixed choices of model parameters. Then, one or more parameters are varied in order to estimate their influence on the recurrence time distribution. This allows us to calculate the expected distribution of recurrence times which assimilates information on uncertainties of model parameters. Second, if a few observational recurrence times are available, Bayes' theorem (Bernardo & Smith 1994) can be used to incorporate this additional observational information into the estimation of the model parameters, the recurrence time distribution, and the hazard function.
In this paper, we restrict ourselves to variations of a single parameter, namely the mean stress drop τ of the large events (M ≥ M cut ), and we use a parameter range where the synthetic catalogues show clear characteristic earthquake statistics. This latter choice has two reasons.
(1) The definition of a large earthquake (as an event within the characteristic earthquake peak in the frequency-size distribution) is straightforward. (2) It allows us to apply the method to the Parkfield seismicity, which is a known example for characteristic earthquake behaviour with seven ∼M6 events. A generalization of the method to multiple parameters and assimilation of additional data is straightforward and is left for future studies.
The reminder of the paper is organized as follows. In the next section we give a brief summary of the employed fault model and the synthetic data. In Section 3 the recurrence time distributions are calculated. In Section 4 we derive the Bayesian approach and we apply it in Section 5 to the sequence of ∼M6 Parkfield events. The results are summarized and discussed in Section 6.
M E T H O D O L O G Y
In this section we give a description of the methodology including the employed earthquake model (Section 2.1), the synthetic data (Section 2.2) and Bayesian analysis (Section 2.3).
Model
The presentation of the model is divided into three parts: the geometry of the fault, the tectonic loading (interseismic processes), and the evolution of stress and strength during an earthquake (coseismic processes).
Model geometry
The model consists of a strike-slip fault section, covered by a computational grid of length L x and depth D z , where deformational processes are calculated (Fig. 1) . As discussed by Zöller et al. (2005a) , the planar grid can be considered as an approximation of different fault segments with similar orientation. In this view, earthquakes on different but nearby fault segments are mapped on a plane. The examined fault section is part of an infinite half-plane. The model provides a computational framework, compatible overall with the elastic rebound theory of Reid (1910) , for spatiotemporal patterns of earthquakes on a discrete heterogeneous fault in an elastic halfspace (Ben-Zion & Rice 1993). 
Plate motion
Tectonic loading is imposed by a motion with constant velocity v pl of the regions around the computational grid. The space-dependent loading rate provides realistic boundary conditions. Using the static stress transfer function for slip in elastic solid, the continuous tectonic loading for each cell with coordinates x (distance along strike) and z (depth) on the computational grid is a linear function of time t:
The loading rate is
where K(x, z; x , z ) is the 3-D solution of Chinnery (1963) for static dislocations on rectangular patches in an elastic Poisson solid with rigidity µ. We note that the loading rates are space-dependent, but time-independent. In particular, cells at the boundaries of the grid have higher loading rates than cells in the centre.
Earthquake initiation and coseismic stress transfer
The evolution of earthquakes is controlled by threshold dynamics associated with frictional strength and shear stress, which have the same physical dimension. The frictional strength, serving as the threshold, is constant in the interseismic period but may change during rupture. An earthquake is initiated at time t, if the local stress τ (x, z; t) exceeds the static strength τ s (x, z) . Then the stress in cell (x, z) drops instantaneously to the arrest stress τ a (x, z) leading to slip
where K (x, z; x, z) is the self-stiffness of cell (x, z).
The strength drops to a dynamic friction value τ d (x, z) for the reminder of the event. The brittle failure envelope τ f (x, z, t) during an earthquake is thus given by
At the end of the earthquake, the strength recovers everywhere back to the static level. The dynamic friction is calculated from the static and arrest stress levels in relation to a dynamic overshoot coefficient D:
If cell (x , z ) slips at time t (according to eq. 3), the stress in cell (x, z) will increase at time t + δt. Imposing a constant shear wave velocity v s leads to δt = r/v s , where r is the spatial distance between cells (x, z) and (x , z ). The change of stress in cell (x, z) at time t can thus be calculated by summing up the stress contributions from all slip events in the past:
The value of v s defines the event time scale and has no influence on the earthquake catalogues. A finite value of v s corresponds to the quasi-dynamic approximation of Zöller et al. (2004) , whereas v s → ∞ reduces to the quasi-static procedure of . The calculations below are done for a finite value of v s , but the statistical aspects of the results remain the same for the quasistatic case.
Simulation algorithm
The simulation starts at t = 0 with random stress values below the static strength,
for all cells (x, z). The tectonic loading (Section 2.1.2) produces an increase of stress on the fault, as long as eq. (7) holds. During this period the fault is locked and no slip occurs: δu(x, z; t) = 0 for all cells (x, z) . If the local stress τ (x, z; t) exceeds the static strength τ s (x, z) at time t E , an earthquake is initiated in cell (x, z), the hypocentre. The stress and the strength (see eq. 4) drop in this cell,
and cell (x, z) accumulates corresponding incremental slip according to eq. (3). Following eq. (6), stress is redistributed in space and time to the other cells. If eq. (7) is valid again for all cells between t E and the maximum propagation time t max = r max /v s (with r max = L 2 x + D 2 z ; see Section 2.1.1), the earthquake is terminated. Otherwise, eq. (7) is violated for N space-time-points (x 1 , z 1 ; t 1 ), . . . , (x N , z N ; t N ). If (x i , z i ; t i ) denotes the space-time-point with the smallest time t i , slip will be initiated in cell (x i , z i ) at time t i and eqs (8) and (9) are applied to this cell. Again, stress is redistributed according to eq. (6), and the stability condition (eq. 7) is checked. This procedure is repeated until eq. (7) is satisfied for all cells. Then the earthquake is terminated and all strength values recover back to the static level τ f (x, z; t) → τ s (x, z). The tectonic loading sets in again (Section 2.1.2) and increases the stress, until the next earthquake is initiated. , the dynamic overshoot coefficient is D = 1.25 (Madariaga 1976) . Ben-Zion (1996) and Zöller et al. (2005b) have shown that the distribution of brittle properties τ s , τ a , or τ d and the degree of quenched spatial disorder can tune the statistics and dynamics of the simulated data between two end-member cases: (1) GutenbergRichter statistics over a broad range of magnitudes and irregular occurrence of large earthquakes, and (2) characteristic earthquake statistics with overall regular (quasi-periodic) occurring large earthquakes. In this work, we use parameters leading to the second case. In particular, we assume a high value of dynamic weakening (τ s − τ d )/τ s and a fault without strong spatial heterogeneities. The static strength τ s is constant for all computational cells, τ s (x, z) ≡ 20 MPa, and the arrest stress is chosen randomly from the interval τ a (x, z) ∈ [τ s − τ s − 0.5 MPa ; τ s − τ s + 0.5 MPa] with τ s = 9 MPa, 10 MPa, . . . , 16 MPa. We point out that τ s (stress drop for a single slipping cell) is different from τ , which denotes the average stress drop over the failure area during an earthquake.
Parameters of the model

Earthquake catalogues
For each distribution of τ s , we generate a catalogue with 5 × 10 5 earthquakes. Each earthquake is characterized by the occurrence time, the hypocentre coordinates and the magnitude. The magnitudes are calculated from the simulated potency values, with potency being the integral of slip on the failure area, 
The minimum magnitude M min is determined by the minimum stress drop and the dimension of a computational cell; the maximum magnitude M max increases with the total number of cells and thus with the size of the computational grid.
In earlier work (Zöller et al. 2006) , we have studied the intereventtime distribution of our model for the whole range of magnitudes [M min , M max ] and found that it is in good agreement with the recently proposed universal scaling law for natural seismicity of Corral (2004) . Weatherley & Abe (2004) found that this distribution is also applicable to results generated by block-spring and discrete-lattice models of seismicity. This study, however, focuses on recurrence times of the large earthquakes, because these events have the largest impact on the seismic hazard. Although we do not analyse statistical properties of the small and intermediate events, it is crucial to use a model that generates such events because they contribute to the self-organization of the stress-field, and hence can delay, advance or trigger the large events. This requires very long simulations, because large events occur relatively infrequent.
The definition of a 'large earthquake' is straightforward if the frequency-size distribution follows a characteristic earthquake behaviour. The simulated frequency-size distributions for three distributions of τ s are shown in Fig. 2 ; a typical time series (earthquake magnitude versus time) is given in Fig. 3 . We consider a 'large earthquake' to lie within the characteristic earthquake peak. With increasing average stress drop, the peak is shifted towards higher magnitudes. From Fig. 2 , we define the simple linear relation for the magnitude cut-off M cut = 6.2 + 0.03 × ( τ s − 9.0) with τ s in MPa. This condition results in an approximate number of 1200 large earthquakes for a catalogue, which is sufficient to calculate recurrence time distributions. The mean stress drop for a mainshock τ is calculated by summing the differences between the initial and final stresses over the failure area and by averaging this value over all earthquakes with M ≥ M cut .
Bayesian analysis
The Bayesian approach (Bernardo & Smith 1994 ) provides a mathematical tool for the treatment of uncertainties in modelling and data analysis. In the Bayesian view, probability is associated with a lack of knowledge and considered to measure the degree of belief that an event will occur (Sornette 2000) .
In the context of earthquake recurrences, Bayes' theorem (eq. 12) can be used to deal with uncertainties of model parameters and probabilistic uncertainty in the occurrence of earthquakes. It can be used to update current probabilities, for example, associated with seismic hazard, if new information (in terms of an event E) becomes available. An important feature of Bayes' probability theory is the ability to combine statistical information on seismicity with non-statistical data coming from geology or historic seismicity.
Bayes' theorem in a discrete representation can be formulated as follows:
where the H i denote all mutually exclusive hypotheses, P(E | H i ) is the likelihood function, P(H i ) is the a priori probability of the hypothesis H i before the new information (event E) is available, and P(H i | E) is the corresponding a posteriori probability including the new information. Campbell (1982) has derived a probabilistic hazard model based on exponentially distributed earthquake magnitudes and a Poisson process for the temporal earthquake occurrence. In that application, eq. (12) is used to account for uncertainties of the mean earthquake rate in the Poisson distribution and the b value in the magnitude distribution. This model has been applied to calculate the seismic hazard in the San Jacinto fault zone in California (Campbell 1983) . Ferraes (1992) imposes a lognormal distribution for the recurrence of characteristic earthquakes in order to study the Ometepec segment of Mexican subduction zone. Parvez (2006 ) uses Campbell's (1982 model to calculate probabilities for earthquake occurrence in the North East Indian peninsula. Further applications of Bayes' probability theory to the problem of earthquake recurrence are reviewed in Parvez (2006) .
R E C U R R E N C E T I M E D I S T R I B U T I O N S
In this section, we calculate probability density functions of recurrence times for eight realizations corresponding to eight distributions of the single cell stress drops introduced at the end of Section 2.1. The recurrence time t is defined as the waiting time between two subsequent earthquakes with M ≥ M cut . The pdf f (t) of the recurrence times is approximated by
where N tot is the total number of recurrence times, and N(t) is the number of recurrence times in the interval [t; t + t]. The pdf is normalized satisfying
The cumulative distribution (cdf) is defined by
The panels in Fig. 4 show the recurrence time pdfs for the simulations. A common feature of the pdfs is the rapid increase around a certain time t * ( τ ) and the gradual decay for higher values of t. With growing average stress drops, the pdf becomes broader. Table 1 summarizes the relevant parameters of the recurrence time distributions: the imposed values of τ s − τ a , the magnitude threshold M cut , the average stress drop τ of earthquakes with M ≥ M cut , the mean µ t and the standard deviation σ t of the recurrence time distribution. Fig. 5 gives fits and empirical relations between µ t and σ t of a pdf and the average stress drop τ of large events. While the mean value of the recurrence time pdf grows linearly with the stress drops, the standard deviation is characterized by a quadratic increase:
with µ t , σ t in years and τ in MPa.
In the next step, it is desirable to get pdfs also for similar model realizations that have other values of τ . Toward this end, we fit the simulated pdfs by an analytical function which conserves the mean value µ t and the standard deviation σ t . If a relationship between (µ t , σ t ) and the stress drop τ can be established by interpolation, it may be used to estimate the recurrence time pdfs for other values of τ . We find that the Gamma distribution 
) with the location parameter µ, the shape parameter γ ≡ 2.0 and the scale parameter β (with x ≥ µ; γ , β > 0) provides an overall reasonable fit to the simulated pdfs. The narrow peaks in Fig. 4 . cannot be reproduced, but these include only a small number of data points. We also note that in terms of the Kolmogorof-Smirnov test, the Gamma distribution shows a better performance in explaining the observed empirical distribution than the Weibull, lognormal, and the Brownian passage time distributions. However, a disadvantage is the truncation of the distribution for values smaller than the location parameter t < µ, which excludes small recurrence times, for example, arising from large aftershocks. Therefore, we set f (t) to be constant,
where the offset value t * is empirically determined from Fig. 4 by t * = 6.5 · τ , with t * ( τ ) given in years and τ in MPa. The value h is determined by the normalization condition eq. (14). We emphasize that we aim to reproduce the overall shape of a single pdf rather than the details. Small fluctuations and higher-order peaks will be suppressed in the next analysis step, when many pdfs are integrated. The location parameter µ and the scale parameter β are determined analytically (Papoulis 1984 ) from the mean value µ t and the standard deviation σ t of the data (neglecting the constant part) by
The fits to the eight pdfs from the simulated earthquake catalogues are shown as smooth lines in Fig. 4 .
A C C O U N T I N G F O R U N C E RTA I N T I E S
In order to account for the limited knowledge of model parameters, like the stress drop τ , we use two approaches: in the first 'basic' approach, no information except upper and lower bounds of the stress drop τ are given. In the second approach, we will incorporate a small number of observational recurrence times T 1 , . . . , T N from a certain region, into the a posteriori pdf of recurrence times and average stress drop. . The mean value of the pdf is µ = 28.54 yr, the standard deviation is σ = 10.34 yr, the maximum of the pdf is reached at 24.85 yr.
Basic approach
This approach aims at the calculation of a recurrence time distribution, including only estimates of upper and lower bounds of τ . Within this range τ is considered to be a random variable. This can be understood in the Bayesian view, where 'randomness' is due to a lack of precise knowledge. If no observational data are available, the a posteriori distribution of stress drops is equal to the a priori distribution, P( τ |E) = P( τ ), and the recurrence time pdf is given by
Using a flat prior (i.e. an a priori distribution, which is uniform between the lower bound τ min and the upper bound τ max ), eq. (19) reduces simply to the average of the functions f (t | τ ) between τ min and τ max . This can be considered as a zero-order Bayesian approach. The function RT 0 (t) calculated between τ min = 2 MPa and τ max = 4 MPa is shown in Fig. 6 .
Due to the design of the model, focusing on a single fault with characteristic earthquake statistics, RT 0 has a narrow range in comparison with other models simulating broad regions with many faults and fault segments (e.g. Rundle et al. 2006) . In the absence of additional information, this function provides a tool for estimating the recurrence intervals of large earthquakes with stress drops in a given range on a fault with the assumed dimensions. In the next section, we show how the distribution in Fig. 6 can be updated by including information associated with observational data.
Bayesian approach
Now we extend the basic approach to a method based on Bayes' theorem (eq. 12), which takes into account new information in terms of observational recurrence times T 1 , . . . , T N . Typical values for N lie between 2 and 8.
If P( τ ) is the a priori distribution of stress drops, the a posteriori distribution P( τ | T 1 , . . . , T N ) can be calculated via Bayes' theorem (eq. 12) as with the likelihood function
and the normalization factor
Here we have used our assumption that the large events follow a renewal process with stationary pdf f (T i | τ ) depending only on the stress drop τ (i.e. the recurrence times are independent and identically distributed random variables with common distribution f ). If no detailed seismological information are available, it will be reasonable to use again a flat prior, that is, a uniform a priori distribution of stress drops, P( τ ) ≡ 1/( τ max − τ min ) between two boundary values τ min and τ max .
A local maximum of P( τ | T 1 , . . . , T N ) with respect to τ indicates the most likely stress drop τ , from which the observational recurrence times have been drawn.
The capability of the Bayesian approach to estimate stress drops can be tested by applying it to a synthetic catalogue with known stress drops. To perform such a test, we generate short catalogues with the same parameters as in Section 2.2, using different realizations for the stress field. From each catalogue we select randomly a period that includes seven large earthquakes (six recurrence times) and calculate the mean and the standard deviation of the stress drops. Then the average stress drop is estimated by means of the Bayesian approach (eq. 20) from the six 'observed' recurrence times. The results for eight scenarios are provides in Table 2 . The comparison of the actual used (true) and calculated stress drops shows a reasonable agreement.
Based on the a posteriori distribution P( τ | T 1 , . . . , T N ), other functions related to seismic hazard can be calculated. We consider (1) the recurrence time distribution RT(t), (2) the cumulative recurrence time distribution C(t), (3) the hazard function H and (4) the waiting time to the next large earthquake t w (t | H) for a given hazard level. These functions are defined as follows:
(1) The recurrence time pdf is calculated via
(2) The corresponding cumulative recurrence time distribution is
(3) The hazard function is
The function H is the probability that the next large earthquake occurs in the interval [t 0 ; t 0 + t] given the time t 0 since the last large event.
(4) Finally, solving eq. (25) for the waiting time t after t 0 , yields the function t w (t 0 | H). It is the value of the waiting time t for a given hazard H. In particular, the time to a hazard of 0.5, t w (t 0 | 0.5), is called the mean waiting time to the next large earthquake.
A P P L I C AT I O N T O PA R K F I E L D S E I S M I C I T Y
The Parkfield segment of the San Andreas fault in California is one of the best monitored seismic regions in the world. Over a period of about 100 yr beginning in 1857, earthquakes with magnitude M ≈ 6 occurred quasi-periodically with a period of about 24.5 yr. An exception is the 1934 event, which followed 12 yr after the previous main shock. The last event fitting this estimate was observed in 1966 leading to a simple forecast for a subsequent earthquake in 1988. More realistic estimates accounting for lengthening of recurrence intervals due to viscoelastic relaxation following the 1857 event led to a forecast of 1995 ± 11 yr . The occurrence of the 1983 Coalinga earthquake may have produced perturbations that delayed further the expected Parkfield event (Miller 1996) . In order to detect possible precursors to the forecasted event, the socalled Parkfield experiment, including ground motion instruments, strain-metres and GPS stations, has been running since around 1985. The next ∼M6 earthquake occurred on 2004 September 28 without any clear precursory phenomenon (Lindh 2005; Langbein et al. 2005) .
In the following we use the sequence of recurrence times between 1857 and 2004: T 1 = 24.1 yr, T 2 = 20.1 yr, T 3 = 21.0 yr, T 4 = 12.2 yr, T 5 = 32.0 yr and T 6 = 38.2 yr. More details on the Parkfield sequence are available at http://quake.wr.usgs.gov/research/ parkfield/hist.html. We first exclude the 2004 event (T 6 ) in order to perform a retrospective hazard assessment.
For this application, it is essential that our simulated large events resemble the Parkfield seismicity with respect to the characteristic earthquake statistics and quasi-periodic occurrence of large events. As shown in Figs 2 and 3, these features are generated by our model. Other aspects of natural seismicity, like the spatial distribution of hypocentres and aftershock activity, are missing from our simulated results. Also the magnitude values exceed somewhat those of the observed Parkfield events, because we consider a purely brittle fault segment, whereas the Parkfield section contains a mixture of brittle and creeping regions. We emphasize that our present goal is to find a minimal model focusing on particular statistical features which is, the distribution of large earthquake recurrence times. The above mentioned features can be incorporated by using the model versions of Ben-Zion (1996) and Zöller et al. (2005a) . For this study, however, the basic model described in Section 2 is sufficient.
We assume a uniform a priori distribution of stress drops between τ min = 2 MPa and τ max = 4 MPa and the recurrence times T i (i = 1, . . . , 5) from Parkfield, and calculate the a posteriori distribution (20) . The result for the average stress drop of an ∼ M6 earthquake given in Fig. 7 , leads to an expectation value of τ = (2.94 ± 0.33) MPa (maximum of the pdf in eq. (20)). This indicates the most representative value of the stress drop during a large earthquake; the error corresponds to one standard deviation. If the 2004 Parkfield event is also taken into account, this value changes to τ = (3.04 ± 0.27) MPa (dashed line in Fig. 7) . The pdf and cdf of the recurrence time distribution in terms of eq. (23) are shown in Fig. 8 . This distribution, derived from the Gamma distribution as a basis function, is similar to recurrence time distributions from other models, for example, the Virtual California model. A main difference, however, is the behaviour for small recurrence times. Additionally, Fig. 8(a) shows a significant modification of the recurrence time pdf arising from the observational data: the width of the distribution becomes narrow and the position of the maximum is shifted from 25.3 to 21.4 yr. The dependence of the pdf on the number of observational recurrence times is illustrated more clearly in Fig. 9 . It is seen that even a single observational value leads to a major correction of the distribution. This result is particularly encouraging for the analysis of other seismically active regions, where only two or three large earthquakes were observed. Fig. 8(b) provides the corresponding cumulative distributions (eq. 24) for the basic approach (without observational data) and two realizations of the Bayesian approach. The figure also provides the cdf of the six Parkfield recurrence times, which is similar in shape but slightly shifted towards smaller recurrence times. This is related to the lack of small recurrence times in the model.
Based on the two curves in Fig. 8(a) , we estimate the probability that a large earthquakes takes place before 38. (Fig. 10a ) and for fixed t and varying t 0 (Fig. 10b ). This calculation is based on the six observational recurrence times from 1857 to 2004. Consequently, the solid curve in Fig. 10a represents the actual hazard given that no ∼M6 earthquake occurred on the Parkfield segment since 2006 September 28. We restrict ourselves to the range of recurrence times where data from the simulations are available (see Fig. 4 ) and do not extrapolate the distributions towards very large recurrence times. The correct asymptotic behaviour of the recurrence time pdf is unknown, even for model simulations, because of the relative small number of events. We suggest that the Gamma distribution is a suitable choice for most values of the recurrence times of large earthquakes on a single fault section. The plots show a continuous increase of the hazard, followed by a period of approximately constant hazard (t 0 ≥ 30 yr in Fig. 10(b) ). In this state, the fault has almost lost his memory corresponding to a Poisson process. Fig. 11 shows the estimated waiting time t w as a function of t 0 for a given hazard level H. In the range where synthetic data are given, the waiting time decreases and becomes almost constant after t 0 ≈ 30 yr. This seems to contradict the elastic rebound model of Reid (1910) to some extend, because the continuous accumulation of strain should cause a continuously increasing hazard and decreasing time to the next event. However, in Reid's (1910) model the strain can only be released in large earthquakes, which is an unphysical restriction. In contrast, our model accounts for a range of earthquake 
D I S C U S S I O N A N D C O N C L U S I O N S
A key difficulty in calculations of recurrence times of large earthquakes and related functions is the lack of observational data. Earthquake models may help to overcome this problem, but unknown or poorly known mechanisms and parameters produce their own problems. For certain seismically active regions, reasonable models may be available. These models should be characterized by (1) a small number of free parameters, (2) a limited computational effort that allows simulations of long synthetic catalogues compatible with basic theory and data, (3) realistic physical mechanisms, and (4) a good resemblance of the relevant statistical properties of model and simulations to observed seismicity. The model of , which has been extended by Ben-Zion (1996) and Zöller et al. (2004 Zöller et al. ( , 2005a Zöller et al. ( ,b, 2006 , appears to provide such a computational framework. It has been shown that the main statistical features of seismicity on natural fault sections, like the Parkfield segment and the San Jacinto fault, can be simulated. Overall ranges for a number of input parameters, such as, the stress drop, fault dimensions, heterogeneities, etc., are empirically known. However, any model realization includes a considerable degree of uncertainty. A powerful mathematical technique to deal with limited knowledge and sparse data is the Bayesian analysis. In this work, we use a Bayesian method to incorporate uncertainties in the model parameters and to take into account a small number of observed earthquakes. The method of combining uncertainty in model parameters and observations to calculate recurrence times of large earthquakes is demonstrated for a poorly known stress drop of large earthquakes in the Parkfield section of the San Andreas fault.
A generalization to other parameters and regions is straightforward. The recurrence time pdfs for the synthetic earthquake catalogues are generally similar in shape to those from other models. Because our model consists of a single fault, the data do not mix events occurring on different faults and the range of recurrence times is relatively narrow. A Gamma distribution with a shape parameter γ = 2 augmented by a constant part for small values gives an overall good performance of the pdfs. Taking into account six observational recurrence times (from 1857 to 2004), we predict a mean stress drop τ = (3.04 ± 0.27) MPa for ∼ M6 Parkfield earthquakes, which is in reasonable agreement with the findings of Bakun et al. (2005) . By means of synthetic tests, we find that the Bayesian method is powerful for estimating model parameters which are representative for an active fault zone, even if only a small number of observational data are available.
The results based on model data and Parkfield seismicity indicate that the hazard first increases after a large earthquake continuously, followed by a period where it is almost constant. In other words, if a characteristic earthquake is missing or delayed due to stress release in small and intermediate earthquakes, the statistics approach that of a random Poisson process with constant hazard. Using refined models and accounting for uncertainties in several parameters, for example, fault dimensions and heterogeneities, will improve the accuracy of the predicted recurrence time distributions.
The type of basis distributions which are fitted to the synthetic data can affect the results. In this study, the Gamma distribution appears to work well, especially since we do not use in applications single distributions, but combined distributions in which small details are averaged out. However, the Gamma distribution has shortcomings for small recurrence times (truncation) and for large recurrence times (asymptotic behaviour). One focus of our future work will be an effort to find distributions with better performance over the entire range of values.
The methodology presented in this paper can be extended to incorporate additional observational results and their uncertainties, as well as additional model ingredients. We note that in many situations no information other than a priori estimates of certain parameters are available. In such cases, the discussed method provides a rational way for combining the a priori information with simulations from a single fault model in order to calculate the seismic hazard. Our approach avoids the high degree of complexity and the mixing of different event populations of models having large number of faults and parameters. In applications dominated by the largest nearby fault, our approach may provide useful quantitative estimates of the seismic hazard.
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