We determine the second, third, and fourth virial coefficients appearing in the density expansion of the osmotic pressure Π of a monodisperse polymer solution in good-solvent conditions. Using the expected large-concentration behavior, we extrapolate the low-density expansion outside the dilute regime, obtaining the osmotic pressure for any concentration in the semidilute region.
I. INTRODUCTION
For sufficiently high molecular weights, dilute and semidilute polymer solutions under good-solvent conditions exhibit a universal scaling behavior. [1] [2] [3] [4] For instance, the radius of gyration R g , which gives the average size of the polymer, scales as N ν , where N is the degree of polymerization and ν a universal exponent, ν ≈ 0.5876 (Ref. 5) . The osmotic pressure Π is one of the most easily accessible quantities in polymer physics. When N is large, it obeys a general scaling law [2] [3] [4] (here and in the following we only consider monodisperse solutions)
where c is the polymer number density, ρ the ponderal concentration, M the molar mass of the polymer, and T the absolute temperature. The function f (x) is universal, so that the determination of Z in a specific model allows one to predict Π for any polymer solution. In the dilute limit the compressibility factor Z can be expanded in powers of c obtaining 2) where the coefficients B n are knows as virial coefficients. Knowledge of B n allows one to compute Π in the dilute regime in which cR 3 g ≪ 1. The coefficients B n depend on the polymer solution. Eq. (1.2) can be rewritten as
where R g is the zero-density radius of gyration of the polymer. The general scaling law (1.1) implies that for N → ∞ the coefficients A n+1 approach universal constants A * n+1 that are independent of chemical details. The value of A is important to consider also the leading correction to this expression. As predicted by the renormalization group and extensively verified numerically, for N large but finite we have 4) where b 2 = 1, ∆ is a universal exponent whose best estimate is 10 ∆ = 0.515 ± 0.007
+0.010
−0.000 , and, of course, g(x) = 1 + b n+1 x n . The function g(x) as well as the constants b n are universal. All chemical details as well as polymer properties-for instance, the temperatureare encoded in a single constant a 2 that varies from one polymer solution to the other. In this paper we extend the previous calculations to the third and fourth virial coefficient, computing A * 3 , A * 4 , and b 3 . For this purpose we perform an extensive MC simulation of the lattice Domb-Joyce model, 11 considering walks of length varying between 100 and 8000 and three different penalties for the self-intersections.
Knowledge of the first virial coefficients and of the leading scaling corrections allows us
to obtain a precise prediction for the osmotic pressure in the dilute regime (the expression is apparently accurate up to B 2 c ≈ 1), even for relatively small values of the degree of polymerization. Finite-length effects are taken into account by properly tuning a single nonuniversal parameter. Once the virial expansion is known, we can try to resum it to obtain an interpolation formula that is valid in the semidilute regime. We will show that a simple expression that takes into account the large-density behavior of Z provides a good approximation to Z, even outside the dilute regime.
The paper is organized as follows. In Sec. II we derive the virial expansion for a polymer solution. In Sec. III we define the model, while in Sec. IV we compute the universal constants defined above that are associated with the virial coefficients. In Sec. V we present our conclusions and, in particular, give an interpolation formula for Z that is also valid in the semidilute regime. Some technical details are presented in the Appendix.
II. VIRIAL EXPANSION
We wish now to derive the virial expansion for a polymer solution. Such an expansion is easily derived in the grand-canonical ensemble.
12 For this purpose, we first define the configurational partition function Q L of L polymers in a volume V :
where V inter ij is the sum of all terms of the Hamiltonian that correspond to interactions of monomers belonging to two different polymers i and j, V intra i is the contribution due to interactions of monomers belonging to the same polymer i, and r αi is the position of monomer α belonging to polymer i.
The virial expansion is obtained by performing an expansion in powers of z. We introduce the Mayer function
and define the following integrals: Here · 0,r indicates an average over two independent polymers such that the first one starts at the origin and the second starts in r. Analogously · 0,r 2 ,r 3 and · 0,r 2 ,r 3 ,r 4 refer to averages over three and four polymers respectively, the first one starting in the origin, the second in
Then, a simple calculation gives
The density is obtained by using
The previous equation can be inverted to obtain z in powers of c. Substituting in Eq. (2.12), we obtain expansion (1.2) with
14)
15)
Note that there are additional contributions to B 3 and B 4 which are missing in simple fluids.
12
Indeed, for a monoatomic fluid T n = 0. These terms are instead present in the polymer virial expansion.
In the following we shall consider a lattice model for polymers. In this case, the previous expressions must be trivially modified, replacing each integral with the corresponding sum over all lattice points.
III. MODEL AND OBSERVABLES
Since we are interested in computing the universal quantities A * n and b n , we can use any model that captures the basic polymer properties. For computational convenience we consider a lattice model. A polymer of length N is modelled by a random walk {r 0 , r 1 , . . . , r N } with |r α − r α+1 | = 1 on a cubic lattice. To each walk we associate a Boltzmann factor In the simulations we measure the virial coefficients using Eqs. (2.14), (2.15), and (2.16).
In this model the Mayer function is simply
Here r αi is the position of monomer α of polymer i. The DJ model can be efficiently simulated by using the pivot algorithm. 
IV. MONTE CARLO DETERMINATION OF THE VIRIAL COEFFICIENTS
We perform three sets of simulations at w = 0.375, 0.505838, 0.775, using walks with 100 ≤ N ≤ 8000. Results are reported in Tables I, II The numerical data are analyzed as discussed in Ref. 7 . We assume that A n has an expansion of the form
For ∆ we use the best available estimate: ∆ = 0.515 ± 0.007 In each fit we have considered only the data with N ≥ N min . We do not show results for N min = 100 since in this case the fit has a somewhat large χ 2 . We report two error bars.
The first one is the statistical error while the second gives the variation of the estimate as ∆ and ∆ 2,eff vary within one error bar. The results show a small upward trend which is in any case of the order of the statistical errors. As our final estimate we quote
Note that in the polymer literature one often considers the interpenetration ratio Ψ ≡
The same analysis-but in this case we only rely on the DJ results-can be repeated for where, as before, the first error is the statistical one while the second is related to the error on ∆ and ∆ eff . As final estimate we quote
In the theoretical literature, several estimates have been reported for the large-N value of
Finally, we consider A 4 . In this case statistical errors are quite large. This is due to significant cancellations among the different terms appearing in Eq. (2.16). Moreover, while in A 3 the term T 1 was providing only a small correction, here inclusion of the terms proportional to T i is crucial to obtain the correct result. They are not small: in the scaling limit we have
g ≈ −9. Fits to Eq. (4.1) give
The systematic error is negligible in this case. In order to improve the result we have repeated the analysis taking into account that a 4 (w) = b 4 a 2 (w), with b 4 independent of w.
If we analyze together the data for A 2 and A 4 taking as free parameters A * The fits reported above give also the coefficients a n (w) ≡ a 2 (w)b n . In Ref.
10 it was claimed that a 2 (w) ≈ 0 for w = 0.505838. We can verify here this result. More importantly,
we can test the renormalization-group prediction a n (w) = a 2 (w)b n , by verifying that not only does a 2 (w) approximately vanish, but that the same property holds for the coefficient a 3 (w) [we are not precise enough to estimate reliably a 4 (w)]. From the fits we obtain for w = 0.505838: which gives the optimal combination of SAW data corresponding to β = 0 and β = 0.1. We obtain p opt = 0.52 ± 0.07.
Finally, we compute the universal scaling-correction coefficient b 3 . We use the same method as described in Ref. 7 . We define
which should scale asymptotically as
with ∆ eff = 0.5±0.1. We use the three possible choices of w 1 and w 2 , verifying the universality of the large-N behavior of R 3 (N). In Fig. 1 we report R 3 (N) for the different cases. It is clear that asymptotically all quantities converge to the same value, as predicted by the renormalization group. A fit of the data gives b 3 = 4.75 ± 0.30, (4.15) where the error includes the statistical error and the systematic error due to the uncertainty on ∆ eff . In principle the same analysis can be applied to A 4 , but here errors are so large that no reliable estimate can be obtained.
V. OSMOTIC PRESSURE
The results of the previous Section allow us to determine the osmotic pressure in the dilute regime. Indeed, neglecting terms of order c 4 we can write
where we have introduced the polymer packing fraction Equivalently, we can write In Fig. 2 3) into the semidilute regime, we must modify them to take into account the asymptotic behavior in the scaling limit
Moreover, a proper resummation is necessary. Since the expansion of Z 3ν−1 = Z 0.763 is alternating in sign, we will resum this quantity by using a Padé approximant that behaves as Φ p for large concentrations. We write therefore (for k Φ = 0) Our expression follows quite closely the experimental data, though the experimental compressibility is larger than our prediction, as can be better seen in Fig. 3 where we report ("expt") K expt /K interp − 1. Again, this discrepancy should not be taken too seriously, since the experimental data do not satisfy the correct asymptotic behavior:
p , to be compared with the theoretical prediction (5.4). Thus, the discrepancy we observe could well be explained by scaling corrections and polydispersity effects.
Eq. (5.1) applies of course only to situations in which the solution is in the good-solvent regime. Close to the θ point, corrections are particularly strong and cannot be parametrized by a single coefficient k Φ . In this case, one can use the strategy proposed in Ref. 7 . Work in this direction is in progress.
The authors thank Tom Kennedy for providing his efficient simulation code for lattice self-avoiding walks.
APPENDIX A: DETERMINATION OF THE VIRIAL COEFFICIENTS
In order to evaluate the n-th order virial coefficient B n we need to perform a summation over Z 3(n−1) . For this purpose we use the hit-or-miss algorithm discussed in Ref. 8 for B 2 .
The algorithm can be trivially generalized to higher-order virial coefficients. We consider a walk W , with monomers r 0 ,. . ., r N , starting at the origin (r 0 = 0), and define α + j (W ) and α − j (W ) as the maximum and minimum value of the j-th coordinate among the points of the walk. Then, given two walks W 1 and W 2 we define
and, given three walks W 1 , W 2 , and W 3 , we define
It is easy to understand the rationale behind these definitions. 
Here f ij (r, s) is the Mayer function computed for walk i starting in r and walk j starting in s.
Eq. (A3) shows that the computation of the virial coefficients requires the calculation of finite sums. They can be determined by a simple hit-or-miss procedure that provides an unbiased estimate. For instance, in order to compute the contribution to I 2 we extract randomly ℓ vectors r 
These considerations easily generalize to higher-order coefficients.
The other contributions T 1 , T 2 , T 3 , and T 4 do not require any additional work, since they factorize in products of independent sums. For instance, to determine T The two sums are independent and can be evaluated separately as we did for the contribution to I 2 .
In the calculation of the n-th virial coefficient with the hit-or-miss method we need to choose a point in a 3(n − 1)-dimensional lattice parallelopiped. This is done by using x n = mod (x n−24 + x n−55 , 2 32 ) r n = x n XOR x n−61 .
In order to compute the virial coefficients we must choose one or more lattice points in a given three-dimensional parallelopiped. For this purpose we generate four uniform random numbers a, a 1 , a 2 , and a 3 in [0,1):
Number a is used to determine a random permutation σ of three elements. Then, we consider
As a check, we computed the virial coefficients for hard spheres using the hit-or-miss method. We obtain:
where V is the volume of the sphere. These estimates should be compared with the exact by Φ p = 1.169ŝ (see Sec. 13.3.2) . For Φ p → ∞ it predicts Z ≈ 1.61Φ 
