An adaptive feedback linearization technique combined with the neural network is addressed to control uncertain nonlinear systems. The neural network-based adaptive control theory has been widely studied. However, the stability analysis of the closed-loop system with the neural network is rather complicated and difficult to understand, and sometimes unnecessary assumptions are involved. As a result, unnecessary assumptions for stability analysis are avoided by using the neural network with input normalization technique. The ultimate boundedness of the tracking error is simply proved by the Lyapunov stability theory. A new simple update law as an adaptive nonlinear control is derived by the simplification of the input normalized neural network assuming the variation of the uncertain term is sufficiently small.
Introduction
As an enabling nonlinear control theory, the feedback linearization technique has been applied to a wide variety of systems. This method is called model inversion due to the basic idea of nonlinearity cancellation in the inverse model of the system. The controller is limited to the full knowledge of the nonlinear system model, and applicable only when the system is feedback linearizable. If the exact model is not known or only uncertain system information is available, the boundedness of the error and the stability of the closed loop system are not guaranteed. In this paper, the feedback linearization technique combined with an adaptive control term is proposed for the uncertain systems.
One potential approach to handle the model error uncertainty, high nonlinearity, or actuator uncertainty is adaptive control. Adaptive control parameterizes the uncertainty in terms of certain unknown parameters and tries to take advantage of the feedback strategy to learn these parameters during the operation of the system. If a system possesses many unknown parameters to be estimated, the adaptive control for real-time applications may not be feasible because of the computational burden involved. However, generic adaptive controls are now becoming enabling technologies due to the rapid progress in microprocessor performance. Successful advance in adaptive control has been achieved during the last several decades in various applications such as robotics, aircraft control, and estimation problems.
Since the neural network was demonstrated as a universal smooth function approximator [1] , extensive study has been conducted for different applications, especially pattern recognition, identification, estimation, and control of dynamic systems. [2] [3] [4] [5] [6] One of the crucial properties of the neural network is the weights to be optimized with certain bounded values through appropriate learning rules. Most adaptive control methods have been restricted to the systems linear in the unknown parameters, and experienced limitation from the difficulty of parameter formulations. However, learning-based controls with neural network are regarded as alternatives to adaptive control. Uncertain nonlinear terms of the systems can be modeled in terms of the neural network. In this case, the weights of the neural network are treated as the additional unknown parameters to be estimated.
Lewis et al. applied adaptive control using neural network for a general serial-link rigid robot arm. [6] The structure of the neural network controller is derived by the filtered error approach. Moreover, Lewis took neural network for adaptive observer design, [7] and developed a neural network controller for the robust backstepping control of robotic systems in both continuous and discrete-time domains. [8] Calise et al. have worked extensively on the control and estimation of aircraft and helicopters using neural network. [9] [10] [11] [12] [13] Adaptive output feedback control using a high-gain observer and radial basis function neural network was proposed for nonlinear systems represented by input-output models. [14, 15] Also, a nonlinear adaptive flight control system was designed by backstepping and neural network controller. [16] In the previous works, stability analysis of the closed-loop system using the neural network is rather involved in mathematical development. Also, many assumptions and conditions are usually required to prove the ultimate boundedness of the tracking error. As one of the assumptions, the boundedness of reference signals is mandatory to prove the stability. The large reference signals tend to cause large boundedness of the tracking error because the assumption is closely connected to the boundedness of the tracking error. In this paper, the boundedness assumption is relaxed by using the input normalized neural network. The neural network is configured by replacing the input vector with a normalized input vector. The importance of the input data normalization is emphasized because of various benefits for function approximation. [17] The high order terms of the activation functions-sigmoidal, RBF, tanh functions -based on the input normalized neural network can be shown to be simply bounded. It is a result different from that of the previous studies. Consequently, this property leads to a simple condition for the tracking error to be ultimately bounded without the information on the trajectory bound. Furthermore, a new adaptive law is derived by the simplification of the neural network and approximation of the normalized input vector to zero on the condition that the variation of the uncertain terms is sufficiently small. The new adaptive control law provides a possibility that the uncertain error could be eliminated within a small error bound. This paper is organized into several sections. First, the background of the study of feedback linearization and problem formulation is presented. Then, a review of the neural network and definition of the input normalization are presented with the neural network applied to the adaptive control law design for uncertain systems. In the next section, the stability analysis and a new adaptive control theorem are presented. Finally, the proposed control law is applied to an example system for demonstration purpose.
Background

Feedback linearization
Consider a single-input-single-output nonlinear system 
In this paper, the feedback linearization approach is applied to control the system. The derivative y of the system in Eq. (2) can be expressed in the form
represents Lie derivatives of h with respect to , f g . If the input-output relationship appears in ( ) y ρ with a nonzero coefficient such as
Then ρ is defined as a relative degree of the system. A feedback linearized system can be transformed by change of variables as follows:
where ( 1) [ , , , ] ,
Eq. (6) describes internal dynamics and ( , , 
Without loss of generality, we assume that
To design a state feedback control law, a reference signal should be defined so that the output y asymptotically tracks the reference signal ( ) r t . It is also assumed that the reference signal ( ( , , r r
) is available on-line. For convenience, let us define two vectors as ( 1) ( 1)
,
where R is the reference signal vector and E corresponds to an error vector. The error dynamics is derived through the change of variables from Eq. (7) such that
The nonlinear feedback control law is developed in the form 
Problem formulation
The tracking control law derived so far is based on the system dynamics in Eq. (2). However, the system to be controlled ultimately is a nonlinear system in Eq.
(1). The difference between Eq. (1) and Eq. (2) induced from the model uncertainty amounts to ( ) ∆ ⋅ through feedback linearization. In other words, the reference model tracking error dynamics based on the system in Eq. (1) becomes
Additional control action is redefined to control the uncertain terms such that
where ad v represents an adaptive control term.
Assumption 1 :
The error dynamics in Eq. (14) is a well defined system with a relative degree ρ . The internal dynamics in Eq. (6) is Lipschitz with respect to ξ and globally exponentially stable so that there exists a Lyapunov function ( ) V η η in some neighborhood of
and
where 1 2 3 , , c c c and 4 c are positive constants. The primary goal of this study is to construct an adaptive control law to compensate the model uncertainty so that the output tracks a reference trajectory with bounded error. The baseline control law is constructed by the feedback linearization of the system in Eq. (2) . A neural network is incorporated into the baseline control law to compensate for the uncertain terms.
Input normalized neural networks (INNN)
Since the neural network was demonstrated as a universal smooth function approximator, there has been a wide range of applications, especially pattern recognition, identification, estimation and control of dynamic systems. Recent advance in the neural network has allowed a series of new technologies. There are several types of architecture for the neural network to solve different problems. One promising type involves input normalized neural networks (INNN) which are configured by replacing the input vector of the neural network with a normalized input vector.
An adequate normalization of the input vector is a linear scale conversion that assigns the same absolute value to the corresponding relative variation. The effect of input data pre-treatment prior to the neural network training is demonstrated by systematic analy- sis. The importance of the input data normalization is emphasized due to several advantages for function approximation. [17] One advantage is that the estimation error can be reduced. Another merit lies in the calculation time reduced in the order of magnitude for the training process. This approach provides also an improved capability in discriminating high-risk software. [19] From control theory viewpoint, the INNN provides several advantages as well as the advantage of the neural network itself as it will be discussed later.
A general three-layered neural network architecture illustrated in Fig.1 consists of a large number of parallel interconnections of neural processors. The threelayered neural network consists of an output vector ( [ ]
For the simple form of the neural network, the elements of the two weight matrices are defined as 1 1
where
. The activation function vector is described as
where i υ denotes the i-th element of the vector
The INNN can be easily implemented by defining the normalized input vector as follows:
where s is a positive scaling parameter. Thus, the 2-norm of the normalized input vector simply satisfies
Remark. 1 The ideal weight matrices of the neural network are unknown and possibly non-unique, which implies that the weights can be optimized to satisfy desired design objectives. This is possible by judicious selection of each learning rate of the weights and initial values.
Remark. 2
An input normalized neural network possesses some useful advantages such that the estimation error, the computational time for the training process, and other risks can be reduced.
Assumption 2.
There are ultimately converged ideal weights (constant matrices) at the end of the learning process and the following bounds hold
where , V W are the upper bounds of the unknown weight norms.
A suitable choice of neurons is needed to represent a nonlinear function with converged constant weights. That is, careful consideration for the significance of the nonlinearity is required to satisfy both the approximation property and assumption 2.
Adaptive controller design
The reference model tracking error dynamics in Eq. (14) 
The Lyapunov equation guarantees a unique positive definite solution. The INNN is applied to compensate for the model uncertainty so that the model uncertainty of the system can be replaced by
where ε represents a function reconstruction error.
In general, given a constant real number 0,
is within ε range of the neural network. It was remarked in the previous section that the neural network has constant weight matrices at the end of the learning process. From this statement, the representation in Eq. (30) holds with ε ε < .
The adaptive control term is required to satisfy
where ˆ, W V are on-line estimates of , 9 W V , respectively, such that
The estimated weights are updated by the update rules:
Note that k is a design parameter, ( , L M ) are positive definite learning rate matrices, and 
The Taylor series expansion of ( 
Lemma.1
For sigmoid, RBF, and tanh functions as the activation functions of the INNN, the higher order terms in the Taylor series are bounded by 2 5 6 ( )
where 5 6 , c c are positive constants.
PROOF : From Eq. (35) and some norm inequality in conjunction with the fact that the activation function and associated derivatives are bounded by constants, the higher order terms are also bounded such that
Finally, Lemma.1 is derived by substituting the INNN property in Eq. (25) into Eq. (37).
The following inequality provides useful properties for the stability analysis 
Stability analysis
Stability of the error dynamics combined with the INNN is discussed in this section. The stability analysis is based on the Lyapunov direct method. The full states including the weights of the INNN should be used because of the on-line function approximation rules.
Theorem. 1 First, let the assumptions 1 and 2 hold. Then, the control input of the error dynamics satisfies
The update rules of the INNN are described in Eq. (33), and a condition satisfies the following inequality:
where 0 a is a positive constant. The tracking error and the weight error of the INNN are ultimately bounded.
PROOF: Let us examine the following candidate
Lyapunov function for the system in Eq. (27) ( ) ( )
The time derivative of L V by inserting Eq. (27)
Here the difference between the on-line output of the neural network and model uncertainty is replaced with Eq. (39). Then by making use of the neural network update rules in Eq. (33), the time derivative of
Since A is Hurwitz, there exists a symmetric positive definite solution, and from the trace equality property such as 
where 1 a is a positive constant. From the norm property such that 
Once again, we redefine a matrix and a vector as
where the matrix ( L Q ) can be a symmetric positive definite matrix and satisfies the condition in Eq. (42) 
Remark 3
The control theories based upon neural network studied in the past generally required boundedness of the desired trajectory. [5, 9, 13, 16] The assumption is also directly related to the tracking error boundedness so that larger boundedness of the desired trajectory produces larger tracking and weight errors. In practical applications, the trajectory and its derivatives up to ( ) ( ) r t ρ should be bounded for all 0 t ≥ . However, this assumption may be unnecessary for controller design and stability analysis. In this study, the seemingly unnecessary assumption is avoided by employing the INNN technique.
Remark 4
The ultimate boundedness is derived from the candidate Lyapunov function in Eq. (43). The condition in Eq. (42) is also necessary to make a positive definite matrix in the stability analysis. The Lyapunov stability theory satisfies only the sufficient condition so that there may exist several conditions to create ultimate boundedness satisfying 0 L V < with different Lyapunov functions. In this paper, it can only be concluded that the condition in Eq. (42) leads to the ultimate boundedness based on the Lyapunov function in Eq. (43).
Remark 5
The ultimate boundedness of the tracking and weight errors can be made smaller by properly controlling the parameters. The larger the Q , the smaller boundedness tends to result. Occasionally, the boundedness can be also small by choosing small k and s .
Remark 6
The selection of the feasible parameters is very important. Basically, , k M and L should be specified based on the neural network property so that assumption 2 holds. The sufficiently large Q is recommendable considering the degree of uncertainty, and then the parameter s is selected satisfying the constraint in Eq. (42).
Theorem. 2 Let assumption 1 and Eq. (42) hold true. It is also assumed that the variation of the modeling uncertainty ( , ( ))
x u x ∆ is small enough. The adaptive control input of the error dynamics can be approximated such as
where φ denotes the best estimate of the scalar neural network. The corresponding update rule is given by
where k is a scalar learning rate. Then, the tracking error and the scalar neural network error are ultimately bounded.
PROOF : Stability analysis is basically equivalent to that of Theorem 1. By controlling s , the update rules in Eq. (33) can be approximated into a simple form. That is, the input of the activation function approaches zero from Eq. (25) as 0 s → . The activation function and its derivative will also be approximately constants. As the ideal weight matrices are generally unknown and possibly non-unique, the neural network may reach another ultimately converged ideal weight such as 1 1 ,
where 1 1 , V W represent another possibly maximum positive constants.
Applying the activation function being close to a constant and the zero input, a new update rule is obtained by
Updating V is not necessary as it can be seen from Eq (33) with the approximation of 0 s ≈ . Because the weights with the same initial values and gains can be approximated to a weighted scalar pa-rameter and the assumption of the small variation, the adaptive input can be approximated as
The results in Eqs. (59)- (60) verify theorem 2. The approximated control law is derived from theorem 1 for the adaptive control under high-level uncertain nonlinearity. Theorem 2 provides a possibility for the uncertain nonlinear error to be eliminated by using the scalar neural network analogous to the general integral control.
Simulation study
To demonstrate the nonlinear control approach for uncertain nonlinear systems, a simple pendulum equation is considered here. R and represented in the normal form. It has no nontrivial zero dynamics so that the pendulum system has basically minimum phase characteristics and satisfies assumption 1.
A reference signal r(t) and its derivative should be specified. For the system with a relative degree of two, the transfer function of the reference model is modeled as a second-order linear time-invariant system represented by The reference signal can be also generated on-line from the state model: However, if the system is unknown, thus at most the estimated system only is available, then the best estimated system function may replace the original system in the state feedback control law.
Eq. (41) such that the output of the system in the nominal case. As one can see, the tracking is achieved for all 0 t ≥ asymptotically. The dotted curve also denotes the output signal when the model parameter is perturbed and the modeling error is added. Oscillation is introduced due to the model uncertainty. Fig. 4 presents the simulation results achieved with the INNN augmented. The system tracks the reference inputs with a small error bound without oscillation. The oscillation induced to the uncertain terms is eliminated. The response by the INNN could be demonstrated in the control history. Fig. 5 presents the time history of the INNN weights. As one can see, V is very small, and this implies that the small values of V derived from Eq. (55) could make the small boundedness of the tracking error. The performance of the on-line scalar neural network is shown in Fig. 6 . The scalar neural network can also control the uncertain system with a small bounded tracking error.
Finally, the first result in Fig.7 shows a relationship between the number of neurons and the system with high uncertainty. The solid curve represents the output for the case of a large number of neurons (30 neurons). On the contrary, the dotted curve denotes the output for the case of a small number of neurons 
Conclusion
In this paper, a new adaptive control approach for uncertain systems is proposed using input normalized neural network technique. The input bound assumption, which is widely used in many studies but may be unnecessary, is avoided in this study by relying on the input normalized neural network. With a simple condition, the ultimate boundedness of the tracking error regardless of the reference signals is verified through the Lyapunov stability theory. A new scalar update law is derived by simplifying the neural network under the assumption that the uncertain system is subject to sufficiently small error variation. It naturally leads to a possibility that the small uncertain error could be eliminated by the scalar neural network. Finally, the proposed control law performance was successfully validated through nonlinear simulations
