We review the development of Monte Carlo algorithms for the simulation of the Ising model with local dynamics. The multi lattice coding algorithm for the pure and for the site-disordered Ising model is described in detail. Application of these algorithms on fast vector computers have led to new progress concerning the critical dynamics of the pure Ising model leading to the critical exponent z = 2:05. The importance of disorder for the critical dynamics of the Ising model has been investigated recently. We review the numerical results and compare with theoretical predictions. A crossover scenario is found as for the static behavior with an e ective dynamical exponent z = 1:75 .
Introduction
The Ising model is a standard model in statistical physics for the description of a ferromagnet in an extremely simpli ed manner. It is assumed that quantum spin operators may be replaced by classical spins S i = 1 which are oriented parallel or antiparallel to a magnetic led H:
The position of spins on a lattice is denoted by the index i. Since the exchange interaction J is short-ranged, the double sum in (1) is restricted to nearest neighbor pairs. The statistical behavior of the model in the canonical ensemble is obtained from averaging observables 1 A(S) over all con gurations S fS i g < A >= X S (S)A(S) : (2) weighted by the Boltzmann probability (S) (3) 
Despite its extreme simplicity the Ising model is a valid description of one of the most fascinating phenomena in physics: the spontaneous symmetry breaking. Generations of physicists have investigated this model in many 1 In order to distinguish between observables A, which are random variables and thermodynamic quantities A =< A > which are averages of observables, we use the script notation for observables.
space dimensions but it could be solved exactly only in one and two dimensions without its coupling to the magnetic eld 1]. Numerous analytical techniques have been invented to solve the model by approximations and these techniques have been successfully applied to other models with discrete and continuous degrees of freedom. It was only 25 years ago when the renormalization group (RG) 2] shed new light on the Ising model. It was discovered that the Ising model was the simplest representative of a large (universality) class of systems with the same discrete symmetry in the sense that its static and dynamic critical exponents are valid for the whole class. Inspite of this insight the precise values characterizing the universal behavior are still hard to obtain. They have to be extracted from approximations and nite series expansions 3]. Concurrently to the famous renormalization group numerical methods 4]-7] have been established and applied extensively to the Ising model (1) . In fact, the discrete nature of the elementary degrees of freedom of Ising and Potts models (S i 2 f1; : : : ; qg) is an important simpli cation for simulation by computers. But even the simple Ising model necessitates enormous computing times since the characteristic time scale, i.e. the time between two e ectively uncorrelated states S, diverges in the critical region. Hardware developments (parallel and vector computers) and sophisticated simulation programs (multi spin coding, multi lattice coding, Swendsen-Wang algorithm) were necessary to yield results which could be compared to analytical theory. The in uence of disorder on the symmetry breaking phenomenon has become an important topic in the last 25 years. Again the Ising model is a most convenient model to analyze the phase transition in a disordered system. One may study various aspects of disorder: random bond (RB), random site (RS), spin glass (SG) and random eld (RF) behavior. In the rst variant, every site i of the lattice is occupied by a spin but the interaction J ij between spins is a random variable with nonzero mean. In the second, there is a homogeneous ferromagnetic coupling J > 0 but the spins are independently and randomly distributed as described by H = ?J X <ij> K i S i K j S j ? H X i K i S i : (6) The average occupation probability is K i ] = p 8i. It is assumed on general grounds that both models belong to the same universality class of random temperature disorder and both can be mapped on the same eld theoretic model.
If the bond interaction is random but symmetric around J = 0, one obtains a SG phase transition with a new ground state which is qualitatively different from ferromagnetic behavior. It has been subject of a vast number of analytical and numerical investigations 8, 9] . Similiarly, the RF-type of disorder is physically di erent in the sense that the ground state is changed by this type of disorder.
One distinguishes frozen and annealed disorder 10]. In the rst case, the disorder variables like K i decribing disorder are xed after preparing the system. Changes of the temperature, magnetic eld or any other external parameter is not strong enough to change the con guration fK i g. This situation describes most real magnetic materials. In this case, the calculation of the partition function Z and of the averages (2,3) depends on the speci c con guration fK i g. It is necessary to perform a con gurational average over ln Z 11] and over averages like < A >, respectively in order to obtain thermodynamic properties which represent the ensemble of disordered systems. Only this type of disorder presents new physics. Annealed disorder is easily shown 10] to be related to pure behavior by a Fisher renormalization 12] . This modi cation of critical behavior occurs whenever a critical system is coupled to noncritical degrees of freedom and both are in thermodynamic equilibrium. The critical behavior of spin models with RB or RS disorder has been investigated for a long time 10] . The analytical results may be summarized as follows: RG calculations have con rmed the old fashioned Harris argument which states i) if the critical exponent of the speci c heat p of the pure system is negative, weak disorder has no in uence, i.e. the xed point of the eld theoretic Hamiltonian is stable. This applies to spin dimensions n above a critical spin dimensionality n c (d) which depends on space dimension, e.g. Heisenberg magnets (n = 3) are stable with respect to weak disorder in d = 3 dimensions. ii) if p > 0 the xed point of the pure system is unstable and the RG ow leads to a new xed point which was actually found to yield new exponents with small quantitative changes. The Ising model in d = 3 dimensions is the prototype of such behavior. These results were obtained in the framework of the RG assuming that the phase transition is weakly disturbed by disorder. Profoundly, it was assumed a) that the ground state is homogenously ferromagnetic, b) that the replica trick works and c) that one can expand with respect to disorder. Experiments on diluted magnetic systems have a long history 13]-16] but failed to give a convincing pro or contra to the theoretical results, partly due to inherent experimental and preparational problems. 
We refer to the standard literature about Markov chains 18]-20] and the Monte Carlo method 4, 21] for details concerning the conditions that have to be ful lled by the transition matrix p ij (7) to insure convergence of the probability vector fP(S j )g fP j g to the canonical probability f (S j )g (2) .
These conditions do not x the transition probability uniquely. A possibility which is used in most simulations is the Metropolis transition probability p ij = Minf1; exp ? (E j ? E i )]g (8) which simulates local dynamics without conserved quantities (Model A dynamics). Here E i and E j are the energy observables of the initial state S i and of the new micro state S j , respectively. The elementary step to a new con guration consists in i) choosing a site k in the lattice either at random or by a sequential walk through the lattice ii) calculate the energy change E = E j ? E i which would result from a ip of S k to opposite direction. iii) calculate a random number r equally distributed in the interval 0; 1]. iv) if E 0 the ip is performed (eq.8); if E < 0 the con guration is changed if r < p ij . The sequence of steps (i)-(iv) is called a Monte Carlo step (MCS). However, we de ne as the time unit of the Markov process the update of the complete lattice of spins which is called a MCS per spin (MCS/spin). The time average of an observable A over the discrete time-series fA(t)g is denoted by an overbar A = 1 n n X i A(i); (9) to distinguish it from the canonical average < A > (2) to be estimated. For clarity we stress that the summation in eq.(9) starts after the system has reached its equilibrium state described by the Boltzmann probability (3). This review consists of two parts which are almost independent. In sec.2 and 3 we describe the simulation program for the pure and for the site-disordered Ising model in detail. These programs represent the state of the art in the eld of computational physics. They are called multi lattice coding (MLC) programs based on the idea of Bhanot, Duke and Salvador 22] to simulate many lattices simultaneously using a one bit per spin coding technique. The idea is largely based on the simplicity of the Ising model having only 3 nontrivial ip probabilities. It has been re ned in several steps reaching simulation speeds up to 10 9 MCS/second. The variant of MLC to simulate the disordered Ising model (sec.3) gives some insight how to apply MLC to models with a higher number of nontrivial ip probabilities. In the second part we review results obtained from recent extensive simulations with these programs. In sec.4 the Monte Carlo results concerning the critical dynamics of the pure Ising model is discussed. We describe the methods to determine the exponential relaxation time of several observables from equilibrium correlation functions. The critical exponent z for dynamics is obtained from the nite-size scaling behavior of these time scales. The critical dynamics of the disordered Ising model is discussed in sec.5. We report about integrated relaxation times of magnetization and energy correlation functions and their critical exponent as well as the scaling properties of dynamical correlation functions.
Vectorized Multi Lattice Coding
The rst multi spin coding (MLC) program was already introduced by Friedberg and Cameron in 1970 23] to save memory and increase the simulation speed. Their idea is based on the fact that only one bit is necessary to store an Ising spin. However, they used 3 bits per spin in order to calculate and store the interaction energy of each spin with its 6 neighbors. This idea was reinvented by Creutz, Rebbi and Jacobs 24]-26] for lattice gauge models who increased the simulations speed by a factor 5 ? 10 depending on the model. With the appearence of vector computers the design of high speed Monte Carlo programs has evolved in several steps since the rst work by Oed 27] MCS/second on even faster HITAC computers. Finally, the generation of random numbers inside the updating procedure was modi ed to save memory and increase the speed by another 30% leading to 305 10 6 MCS/second on one processor of the CRAY YMP 32] . The author also applied MLC to the site-disordered Ising model. Another program variant concerns the random-eld Ising model which was developed by Rieger 33] . In this chapter we develope the idea of multi-lattice coding for the 3-dimensional Ising model on a simple cubic lattice. In the next chapter the algorithm for the corresponding site-diluted Ising model will be explained.
Vectorization
Although the use of vector computers brings the speed of simulation to its maximum, MLC is not a typical vector algorithm but works completely analogously on scalar computers. In fact, running a program on vector computers leads to certain restrictions of the program code in order to allow for e cient vectorization. In most cases it is necessary to invest some days of work in order to rewrite and optimize an existing program on a Figure 1 : The gure displays the way data are calculated and stored on a vector computer. The elements of a vector ( denoted by squares in the original form) enter a sequence of n operations in a loop, one element per clock cycle. They leave it after n machine cycles (denoted by triangles) and are written back to memory after M clock cycles.
vector computer. However, in some cases a program cannot be e ectively vectorized or vectorization may be completely prohibited if the algorithm contains too many recursive parts. In the language of compiler constructers the term dependency denotes the circumstance under which a loop cannot be vectorized. Simple examples are the loops where OP is an arbitrary operator including the identity and J 0 is a xed integer. On a scalar machine there is nothing peculiar with these loops. On a vector computer ambiguities may arise due to the way data are stored and fetched from memory. The vector processor achieves its great speed by pipeling the data through a loop. In contrast to a scalar processor the variables to be computed (like A(I) above) enter the chain of operations one after the other at each processor cycle ( g. (11) where f = n s =(n s + n v ) is the fraction of scalar operations in the program. The e ciency of the vectorized program may be measured by the performance ratio P = eff = s of e ective to scalar conductivity (speed). It follows from eq. (11) that Figure 3 : The checkerboard description separates the lattice into two sublattices. Each spin on one lattice has only neighbors on the other lattice. Each sublattice is updated one after the other. This avoids dependencies and enables vectorization. The notations refer to periodic-helical boundary conditions. They are de ned in the program code of SPINF (appendix).
where E = v = s is the ratio of vector to scalar speed. In the limit E ! 1
eq. (12) shows that even small portions of scalar operations strongly diminish the performance of the program. (I; j) ). Note that the indices of the neighbors have been stored in the vector NEIGHB(I; j). One may implement periodic boundary conditions easily using this vector. However, since the neighbor vector costs 6 times the same memory as the spin lattice IS1 and IS2, one may alternatively save memory and use helical boundary conditions in x-and y-direction and periodic in z-direction ( g.3) . Then the neighbors of a spin at I are easily addressed by adding integers ISY S1H and ISY S12 to I which is easily veri ed by means of g.3 and the detailed program code in the appendix.
We use these boundary conditions in our program kernel for the pure Ising model. The total interaction energy in units of J (1) is the sum IE = I1 + I2 + I3 + I4 + I5 + I6 (14) which is an integer between 0 and 6. Note that it is important to have the same interaction J (eq. 1) for all neighbors. If we had random or anisotropic values of J, IE would not be an integer and MLC would not work at all as we shall see below. Even in a pure Ising model, we need some cleverness to add up the Ij. This cannot be performed in the straightforward way as in eq. (14) since di erent lattices would interfere by simple addition. First of all, if the sum IE is larger or equal 3, the spin ip trivially occurs since it is energetically favorable and marginal, respectively. We encode the positive spin ip decision for lattice #k by ID = 1 at bit position k, otherwise the bit contains 0. Our aim is to combine the integers Ij by only logical operations so that if the sum IE 3 for some lattice #k we have a 1 at bit position k in our decision variable ID. If IE < 3 the spin ip decision depends on the value of the random number r 2 0; 1] and on the spin ip probability (8) (16) is larger or equal 3 on bit position #k. The way of adding integers by logical operations is elucidated as follows. The partial sum I1+I2+I3 is a number between 0 and 3 so that we need two bits (J2; J1) to represent it in binary form. The bits J1 and J2 can be calculated by 5 logical operations 22] using AND(^), OR(_) and the XOR( )-operation: (18) and correspondingly the group I4+I5+I6 is summarized to (J4; J3). This illustrates the main idea which can be extended to higher bit numbers. However, in our problem it is more e cient, i.e. the number of logical operations is smaller, if we only determine whether the sum (16) is larger or equal 3. It is necessary to distinguish the following cases. The ip discriminator ID must be 1 if i) J2^J4, i.e both group sums are larger or equal 2, their sum 4;
ii) (J2 _ J4)^(J1 _ J3), i.e. one group sum is larger or equal 2, the other at least 1; In both of the above cases a trivial spin ip occurs.
iii) (J2 _ J4) _ (J1^J3)]^IX1, i.e. one group sum is larger or equal 2 or both are 1 so that the thermal variable IX = (IX2; IX1) must be at least 1 to ip; iv) (J1 _ J3)^IX2, i.e. one group sum is 1, so that IX must be 2 or 3 for a ip; v) IX2^IX1, i.e. ips the spin if the thermal variable IX = 3.
All of these possible situations must be combined by an _-operator. After some reorganization one obtains the logical expression 31] ID = (J1^J3^IX1) (19) 
The new spin state of IS1(I) = IST is then calculated by IS1(I) = IS1(I) ID. This completes the update procedure which is the kernel of the simulation. Note that this subroutine which we call SPINF (appendix) spends 95% of the computing time and has to be optimized completely. 
Random number generation
is a recursive algorithm which can be used with di erent values of P and Q 40] to obtain a quasi-random sequence of integers IR(J) starting from a seed sequence taken from a previous simulation or by a careful initialization 37].
The range of integers 0; IRLST] with IRLST = 2 IRBIT ? 1 is determined by the bit width IRBIT of the seed. For the multi lattice coding program discussed here a value of IRBIT between 20 and 25 will be su cient for most applications since it means a temperature precision of at least 10 ?6 . In practice memory limitations of the computer will constrain the choice since the lookup table IX(IRLST) (15) becomes very large. The important point for applications is the vectorization of the RNG (20) which due to its recursiveness leads to a dependency condition so that a compiler will automatically detect a "`nonvectorizable loop"' which is fatal since is inhibits the vectorization of the subroutine SPINF (appendix (21) In this way the index of the random numbers J is limited to be within the interval 0; 255]. One may say that the random numbers are written on a wheel with 256 spokes. The shift-register RNG (20) is then given by
where the index vector is de ned by
Note that going counterclockwise on the wheel by 250(103) spokes according to eq. (20) is the same as going 6(153) in clockwise direction on this wheel. We point out that this implementation minimizes the amount of memory and executes very fast in vectorized code 32]. This vectorizable generation of random numbers can be used on any vector computer by an appropriate choice of P and Q 40] . There is a tiny di erence when executing the updating routine SPINF with this RNG: Since the new random number IR(J) calculated in the loop at stage I is not yet in memory the old value of IR(J) is used. The actually calculated value IR(J) is used for the update of IS(I + 256). The random number streams are the same but operate with a shift of 256. At the end of the updating loop in subroutine SPINF it is necessary to complete the calculation of random numbers up to IR(0) in order to have a proper start of the RNG in the next loop (starting with I = 1 again). Finally, the boundary conditions have to be restored at the end of SPINF (appendix).
Calculation of physical observables
Thermodynamic properties as well as correlation functions are the quantities of main interest. In multi lattice coding their calculation leads to the task to sum all ones for each bit position separately. Thus, the magnetization In the rst step one applies the L = 1 bit separation to the vector IDIM One can sum up every 3 elements of the low and high bit separated parts of IDIM. The results are stored in I2S(N=3 + 6; 1) and I2S(N=3 + 6; 2). In the second step one makes a 2-bit separation of the vectors I2S, sums up every 5 elements of these vectors and stores them in I4S. This separation and summation is continued up to L = 32, leading to the total sum ICOUNT(K) for each lattice k. It is obvious that the calculation of thermodynamic properties is complicated and time-consuming but it has to be done only every int updates of the lattice where int is the integrated relaxation time of the quantity under consideration. Since int is much larger than one update of the lattice, the computing time spent for the calculation of averages is small compared to SPINF.
Multi lattice coding for the disordered Ising model
The principal idea of MLC to simulate many systems simultaneously using the same sequence of random numbers can be applied very e ectively in the eld of random systems since thermodynamic properties have to be averaged over many disorder con gurations 11]. The randomness in spin systems may concern the interaction between spins or the interaction with a magnetic eld which may vary in strength and sign from lattice site to lattice site. In this section we describe a MLC program to simulate the site-disordered Ising model in 3 dimensions. The corresponding program for the random eld Ising model has been written by Rieger 33] .
Analysis of con gurations
The description of the MLC program for the pure Ising model in sec. (2.2) makes clear that MLC can be applied only to a class of systems which fulll certain restrictions. The evaluation of the spin ip decision (eq.16) by logical operations is e cient only if the number of nearest neighbor spin con gurations which have to be discriminated is small. Additionally, the fast access to thermal variables (IX2; IX1) by a look-up table is possible only if the number of nontrivial ip probabilities is small. The magic small number in the MLC program discussed above is 3 because of its 3 nontrivial ip probabilities. It is a fundamental aspect of the algorithm that one can represent the integers up to 3 by only 2 bits and the resulting logics depends crucially on this fact. It is however possible to work with 3 bits and to treat up to 7 con gurations and probabilities, respectively. The number of logical expressions to determine the spin ip decision will be considerably higher and the e ciency of the MLC program will be reduced. Therefore we avoid this way and formulate an algorithm with 2-bit coding. In the site-disordered Ising model only a fraction p of lattice sites is randomly occupied by spins. The others remain empty. We describe an occupied site by K(I) = 1, otherwise K(I) = 0. According to the checkerboard algorithm (sec. 2.2) we de ne two sublattices K1(I) and K2(I). We have seen above that the pure Ising model has only 3 di erent spin ip probabilities p 12 = exp(?12J=T ); p 8 = exp(?8J=T ) and p 4 = exp(?4J=T ) corresponding to spin con gurations with 6; 5 and 4 parallel oriented neighbors. In the site disordered model a spin may have a number of nearest neighbours which varies between 0 and 6. Consider the case with 5 neighbors rst. If all neighbors are parallel to the central spin, the spin ip probability is p 10 = exp(?10J=T ) since E = 10J; if one neighbor is oppositely oriented p 6 = exp(?6J=T ) applies and for 2 opposite neighbors the probability is p 2 = exp(?2J=T ). In general one obtains the ip probabilities as given in tab. 1. One observes that 6 nontrivial ip probabilities are nec- Here we concentrate on the analysis of equilibrium dynamics studied by the MLC algorithm and similar ones developed in the preceding sections. The e ort invested into a reliable determination of the critical exponent z in the last years was enormous. Wansleben 
De nitions
The Monte Carlo process de ned by eq. (7), (8) 
which depends only on the time di erence t because of stationarity. We shall be mainly concerned with the normalized autocorrelation function de ned as A (t) = A (t) A (0) : (32) Under the usual conditions which ensure that the canonical distribution is the unique stationary distribution, one can write the autocorrelation function A (t) in a spectral form 61] as an integral over all relaxation times weighted with the measure A ( ):
Each observable has its characteristic distribution A ( ) of relaxation times . We point out that the largest relaxation time becomes in nite at the critical point in the thermodynamic limit. Since the RG approach to dynamics 41] applies to asymptotically long times only, a comparison of simulation and theory concentrates on the exponential relaxation time exp;A = lim sup t!1 t ? ln j A (t)j : (34) Its nite size scaling behavior is described by the exponent z as
Here = jT=T c ? 1j is the reduced temperature distance to the critical temperature.
In our Monte Carlo simulation 51, 52], we analyzed the three observables M, jMj and E. The purpose of studying several observables becomes evident from eq. (33). It is reasonable to assume that all observables have a nonvanishing overlap A ( ) with the slowest mode. But the one or other observable has signi cant measure A ( ) also for < exp . Therefore, asymptotically one-exponential behaviour is reached in di erent time ranges for di erent observables A. In fact, it is the main di culty of the analysis to identify this one-exponential region. According to dynamic universality, it is expected that all observables have the same relaxation exponent z. This expectation has to be tested by simulations.
A di erent measure of the dynamical behaviour inherent in the autocorrelation function (32) 
Estimation of autocorrelation functions
is a measure of the smoothness of the data sequence. It is independent of the precision of the data. Thus, statistically good and bad data cannot be distinguished from the visual impression of the data. It is indispensible to calculate their variances explicitly. One should be aware of the high covariance when one tries to identify systematic deviations of measured correlation data from their expected time-dependency. The high covariance may lead to missinterpretations in this case. Calculated errors ^ A = q var^ A obtained 
Odd and even observables
It is important to discuss the di erent dynamical behaviour of odd and even observables. We have pointed out that it is reasonable to study several observables because of their di erent overlap with the slowest mode of the system (eq. (33)). The symmetry of an observable is of great importance in this respect. The Ising model at zero magnetic eld is invariant under global spin ips and the dynamics commutes with this global spin ip. Thus, the eigenvectors of the Liouville-operator L in P 0 = LP (eq. (8)) are also eigenvectors of the inversion operator with eigenvalues 1. The dynamical time-evolution of odd and even observables is separated into an odd and an even subspace, respectively. It is necessary to distinguish three di erent regimes ( g. 6): I) the hightemperature in nite volume limit (L ! 1) at xed T > T c ; II) the lowtemperature in nite volume limit at xed T < T c ; both I) and II) are nonscaling regimes; III) the scaling regime which has a bulk ( L) and a nite-size ( L) limit. In the scaling regime near T c (III) the exponential relaxation time is described by ( ; L) = z f( =L) or equivalently by = L z g( =L). 
Integrated and exponential relaxation times
The determination of relaxation times and the critical exponent z is the central object of interest. As introduced in sec.4.1 the integrated relaxation time is an integral measure of the dynamical process A(t) since it is a weighted average over all relaxation times of the system. It is rather straightforward to estimate integrated relaxation times from correlation function estimates. This can be performed using di erent estimators which were proposed by (t) (t) + R(n 0 ) : (44) Madras and Sokal 21] omit the residual term R(n 0 ) which leads to a bias b(^ int ) = X t n 0 (t) : (45) In his scheme, Wol 67] extrapolates the integrated relaxation time using the local derivative of^ (n 0 ) for extrapolation:
Both methods yield a consistent estimate for int in the limit n 0 =n ! 0 and n ! 1. 
The method of Madras and Sokal has a considerable bias ( g. (8). This
The optimal value of n 0 = int depends essentially on the number of e ectively uncorrelated data n=2 int ; the second term in eq. (47) The determination of exponential relaxation times is much more biased since it is unknown a priori where the exponential time regime begins, i.e. where a one-exponential t of the correlation data is adequate. Naturally, one hopes that A ( ) (eq. (33)) is nearly a -like spectrum but the deviations from the one-exponential form in the short-time range prove the contrary. On the other hand, one cannot t the correlation data to only long time results.
Eq. (41) shows that even very long time series with a number A =2n ' 10 5 of uncorrelated data have a statistical error of A ' 10 ?3 ? 10 ?2 . An analysis of the -decay below that barrier is senseless. Fitting an exponential decay to correlation function estimates^ (t) one has amplitude and relaxation time as free parameters. Fig. 5 shows that M and jMj seem to obey asymptotic behavior below ' 0:5. Energy correlations are more strongly in uenced by short relaxation times; a tentative initial estimate for the asymptotic time interval is E < 0:3. Then one may decrease the lower time limit in order to observe systematic deviations from the oneexponential behavior. In fact, one may use the power spectral density (the Fourier transform of ) which is has better estimators than itself 52].
It was found that deviations from the asymptotic behavior occur for M-and jMj-correlations only above ' 0:6. In contrast, energy correlations reach their asymptotic behaviour in the interval E < 0:1 which is unexpectedly small. A t of energy-correlations outside this interval leads to a systematic underestimation of exp;E . The nal estimates of all exponential relaxation times determined in the asymptotic interval are contained in tab. 2 52] . Errors have been estimated from the average over the ensemble of runs. An alternative way to analyze equilibrium correlation function consists in tting more exponentials to correlation function estimators 50] making use of the data in the time range 10; exp ]. In this way one obtains a better t in the short time range. However, there is some arbitrariness whether 2 or 3 or even more exponentials should be used. Practically, the problem appears that the more free parameters one has the less unique is the solution. A reanalysis of the data obtained in ref. 52] led to the result that a t with only 2 exponentials makes the result nonunique in the sense that the variances of di erent ts are almost equal. Critical exponents z exp;A and z int;A have been obtained by least-square ts of the relaxation times to the expected power laws (35), (37) .
In the simulation by Heuer 52] power law behaviour has been veri ed for exponential relaxation times exp;A as well as for integrated relaxation times int;A ( g. 10). Fits have been performed with error weights (I) and with equal weight (II) but the results z = 2:09 0:01 with the amplitude A jMj = 0:053 is almost independent of the tting method ( g. 10). The analysis of M and E leads to the same exponent with an errors of 0:04.
The amplitude of E is A E ' A jMj within the errors but A M = 0:33. As expected from universality, all three observables scale with the same exponent but this exponent is clearly larger than the renormalization group result z ' 2:02.
Wansleben and Landau 50] performed an error weighted t to their exponential relaxation times determined by multi-exponential ts and arrived at the value z = 2:04 0:03 from M-correlations. They stated that nonite size corrections could be observed even for small lattice sizes. Energy correlation data led to a compatible value z = 2:03 but with an error of 0:1. Amplitudes of relaxation times were not published. The analysis of integrated relaxation times by Heuer 52] led to the interesting result that the critical exponents z int;M = 2:05 0:04 and z int;jMj = 2:10 0:01 of integrated relaxation times agree with the asymptotic exponent z = z exp within the errors. This agreement of exponential and integrated exponents may indicate that shorter relaxation modes < exp;A scale with the same exponent as exp;A . For energy correlations we found a di erent result. The di erence between z int;E and z exp;E exceeds de nitely the error. This result is in good accord with the initial fast relaxation of energy correlations in the interval A (t) 0:1. We must conclude that the short relaxation times contributing to E scale with a smaller dynamical exponent than the exponential relaxation time exp;E .
>From the theoretical point of view, the discrepancy of the numerical values of the exponent z from its RG-value z th ' 2:02 is very important.
In view of the small statistical errors the deviation is worrying. The error of the RG-estimate for d = 3 dimensions is not known but the smallness of uctuation corrections in O ( 2 ) gives no reason to expect that a higher order expansion in will lead to signi cant changes. is not the precise theoretical one, the shift from 2:09 (without nite size corrections) to a value near z th (with nite size corrections) removes the discrepancies between our previous result 51, 52] and most of the large scale simulations cited above. It is a strong advice that nite size corrections are important for high quality investigations of critical exponents. Fortunately, there is analytical progress to calculate the dynamical scaling functions of nite lattices within eld theory 73] so that a comparison of numerical data with analytic results should be possible in the near future. This would be of great help for the analysis of Monte Carlo data. We may conclude that there is still considerable e ort necessary to extract a reliable value for the critical exponent z from simulations.
Critical dynamics of the disordered Ising model
In this section we pick up the question how the dynamics changes along the critical line T c (p) when varying the spin concentration of the site-disordered Ising system in three dimensions. According to the renormalization group 75] a crossover from the pure to the weakly random xed point is expected. The asymptotic dynamics should be dominated by the xed point of weak disorder. When the system is further diluted, the dynamics should cross over in a yet unknown way to percolative dynamical The estimator (39) of the correlation function jMj has been calculated over long runs with 1 ? 2 10 6 Monte Carlo steps per spin. Finally, con gurational averages have been peformed over several hundred con gurations for each concentration and lattice size. The resulting con gurational error is of the same order as the statistical error (41) of the single time series: = = 10 ?2 in the relevant time range where the data were analyzed. Figure 9 gives an impression of the typical time-dependence of correlation functions of disordered systems in comparison with the pure system including the errors. The most remarkable feature of disordered systems is the curvature of the correlation function in the half-logarithmic plot ( g. 9). While the pure system displays asymptotic one-exponential behaviour dominated by the largest relaxation time exp , disordered systems do not reach this asymptotic limit even for long times and small values of correlations, respectively. It is not possible to extract exponential relaxation times from the data. The result z exp = z int obtained for the pure Ising model (sec. (4)) is a motivation to calculate the integrated relaxation time int;jMj and to analyze its dynamical exponent. The hope is that nonexponential time scales are characterized by the same exponent z exp so that int may used as well.
The integrated relaxation time was calculated by the methods of Madras and Sokal 21] and by Wol 67] . Both agree within the errors as already found for the pure Ising model (sec. 4). The resulting integrated relaxation times (tab. 3) have been tted to their nite-size scaling law (36) to determine the critical exponent z int and the amplitude A int ( g. 10). The results (tab. 3) show a dramatic increase of z int (p) when the disorder increases. The theoretical expectation that disorder has a very large e ect on the value of z is clearly con rmed. The concentration dependence of z int is very similiar to that of , their ratio z= = 1:75 0:04 being constant within the errors. Only for p = 0:6 the ratio is larger. As shown for the static critical behavior 58], this concentration-dependence of the exponents does not violate universality but is a signature of a crossover phenomenon which a ects the dynamic and the static behaviour in the same way. Thus, the values of z int (p) (tab. 3) must be interpreted as e ective exponents which reach their asymptotic value in the limit L ! 1. The constant ratio z= is a strong indication that the crossover a ects static and dynamic behavior in a parallel manner.
According to the dynamic scaling hypothesis 41], universal behaviour of the correlation function (t; L) is expected for asymptotically long times. In this limit only exp determines the time-dependence of . The pronounced curvature of (t) ( g. 9) for disordered systems can only be explained by a multitude of relevant time scales. The asymptotic limit which is dominated by the largest time scale is obviously not reached by the simulations. The question arises whether the correlation functions show scaling behavior at all. The fact that their integral ( int ) shows power law behavior for all L is an indication that this might be the case. In order to test the scaling behaviour of (t) 41] given by (t; L) = 0 (tL ?z scal ), a scaling analysis of correlation functions has been performed to obtain a dynamical exponent z scal which has to be distinguished from z int extracted from integrated relaxation times. A similiar method has been applied to the analysis of nonlinear relaxation data under the name of dynamic Monte Carlo renormalization method 46]. Such a method is applied for the rst time to the dynamical behavior in thermodynamic equilibrium 52]. We point out that universality does not impose any restrictions on the functional dependence of the scaling function 0 (x). Therefore we performed an unrestricted data collapse of the correlation functions (t; L) for eight lat-tice sizes L 2 20; 60] 59]. This method has been applied to the pure Ising model before and works very well 52]. The scaling method leads to an unambiguous determination of the exponent z scal , because z scal is the only free parameter to be determined by the data collapse. Based on the large number of accurate data (t i ; L j ) it has been possible to apply this scaling method to intervals of in order to study a possible variation of z int with the scaling argument x = tL ?z scal .
As g. 9 shows one obtains a collapse of all correlation functions (t; L) by appropriate values of z scal . Deviations of the individual correlation functions from their scaling function 0 (x) are of the order of the average error ( g. 9). The method is very sensitive to the correct value of z scal as the errors in table 3 show. Comparison with the previously determined values of z int shows perfect agreement. This is now self-understood: if (t; L) scales, its integral int does as well. Summarizing, it has been con rmed that disordered Ising systems obey dynamic scaling behaviour. In addition, the analysis has shown that the scaling function 0 (x) is highly nontrivial compared to the simple one-exponential form of the pure system. The more disordered the system is the stronger is the curvature of the scaling function. The scaling of (t; L) implies that integrated relaxation times re ect scaling behaviour. However, it is not clear in what way nite-size corrections and crossover e ects which have been shown to be important for the static behavior a ect the dynamical behavior. The constant z= -values indicate a parallel crossover.
To elucidate this point a more re ned analysis of the dynamical crossover has been performed. To this end, the integrated relaxation times (tab. 3) have been plotted in scaling form with the anticipated asymptotic exponent z R = 2:34 of the weak disorder xed point ( g. 11). In close correspondence to the static behaviour 58], g. 11 shows a crossover which governs the whole range of lattice sizes. The weakly disordered systems with p = 0:95 and p = 0:9 approach their asymptotic behaviour at lattice sizes L ' 50. The asymptotic amplitudes A int (p) of int obtained in the limit L ! 1 limit are nonuniversal concentration-dependent quantities. Strongly disordered systems (p = 0:6) have a more extended crossover interval. Even more important is the fact that they cross over to the asymptotic behaviour from smaller amplitudes. This change of slope has already been found in the crossover of static properties 58]. Similiarly, the medium con-centration p = 0:8 which is characterized by an average exponent z int = 2:38 (tab. 3) appears to be free of a crossover. Obviously the slope of the crossover function changes its sign. Therefore, the asymptotic behaviour appears to be reached already for small lattice sizes. This is the reason why e ective exponents like are in accord with weak disorder theory. Our analysis strongly supports the expectation that the asymptotic behaviour is described by the weak disorder xed point for any concentration. Based on the close analogy of the dynamic ( g. 11) and the static crossover 58], we conclude that the true value of z R is quite near to its rst order result z R = 2: 34 90] and clearly larger than the pure model exponent z (2:0 < z < 2:1). However, an approach to the value z = 2:24 determined by Prudnikov and Vakilov 44] in 2-loop calculations is absolutely possible. The correlation function (t; L) is dominated by a multitude of time scales which contribute to its time-dependence (33) . Since (t; L) shows scaling behaviour ( g. 9), the same is true for the spectrum ( ; L) (33) . In contrast to the -like spectrum of pure systems, disordered systems have a rather broad spectrum. It is a very exciting question what the physical origin of this unusual and nontrivial scaling behaviour might be.
Conclusion
We have reviewed the development of vectorizable Monte Carlo algorithms for the Ising model with (local) Metropolis dynamics. The speed of simulation programs has increased both by improvements of the hardware and by clever design of programs in the last 10 years at least by a factor 10. The best algorithm called multi lattice coding algorithm has been described in this review in every detail. The optimal implementation of this algorithm on vector computers has evolved in several steps by contributions of many experienced researchers in this eld. In addition, we have discussed a variant of multi lattice coding to simulate site-disordered Ising models. The detailed description o ers a quick entrance for the beginner to write his own MLC program for his eld of interest. The constraints imposed by pure logic evaluation of the spin ip decision and by vectorization have been discussed in detail and should enable the newcomer to judge whether his problem can be formulated by MLC on a vector computer. We have presented recent applications of high-speed computing. The prob-lem of critical dynamics of the pure Ising model is still open numerically. High-quality investigations using equilibrium and nonequilibrium relaxation have not led to a consensus so far in the sense that the values are larger than expected and the spread of z-values is comparable to the perturbation correction by the renormalization group. In this review we have introduced and presented the method and the results of extensive studies of equilibrium correlation functions. The analysis of exponential and integrated relaxation times as well as a scaling method give identical results for the exponent which is larger than the theoretical value obtained by renormalization group methods. The inclusion of nite size corrections in dynamics decreases the estimate and leads to a value which comes closer to the theoretical one. The in uence of disorder on critical dynamics has been investigated by simulations for the rst time in order to check analytical results obtained by 2-loop order calculations. For a long time it seemed to be hopeless to obtain high quality numerical data because of long relaxation times and con gurational averages over many con gurations. The numerical work reviewed here is the rst precise simulation of critical dynamcis. It has been detected that the dynamic scenario is governed by a large crossover regime with a concentration-dependent exponent z before the asymptotic behavior is reached which should be described by the weak disorder xed point. 
