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Abstract
Subwords are the most widely used output units in end-to-end
speech recognition. They combine the best of two worlds by
modeling the majority of frequent words directly and at the
same time allow open vocabulary speech recognition by back-
ing off to shorter units or characters to construct words unseen
during training. However, mapping text to subwords is ambigu-
ous and often multiple segmentation variants are possible. Yet,
many systems are trained using only the most likely segmenta-
tion. Recent research suggests that sampling subword segmen-
tations during training acts as a regularizer for neural machine
translation and speech recognition models, leading to perfor-
mance improvements. In this work, we conduct a principled in-
vestigation on the regularizing effect of the subword segmenta-
tion sampling method for a streaming end-to-end speech recog-
nition task. In particular, we evaluate the subword regulariza-
tion contribution depending on the size of the training dataset.
Our results suggest that subword regularization provides a con-
sistent improvement of 2 − 8% relative word-error-rate reduc-
tion, even in a large-scale setting with datasets up to a size of
20k hours. Further, we analyze the effect of subword regular-
ization on recognition of unseen words and its implications on
beam diversity.
Index Terms: end-to-end speech recognition, regularization,
subword units
1. Introduction
Open vocabulary Automatic Speech Recognition (ASR) sys-
tems with daily user interactions are constantly challenged by
new words unseen during training. This issue is especially pro-
nounced for end-to-end neural models which only have a loose
decomposition of acoustic and language modeling components
opposed to the hybrid ASR approach. It also makes it hard to
model whole words directly since 1) the English vocabulary,
for example, can exceed hundreds of thousands of words, which
would dramatically increase the network size [1], 2) the training
data is sparse and word frequencies follow Zipfian distribution,
making it difficult to get enough training samples covering each
word, 3) it does not allow for out-of-vocabulary (OOV) words
like named entities. Consequently, the first examples of large
vocabulary end-to-end ASR systems used characters as output
units which in principle allow to emit any word [2, 3] but faced
challenges modeling long-term word dependencies. Subword
units or interchangeably wordpieces are a middle ground be-
tween words and characters. They are currently widely used
to model output units for neural machine translation [4] and
ASR improving performance over models using character out-
put units [5].
Two popular methods inferring wordpiece models: Byte
Pair Encoding (BPE) [6, 7, 4] and a unigram wordpiece lan-
guage model [8]. The BPE algorithm starts with only charac-
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Figure 1: A transcription can be segmented into wordpieces in
multiple ways. In this paper, we investigate how sampling seg-
mentation on-the-fly can improve the accuracy of speech recog-
nition systems.
ters and iteratively merges the two most frequent symbols in the
current vocabulary appearing in the training text corpora. The
algorithm stops when the desired number of merge operations is
reached. Kudo [8] introduced an alternative approach for infer-
ring subword units by training a unigram wordpiece language
model over some initial vocabulary and iteratively filtering out
subwords by leaving only the ones that contribute the most to
the data likelihood.
The mapping from text to a wordpiece segmentation is not
unique, cf. Fig. 1. However, in most works, models are trained
on only a single segmentation. Recent research suggests that
training can be improved by varying the wordpiece segmenta-
tion during training. Kudo [8] introduced subword regulariza-
tion: an approach for sampling wordpiece segmentations using
a unigram language model. The approach has been applied to
neural machine translation and lead to improvements in trans-
lation metrics across several datasets and language pairs. In
another work on neural machine translation, Provilkov et al. [9]
proposed BPE-Dropout, a method for sampling wordpiece seg-
mentations from a BPE model. Similar to subword regulariza-
tion, BPE-Dropout has been shown to improve the BLEU score
by 3 points relative to the unregularized model and 0.9 BLUE
points compared to the subword regularization.
In the context of ASR, subword regularization has only
been employed in a few recent publications. Hannun et al. [10]
obtained a 4% relative Word Error Rate (WER) reduction on
LibriSpeech by sampling segmentations on word-level with a
Listen-Attend-Spell (LAS) model. Drexler et al. [11] investi-
gated subword regularization on two end-to-end ASR models:
Connectionist Temporal Classification (CTC) [12] and LAS.
Their results presented a 3 − 7% relative WER improvement
on the small-scale WSJ dataset (50 hours) but experiments with
subword regularization on the larger LibriSpeech dataset (thou-
sand hours) did not yield improvements.
To the best of our knowledge, all the published experimen-
tal results evaluating subword regularization on speech recogni-
tion tasks were obtained on relatively small data and it remains
unknown if this technique scales to larger datasets. At the same
time, there is also a lack of analysis on the effect of subword
regularization on the ASR model, especially how it affects the
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Figure 2: A schematic representation of the Recurrent Neural
Network Transducer (RNN-T) architecture and its main compo-
nents. yj−1 is an wordpiece at the j-1 output sequence position,
xt is acoustic feature at the timestep t, and p(yj+1|x1:t, y1:j)
is a probability distribution over the next output wordpiece.
recognition performance of unseen words during inference but
also how it degrades the diversity during beam-search as dif-
ferent beams might just be different segmentations of the same
hypothesis.
In this work, we attempt to fill this gap and present a
study on how subword regularization impacts the accuracy of
a streaming end-to-end ASR system. We probe how sensitive is
the method towards the output vocabulary size (e.g. total num-
ber of wordpieces). Also, we formulate a hypothesis that ex-
ploring multiple segmentations during training is beneficial for
unseen words modeling. To verify our hypotheses, we conduct
multiple experiments on datasets with different sizes and types:
close-talk and far-field speech. Our results suggest that sub-
word regularization method is effective for dataset sizes up-to
twenty thousand hours and that the method improves the ability
of end-to-end models to emit words unseen in training.
Our contribution is two-fold: 1) we conduct experi-
ments evaluating the scalability of subword regularization given
datasets of different size 2) we analyze the changes of the
model’s behavior when trained with subword regularization:
namely beam decoding diversity, oracle word error rate and the
ability to hypothesize unseen words.
2. Model
In this work, we employ the RNN-T architecture [13, 5], which
is a popular model for end-to-end streaming ASR [14, 15, 16].
The RNN-T model defines the conditional probability distribu-
tion of an output label sequence y = (y1, . . . , yU ) given a se-
quence of feature vectors x = (x1, . . . , xT ).
The model consists of three parts: an encoder, a prediction
network, and a joint network. The encoder maps the feature
vectors (x1, . . . , xt) observed until timestep t to high-level fea-
ture representation, analogous to the acoustic model in hybrid
ASR approach:
henct = LSTM(xt) . (1)
The prediction network acts like a language model: it gets
as an input an output label sequence (y1, . . . , yj) and outputs a
fixed-length vector representations encoding information about
the next possible output (see Eq. 2):
hdecj =
{
LSTM(yj−1) (i)
LSTM(yˆj−1) (ii)
, (2)
where (i) is used during training and conditions on the ground
truth previous output label (teacher-forcing) and (ii) is used
during inference where we use the hypothesized previous out-
put label yˆj−1.
The joint network is a function combining transcription and
prediction network representations. The common choice is a
single layer feedforward network followed by a non-linearity:
Fjoint
(
henct , h
dec
j
)
= tanh(Whenct + V h
dec
j + b) . (3)
Finally, the conditional distribution of a next output label
given the observed feature vectors and output labels is obtained
by a projection to the vocabulary size and the application of
softmax:
p(yj+1|x1, . . . , xt, y1, . . . , yj) =
softmax
(
W ′ Fjoint
(
henct , h
dec
j
)
+ b′
)
.
(4)
RNN-T is typically trained to maximize the log-likelihood
of the training data. In ASR, a training example is a pair of
an acoustic feature sequence x = (x1, . . . , xT ) and a corre-
sponding word sequence w = (w1, . . . , wN ). In this work, we
assume that the output labels of the RNN-T system are word-
pieces. Usually, only a single wordpiece segmentation corre-
sponding to the word sequence is considered in training, e.g.
the longest match for the BPE model or the most likely one
with a unigram wordpiece model. We denote this mapping of a
word sequence to its first best subword segmentation as σ1best.
The training objective function is then
L(θ) = E(x,w)∼Pdata
y=σ1best(w)
logP (y|x; θ) . (5)
Computation of the log-likelihood requires marginalizing over
all possible alignments, which can be carried out by introducing
a special blank output symbol and efficiently using the forward-
backward algorithm [13]. Since the objective function is com-
posed of differentiable functions, the ASR system can be trained
end-to-end maximizing L.
3. Subword Regularization
The idea of subword regularization is to define a probability
distribution P (y|w) over the wordpiece segmentations corre-
sponding to a word sequence w. In the objective function
with subword regularization, the conditional log-likelihood of
a training example is replaced by an expectation w.r.t. the dis-
tribution over all segmentations:
L(θ) = E(x,w)∼Pdata Ey∼P (y|w) logP (y|x; θ) . (6)
Following Kudo [8], we define P (y|w) using a wordpiece un-
igram language model. Typically, the segmentations are re-
stricted to an N -best list. Further, the wordpiece distribution
can be smoothed or sharpened using a temperature parameter α:
Pα,N (y|w) =
{
P (y|w)α/Z(w) , if y in N -best
0 , else
, (7)
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Figure 3: Expected numbers of edits per wordpiece for different
number of N best segmentations depending on α. The black
dashed lines indicates our chosen operating point which has a
26% chance of an edit for a single wordpiece.
where Z(w) is the normalization constant. When α = 0, seg-
mentations are sampled from the uniform distribution. In the
case of α = ∞, the distribution is a delta-function peaked at
the most probable segmentation.
Exact computation of the expectation Ey∼P (y|w) is in-
tractable, because the number of valid segmentations increases
exponentially with the length of the word sequence. Instead, the
marginalization is included in the stochastic optimization of the
objective function, i.e. for every mini-batch we draw a single
segmentation y from P (y|w).
4. Experiments
4.1. Data
We evaluate subword regularization on two datasets: an in-
house collection of real recordings of natural human interac-
tions with voice-controlled far-field devices and the publicly
available LibriSpeech corpus. Our focus is on the far-field
speech recognition task.
For the far-field recognition task, we perform experiments
on subsets with 2.4k, 5k, 10k, and 20k hours of transcribed au-
dio data. Models are evaluated on two different test sets: GEN-
ERAL - a general test set following the same distribution as the
training data (247k utterances), and RARE - a sample of utter-
ances containing rare words (52k utterances).
The LibriSpeech corpus [17] consists of 960 hours of En-
glish read speech. Models are evaluated on two test sets: test-
clean and test-other.
4.2. Experimental setup
Our RNN-T model consists of a five-layer LSTM encoder [18]
with 1,024 units each and a two-layer LSTM prediction net-
work with the same number of units. We use the Adam opti-
mizer [19] with a warm-up, hold, and exponential learning rate
decay policy and a mini-batch size of 1,536. We extract 64-
dimensional Log-Mel-Frequency features with a filterbank size
of 64 every 10ms from the input speech signal. Three consec-
utive frames are stacked, resulting in a 192-dimensional feature
vector, which is used as input to the encoder. If not mentioned
otherwise, we use an output vocabulary of 4,000 wordpieces.
SpecAugment [20] data augmentation is performed on the un-
stacked features during training. In our experiments on the far-
field dataset, we apply two frequency masks with a maximum
size of 24 and one time mask with a maximum adaptive size
of ten percent of the utterance length. In our LibriSpeech ex-
periments, we use the LibriFullAdapt augmentation policy pro-
posed in [21]. In all our experiments with subword regular-
ization, we used α = 0.25 and N = 200 sampling parameters
(Eq. 7). Figure 3 illustrates the normalized average edit distance
between the sampled output and the most likely segmentation
with different values for α and N . With our settings, roughly
every forth subword is changed.
All results are obtained with a pure RNN-T system without
shallow fusion, language model rescoring, or context biasing as
would be used in a production setup. We report results with
beam search decoding with a beam width of 16.
4.3. Results
In this section, we present results on the far-field and the Lib-
riSpeech dataset. In addition to overall results, we measure the
effect of subword regularization when varying the number of
wordpieces.
Firstly, we evaluate subword regularization on four subsets
of the far-field task with 2.4k, 5k, 10k, and 20k hours of train-
ing data. The results are summarized in Table 1. Subword reg-
ularization consistently improves WER for the general test set
and the rare word test set. The gains are largest for the smaller
datasets with up to 8% rel. WER, but even with 20k hours we
still observe a two percent relative WER improvement. Our
LibriSpeech experiments are presented in Table 2. For ref-
erence, the table provides another result with RNN-T on Lib-
riSpeech. We observe a 2.3% and 1.3% relative WER improve-
ment on test-clean and test-other splits.
To measure the sensitivity of subword regularization to the
size of the wordpiece vocabulary, we conduct trainings with the
output size of 2.5k, 4k, and 10k wordpieces. The results in
Table 3 show that the improvement is largely independent of
the vocabulary size.
Table 1: Relative Word Error Rate (WERR) reductions with re-
spect to the 2.4khrs model trained without subword regulariza-
tion on the GENERAL and RARE test sets. We set WER to 1.0
for the baseline model performance as a reference (trained on
2.4k hours of data with 4k wordpieces). Four experiments were
conducted with 2.4k, 5k, 10k, and 20k training subsets of Alexa
data. Relative Word Error Reduction (%) due to subword regu-
larization is reported in parentheses.
Experiment GENERAL RARE
2.4khrs 1.00 2.16
+subword reg. 0.939 (6.1%) 2.03 (6.3%)
5khrs 0.893 1.94
+subword reg. 0.817 (8.43%) 1.77 (8.5%)
10khrs 0.743 1.63
+subword reg. 0.711 (4.29%) 1.57 (3.75%)
20khrs 0.653 1.41
+subword reg. 0.641 (1.85%) 1.38 (1.85%)
Table 2: Results with RNN-T models on LibriSpeech test-clean
and test-other splits. Numbers in parenthesis are n-best WERs.
WER [%]
Experiment test-clean test-other
Yeh et al. [16] 12.31 23.16
Our RNN-T 8.16 (4.40) 20.22 (14.67)
+subword reg. 7.97 (4.63) 19.94 (14.81)
Table 3: WERR reductions of the models with 2.5k, 4k, and
10k wordpiece vocabulary size and subword regularization with
respect to the baseline model without subword regularization
(trained on 2.4khrs with 4k wordpieces).
Experiment GENERAL RARE
2.4khrs (4k wp) 1.0 2.16
+ subword reg. 0.939 (6.1%) 2.03 (6.3%)
2.4khrs (2.5k wp) 1.05 2.16
+ subword reg. 0.99 (5.8%) 2.04 (5.7%)
2.4khrs (10k wp). 1.03 2.17
+ subword reg. 0.97 (6.2%) 2.03 (6.3%%)
5. Analysis
5.1. Modeling unseen words
Even though our subword-based ASR system is open vocabu-
lary, we expect a lower accuracy for words that haven’t been
present in the audio training data. The model hasn’t observed
the pronunciation of the full word and, in general, will assign
a low probability for unseen combinations of subword units.
This is a particularly important problem for end-to-end ASR
systems in comparison to HMM-based ASR systems as pronun-
ciations cannot be inferred from a lexicon. Further, the end-to-
end system doesn’t make use of text training data, which could
be beneficial to infer the language model context for unseen
words. Even though it is in principle possible to apply a lan-
guage model using shallow fusion, its effectiveness is limited
because the acoustic and language model are not fully decou-
pled in RNN-T.
The model trained with subword regularization is exposed
to a larger variety of wordpiece sequences. Hence, we hypoth-
esize that the ASR model is more capable of producing words
unseen during training. We verify this by analyzing the decod-
ing results of models trained with and without subword regular-
ization on the rare word test set of the far-field task. This has
a relatively large fraction of unseen words (1.93%, 1.27%, and
0.85% overall for 5k, 10k, and 20k experiments correspond-
ingly).
In the analysis, we compute precision, recall, and F-score
metrics by treating unseen word detection as a binary classifi-
cation problem. We calculate how many times the model emits
a correct (true positive, tp) or incorrect (false positive, fp) un-
seen word on the test set, and the number of times the model
does not emit the correct unseen word (false negative, fn). We
calculate precision tp/(tp + fp), recall tp/(tp + fn) and F-
score
(
2 ∗ precision∗recall
precision+recall
)
metrics to evaluate the unseen word
recognition performance. The results are shown in Table 4. We
observe gains in unseen word recognition with subword regu-
larization across all metrics. The overall F-score improvement
ranges from 9% to 28%. As expected, the largest gains are ob-
tained on the smallest dataset.
Table 4: Precision, Recall and F-score of unseen word recogni-
tion with 5k, 10k, and 20k hour training datasets.
Model Precision Recall F-score
5khrs 0.06 0.09 0.07
5khrs + sampling 0.07 0.12 0.09 (+28.5%)
10khrs 0.07 0.12 0.08
10khrs + sampling 0.08 0.14 0.10 (+25.0%)
20khrs 0.09 0.15 0.11
20khrs + sampling 0.09 0.18 0.12 (+9%)
Our hypothesis on why the subword regularization is effec-
tive for modeling unseen words is that it shifts the label distri-
bution such that smaller wordpiece units such characters appear
more often during training. To verify this, we compute frequen-
cies of each wordpiece emitted decoding the RARE words test
set and group them by length. The only significant change we
note for models with subword regularization is the increase of
single character wordpieces usage frequency by 24% and 17%
for 10k and 20k experiments. This result can be expected as
even not all wordpieces with the length of two are present in the
output vocabulary, which makes characters the only choice for
the model to emit an unseen word correctly.
5.2. N-best WER and beam diversity
In our experiments, we observed that the n-best WER does not
improve in contrast to the first best WER as a side effect of sub-
word regularization. We analyzed the hypotheses in the decod-
ing beam and discovered that there is a significant amount of du-
plicate hypotheses. For example, for the 10khrs, 20khrs experi-
ments without sampling, there are on average 97.5% and 96.8%
unique hypotheses in the 16-best beam respectively, while for
the models with subword regularization the ratio of unique hy-
potheses drops to 56.9% and 54.8%. This directly translates
to a degradation in the n-best WER which degrades by 9.6%
and 14.0% rel. WER for 10khrs and 20khrs experiments, even
though the first best WER improves. We observe a similar
change in our LibriSpeech experiments: with subword regu-
larization, the ratio of unique hypotheses on test-clean reduces
from 94% to 71.3%. This behavior is expected for the default
beam decoding implementation as the model with subword reg-
ularization is trained to explore alternative segmentations and
therefore assigns a more balanced probability mass to segmen-
tations corresponding to the same word sequence.
6. Conclusions
We presented a study on subword regularization applied to
streaming end-to-end ASR. Our results suggest that sampling
wordpiece segmentations on-the-fly during training improves
word error rate across several setups and dataset sizes from 1k
to 20k hours. We demonstrate that subword regularization im-
proves recognition accuracy of unseen words which is driven by
the enhanced ability of an ASR model to utilize character units.
We leave for a future work an investigation of changes to
the beam decoding required to utilize the potential of subword
regularization. As we observed that almost 50% of hypotheses
in the final beam are non-unique which impacts oracle WER
which limits improvements from rescoring methods. Also, we
plan to investigate combining several segmentations of an utter-
ance transcription in the loss function to get a better estimation
of the probability of a word sequences given the acoustic input.
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