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Speeding up the dynamics of a quantum
system is of paramount importance for
quantum technologies. However, in finite
dimensions and without full knowledge of
the details of the system, it is easily shown
to be impossible. In contrast we show that
continuous variable systems described by a
certain class of quadratic Hamiltonians can
be sped up without such detailed knowl-
edge. We call the resultant procedure
Hamiltonian amplification (HA). The HA
method relies on the application of local
squeezing operations allowing for amplify-
ing even unknown or noisy couplings and
frequencies by acting on individual modes.
Furthermore, we show how to combine HA
with dynamical decoupling to achieve am-
plified Hamiltonians that are free from en-
vironmental noise. Finally, we illustrate a
significant reduction in gate times of cav-
ity resonator qubits as one potential use of
HA.
1 Introduction
Strong interactions between the components of
a quantum device are crucial for maintaining
the quantum effects relevant for quantum in-
formation processing. For instance, the gener-
ation of entanglement between system compo-
nents [1, 2], the implementation of multi-qubit
gates [3, 4, 5], and, in general, coherent interac-
tions used in quantum metrology and quantum
sensors [6, 7], all rely on sufficiently strong cou-
plings. Furthermore, the speed at which a quan-
tum system can evolve towards a desired tar-
get is inherently limited by the strength of the
underlying Hamiltonian which governs the evo-









Figure 1: The paper introduces Hamiltonian Amplifica-
tion (HA) that allows for amplifying an unknown Hamil-
tonian H0 by an amount λ > 1. While HA is impossible
in finite dimensional systems, we show that some infinite
dimensional system (Eq. (2)) can be amplified through
rapidly applied local parametric controls. In contrast,
for some infinite dimensional systems the opposite, i.e.,
Dynamical Decoupling (DD) that achieves averaging out
Hamiltonians, is impossible [11], while for finite dimen-
sional systems DD can always succeed [12]. However,
for infinite dimensional systems DD can be used to sup-
press certain interactions. Thus, we show that HA can
be combined with DD to enhance desired evolutions and
simultaneously fight decoherence.
how such couplings/processes can be amplified is
therefore highly desirable. As schematically sum-
marized in Fig. 1, while Dynamical Decoupling
(DD) achieves the opposite by suppressing un-
known couplings/processes through rapidly ap-
plied controls [10, 11, 12], here we propose an
amplification procedure referred to as Hamilto-
nian amplification (HA). In particular, we show
that through rapidly applying parametric con-
trols, even unknown parameters of an important
class of quadratic Hamiltonians (see. Eq. (2))
can generically be enhanced. Consequently, by
combining HA and (partial) DD, system param-
eters can selectively be amplified and unwanted
interactions, for instance with the environment,
are simultaneously suppressed, thereby opening
up a path for the manipulation of quantum sys-
tems in ways that were commonly thought to be
impossible.
Given a time independent Hamiltonian H0, our
























goal is to turn the natural evolution exp(−iH0t)
into an accelerated evolution exp(−iλH0t), λ >
1, by adding a suitable control Hamiltonian Hc(t)
that induces a speed-up of the system’s evolution.
If we know H0 and have full control over the sys-
tem, this can be trivially achieved by choosing
Hc(t) = Hc = (λ−1)H0. But the realistic case of
interest arises if some parameters of the Hamil-
tonian are unknown or if we have only partial
control of the system. If the speed-up can be
achieved under these conditions, a physical effect
observed at a time t can then be observed at a
shorter time t/λ without knowing the details of
the system. For example, a particularly impor-
tant goal would be amplification of the (possibly
uncertain) interaction strength between qubits by
local controls only.
While in finite dimensions such amplification
is generally not possible with either unknown pa-
rameters or partial control (as a consequence of
norm preservation [13]) we show, surprisingly,
that both limitations can be overcome in some
infinite-dimensional systems by parametrically
driving the system components.
Unlike other protocols recently developed for
superconducting circuits and opto-mechanics [14,
15, 16] that suffer from also increasing the interac-
tions with the environment [17], HA provides here
a general framework that goes beyond a particu-
lar implementation, and combined with DD can
avoid this drawback.
2 Amplifying quadratic Hamiltonians
Consider a quantum system described by a
Hamiltonian H0 that is driven by means of an
external, possibly time dependent, control Hamil-
tonian Hc(t) so that the total Hamiltonian gov-
erning the system’s evolution reads H(t) = H0 +
Hc(t). Analogous to DD [12], in order to intro-
duce HA we separate the total evolution into that
of the controller alone Uc(t) and its action on
H0. The total evolution is then given by U(t) =
Uc(t)Ũ(t) where the evolution in the frame ro-
tating with Uc(t) reads Ũ(t) = exp(−itH̄(t))
where H̄(t) is given by the Magnus expansion
[12, 18]. The goal of HA is to find controls so that
H̄(t) = λH0, λ > 1, for all t. As proven in Ap-
pendix A, this is impossible for finite dimensional
systems. Note, however, that DD, i.e., λ = 0 for
traceless H0, can always be achieved when the
system is finite dimensional [10]. The situation
changes when continuous variable systems, such
as quantum harmonic oscillators, living in an infi-
nite dimensional space, are considered. Here DD
does not always work [11], while, as we show be-
low, HA is possible.
In order to introduce the concept, we start
by considering the evolution of a quantum har-
monic oscillator with frequency ω described by
the Hamiltonian H0 = ω2 (x
2 + p2) where x
and p are the canonical position and momen-
tum operators, respectively. We begin by con-
sidering bang-bang type controls that corre-
spond to delta-function like pulses implement-
ing, at time intervals ∆t = t2n , the squeez-
ing operations S(±) = exp[±i r2(xp + px)] where
r is the squeezing parameter. The canonical
operators transform under squeezing according
to S(±)†xS(±) = exp(∓r)x and S(±)†pS(±) =
exp(±r)p. Thus, if we alternate between S(+)










e−i cosh(2r)H0t, which becomes exact in the limit of
rapid squeezing, i.e, ∆t→ 0, n→∞ with t fixed.
Consequently the operations V = {S(±)} amplify
the harmonic oscillator by a factor λ = cosh(2r).
The physics behind the amplification may be
readily understood: squeezing in the x-direction
maps the operator x onto e−rx, while squeezing
in p-direction maps x onto erx. In the case of very
fast alternation, the operator is effectively aver-
aged into cosh(r)x and thus amplified by a factor
cosh(r), and the same applies to any other phase-
space quadrature. For the operators x2 and p2,
the same reasoning leads to an amplification by
cosh(2r). We now generalize this idea to more
complex continuous-variable systems.
Consider again bang-bang controls that instan-
taneously implement a set of (Gaussian) unitary




† exp(−iH0 t|V |n)v, where H0 is a
quadratic Hamiltonian [19, 20] of a system of
continuous variables (see below for details) and
we denote by |V | the number of elements in V .
Since quadratic Hamiltonians can be represented
by matrices, the map Λt/n converges and in the
limit we have limn→∞ Λnt/n = exp(−itM(H0))
where the dynamics is governed by the average








Amost natural class of continuous-variable sys-
tems to consider is described by quadratic Hamil-




(ω(x)i,j xixj + ω
(p)
i,j pipj), (2)
which typically serve as a model for a wide range
of quantum-optical and opto-mechanical systems
[21] consisting of N linearly interacting quantum
harmonic oscillators, where ω(x)i,j and ω
(p)
i,j deter-
mine the frequencies (i = j) and coupling con-
stants (i 6= j). Now, assume that the dynam-





i , is a product of local squeez-
ing operations S(±)i in xi and pi direction of the
ith oscillator. We find M(H0) = cosh(2r)H0
for all Hamiltonians of the form (2), conclud-
ing that through local squeezing operations any
quadratic Hamiltonian (2) can be amplified by a
factor cosh(2r) without knowledge of the frequen-
cies and coupling constants present in H0. Thus,
contrary to the case of finite-dimensional systems,
coupling strengths and frequencies can be ampli-
fied through local unitary operations. We remark
here that for two linearly interacting harmonic
oscillators the coupling can also be enhanced by
acting on a single oscillator alone. This could be
of particular importance for amplifying the en-
tanglement creation between a light mode and a
mechanical oscillator in an optomechanical sys-
tem [2, 22].
The quadratic Hamiltonian (2) dif-
fers from a generic quadratic Hamiltonian
H = 12
∑
i,j Ai,jRiRj where A is a real
and symmetric 2N × 2N matrix and the
canonical operators constitute the vector
R = (x1, p1, · · · , xN , pN ) [20], only by single-
mode and two-mode squeezing terms ∝ xipj ,
which we collect to form the Hamiltonian H1.
Such terms are left invariant by squeezing the
oscillator in x and p directions and thus, a
generic quadratic Hamiltonian H = H0 + H1 is
transformed under amplification through {S(±)}
according to M(H) = cosh(2r)H0 + H1. We see
that if the actual system under consideration
deviates from the quadratic Hamiltonian (2)
by the presence of two-mode squeezing terms,
such terms become negligible when the system
is sufficiently amplified. We further remark
that two-mode squeezing terms can be amplified
by locally squeezing around different angles.
However, we did not find a procedure yet that
amplifies generic quadratic Hamiltonians.
The HA procedure above assumed that the
squeezing operations were implemented instanta-
neously and alternating infinitely fast. The per-
formance of the protocol is now considered under
more realistic conditions. The error ε that is in-
duced for finite n, i.e. for a finite waiting time
∆t, can be upper-bounded by using well-known
bounds for the Trotter sequence [23] and exploit-
ing the symplectic representation of quadratic
Hamiltonians [19, 20]. That is, the time evolu-
tion U = exp(−iH0t) of a quadratic Hamiltonian
H0 is represented by a symplectic transformation
exp(−tAΩ) ∈ Sp(2N,R) where Ω is the symplec-
tic form. Using the symplectic representation of
Λt/n and M(H0), with further details found in










where the error was evaluated using the Hilbert-
Schmidt norm difference of the symplectic ma-
trices and ωmax = maxi,j{|ω(x)i,j |, |ω
(p)
i,j |} is the
highest frequency/coupling constant present in
the amplified Hamiltonian1. While HA is about
transforming Hamiltonians rather than preparing
states, in Appendix D we also investigate an ex-
ample of the “Gaussian” fidelity error [27] to speed
up the preparation of Gaussian states using HA.
Instead of using instantaneous bang-bang oper-
ations, we now turn to amplification using smooth
pulses with a finite amplitude. A time-dependent
squeezing parameter r(t) is considered such that
the Hamiltonian of the controller reads Hc(t) =
r(t)
∑N
j=1(xjpj + pjxj). We take a periodic con-
troller Uc(t + 2n∆t) = Uc(t) for n ∈ N so that
the time evolution at times t = n2∆t in the
1While the Hilbert-Schmidt norm difference ε of sym-
plectic matrices is typically used as a distance measure for
(quadratic) continuous variable control systems (see e.g.,
[24, 25]), we remark here that it is not an operational fi-
delity measure. However, in the spirit of [26], ε can be
made operational if one imposes energy constraints on the
system Hamiltonian H by, for instance, considering only
Gaussian states for which the expectation of H is upper
bounded by a predefined value.
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presence of H0 is given by the unitary trans-
formation U(t) = exp(−2in∆tH̄). Instead of
modifying the dynamics with instantaneous uni-
tary operations S(±) applied in cycles of duration
2∆t, we now change the dynamics smoothly, such
that for small ∆t the dynamics is effectively gov-
erned by the 1st order term of the Magnus ex-





is the continuous equivalent to the map (1). The
higher-order terms of the Magnus expansion in-
troduce errors which can be neglected if ∆t is suf-
ficiently small. As an example, with details found





yields H̄(0) = λH0 with λ = I0(K) being the
modified Bessel function of the first kind. Here,
the amount of amplification is chosen by the con-
stant K, which, together with the frequency of
the pulse ∝ ∆t−1, determines the pulse ampli-
tude. We remark that for ∆t → 0, which yields
perfect amplification, the pulse amplitude as well
as its frequency becomes infinitely large, thus ap-
proaching an infinitely fast bang-bang type con-
trol. However, we further show in Appendix C
that a large class of pulses exist that amplify the
1st order and simultaneously suppress the 2nd or-
der of the Magnus expansion. Such pulses can be
more effective in achieving HA, which was con-
firmed by numerical simulations. Furthermore, a
detailed analysis in Appendix D of the efficiency
of imperfect controls upon amplification indicates
that errors in the amplification pulses enter for
sufficiently small ∆t linearly in the amplification
process.
3 Amplification and Decoupling
While the system parameters are amplified, pos-
sibly unwanted couplings with the environment
are amplified too. However, we now show how
HA can be combined with some form of DD so
that interactions with the environment are sup-
pressed while system parameters are amplified,
thereby achieving amplification that is free from
environmental noise.
As shown in [11], it is not possible to aver-
age generic quadratic Hamiltonians to zero (or
to multiples of the identity) through rapidly ap-
plied unitary operations (i.e., DD in the sense
introduced before). However, parts of the Hamil-
tonian, such as interactions quadratic in the
quadrature operators, can be suppressed [11, 28].
In general, in the limit of infinitely fast opera-
tions the dynamics is governed by a map M (DD)
of the form (1), where the decoupling set V (DD)
consists of unitary transformations that allow
for suppressing the unwanted interactions. Con-
sider a continuous-variable system S that inter-
acts with another continuous-variable system E
in a linear way described by the total Hamilto-
nian H = HS + HE + HSE where HS , HE are





i,j xixj + ω
(p)
i,j pipj) describes
the interaction, assuming that all Hamiltonians
are of the form (2). The dynamics of system S
can always be decoupled from E using the oper-





i +p2i )) is a product of local rota-
tions of the system oscillators [11, 28]. The opera-
tionRS(π) inverts the sign in front ofHSE so that
the interaction between S and E is suppressed by
acting on S alone, i.e., M (DD)S (H) = HS + HE .
In contrast to finite-dimensional systems, the dy-
namics of S remains invariant under the decou-
pling map M (DD)S , which is the attractive feature
of why DD and HA can be combined.
Let M (HA)S be the map that amplifies system
S by a factor cosh(2r) through the set of oper-
ation V (HA)S = {S
(±)







so that M (HA)S (HS) = cosh(2r)HS , noting that
any linear interaction with E is amplified too,
i.e, M (HA)S (HSE) = cosh(r)HSE . However,
through concatenating both maps GS ≡M (HA)S ◦
M
(DD)
S we see that GS(H) = cosh(2r)HS +
HE . Thus, system S becomes simultane-
ously amplified and decoupled from the environ-




that achieves amplification and decoupling is







S } applied only
on S. Thus, through alternating between squeez-
ing and rotating the system oscillators, the inter-
action with another system is suppressed and the
system of interest is amplified, noting that DD
can also be achieved using smooth pulses [11].
4 Amplification of qubit interactions
The proposed HA only works in an infinite-
dimensional setting. However, finite-dimensional
systems, such as qubits, can be coupled through
the interaction with a quantum harmonic oscilla-
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tor such that an effective qubit-qubit interaction
is obtained [29, 30, 31, 32, 33, 34]. If the orig-
inal couplings between the qubits and the oscil-
lator can be amplified, so can the effective cou-
pling strength between the qubits. For instance,
for circuit QED systems [29, 30, 31] it was re-
cently shown that the interaction strength be-
tween a charge qubit and a resonator mode is en-
hanced in the regime where the resonator mode is
strongly squeezed [14]. However, strongly squeez-
ing the resonator mode is experimentally chal-
lenging. In contrast, using HA to amplify the
qubit-resonator coupling has the advantage that
operating in the strong squeezing regime is not re-
quired. Instead, the qubit-resonator coupling is
enhanced by rapidly alternating between squeez-
ing the resonator mode along different directions.
The interaction between a resonator mode and
two charge qubits can be described by a Jaynes-
Cummings type HamiltonianH0 = Hr+Hq+Hint







the free Hamiltonians of the resonator mode and






†) describes the interaction. If
one assumes that the oscillator is initially pre-
pared close to the vacuum state and the qubits
are strongly detuned from the resonator fre-
quency, ∆j = |ωj − ωr|  gj , the oscillator de-
grees of freedom can be eliminated so that be-
tween the qubits an effective exchange interac-






− ) is induced. For
simplicity, we assume that ω = ωj and g = gj
for j = 1, 2, so that the interaction strength is
given by Ω = g
2
∆ . For t =
π
2Ω such a Hamiltonian
implements a SWAP gate. Since the bosonic an-
nihilation operator transforms under the squeez-
ing operation S(±) according to S(±)†aS(±) =
a cosh(r)∓a† sinh(r) we find for the Jaynes Cum-
mings Hamiltonian M(H0) = Hq + cosh(2r)Hr +
cosh(r)Hint . Thus, in the limit of squeezing the
oscillator infinitely fast, the qubit-qubit interac-






so that the time to implement a SWAP gate is
reduced to tswap(r) = π2Ωamp(r) . However, the
effective qubit-qubit interaction strength cannot
be arbitrarily enhanced, since for large squeezing
















Figure 2: Probability of swapping the states of two
qubits (colormap) that interact via a quantum harmonic
oscillator as a function of the amount r the oscillator
is rapidly squeezed and the total evolution time t. The
time to swap the state (dashed black curve) is deter-
mined by the amplified frequency (4) with parameters
ωr/2π = 2.5GHz, ω/2π = 15GHz, g/2π = 50MHz,
taken in the range of a typical circuit QED setup [31].
tends to g
2
2ωr , as a consequence of the effect of the
squeezing on the oscillator frequency as well as
on the couplings2. However, numerical investiga-
tions indicate that for finite squeezing a signifi-
cant speed-up can be achieved.
Based on the full Jaynes-Cummings Hamilto-
nian, we numerically studied excitation transfer
from one qubit to another, using bang-bang am-
plification. The qubits were initially prepared in
a product state consisting of one up and one down
eigenstate of σz and the colormap of Fig. 2 shows
the probability for swapping the qubit states as a
function of the evolution time t and the squeezing
parameter r. The parameters can be found in the
caption of Fig. 2. We see that the oscillations are
accelerated by increasing the amount of squeez-
ing. According to tswap(r) shown as the black
dashed line, the time to swap the qubit states is
significantly reduced. Unfortunately, in order to
achieve such an improvement for the chosen pa-
rameters ∆t ≈ 1ps. However, the better perfor-
mance for the case when bounded smooth con-
2We remark here that in the regime in which the res-
onator mode is rapidely squeezed along x and p such that
the dynamics is effectively governed by M(H0), the ini-
tial state of the resonator mode is not changed. Thus,
as long as the condition |ω − cosh(2r)ωr|  cosh(r)g is
satisfied to eliminate the resonator mode in the presence
of HA, then independently of how strong the resonator is
squeezed an effective two qubit interaction determined by
(4) is obtained.
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trols are used suggests that more sophisticated
shaped pulses could lead to an efficient amplifi-
cation of qubit interactions. Moreover, by com-
bining HA with DD, obtained by additionally
applying R(π) on the oscillator and σz on the
qubits such that the Jaynes-Cummings interac-
tions stays invariant while interactions with the
environment are suppressed, gates can be imple-
mented faster and at the same time decoherence
is reduced.
5 Conclusions
As indicated in Fig. 1, every (traceless) Hamilto-
nian describing a finite-dimensional quantum sys-
tem can be averaged to zero using a decoupling se-
quence. However, in finite dimensions the Hamil-
tonian cannot be amplified. In contrast, some
infinite-dimensional systems cannot be averaged
out, whereas, as we have shown, some infinite-
dimensional systems can be amplified. This ob-
servation has formed the basis of Hamiltonian
Amplification introduced here and proven to be
applicable to a broad class of continuouts-variable
systems through local squeezing operations even
without full knowledge of, or full control over,
the parameters present in the Hamiltonian. We
showed how Hamiltonian Amplification can be
combined with Dynamical Decoupling, which al-
lows for simultaneously amplifying the system pa-
rameters and suppressing unwanted interactions.
We further illustrated Hamiltonian Amplification
in a hybrid system to speed up the implementa-
tion of quantum logic gates, thereby showing the
broad scope of the proposed scheme in manipu-
lating time scales of quantum systems. By ampli-
fying/suppressing the relevant coupling and fre-
quency components, we believe that the scheme
opens up new prospects for a wide range of ar-
eas [7, 2, 22, 35, 36, 37, 38]. We further note
that the simplest form of HA was recently demon-
strated in a trapped-ion experiment by ampli-
fying the position operator through alternating
between squeezing and anti-squeezing, indicating
that HA is feasible with current technology [39].
There is certainly room for more sophisti-
cated pulse sequences, possibly obtained from
well-known methods used in dynamical decou-
pling [40, 41, 42, 43] and optimal control the-
ory [44], that would allow for even more efficient
and robust amplification. Furthermore, in this
work Hamiltonian Amplification was introduced
for quadratic Hamlitonians but the observation
that M (HA)(xn + pn) = cosh(nr)(xn + pn) with
n being an integer suggest that some non-linear
terms can be amplified too, which will be inves-
tigated in future work.
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Appendix
A No amplification of bounded Hamiltonians
The proof that finite dimensional quantum systems cannot be amplified follows directly from results
obtained in [13]. We consider a finite dimensional quantum system whose total Hamiltonian is given
by H(t) = H0 +Hc(t), where H0 is the Hamiltonian that we want to amplify by a coherent controller
described by the Hamiltonian Hc(t). The total evolution U(t) = Uc(t)Ũ(t) can be separated into
the evolution of the controller alone Uc(t) = T exp(−i
∫ t
0 Hc(t′)dt′) and its action on H0 given by




c (t′)H0Uc(t′)dt′) = exp(−itH̄(t)) where H̄(t) is given by the Magnus expansion.





†(t′)U †c (t′)H0Uc(t′)W (t′)dt′, we have that for any unitarily invariant norm ‖H̄(t)‖ ≤ ‖H0‖ for
all t, which implies that Hamiltonian Amplification is not possible for finite dimensional systems.
Note, however, that the proof becomes meaningless when infinite dimensional systems described by
unbounded operators are considered, as then the norms are not defined.
B Derivation of the error bound
In order to bound the error for obtaining an evolution that is generated by the amplified Hamiltonian
M(H0) = 12(S
(+)†H0S(+) + S(−)†H0S(−)) = cosh(2r)H0, valid for any quadratic Hamiltonian of the
form given in Eq. (2) of the main body of the manuscript, we use the symplectic representation of
quadratic Hamiltonians. That is, the unitary time evolution U = e−iH0t is represented by a symplectic
matrix e−A0Ωt ∈ Sp(2N,R) where A0 ∈ R2N×2N is a symmetric matrix and Ω is the symplectic
form. If we denote by A(±) the to S(±)†H0S(±) corresponding real and symmetric matrices such that
1
2(A
(+) + A(−)) = cosh(2r)A0, the error ε =
∥∥∥e− cosh(2r)A0Ωt − e− t2nA(+)Ωe− t2nA(−)Ω∥∥∥ for obtaining an
amplified A0 is upper bounded by [23],





where ∆t = tn and ‖A‖ =
√
tr{A†A} is the Hilbert-Schmidt norm. Since ‖[A(+)Ω, A(−)Ω]‖ ≤
2| sinh(4r)|N2 maxi,j |Ai,j |2, and ‖A(±)Ω‖ ≤
√
2 cosh(4r)N maxi,j |Ai,j |, with ωmax = maxi,j |Ai,j | we
arrive at the desired bound (3).
C 1st and 2nd order terms of the Magnus expansion
Here we derive the pulse given in the main body of the manuscript as well as show that a large class
of pulses simultaneously amplifies the 1st order and suppresses the 2nd order terms of the Magnus
expansion. We recall from the main body of the paper that the first order of the Magnus expansion is





















0 r(t′)dt′ being the integrated pulses. Thus, in order to amplify the 1st order of the Mag-





0 exp(±K sin(πt/∆t))dt = 2∆tI0(K) where I0(K) is the modified Bessel function of the
first kind, we find that the pulse






amplifies the 1st order of the Magnus expansion by an amount λ = I0(K).
We now turn to the question whether there exist pulses that amplify the 1st order and simultaneously
suppress the 2nd order of the Magnus expansion. The 2nd order terms of the Magnus expansion reads





















Thus, the integrated pulse R(t) that simultaneously amplifies H̄(0) and suppresses H̄(1) has to simul-











dt2 sinh(u(t1)− u(t2)) = 0, (11)
where from now on we use the short hand notation T = 2∆t and u(t) = 2R(t).





















dt sinh[u(t− τ + T )− u(t+ τ)]. (13)
If the expression under the integral (13) is an odd function of t (for all τ), then I2 = 0. This leads to
the condition
u(−t− τ + T )− u(−t+ τ) = −u(t− τ + T ) + u(t+ τ), ∀τ. (14)
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A solution to the equation (14) satisfies Eq. (11). Using new variables x = t − τ and y = t + τ , Eq.
(14) reads
u(−y + T )− u(y) = u(−x)− u(x+ T ), ∀x, y. (15)
As in the method of the separation of variables for PDEs, Eq. (15) is broken into two separate
equations:
u(−y + T )− u(y) = λ, ∀y, (16)
u(−x)− u(x+ T ) = λ, ∀x, (17)
where λ is a separation constant. Substituting y → −x into Eq. (16) leads to
u(−x)− u(x+ T ) = −λ, u(−x)− u(x+ T ) = λ, ∀x.
Therefore, λ = 0 and we are left with the single linear equation:
u(−x) = u(x+ T ). (18)
The first set of linearly independent solutions of Eq. (18) can be found by substituting un(t) =
cos(2nπt/T ), n = 0, 1, 2, . . .; whereas, the second set reads un(t) = sin([2n+ 1]πt/T ).



























u(t) = an cos
4πnt
T
, n = 1, 2, 3, . . . . (22)
Clearly, the function (19) obeys Theorem 1 by construction. Now let us show that the function (19)









































· · · = 0 =⇒ I1 = 0. (23)
In a similar fashion one can verify that the functions (20) and (21) satisfy the conditions (10) and (11).























































· · · = 0 =⇒ I1 = 0. (24)
Note that from (22) we have with n = 1 and a1 ≡ K,





which amplifies the first order of the Magnus expansion by a factor λ = I0(K).
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D Error Analysis
Any realistic pulse achieving Hamiltonian Amplification contains some noise, influencing the efficiency
of the amplification process. To study the effect of noise we begin by considering the bang-bang







sin(θ)(p2 − x2) + cos(θ)(xp+ px)
])
, (26)
noting that for θ = 0 and θ = π we obtain S(±), respectively. We model a first possible source of errors
as fluctuations in the squeezing angle θ up to some error δ. Then the squeezing in x and p direction
perturbed by δ is described by S(±)δ = exp(±i
r
2 [(xp + px) cos(δ) + (p
2 − x2) sin(δ)]). If we denote by
Mδ the corresponding map formed by S
(±)
δ , the quadratic Hamiltonian H0 given by Eq. (2) in the
main paper transforms according to Mδ(H0) = cosh(2r)H0 + δ sinh2(r)Her + O(δ2), where the first






i,j )(xipj + pixj). Thus, for small perturbations in
the squeezing angle, the amplified Hamiltonian is linearly perturbed by Her. However, we see that for
quadratic Hamiltonians of the form H0 =
∑
i,j ωi,j(xixj + pipj) the error term vanishes to first order
in δ. A numerical example of the result is given by the soft orange curve in Fig. 3.
As another example, we consider smooth amplification pulses that contain some noise. A broad class
of noise can be described by including a (possibly unknown) Hamiltonian Her(t) describing the effect
of the noise as possible random fluctuations in the total Hamiltonian. For a periodic controller the
1st order term of the Magnus expansion is then given by H̄(0) = 12∆t(λH0 + Hnoise) where Hnoise =∫ 2∆t
0 dt
′U †c (t′)Her(t′)Uc(t′). Thus, when control is applied sufficiently fast, noise in the amplification
pulses again adds linearly to the amplified Hamiltonian. In particular, the soft blue curve in Fig. 3 shows
the error when the amplitude of the integrated pulse given in (25) suffers from Gaussian fluctuations
about the desired time-dependent mean value (further details can be found in the caption). While for
ideal bang-bang or smooth operations the amplification error tends to zero when ∆t is reduced, we see
that the noisy pulse and noisy bang-bang operations lead to a saturation of the amplification error at
around ε ≈ 10−2 (fidelity error εF ≈ 10−5). The value at which the amplification error saturates is
determined by the corresponding error term, which does not vanish when ∆t is reduced.
As shown in Sec. B, while the error ε given by the Hilbert Schmidt distance of the amplified evolution
in the symplectic representation exp(−λA0Ωt) and the evolution obtained for a finite spacing ∆t of the
squeezing operations can be upper bounded (solid grey curve in Fig. 1 (a)) using well known bounds
for the Trotter sequence; a similar bound is challenging to obtain when the fidelity error εF for speeding
up the preparation of Gaussian states is considered. However, it is interesting to note that both errors
shown in Fig. 1 (a) and (b), respectively, indicate the same asymptotic behavior when ∆t is reduced.
Furthermore, the inset plot in Fig. 1 (b) shows the dependence of the fidelity error on the expectation
of H0 with respect to the initial state, here taken to be a coherent state |α〉. The development of an
upper bound for εF in terms of ∆t capturing this behavior is left for future studies.
























Figure 3: Numerical study of Hamiltonian Amplification of a single harmonic oscillator with frequency ω = 1/2 for
a fixed time t = 1 and amplification by a factor λ = 2. (a) error ε in the symplectic picture to obtain the amplified
evolution exp(−λA0Ωt) as a function of the spacing ∆t of the squeezing operation and (b) fidelity error εF = 1−F
with F being the fidelity for Gaussian states explicitly given in [27] as a function of ∆t to prepare the coherent state
|α exp(−iωλt)〉 starting from an initial coherent state |α〉 where α = 1. The inset plot in (b) shows for fixed ∆t
the dependence of the fidelity error on α. In both case (a) and (b) the errors are evaluated for the case when the
squeezing operations are applied instantaneously (orange curve) and in a smooth way (blue curve) described by the
integrated pulse given in (25). The soft orange curve shows amplification through bang-bang operations for which
the squeezing phase is subjected to Gaussian noise with variance σ = 0.1. The soft blue curve shows amplification
through (25) containing Gaussian amplitude noise with mean zero and variance σ = 0.05. Both noisy curves were
averaged over 100 trajectories. The solid grey curve represents the gate error upper bound for bang-bang operations
derived in Sec A and explicitly given in the main body of manuscript. The figure shows a significant improvement in
convergence in the case of smooth pulses, due to the cancelation of the second-order term in the Magnus expansion.
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