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Because of the properties of the logarithmic spiral, this distance is the sum of spacings of pivot points 1 0 e 0(= p 10 ) :
The form of the switch curve as being segments of logarithmic spirals is critical to our calculation. This form for the switch curve for time optimal control has been known for some time. The unfolding of a spiral solution curve to form the switch curve is described in [4, for example, p. 46]. For the time maximum disturbance switch curve, a similar unfolding can be done [2] . The change of variable ! n t to with ! n > 0 in the integral of the proposition shows that it does not depend on ! n . This completes the proof.
Another way to compute this integral is to use Laplace transform of a periodic function in which the Laplace transform of a periodic function of period T is equal to 1=(1 0 e 0Ts ) times the Laplace transform of the first cycle (see, for example, [5, p. 173] ). To use this to evaluate the integral, just find the Laplace transform of the rectified sinusoidal function and localize at s = ! n . This gives the above result too.
III. CONCLUSIONS
Using the feedback realization for the nastiest bounded input for the damped harmonic oscillator 0 < < 1, leads to a maximum limit cycle oscillation from which the maximum amplitude of the output can be calculated. When 1 with stable poles, the impulse response of the stable second-order system has at most one zero crossing, and therefore, the BIBO stability integral (L1-gain) is easily calculated.
I. INTRODUCTION
Since the beginning of the 1970's, linear, time-invariant singular systems have been extensively studied, and a fairly complete theory has been established; see, e.g., [1] , [2] , and the references therein. Linear, time-varying singular systems have also received some research attention in the past decade. Campbell and Petzold have shown that analytically solvable, linear, time-varying singular systems can be put into standard canonical form via analytic coordinate transformation [3] . Observability and controllability of linear, time-varying singular systems have been studied in [4] and [5] . Based on a given output structure associated with linear, time-varying singular systems, a decomposition that decouples observable and unobservable subspaces is developed in [6] . Impulse elimination problem by state feedback is treated in [7] for linear time-varying singular systems with analytic coefficients.
For linear, time-invariant singular systems, input-output decoupling problems have been addressed by using different methods, such as the algebraic method in Dai [8] and Liu and Kucera [9] , and the transfer function method in Paraskevopoulos and Koumboulis [10] , Ailon [11] , and so forth. Also, Liu [12] has extended the algebraic method given in [9] to linear, time-varying singular systems.
In general, even though a singular system can be rewritten as a system of ordinary differential equation (ODE) under certain special conditions, changing the model to an ODE system may produce less meaningful variables. Moreover, changing system parameter values can alter the relationships between variables and requires different explicit ODE systems with solution manifold of different dimensions. In this work, the original singular system can be dealt with directly by coordinate transformation, and it becomes easier to explore the effect of modeling changes and parameter variation. We shall develop two algorithms, namely, the regularization algorithm and block decoupling algorithm to solve input-output block decoupling problem of linear, time-varying singular systems.
In this paper, the following linear time-varying singular system [12] is considered: 
has the following properties: 1) strongly regular; i.e., it has a unique solution without impulses for any piecewise continuous input v(t) and the initial condition x1(0) = x1 .
2) noninteractive; i.e., a partition I 1 ; 1 11; I r of the set m = f1, 111, mg exists, with Note that if r = m and r i = 1 for all i = 1; 1 11; r, then the definition above degenerates to the case in which each scalar output is controlled only by the corresponding scalar input. In this case, the input-output block decoupling problem is simply referred to as input-output decoupling problem, which has been investigated in detail in [9] for linear, time-invariant singular systems and in [12] for linear, time-varying singular systems. In this paper, we discuss the input-output block decoupling problem and relax one of the assumptions A1) [12] for solving the input-output decoupling problem. It is of both theoretical interest and practical importance because a large number of systems exists in which the input-output block decoupling problem can be solved; however, the input-output decoupling problem of the corresponding system cannot be solved (for instance, see the example in Section V).
II. REGULARIZATION ALGORITHM
This section begins by introducing the regularization algorithm, which is based on Silverman's structure algorithm [13] . The aim of this algorithm is to construct a sequence Ti(t) of matrices, which can be used to build a nonsingular coordinate transformation. The construction starts with the coefficient matrices of the algebraic equation in (1) and then develops step-by-step with algebraic and differential operations on the matrix defined in the previous step.
Algorithm Step 0) Consider the algebraic equation in (1) 
Furthermore, suppose that R 0 (t) has constant rank, say
If p0 = 0, then terminate the algorithm. Otherwise, without loss of generality, assume that its first p 0 rows are linearly independent (reorder its rows if necessary). Let T 0 (t) be the first p 0 rows of R 0 (t), set k = 0, and go to the next step.
Step k + 1) Assume that A 21 i (t), A 22 i (t), B 2 i (t), and T i (t), i = 0; 1; 11 1; k, have been defined through steps 0 to k. Now, differenti-
Suppose the matrixÂ
has constant rank, say, q k+1 , in [0; T f ], where
Without loss of generality, assume that its first q k+1 rows are linearly independent [we may change the orders of rows of T k (t) if necessary]. Then, T k (t) can be expressed as 
Suppose that the matrix [T 0 (t) T 1 (t)
minate the algorithm. Otherwise, assume that its first p k+1 rows are linearly independent. Let T k+1 (t) denote the first p k+1 0 p k rows of R k+1 (t), set k = k + 1, and go to the next step.
Algorithm 1 is said to be feasible for the system (1) if the constant rank assumptions are satisfied at every step of the algorithm. The following assumptions are made in the rest of the paper.
A1) Termination Condition: Algorithm 1 is feasible and terminates at step k 3 , and q k = n2.
A2) Initial
Condition: x 1 2 KerT(0) with
where
], which have been constructed in Algorithm 1.
Remark 1: (k 3 n1):
In fact, it follows from Algorithm 1 that p 0 1, p k 0 p k01 1 for k = 1; 1 11; k 3 0 1, and
Remark 2: Note that the indexes q k and p k defined in Algorithm 1 are related as n 2 q 0 + p 0 , p 0 (q 1 0 q 0 ) + (p 1 0 p 0 ), p k 0 p k01 (q k+1 0 q k ) + (p k+1 0 p k ) for k = 1; 111 ; k 3 0 2, and p k 0 p k 01 = 0. Thus, n 2 q 0 + p 0 q 1 + p 1 0 p 0 111 q k 01 + p k 01 0 p k 02 q k = n 2 ; i.e., p 0 = n 2 0 q 0 and p k 0 p k01 = n2 0 q k for k = 1; 1 11; k 3 0 1. As a result, T k (t) = R k (t) for k = 0; 1; 111 ; k 3 0 1.
If p k 01 < n 1 , then it is always possible to find (n 1 0p k 01 )2 n 1 smooth matrix 8(t) such that it, together with T0(t); 111 ; T k 01 (t), ].
Remark 3: Equation (7) can be obtained by differentiating with respect to t. Equation (8) comes from (4). Equation (9) follows from (6). is invertible. Therefore, it is not difficult to draw a conclusion that a feedback law of the form u = F 2 (t)x 2 + v exists such that the corresponding closed-loop system admits a unique solution.
III. BLOCK DECOUPLING ALGORITHM
The block decoupling algorithm will be developed with the assumptions that Algorithm 1 has been carried out and A1) and A2) are satisfied. Similarly to the regularization algorithm, the block decoupling algorithm begins with the algebraic equation (11) and the ith output y i of (1) and is carried out step-by-step with algebraic and differential operations on the matrix constructed in the previous step. The simple structure resulted in this algorithm will be used for designing the input-output block decoupling feedback control law. 
(t) T k (t)A 12 (t) T k (t)B 1 (t)
has constant rank, say, Algorithm 2 is said to be feasible for the system (1) if, for every 1 i r, the constant rank assumptions are satisfied at every step of the algorithm. Similarly to Remark 1, it is not difficult to see that any feasible algorithm will terminate after finite steps bounded by n 1 0p k 01 for each 1 i r. Therefore, we have the following assumption. 
has full row rank n 2 + 0 + in [0; T f ].
The following lemma shows how to construct the bases of Imf8 i (t)g + P (t) and 0(t). i (t)g + P (t) can be split into four mutually independent subspaces that are spanned by T (t); Q(t); 8 i (t), and 2 i (t), respectively. Part b) implies that T (t) and Q(t) can be found in P (t); Part f) shows that 2 i (t) can be found in8 i (t).
IV. BLOCK DECOUPLING FEEDBACK
It follows from Lemma 1 that if n 1 , then an (n 1 0 ) 2 n 1 smooth matrix 1(t) exists such that the matrix 
and (19), shown at the bottom of the page, where
Remark 6: Equations (15) and (16) are the compact form of (8) and (9) . Equation (17) follows from the relation
. . .
p(t)
A 21 (t)x 1 + A 22 (t)x 2 + B 2 (t)u withp = p 0 p k 01 , which can be derived according to Qi(t) 2 P (t) for i = 1; 1 11;p and (c) of Lemma 1. Note that 2 i (t) falls into8 i (t).
Thus, it follows from (14) that i admits the form of (18). Equation (19) follows from (12 It is not difficult to check that the Assumption A3) in [12] is not satisfied, so the method in that paper cannot be applied to this system. Now, set y 
VI. CONCLUSION
In this paper, the problem of input-output block decoupling for linear, time-varying singular systems has been discussed. Two algorithms, namely, the regularization algorithm and the block decoupling algorithm, have been introduced, which provide sufficient conditions for the existence of the regularizing feedback law and block decoupling feedback law, respectively.
Note that the regularization algorithm is the time-varying counterpart of the algorithm 1 in [9] and a generalization of the definition 1 in [12] . In addition, the block decoupling algorithm is a generalization of the algorithm 1 in [12] ; in fact, if r = m and r i = 1 for all i = 1; 111; r, then it becomes the algorithm 1 in [12] . Because any row of T (t) belongs to P (t), it follows from the full rank of T (t) and the constant dimension of P (t) that b) is true.
APPENDIX
As far as c) is concerned, two possible cases exist. The first one is that Imf8 i (t)g \ Imf8 j (t)g = 0 for any i 6 = j. In this case, P (t) = ImfT (t)g and the result is true with Q (t) = 0. The second one is Imf8 i (t)g \ Imf8 j (t)g 6 = 0 for some i 6 = j. By virtue of the definition of P (t), it follows from p(t) 2 P (t) that at least i; j, i 6 = j exist, such that p(t) 2 Imf8 i (t)g and p(t) 2 Imf8 j (t)g. 2 Im 8 j (t) [ ImfT (t)g:
As a result, it follows from A5) that i (t) = j (t) = (t) and i (t) = j (t) = 0. . Finally, f) follows from d), e), and the constant rank of 0(t).
