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lists, which the standard structure in programming languages, 
proved to useful for applications. Yet several reasons seems that is a 
for additional data structures: functional programming are well 
for parallel because programs in these cannot have effects, 
and can be independently. But execution of programs 
is hampered by linear structure lists, which only one at a 
algorithms. Secondly, lack the power that need in purpose languages. 
example, there a need array-like data Thirdly, many on lists 
to be recursively. No how efficiently may be it will 
fall short the efficiency can be with imperative 
We propose choice of structures and higher order that enable 
to write and (almost) functional programs have a 
degree of parallelism. Possible techniques are and the 
complexity result that, under evaluation, many on our structures 
need logarithmic time, using lists in linear complexity. 
1. Introduction 
The possibility of writing concise and readable programs is one of the most often 
cited advantages of functional programming languages. Much of this advantage is 
due to the existence of higher order functions, which enable the programmer to 
define particular control structures, according to the kind of problem to be solved. 
It is this particular feature of functional programming languages that makes them 
satisfy Backus’ demand that programming languages should “encourage us to think 
in terms of the larger conceptual units of the task at hand” [3]. 
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There are two problems with current functional languages: 
l Most languages lack predefined problem-oriented data structures. Lists, which 
are the standard data structure in most applicative languages, are easy to 
implement, but insufficient when it comes to writing programs that reflect the 
logical structure of the problem to be solved. We need data structures that are 
as powerful and natural as the other language constructs of functional languages. 
l Most applicative languages lack a reasonable set of predefined higher order 
functions, particularly higher order functions on data structures, Miranda’ 
being a notable exception. 
On the other hand, few functional programs fully exploit the potential for paral- 
lelism which functional programming languages contain. This is mainly due to the 
fact that lists are the standard data structure in functional languages. Lists only 
support sequential access to their entries, which is inappropriate for the design of 
parallel algorithms. 
One of the reasons for the inefficiency of many functional programs is the extensive 
use of recursive function definitions. We have observed that many recursive 
definitions are instances of a small number of genera1 schemes which can be defined 
as higher order functions. There are rather efficient iterative implementations for 
these higher order functions, so we suggest they should be included in functional 
programming languages. 
It is the intention of this paper to demonstrate that a sensible choice of data 
structures together with a corresponding set of higher order functions enables us 
to write very concise and (almost) recursion-free functional programs with a high 
degree of potential parallelism for a lot of applications. 
Throughout this paper, we use a syntax which is very similar to the syntax of 
Miranda [5, 14, 151 for the representation of programs. A survey of some aspects 
of Miranda can be found in the Appendix. 
The remainder of this paper consists of 6 sections. In Section 2, we give an 
introductory example. In Section 3, we present our data structures and higher order 
functions. In Sections 4 and 5, we explain how to develop functional programs for 
some non-trivial standard problems. We examine sorting algorithms and the subset 
construction to generate a deterministic finite automaton from a nondeterministic 
one. In Section 6, we disucss some implementation aspects, and Section 7 summarises 
our observations. 
2. An example--Reachability in a graph 
In order to demonstrate how inappropriate data structures can hamper program- 
ming, we discuss the reachability problem in a graph. For a given graph and a node 
I Miranda is a trademark of Research Software Ltd 
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in it, we want to compute the set of nodes that are reachable in the graph from the 
given node. 
2.1. How it is written 
The nodes in the graph may be represented as numbers or as elements of an 
enumerated type (an algebraic type with only nullary constructors): 
nodetype : := 11 insert elements of an enumerated type here. 
To represent the adjacency relation of the graph using lists, we would choose 
something like 
graphtype = = [ (nodetype, [ nodetype])]. 
An element of graphtype is a list of pairs, each pair consisting of a node and the 
list of its neighbours. 
We would probably choose the following algorithm: we keep two lists of nodes, 
one containing the nodes that have already been reached, the other containing the 
nodes whose neighbours have not yet been taken into account. Step by step, we 
add the neighbours of nodes in the second list to both lists until the second list is 
empty, which means that no nodes remain whose neighbours might not yet be in 
the first list. The first component of the final pair is the desired result. 
reachable :: graphtype + nodetype --z [ nodetype] 
11 maps a given graph and a node to the list of reachable nodes 
reachable graph node = 
step-by-step [ node][ node] 
where 
step-by-step reached [] = 
reached 
step-by-step reached (nd : rest) = 
step-by-step (reached ++ new)(rest ++ new) 
where 
new = list_diflerence (lookup nd graph) reached 
1) to avoid infinite computations, we have to 
)( make sure that only neighbours that are new 
/I are added to the second list 
/( We have to define two auxiliary functions 
lookup node [] = [] 
lookup node ((nd, succs_nd) : rest) 
= succs_nd, if node = nd 
= lookup node rest, otherwise 
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list_dirfference 1 [] = 
list_diflerence 1 (a : t) = 
list-difference (remove a 1) t 
where 
remove a [] = [] 
remove a (6: 11) 
= 11, if a=6 
= b : (remove a ll), otherwise 
This program has some drawbacks: 
0 The data type chosen to represent the graph is inappropriate. From the pragmatic 
point of view, a list is a data structure that arranges objects in such a way that 
they can be accessed via an index, namely their position. This means that we 
have a mapping of natural numbers to the element type of the list, We specified 
that a graph is of type 
l 
0 
2.2. 
N + (nodetype x (N + nodetype)) 
What we really mean is that an object of type gruphtype is a mapping sending 
a node to its neighbours. 
We need two auxiliary functions, one of which, list diflerence, seems rather 
arbitrary: what is needed is set diflerence. 
Of course, scanning a graph to find more and more adjacent nodes could be 
done in parallel. But the use of lists means that there is only a small degree of 
possible parallelism in the execution of the program. It is inherently sequential. 
How it might be written 
First of all, we would like to have appropriate data types to represent the graph. 
We need sets and an array-like data structure (call it table, for instance). Then we 
might define 
graphtype = = table nodetype (set nodetype) 
expressing that a graph is a mapping sending a node to its neighbours. 
The reachability problem in graphs is a special instance of computing the transitive 
and reflexive closure with respect to a successor relation. Assuming that we have a 
predefined function 
closure::(*+set*)+set*+set* 
11 The first parameter computes the set of successors of one element 
that denotes the computation of such a closure, we can write down the concise 
program which follows. 
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reachable graph node = 
closure succ (makeset node) 
where 
WCC node = seltab node graph 
/( We assume that seltab denotes table subscription 
I/ and that makeset generates a singleton set 
This example illustrates how using a combination of expressive data structures 
and higher order functions enhances both conciseness and readablity as well as the 
inherent parallelism of functional programs. The second version of the program 
does not contain any parts that are inherently sequential. The possibility of parallel 
evaluation depends on how closure is implemented; a transitive hull can be computed 
in parallel, and an efficient implementation of closure certainly will do this. An 
implementation of closure in terms of parallel functions is given in Section 3. 
In the subsequent sections, we shall give a formal description of some data 
structures and higher order functions, and present some programming examples 
that illustrate their usefulness. 
3. Data structures and higher order functions 
In this section we introduce the data types and the primitives used in the following 
sections. 
We must take care to distinguish between the syntactic objects of our programming 
language and their semantics. In the sequel, we use bold face for syntactic objects 
of our programming language and italics for the semantic objects associated with 
them; for instance we write seqsize to denote the meaning of seqsize, and we write 
table to denote the meaning of the type constructor table. For semantic type variables, 
we use small greek letters. 
Of course, the meaning of type expressions and other expressions depends on 
the environment in which they are interpreted. We assume that we have mutual 
recursion,’ and we do not consider local definitions in this section. Thus we may 
assume that there is a single environment, and we do not mention it further. 
3.1. Data structures 
Lists are important data structures, and they are well suited for a number of 
applications, including streams, but they are not adequate as the only general purpose 
data structure of a functional language, because expressive structures like arrays 
and sets are needed as well. Furthermore, linear structures like lists permit only one 
element at a time access to their entries, which means that there will be a bottleneck 
in the creation of subtasks if evaluation is to be made in parallel. 
’ This is the convention in Miranda. too 
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3.1.1. Domains of new data structures 
We introduce three new data structures, each of them representing characteristic 
properties of three distinct classes of data structures which exist in most programming 
languages. We define our data structures to be finite. Furthermore, we define set 
(see 3.1.1) to be strict with respect to its element type, and table (an array-like 
structure, see 3.1.1) to be strict with respect to its index type. This allows for a wide 
range of implementation techniques. Further discussion will be given in 3.1.2. 
l sequence 
l table 
Sequences are list-like structures with an implicit indexing. The index of an 
entry is a natural number, namely its position in the sequence. Inserting an element 
into a sequence at any position increments the indices of all subsequent elements. 
They differ from lists in some respects: 
- Sequences are finite. 
- Sequences, like the other data structures we propose, are not freely generated, 
and we do not have pattern matching. Structural recursion is provided by the 
fold* operator which is introduced later. 
- Because we hide the internal structure of sequences, they can be implemented 
to permit parallel evaluation of functions that take the whole sequence as an 
argument. 
Note that sequence (as well as table and set, see below) is a type constructor, i.e., 
a meta.-function which maps types to types, not objects of one type to objects of 
another type. 
Tables are array-like structures with explicit indexing. As indices we permit 
any data type whose elements can effectively be tested for equality, hence ruling 
out, for example, functions types as index types. We choose an incremental 
approach for the generation of tables which means that we start from empty 
structures which are filled out (updated) incrementally. We are not required to 
state the maximum index range for a table when generating an empty structure, 
instead we may extend the index range dynamically by using new indices. Of 
course, new indices must be of the same type as the old ones. 
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This approach to array-like structures is more liberal than that found in most 
programming languages, and its implementation causes some overhead. We shall 
resume this discussion in Section 6. Nevertheless we think that the concept of 
array-like structures with arbitrary index types is important in the design of 
programs that reflect the true logical and mathematical structure of the algorithms 
they encode. 
set 
This type represents finite sets in the mathematical sense. Only types for which 
there is an effective equality test may be used as the element type. 
3.1.2. Possible implementation techniques 
Of course, the degree of parallelism that can be achieved with our data structures 
depends heavily on the implementation technique used. We shall compare two 
approaches: one based on lists, the other based on AVL trees [2]. (In the latter case 
we might have chosen another kind of height-balanced trees as well.) The idea of 
using AVL trees is based on a proposal by Myers [13]. 
Lists 
The implementation of sequences as lists is straightforward. 
A set can be represented by a list of its elements. There are two design designs 
to be made: 
- Should lists be ordered? 
- Should duplicate elements be allowed? 
Both decisions have an impact on efficiency. We have decided to use ordered lists 
without duplicates for two reasons: firstly, we expect that this will be more efficient 
for the implementation of most primitives. Secondly, AVL trees are ordered and 
do not contain duplicates. So in our comparison we have list structures versus 
tree structures, with no other differences between the two implementation tech- 
niques. This seems to be a sensible approach because we want to examine the 
difference between lists and non-linear data structures, particularly under parallel 
evaluation of our primitives. 
Tables can be implemented very much like sets, with the notions of ordering and 
duplicate applying to the indices. 
Using ordered lists means that we need computational ordering and equality 
relations for any type that is used as an element type for sets or index type for 
tables, respectively. Because the list representations of our data structures are unique, 
equality is no problem. There are canonical notions of ordering for base types like 
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char or num. For algebraic types, including lists, we use the Miranda convention. 
For set, sequence, and table we define that for two data structures d, , dl, the relation 
d, < d, holds if and only if the underlying list representation of d, is smaller than 
that of dz. 
AVL trees 
l Sequences are implemented as inhomogeneous AVL trees: 
- The entries of the sequence are attached to the leaves. 
- The inner nodes of the tree have four fields: one contains the length of the 
sequence that is represented by the node, one contains the height of the tree 
rooted at the node3 and the remaining two fields contain references to the 
subtrees. The field containing the length will be used for efficient subscripting: 
if we choose an element at a particular subscript, we compare the size of the 
left subtree with the index and then decide which subtree to enter recursively. 
- A special node is reserved to denote an empty sequence. 
This corresponds to the following type declaration in Miranda: 
sequence * : := EmptySeq 1 NonemprySeq (seq * ) 
seq * : := SeqLeaf * 1 SeqNode num num (seq * ) (seq * ) 
Subscripting might be defined thus: 
selseq :: num -+ sequence * + * 
selseq i EmptySeq = 
error “selseq: applied to empty sequence” 
selseq i (NonemptySeq s) = 
selis 
where 
se1 1 (SeqLeafx) = 
X 
se1 i (SeqNode 1 h left right) 
= se1 i left, if i G len 
= se1 (i - len) right, otherwise 
where 
len = length left 
se1 anything-else = 
error “selseq: index out of range” 
length :: seq * + num 
length (Seqleaf x) = 
length (SeqNode 1 h left right) = 
’ The height is needed for the AVL operations. 
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We have chosen inhomogenous trees because this supports divide-and-conquer 
strategies, as we shall see in 3.1.3. 
l Sets can be implemented very much like sequences. The main difference is that 
the inner nodes have an additional field that contains the smallest element of the 
right subtree (that is the entry of the leftmost leaf in the right subtree). If we want 
to check whether a set contains a certain element, this is the analogue to subscript- 
ing for sequences, we can use the same algorithm as for sequences if we refer to 
this new field instead of the field containing the length. 
l The implementation of tables differs from that of sets in two respects. Firstly, the 
leaves contain pairs of indices and values instead of set elements. Secondly, the 
inner nodes contain a field with the smallest index of the right subtree instead of 
the smallest set element. 
As with lists, we need notions of ordering and equality. Neither is trivial, because 
the representations of our data structures as AVL trees are not unique. For simplicity, 
we define that a tree representation of a data structure d, is smaller than (is equal 
to) the tree representation of a data structure d2 iff the respective relation holds for 
the corresponding list representations of d, and d,. This definition might also be 
used as a naive approach to implementing these predicates. (Any other sound 
definition of ordering would do as well. We shall resume this discussion when 
describing the implementation of the ‘=’ operator for our data structures.) 
We have used this technique to implement our data structures and the primitives 
described in 3.1.3 in Miranda and have encountered no problems. 
3.1.3. Primitives 
Manipulation of the AVL representation. Before we start to define the primitives, 
we discuss some general aspects of our data structures. Whilst the dynamic manip- 
ulation of the list representations is straightforward, this is not the case for the AVL 
trees. 
The algorithms used to manipulate the AVL representations of our data struc- 
tures are similar to those over AVL trees in an imperative language. The main 
difference is that updating operations on ordinary AVL trees are destructive, whilst 
our implementation will be sideeffectfree. Ordinary AVL operations destroy and 
rebuild one path from the root to a leaf in the tree, leaving most subtrees unchanged. 
Our implementations construct a new tree by building the modified path without 
affecting the original one and sharing references to the unchanged subtrees of the 
original tree. Thus we obtain the same time complexity as with destructive updates; 
the price we have to pay in order to avoid side effects is some extra space consumption, 
O(log n), the height of the tree. The mechanism is illustrated by the following 
definition of a function that inserts an entry into a sequence: 
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insertseq : : num + * + sequence * --, sequence * 
insertseq 1 x EmptySeq = 
NonemptySeq (SeqLeaf x) 
insertseq 1 x ( NonemptySeq (SeqLeaf y)) = 
NonemptySeq (SeqNode 2 2 (SeqLeufx)(SeqLeaf y)) 
insertseq 2 x ( NonemptySeq (SeqLeaf y)) = 
NonemptySeq (SeqNode 2 2 (SeqLeaf y)( SeqLeaf x)) 
insertseq i x (NonemptySeq (SeqNode 1 h left right)) 
= balance (insertseq i x left) right, if iGlen+ 
= balance left (insertseq (i - len) right), otherwise 
where 
len = lenght left 
insertseq any-other-index x s = 
error “insertseq: index out of range” 
(1 assume that ‘balance’ joins two trees into a balanced one 
Complexity. In order to compare the two implementation techniques that we take 
into account, we shall determine the order of time complexity for the functions we 
define. For each implementation technique, we shall investigate two cases: 
l Sequential evaluation: the corresponding complexities will be denoted by L, 
and T, for list and tree representations, respectively. 
l Unbounded parallel evaluation: L, and T, denote the corresponding com- 
plexities. We shall not take into account communication overhead, because 
this, like a bounded number of processors, is machine specific and not a feature 
of our data structures. 
Primitives. For each of our data structures we define the following primitives (with 
the wild card ‘*’ replaced by ‘seq’, ‘tab’, and ‘set’ for sequences, tables, and sets, 
respectively). 
l empty* 
returns an empty structure: emptyset denotes the empty set, and both emptyseq 
and emptytab denote mappings with empty graphs. 
Complexity. O(1) in all cases. 
l *size 
returns the number of entries in a structure. 
Complexity. O(1) in all cases. 
l insert* 
inserts a new entry into a structure. 
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l 
insertseq:N-+a+aN+crN 
insertseq i x s = 
f 
where 
SW = .a for 1 Sj < i 
f(i)=x 
f(j)=s(j-1) forj>i 
inserttab : LY + p + /3’* + p n 
inserttab ix t = 
f 
where 
f(i)=x 
f(j)= t(j) forj# i 
Complexity. Insertion into an ordered list takes linear time, so we have L,(n) = 
L,(n) = O(n) where rz denotes the size of the data structure. Insertion into an 
AVL tree takes logarithmic time: T,(n) = T,(n) = O(log n). 
Of course, the complexity of these functions also depends on the complexity 
of comparing two entries, but this is not related to the size of the data structure. 
se]* 
returns the entry corresponding to an index. selset tests whether an element is 
contained in a set. 
selset:a-+P(a)+bool 
selsetxs=xEs 
selseq:N+ aN+ a 
selseq is = s(i) 
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seltab:a-+j?“+p 
seltab i t = t(i) 
Complexity. the algorithms have the same complexity as the corresponding ones 
for insert*. So we have L,(n) = L,(n) =0(n) and T,(n) = T,(n) =O(log n). 
0 delete+ 
deletes an entry from a structure. 
deleteseq:N-+ arm+ aN 
deleteseq i s = 
f 
where 
f(j) = s(j) for lGj<i 
f(j)=s(j+l) forjai 
deletetab : a --f PC’ + p u 
deletetab i t = 
f 
where 
f(i) = undefined 
f(j) = t(j) forjf i 
l append* 
Returns the natural union of the two structured objects. For tables, we need a 
rule for the case that two tables contain different values under the same index: 
let us say that the first argument takes precedence. 
Complexity. The algorithms have the same complexity as the corresponding ones 
for sel*. So we have L,(n)=L,(n)=O(n) and T,(n)= T,(n)=O(log n). 
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uppendset:P(a)+~(a)+P(cu) 
appendset s, s2 = s, v s2 
appendseq : txN + CY~ + aN 
appendseq s, s2 = 
f 
where 
f(i) = s,(i) forlCis1 
f(i+I)=s>(i) forlsi 
I = seqsize s , 
appendtab : /?” + /3” + p” 
appendtab t, t2 = 
f 
where 
f(i)= t,(i) for iEdom(t,) 
f(i) = t2( i) for i E dom( t,)\dom( t,) 
Complexity. For simplicity, we neglect the difference between the sizes of d, and 
dz and take n = n, + n2 as problem size. 
- appendset 
For the list representation, taking the union of two sets requires the merging 
of two sorted lists into one. This takes linear time, so we have L,(n) = O(n). The 
result is no better in the parallel case: we have to access all entries, and this can 
only be done one element at a time, so we have L,(n) = O(n). 
Taking the union of the tree representations of two sets is not straightforward. 
A naive approach might be to take the union of the left and right subtrees 
independently and then rebalance the resulting tree. But this does not work, 
because the left subtree of d, might contain an element that is bigger than some 
elements in the right subtree of dZ, for example. In such a case, the resulting tree 
would not be ordered. 
One way to solve this problem is to rotate the tree representing d, so that no 
element in its right subtree is smaller than the biggest element in the left subtree 
of d,, and that no element in the left subtree of d, is bigger than the smallest 
element in the right subtree of d, . This rotation, a typical AVL operation, takes 
O(log n) time. 
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Hence, we must 
* rotate the subtrees of dZ, 
* invoke appendset for the left and right subtrees of d, and dZ, and 
* rebalance the result. 
The first and the third operations both take O(log n) time. The second operation 
requires that the first and the third be performed for each inner node of dz, so 
we have T,(n) = 0( n log n). In the parallel case, the factor is not the number of 
entries but the depth of the tree, because all inner nodes at one level can be 
treated simultaneously, giving T,(n) = O((log n)‘). 
An important special case is that in which all elements in the first set are smaller 
than those in the second. It is worthwhile checking whether this case holds, 
because then we can use a much simpler algorithm: we put the trees together and 
rebalance the resulting tree. This takes only logarithmic time, and we obtain 
T,(n) = T&n) = O(log n). This does not work for lists, because prefixing a list to 
another takes linear time. So we get no improvement, at least as far as the order 
of magnitude is concerned. 
- appendseq 
For the list representation, we have the usual append function with L,(n) = 
L,(n) = O(n). For the tree representation, the case is somewhat easier than for 
sets because there is no ordering to be preserved. All we have to do is join two 
AVL trees together, which takes logarithmic time, so we have T,(n) = Tr( n) = 
O(log n). 
- appendtab 
The algorithms used are essentially the same as for the implementation of 
appendset, so we have L,(n)=L,(n)=O(n), T,(n)=O(nlogn), and T,(n)= 
O((log n)“). 
make* 
Generates a structured object with a single entry. We can give the definition in 
terms of the primitives already defined: 
makeseq x = insertseq 1 x emptyseq, 
maketab i x = inserttab ix emptytab, 
makeset x = insertset x emptyset. 
Complexity. Obviously, the complexity is O(1) in all cases. 
The semantics of equality for our data structures is straightforward, but it is worth 
looking at the complexity. 
Complexity. Testing two ordered lists for equality takes linear time. So we have 
L,(n)=L,(n)=O(n). 
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The naive approach to checking the equality of two tree representations of data 
structures is to compare the left and right subtrees independently. Just as for 
append*, this does not work: we have to rotate one of the trees first. (The rotation 
has to be made for sequences, too, because we have to make sure that subtrees 
of equal size are compared.) The argumentation concerning the complexity of 
append* carries over, and we get T,(n) = 0( n log n) and T,(n) = O((log n)2). 
A better result for trees with sequential evaluation can be achieved by using a 
different algorithm: we implement a left to right traversal of the trees, to generate 
lists containing the entries of the leaves, and compare these lists. We then have 
T,(n) = O(n), but this algorithm cannot be parallelised in a reasonable way. 
Though equality is an expensive operation in the worst case, there are ways to 
get much better average case behaviour, particularly for the cases in which it 
turns out that the two objects compared are nor equal. In many cases it will be 
possible to detect inequality by comparing the sizes of the objects, without 
examining the entries at all. The same goes for other relational operators if their 
semantics can be defined appropriately. This is of particular interest for the 
implementation of the ordering relation that we need internally for our ordered 
lists and AVL trees. As the ordering need have no intuitive meaning, we might 
define it in a way such that, for example, *sized <*size eq d < e holds for any 
two data structures d, e. 
These primitives are the canonical ones which everybody expects. In addition to 
these, we introduce some higher order functions. 
. fold* 
has four parameters: 
- a unary function that is applied to all entries of the data structure, 
- a binary function that is used to combine the values given by the application 
of the unary function, 
- a default value that is returned if the data structure is empty, and 
- a data structure. 
For instance, for a non-empty sequence s = [a,, . . , a,,], foldseqfg u s computes 
(if we use infix notation for ,f) 
(g a,) f k 4 f. . . s k a,,-,) f k G) 
‘inserting’ f between the entries of S. For tables, g takes both the index of an 
entry and the entry itself as parameters. 
We define the semantics of fold* only for the case that an associative function 
is used as its first parameter. Furthermore, for sets and tables, it has to be 
commutative. 
The rationale for demanding associativity and commutativity is that we want 
to allow for a wide range of implementation techniques and support parallel 
evaluation. In the example above, several invocations of _f can be evaluated 
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simultaneously if f is associative. Furthermore, any order for the invocations of 
f is correct. This supports implementation techniques based on trees. Commuta- 
tivity is needed to hide the ordering of the elements of the sets and the indices 
of tables if we use, for example, AVL trees for the implementation. For instance, 
the function 
foldset appendseq makeseq emtpyseq 
would map a set to a sequence of its elements, thus revealing the internal ordering 
of the elements of the set. 
For technical reasons, we introduce a family of functions called split*, which 
can be used to split sequences, tables, and sets with at least two entries into two 
non-empty parts. The semantics of fold+ is defined with respect to split*. split* 
may be implementation dependent. The minimum properties which we require 
are listed below. Note that any choice of split* which satisfies these requirements 
is legal and will result in a sound definition of fold*. 
Warning! We cannot enforce syntactically that only associative (commutative) 
binary functions are used as parameters for fold+. Anybody who fails to obey 
this rule must be aware that the result produced will depend on the under 
implementation! 
r 
foldset:(cr-+a+a)+(p+a)+??(/3)+cx 
foldset f g d s = 
d 
g(e) 
f(foldsetfg d s,)(foldsetfg d s2) 
where 
I= setsize s 
for I= 0 
for I= 1 
for 132 
{e} = if I= 1 then s 
(s, , sJ = if 1~ 2 then splitset s 
foldseq f g d s = 
d 
g(e) 
f(foldseqf g d s,)(foldseqf g d ~2) 
where 
I= seqsize s 
for I=0 
for I= 1 
for 132 
e=if I=1 thenselseq 1 s 
(s,,s,)=ifI>2thensplitseqs 
ring 
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foldtab f g d t = 
d 
g(i)(x) 
f(foldtabfgdt,)(foldtabfgdt,) 
where 
I= tabsize s 
for I = 0 
for I= 1 
for 122 
{(i, x)} = if 1 = 1 then graph(t) 
(t, , t?) = if 1 z 2 then splittab t 
Complexity. In order to treat the complexity of fold* properly, we have to take 
into account the time that is needed for the invocations of the function parameters. 
We denote the complexity of the binary function f by A,- and the complexity of 
the unary function g by A,. 
The case of sequential evaluation is simple: We have n invocations of g and 
n - 1 invocations of x so we get L,(n) = T,(n) = O(n) * (A, +A,). 
We get a slight improvement for the list implementation with parallel evaluation: 
The invocations of g can be evaluated concurrently, but it takes linear time to 
reach all entries of the data structure and invoke g for all entries. Furthermore, 
it may be that, depending on the nature ofJ; each invocation off has to wait for 
the result of folding the part of the list which lies to its right-hand side: The 
leftmost invocation off has to wait for the result of folding the tail of the list, 
and this argument applies recursively to the tail of the list and so on. This gives 
L,(n)=O(n)*A,+A,. 
The situation is far better for parallel evaluation on the tree representation. It 
takes logarithmic time to reach all entries of the data structure and invoke g for 
them. Evaluation of these applications can be done concurrently. Each inner node 
of the tree corresponds to one invocation of f; and the invocations for all 
nodes on the same level can be evaluated in parallel. So we get T,(n) = 
O(log n) * A, + A,. 
The idea of fold* is nothing new, but most versions we have encountered differ 
from our version in some respects (see also [5], for instance): 
- Usually fold* for lists evaluates the invocations off from left to right (or vice 
versa). This is sensible for classical list structures, but severely restricts paral- 
lelism. Our version is suitable for other implementations of data structures, for 
instance implementations based on height balanced trees. It turn out that for 
many applications f is associative, and thus no particular evaluation order is 
needed. 
- fold+ takes two function parameters: one to compute the value for each entry, 
one to combine the subresults. Only the latter is standard, and this standard 
suffices to do things like summing up a list of numbers. We have observed that 
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the number of possible applications for fold* increases significantly if we add 
the power to perform separate computations on every entry before combining 
the subresults. This approach seems to be more reasonable when it comes to 
dealing with non-atomic entries in data structures.4 
fold* requires a parameter that gives the result of fold* for an empty data 
object. This is also the case in most other functional languages, but it may cause 
problems. For a number of applications of fold *, an empty data object means an 
error (for instance searching an empty table). Strict Languages like ML do not 
permit the use of error messages as arguments for functions. We therefore think 
that a call by value version of fold+ should drop this formal parameter and let 
the programmer check for this himself. 
We still have to add the definition of split*. As we hinted before, we shall only 
define the minimum properties for this function so that any choice which satisfies 
these conditions will yield the same result. split* splits an object into two non- 
empty parts. .sp/if* is defined only for data objects with at least two entries. 
splitseq s E {(s,, sJ (s,O s2 = s, graph(s,) f 0, graph(s,) i Ca> 
where 
(s,Os,)(i) = s,(i) for 1s i < 1 
(s,@s2)(i+l)=s2(i) forI+lGi 
1= length of s, 
splittab : cup + (a”, CY~) 
splittab t E {( 1, , tz) (graph(t) = graph( t,) 6 graph( t2), 
graph( t,) # (d, graph(b) f 01 
Note: 
- splitseq preserves the order of the entries in a sequence. There is no 
to this for tables and sets. 
- split* splits its arguments into two disjoint parts. 
analogue 
Though there are in general many legal partitions of a data object, it is desirable 
that the parts are of (approximately) equal size, thus supporting efficient parallel 
’ There is a strong similarity between foldseq and the composition of the functions fold and map for 
lists: we might use map to apply a function to all entries of a list and then combine the single results 
using fold. 
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divide-and-conquer algorithms. This should be no problem when appropriate 
implementation techiques like height-balanced trees are used. 
The reader may object that we should define a partition of data structures in 
a deterministic way, splitting the object into two halves after ordering it according 
to G. This would mean trading efficiency for a gain in referential transparency: 
- In general there will be no unique representation of one data structure when 
using efficient distributed implementation techniques, for instance based on 
height-balanced trees. Thus, a deterministic version of split would require 
additional computation. 
- The idea of fold* is to support the design of algorithms in terms of the schema: 
* What should be done with one entry of the data structure? 
* How should the subresults be combined? 
As we have not yet encountered any examples in which combining the 
subresults depended on whether the substructures were of exactly equal size 
or not, we doubt that there is any real need for a deterministic version of split*. 
l map* 
applies a function to all entries of a structured object. 
mapser:(a~p)~~((Y)~~((p) 
mapsetfs = {f(e) (e E s} 
mapseqf s = 
g 
where 
g(i)=f(s(i)) forlcicl 
I= seqsize s 
maptabf t = 
g 
where 
g(i)=f(t(i)) for iEdom(t) 
Complexity. Let A, denote the complexity of the functionf which is to be applied 
to the entries of the data structure. 
- For sequences and tables, the analysis is simple because the order of the entries 
(of the indices, respectively) is not affected by map. So all we have to do is 
copy the structure, replacing each entry x by f x (or (i, x) by (i,fx), respectively). 
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For sequential evaluation, the situation is the same for lists and trees: we have 
L,(n)= T,(n)=O(n) * A,. 
Lists with parallel evaluation perform better, because, once all entries have 
been reached, all invocations of f can be evaluated in parallel, and thus 
L,(n) = O(n) + Ap Further improvement is obtained when using trees, because 
it takes only logarithmic time to reach all entries, giving T,(n) = O(log n) + Ap 
- The situation is more difficult for sets, because the function f will not in general 
be monotonic with respect to the internal order of the set elements. This means 
that we have to sort the entries in the result set. 
* In order to determine the complexity for the tree representation, we can 
make use of the fact that mapset can be defined in terms of primitives which 
are already known thus: 
mupsetf= foldset appendset (makeset.f)emptyset 
Applying the formulas for the complexity of these primitives, we obtain 
T,(n)=O(n) * (O(n log n)+(O(l)+A,)))=O(n’log n)+O(n) * A, and 
T,(n)=(O(logn)*O((logn)‘))+(0(1)+~,)=O((logn)3)+A~ 
* The same approach could be used for the list representation, but better results 
can be achieved using another implementation and a more direct argument. 
We apply the funcion f to all entries and sort the list afterwards. The first 
takes linear time, whilst the best upper bound for sorting lists is O(n log n), 
using mergesort, for example. Parallelisation has only a marginal impact on 
the complexity, because splitting a list into two lists of equal size cannot be 
parallelised, and we obtain the result that L,(n) = 0( n log n) +0(n) * Af and 
L,(n)=O(nlogn)+O(n)+A,=O(r~logn)+A~ 
l connect* 
connects the entries of two structured data objects pointwise via a binary function. 
- For sequences, the arguments must be of equal size. 
- For tables, indices and the corresponding entries with no matching pair in the 
other structured object are copied. 
- connect* is not defined for sets. 
connectseq f s s’ = 
if I, = I,, then 
g 
where 
g(i)=f(s(i))(s’(i)) forl=SiGl, 
where 
l,T = seqsize s 
I,, = seqsize s’ 
_ 
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connecttab f t t’ = 
g 
where 
g(i) =f( t( i))( t’( i)) for i E dom( t) n dom( t’) 
g(i) = t(i) for i E dom( t) A i & dom( t’) 
g(i) = t’(i) for i E dom( t’) A i sf dom( t) 
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Cotiplexity. For both sequences and tables, the situation is simple when they are 
implemented as lists. We need one pass through both lists and we apply the 
function f n times. The potential for parallelisation is that we can evaluate the 
invocations off concurrently, once all entries of the two lists have been reached. 
This means that we get L,(n) = O(n) * A, and L,(n) = O(n) + 4,. 
For the tree representation, the obvious approach is to connect the left and 
right subtrees of both data structures independently. As it was the case with 
append*, this requires rotations in one of the trees, so we have O(n) evaluations 
of f and O(n - 1) rotations, each of them costing O(log n). This results in 
T,(n) = O(n log n) +0(n) * Ap Note that this is the only case in which the 
implementation of a primitive is in a smaller complexity class if the data structure 
is implemented using lists. Under parallal evaluation, all invocations off can be 
evaluated concurrently, and the same goes for all rotations concerning inner nodes 
on the same level. Thus we get T,(n) = O((log n)')+ A,. 
Table 1 summarises the complexities of the primitives under parallel evaluation. 
Tables, sequences, and sets are not freely generated, so there is no pattern matching 
for them. But note that fold* provides a computation schema which is not only very 
similar to structural recursion but actually can replace it in many applications: We 
decompose a structured object into its entries, apply an unary function to each of 
them, and combine the results via a binary function. 
We want to motivate our choice of higher order functions on data structures by 
presenting characteristic examples of their application. 
Anybody who is familiar with functional programming will know map+. The 
application of a function to all entries of a structure occurs rather frequently, so 
we mention just one example. Multiplication of a matrix by a scalar can be expressed 
easily in terms of maptab. We define a type matrix as 
matrix = = table(num, num)num 
A matrix is a mapping of pairs of indices (num, num) to values (num). 
matrix_ times-scalar :: num + matrix + matrix 
matrix_ times-scalar c = 
maptab (c*) 
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Table 1 
Complexity of primitives under parallel evaluation 
Primitive 
empty+ 
make* 
*size 
Trees Lists 
O(1) O(1) 
insert* 
delete* 
sel* 
O(log n) O(n) 
appendseq ouog n 1 O(n,) 
appendset 
appendtab 
fold* 
O((log n)‘) 
special case: O(log n) 
O(logn)*.++A,r 
O(n) 
O(n)*A,+A, 
connect* 
mapseq 
maptab 
I 
O(logn)+A, O(n)+A, 
mapset O(Uog n)?+A, O(n log n)+A, 
Complexity. We have T,(n) = O(log n) and complexity O(n) in all other cases. 
The basic idea of fold* is that something is computed by folding a structure into 
a single value. One example consists of searching a table for an entry. 
searchtab :: ** + table + +* + boo1 
searchtab entry = 
foldtab (\ /) s False 
where 
six= 
11 i is a dummy parameter required by foldtab 
entry = x 
Complexity. Let A= denote the complexity of testing two entries for equality. 
Then we have L,(n)= T,(n)=O(n)*A,, L,(n)=O(n)+A,, and L(n)= 
O(log n)+A=. 
The value into which the data structure is folded can be structured, too. A suitable 
example for such an application are filter functions: 
jiltertab :: (** + bool) + table * *t+ + table * ** 
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jiltertab condition = 
foldtab appendtab s emptytab 
where 
s index entry 
= maketab index entry, if condition entry 
= emptytab, otherwise 
Complexity. Let A,, denote the complexity of testing condition. Then we have 
L,(n)=O(n)*A,.,L,(n)=O(n)+A,., T,(n)=O(n)*(O(logn)+A,),and T=(n)= 
O(log n) * (O(log n) t- A,). (Note that filtertab is an instance of the special case we 
mentioned when we discussed the complexity of append*: the indices in the tables 
that are appended are already sorted.) 
A useful application of fold* for sets ifs the computation of a finite transitive 
closure. Assume that a function f computes the set of successors with respect to 
the one step derivation for one element. We can describe the computation of the 
closure as the least fixed point of ta transformation which is expressed in terms of 
foldset: 
closure :: (*‘set *j+set **set * 
closure .f = 
fixed_ point (folset appendset ,f’ emptyset) 
where 
f’ e = 
insertset e (,f e) 
(The function fixed-point is introduced in the following subsection.) 
Complexity. The overall complexity of closure depends on the number of iterations 
it takes to reach the fixed point. Because this number is not related to our data 
structures, and in general cannot be determined in advance, we only examine the 
complexity of one iteration here. Let n denote the size of the hull to be computed, 
and let A, denote the complexity ofj: (Note that, since our data structures are finite, 
we can only compute a finite hull.) Applying the formulas for the complexity of 
our primitives, we obtain L,(n)=O(n’)+A,, L,(n)=O(n’)+A,, T,(n)= 
O(log n * n’)+A, and T,(n)=O((log n)‘)+A, 
Our last two examples illustrate the use of connect*. It we represent vectors as 
tables with integers as indices, we can easily define a function for vector addition: 
vectorSum :: table num num + table num num -r table num num 
vector&m = 
connecttab ( + ) 
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Complexity. Applying the formulas for connecttab, we obtain L,(n) = O(n), L,(n) = 
O(n), T,(n) = 0( n log n), and T,(n) = O(lof n)‘). 
Another problem that can be solved in an elegant manner is the well known 
histogram problem, that is the task of counting the occurrences of certain information 
in the entries of a data structure. We assume that the function info extracts the 
information to be counted from the entries of the table. 
histogram : : (* + **) + table *** * + table ** num 
histogram info = 
foldtab (connecttab (+)) s emptytab 
where 
s i entry = 
1) i is a dummy parameter required by foldtab 
maketab (info entry) 1 
Complexity. Let A, denote the complexity of the function info. Furthermore, let 
n be the size of the table to be scanned and m the number of different info 
values appearing in the table. Applying the formulas for foldtab and connecttab, 
we obtain L,(n,m)=O(n)*(O(m)+A,), L,(n,m)=O(nm)+A,, T,(n,m)= 
O(n) * (O(m log m)+Ai), and T,(n)=O(log n(log m)2)+Ai. 
This concludes our list of examples. 
The alert reader may have noticed that we applied the formulas for the complexities 
of our functions in a way that seems to be a bit simplistic. Takejiltertab, for instance: 
for each invocation of appendtab we assumed problem size n, though this is valid 
only for the last invocation: the one which combines the results of the first split. 
Does this mean that we might find a better upper bound if we used a more 
sophisticated analysis? In most cases the answer is ‘no’. Let us have a look at the 
tree-based implementation under parallel evaluation, for instance. The most unbal- 
anced AVL trees (which are the worst case, because the more balanced a tree is, 
the better does parallel evaluation perform) are the Fibonacci trees. A Fibonacci 
tree of height n has fib(n) leaves, and the Fibonacci numbers are asymptotically 
equal to the powers of a number a which is approximately 1.618. 
The time for parallel evaluation of the folding is determined by the longest path 
in the tree. On this path we have problem sizes a’, a’, . . . , a”-‘, a”’ for the 
invocations of appendtab, with a”’ = n. Applying log to all these numbers and 
summming them up yields 
E log a”’ = 0(m2) = O((log n)‘) 
,=” 
which is exactly the same order magnitude which our apparently simplistic approach 
yielded. 
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3.2. More higher order functions 
In addition to the higher order functions on data structures that we have presented 
in the previous subsection, we introduce some more primitives which are not defined 
on data structures. Since they are not related to our data structures nor to anything 
else that bears a natural notion of problem size here, we shall, with one exception, 
not discuss their complexity. 
One function we shall use is foldint, an analogue to fold* defined for intervals 
of integers. We give its semantics in Miranda syntax: 
foldint :: (* + * + *) + (num + *) + (num, num) + * 
foldint fs (i, j) 
= error “‘foldint: range error”, if i>j 
= s i, if i=j 
=f(foldintfs (i, m))(foldintfs (m + 1, j)), otherwise 
where 
m =(i+j) div2 
Complexity. Let n denote the length of the interval to be folded. Then a sequential 
evaluation of foldint will take O(n) * (A, + A,) time. There is also an obvious parallel 
evaluation strategy which takes O(log n) * A, +A, time. 
foldint is the parallel counterpart of the for-loop we know from PASCAL or 
MODULA-2. We would like to have something like while-loops, too, so we define 
iterate : : (*+*)+(*+bool)+*+* 
iterate transformation condition object 
11 iterates the transformation of the object as long as the condition does not hold 
= object, if condition object 
= iterate transformation condition (transformation object), otherwise 
The computation of a least fixed point is of particular interest. It can be imple- 
mented in terms of iterate, but for the sake of efficiency we choose a different 
implementation. 
fixed_point::(*+*)-+*+* 
fixed_ point transformation object 
= object, if next-object = object 
= fixed-point transformation next-object, otherwise 
where 
next-object = transformation object 
An implementation in terms of iterate would cost superfluous evaluations of the 
transformation, because next-object would be computed twice upon every iteration: 
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fixed_ point transformation = 
iterate transformation condition 
where 
condition object = 
object = (transformation object) 
The set of primitives presented so far falls short of what is needed for a general 
purpose language. For the manipulation of sets, for instance, we need operations 
like intersection and set difference. We shall introduce additional functions whenever 
they are needed for the programs we present. Most of them can be expressed in 
terms of the functions introduced so far, but for a real programming system we 
should choose more efficient implementations. 
4. Sorting 
Sorting algorithms are often used to demonstrate the expressive power of program- 
ming languages; we shall consider them, too. We give programs for two of the most 
often used sorting algorithms, namely mergesort and quicksort. 
As far as complexity under linear evaluation is concerned, the differences between 
tree-based and list-based implementations of our data structures have shown to be 
rather small. In fact, for most of the primitives we have defined, there is no difference 
at all. Hence we shall investigate only the case of parallel evaluation in this and 
the subsequent section. 
4.1. Mergesort 
Usually mergesort is a list-based sorting algorithm. Its basic idea is as follows: 
l To sort a list, we split it into two lists of equal length and sort them separately, 
then merge the two lists into a single sorted list. 
l To merge two sorted lists, we compare the first entries of the lists, choose the 
smaller one, merge the remaining lists, and prefix the chosen entry to this list. 
The sorting phase can be described without recursion: to sort a list, we split it 
into sorted lists (of length l), and merge them into a single list. 
This outline of the algorithm can already be transformed into a program: 
merge : : sequence num + sequence num + sequence num 
merge s 1 s2 
= s2, 
= sl, 
= insertseq 1 x (merge (deleteseq 1 s 1) s2), 
= insertseq 1 y (merge sl (deleteseq 1 s2)), 
if sl = emptyseq 
if s2 = emptyseq 
ifx<y 
otherwise 
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where 
(x, y) = (selseq 1 s 1, selseq 1 ~2) 
mergesort : : sequence num + sequence num 
mergesort s = 
foldseq merge makeseq emptyseq s 
Complexity. As far as merge is concerned, the list-based representation is advan- 
tageous, since prefixing an element to a list takes constant time. We have L,(n) = 
O(n) and T,(n) = 0( n log n). Inserting these results into the corresponding formulas 
for foldseq, we have L,(n) = O(n*) and TX(n) = O(n(log n)‘) for mergesort itself. 
If we compare this program with conventional implementations of mergesort (in, 
for instance [17]), we wonder where the alternating distribute-and-merge phases 
have gone. In fact, the distribution phases are hidden in foldseq which produces 
something like a perfect decomposition of a data structure. The merge phases are 
hidden in foldseq, too, since they correspond to the recursive invocations of merge 
which combine the subresults into the final result. Note that a parallel implementation 
of foldseq will result in a parallel execution of the marge phases for disjoint parts 
of the sequence to be sorted. 
The reader may be of the opinion that sequences appear to be data structures 
that should be stored in the main memory, whilst mergesort is meant to sort amounts 
of data that are so large that they have to be stored in background storage. However, 
the concept of fold* can be applied to data stored on background media, too. 
In this context, it is important that we do not require any particular evaluation 
order for the invocations of merge (or, in general, the function that combines the 
subresults). 
4.2. Quicksort 
Quicksort is well known as a sorting algorithm for arrays. Nevertheless, it is much 
easier understood as a sorting algorithm for lists or sequences: 
l To sort a list, we take one of its entries, split the rest into two lists containing 
the entries smaller and greater than or equal to the chosen entry, sort these two 
lists independently and join the sorted lists with the chosen entry into a single, 
sorted list. 
This algorithm can be implemented as a functional program straightforwardly: 
partition : : num + sequence num --f (sequence num, sequence num) 
partition x = 
)I splits a sequence into the sequences of entries smaller and greater than x 
foldseq append one (emptyseq, emptyseq) 
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where 
one y 
(1 handles one entry 
= (emptyseq, makeseq y), if x < y 
= (makeseq y, emptyseq), otherwise 
append (~1, s2)(tl, t2)= 
11 combines subresults 
(appendseq sl tl, appendseq s2 t2) 
quicksort :: sequence num + sequence num 
quicksort s 
=s 
= aipendseq (quicksort I) 
(insertseq 1 h (quicksort r)), 
where 
if seqsize s < 2 
otherwise 
(h, t) = (selseq 1 s, deleteseq 1s) 
(I, r) = (partition h t) 
Complexity. We discuss the complexity of partition first. Applying the corresponding 
formula yields T,(n) = O((log n)‘). For the list based implementation, it is worth 
having a closer look. The append operations which we have to perform here run in 
constant time, since the first arguments for appendseq all have length 0 or 1, 
respectively, giving L,(n) = O(n). 
The worst case for quicksort is that the depth of recursion is in O(n), which will 
happen if the sequence is already sorted, for example. In this case, we get L,(n) = 
O(n’) and T,(n) = O(n(log n)‘). However, in most cases the depth of recursion is 
O(log n), and then we get L,(n) = O(n log n) and T,(n) =O((log n)‘). 
What if we sort tables or other array-like structures using quicksort? The array- 
based versions of quicksort and mergesort can be programmed in functional 
languages, too, but we should think twice before we start to write a program that 
simulates the imperative versions of our sorting algorithms. The most important 
advantage of quicksort for imperative arrays is space efficiency (besides the fact 
that quicksort is fast, of course), which is due to a (generally large) number of 
exchanges between array entries. Because there is no “update in place” in functional 
programming, the advantage of space efficiency will be lost when simulating the 
algorithm. Each update will create garbage cells, and a long sequence of updates 
will create lots of garbage. The easiest way to sort a table seems to be to transform 
it into two sequences (one for the indices, one for the values), to sort the values 
separately, and finally to connect them with the indices. Such a program for quicksort 
might read like this: 
quicksort- tables : : table * num + table * num 
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quicksort- tables t = 
connectseq maketab indices (quicksort values) 
where 
indices, values = 
foldtab unify one-entry (emptyseq, emptyseq) t 
where 
one-entry i v = 
)( handles one entry of the table 
(makeseq i, makeseq v) 
unifv (il, vl)(i2, i2) = 
(appendseq il, i2, appendseq v 1 v2) 
Implementations of quicksort and mergesort for tables without sequences can be 
found in [12]. They show that it can be done without sequences, but we do not 
recommend that such programs be written. 
5. Subset construction 
In this section we develop a program for the subset construction which transforms 
a nondeterministic finite automaton into a deterministic one. This method is one of 
the fundamentals of automata theory, hence there is no need to present it in detail. 
We just introduce our notation. 
A non-deterministic finite automaton (NFA) is a quintuple 
A = (0, &qo, 4 F), 
with Q denoting the set of states, .E the input alphabet, qO the initial state, 6 the 
transition function, and F the set of final states. The type of 6 is 
s:Qx(~u{s])+~(Q), 
where F denotes the empty word and 9 the power set. Note that this definition 
permits s-transitions. 
For a deterministic finite automaton (DFA), S must have type 
8:QxZ+Q. 
These types can be described in our functional language in a straightforward way. 
eps_or +*::= Epsilon (Letter ** 
II2 u {&I 
nfa * ** = = (set *, set **, *, table (*, eps_or **) set *, set *) 
I( * stands for the type (set) nonterminals, ** stands for the terminals 
dfa * ** = = (set *, set **, *, table (*, **) *, set +) 
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Before we present the program, we give an overview of the important functions. 
eps-closure computes the E-closure for a set A of states, that is the set of states 
reachable from A by E moves. For a set s of states and a letter a, transition s a 
computes the set of states that can be reached from elements of s by reading a, E 
transitions included. 
Building the transition table for the DFA is the most complex part of the program. 
It is built stepwise, with each intermediate stage characterised by a triple (&tat, 
ddelt, new-stat), where 
l dstat denotes the set of DFA states constructed so far, 
l ddelt denotes the part of the DFA transition table constructed so far and 
l new-stat denotes the set of elements from dstat whose outgoing transitions 
have not yet been computed. 
The initial stage is characterised by the tuple 
({CM, emptytab, {CM), 
where 
QO = eps_ closure{ qO} 
denotes the initial state of the DFA. The iteration halts when new-stat is empty. 
subset_construction (states, sigma, q0, delta, jinals) = 
(dstates, sigma, dq0, ddelta, djnals) 
where 
dqO= 
eps_closure (makeset 40) 
(dstates, ddelta, dummy) = 
iterate next cond (makeset dq0, emptytab, makeset dq0) 
where 
cond (states, delta, new-states) = 
new-states = emptyset 
next (dstat, ddelt, new-stat) = 
(appendset dstat new-stats, appendtab ddelt new-delt, 
set-difference new-stats dstat) 
where 
(new-stats, new_delt) = 
foldset unify one-letter (emptyset, emptytab) sigma 
where 
one-state s = 
foldset unify one-letter (emptyset, emptytab) sigma 
where 
one-letter a = 
(makeset t, maketab (s, a) t) 
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where 
t = transition s a 
unifv (Sl, tl)(s2, t2) = 
(appendset sl ~2, appendtab tl r2) 
dfinals = 
jilterset cond dstates 
where 
cond s = intersection s jinals - = emptyset 
eps_closure = 
closure eps-succ 
where 
eps_succ q = 
seltah (q, Epsilon) delta 
transition s a = 
eps_closure (foldset appendset succ-one-state emptyset s) 
where 
succ_one_state q = 
seltab (q, Letter a) delta 
There is a high potential for parallel execution in this program. 
l The e-closures for the states of the DFA are computed using the predefined 
function closure which can be implemented in a parallel fashion. 
l The function transition uses foldset to compute the successors for all states. As 
we pointed out before, foldset can be evaluated in parallel. 
l The computation of the next approximation of the DFA, computed by next, is 
defined as a fold over all letters of the alphabet and all states of the DFA whose 
successors have not yet been computed. Both folds can be evaluated in parallel. 
This high degree of parallelism was achieved by the use of higher order functions, 
particularly foldset. All that was necessary was to design our algorithm in terms of 
the questions: 
l What should be done with each entry of our data structure? 
l How should the subresults be combined? 
and write this down straightforwardly, using foldset. 
Now we shall examine how much of this parallelism is in fact exploited by our 
different implementation regimes. In the sequel, we write q for IQ1 and u for ICI. 
Furthermore, let qq denote the cardinality of the set of states in the DFA. Recall 
that delta has O(qa) entries. Let e denote the length of the longest cycle-free path 
which consists of e-transitions. 
The extent to which our analysis can yield results of practical value is limited. 
First of all, recall that that subset construction for a NFA with n states may result 
in a DFA with O(2”) states. It is not known how long the longest cycle free path 
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in the underlying graph of such a DFA can be (it is not 2”), but a knowledge of 
this would be essential for finding an upper bound for the number of iterations of 
next taken to compute the DFA. As we have no reasonable upper bound for this, 
we shall only consider the complexity for one application of next here. The worst 
case for a single application of next is that we have a large set of states whose 
outgoing transitions have to be computed, and that these outgoing transitions lead 
into a large set of states, both are O(qq). Note, however, that the larger these sets 
are, the fewer iterations of next we need: there is a tradeoff between the “depth” 
and the “breadth” (as seen from the initial state) of the DFA that we construct. 
Consider eps_closure first. Let n denote the size of the hull that is to be computed. 
The hull is computed in O(e) steps. Using the list implementation, each step takes 
0( n2+ qa) time (this result being obtained simply by applying our formulas), and 
so we get L,(n) = O(e * (n’+ qv)). With trees, the combination of the subresults 
takes only O((log n)3) time, so we get T,(n) =O(e * ((log n)‘+log qa)). 
The next function to investigate is transition. Let n denote the size of the argument 
set and m denote the size of the result set. We shall examine the list-based 
implementation first. According to our formulas, computing the transitions which 
are made when reading the letter a take O(n) * O(m) + O(qa) time. Afterwards, the 
s-closure of this set has to be computed. All in all we get L&n, m) = 
0(nm+qa)+O(e*(m2+qcr))=O(m(em+n)+(e+l)qcr). For the tree-based 
implementation, the analysis yields 
T,(n, m)=O(log n) * O((log m)‘)+O(log qcr) 
+O(e * ((log m)‘+log qa)) 
=d((log m)‘* (e * (log m+log qa)+log n). 
The complexity of the subsidiary function unify is determined easily to be 
L,( qq, CT) = 0( qqu) and T,( qq, CT) = 0( (log qqo)‘), respectively. For the other sub- 
sidiary function, one-state, we replace the parameters n, m in the formula for the 
complexity by their upper bound q, thus obtaining 
L&q, qq, a, e) = O(a) * O(qqa) +O((e + 1) * (q’+ q(r)) and 
T&q, 94, u, c) = O(log a) * O((log qqfl)2)+ O((e + 1) * ((log q)” + log q(+)). 
The crucial point for the complexity of next is the computation of (new-stats, 
new_delt). Applying our formulas and the results obtained so far, we get 
L&q, 49, V, c)=O(qq) * 0(qq~)+O(qq~2)+O((e+t) * (q2+qfl)) 
=O(qq2u+qqcT2+(e+1) * (q2+qv)) and 
T,(q, qq, u, e) = Wag 94) * @(log qqa)2) +O(log u) * O((log qqg)2) 
+O((e+l) * ((log q)3+log qa)) 
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Note that, as in the case of most primitives, linear time is reduced to logarithmic 
time when switching from the list-based implementation to the tree-based one. 
6. Implementation aspects 
We have presented a collection of data structures and corresponding primitives, 
and some programming examples which demonstrate the usefulness of our choice 
with respect to expressiveness as well as efficiency under an appropriate parallel 
implementation. In this section we shall discuss some additional implementation 
aspects. 
Our examples illustrate that we can avoid many recursive function definitions by 
using a small fixed set of functions. The formal definitions for the semantics of 
these functions were given in Miranda notation, and most of these definitions were 
recursive. Run time efficiency would be increased if these functions became part of 
a functional language. An implementation in terms of a (abstract or physical) 
machine could exploit the special features of our functions, saving both time and 
space. 
l Most of the primitives we have defined have ad hoc recursive implementations. 
But most of them could be implemented iteratively as well. For example, fold* 
might be implemented using a tree traversal algorithm. Furthermore, there 
would be no need to pass its function parameters all over the tree, a global 
reference would do as well. 
l Direct implementations of functions like fixed-point could exploit a potential 
for compile time garbage detection: there would be no need to store the 
intermediate versions that are created when computing a fixed point as “first 
class” objects, and updates might be made in place. 
Various implementation techniques for the data structures presented in this paper 
have been studied [9, 10, 121, and it seems that tree-based implementations perform 
best. It is an open question whether it pays to use balanced trees or whether it fits 
to trust in the good-natured behaviour of unbalanced trees. Obviously, using higher 
order functions like foldint to generate data structures is likely to create well balanced 
trees. On the other hand, using ad hoc recursion to generate data objects stepwise 
is likely to create linear structures. So, at least the advanced programmer who uses 
higher order functions extensively will amost surely be better off with unbalanced 
trees, whilst the beginner may need implicit balancing to obtain structures that 
support efficient parallel evaluation. 
The most important disadvantage of tree-based implementations is that it is 
impossible to have infinite data objects: when searching for a certain entry, a decision 
on the question which subtree to enter has to be made at every inner node on the 
path. For instance, when looking for the ith entry of a sequence, the number of 
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entries in the left subtree of an inner node must be computable in order to decide 
which substructure to enter. Obviously, this requires complete evaluation. 
7. Summary 
We have developed and discussed programs for a number of non-trivial standard 
problems. The most striking observation is that a combination of high level data 
structures and higher order functions enables us to write programs that are rather 
concise, almost free of recursive function definitions, and contain a high degree of 
potential parallelism. This particularly due to our definition of fold*. Designing 
algorithms in terms of the questions 
l What should be done with one object? 
l How should the subresults be combined? 
seems to lead to a high degree of parallelism in functional programs. Our definition 
of fold* supports the design of such algorithms. 
Recently there has been remarkable progress in the development of parallel 
machines and parallelising compilers for applicative languages (cf. [8, 11, lo], for 
instance). The data structures in this paper, particularly fold*, were designed to 
allow for a wide range of implementation techniques, including parallel implementa- 
tions. The price we have to pay is a certain degree of nondeterminism, namely the 
programmer’s uncertainty about the evaluation order of the binary function f: We 
believe that this is no real problem, because in most cases the evaluation order is 
irrelevant. The programming examples in this paper support this claim. 
The data structures that we proposed are not meant to replace lists altogether. 
Numerous examples (see [7], for example) illustrate the usefulness of lazy evaluation 
and infinite lists in functional programming, but this does not mean that laziness 
is essential for all applicative data structures. Very often lists are used to implement 
finite data structures which might be evaluated call by value as well. For these 
applications, non-lazy data structures with enhanced primitives will be better suited 
in many cases. 
Appendix. Some features of Miranda 
As we mentioned in the beginning of this paper, the syntax we use is very close 
to Miranda [5, 14, 151. This paper takes for granted that the reader is familiar with 
the principles of functional programming, and we do not explain the basic language 
constructs of applicative languages. Nevertheless, we present the syntax of the 
Miranda constructs used in this paper in order to help readers who are not familiar 
with this particular language. 
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l General information 
Miranda is a strongly typed, lazy functional language with polymorphic types 
and higher order functions. The syntax is rather terse. Programs (they are called 
scripts in Miranda) consists of lists of declarations. We only consider three kinds 
of declarations here: definitions (of functions and values), type declarations (of 
user defined types), and type specifications. The latter are of minor importance, 
because Miranda uses type inference to find out the types of declared functions. 
l Predefined types 
Miranda has the predefined data types num (containing both real numbers and 
arbitrary precision integers), bool, and char. The only predefined data structure 
is list. List types are denoted by enclosing the element type in rectangular brackets. 
For example, [num] denotes the type list of numbers. ‘[I’ and ‘:’ are the notation 
for empty lists and the cons operator, respectively. Lists and lazy. 
l Type variables 
Miranda permits the use of type variables, for instance for defining polymorphic 
types. Any non-empty list of asterisks, like *, **, *****, is a type variable, with 
lists of different lengths standing for different types. 
l User defined data types 
Most user defined data types in Miranda are algebraic. A data object consists of 
a constructor which is applied to a number of arguments of various types. Recursive 
definitions are permitted. A constructor definition consists of the name of the 
constructor and the sequence of the argument types. There may be various 
constructors for one data type, the alternatives are separated by ‘1’. The type name 
and the corresponding list of constructor definitions are separated by ‘::=‘. 
Algebraic type definition may contain type variables. A definition for binary trees 
might be: 
tree * : := Leaf * ) Node ( tree *) ( tree *) 
Constructor names must start with a capital letter, and every identifier starting 
with a capital letter is supposed to be a constructor. Parameterised constructors, 
like Node in the above example, are functions and can be used as such. In 
particular, they can be applied partially or can be used as arguments for higher 
order functions. 
l Type synonyms 
A shorthands for a type is called a type synonym. These are perfectly transparent 
to the compiler and do not influence type checking, they merely enhance read- 
ability. The shorthand and what it stands for are separated by ‘= =‘. For example, 
string = = [char] 
defines string as a synonym for lists of characters. 
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l Case analysis 
l Local definitions 
There are two different mechanisms for case analysis. 
- Pattern matching 
Case analysis over the structure of objects (that is over the constructors at the 
root of objects) is done by pattern matching. A function that computes the 
length of a list can be defined in the following way: 
length [] = 0 
length (h : t) = 1 + (length t) 
- Guarded expressions 
The if-then-else, which is well known from imperative languages and some 
functional languages like ML, is missing in Miranda. Instead we have guarded 
expressions, an analogue to Dijkstra’s guarded commands. Expressions and their 
guards are separated by commas, and guards start with an (optional) if. The 
special guard otherwise may be used only in the last place of a list of guarded 
expressions. It matches any condition and is the analogue to else. A function 
that computes the sign of a number can be defined as follows: 
sign x = 
1, ifx>O 
0, ifx=O 
-1, otherwise 
Functions and objects can be defined with respect to local definitions; they are 
introduced by where clauses. A where clause is a list of definitions that is preceded 
by the keyword where. All definitions in a where clause must be indented so that 
no character is further to the left than the ‘w’ of where. This rule, called the ofiide 
rule, is used to determine the end of the local declarations5 For instance, in the 
script 
.fxy= 
g(x+y) 
where 
gz= 
z+1 
hz= 
z-t2 
g is local to f, but h is not, because its definition is not indented far enough, so 
it is clear that the where clause consists of single declaration. 
5 There is an alternative rule that uses ‘;’ to determine the end of declarations, but its use tends to 
spoil readability of programs, and we do not use it here. 
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Sections 
Though operators are generally infix, they can be used like curried functions, too. 
For example, (* 2) denotes a function that doubles a number, and (l/) denotes 
the reciprocal function. These constructs are called sections, and they must be 
parenthesised. 
Infix to prefix conversion 
Prefix notation for functions is standard in Miranda. Nevertheless, function names 
can be converted to infix operators by prefixing a $ character. Most predefined 
operators are infix. Infix operators are converted to prefix operators by enclosing 
them in brackets. 
Comments 
If a line contains the string ‘II’. then the remainder of this line is regarded as a 
comment. 
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