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AFFINE QUIVERS OF TYPE A˜n AND CANONICAL BASES
YIQIANG LI
Abstract. Let Q be an affine quiver of type A˜n. Let C = (cij) be the associated gen-
eralized Cartan matrix. Let U− be the negative part of the quantized enveloping algebra
attached to C. In terms of perverse sheaves on the moduli space of representations of a
quiver, Lusztig constructed U≤0 = U0 ⊗U− geometrically and gave a canonical basis B of
U
− at the same time. The simple perverse sheaves which enter B are defined abstractly in
general. In Lusztig’s paper [L2], by using McKay’s correspondence, he gave a description
of these canonical basis elements in affine cases, i.e, specifying the corresponding supports
and local systems. But the chosen orientations and the number of vertices of the quiver are
not arbitrary. In this paper we generalized the description in [L2] for arbitrary orientations
and vertices in the case of type A˜n by using the theory of representations of quivers.
1. Introduction
Let C = (ci,j)i,j∈I be a symmetric generalized Cartan matrix, where I is a finite index set.
Let U− be the negative part of the quantized enveloping algebra associated to C. A graph
Γ is attached to C as follows. The vertex is I and the number of the edges between i and
j (i 6= j) is |ci,j| and there is no edges between i and i, for any i ∈ I. By indicating the
orientation of each edge in Γ, we have an oriented graph Q, called the quiver associated to
the Cartan matrix C.
In [L1], Lusztig studied certain type of simple perverse sheaves on the representation
varieties of Q. He constructed U≤0 = U0 ⊗U− purely geometrically. In his construction,
the isoclasses of these simple perverse sheaves produce a canonical basis of U−, with very
remarkable properties. But these simple perverse sheaves are defined abstractly. We only
know that they correspond to orbits in the representation varieties in the finite case. In [L2],
Lusztig described these simple perverse sheaves in the case of affine type (A˜n, D˜n, E˜6, E˜7
and E˜8). However, his description has some restrictions on the orientation of the quiver and
the number of vertices of the underlying graph. The orientation he considered are those such
that each vertex is either a sink or a source. In the case of type A˜n the number of vertices
has to be even . The theory of representation of affine quivers plays a very important role in
his description. Instead of using the language in [DR] on the classification of representations
of affine quivers, Lusztig reinterpreted the problem and redeveloped the theory, based on the
McKay’s correspondence.
In this paper, we generalize Lusztig’s description of the simple perverse sheaves that enter
the canonical basis in the affine case of type A˜n. We use the language used in [DR] on the
theory of representations of affine quivers. Note that the language in [DR] does not have any
restriction on the vertices and the orientations, except that the given orientation cannot be
cyclic in the case of type A˜n. (The cyclic quiver case has been done by Lusztig.) We follow
the line of what Lusztig did in [L2]. The difficult part is to prove Lemma 7.5. This leads us
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to construct a categorical equivalence between the full subcategory Rep(T ), whose objects
come from a tube T of period p and the category of nilpotent representations of a cyclic
quiver with p vertices. The equivalence between these two abelian categories is well-known.
But our construction gives rise to an isomorphism of certain varieties, with desired properties
that we can use in the proof of Lemma 7.5.
Section 2 recall the theory of representations of quivers; In Section 3, we study tubes.
Section 4, 5 and 6 recall results from [L2]. Section 7 proves the main theorem.
I would like to thank my advisor Prof. Zongzhu Lin for his continuing support and
guidance. Without him, this paper will never be finished. Also I would like to thank Prof.
Lusztig and Prof. Ringel for helpful communications.
2. Representations of quivers
Once and for all, k is an algebraically closed field, of characteristic not necessarily 0.
2.1. A graph Γ consists of a pair (I, H) with three operations ′ : H → I, ′′ : H → I and
− : H → H satisfying the following conditions:
(1) I and H are finite sets;
(2) − : H → H is a fixed point free involution;
(3)
(
h¯
)′
= h′′ and h′ 6= h′′, for any h ∈ H .
(By abuse of the notation, we write Γ = (I, H) for a graph.) An orientation of a graph
Γ = (I, H) is a subset Ω of H such that
Ω ∪ Ω¯ = H and Ω ∩ Ω¯ = ∅ ,
where Ω¯ = {h¯|h ∈ Ω}. A graph Γ = (I, H) with an orientation Ω is called a quiver,
denoted by Q=(Γ, Ω ). Elements in Ω are called arrows. Given an arrow h ∈ Ω, we
call h′ and h′′ the starting and terminating vertices of h, respectively. Pictorially, we put
h′
h
→ h′′. A representation of the quiver Q is a pair (V, x), where V is a finite dimensional
I-graded k-vector space and x = {xh : Vh′ → Vh′′ |h ∈ Ω} is a collection of linear maps.
A morphism φ between two representations (V, x) and (V′, x′) is a collection of linear maps
φ = {φi : Vi → V
′
i | i ∈ I} such that φh′′xh = x
′
hφh′ for any h ∈ Ω. Thus, we have
just defined an abelian category Rep(Q), whose objects are representations of Q and whose
morphisms are morphisms of representations of Q.
2.2. Let V be an I-graded k-vector space. Let GV =
∏
i∈IGL(Vi), where GL(Vi) is the
general linear group of Vi. For any subset H1 ⊆ H , define
EV,H1 =
⊕
h∈H1
Hom(Vh′,Vh′′).
GV acts on EV,H1 in the following way. For any g = {gi| i ∈ I} in GV and x = {xh| h ∈ H1}
in EV,H1 , g.x equals y = {yh| h ∈ H1}, where yh = gh′′ ◦xh ◦g
−1
h′ for all h ∈ H1. In particular,
given an orientation Ω of the graph Γ,
EV,Ω =
⊕
h∈Ω
Hom(Vh′,Vh′′)
and GV acts on EV,Ω. Note that for any x ∈ EV,Ω, the pair (V, x) is a representation of
Q. (V, x) and (V, y) are isomorphic to each other if and only if x and y are in the same
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GV-orbit. Finally, let EV = EV,H. We call that x ∈ EV is nilpotent if there exists an N ≥ 2
such that the following condition is satisfied: for any sequence h1, · · · , hN in H such that
h′1 = h
′′
2, · · · , h
′
N−1 = h
′′
N , we have xh1 ◦ · · · ◦ xhN = 0.
2.3. Let Q = (Γ,Ω) be a quiver without oriented cycles. A vertex i is called a sink (resp.
a source) if for any h ∈ Ω such that i ∈ {h′, h′′}, then h′′ = i (resp. h′ = i). In [BGP], the
Coxeter functors Φ+ and Φ− are defined as follows.
First, for any i in I, let σiΩ = {h ∈ Ω|i 6∈ {h
′, h′′}} ∪ {h ∈ Ω¯|i ∈ {h′, h′′}}. Then σiΩ is an
orientation of Γ, (i.e, by reversing the arrows in Ω starting or terminating at i). Denote by
σiQ the quiver (Γ, σiΩ).
Second, if i is a sink in Q, define a functor Φ+i : Rep(Q) → Rep(σiQ) in the following.
For any (V, x) ∈ Rep(Q), Φ+i (V, x) = (W, y) is a representation of σiQ, where Wj = Vj
if j 6= i and Wi is the kernel of the linear map
∑
ρ∈Ω: ρ′′=i xρ : ⊕ρ∈Ω:ρ′′=iVρ′ → Vi; for any
h ∈ σiΩ, yh = xh if h
′ 6= i, otherwise if h′ = i, yh : Wi → Wh′′ is the composition of the
natural maps: Wi → ⊕ρ∈Ω: ρ′′=iVρ′ = ⊕h∈σiΩ:h′=iWh′′ →Wh′′. This extends to a functor.
Finally, since Q has no oriented cycles, we can order the vertices in I, say (i1, · · · , in)
(|I| = n), in such a way that ir is a sink in the quiver σir−1 · · ·σi1Q. We then define the
Coxeter functor Φ+ to be Φ+in ◦ · · · ◦ Φ
+
i1
.
Similarly, if i is a source in Q, define a functor Φ−i : Rep(Q)→ Rep(σiQ) in the following.
For any (V, x) ∈ Rep(Q), Φ−i (V, x) = (W, y) is a representation of σiQ, where Wj = Vj
if j 6= i and Wi equals the cokernel of the linear map
∑
ρ∈Ω:ρ′=i xρ : Vi → ⊕ρ∈Ω:ρ′=iVρ′′ ; for
any h ∈ σiΩ, yh = xh if h
′′ 6= i, otherwise if h′′ = i, yh is the composition of the natural map
Wh′ → ⊕ρ∈Ω:ρ′=iVρ′′ → Wi. This extends to a functor. The Coxeter functor Φ
− is defined
to be Φ−i1 ◦ · · · ◦ Φ
−
in
.
Let A be the path algebra of Q. We know that the category, Rep(Q), of representations of
the quiver Q is equivalent to the category, A-mod, of left A-modules ([CB, §1 Lemma]) and
that the Coxeter functors and the Auslander-Reiten translates are equivalent to each other
too ([BB]). Therefore, the results given in [CB] in the setting of A-mod can be reinterpreted
in the setting of Rep(Q). We will use some of the results in [CB] directly in the setting of
Rep(Q).
2.4. From now on in this subsection, let Q = (Γ,Ω) be an affine quiver without oriented
cycles.
Given an indecomposable representation (V, x) ofQ, we call that (V, x) is preprojective if
(Φ+)r(V, x) = 0 for r ≫ 0; that (V, x) is preinjective if (Φ−)r(V, x) = 0 for r ≫ 0 and that
(V, x) is regular if (Φ+)r(V, x) 6= 0 and (Φ−)r(V, x) 6= 0 for any r > 0. We also call that a
representation (not necessarily indecomposable) is preprojective (resp. preinjective, regular)
if all indecomposable summands of the representation are preprojective (resp. preinjective,
regular).
Let Si be the simple representation corresponding to the vertex i. It’s a representation
(V, x) such that Vi = k, Vj = 0 if j 6= i and all linear maps xh are 0. (Note that given a
graph, the definition of the simple representation works for any orientation of the graph. By
abuse of notation, we always denote by Si the simple representation corresponding to vertex
i regardless of the orientation.)
Fix a sequence (i1, · · · , in) such that ir is a sink of the quiver σir−1 · · ·σi1(Q). Let P (ir) =
Φ−i1 ◦ · · · ◦ Φ
−
ir−1
(Sir) and I(ir) = Φ
+
in
◦ · · · ◦ Φ+ir+1(Sir). Note that the set {P (ir)| r =
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1, · · · , n} (resp. {I(ir)| r = 1, · · · , n}) gives a complete list of projective (resp. injective)
representations of Q. Suppose that (V, x) is indecomposable, then (V, x) is preprojective if
and only if (V, x) = (Φ−)rP (i) for some i and r; (V, x) preinjective if and only if (V, x) =
(Φ+)rI(i) for some i and r. Furthermore, the regular representations form an extension-
closed abelian subcategory of Rep(Q). Φ+ is an autoequivalence on this subcategory. Φ−
is its inverse. The simple objects in this subcategory are called regular simples. For each
regular simple (V, x), there exists a positive integer r such that (Φ+)r(V, x) = (V, x). We
call the smallest one, p, the period of (V, x) under Φ+. The set {(V, x), · · · , (Φ+)p−1(V, x)}
is called the Φ+-orbit of (V, x). Given a Φ+-orbit of regular simples, the corresponding
tube, say T , is a set of all indecomposable regular representations whose regular composition
factors belong to this orbit. We have the following properties:
• Every regular indecomposable belongs to a unique tube;
• Every indecomposable in a tube has the same period under Φ+;
• All but finitely many regular simples have period one;
• The number of non-isomorphic indecomposable representations (V, x) in a tube T
such that dim (V, x) = rδ is equal to the period of T , for any integer r ≥ 1, where
dim (V, x) :=
∑
i∈I dimVi i is the dimension vector of (V, x) and δ is the minimal
positive imaginary root of the root system of the underlying graph Γ.
Furthermore we have:
Lemma 2.5. If (V, x) is regular and W ⊆ V is an I-graded subspace of V such that W
is x-stable and dim(V/W) = dim (Φ+)rR for some r and R regular indecomposable, then
(W, x) is regular too. (We call that W is x-stable if xh(Wh′) ⊆Wh′′ for any h ∈ Ω. (W, x)
is the representation induced from (V, x) by restriction.)
Proof. Since W is x-stable, it induces a representation on V/W, denote by (V/W, x). By
[DR, Prop. 1.9, 2.6], if X is indecomposable, then X is preprojective, regular or preinjective
if the defect of X , ∂(X), is negative, zero or positive. We have ∂((V, x)) = ∂((W, x)) +
∂((V/W, x)). Since dim (V/W, x) = dim (Φ+)l(R), ∂((V/W, x)) = 0. Thus, ∂((W, x)) =
0. By [DR, Lemma 3.1], we know that every subrepresentation of (V, x) have defect≤ 0. So is
every indecomposable summand of (W, x). Now (W, x) can be decomposed into a direct sum
of the indecomposables. Its defect is then the sum of the defects of these indecomposables.
Hence, the defect of every indecomposable summand of (W, x) is 0. Therefore, (W, x) is
regular. 
The following well-known lemma is about the vanishing of Hom-groups and Ext1-groups.
Its proof is more or less in [CB].
Lemma 2.6. Let (V, x) and (W, y) be two indecomposable representations of Q as follows.
a: (V, x) and (W, y) are both preinjectives such that (V, x) = (Φ+)rI(i), (W, y) =
(Φ+)r
′
I(i′), for some r ≥ r′ ≥ 0 and i, i′ ∈ I;
b: (V, x) and (W, y) are both preprojectives such that (V, x) = (Φ−)rP (i), (W, y) =
(Φ−)r
′
P (i′), for some 0 ≥ r ≥ r′ and i, i′ ∈ I;
c: (V, x) and (W, y) are both regulars, but they are not in the same tube;
d: (V, x) is nonpreinjective, (W, y) is preinjective;
e: (V, x) is preprojective, (W, y) is nonpreprojective;
then we have
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A: Ext1((V, x), (W, y)) = 0;
B: Hom((W, y), (V, x)) = 0; if they are not isomorphic.
Given two representations (V, x) and (W, y) of Q, we have the following exact sequence:
(1) 0→ HomQ((V, x), (W, y))
i
→ ⊕i∈IHom(Vi,Wi)
a
→ ⊕h∈ΩHom(Vh′,Wh′′)
b
→ Ext1((V, x), (W, y))→ 0,
where i is the inclusion, a and b are defined as follows. Given θ ∈ ⊕iHom(Vi,Wi), a(θ) =
(a(θ)h : Vh′ → Wh′′| h ∈ Ω), where a(θ)h := yh ◦ θh′ − θh′′ ◦ xh for any h ∈ Ω; Given
γ ∈ ⊕hHom(Vh′,Wh′′), b(γ) is the following exact sequence:
0→ (W, y)
c
→ (W ⊕V,
[
y γ
0 x
]
)
d
→ (V, x)→ 0,
where c and d are inclusion and projection, respectively. (See [R1] for a proof.) Finally, we
have the following Kac’s theorem
Theorem 2.7. (1) If (V, x) is indecomposable then dim (V, x) is a root;
(2) If α is a positive real root, there is a unique (up to isomorphism) indecomposable
(V, x) with dim (V, x) = α.
3. Tubes
From now on, throughout the rest of this paper, we assume that Q = (Γ,Ω) is an affine
quiver of type A˜n without oriented cycle, unless state explicitly.
3.1. We know that the minimal positive imaginary root for Q is δ =
∑
i∈I i. Suppose that
T is a tube of period p 6= 1, (There are at most 2 such tubes.) Fix a regular simple R of T
in this section. We have (Φ+)rR ≃ (Φ+)mR if r ≡ m (mod p). So it makes sense when we
say that the power r is in Z/pZ. Denote by [R] the isoclass of the representation R. Then
the set {[R], · · · , [(Φ+)p−1R]} is a complete list of isoclasses of regular simples in T . By [CB,
Lemma 9.3], we have dim R+dim Φ+R+ · · ·+dim (Φ+)p−1R = δ. So (dim (Φ+)rR)i equals
0 or 1 for i ∈ I and any r ∈ Z/pZ. Denote by supp((Φ+)rR) the support of the dimension
vector of (Φ+)rR, for any r ∈ Z/pZ. Thus, we know that the supports of the regular simples
in T are disjoint. For each r ∈ Z/pZ, we define a representation RTr as follows.
Vi =
{
k if i ∈ supp((Φ+)rR),
0 otherwise,
for any i ∈ I;
and
xh =
{
1 if {h′, h′′} ⊆ supp((Φ+)rR),
0 otherwise,
for any h ∈ Ω,
where 1 stands for the identity map. It’s isomorphic to (Φ+)rR and the set {RTr | r ∈ Z/pZ}
gives a complete list of the regular simples in T (up to isomorphism). Denote by Q(r)
the full subquiver of Q whose vertex set is supp((Φ+)rR), r ∈ Z/pZ. Since (Φ+)rR is
indecomposable, Q(r) must be connected. So Q(r) is either a single point with no arrows
or a quiver of the form pictorially:
• → • → · · · → •.
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Denote by s(r) (resp. t(r)) the unique source (resp. sink) ofQ(r). Denote by ρ(r) the unique
path from s(r) to t(r) in Q(r). Denote by h(r) the unique arrow in Ω such that h(r)′ = s(r)
and h(r)′′ = t(r− 1). Given x ∈ EV,Ω, denote by xρ(r) the natural composition of the linear
transformations on the path ρ(r), (i.e, if ρ(r) is a trivial path, then xρ(r) is the identity map; if
ρ(r) = h1 · · ·hm : •
hm→ • · · · •
h1→ • is a nontrivial path, then xρ(r) = xh1 ◦ · · ·◦xhm for m ≥ 1).
Denote by Rep(T ) the full subcategory of Rep(Q), objects of which are representations whose
direct summands are in T .
Lemma 3.2. Suppose that (V, x) is an indecomposable representation in Rep(T ), then
(1) dim Vi = dim Vj if i, j ∈ supp((Φ
+)rR) for some r;
(2) xh is an isomorphism if {h
′, h′′} ⊆ supp((Φ+)rR) for some r.
Proof. Note that there exists a sequence of regular representations in Rep(T ):
⋆ 0 = R0 ⊆ R1 ⊆ ... ⊆ Rm = (V, x),
such that R1, R2/R1, · · · , Rm/Rm−1 are regular simples in T (See [CB]). Since for each
regular simple, (1) is true, therefore (1) is true for (V, x).
We prove statement (2) by induction on the global dimension of (V, x). Note that the
global dimension of (V, x) is defined to be dim (V, x) =
∑
i∈I dimVi. From the construction
of the regular simples in T , the statement is true for any regular simples in T . Suppose that
(V, x) is not a regular simple and the statement is true for any indecomposable in Rep(T )
whose global dimension is less than the global dimension of (V, x). There exists an exact
sequence
0→ (V′, x′)→ (V, x)→ (V′′, x′′)→ 0,
such that (V′, x′), (V′′, x′′) ∈ T . Now for any h ∈ Ω such that {h′, h′′} ⊆ supp((Φ+)rR) for
some r, we have the following commutative diagram:
0 −−−→ V′h′ −−−→ Vh′ −−−→ V
′′
h′ −−−→ 0y x′h
y xhy x′′h
y y
0 −−−→ V′h′′ −−−→ Vh′′ −−−→ V
′′
h′′ −−−→ 0,
where the horizontal sequences are exact. By induction x′h and x
′′
h are isomorphisms, so by
Five lemma, xh is an isomorphism. (2) holds. 
Corollary 3.3. The Lemma above is true for any representation (V, x) ∈ Rep(T ).
Proof. Decompose the representation into a direct sum of the indecomposable representa-
tions, apply the Lemma above to each indecomposable summand of the representation.
Combine them together, we get the Corollary. 
Proposition 3.4. Let T be a tube of period p 6= 1. Let QT be the cyclic quiver with the
vertex set Z/pZ and the arrow set {r → r − 1|r ∈ Z/pZ}. Then Rep(T ) ≃ Nil(QT ), where
Nil(QT ) is the category of nilpotent representations of QT .
Proof. Define a functor F : Rep(T )→ Nil(QT ) as follows. For any (V, x) ∈ Rep(T ), define
a representation F ((V, x)) := (F (V), F (x)) in Nil(QT ), where F (V) =
⊕
r∈Z/pZ F (V)r with
F (V)r = Vs(r) for any r ∈ Z/pZ and F (x) = {F (x)r→r−1 : F (V)r → F (V)r−1| r ∈ Z/pZ}
with F (x)r→r−1 = x
−1
ρ(r−1)◦xh(r) for r ∈ Z/pZ. Note that F (x) is well-defined by the Corollary
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above. The nilpotency of (F (V), F (x)) comes from the existence of a regular sequence (⋆)
of (V, x) in the proof of Lemma 3.2. This extends to a functor.
Next, we define another functor G : Nil(QT ) → Rep(T ) as follows. For any (W, y) ∈
Nil(QT ), define a representation G((W, y)) := (G(W ), G(y)) in Rep(T ), where G(W ) =
⊕i∈IG(W )i with G(W )i = Wr(i) if i ∈ supp((φ
+)r(i)R for some r(i) and G(y) = {G(y)h :
G(W )h′ → G(W )h′′|h ∈ Ω} with G(y)h = yr→r−1 if h
′ = s(r), h′′ = t(r − 1) for some r,
otherwise G(y)h = id, the identity map. This extends to a functor too.
Finally, we claim that these two functors are equivalent to each other. By definitions, we
see that F ◦ G = IdNil(QT ). We construct a natural transformation α : G ◦ F → IdRep(T )
as follows. For any (V, x) ∈ Rep(T ), GF ((V, x)) is again a representation in Rep(T ) with
GF (V, x)i = Vs(r), where r = r(i) ∈ Z/pZ such that i ∈ supp((Φ
+)rR), s(r) is the source of
the subquiver Q(r). Define a morphism of representations α((V, x)) : GF ((V, x))→ (V, x)
by
α((V, x))i = xs(r)→i : Vs(r) → Vi for any i ∈ I,
where r = r(i) is such that i ∈ supp((Φ+)r(i)R) and xs(r)→i is the natural composition of the
linear transformations along the path ρs(r)→i (i.e. the path from s(r) to i in Q(r)). This
really is a morphism of representatios of Q. It extends to a natural transformation. By
Corollary 3.3, we see that α((V, x))i is isomorphic, for any i ∈ I. Therefore, α is a natural
isomorphism. The Proposition is proved. 
3.5. From the analysis in Section 3.1, we know that the arrow set Ω can be separated into
two disjoint subsets, written as Ω = Ω1 ∪ Ω2, where Ω1 consists of all arrows, h, such that
{h′, h′′} ⊆ supp((Φ+)rR) for some r and Ω2 = {h(r)| r ∈ Z/pZ}. By definition,
EV,Ω = EV,Ω1 ⊕EV,Ω2 .
Let S be the subset of EV,Ω consisting of all elements x ∈ EV,Ω such that the representation
(V, x) is in Rep(T ). By definition, S is GV-invariant. If S is nonempty, then by Corollary
3.3, we know that dimVi = dimVj if {i, j} ⊆ supp((Φ
+)rR) for some r. Since EV,Ω ∼= EV′,Ω
if V ∼= V′, without lost of generality, we may assume that Vi = Vj if {i, j} ⊆ supp((Φ
+)rR)
for some r. Denote by AutV,Ω1 the (open) subset of EV,Ω1 consisting of all elements whose
components are isomorphisms. By Corollary 3.3, S is contained in AutV,Ω1 ⊕ EV,Ω2 . From
the construction of the functors F and G in the proof of Proposition 3.4, we define two
maps F : AutV,Ω1 ⊕ EV,Ω2 → EF (V),ΩT and G : EF (V),ΩT → AutV,Ω1 ⊕ EV,Ω2 as follows.
F (x)r→r−1 = x
−1
ρ(r−1) ◦ xh(r), for any x ∈ AutV,Ω1 ⊕ EV,Ω2, r ∈ Z/pZ; G(y)h = yh if h ∈ Ω2,
G(y)h = id, the identity map, if h ∈ Ω1, for any y ∈ EF (V),ΩT , respectively. Note that the
image of S under F is the subset of EF (V),ΩT consisting of all nilpotent elements. Let S
′
be the image of F (S) under G (i.e, S ′ = GF (S)). We have S ′ ⊆ S, since F (S) consists of
nilpotent elements. Furthermore, by construction, S ′ ⊆ {id} ⊕ EV,Ω2, where id stands for
the element in EV,Ω1 whose components are identity maps.
(a) The restriction F |{id}⊕EV,Ω2 : {id} ⊕ EV,Ω2 → EF (V),ΩT is obviously an isomorphism.
Its inverse is G : EF (V),ΩT → {id} ⊕ EV,Ω2. Let HV be the stabilizer of {id} ⊕ EV,Ω2 in
GV. In fact,
HV = {g = (gi) ∈ GV| gi = gj, if {i, j} ⊆ supp((Φ
+)rR) forsome r}.
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So we have an action of HV on {id} ⊕ EV,Ω2 , induced from the action of GV on EV,Ω.
By definition, the projection F : HV → GF (V) is an isomorphism. Thus the action is
compatible with the action of GF (V) on EF (V),ΩT . (I.e, F (gx) = F (g)F (x), for any g ∈ HV
and x ∈ {id}⊕EF (V),ΩT .) Now define an action of HV on GV× ({id}⊕EV,Ω2) by (g, x).g
′ =
(gg′, g′−1x), for any (g, x) ∈ GV × ({id} ⊕ EV,Ω2) and g
′ ∈ HV. The action of GV on EV,Ω
defines a map m : GV × ({id} ⊕ EV,Ω2)→ AutV,Ω1 ⊕ EV,Ω2. Moreover, we have
Lemma 3.6. (1) (GV × (AutV,Ω1 ⊕EV,Ω2), m) is a quotient of GV × ({id} ⊕EV,Ω2) by
HV. (See [B, 6.3] for a definition of a quotient of a variety by an algebraic group.)
We write GV ×
HV ({id} ⊕ EV,Ω2) = AutV,Ω1 ⊕EV,Ω2.
(2) GV ×
HV S ′ = S and GV ×
HV O′ = Ox, where Ox is the GV-orbit of x in AutV,Ω1 ⊕
EV,Ω2 and O
′ is the HV-orbit of GF (x) in {id} ⊕EV,Ω2.
Proof. To prove (1), by Proposition 6.6 in [B], it suffices to prove the following three condi-
tions.
(a) m is a separable orbit map;
(b) AutV,Ω1 ⊕EV,Ω2 is normal;
(c) The irreducible components of GV × ({id} ⊕EV,Ω2) are open.
Since GV and EV,Ω2 are irreducible, so is GV × ({id} ⊕EV,Ω2). (c) holds. Since AutV,Ω1 ⊕
EV,Ω2 is a smooth variety, it’s normal. (b) holds.
Fix y in AutV,Ω1 ⊕ EV,Ω2. Given (g, x) and (g
′, x′) in m−1(y), we have gx = g′x′. So
g′−1gx = x′. Since x and x′ are in {id} ⊕ EV,Ω2 and HV is the stabilizer of {id} ⊕ EV,Ω2
in GV, g
′−1g is in HV. Let f = g
−1g′, we have (g, x)f = (gf, f−1x) = (g′, x′). So (g, x)
and (g′, x′) are in the same HV-orbit. By definition, m((g, x)f) = m((g, x)), for any (g, x) ∈
GV × ({id} ⊕ EV,Ω2) and f ∈ HV. So m
−1(y) is an HV-orbit. On the other hand, given
y in AutV,Ω1 ⊕ EV,Ω2, the natural transformation α in the proof of Proposition 3.4 gives an
isomorphism (V, y) ≃ (V, G(F (y))). So there exists g inGV such that y = gG(F (y)). Thus,
m((g,G(F (y)))) = y. Hence m is surjective. Therefore, m is an orbit map. To prove (a),
it’s enough to prove that m is separable. Fix a point (1, x) in GV × ({id} ⊕ EV,Ω2), where
1 stands for the element in GV whose components are identity maps. m induces a map of
tangent spaces
(dm)(1,x) : glV × ({id} ⊕EV,Ω2)→ EV,Ω.
It’s defined by (dm)(1,x)(g, y) = z (= (zh)h∈Ω), where zh = yh + gh′′xh − xhgh′ for any (g, y)
in GV × ({id} ⊕ EV,Ω2). By [B, Theorem 17.3], to prove that m is separable, it’s enough
to prove that (dm)(1,x) is surjective. Given z ∈ EV,Ω, let yh = zh if h ∈ Ω2 and yh = id if
h ∈ Ω1. y = (yh)h∈Ω is in {id}⊕EV,Ω, by definition. Note that the set Ω1 can be decomposed
into disjoint union of subsets of arrows such that arrows in each subset can be ordered as
follows.
i1
h1→ i2
h2→ · · ·
hn→ in+1.
Let φi1 = id, φi2 = zh1 , φir = zhr−1 + zhr−2 + · · · + zh1 − (r − 2) for 2 ≤ r ≤ n + 1. This
defines an element, φ, in glV. We have (dm)(1,x)(φ, y) = z. So (a) holds. (1) is proved.
Note that the stabilizer of S ′ (resp. O′) in GV is also HV, m(GV × S
′) = S (resp.
m(GV × O
′) = Ox). By (1), we have (2). 
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4. preparatory results
4.1. We recall some definitions and results from [L1] and [L2]. Let Q = (Γ,Ω) be a quiver.
Let V be a finite dimensional I-graded vector space over k. Let EV = ⊕h∈HHomk(Vh′,Vh′′)
and GV =
∏
i∈IGL(Vi), as in Section 2.2. The Lie algebra of GV is glV = ⊕i∈IEnd(Vi).
Recall that GV acts on EV by (g, x) = y, where yh = gh′′xhg
−1
h′ for any h ∈ H . On EV, a
non-degenerate symplectic form <,> is defined by
< x, x′ >=
∑
h∈Ω
tr(xhx
′
h¯)−
∑
h∈Ω¯
tr(xhx
′
h¯),
where x, x′ ∈ EV and tr is the trace of the endomorphisms of Vh′′. This symplectic
form is GV-invariant. Since EV = EV,Ω ⊕ EV,Ω¯, EV,Ω and EV,Ω¯ appear as complementary
Lagrangian subspaces of EV. (They are GV-stable.) <,> defines a non-singular pairing
EV,Ω ⊗ EV,Ω¯ → k. So EV can be regarded as the cotangent bundle of EV,Ω. In particular,
if Y is a subvariety of EV,Ω, then the conormal bundle of Y may be naturally regarded as a
subvariety of EV.
Attached to the GV-action on the symplectic vector space EV, a moment map Ψ : EV →
glV, where the i
th-component Ψi : EV → End(Vi) is given by
Ψi(x) =
∑
h∈Ω:h′′=i
xhxh¯ −
∑
h∈Ω¯:h′′=i
xhxh¯.
We have
(1) If x′ ∈ EV,Ω , x
′′ ∈ EV,Ω¯ then Ψ(x
′ + x′′) = 0 if and only if x′′ is orthogonal with
respect to <,> to the tangent space at x′ to the GV-orbit of x
′.
Given x ∈ EV,Ω, let T be the tangent space at x to the GV-orbit of x and let T
′ be the
set of vectors in EV,Ω¯ which are orthogonal to T under <,>. Consider the exact sequence
2.4 (1) when (V, x) = (W, y):
(2) 0→ Hom((V, x), (V, x))→ ⊕i∈IHom(Vi,Vi)
a
→ ⊕h∈ΩHom(Vh′,Vh′′)
b
→ Ext1((V, x), (V, x))→ 0.
By definitions, we have that T is the image of a. Since the sequence is exact, the image of
a is the kernel of b, so
(3) T′ ≃ Ext1((V, x), (V, x))∗.
4.2. Define ΛV to be the set of all nilpotent elements x in EV such that Ψ(x) = 0. By The-
orem 12.3 in [L1], ΛV is a closed GV-stable subvariety of EV of pure dimension dim(EV)/2.
(Pure means that all irreducible components have the same dimension.) Let IrrΛV be the
set of all irreducible components of ΛV.
If W is a subspace of V and x ∈ EV, recall that W is x-stable if xh(Wh′) ⊆Wh′′ for any
h ∈ H . Let X be the set of all sequences ν = (ν1, ..., νm), where νr ∈ N[I] for r = 1, · · · , m.
Let Y be the subset of X such that νr is discrete, for all r. (νr is discrete if νrh′ · ν
r
h′′ = 0, for
any h ∈ H .)
Given ν ∈ X , a flag f of type ν is, by definition, a sequence f = (V = V0 ⊇ V1 ⊇ · · · ⊇
Vm = 0) of I-graded subspaces of V such that dim Vr−1/Vr = νr for all r = 1, . . . , m− 1.
If x ∈ EV, we call that f is x-stable if V
r is x-stable for r = 0, . . . , m− 1.
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Given a sequence ν ∈ Y such that |ν| = dim V. (|ν| =
∑m
r=1 ν
r, if ν = (ν1, · · · , νm).)
Define a function χν : ΛV → Z as follows. For any x ∈ ΛV, χν(x) is the Euler characteristic
of the variety of all x-stable flags of type ν in V. Let FV be the Q-vector space spanned by
the functions χν for all ν ∈ Y such that |ν| = dimV. From [L1, §12], we know that FV is a
finite dimensional vector space and all functions in FV are constructible. Furthermore, we
have
Lemma 4.3. |IrrΛV| ≤ dim FV, for any I-graded k-vector space V.
Proof. For any Y ∈ IrrΛV, we can find an open dense subset Y0 of Y such that any function
χ ∈ FV is constant in Y0. This is because any function in FV is constructible and hence for
each function in FV, there exists such open dense subset in Y . On the other hand, FV is
finite dimensional, hence we can choose a basis χr of FV and for each element χr in the basis,
choose an open dense subset, say Yr, of Y such that χr is constant in Yr. Now let Y0 = ∩rYr.
Y0 satisfies the required condition. Let Q[IrrΛV] be the Q-vector space with basis being the
elements in IrrΛV. Define a linear map θ : FV → Q[IrrΛV] as follows. For any χ ∈ FV,
θ(χ) :=
∑
Y ∈IrrΛV
χ(Y0) Y , where χ(Y0) stands for the constant value of χ on Y0. But for
any Y ∈ IrrΛV, by [L2, 3.6; L4, Lemma 2.4], there exists a function χY ∈ FV with the
following properties: (1) there exists an open dense subset Y0 in Y such that χY |Y0 ≡ 1 and
(2) there exists a closed subset ∆ in ΛV of dimension strictly less than the dimension of ΛV
such that χY |ΛV−Y ∪∆ ≡ 0. We then have θ(χY ) = Y . So θ is surjective. The Lemma is
proved. 
4.4. Let U− be the negative part of the enveloping algebra associated to the symmetric
generalized Cartan matrix C of type A˜n. When n = 1, U
− is the Q-algebra with two
generators fi and fj and two relations:
fi f
3
j − 3fj fi f
2
j + 3f
2
j fi fj − f
3
j fi = 0,
fj f
3
i − 3fi fj f
2
i + 3f
2
i fj fi − f
3
i fj = 0.
When n ≥ 2, U− is the Q-algebra with generators fi, where i ∈ I (|I| = n+1), and relations:
fi f
2
j − 2fi fj fi + f
2
j fi = 0, if ci,j = −1;
fi fj = fj fi, if ci,j = 0.
For any ν ∈ N[I], fix an I-graded k-vector space, Vν , of dimension vector ν. Consider the
Q-vector space F =
⊕
ν∈N[I] FVν . It’s indenpendent of the choice ofVν , since FVν ≃ FV′ν , for
any Vν and V
′
ν of the same dimension vector. By [L1, Theorem 12.13], there is an algebra
structure on F such that the map (f r1i1 /r1!) · · · (f
rm
im
/rm!) 7→ χν, where ν = (r1i1, · · · , rmim),
defines an algebra isomorphism U− → F. There is a natural grading U− = ⊕ν∈N[I]U
−
ν and
the isomorphism respects the grading. Consequently, we have
Lemma 4.5. dim FV = dim U
−
ν , for any V of dimension vector ν.
5. Preparatory results 2
5.1. Given an I-graded vector space V over k, we consider the set ϕ(V,Ω) of all pairs (σ, λ),
where σ : Ind → N is a function and λ is (0) or a sequence of decreasing positive integers
(λ1 ≥ λ2 ≥ · · · ≥ λq), satisfying the following conditions:
(1) σ has finite support;
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(2)
∏p−1
r=0 σ([(Φ
+)rR]) = 0, for any isoclass [R] ∈ Ind where R is a regular indecomposable
representation of period p ≥ 2;
(3) σ([R]) = 0, for any isoclass [R] ∈ Ind where R is a regular indecomposable represen-
tation of period 1;
(4)
∑
[P ]∈Ind σ([P ])dim P +
∑
r λr δ = dim V.
Given (σ, λ) ∈ ϕ(V,Ω), we consider the subset X(σ, λ) of EV,Ω consisting of all elements
x such that
(V, x) ≃
⊕
[P ]∈Ind
P σ([P ]) ⊕ R1 ⊕ · · · ⊕Rq ,
where P σ([P ]) is the direct sum of σ([P ]) copies of P and R1, · · · , Rq are regular indecom-
posables from different tubes of period 1 such that dimRr = λrδ for r = 1, · · · , q. We
have
Proposition 5.2. (1) X(σ, λ) is open dense smooth in its closure X(σ, λ). It’s also
irreducible of dimension equal to q + dim Ox, where Ox is the GV-orbit of x in
X(σ, λ);
(2) Let N(σ, λ) be the conormal bundle of X(σ, λ) ⊆ EV,Ω, regarded as a subvariety of
EV, then N(σ, λ) is an irreducible component of ΛV;
(3) For any two different pairs (σ, λ) and (σ′, λ′) in ϕ(V,Ω), then N(σ, λ) 6= N(σ′, λ′).
For a proof of (1) (resp. (2)), see [R2, Theorem 4.3] (resp. [R2, Corollary 5.3]). (3) is from
(2). Also see [L2, Proposition 4.14] for a proof of this Proposition with some restriction on
the orientation of the quiver.
5.3. Fix an element x ∈ X(σ, λ), the representation (V, x) can be decomposed into a direct
sum of indecomposables. Rewrite V as a direct sum V = ⊕r∈ZV(r), where V(r) is an
I-graded subspace of V for any r, such that V(r) is x-stable. There exists some integers
n1 ≤ n2 such that we can order V (r) in the following way.
(1) For any r such that r ≤ n1, there exists s = s(r) ≥ 0 and i = i(r) ∈ I such that
(V(r), x) is isomorphic to a direct sum of copies of (Φ−)sP (i), where P (i) is the
projective representation corresponding to i; moreover, if r < r′ ≤ n1, then either
s(r) < s(r′) or s(r) = s(r′) and i(r) 6= i(r′).
(2) For any r such that n1 < r ≤ n2, (V(r), x) are regulars in different tubes of period
≥ 2; For r = n2 + 1, (V(r), x) ≃ R1 ⊕ · · · ⊕ Rq, where R1, · · · , Rq are regular
indecomposables from different tubes of period 1 such that dimRs = λsδ for s =
1, · · · , q. (Note that when λ = (0), n1 = n2, (2) disappears.)
(3) For any r such that n2 + 1 < r, there exists s = s(r) ≥ 0 and i = i(r) such that
(V(r), x) is isomorphic to a direct sum of copies of (Φ+)sI(i), where I(i) is the
injective representation corresponding to i; moreover if n2 + 1 < r < r
′, then either
s(r) > s(r′) or s(r) = s(r′) and i(r) 6= i(r′).
Note that V(r) = 0 for |r| ≫ 0. Denote by n(x)0 (resp. n(x)1) the unique integer such that
V(n(x)0) 6= 0 and V(n(x)0 − 1) = 0 (resp. V(n(x)1) 6= 0 and V(n(x)1 + 1) = 0). For any
n(x)0 ≤ r ≤ n(x)1, define a function σr : Ind→ N as follows.
• If r 6= n2 + 1, σr([P ]) = σ([P ]) if [P ] ∈ Ind is the isoclass of a direct summand of
(V(r), x), otherwise σr([P ]) = 0.
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• If r = n2 + 1, σr ≡ 0.
Let λr = (0) if r 6= n2 + 1; λ if r = n2 + 1. The pair (σr, λ
r) is then in ϕ(V(r),Ω),
where n(x)0 ≤ r ≤ n(x)1. Denote by X(σr) the subvariety X(σr, λ
r) in EV(r),Ω, where
n(x)0 ≤ r ≤ n(x)1. Given any W with the same dimension vector as V(r), by abuse of
notation, we still denote byX(σr) the subvarietyX(σr, λ
r) in EW,Ω. Note that by definitions,
if r 6= n2 + 1, X(σr) is a GV(r)-orbit of any element x in X(σr). Furthermore, we have
Lemma 5.4. X(σr) is open in EV(r),Ω, if r ≤ n1 or n2 + 1 < r.
Proof. Fix an element x in X(σr). Since dim Ox = dim GV(r) − dim StGV(r)(x), where
StGV(r)(x) is the stabilizer of x in GV(r). We have
dim EV(r),Ω − dim Ox = dim EV(r),Ω − dim GV(r) + dim StGV(r)(x).
Every element in StGV(r)(x) can be regarded as an automorphism of (V(r), x), so StGV(r)(x) =
Aut((V(r), x)). Thus, StGV(r)(x) has the same dimension as the Lie algebra of Aut(V(r), x).
So
dim EV(r),Ω − dim Ox = dim EV(r),Ω − dim GV(r) + dim Hom((V(r), x), (V(r), x)).
Now by 2.4 (1), we have
dim EV(r),Ω − dim Ox = dim Ext
1((V(r), x), (V(r), x)).
But Ext1((V(r), x), (V(r), x)) = 0 by Lemma 2.6 A. We have dim EV(r),Ω = dim Ox. So
Lemma 5.4 holds. 
5.5. Fix an element of x inX(σ, λ) as in 5.3. Let ν(x) = (dim V(n(x)0), · · · , dim V(n(x)0+
r), · · · , dim V(n(x)1)). Let Fν(x) be the variety of all flags of type ν(x). Let F˜ν(x) be the
variety consisting of all pairs (x, f), where x ∈ EV,Ω and f ∈ Fν(x), such that f is x-stable. Let
F˜ ′ (resp. F˜ ′′) be the subvariety of F˜ν(x) consisting of all pairs (x, f), (where f = (V = V
0 ⊇
· · · ⊇ VN = 0), N = n(x)1 − n(x)0 + 1) such that the induced representation (V
r/Vr+1, x)
is in X(σn(x)0+r) (resp. X(σn(x)0+r))), for any r. Note that X(σn(x)0+r) ⊆ EVr/Vr+1,Ω is well-
defined, by definitions. Since X(σn) is open in its closure for any n, F˜
′ is an open subvariety
of F˜ ′′. Let pi′ : F˜ ′ → EV,Ω and pi
′′ : F˜ ′′ → EV,Ω be the first projections. pi
′′ is a proper
morphism. We have
Lemma 5.6. (1) The restriction of pi′ on pi′−1(X(σ, λ)), pi′ : pi′−1(X(σ, λ))→ X(σ, λ),
is an isomorphism;
(2) F˜ ′ and F˜ ′′ are irreducible; they have the same dimension equal to dim X(σ, λ);
(3) pi′′(F˜ ′′) = X(σ, λ).
Proof. First, writeV = ⊕n∈ZV(n) and orderV(r) as in Section 5.3. SetV[r] = ⊕m:m≥rV(m)
for any r. The flag fx = (V[n(x)0] ⊇ · · · ⊇ V[n(x)0 + r] ⊇ · · · ⊇ V[n(x)1] ⊇ 0) is then in
Fν(x). So (x, fx) is in pi
′−1(x), by definitions. To prove (1), it suffices to prove that f = fx, for
any x-stable flag f = (V = V0 ⊇ V1 ⊇ · · · ⊇ VN = 0) in Fν(x). Now consider the following
short exact sequence of representations of Q:
(⋆) 0→ (Vr+1, x)→ (Vr, x)→ (Vr/Vr+1, x)→ 0.
By assumption, we have (Vr/Vr+1, x) ≃ (V(n(x)0 + r), x) for all r 6= n2 − n(x)0 + 1 and
(Vn2−n(x)0+1/Vn2−n(x)0+2, x) is a regular representation whose indecomposable summands
AFFINE QUIVERS 13
are in different tubes, but not in the tubes where (Vr/Vr+1, x) is in, for n1 − n(x)0 < r ≤
n2 − n(x)0. So we have
Ext1((Vr/Vr+1, x), (Vr
′
/Vr
′+1, x)) = 0 for any r < r′,
by Lemma 2.6 A. By induction, (⋆) is split for any r. So for each r, there exists x-stable
I-graded k-vector space Wr such that Vr = Vr+1 ⊕ Wr. We then have V = ⊕rW
r
and (Wr, x) ≃ (V(n(x)0 + r), x) for all r 6= n2 − n(x)0 + 1. Thus we have automatically
(Wr, x) ≃ (V(n(x)0 + r), x), for r = n2 − n(x)0 + 1. Hence we can find an automorphism
φ of (V, x) which maps V(n(x)0 + r) onto W
r, for all r. Let φr,r′ : V(r) → V(r
′) be the
composition of the I-graded linear maps V(r) → V
φ
→ V → V(r′). Since φ is compatible
with x, it defines a morphism in Rep(Q), i.e. φr,r′ ∈ Hom((V(r), x), (V(r
′), x)). So by
Lemma 2.6 B, it must be zero, whenever r > r′. Thus we have
φ(V(r)) ⊆
⊕
r′:r′≥r
V(r′) = V[r] .
Hence φ maps V[r] into itself, for any r. Since φ is an isomorphism, we have φ(V[r]) = V[r].
On the other hand, from the definition of φ, we have φ(V[n(x)0 + r]) = V
r. Thus Vr =
V[n(x)0 + r] for all r. (1) is proved.
Second, we consider the second projection p′2 : F˜
′ → Fν(x) (resp. p
′′
2 : F˜
′′ → Fν(x)). This
map is GV-equivariant and GV acts transitively on Fν(x). To prove (2), it’s enough to prove
that (p′2)
−1(f) and (p′′2)
−1(f) are irreducible varieties of dimension equal to dim X(σ, λ) −
dim Fν(x), for any flag f = (V = V
0 ⊇ · · · ⊇ VN = 0) in Fν(x). Now fix f to be
fx = (V = V[n(x)0] ⊇ · · · ⊇ V[n(x)1] ⊇ 0). We have
(p′2)
−1(f) ≃
∏
r
X(σr)×
∏
r<r′,h∈Ω
Hom(V(r)h′,V(r
′)h′′),
and
(p′′2)
−1(f) ≃
∏
r
X(σr)×
∏
r<r′,h∈Ω
Hom(V(r)h′,V(r
′)h′′).
So we have (p′2)
−1(f) and (p′′2)
−1(f) are irreducible of the same dimension and
1. dim (p′2)
−1(f) =
∑
r dim X(σr) +
∑
r<r′, h∈Ω dim Hom(V(r)h′,V(r
′)h′′).
By Proposition 5.2 (1), we have
2. dim X(σ, λ) = q + dim GV − dim StGV(x).
Since StGV(x) has the same dimension as the Lie algebra of Aut(V, x); so
dim StGV(x) =
∑
r,r′
dim Hom((V(r), x), (V(r′), x)).
By Lemma 2.6 B, we have
Hom((V(r), x), (V(r′), x)) = 0 if r > r′.
Hence,
3. dim StGV(x) =
∑
r≤r′ dim Hom((V(r), x), (V(r
′), x)) .
On the other hand, since GV acts on Fν(x) transitively, dim Fν(x) = dim GV−dim StGV(f),
where StGV(f) is the stabilizer of f in GV. Thus
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4. dim Fν(x) = dim GV −
∑
r≤r′, i∈I dim Hom(V(r)i,V(r
′)i).
From (1), (2), (3) and (4) above, we see that
dim (p′2)
−1(f)− dim X(σ, λ) + dim Fν(x)
=
∑
r
dim X(σr) +
∑
r<r′,h∈Ω
dim Hom(V(r)h′,V(r
′)h′′)− q − dim GV
+
∑
r≤r′
dim Hom((V(r), x), (V(r′), x)) + dim GV −
∑
r≤r′, i∈I
dim Hom(V(r)i,V(r
′)i).
It remains to show that the last expression is zero. By 2.4 (1), the last expression is equal to∑
r
dim X(σr)− q +
∑
r<r′
dim Ext1((V(r), x), (V(r′), x))
+
∑
r
dim Hom((V(r), x), (V(r), x))−
∑
i, r
dim Hom(V(r)i,V(r)i).
Thus, by Lemma 2.6 A, this is equal to∑
r
dim X(σr)− q +
∑
r
dim Hom((V(r), x), (V(r), x))−
∑
r
dim GV(r).
To prove that this is zero, it’s enough to show that
dim X(σr) = dim GV(r) − dim Hom((V(r), x), (V(r), x)),
for all r 6= n2 − n(x)0 + 1 and
dim X(σr) = dim GV(r) − dim Hom((V(r), x), (V(r), x)) + q,
for r = n2−n(x)0+1. These follows immediately from the definitions and from Proposition
5.2 (1). This completes the proof of (2).
Finally, since pi′′ is proper, we see from (2) that the image of pi′′ is a closed irreducible
subset of EV,Ω of dimension ≤ dim X(σ, λ). This image contains X(σ, λ) and therefore it
has dimension equal to dim X(σ, λ). (3) holds. 
5.7. Consider the cyclic quiver QT corresponding to a tube T (of period p(T )), as defined
in Proposition 3.4. Given any pair (r,m), where r ∈ Z/pZ and m ∈ N, there is a unique (up
to isomorphism) indecomposable representation of QT as follows.
Vr,m = · · · 0→ k → · · · → k → 0 · · · ,
where the sequence starts at r (mod p(T )) and the length is m. The set {Vr,m| r ∈
Z/p(T )Z, m ∈ N} forms a complete list of indecomposable objects of Nil(QT ) (up to iso-
morphism). We denote by VT,r,m the indecomposable object of Rep(T ) corresponding to
Vr,m under the functors F and G in the proof of Proposition 3.4. From the definitions, we
have
dim VT,r,m =
r+m−1∑
s=r
dim (Φ+)sRT ,
where RT is the fix regular simple in T . For each ν ∈ N[I], we fix a representative, Vν of
the I-graded k-vector spaces of dimension vector ν. Consider the formal power series
Π =
∑
ν∈N[I]
|ϕ(Vν ,Ω)| X
dim Vν .
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From the definitions and Theorem 2.7, we see that
Π =
∏
α∈R+−R0+
(1−Xdim(α))−1
∏
T,m
(
∏
r
(1−Xdim VT,r,m)−1−
∏
r
Xdim VT,r,m
∏
r
(1−Xdim VT,r,m)−1)
×
∏
T,s
((1−XsN)−p(T ) −Xp(T )sN(1−XsN)−p(T ))
∑
t≥0
q(t)X tN ,
where R+ is the set of all positive real roots, R
0
+ is the subset of R+ consisting of all positive
real roots whose corresponding indecomposable representations are regulars. T runs over
the set, T, of all tubes of period 6= 1, m runs over the integers ≥ 1, not divisible by p(T ), r
runs over Z/p(T )Z, s runs over the integers ≥ 1, and q(t) is the number of partitions of t,
N = |I|. Notice that dim VT,r,m =
∑r+m−1
u=r dim (Φ
+)uRT . We have
Π =
∏
α∈R+−R0+
(1−Xdim α)−1
∏
T,m
∏
r
(1−X
∑r+m−1
u=r dim (Φ
+)uR)−1
∏
T,m
(1−
∏
r
X
∑r+m−1
u=r dim (Φ
+)uR)
×
∏
T,s
(1−XsN)−p(t)
∏
T,s
(1−Xp(T )sN)
∑
t≥0
q(t)X tN ,
=
∏
α∈R+−R0+
(1−Xdim α)−1
∏
α∈R0+
(1−Xdim α)−1
∏
T,m
(1−XmN )
×
∏
T,s
(1−XsN)−p(T )
∏
T,s
(1−Xp(T )sN)
∏
s
(1−XsN)−1,
=
∏
α∈R+
(1−Xdim α)−1
∏
s
(1−XsN)|T|
∏
s
(1−XsN)−
∑
p(T )
∏
s
(1−XsN)−1.
Since
∑
T∈T(p(T )− 1) = N − 2 ([DR]), it follows that
(a) Π =
∏
α∈R+
(1−Xdim α)−1
∏
s
(1−XsN)−N+1 .
On the other hand, by the Poincare´-Birkhoff-Witt Theorem, we have the equality of formal
power series
(b)
∑
ν∈N[I]
dim U−ν X
dim ν =
∏
α∈R+
(1−Xdim α)−1
∏
s
(1−XsN)−N+1.
By comparing (a) with (b), we have
(c)
∑
ν: dim ν=d
(dim U−ν − |ϕ(Vν,Ω)|) = 0,
for any d ≥ 0.
Theorem 5.8. For any I-graded k-vector space V, the map (σ, λ) 7→ N(σ, λ) is a bijection
ϕ(V,Ω) ≃ Irr(ΛV).
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Proof. By Proposition 5.2 (3), the map is injective. For any V such that dim V = ν, by
Proposition 5.2 (2),we have
|ϕ(V,Ω) ≤ |Irr(ΛV)|.
By Lemma 4.3, we have
|Irr(ΛV)| ≤ dim FV.
By Lemma 4.5, we have
dim FV = dim U
−
ν .
Thus, dim U−ν − |ϕ(V,Ω)| ≥ 0. Combining this with 5.7 (c), we have dim U
−
ν = |ϕ(V,Ω)|.
This implies that all inequalities above are equalities. In particular, |ϕ(V,Ω)| = |Irr(ΛV)|.
Since the two sets are finite with the same number of elements and the map is injective, the
Theorem holds. 
6. Cyclic quivers
In this section, let Q be a cyclic quiver defined in Proposition 3.4, with p = N . Denote
by Ind the set of all isomorphic classes of indecomposable nilpotent representations of Q.
Ind consists of the objects [Vr,m], where r ∈ Z/NZ and m is an integer ≥ 1 (See 5.7).
A representation (V, x) of Q is called aperiodic if, for any m, not all the indecomposables
V1,m, · · · , VN,m are direct summands of (V, x). Given V , a Z/NZ-graded k-vector space, we
denote by ϕ(V ) the set of all functions σ : Ind→ N such that the following three conditions
are satisfied.
(1) σ has finite support;
(2)
∏
r∈Z/NZ σ([Vr,m]) = 0, for any m ≥ 1;
(3)
∑
[P ]∈Ind σ([P ]) dim P = dim V .
Given σ ∈ ϕ(V ), define X(σ) to be the set of all x ∈ EV,Ω such that (V, x) is isomorphic to
⊕[P ]∈IndP
σ([P ]). Note that X(σ) is just the GV -orbit of any element x ∈ X(σ) and that (V, x)
is aperiodic, for any x ∈ X(σ). Let Pσ be the simple perverse sheaf on EV,Ω whose support
is the closure of X(σ) and whose restriction to X(σ) is the l-adic constant sheaf Q¯l, up to
a shift. (l is a prime number invertible in k.) Let PV be the set of all isomorphic classes of
simple perverse sheaves on EV,Ω in the class defined in [L1, §2], for a cyclic quiver. We have
Theorem 6.1. For any V , the map σ 7→ Pσ is a bijection ϕ(V ) ≃ PV .
See [L2, 5.9] for a proof. Note that this Theorem says that the simple perverse sheaves in
PV are 1− 1 corresponding to the orbits of the aperiodic representations in EV,Ω.
7. None cyclic quivers of type A˜n
In this section, we assume that Q = (Γ,Ω) is an affine quiver of type A˜n, but not a cyclic
quiver. We also assume that l is a prime number invertible in k. Given an algebraic variety
X , denote by Q¯l the l-adic constant sheaf on this variety. Denote by D
b
c(X) the bounded
derived category of complexes of l-adic sheaves on X over k
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7.1. Let V be an I-graded vector space over k. Given ν = (ν1, · · · , νm) ∈ Y (see 4.2) such
that |ν| = dim V, define Fν to be the variety of all flags of type ν. Denote by F˜ν the variety
consisting of all pairs (x, f) such that x ∈ EV,Ω, f ∈ Fν and f is x-stable. Let piν : F˜ν → EV,Ω
be the first projection. It induces a right derived functor (piν)! : D
b
c(F˜ν)→ D
b
c(EV,Ω). Note
that piν is proper. So by the Decomposition Theorem in [BBD], (piν)!(Q¯l) is semisimple. Let
PV,Ω be the set of isoclasses of simple perverse sheaves P on EV,Ω satisfying the following
condition: P is a direct summand of (piν)!(Q¯l) for some ν ∈ Y , up to a shift. The main
goal of this paper is to describe the elements in PV,Ω by specifying their supports and the
corresponding local systems.
7.2. In this subsection, we study some special cases. First we have
Lemma 7.3. For any I-graded k-vector space V, let d = dim(EV,Ω), then the simple perverse
sheaf Q¯l[d] on EV,Ω is in PV,Ω.
Proof. Given any quiver, as long as this quiver has no oriented cycles. We can arrange the
vertices in I in a sequence: i1, · · · , iN (N = |I|) such that ir is a source of the full subquiver
Q(r) with vertex set I − {i1, · · · , ir−1}. For any V, let ν = (dimVi1 i1, · · · , dimViN iN).
By definitions, Fν consists of just a single flag. Moreover, this flag is stable under any x in
EV,Ω. Thus, piν : F˜ν → EV,Ω is an isomorphism. Therefore, we have (piν)!(Q¯l)[d] = Q¯l[d] ∈
PV,Ω. 
Second, we assume that V is an I-graded k-vector space such that dim V = qδ (δ =∑
i∈I i). Define X(0) to be the subvariety of EV,Ω consisting of all x such that
(V, x) ≃ R1 ⊕ · · · ⊕ Rq,
where R1, · · · , Rq are nonisomorphic regular simples of period 1. Note that X(0) is a special
case of X(σ, λ) with σ ≡ 0 and λ = (1, · · · , 1) in Section 5.1. Moreover, the closure of X(0)
is EV,Ω. Denote by X˜(0) the variety consists of all sequences (x, [R1], · · · , [Rq]) such that
(V, x) ≃ R1 ⊕ · · · ⊕ Rq, where x ∈ X(0) and [R1], · · · , [Rq] are isoclasses of nonisomorphic
regular simples of period 1,. The first projection Pr1 : X˜(0) → X(0) is an Sq-principle
covering, where Sq is the symmetric group of q letters. Sq acts naturally on (Pr1)⋆(Q¯l).
Given an irreducible representation χ of Sq, denote by Lχ the direct summand of (Pr1)⋆(Q¯l)
on which Sq acts the same way as the character of χ.
Let P0,χ be the simple perverse sheaf on EV,Ω whose support is EV,Ω and whose restriction
to X(0) is Lχ (up to a shift). We then have:
Lemma 7.4. P0,χ ∈ PV,Ω
Proof. Let Fδ be the variety consisting of all flags of type δ, where δ = (δ, · · · , δ) such that
|δ| = q δ. Let F˜δ be the variety of all pairs (x, f) such that x ∈ EV,Ω, f ∈ Fδ and f is x-
stable. Let piδ : F˜δ → EV,Ω be the first projection. If x ∈ X(0) and f ∈ Fδ is x-stable, then
(Vr, x) is regular for any r, by Lemma 2.5. Fix x ∈ X(0), there are exactly q! flags in Fδ that
are x-stable. So the restriction of piδ on piδ
−1(X(0)) defines a covering piδ
−1(X(0))→ X(0).
It’s isomorphic to X˜(0)→ X(0), by the definition of X(0). We see therefore that some shift
of P0,χ is a direct summand of (piδ)!(Q¯l). On the other hand, by [L1], piδ!(Q¯l) is an iterated
⋆-product of q simple perverse sheaves of the form Q¯l on EVδ,Ω up to a shift (where Vδ is
an I-graded vector space over k such that dim Vδ = δ). These are certainly in PVδ ,Ω, by
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Lemma 7.3. Since some shift of P0,χ is a direct summand in such an iterated ⋆-product, it’s
contained in PV,Ω by [L1, 3.2, 3.4]. The Lemma is proved. 
Finally, let T be a tube of period p 6= 1. Suppose that (V, x) ∈ Rep(T ) is aperiodic. (I.e.
not all the indecomposable representations M,Φ+M, · · · , (Φ+)p−1M is a direct summand of
(V, x), for any M ∈ T .) Let P be the simple perverse sheaf, whose support is the closure
of the GV-orbit Ox of x in EV,Ω, and whose restriction to Ox is Q¯l, up to a shift. Then, we
have
Lemma 7.5. P ∈ PV,Ω.
Proof. The proof has five steps.
Step 1. We have an isomorphism of varieties F : {id} ⊕ EV,Ω2 → EF (V),ΩT (3.5 (a)). Let
OF (x) be the GF (V)-orbit of F (x), let PF (x) be the simple perverse sheaf on EF (V),ΩT whose
support is the closure of OF (x) and whose restriction to OF (x) is Q¯l (up to a shift).
The aperiodicity of (V, x) implies the aperiodicity of (F (V), F (x)) in Nil(QT ). So, by
Theorem 6.1, PF (x) ∈ PF (V). More precisely, let B be the variety of all flags (F (V) =
W 0 ⊇ W 1 ⊇ · · · ⊇ WN = 0), where Wm is a Z/pZ-graded subspace of F (V) such that
dim Wm/Wm+1 = 1 for m = 0, · · · , N − 1. Let B˜ be the variety of all pairs (y, f) such that
y ∈ EF (V),ΩT , f ∈ B and f is y-stable. Let π0 : B˜ → EF (V),ΩT be the first projection. Then,
by [L1, §2],
(a) PF (x) is a direct summand of (π0)!(Q¯l)[d1], for some d1.
Step 2. For any Z/pZ-graded subspace U of F (V), we have an I-graded subspace of V,
G(U) = ⊕i∈IVi, where Vi = Ur if i ∈ supp((Φ
+)rRT ) for some r. Let F
′ be the variety of
all flags (V = V0 ⊇ V1 ⊇ · · · ⊇ VN = 0) such that dimVr/Vr−1 = dim((Φ+)sRT ) for some
s = s(r) and Vi
r = Vj
r if {i, j} ⊆ supp((Φ+)tRT ) for some t. Define a map G : B → F
′ by
G((F (V) =W 0 ⊇W 1 ⊇ · · · ⊇WN = 0)) := (V = V0 ⊇ G(W 1) ⊇ · · · ⊇ G(WN) = 0).
By definitions, G is an isomorphism of varieties.
Let F˜ ′ be the variety consisting of all pairs (x, f) such that x is in {id} ⊕ EV,Ω2 (3.5), f
is in F ′ and f is x-stable. Let π′ : F˜ ′ → {id} ⊕ EV,Ω2 be the first projection. Let O
′ be the
HV-orbit of G(F (x)) in {id}⊕EV,Ω2 , and let P
′ be the simple perverse sheaf on {id}⊕EV,Ω2
whose support is the closure of O′ in {id} ⊕ EV,Ω2 and whose restriction to O
′ is Q¯l (up to
a shift). Then by (a), we have
(b) P′ is a direct summand of (π′)!(Q¯l)[d2], for some d2.
Step 3. Let F be the variety of all flags (V = V0 ⊇ V1 ⊇ · · · ⊇ VN = 0) such that
dimVr/Vr+1 = dim(Φ+)sRT for some s = s(r) (r = 1, · · · , N − 1). Let F˜
′′ be the variety
of all pairs (x, f) such that x is in AutV,Ω1 ⊕ EV,Ω2 (3.5), f is in F and f is x-stable. Given
x ∈ {id} ⊕ EV,Ω2 , if a flag in F is x-stable, it then follows from the definitions that such a
flag must automatically be contained in F ′. We then see that F˜ ′′ = GV×
HV F˜ ′ in the same
way as AutV,Ω1 ⊕EV,Ω2 = GV ×
HV ({id} ⊕EV,Ω2) and Ox = GV ×
HV O′ in Lemma 3.6.
Let π′′ : F˜ ′′ → AutV,Ω1 ⊕ EV,Ω2 be the first projection. Let P
′′ be the simple perverse
sheaf on AutV,Ω1 ⊕EV,Ω2, whose support is the closure of Ox in AutV,Ω1 ⊕EV,Ω2 and whose
restriction to Ox is Q¯l (up to a shift). Then by (b), we have
(c) P′′ is a direct summand of (π′′)!(Q¯l)[d3], for some d3.
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Step 4. Let F˜ be the variety as follows.
F˜ = {(x, f)| x ∈ EV,Ω, f ∈ F , f is x-stable}.
Let π : F˜ → EV,Ω be the first projection. Let i : AutV,Ω1 ⊕ EV,Ω2 → EV,Ω be the inclusion.
We have π!(Q¯l) = i!(π
′′)!(Q¯l). The direct image functor preserves finite direct sums. We
deduce from (c) that
(d) P is a direct summand of π!(Q¯l)[d4], for some d4.
Step 5. Let Z be the set of all sequences ν = (ν1, · · · , νN) such that |ν| = dim V and
νr is the dimension vector of (Φ+)sRT for some s = s(r). By definition, F˜ = ∪ν∈ZF˜ν. So
π!(Q¯l) = ⊕ν∈Z(piν)!(Q¯l) (See 7.1 for the notation). By [L1], piν(Q¯l) can be decomposed into
a direct sum of shifts of simple perverse sheaves in PVν ,Ω, where dim Vν = |ν|. So π!(Q¯l)
can be decomposed into a direct sum of shifts of simple perverse sheaves in PV,Ω. Therefore,
P is in PV,Ω. Lemma 7.3 is proved. 
7.6. In this subsection, let V be an I-graded k-vector space. We can give a general de-
scription of the elements in PV,Ω. Given a pair (σ, λ) ∈ ϕ(V,Ω), let q =
∑
r λr. Let
λ˜ = (1, · · · , 1), with q 1s. Define X(σ, λ˜) as in Section 5.1, i.e. it’s a subvariety of
EV,Ω consists of all elements x such that (V, x) = ⊕[P ]∈IndP
σ([P ]) ⊕ R1 ⊕ · · · ⊕ Rq, where
R1, · · · , Rq are regular simples of period 1. Define X˜(σ, λ˜) to be the variety consisting of
all sequences (x, [R1], · · · , [Rq]), where x ∈ X(σ, λ˜) and {[R1], · · · , [Rq]} is the set of all
isoclasses of indecomposable summands of (V, x) that are regular simples of period 1. By
definition, {[R1], · · · , [Rq]} is uniquely determined by x up to order. The first projection
Pr1 : X˜(σ)→ X(σ) is a principle covering with group Sq. Note that if λ = (0), X(σ, λ˜) is a
GV-orbit of any elements x inX(σ, λ˜) and Pr1 is the identity map. Since λ = (λ1 ≥ · · · ≥ λp)
gives an irreducible representation of Sq, denote by Lχ(λ) the corresponding local system on
X(σ, λ˜), via this covering.
Let Pσ,χ(λ) be the simple perverse sheaf on EV,Ω, whose support is the closure of X(σ, λ˜)
and whose restriction to X(σ, λ˜) is Lχ(λ) (up to a shift). We have
Proposition 7.7. Pσ,χ(λ) ∈ PV,Ω.
Proof. For any integer r, let X(σr) = X(σ, λ˜
r) ⊆ EV(r),Ω be defined as in Section 5.3. (Note
that we consider the pair (σ, λ˜), not (σ, λ).) Define a local system, Lr, on X(σr) to be Q¯l if
r 6= n2 + 1 and Lχ(λ) if r = n2 + 1. (Note that the local system Lχ(λ) on X(σn2+1) is defined
in a way similar to the restriction Lχ of P0,χ on X(0) in Lemma 7.4) Let Pr be the simple
perverse sheaf on EV(r),Ω, whose support is in the closure of X(σr) and whose restriction to
X(σr) is Lr (up to a shift). Then
(a) Pr ∈ PV(r),Ω,
by Lemma 7.3 and Lemma 5.4 if r ≤ n1 or n2 + 1 < r; by Lemma 7.4 if r = n2 + 1 and by
Lemma 7.5 if n1 < r ≤ n2. From [L1, 3.2, 3.5], it then follows that the iterated ⋆-product of
the simple perverse sheaves
(b) Pn(x)0 ⋆ · · · ⋆Pn(x)1
on EV,Ω is a direct sum of shifts of simple perverse sheaves in PV,Ω. Hence it’s enough to
show that some shift of the simple perverse sheaf Pσ,χ is a direct summand of the complex
(b) above. From the proof of Lemma 5.6 (2), we have a natural projection α : (p′2)
−1(f) →
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∏
r X(σr). Let i : (p
′
2)
−1(f) → F˜ ′
ν(x) be the natural inclusion. Then L
′ = i⋆(α
⋆(⊗rLr)) is a
GV-equivariant local system on F˜
′
ν(x), where ⊗ is the external tensor product. Let P
′ be
the simple perverse sheaf on F˜ ′′
ν(x) whose support is F˜
′′
ν(x) and whose restriction to F˜
′
ν(x) is
L′, up to a shift. Then by definition of the complex (b),
Pn(x)0 ⋆ · · · ⋆Pn(x)1 ≃ (pi
′′)!P
′[d],
for some d. By Lemma 5.6 (2), we have
dim (F˜ ′′ν(x) − F˜
′
ν(x)) < dim X(σ, λ˜).
Hence,
dim pi′′(F˜ ′′ν(x) − F˜
′
ν(x)) < dim X(σ, λ˜).
Thus, the set
X′ = X(σ, λ˜)− (X(σ, λ˜) ∩ pi′′(F˜ ′′
ν(x) − F˜
′
ν(x)))
is an open dense subset of X(σ, λ˜).
By Lemma 5.6 (1), the restriction of pi′′ is an isomorphism (pi′′)−1X′ ≃ X′. Under this
isomorphism, the restriction of the local system L′ to the subset (pi′′)−1(X′) of F˜ ′
ν(x) cor-
responds to a local system on X′ which can be seen to be just the restriction of the local
system Lχ(λ) defining Pσ,χ(λ) on X(σ, λ˜).
Thus, the cohomology sheaves of (pi′′)!P
′ restricted to X′ are equal to Lχ(λ)|X′ in one
degree and zero in all other degrees. Let P′′ be the simple perverse sheaves whose support
is the closure of X′ and whose restriction to X′ is Lχ(λ)|X ′ , up to a shift. Since (pi
′′)!P
′ is
known to be a direct sum of shifts of simple perverse sheaves and X′ is open dense in the
support of (pi′′)!P
′ (see Lemma 5.6 (3)), it follows that some shift of P′′ is a direct summand
of (pi′′)!P
′.
We have clearly P′′ = Pσ,χ(λ). Proposition 7.3 is proved. 
Corollary 7.8. The assignment (σ, λ) 7→ Pσ,χ(λ) defines an injective map ϕ(V,Ω)→ PV,Ω.
It’s also surjective, as is shown in the following Theorem 7.10.
7.9. Let U− be the negative part of the quantized enveloping algebra attached to a sym-
metric generalized Cartan matrix C of type A˜n. When n = 1, U
− is a Q(v)-algebra, where
v is an indeterminate, with two generators Fi and Fj and two relations:
Fi F
3
j − (v
2 + 1 + v−2) Fj Fi F
2
j + (v
2 + 1 + v−2) F 2j Fi Fj − F
3
j Fi = 0,
Fj F
3
i − (v
2 + 1 + v−2) Fi Fj F
2
i + (v
2 + 1 + v−2) F 2i Fj Fi − F
3
i Fj = 0.
When n ≥ 2, U− is a Q(v)-algebra with generators Fi, where i ∈ I with |I| = n + 1, and
relations:
Fi F
2
j − (v + v
−1) Fj Fi Fj + F
2
j Fi = 0, if ci,j = −1;
Fi Fj = Fj Fi, if ci,j = 0.
Let FV be the Q(v)-vector space spanned by the elements in PV,Ω. For each ν ∈ N[I],
we fix an I-graded k-vector space Vν of dimension vector ν. Let F = ⊕ν∈N[I]FVν . It’s
independent of the choice of Vν , since FVν and FV′ν are isomorphic if Vν ≃ V
′
ν . From
[L1, §3, §10], we know that there is a Q(v)-algebra structure on F such that the map
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(F r1i1 /[r1]
!) · · · (F rm/[rm]
!) 7→ v−d(ν)(piν)!(Q¯l), where d(ν) = dim F˜ν, [r]
! =
∏r
s=1(v
s −
v−s)/(v − v−1) for any r and ν = (r1i1, · · · , rmim), defines an algebra isomorphism:
(a) U− → F.
There is a natural grading U− = ⊕ν∈N[I]U
−
ν and the isomorphism (a) respects the gradings.
Hence,
(b) dim U−ν = dim FV,
for any V such that dim V = ν. Furthermore, we have
Theorem 7.10. For any I-graded k-vector space V, the map ϕ(V,Ω)→ PV,Ω in Corollary
7.8 is a bijection.
Proof. For any V, by Corollary 7.8,
|PV,Ω| ≥ |ϕ(V,Ω)|.
By 7.9 (b), we know that
dim U−ν = dim FV = |PV,Ω|,
where dim(V) = ν. Since the Q-algebra U− is a specialization of the Q(v)-algebra U−, we
have
dim U−ν ≥ dim U
−
ν .
As in the proof of Theorem 5.8, we have
|ϕ(V,Ω)| = dim U−ν .
Combining all these together we have the Theorem. 
Remark 1. Theorem 7.10 gives a description of the canonical basis elements in the quan-
tized enveloping algebra of type A˜n.
Remark 2. Theorem 7.10 is a generalization of Theorem 6.16 (b) in [L2] in the case of
type A˜n. But Theorem 6.16 (b) in [L2] applies to affine quivers of type D˜n and E˜n too, with
some restrictions on the orientations of the quivers. It will be interesting to generalize the
description of the canonical bases elements in [L2, Theorem 6.16] for arbitrary orientations
in the cases of type D˜n and E˜n.
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