Abstract-In the coming years, planning future mobile networks will be infinitely more complex than nowadays. Future networks are expected to present multiple Network Management (NM) challenges to operators, such as managing network complexity in terms of densification of scenarios, heterogeneous nodes, applications, Radio Access Technologies (RAT), among others. In this context, the exploitation of past information gathered by the network is highly relevant when planning future deployments. In this paper we present a network planning tool based on Machine Learning (ML). In particular, we propose an approach which allows to predict Quality of Service (QoS) offered to end-users, based on data collected by the Minimization of Drive Tests (MDT) function. As a QoS indicator, we focus on Physical Resource Block (PRB) per Megabit (Mb) in an arbitrary point of the network. Minimizing this metric allows serving users with the same QoS by consuming less resources, and therefore, being more cost-effective. The proposed network planning tool considers a Genetic Algorithm (GA), which tries to reach the operator targets. The network parameters we desire to optimise are set as the input to the algorithm. Then, we predict the QoS of the network by means of ML techniques. By integrating these techniques in a network planning tool, operators would be able to find the most appropriate deployment layout, by minimizing the resources (i.e., the cost) they need to deploy to offer a given QoS in a newly planned deployment.
I. INTRODUCTION
Current 4G networks account for almost half of total mobile traffic, mobile devices connected are higher than the world's population, more than half of world traffic is video, and in a couple of years the overall mobile data traffic is expected to increase up to 16 times [1] . To face this increase in data traffic, the scientific, industrial and standardization communities are currently working towards 5G technologies, which among other features will imply a general densification of network topologies to reduce the cell dimensions through the concepts of Heterogeneous Network (HetNet) and small cells. We observe that current 4G cellular networks are already generating a huge amount of control, management and data measurements. This data is expected to increase in 5G due to different aspects, such as densification, heterogeneity in layers and technologies, additional control and management complexity in Network Functions Virtualisation (NFV) and Software Defined Network (SDN), advent of the Internet
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of Things (IoT), increasing variety of applications and services, each with distinct traffic patterns and QoS/Quality of Experience (QoE), etc. Only small amount of this data is currently stored, and a lot of valuable information is actually discarded after usage [2] . Therefore, there is a need for a more systematic approach for extracting relevant information out of this wealth of operational data for the benefit of the operator, and eventually, the end-user.
In this context, mobile operators face multiple NM challenges for future 5G networks, such as: a) Managing future network complexity in terms of densification of scenarios, heterogeneous nodes, applications, RATs; b) Managing the dynamicity of networks, where some femto nodes are controlled by users, energy saving approaches are in place, and active antennas play a crucial role; c) Improving QoS by increasing link rates and reducing latency; d) Managing virtualized infrastructures based on the SDN/NFV paradigms and cloudification. Given the complexity of today's telecommunication networks, the target is to face these challenges by satisfying the users' QoS constraints, while reducing operational costs. The solution for this complex optimization problem has been found in Self-Organising Network (SON) [3] . Nowadays, SON is essential to reduce the cost associated with network operations by diminishing human intervention. To this end, 3GPP defines different SON functionalities focused on solving various use cases [4] . As a result, there is a necessity for the design of new techniques for self-organizing networks based on meaningful big amount of data information, which crosses the network interfaces or is uploaded in the existing network databases. In this context, 3GPP already provides an interesting MDT functionality to properly dimension and plan the network by collecting measurements indicating throughput and connectivity issues [5] .
This paper presents a network planning tool based on Genetic Algorithms (GAs) and Supervised Learning (SL) tools, which aims at guaranteeing in any random point of the network the network operator's targets in terms of Physical Resource Block (PRB) per Megabit (Mb). We focus on this specific QoS indicator because it presents a series of interesting features for our purpose. First, it combines resources that are relevant for the operator (PRBs) and others that are relevant for the enduser (Mb of data) into a single metric. Second, in terms of network planning, it is also of interest because its minimization allows for more cost-effective deployments, since it allows to serve users with the same QoS by consuming less resources. GA are stochastic search algorithms useful to implement learning and optimization tasks [6] . Therefore, in this paper we take advantage of this kind of algorithms to build the network planning tool that meets the network operator's optimization targets in terms of QoS offered to the users. The performance of the optimization tool are evaluated by estimating the QoS in the scenario through SL approaches, solving a regression problem. The literature already offers different works targeting the problem of QoS prediction, and verification, such as, [7] . In our preliminary work [8] , we focus on more complex multi-layer heterogeneous networks, where we predict QoS independently of the physical location of the UE. Preliminary results show that by abstracting from the physical position of the measurements, we can provide better estimations of QoS in other arbitrary regions.
In terms of network planning tools, different tools can be found covering a wide range of platform systems and applications oriented to the industry. The market of commercial planning tools aims at providing a complete set of solutions to design and analyse networks [9] , [10] , [11] , [12] . In [13] , the authors present a network planning tool capable to meet the requirements of the industry. They propose different planning algorithms to analyse the network under different failures and energy efficiency schemes. However, these works in general focus on several configuration scenarios, RF coverage planning, network recovery test, traffic load analysis, forecasting traffic, among others, and not directly on QoS offered to endusers and the resources the operator needs to offer it.
In order to evaluate the performance of the proposed scheme, we focus on the Cell Outage Compensation (COC) SON function [4] . Without loss of generality, we consider the hypothesis of a sector fault in a typical macro cellular deployment. That is, during a certain period of time a sector is not able to provide a service to its users. We propose then a network planning tool modelled by means of a GA, where the configuration parameter is the antenna tilt of the surrounding cells. The further analysis of HetNets scenarios is left for future work. We compare results to those obtained in the same scenario through a RL work available in literature, which already demonstrated to outperform other solutions available in literature to the same problem.
The outline of the paper is organized as follows. Section II introduces the criteria that we use to construct the proposed method. The general approach is described in Section III. Section IV presents the COC use case, as well as the details of the simulation platform, and meaningful simulations results. Finally, Section V summarizes with the conclusions.
II. MODELLING QOS ESTIMATION
We aim to create a model that allows to estimate the PRB per offered Mb by the network by finding patterns in PHY layer measurements reported by the users. We then build a data set of users measurements, based on the same data contained in the MDT database. The data set contains training samples (rows), and features (columns), and is divided in 2 sets. The training set to train the model, and the test set to make sure that the predictions are correct. We focus on a supervised ML technique, which takes training data (organized into input and desired output) to develop a predictive model, and evaluate the accuracy of the prediction, by inferring a function f (x), returning the predicted outputŷ. The input space is represented by a n-dimensional input vector x = (x (1) , . . . , x (n) ) T ∈ R n . Each dimension is an input variable. In addition, a training set involves p training samples ((x 1 , y 1 ) , . . . , (x p , y p )). Each sample consists of an input vector x i , and a corresponding output y i of one data point i. Hence x (j) i is the value of the input variable x (j) in training sample i, and the error is usually computed via |y i −ŷ i |. SL techniques can be classified depending on whether they predict discrete or continuous variables into classification and regression techniques, respectively. Our problem is a regression problem, i.e., y i is continuous in nature. Based on the results obtained in our previous work [8] , we select the SVM regression model. Support Vector Machines (SVMs) can be used for classification and regression. The estimation accuracy of this method depends on a good setting of the regularization parameter C, , and the kernel parameters. This method in general shows high accuracy in the prediction, and it can also behave very well with non-linear problems when using appropriate kernel methods. In order to enhance the performance of each learning algorithm described before, instead of using the same data set to train we can use multiple data sets by building an ensemble method. Since SVM gives better results when is bagged than when is boosted [14] , so that in this work we focus on bagging. Bagging manipulates the training examples to generate multiple hypothesis. It runs the learning algorithm several times, each one with different subsets of training samples. Furthermore, in our previous work, [8] we observed that we loose information in the high dimensionality of measurements obtained from all the neighbours. As a result, we suggest that the regression analysis has a better performance in a reduced space. Therefore we take advantage of dimensionality reduction techniques to reduce the number of random variables under consideration, and can be divided into Feature Extraction (FE) and Feature Selection (FS) methods. Both methods seek to reduce the number of features in the dataset. FE methods do so by creating new combinations of features. Correlation based FS methods include and exclude features present in the data without changing them. In particular, we focus on FS-Sparse Principal Component Analysis (SPCA) [15] .
III. NETWORK PLANNING TOOL
The planning problem that we face can be translated in a very complicated optimization problem. The cellular network deployment is very complex, we must deal with several issues, like the very large number of parameters, the strong cross-tier interference, due to aleatory introduced by random propagation patterns, like fast fading, shadowing, mobility of users, etc. The objective function can be extremely noisy and stochastic, and multiple local optimum may exist. In this kind of problems ML techniques and GAs can be very useful. On one hand, ML can be very effective to make predictions based on observations, i.e., it learns the best thing to do in the future based on what was experienced in the past. On the other hand, GAs perform parallel search from a population of points. They face the ability to avoid local minima. They use probabilistic, and not deterministic search rules. They work as chromosomes, which are the encoded versions of potential solutions parameters, rather than parameters themselves, and they use fitness scores, obtained from the objective function. We organize then the network planning tool into two processes that are depicted in Figure 1 . The first one is responsible to train offline a regressor by means of the supervised learning approach detailed in Section II and already evaluated in [8] . The second one, relies on the output model of the first procedure to estimate the QoS in any random point in the scenario in terms of PRB per Mb, and based on this evaluation, it online learns, through a GA the best configuration of the network parameters to offer improved QoS in the scenario. If the target performance is reached, the planning is complete, otherwise the online training follows. The different boxes and functions described in Figure 1 are discussed in the following. 
A. Offline training
This module is responsible to learn a function that represents the relationship between the features of the data and the value we want to learn to predict. This is referred as a model and it is learned during an offline training phase relying on the MDT measurement data base. The goal is to determine the best model that fits the data.
1) Collecting the data: In order to create an initial data base to train a regressor, we collect for each UE: (1) the Reference Signal Received Power (RSRP), and (2) the Reference Signal Received Quality (RSRQ) coming from the serving and neighbouring eNBs. The size of the input space is [l × n]. The number of rows is the number l of UEs in the scenario, and the number of columns corresponds to the number of measurements n. The size of the output space is [l × 1], which corresponds to the QoS performance associated to the measurements in terms of the PRB per transmitted Mb.
2) Preparing the data: The collected data is first preprocessed to obtain data on a similar scale and range. The normalized data is then fed into a dimensionality reduction step, whose output is then fed into an ensembling step, which manipulates the training set by applying bagging with γ number of iterations. The learning algorithm is then applied to produce a regressor.
• Pre-processing. In order to obtain a good performance during the evaluation, the input variables of the different measurements must be on a similar scale and range. So, a common practice is to normalize every variable between −1 ≤ x (j) ≤ 1 range, and replace x (j) with
over the range (max-min), where µ (j) is the average of the input variable j in the data set.
• Split the data into training and test set. We create a random partition from the l sets of input. This partition divides the observations into a training set of m samples, and a test set p = l − m samples. We randomly select approximately p = 1 5 × l observations for the test set. Since the test set is used to select the final model, after that, we not tune the model any further.
• Dimensional reduction. We reduce the number of random variables under consideration by doing SPCA. That is, by adding sparsity constraint on the input features, we promote solutions in which only a small number of input features capture most of the variance. The feasibility of this approach has been evaluated in [16] submitted work.
• Ensemble method. We select the bagged-SVM regression model for evaluation (see Algorithm 1). In particular, for the SVM regression model we apply grid search algorithm to perform hyperparameter optimization [17] . 3) Quantifying the quality of the accuracy: To evaluate the accuracy of the model, the performance of the learned function is measured on the test set. That is, we use a set of examples used to tune the SVM regressor. For each test value, we predict the average QoS, and evaluate performance against the actual value in terms of the Root Mean Squared Error
, where l is the length of the test set,ŷ i indicates the predicted value, and y i is the testing value of one data point i. In order to compare the RMSE with different scales, the input and output variable values are normalized by, NRMSE= RM SE ymax−ymin , where y max and y min represent the max-min values in the Y test .
B. Online evaluation
This module takes advantage of GAs to reach the operators targets, by estimating the evolution of the network performance through the model obtained during the offline training, and adjusting the planning parameters in order to optimize the performance. This results in a GA organized onto different phases, as depicted in Figure 1 . 1) Create S feasible solutions: We create a set of S = {θ (1) , . . . ,θ (psize) } random feasible solutions (also called chromosomes or individuals), where p size is the starting population size. We denote byθ
M ) the configuration parameters vector of an individual s, with θ (s) j denoting the parameter (e.g., the transmitted power or the antenna tilt) configuration of the j-th eNB.
2) Evaluate network deployment performance: This function is responsible for evaluating the network deployment performance. The objective is to define the evaluation function (fitness) of each individual. Given a particular configuration parameter vectorθ (s) , this function is responsible for returning the average offered QoS of a subset of random points in the scenario. This function takes as an input S feasible solutions, and the model produced by the offline training discussed in previous section, i.e., the trained regressor allows for estimating the QoS in the scenario, which is used as the fitness function of the online GA approach.
Algorithm 2 Evaluate network deployment performance
Input: theθ configuration parameter vector, Output:
Algorithm 3 QoS prediction
Input: X eval , model The behaviour of this module is as follows. In each iteration we collect the UEs measurements obtained as a result of the evaluation of eachθ (i.e., each configuration parameters vector). These measurements are input to the SVM regressor (see Algorithm 3), and allow us to obtain the QoS in any position of the scenario. Therefore for eachθ ∈ S, we obtain a QoS value predicted for each point of interest in the scenario.
Output: solution average QoS -----------------------------------// Predict the average QoS
As we mentioned before, we aim at minimizing the PRB per transmitted Mb to allow serving users with the same QoS by consuming less resources, so the fitness function for this particular problem is the min value function consisting of the PRB per transmitted Mb. Therefore, the fitness function aims at finding the configuration of parameters for which the total PRB per transmitted Mb tends to zero. The operator can target a desired value for the total PRB per transmitted Mb, and based on this the network planning tool can decide when the objective has been achieved and interrupt the operation.
3) Selection: We select the best fit individuals for reproduction based on their fitness, i.e., this function generates a new population of individuals from the current population. This selection is known as elitist selection. Elitism copies the best e fittest candidates, into the next generation.
4) Crossover:
This function forms a new individual by combining part of the genetic information from their parents. The idea behind crossover is that the new individual may be better than both of the parents if it takes the best characteristics from each of them. We use an arithmetic crossover, which creates new individuals (β) that are the weighted arithmetic mean of two parents. Ifθ (a) andθ (b) are the parents, the function returns,
where, α is a random value between [0, 1].
5) Mutation:
This function randomly selects a parameter based on a uniform random value between a minimum and maximum value. It maintains the diversity in the value of the parameters for subsequent generations. That is, it avoids premature convergence on a local maximum or minimum. For that, we set to δ the probability of mutation in a feasible solutionθ (s) . If δ is too high, the convergence is slow or it never happens. Therefore, most of the times δ tends to be small. Finally we replace the worst fit population with new individuals. The whole genetic algorithm is described in Algorithm 4.
IV. CASE STUDY: CELL OUTAGE COMPENSATION
COC is applied to alleviate the outage caused by the loss of service from the faulty cell depicted in Figure 2 . For this use case, an adequate reaction is vital for the continuity of the service. As a result, vendor specific Cell Outage Detection (COD) schemes have also to be designed [18] . In this paper we assume the outage has already been detected, and we focus on readjusting the network planning to quickly solve the outage problem. We first present the simulation scenario and then the simulation results.
A. Simulation scenario
We consider a Long Term Evolution (LTE) cellular network composed of a set of M Enhanced Node Base station (eNB)s.
Algorithm 4 GA scheme
Input: Initial population (S) , size of S (psize), number of generations (g), rate of elitism e, rate of mutation δ Output:
Return the value of average QoS describing the fitness of each individualθ ∈ S for allθ ∈ S do average QoS := evalNetPerformance(θ) end for // Elitism based selection select the best e solutions // Crossover number of crossover nc = (psize − e)/2 for j = 1 to nc do randomly select two solutionsθ The M eNBs form a regular hexagonal network layout with inter-site distance D, and provide coverage over the entire network. We assume that a sector in the scenario is down (see Figure 2 ). This generates a deep outage zone affecting the population of users active in the geographical area. The parameters to tune are the antenna tilts of the cells neighbouring the affected sector. In particular, the surrounding M cells automatically and continuously adjust their antenna tilt, till the coverage gap is filled. The vertical radiation pattern of a cell sector is obtained according to [19] , where the gain in the horizontal plane is given by
Here φ is the horizontal angle relative to the maximum gain direction, HP BW h is the half power beam-width for the horizontal plane, SLL h is the side lobe level for the horizontal plane. Similarly, the gain in the vertical plane is given by,
All eNBs in the scenario have the same antenna model where, ρ is the vertical angle relative to the maximum gain direction, θ is the tilt angle, HP BW v is the vertical half power beamwidth and SLL h is the vertical side lobe level. Finally, the two gain components are added by,
where SLL 0 is an overall side lobe floor and G 0 the antenna gain. We consider a cellular network, whose system performance has been evaluated on the ns3 LTE-EPC Network Simulator (LENA) platform based on 3GPP component LTE. The parameters used in the simulations and the learning parameters are given in Tables I and II respectively. The macro cell scenario that we set up consists of 4 eNB with 3 sectors, which results in 12 cells and 100 UEs, as depicted in Figure 2 . Therefore, each feasible solution corresponds to a vector of 
B. Results
We analyse performance results obtained through the network planning tool described in Section III. Figure 3 shows the CDF of the PRB per offered Mb in the scenario in two different instants of evolution of the GA, in particular at the 20-th and 50-th generation. We observe that as the GA evolves, the efficiency of the planning increases. That is, as the generations proceed, the GA finds the configuration parameters vector that minimize the value of the PRB per transmitted Mb. At the 20-th generation we are able to serve all the users, and then, as the GA evolves, we reduce the number of resources necessary to provide the same QoS to the users, thus increasing the resource efficiency of our planning.
Figures 4, 6, and 7, show the fitness of the best individual found in each generation (Best), and the mean of the fitness values across the entire population (Mean). We observe that, in each generation, the population tends to get better as the generations proceed. Figure 4 , depicts the time evolution of the Signal to Interference and Noise Ratio (SINR) of one user since when it is in outage, till when it is recovered and correctly associated to another compensating sector. We assume the user is out of outage when its SINR is above the threshold of −6 dB, as explained in [20] . We observe that by targeting the improvement in PRB per Mb we are making that the network provides effectively resources to the outage users, so that they are efficiently recovered.
The GA scheme (GA θ ) recovers this specific user from the outage before the 20-th generation. The performance to determine the capacity of the GA θ is compared in Figure 5 to the self-organised Reinforcement Learning (RL) based approach for COC proposed in [20] , where in order to design the self-healing solution (AC θ ), the antenna tilt is adjusted. The considered RL approach is an Actor Critic algorithm, which is already proven to outperform different solutions for COC available in literature in [20] . So we consider that the comparison to this benchmark is an exhaustive test for our approach. Figure 5 , depicts the CDF of the SINR of the network. We observe that the AC θ is able to recover 95% of UEs, while the GA θ is able to recover all the UEs. In general the GA θ tends to work effectively since it maintains the diversity in the values taken by the parameters, during the generations, and it makes a much deeper estimation of the state of the environment through the regression analysis approach than the AC θ scheme, which considers only the SINR and CQI feedback from the UEs to determine the state of the environment and estimate the general behaviour of the network. Figure 6 The GA based scheme is compared to a RL approach presented in [20] . average throughput of the UEs belonging to the faulty sector, and correctly associated to the compensating sector. Finally, Figure 7 describes the QoS of the whole network in terms of the average throughput. From this figure, we observe that the GA scheme achieves 20 Mbps of average throughput in the whole network, while in the faulty sector, the achieved throughput is only 15 Mbps, which is reasonable, due to the challenging service conditions in this area.
From these figures, we also observe that the time of convergence of the GA occurs before the 40 runs with a populations size (p size ) of 100 in 50 generations. That is, every time the antenna tilt value of each compensating sector is adjusted, the time delay depends on the feedback to the eNBs (i.e., in each generation with a p size = 100, we obtain the QoS predicted every 60 sec). As a result, the time of convergence is ≈ 2400 secs.
V. CONCLUSIONS
In this paper, we have defined a methodology and built a tool for smart and efficient network planning, based on QoS estimation derived by proper data analysis of UE measurements in the network. We collect UE measurements according to 3GPP MDT functionality. We apply proper regression analysis techniques to estimate the PRB per offered Mb, and based on the QoS that we can offer, we execute a GA that over time increases the efficiency of resource allocation of the network. Without loss of generality, particular attention is focused on the COC use case, to re-organize the planning of the network to offer service to outage users affected by a fault in a specific sector. The same technique can be applied to any other scenario identified by the operator. We leave for future work the analysis of further scenarios and use cases through the proposed tool. Results demonstrate the ability of the proposed scheme to compensate 100% of outage users in the scenario and provide them with service. A previously proposed RL scheme for the same scenario, where we apply intelligence in the configuration of parameters, but where we do not exploit the data available to properly estimate the QoS provided by the deployment, is demonstrated to recover only 95% of the users. This demonstrates that the proper exploitation of data and experience through data analysis can bring added value to the operators.
