Kulldorff (1997) developed a circular spatial scan statistic for identifying the most likely cluster of disease that maximizes the likelihood ratio and his software SaTScan has been widely used for geographical disease cluster detection and disease surveillance. To detect non-circular clusters which cannot be detected by Kulldorff's circular spatial scan statistic, several non-circular spatial scan statistics have been proposed. However, it does not seem to be well recognized that these spatial scan statistics tend to detect the most likely cluster much larger than the true cluster by swallowing neighbouring regions with non-elevated risk. This paper proposes a new spatial scan statistic free from such an undesirable property by modifying the likelihood ratio so that it scans only the regions with elevated risk. Monte Carlo Simulation study shows that the proposed circular spatial scan statistic is shown to have better ability to identify the true cluster compared with Kulldorff's one in all the cluster models considered. The proposed circular spatial scan statisitc is illustrated with mortality data from cerebrovascular disease in Tokyo Metropolitan area, Japan.
Introduction
Many different test statistics have been proposed for detecting disease clustering (Lawson et al., 1999; Waller and Gotway, 2004; Kulldorff, 2006) . Especially, the spatial scan statistic proposed by Kulldorff and Nagarwalla (1995) and Kulldorff (1997) has been applied to a wide variety of epidemiological studies and also to disease surveillance for the detection of disease clusters along with SaTScan Software (Kulldorff et al., 2006a) . The spatial scan statistic tries to identify the most likely cluster (MLC) defined as the set of connected regions that attains the maximum likelihood ratio. However, since it uses a circular window to scan the potential cluster areas, it has difficulty in correctly detecting actual non-circular clusters. To detect arbitrarily shaped clusters which cannot be detected by the circular spatial scan statistic, Duczmal and Tango Assunção (2004) , Patil and Taillie (2004) , Tango and Takahashi (2005) and Assunção et al. (2006) have proposed different spatial scan statistics. It should be noted that all of these scan statistics are based on maximizing the likelihood ratio. Tango (2000) showed an interesting example that Kulldorff's circular spatial scan statistic detected an unrealistically large MLC consisting of 70 regions, much larger than expected from an observed disease map, by absorbing neighbouring regions with non-elevated risk of disease occurrence in his simulated data. Furthermore, Tango and Takahashi (2005) have shown examples in which Duczmal and Assunção's procedure detected quite large and peculiar shaped MLC that had the largest likelihood ratio among the three different MLCs, identified by three different spatial scan statistics, Kulldorff's, Duczmal and Assunção's and Tango and Takahashi's. These results casted a doubt on the validity of the model selection based on maximizing the likelihood ratio.
In this paper, we shall propose a new spatial scan statistic free from such an undesirable property by modifying the likelihood ratio so that it scans only the regions with elevated risk. The performance of the circular spatial scan statistic with the modified likelihood ratio is compared with Kulldorff's original one via Monte Carlo Simulations. The proposed circular spatial scan statistic is illustrated with mortality data from cerebrovascular disease in the areas of Tokyo Metropolis and Kanagawa prefecture in Japan.
Motivating Example
As a motivating example, we shall introduce here a part of Tango and Takahashi's (2005) results of the application of three spatial scan statistics -Kulldorff's, Duczmal and Assunção's, and Tango and Takahashi's -to a simulated disease map in the areas of Tokyo Metropolis and Kanagawa prefecture in Japan wherein there are m = 113 regions that comprise wards, cities, and villages ( Figure 1 ). The variability of regional populations is: 25 percentile = 56, 704, median = 142, 320 and 75 percentile = 200, 936. On this map, they simulated a random sample of n = 235 cases by assuming the hot-spot cluster regions {14, 15, 26, 27} in which each region's relative risk was set to constant θ = 3.0 and the cases to be Poisson distributed. Under the null hypothesis of no clustering, the expected number of cases for each region was set proportional to the population (see equation (2)). For comparison purpose, they set the maximum number of regions for the MLC to be K = 15 and used 999 replications for the Monte Carlo hypothesis testing (see section 3 for details). The results are shown in Table 1 and are summarized as follows. the MLC with LLR= 29.7 and p = 0.001, andθ = 3.41.
• Duczmal and Assunção's spatial scan statistic detected 15 connected regions {14, 15, 24, 26, 27, 31, 32, 33, 48, 54, 69, 77, 78, 90, 110} as the MLC (shaded area in Figure 1 ) with LLR= 31.8 and p = 0.001, andθ = 2.41.
All these spatial scan statistics rejected the null hypothesis of "H0 : there are no clusters," but detected different sets of connected regions as their MLC. In this example, Kulldorff's circular spatial scan statistic detected a small cluster consisting of only two regions out of four hot-spot cluster regions. In terms of maximizing the likelihood ratio, Duczmal and Assunção's spatial scan statistic is the best. However, their spatial scan statistic detected the MLC of a peculiar shape that was considerably larger than the true cluster, which includes eight regions {31, 48, 78, 32, 90, 69, 24, 110} where each region's relative risk is not statistically significantly larger than 1 at 0.05 level. Table 1 shows the individual region's one-tailed mid p-value Tango   Table 1 . Regions detected as the most likely cluster by applying three procedures, Kulldorff's circular spatial scan, Tango and Takahashi's flexible spatial scan and Duczmal and Assuncao's spatial scan, to a simulated random sample n = 235 from the hot-spot cluster model. In the simulation, the true cluster is assumed to be {14, 15, 26, 27} with constant relative risk θ = 3.0. The maximum length (=number of regions) of cluster was set to be K = 15 (Tango and Takahashi, 2005 defined later in (7). This surprising result casts a doubt on the validity of the model selection based upon maximizing the likelihood ratio. Such a doubt can also be seen in Tango and Taka- hashi's simulation results of Kulldorff's circular spatial scan statistic that had non-negligible probabilities of detecting much longer clusters than the true cluster.
A New Spatial Scan Statistic
Consider the situation where an entire study area is divided into m regions (for example, county, enumeration districts, etc.). The number of cases in the region i is denoted by the random variable Ni with observed value ni (i = 1, . . . , m) and n = n1 + · · · + nm. Under the null hypothesis H0 of no clustering, the Ni are independent Poisson variables such that
where Pois(ξ) denotes Poisson distribution with mean ξ and the ξi are the expected number of cases in the region i under the null hypothesis. For the calculation of the expected number of cases adjusted for the potential confounders such as age, we can use an indirect standardization or a Jpn J Biomet Vol. 29, No. 2, 2008 Poisson mixed-effects regression model (Kulldorff et al., 2006a) . If we can ignore the confounders, the ξi can be calculated as
where wi denotes the population size in the region i. To specify the geographical position of each region, we will use the coordinates of the administrative population centroid.
Under this situation, Kulldorff's circular spatial scan statistic imposes a circular window Z on each centroid. For any of those centroids, the radius of the circle varies continuously from zero upwards until 50 percent of the population at risk is covered, which is the standard option for SaTScan. If the window contains the centroid of a region, then that whole region is included in the window. In total, a very large number of different but overlapping circular windows are created, each with a different location and size, and each being a potential cluster.
Let Z ik (k = 1, . . . , Ki) denote the window composed by the (k − 1)-nearest neighbours to region i. Then, all the windows to be scanned by the circular spatial scan statistic are included in the
Under the alternative hypothesis, there is at least one window Z ∈ Z for which the underlying risk is higher inside the window when compared with outside. In other words, we are considering the following hypothesis testing:
where N () and ξ() denote the random variable for the number of cases and the null expected number of cases within the specified window, respectively. For each window, it is possible to compute the likelihood to observe the observed number of cases within and outside the window, respectively. Under the assumption of Poisson distribution (1), Kulldorff's likelihood ratio test statistic is given by
where n() denotes the observed number of cases within the specified window and I() is the indicator function. The window Z * that attains the maximum likelihood ratio is defined as the most likely cluster (MLC). However, it seems something wrong to me that the likelihood ratio defined above does not take individual observed relative risk ni/ξi into account even if the MLC includes some regions with non-elevated risk, such as a region with ni/ξi ≈ 1. This property leads to the following proposition.
Tango

Proposition:
In the process of scanning the window based on sup Z∈Z λK (Z), there is a possibility that there exists two disjoint windows Z1 and Z2 and several regions {i1}, . . . , {ir} such that
where
For example, we can easily consider the following example:
An example: Suppose that n = 200 and two windows Z1 (n(Z1) = 30, ξ(Z1) = 12, log λK (Z1) = 8.88) and Z2 (n(Z2) = 29, ξ(Z2) = 13, log λK (Z2) = 7.97) were created in the process of scanning windows. Let 5-nearest neighbours to Z1 be {i1}, {i2}, . . . , {i4}, Z2 where four regions have non-elevated risk such as (ni 1 = 4, ξi 1 = 5), (ni 2 = 6, ξi 2 = 6), (ni 3 = 0, ξi 3 = 3), (ni 4 = 8, ξi 4 = 9). In this case, we have log λK ({Z1, Z2, {i1}, . . . , {i4}}) = 9.58 which satisfies equation (5).
The above proposition and example mean that if we allow any window and/or region to be a candidate for the MLC it causes the possibility of detecting an unrealistically large MLC by swallowing up neighboring regions with non-significantly elevated risk due to random fluctuation or with non-elevated risk as is shown in section 2. Therefore, to avoid such undesirable phenomena, we propose the following restricted likelihood ratio test statistic by taking individual region's risk into account:
where pi is the one-tailed p-value of the test for H0 : E(Ni) = ξi given by the mid-p value
and α1 is the pre-specified significance level for the individual region. The reason why the mid-p value was used is to adjust for conservatism of the ordinary definition of p-value for small ξi. In this formulation, we devised I(pi < α1) as a screening criterion and we do not mean that we are performing multiple hypothesis tests. Therefore, as in the case of the Kulldorff's circular spatial scan statistic, the restricted likelihood ratio test sup Z∈Z λT (Z) of the nominal α0 level of 0.05, say, can be based on its distribution derived from a large number of Monte Carlo replications of the data set generated under the null hypothsis. Under this framework, the p-value is obtained through Monte Carlo hypothesis testing (Dwass, 1957) , by comparing the rank of the maximum likelihood from the real data set with the maximum likelihoods from the random data sets. If
Well, how is α1 chosen? If α1 is chosen too small then clusters might be missed or be too small, however, if chosen too large then it becomes equivalent to the Kulldorff's spatial scan statistic. So, we shall examine how sensitive the proposed method is to the selection of α1 and the optimal range of α1, by using five different values, 0.05, 0.10, 0.20, 0.30, 0.40, via Monte Carlo simulations in section 5, which might depend on both the cluster size and risk size.
It should be noted that the restricted likelihood ratio test statistic (6) is set to scan only for clusters with high relative risk. It also can be set to scan only for clusters with low relative risk by replacing the inequality ">" of the indicator function I() which compares the observed relative risks within and outside the window Z with "<" and using the following mid-p value:
When we would like to scan for either high or low relative risk, we have only to delete the indicator function regarding the comparison of the observed relative risks and replace α1 with α1/2 in equation (6) using either mid-p value. Needless to say, maximizing the restricted likelihood ratio λT (Z) can be applied not only to the circular spatial scan statistic but also to non-circular spatial scan statistics such as Duczmal and Assunção's (2004) and Tango and Takahashi's (2005) .
Illustrations
As an illustration, we shall apply the proposed circular spatial scan statistic and Kulldorff's circular spatial scan statistic to the mortality data from cerebrovascular disease (female, 1993-1997) in the areas of Tokyo Metropolis and Kanagawa prefecture in Japan. Total observed number of deaths from female cerebrovascular disease for five years was 45,700 in this area.
Regarding the restriction of the maximum length for the MLC, we shall select a standard option of SaTScan that the radius of the circle varies continuously from zero upwards until 50 percent of the population at risk is covered. P -value of the spatial scan statistics is calculated using Table 2 and summarized as follows: Irrespective of significance levels α1 chosen, the proposed circular spatial scan statistic detected the same MLC consisting of six regions {23, 22, 7, 8, 6 , 18} (these region numbers are shown in Figure 1 ) with log λT (= log λK ) = 126.6,θ = 1.23, and p = 1/(999 + 1) = 0.001. All of these six regions within the MLC are shown to have highly significantly elevated risk. In contrast, Kulldorff's circular spatial scan statistic added six more regions {5, 1, 17, 21, 2, 16} to the MLC detected by the proposed circular spatial scan statistic and finaly detected a larger MLC consisting of 12 regions with log λK = 140.6 (log λT = 0),θ = 1.17, and p = 0.001. However, three regions {5, 1, 2} do not have significantly elevated risks. Especially, the region {5}, called Tango   Table 2 . The most likely clusters detected at α 0 = 0.05 by the proposed circular spatial scan statistic and Kulldorff's circular spatial scan statistic in their application to the mortality data from cerebrovascular disease (female, 1993-1997) "Bunkyo-ku," is well known as "healthy district" in this area and has a low relative risk of 0.97 and p5 = 0.778 as expected. Therefore, it seems unacceptable to residents in "Bunkyo-ku" that their region is added to the MLC.
It should be noted that three regions {17, 21, 16} have highly significant risk and are adjacent to the MLC detected by the proposed procedure. Therefore, the window {23, 22, 7, 8, 6, 18, 17, 21, 16} could be a candidate for the MLC. In fact, its log likelihood ratio is log λT = 149.8 which is larger than that of two MLCs. Needless to say, this non-circular window cannot be detected by circular spatial scan statistics and thus may be detected by such non-circular spatial scan statistic as that proposed by Duczmal and Assunção (2004) or Tango and Takahashi (2005) by applying the restricted likelihood ratio test statistic.
Power Comparisons
In this section, we shall compare the power of Kulldorff's circular spatial scan statistic with that of the proposed circular spatial scan statistic via Monte Carlo simulations at significance level α0 = 0.05 and examine the effect of the choice of α1 by using five different values α1 = 0.05, 0.10, 0.20, 0.30, 0.40. As an entire study population, we will use the area of Tokyo
Metropolis and Kanagawa prefecture in Japan (Figure 1 ), described in section 2. In our simulation study, we consider two extremes regarding the sample size n: one assume rare disease with Jpn J Biomet Vol. 29, No. 2, 2008 total observed number of cases n = 200, a similar sample size used in section 2 and the other assumes non-rare disease with n = 45, 700, the same n for the cerebrovascular disease illustrated in section 4.
The same null hypothesis is used throughout, where the relative risk is set to one for each region and case locations are independent of each other. Although the Ni are independent Poisson random variables, by conditioning on the total number of cases N+ = n, the disease locations
are the values of a random sample of size n from a multinomial distribution with parameter (ξ1/n, . . . , ξm/n). We generated 10, 000 random data sets with n cases and these are used to estimate the upper 100α0 percent point for significance. Under each alternative hypothesis, we generated 1, 000 random data sets with n cases.
Alternative hypotheses H1 considered here assume a single cluster R = {i1, . . . , is * } with values of relative risk R = (θi 1 , . . . , θi s * ), i.e.,
where s * denote the size or length of the cluster assumed in the simulation. As cluster models, we considered here two types of clusters, namely, "clinal" and "hot-spot" clusters, defined by Wartenberg and Greenberg (1990) . Clinal clusters have a monotone decrease in disease risk as distance from the point source increases. Hot-spot clusters are characterized by a constant elevated disease risk, i.e., θi 1 = · · · = θi s * = θ. Under H1, we generated a random sample (n1, . . . , nm) of size n from a multinomial distribution with parameter (q1, . . . , qm) where
where πi = 8 > < > :
In order to compare the performance of the spatial scan statistic based on Monte Carlo simulation, we shall use the bivariate power distribution P (l, s) proposed by Tango and Takahashi (2005) , which is classified according to the length l of the significant MLC and the number s of the assumed hot-spot regions included therein. It is estimated by P (l, s) = #{significant MLC has length l and includes s true regions} #{trials for each simulation} ,
where 1 ≤ l and 0 ≤ s ≤ min{l, s * }. Especially, we are interested in the power around the point (l = s * , s = s * ) and P (s * , s * ), the probability of exact detection. Then, the usual power is defined as the sum of P (l, s):
Tango where lmax denotes the maximum length l observed in the simulation and P (0, 0) denotes the probability that the spatial scan statistic cannot detect any clusters. However, when the support of the bivariate power distribution is widely scattered over the plane (l, s), we do not think that we can use the usual power as the primary criterion to evaluate the performance because the performance of the spatial scan statistic is not only to reject the null hypothesis but also to identify the cluster accurately.
Case of Rare Disease
We examined several sets of cluster models with different relative risk R and cluster length s * and we shall report here the results of the following two hot-spot clusters and two clinal clusters since these models provided us with typical results. Tables 3-6 for each of the three cluster models, respectively, in the form of cross table classified by l ("length" in tables) and s ("include" in tables). Table 3 shows a good characteristic of the proposed circular spatial scan statistic. Namely, it could detect the hot-spot circular cluster A with length s * = 3 considerably accurately with When we also evaluate the power of detecting the true cluster plus additional one region, its power was also high without reference to the value of α1, i. than that of Kulldorff's circular spatial scan statistic except for the case of α1 = 0.05. Table 4 , on the other hand, shows that both Kulldorff's and the proposed circular spatial scan statistics had zero probability P (4, 4) = 0/1000 for the exact detection since the clinal cluster B is non-circular. In this case, the support of the estimated bivariate power distribution of Kulldorff's circular spatial scan statistic was scattered over the plane {(l, s) : l ≥ s, l = 1, 2, . . . , 64, s = 0, 2, 3, 4} with the highest P (2, 2) = 0.311. This type of simulation results are quite typical of Tango   Table 4 . Kulldorff's circular spatial scan statistic when applied to non-circular clusters in our experience. In contrast, the proposed circular spatial scan statistic was shown to have higher powers for detecting a half of the true cluster, i.e., P (2, 2) + P (3, 2) = 0. 733, 0.730, 0.638, 0.620, 0.613, for α1 = 0.05, 0.10, 0.20, 0.30, 0.40, respectively . Incidentally, the results that both spatial scan statistics had the highest detection probability at (l, s) = (2, 2) seem to be due to the geograph- {1, 4, 5, 12, 13, 14, 15, 16, 19, 20} Tables 5-6 show the results for the hot-spot circular cluster C where the affected area of regions is larger and the relative risk is smaller. In this instance, Kulldorff's circular spatial scan statistic was expected to detect changes in larger area that may not be obvious from each region individually and had surely high usual power 0.807 with the exact detection probability Tango   Table 6 . Estimated bivariate power distributions P (l, s) × 1000 of the proposed circular spatial scan statistic for the hot-spot circular cluster C = {1, 4, 5, 12, 13, 14, 15, 16, 19, 20} with In contrast, Table 6 shows that the support of the proposed circular spatial scan statistic was distributed in a relatively confined area on the plane (l, s).
However, the results with α1 = 0.05 and 0.10 were miserable, i.e., their usual power was quite low 0.039 and 0.161, respectively. As the value of α1 increases, the usual power increased to 0.548, 0.741 and 0.744 for α1 = 0.20, 0.30 and 0.40, respectively. Although the probability of detecting the cluster exactly was zero without reference to the value of α1 chosen, the proposed circular spatial scan statistic was shown to have high probability of pinpointing eight or nine regions out of s * = 10 regions, i.e., P (8, 8) + P (9, 9) = 0.713, 0.703 for α1 = 0.30, 0.40, respectively. Tables 7-8 shows the results for the clinal non-circular cluster D where the affected area of regions is larger and the relative risk is smaller. Due to the non-circular shape, 1) both
Kulldorff's and the proposed circular spatial scan statistic had zero probability of detecting the Table 7 . Tango   Table 8 . Estimated bivariate power distributions P (l, s) × 1000 of the proposed circular spatial scan statistic for the clinal non-circular cluster D = {12, 14, 15, 20, 26, 27, 31, 33, 40 for the cluster C, the support of the proposed circular spatial scan statistic was distributed in a relatively confined area on the plane (l, s) but the result with α1 = 0.05 was also miserable, i.e., the usual power was quite low 0.039. As the value of α1 increases, the usual power increased to 0. 285, 0.490, 0.513, and 0.512 for α1 = 0.10, 0.20, 0.30 and 0.40, respectively . The results that the highest probability was observed at (l, s) = (4, 4) irrespective of α1 also seems to be due to the geographical configulation of the cluster D.
The results shown in Tables 5-8 suggest that, for larger clusters with smaller relative risk, 1) the usual power of Kulldorff's circular spatial scan statitic was higher than that of the proposed circular spatial scan statistic, 2) but the Kulldorff's MLCs tended to be much larger than the true cluster to try to include the true cluster within the MLC, and 3) the proposed circular spatial scan statistic had higher powers of detecting a part of the true cluster when α1 = 0.30 or 0.40.
Case of Non-rare Disease
As an example of cluster models of non-rare diseases, we adopted the most likely cluster E = , 7, 8, 18, 22, 23} with s * = 6 to be detected by the proposed scan statistic in section 5. The total observed number of cases in the study area is assumed to be n = 45, 700 and then the expected number of cases per region is roughly on the average 400. As the relative performance of the proposed scan statistic compared with Kulldorff's scan statistic has been quite similar regardless of the cluster type in our experience, we considered here a hot-spot cluster and changed the value of constant relative risk to examine the effect of the size of relative risk on the performance of both scan statistics. As the value of constant relative risk θ for the cluster E, we have chosen five values θ = 1.04, 1.06, 1.08, 1.10, 1.12 so that the probability of being significant at 0.05 level under individual region's test within the cluster has a range from 24 ∼ 37%(θ = 1.04) to 85 ∼ 99%(θ = 1.12). In Table 9 , we omitted the estimated bivariate power distributions for ease of comparison and, instead, showed three measures, 1) the exact detection probability P (6, 6), 3) usual power and 4) max l extracted from the estimated bivariate power distributions. As to the proposed scan statistic, we selected three results with α1 = 0.1, 0.2, 0.3. Table 9 shows that the proposed scan statistic performed better than Kulldorff's scan statistic for α1 = 0.20 and 0.30.
{6
Choice of 1
Tables 3-9 indicate that the probability of detecting irrelevant regions outside the true cluster tends to get larger as the value of α1 becomes larger in all the results. Tables 3-4 show that the case of α1 = 0.10 could be the best but the case of α1 = 0.20 ∼ 0.40 were also good. Tables 6,   8 show that the case of α1 = 0.30 or 0.40 could be the best. Table 9 shows that the case of α1 = 0.20 could be the best for θ = 1.04 ∼ 1.08 and the case of α1 = 0.10 could be the best for θ = 1.10 ∼ 1.12. However, the results with α1 = 0.20 or 0.30 were also shown to have good results for all the values of θ considered.
These results suggest that, for α0 = 0.05, we might have the following guidance:
1. α1 = 0.10 ∼ 0.20 to detect small clusters with a sharp increase in risk.
2. α1 = 0.20 ∼ 0.30 to detect small to middle-sized clusters with a moderate increase in risk.
3. α1 = 0.30 ∼ 0.40 to detect larger clusters with a slight increase in risk. Tango   Table 9 . Other simulation studies considering other cluster models resulted in a similar finding (data not shown). Although the risk size and cluster size assumed in a geographical cluster detection study or disease surveillance might depend on their purposes, it seems to me that we can set α1 = 0.20 as a default based on our simulation results.
Discussion
Our work is motivated by a surprising result observed in a simulation study done by Tango and Takahashi (2005) where Duczmal and Assunção's spatial scan statistic (2004) detected quite large and unlikely peculiar shaped clusters that had the largest likelihood ratio among the three spatial scan statistics. To avoid such an undesirable property of the likelihood ratio test statistic proposed by Kulldorff (1997) , Tango and Takahashi discussed a possibility of using penalized likelihood approach where a penalty is considered for the complexity of the cluster shape. Kulldorff et al. (2006b) explored an elliptic version of the spatial scan statistic by introducing the eccentricity penalty that discourages eccentric clusters. Regarding the penalized likelihood approach, Assunção et al. (2006) made an important comment that this approach is a possible solution but certainly plagued with a large dose of subjectivity in the penalty parameters and Jpn J Biomet Vol. 29, No. 2, 2008 that what is not working properly is the maximum likelihood method, not the proposed methods to find the arbitrarily shaped most likely cluster. I would like to cast one vote for Assunção et al.
Instead of using the penalized likelihood ratio, we proposed a restricted likelihood ratio λT (Z) which makes the spatial scan statistic scan only the region with elevated risk at α1 level. This simple modification is based not only on the fact that there could be a situation where the likelihood ratio increases when a window absorbed an adjacent region with relative risk less than 1.0 but also on a natural idea that the regions with non-elevated risk should not be included in the most likely cluster. The circular spatial scan statistic based on the proposed likelihood ratio was, via Monte Carlo simulations, shown to have good ability to identify the whole of, or a part of, the true cluster assumed in the simulation more correctly than Kulldorff's circular spatial scan statistic by choosing value of α1 appropriately. In contrast, an undesirable property of Kulldorff's circular spatial scan statistic was reconfirmed. Namely, it was shown to have relatively high usual power but to tend to detect the MLC much larger than expected from the data. When applied to a non-circular cluster, the supports of the bivariate power distribution P (l, s) of Kulldorff's circular spatial scan statistic were scattered over a wide range of points (l, s). On the contrary, the proposed circular spatial scan statistic was shown to have the bivariate power distribution concentrated on confined several points.
Regarding the choice of α1, our simulation study suggests that, when we use α0 = 0.05, 1) α1 = 0.10 ∼ 0.20 to detect small clusters with a sharpe increase in risk, 2) α1 = 0.20 ∼ 0.30 to detect small to middle-sized clusters with a moderate increase in risk and 3) α1 = 0.30 ∼ 0.40 to detect larger clusters with a slight increase in risk. These results further suggest that we may set α1 = 0.20 as a default. We think that these criteria could be a rough but helpful guidance to the choice of α1. Since our Monte Carlo simulations have been based on a relatively small number of cluster models and sample sizes, the results observed here may not be representative. However, as we have examined typical sets of cluster models, we do not expect drastically different conclusions to be derived for other situations not examined here, although we need a further simulation study for more detailed investigtions.
Furthermore, we assumed here only one hot-spot cluster and did not consider the case of multiple clusters. Therefore, we need a further simulation study to examine the performance of the proposed circular spatial scan statistic. However, we think the relative performance of the proposed circular spatial scan statistic in contrast with Kulldorff's circular spatial scan statistic will not change very much even for the case of multiple clusters. Our appoach may be applied to a space-time disease cluster detection and a prospective disease and/or syndromic surveillance (Kulldorff, 2001; Lawson and Kleinman, 2005) , in which available data (ni, ξi) are replaced by (nit, ξit) within the region i and time period t and the spatial windows are replaced by the cylinders.
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As the primary purpose of this paper is to compare the performance of Kulldorff's circular spatial scan statistic with the circular spatial scan statistic based on the restricted likelihood ratio, we did not investigate the peformance of other non-circular spatial scan statistics with the restricted likelihood ratio. The circular spatial scan statistic based on the restricted likelihood ratio was shown to eliminate undersirable properties associated with the ordinary likelihood ratio test statistic and to have better performance than Kulldorff's circular spatial scan statistic in all the cluster models considered. This finding may suggest that if other spatial scan statistics for detecting arbitrary shaped clusters adopt the proposed likelihood ratio, their performance would be expected to be improved. Judging from my experience of using both circular and noncircular spatial scan statistics based on the ordinary likelihood ratio, circular and non-circular spatial scan statistics are complementary tools that each have their strengths and should be used together. However, we do not have any information on the relative performance among circular and non-circular spatial scan statistics with the proposed likelihood ratio. Therefore, to answer the practical question how to use the spatial scan statistics proposed so far, we need a comparative simulation study under a wide range of cluster models.
