We study cohomologies on an almost complex manifold (M, J), defined using the NijenhuisLie derivations LJ and LN induced from the almost complex structure J and its Nijenhuis tensor N , regarded as vector-valued forms on M .
defined in [1, Section 2.1], which play no role in the present paper. Our notation for J-cohomology should therefore not cause any confusion.
Notation and conventions. We use H k dR (M ) to denote the k th de Rham cohomology (with real coefficients) of the manifold M , and write just H k dR when M is understood. We make similar notational abbreviations for the other cohomologies introduced in this paper.
We use C
• to denote a Z-graded complex of real vector spaces. A degree k map P of the complex C
• maps C i into C i+k , and we write (ker P ) i = ker(P :
(im P ) i = im(P : C i−k → C i ).
Derivations and cohomologies
In this section we review the notion of derivations on the space of forms on a smooth manifold, and define the canonical derivations associated to an almost complex manifold (M, J). These derivations will be used to define cohomologies in Section 2.2.
Derivations on almost complex manifolds
For a smooth manifold M n , let Ω k (M ) = Γ(Λ k (T * M )) be the space of k-forms on M and let Ω k (M, T M ) = Γ(Λ k (T * M ) ⊗ T M ) be the space of vector-valued k-forms on M . Given an element K ∈ Ω k (M, T M ), it induces two derivations on the graded algebra Ω • (M ) = ⊕ n j=0 Ω j (M ) of all forms. They are the algebraic derivation ι K , which is of degree k − 1, and the Nijenhuis-Lie derivation L K , which is of degree k. These derivations are defined as follows. Let {e 1 , . . . , e n } be a local frame for T M over an open subset U of M with dual local coframe {e 1 , . . . , e n } for T * M . Then K = K j e j where each K j is a k-form on U .
The map ι K : Ω i (M ) → Ω i+k−1 (M ) is defined as
where ι ej is the usual interior product with a vector field. It is easy to see ι K is well-defined and is a derivation on Ω • (M ). In particular, ι K vanishes on functions, so ι K (hα) = h(ι K α) for any h ∈ Ω 0 (M ) and α ∈ Ω i (M ), which is why ι K is called algebraic. Moreover, if α ∈ Ω 1 (M ), one can show that (ι K α)(X 1 , . . . , X k ) = α(K(X 1 , . . . , X k )).
2)
The map L K : Ω i (M ) → Ω i+k (M ) is defined as
That is, L K is the graded commutator of ι K and the exterior derivative d. In fact, d itself is a Nijenhuis-Lie derivation, as d = L I , where I = e j e j is the identity operator in Ω 1 (M, T M ) = Γ(End T M ). Moreover, the linear map K → L K is an injective map from Ω k (M, T M ) into the linear space of degree k derivations of Ω
• (M ). The graded Jacobi identity on the space of graded linear operators on Ω
• (M ) and the fact that d 2 = 0 implies that
Also important for us will be the Frölicher-Nijenhuis bracket
on vector-valued forms which can be defined by
for any K ∈ Ω k (M, T M ) and L ∈ Ω l (M, T M ). That is, the Nijenhuis-Lie derivative in the {K, L} direction is the graded commutator of L K with L L . In particular, it follows from this definition that {L, K} = −(−1) kl {K, L}, (2.6) and that (L K ) 2 = A further consequence of the definition of the Frölicher-Nijenhuis bracket and the graded Jacobi identity is that {·, ·} also satisfies a graded Jacobi identity:
{K, {L, P }} = {{K, L}, P } + (−1) kl {L, {K, P }}.
From the above identity and (2.6) we find that {K, {K, K}} = 0 always when k is odd. (2.9)
A good reference for the Frölicher-Nijenhuis bracket, the algebraic and Nijenhuis-Lie derivations, and their various properties and relations is [8] .
From now on let n = dim M = 2m and let (M 2m , J) be an almost complex manifold. This means that J ∈ Ω 1 (M, T M ) = Γ(End T M ) such that J 2 = −I. Since J is a vector-valued 1-form we have induced derivations ι J and L J of degree 0 and 1, respectively.
We note for future reference from (2.3) that is not important and is inserted here only to match the most common convention for N , which is
(2.11)
Note from (2.7) and (2.8) that
In particular we deduce that
If the Nijenhuis tensor vanishes we say that J is integrable, and by the Newander-Nirenberg Theorem this happens if and only if M admits an atlas of holomorphic charts making M into a complex manifold such that J p corresponds to multiplication by i on each T p M ∼ = C m . From N we get induced derivations ι N and L N of degree 1 and 2, respectively.
Cohomologies defined using d, L J , and L N
In this section we define the new cohomologies and discuss some of their basic properties.
Recall from Section 2.1 that on an almost complex manifold (M, J) with Nijenhuis tensor N , we have three Nijenhuis-Lie derivations: d, L J , and L N . Using (2.12) and (2.13) we can summarize their properties so far as follows:
We seek to define cohomologies on (M, J) using these three operators. Thus we look for a subspace of the space Ω • (M ) of forms on which one of these operators squares to zero. Of course, such a subspace would need to be invariant under the operator. To this end, we observe the following.
Lemma 2.14. The following graded commutations relations hold:
Consequently, if P, Q are any two of the operators d, L J , L N , then P maps ker Q into itself.
Proof. This first two relations are (2.4). For the third relation, using (2.5) and (2.9) we compute
as claimed.
Now we ask when is P 2 = 0 on the subspace ker Q.
Case One: P = d. Then P 2 = 0 always, so in particular it continues to be true on the subspaces ker L J and ker L N . (If we do not restrict to ker Q then we just obtain de Rham cohomology.)
we find that P 2 indeed always vanishes on the subspace ker L N . On the other hand, to ensure that P 2 = 0 on the subspace ker d, we would need to know that (ker d) ⊆ (ker L N ), but this inclusion does not hold in general.
2 is again a Nijenhuis-Lie derivation. Indeed, it need not be a derivation at all. Moreover, again unlike the case of (
2 is not related to the element {N, N }, which is always zero by (2.8).
The above discussion motivates the definition of the following three cohomologies on (M, J).
Definition 2.16. Let (M, J) be an almost complex manifold.
• The J-cohomology of (M, J) in degree k is denoted by H k J (M ), and is defined to be the cohomology of the complex
The J-cohomology is in general nontrivial even if J is integrable.
• The N -cohomology of (M, J) in degree k is denoted by H k N (M ), and is defined to be the cohomology of the complex
2m .
• The J-twisted N -cohomology of (M, J) in degree k is denoted by H k N (M ), and is defined to be the cohomology of the complex
Remark 2.17. We make the following observations about these three cohomologies.
(a) Suppose the J is integrable. That is, Next we investigate the functoriality of these three cohomologies. 
be a morphism between almost complex manifolds. Then we have induced homomorphisms
which obey the usual functoriality laws I * = I and (f g)
Proof. For such a morphism f , we have In Example 2.22 in the next section we give an explicit example of the use of the N -cohomology H k N to distinguish non-isomorphic non-integrable almost complex structures on particular 4-manifolds. The J-twisted N -cohomology is left for future study. From Section 3 onwards, we focus our attention exclusively on the J-cohomology, as this cohomology has the most interesting applications that the authors were able to find, including in the integrable case.
An example of distinguishing almost complex structures
In this section we work through a lengthy example of computing the first N -cohomology group H 1 N to distinguish non-isomorphic non-integrable almost complex structures of a certain special type. The example illustrates the explicit computability of H • N .
Example 2.22. Consider the manifolds of the form M = X 1 × X 2 × X 3 × X 4 , where each X i is either R or S 1 = R/Z. We take global "coordinates" x = (x 1 , x 2 , x 3 , x 4 ) on M , where x i is a global "coordinate" on X i , understood to be periodic with period 1 when X i = S 1 . At a point x ∈ M , the tangent space T x M is spanned by the tangent vectors {∂ x1 , ∂ x2 , ∂ x3 , ∂ x4 }, which we identify with the standard basis {e 1 , e 2 , e 3 , e 4 } of R 4 . Consider on M the family of almost complex structures given by
where p = p(x 1 ) is a function only of x 1 ∈ X 1 , which for simplicity we assume to be real analytic.
In particular this means that p ′ has only isolated zeroes. It is trivial to verify that J 2 = −I, and a short computation using (2.11) yields 
We will compute H 1 N for these non-integrable almost complex manifolds (M, J), and exhibit several isomorphism classes among them. By definition of H k N , we have
Let us first consider the denominator of (2.26). Suppose
By (2.25) and our hypothesis that p ′ ≡ 0 we immediately deduce that h is independent of
Next we consider the numerator of (2.26). Suppose that α =
Thus, taking d of equation (2.25), we obtain a 3-form on M that must vanish. This gives four independent equations. A short calculation shows that these equations are the following: ∂x1 + p ′′ α 2 = 0, which can be solved using standard ODE techniques to give
We now consider three separate cases:
is periodic, by the mean value theorem there exists some a ∈ S 1 such that p ′ (a) = 0. Hence we must have D ≡ 0 for α 2 to be defined on all of M . Therefore in this case, α 2 ≡ 0. Plugging into the first equation in (2.28) and solving gives
which similarly forces C ≡ 0 and hence α 1 ≡ 0. Then all the equations in (2.28) are trivially satisfied. Moreover from ∂αi ∂xj = ∂αj ∂xi we then deduce that α 3 and α 4 are both functions of only x 3 , x 4 . We conclude that
Thus in this case from the above equation and (2.27) we conclude that
Case 2: X 1 = R and there exists a ∈ R such that p ′ (a) = 0. The exact same reasoning works in this case to deduce that
Without loss of generality we can assume p ′ (x 1 ) > 0 for all x 1 ∈ R. Recall we obtained (2.29) from the second equation of (2.28). Plugging this into the first equation of (2.28) gives
The constraint
Differentiating this with respect to
The above simplifies to
We now consider the possible solutions of (2.33). If D ≡ 0, then (2.33) has solution
But the above equation contradicts the assumption that p ′ (x 1 ) = 0 for all x 1 unless D x2x2 = 0. So we must have D x2x2 = 0, and then the above equation says p ′ (x 1 ) is constant, so we necessarily have that p(x 1 ) = Ax 1 + B for some A > 0, and then (2.32) says that C x2 ≡ 0. To summarize, so far in Case 3 we have deduced that if p is not linear, then D ≡ 0.
Subcase 3a: D ≡ 0. Substituting this back into equations (2.29) and (2.31) gives α 2 = 0 and
. But then the last two equations in (2.28) say that α 1 is independent of x 3 , x 4 so in fact C is a constant. Now all the equations in (2.28) are satisfied. So the condition that 4 . The condition dα = 0 then forces α 3 and α 4 to be independent of x 1 , x 2 so in Case 3a we find that
Using (2.27) we finally conclude in Case 3a that
Subcase 3b: p(x 1 ) = Ax 1 + B for some A > 0. Substituting this back into equations (2.29) and (2.31) gives
, where D x2x2 = 0 and C x2 = 0. In this case the last two equations of (2.28) become
which the authors were not able to solve in general. However, in the particular case when X 2 = S 1 and X 3 = X 4 = R, we claim that there is an infinite dimensional space of solutions, which descends to an infinite dimensional subspace of H 1 N (M ). To see this, we note that D x2x2 = implies D x2 = 0, since x 2 is a periodic coordinate. The equations above then reduce to
This system has a solution if and only if
. This constraint simplifies to D x3x3 + D x4x4 + AD x4 = 0, which has an infinite-dimensional space of solutions for D. For each of these, we can then solve for C. By (2.29) and (2.27) we therefore conclude that
An immediate corollary of Example 2.22 is the following.
Corollary 2.35. Consider the manifold M = S 1 ×R 3 . The N -cohomology allows us to distinguish at least five non-isomorphic almost complex structures on M of the form (2.23) with p real analytic.
, then J will not be integrable, so it cannot be isomorphic to any integrable J, as the vanishing or nonvanishing of the Nijenhuis tensor is preserved by isomorphisms of almost complex structures. We will show that there exist at least four non-isomorphic non-integrable almost complex structures of the form (2.23). If we take X 1 = S 1 and X 2 = X 3 = X 4 = R, and choose any non-constant periodic function p(
Alternatively, we can also construct M by taking X 2 = S 1 and X 1 = X 3 = X 4 = R. By choosing the non-constant function p(x 1 ) on R appropriately, we can arrange either Case 3a or Case 3b of Example 2.22. In Case 3a, equation (2.34) gives H 1 N (M ) = R, and in Case 3b we get that H 1 N (M ) is infinite-dimensional. Finally, if we take X 3 = S 1 and X 1 = X 2 = X 4 = R, then we can choose p so that Case 3a is satisfied, and thus by (2.34) we get H 1 N (M ) = R 2 . By Corollary 2.21, there are thus at least four non-isomorphic non-integrable almost complex structure of the form (2.23
Remark 2.36. By computing the other N -cohomology groups, it is expected that many more non-isomorphic non-integrable almost complex structures on S 1 × R 3 of the form (2.23) for p real analytic could be distinguished in this way.
The J-cohomology
In this section we study the J-cohomology H k J (M ) in detail, and determine several important results, including its finite-dimensionality (or lack thereof) and its relation (in the integrable case) to the ∂∂-lemma and (in the general case) to the dL J -lemma, which we define. We also compute several explicit examples and discuss variations of our results. From now on, when we say (M, J) is complex we mean that J is integrable, that is N = 0. Some of our results will be valid only in the complex case, while others will hold for general J.
Some properties of the J-cohomology
We begin with the following lemma.
Lemma 3.1. The following equalities hold:
Proof. We first identify the space (ker
Thus we have
0 ) = 0, and hence
which is what we wanted to show.
Recall that if J is integrable, then from Remark 2.17(b) we have
In particular it follows that 5) and that
Proposition 3.7. If M is compact and complex, then the canonical map
Proof. We have a short exact sequence of chain complexes
which induces a long exact sequence in cohomology:
We have thus reduced the problem to showing that the subspace inclusion (ker
Since J is integrable, by (3.5), we have ∂∂f = 0. We claim that f must be locally constant. This is well-known, but we give the argument for completeness. Let f = u + iv. Since M is compact, the function u attains a maximum at some point x 0 ∈ M , with u(x 0 ) = t 0 ∈ R. Consider the set V = u −1 (t 0 ). Since u is continuous,
, which is what we wanted to show. Proof. This follows from the Kähler identities and their consequences. A good reference is [7] . Specifically, we use the facts that [Λ, ∂] = i∂ * and ∆ d = 2∆∂ on Kähler manifolds. Here Λ is the adjoint of the wedge product with ω, so in particular it has bidegree (−1, −1). Then we have
Later, in Corollary 3.25, we will show that the J-cohomology of a compact Kähler manifold is isomorphic to its de Rham cohomology. But this will use the deep fact that Kähler manifolds satisfy the ∂∂-lemma. The next result is a fairly direct proof of the isomorphism H 
Proof. The case k = 0 is always true by Lemma 3.1. Consider the case k = 1. By Lemma 3.1, we have
Let α be a closed 1-form. By Hodge theory, we can write α = α H + df for some ∆ d -harmonic 1-form α H and some smooth function f . Suppose that α ∈ ker L J as well. Then L J α H + L J df = 0. Since α H is harmonic, it is d-closed, and hence also ∂-closed and∂-closed. In particular by (3.4) we have L J α H = 0. Then (3.5) and Lemma 3.9 give ∆ d f = 0, so f is locally constant and thus df = 0. We have thus shown that H 1 J is precisely the space of harmonic 1-forms on M , which by Hodge theory is isomorphic to H 1 dR . Finally, consider the case k = 2m. By Hodge theory, the space H 2m dR is isomorphic to the space of harmonic 2m-forms, which are the forms of the type f ω m for f a harmonic function. We have 4) we have (L J ) 2 = 0 in the integrable case, so a (2m − 1)-form in the image of L J will necessarily be in the kernel of L J . We observe by (3.5) that dL J φ = −L J dφ = −2i∂∂φ. Now the (1, 1)-form dL J φ = −2i∂∂φ can be written in the form σω + γ, for some function σ and some primitive (1, 1)-form γ. This means that Λγ = 0 and γ ∧ ω m−1 = 0. We also have Λω = m. (See [7] , for example.) Taking Λ of both sides and using the proof of Lemma 3.9, we find that
Thus we have ∆ d φ = mσ, and therefore we have
But then using the fact that L J ω = 0 and dω = 0 in the Kähler case, and the fact that both L J and d are derivations, we find
Remark 3.11. Proposition 3.10 is enough to conclude that the J-cohomology is isomorphic to the de Rham cohomology for any compact Riemann surface. However, as we mentioned above, we will show later that this isomorphism holds for any compact Kähler manifold and in fact such an isomorphism holds for any almost complex manifold (not necessarily compact) satisfying the dL J -lemma, which reduces to the ∂∂-lemma in the integrable case. This is all discussed in Section 3.3.
The next example shows that both Propositions 3.10 and 3.7 fail in the non-compact case. First we consider the complex case. We will need to make use of the Bott-Chern Laplacian. We state only the facts about this operator and its corresponding Hodge decomposition that we will need. More details can be found, for example, in [10, Section 2b].
Theorem 3.14 ( [10] ). Let M be a compact complex manifold. Equip M with a Riemannian metric g compatible with the complex structure J. There is a degree-preserving fourth order elliptic linear differential operator ∆ BC : Ω
• (M ) ⊗ C → Ω • (M ) ⊗ C, called the Bott-Chern Laplacian, on the space of complex-valued forms. For each k = 0, 1, . . . , 2m, it induces a Hodge-type decomposition on Ω k (M ) ⊗ C as follows:
where ∂ * and∂ * denote the formal adjoints with respect to g. This decomposition is orthogonal with respect to g. Moreover, (ker ∆ BC ) k is finite-dimensional and we have
and
We now use Theorem 3.14 to prove the finite-dimensionality of the J-cohomology in the compact complex case. 
Then from (3.6) we in fact have ∂α =∂α = 0. By (3.16), we can write α = β + ∂∂γ, for some β, γ with ∆ BC β = 0. Note that ∂∂γ = d(∂γ − 1 2 dγ). But using ∂ 2 =∂ 2 = 0 and ∂∂ = −∂∂, we also have Next we consider the general case, when J need not be integrable. In this case we can only obtain partial results. First we observe from L J d = −dL J and (2.12) that In the general not necessarily integrable case, we claim that the symbol of the D-Laplacian ∆ D = DD * +D * D is again elliptic, and in fact equals the symbol of 4∆∂. This can be computed directly. Alternatively, as mentioned in Remark 2.17(b) above, in [6] it is shown that L J = J −1 dJ − ι J·N , and one can compute using the formulas established in [6, Section 3] that
Thus D = 2∂ up to lower order terms, which establishes the claim. This observation, together with the usual Hodge decomposition for elliptic operators on compact manifolds, establishes the following lemma. 
We will now employ the tool of spectral sequences. A good reference is [3] . Consider the following double complex:
If we calculate the cohomology in the downward direction, we obtain the de Rham cohomology groups, which are finite-dimensional. Hence, the total complex of this double complex has finitedimensional cohomology. We can also calculate the cohomology to the right and then downwards.
In the second page of the spectral sequence, we obtain:
. . . . . .
Moreover, the spectral sequence stabilizes after the second page. Consider the group H k J . Because the total complex has finite cohomology, H k J will become finite-dimensional when we quotient it out by the image of δ k−1 . We have thus established the following lemma. 
is finite-dimensional.
We can now prove Theorem 3.18. For brevity, we will suppress ⊗ C throughout the proof.
Proof of Theorem 3.18. We need to show that (3.21) is finite-dimensional for k = 1, 2m. Consider first the case k = 1. We showed in the proof of Lemma 3.1 that d(ker L J ) 0 = 0, so by (3.21) im δ 0 = {dv ∈ Ω k : L J v = du for some u} in this case. Let dv ∈ im δ 0 with L J v = du. Define f = u + iv. Using (2.10) and (ι J ) 2 = −I on 1-forms, we have
, we find that f lies in the finite-dimensional space ker ∆ D , and thus v = Imf lies in a finite-dimensional space.
Next we consider the case when k = n = 2m. This time the space im δ n−1 in (3.21) does not simplify. But elements of the quotient space im δ n−1 are represented by exact n-forms. Let [dτ ] ∈ im δ n−1 , and define σ = −ι J τ . Set µ = σ+iτ . Using (2.10) and (ι J ) 2 = −I on (n−1)-forms, we have
and hence µ ∈ ker D. From the Hodge decomposition of Lemma 3.19, we can write µ = α + Dβ, where α ∈ ker ∆ D and D 2 β = 0. Now we observe that 0
n−1 , and hence [dτ ] lies in the finite-dimensional vector space that is the imaginary part of d(ker ∆ D ).
The relation between the J-cohomology and the ∂∂ lemma
In this section we relate the J-cohomology to the ∂∂-lemma [1, 7] in the integrable case, and to a generalization of the ∂∂-lemma which we call the dL J -lemma, in the general case. Along the way we will discuss the connections to previously known results. We begin with the statement of the classical ∂∂-lemma. then we say that (M, J) satisfies the ∂∂-lemma in degree k. Remark 3.24. Another well-known characterization of the ∂∂-lemma is in terms of the BottChern and Aeppli cohomologies. These are cohomologies on complex manifolds defined using the second order differential operator ∂∂. These cohomologies are isomorphic to the de Rham cohomology if and only if the ∂∂-lemma holds. See [1, Theorem 1.14] for a thorough discussion. As far as the authors are aware, these characterizations require the assumption of compactness. By contrast, Theorem 3.23 does not require M to be compact.
Recall that the inclusion (ker
Since any compact Kähler manifold satisfies the ∂∂-lemma in all degrees [7] , we obtain the following corollary of Theorem 3.23, which is the promised generalization of Proposition 3.10. 
is an isomorphism for all k.
Before we can state and prove the more general version of Theorem 3.23, namely Theorem 3.32, we need to reformulate and then generalize the ∂∂-lemma to the not necessarily integrable case. Recall from (3.4) and (3.5) that in the integrable case, we have 2i∂∂
It follows that the ∂∂-lemma is equivalent to the following dd c -lemma [1] .
then we say that (M, J) satisfies the dd c -lemma in degree k.
Equivalently, (M, J) is said to satisfy the dd c -lemma in degree k if and only if
Lemma 3.28. Let M be a complex manifold. After complexification, we have an isomorphism
Proof. Define a linear map P :
, where π p,q is the projection of Ω
• ⊗ C onto Ω p,q . Let α ∈ Ω p,q . Then using (3.4) we compute
By linearity, we deduce that L J P = −iP d on all forms. We also have P 2 = I.
By Lemma 3.28 and equation (3.27) , in the case when J is integrable, the dL J -lemma is equivalent to the dd c -lemma.
We now state and prove a more general version of Theorem 3.23. Proof. The short exact sequence of chain complexes
induces a long exact sequence
in cohomology. By exactness we deduce thats
Thus by Definition 3.30, the proof would be complete if we can show that
But this follows directly from the definition, because
Examples of the applications of Theorems 3.23 and 3.32
In this section we discuss in detail three explicit examples where we apply Theorem 3.23 and the more general Theorem 3.32. The examples serve both to illustrate that the J-cohomology can in some cases be explicitly computed, and that it can be used to establish the non-validity of the ∂∂-lemma in the integrable case or more generally the non-validity of the dL J -lemma in the non-integrable case.
The first two examples we consider are both integrable: the Hopf manifolds and the Iwasawa manifold. It is well-known [1, 2, 7] that these complex manifolds do not satisfy the ∂∂-lemma. The existing proofs of these facts that the authors were aware of in the literature either involve
• the computation of the Bott-Chern or Aeppli cohomologies [1] (see Remark 3.24), or
• the explicit demonstration that the Massey products are nontrivial [7] (these products must vanish for any compact complex manifold for which the ∂∂-lemma holds.)
By contrast, our demonstration of the failure of the ∂∂-lemma to hold for the Hopf manifolds and the Iwasawa manifold in both cases is by establishing that H At the end of this section we also consider an explicit example of a non-integrable almost complex manifold (T 4 , J) that does not satisfy the dL J -lemma, which is again established by the explicit computation of H 1 J . Example 3.34. Consider the quotient P of C 2 \ {0} by the Z action generated by z → 2z. The space P is a compact complex manifold, called the Hopf surface. We will show that
. By (3.2) and (3.6) we have ∂α =∂α = 0. We can also consider α as a 1-form on C 2 \ {0} that is invariant under the action λ(z) = 2z. That is, λ * α = α, which is equivalent to the equations
The fact that∂α = 0 says that f 1 and f 2 are holomorphic functions on C 2 \ {0}. Suppose that f i (z) = 0 for some z. Then by (3.35) we have
But this contradicts Hartog's extension theorem, which says that we can extend each f i to a holomorphic function on the whole C 2 . Thus we must have f i ≡ 0. Therefore α = 0 and hence H 1 J (P ) = 0. Remark 3.36. A similar argument performed along eigenvectors shows that H 1 J (P ) = 0 holds for a general Hopf manifold P obtained by quotienting C n \ {0} by the Z-action generated by a linear dilation λ(z) = Az. Since H 1 J (P ) = 0 for all these, and P ∼ = S 1 × S 2n−1 has H 1 dR (P ) = R, we deduce from Theorem 3.23 that none of the Hopf manifolds satisfy the ∂∂-lemma. We will compute H 1 J (W ). Suppose α = f 1 dz 1 +f 2 dz 2 +f 3 dz 3 +f 1 dz 1 +f 2 dz 2 +f 3 dz 3 ∈ H 1 J (W ). As in Example 3.34, consider α as a 1-form on C 3 that is invariant under the covering transformations.
From the equation
we find that the invariance of α under the covering transformations is equivalent to the system of equations . Also as in Example 3.34, by (3.2) and (3.6) we deduce that the f i are holomorphic functions on C 3 . The last two equations in (3.38) state that the f i are doubly periodic, with periods 1 and i, in the variables z 2 , z 3 , so by Liouville's Theorem each f i must be constant in those two variables. By an abuse of notation, we write f i (z 1 , z 2 , z 3 ) = f i (z 1 ), and the system (3.38) becomes
The first two equations in (3.39) say that f 1 , f 2 are doubly periodic in z 1 as well, so they are in fact constant functions. If we write f 2 = c, then the last equation in (3.39) becomes c + f 3 (z 1 + a) = f 3 (z 1 ) for all a ∈ Z[i], which implies that c = f 2 = 0 and thus that f 3 is also constant. We have therefore shown that H where f (x 1 , x 2 , x 3 , x 4 ) and g(x 1 , x 2 , x 3 , x 4 ) are functions which are periodic in each coordinate with period 1. It is trivial to verify that J 2 = −I. Define
A computation using (2.11) yields 42) where N ij = N (e i , e j ). In particular, we deduce that this J is integrable if and only if A = B = 0. But these conditions clearly imply that f x1x1 + f x2x2 = g x1x1 + g x2x2 = 0, so f and g must be harmonic in x 1 , x 2 , and by compactness f , g must be constant in x 1 , x 2 . That is, we conclude that this J is integrable if and only if f , g are constant in
Note that u need not descend to a function on T 4 . That is, it need not be Z-periodic in each coordinate, and indeed this will be the case if and only if [ 
Thus ι J du is a closed 1-form, so there exists some v ∈ C ∞ (R 4 ) such that ι J du = −dv, and again v need not descent to T 4 . Since ι J = J T on 1-forms, and (J T ) 2 = −I, we can rewrite this equation as du = J T dv. Explicitly, we have 
We claim that the natural map
. That is, the function u into (3.44) is Z-periodic in all four variables. The first two equations in (3.44) show that u x1x1 + u x2x2 = 0, so u is harmonic in the first two coordinates. Therefore, if u must be constant in x 1 and x 2 , and in particular u x1 = u x2 = v x1 = v x2 = 0. After substituting this into the last two equations, we find that u is also harmonic in x 3 and x 4 , which proves that u is constant and du = 0. Therefore, α = 0, and the map
(Note that we cannot just apply Proposition 3.7 to derive (3.45) because J need not be integrable.)
Now we solve (3.44), without the assumption that u descends to T 4 . Note that the first two equations in (3.44) imply that u x1 is harmonic in the first two coordinates, so u x1 = a(x 3 , x 4 ) is constant in x 1 and x 2 . We will show that a is in fact a constant. Note that for any x 2 , x 3 , x 4 , we have a(x 3 , x 4 ) = Differentiating the above expression with respect to x 3 gives a x3 (x 3 , x 4 ) = u x3 (1, x 2 , x 3 , x 4 ) − u x3 (0, x 2 , x 3 , x 4 ).
Since u x3 is a coefficient of the 1-form α = du on T 4 , it is Z-periodic, and thus the right hand side above vanishes. Hence a is independent of x 3 and similarly independent of x 4 . So indeed we conclude that u x1 = a is a constant function.
Similarly, u x2 , v x1 , and v x2 are all constant functions. By equality of mixed partials we now deduce that u x3 , u x4 , v x3 , v x4 are all constant in x 1 , x 2 . Thus by (3.44) we find that both f v x1 + gv x2 and −gv x1 + f v x2 must be constant in x 1 , x 2 . That is, (f v x1 + gv x2 ) x1 = f x1 v x1 + g x1 v x2 = 0, (f v x1 + gv x2 ) x2 = f x2 v x1 + g x2 v x2 = 0, (−gv x1 + f v x2 ) x1 = −g x1 v x1 + f x1 v x2 = 0, (−gv x1 + f v x2 ) x2 = −g x2 v x1 + f x2 v x2 = 0, which can also be written in the following matrix form:
Since the determinant of the second factor above is (v x2 ) 2 + (v x1 ) 2 , we conclude that either v x1 = v x2 = 0, or else the second factor is invertible and thus the first matrix must be zero, which means that f , g are constant in x 1 , x 2 .
Case One: If f , g are not constant in x 1 , x 2 , then v x1 = v x2 = 0, and in this case the solution set of (3.44) is {(u x1 , u x2 , u x3 , u x4 ) = (0, 0, s, t) : s, t ∈ R}.
Case Two: If f, g are constant in x 1 , x 2 , we claim that (3.44) is solvable for any values of the two constants u x1 , u x2 . In fact, for any u x1 , u x2 , we put v x1 = u x2 , v x2 = −u x1 and then solve In fact, from our proof of Theorem 3.23, we in fact get the following more general result. For example, we can take C • to be Ω
• cs , the forms with compact support, or Ω
• r , the forms which vanish to order r at infinity, and L to be any Nijenhuis-Lie derivation on differential forms.
Future directions
A number of natural directions for future study are immediate. These include the following:
• Can one establish finite-dimensionality of H k J for all k when (M, J) is compact but nonintegrable? In Theorem 3.18 we proved this for k = 0, 1, 2m. It is reasonable to believe that it holds more generally. Similarly, for compact M , the N -cohomology H Recall that these cohomologies only make sense for non-integrable almost complex structures.
• A very natural and important class of non-integrable almost complex manifolds are the nearly Kähler manifolds. See [9] for a survey. These manifolds are equipped with a compatible Hermitian metric, but the associated (1, 1)-form ω is not closed. It is reasonable that the applications of and geometric meanings of H • Similar cohomology theories can be studied in the context of manifolds with G 2 -structure.
See [5] and the references therein for more details.
