Abstract
Introduction
With the rapid growth in size and number of available databases, mining for knowledge, regularities or high-level information from data became essential to support decision-making and predict future behavior [3, 4] . Data mining techniques, used for achieving the above goals, can be classified into the following categories: classification, clustering, association rule mining, sequential pattern analysis, prediction, data visualization and so forth [11, 12, 13, 14, 15] .
Association rule mining is one of the important tasks of data mining that intends towards decision support. Basically, it is the process of finding some relations among the attributes/attribute values of a huge database. Inside the huge collection of data stored in a database, some kind of relationships among various attributes may exist. Discovery of such relationships can help in taking appropriate decisions. Finding these relationships within a vast amount of data is not a simple job. The process of extracting these relationships is termed as association rule mining. These relationships can be represented as an IF-THEN statement. IF <some conditions are satisfied > THEN <predict some values of other attribute(s) >. The conditions associated in the IF part is termed as Antecedent and those with the THEN part is called the Consequent. In this article, we will refer them as A and C, respectively. So, symbolically we can represent this relation as A→ C and each of such relationship that holds between the attributes of records in a database fulfilling some criteria is termed as an association rule. Existing algorithms, try to measure the quality of generated rule through considering only one evaluation criterion, i.e., confidence factor or prediction accuracy. This criterion evaluates a rule depending on the number of occurrence of that rule in the entire database. More the number of occurrences better is the rule. The generated rule may have a large number of attributes involved in the rule thereby making it difficult to understand [16] . If the generated rules are not understandable to the user, the user will never use them. Again, since more importance is given to those rules, satisfying number of records, these algorithms may extract some rules from the data that can be easily predicted by the user. It would have been better for the user, if the algorithms can generate some of those rules that are actually hidden inside the data. These algorithms do not give any importance towards the rare events, i.e., interesting rules [17, 18] . Using these three measures--support, interestingness, is measured by the number of attributes involved in the rule and tries to quantify the understandability of the rule, and the confidence, interesting rules can be generated. Hence, the rule-mining problem is not a single objective problem; rather we visualize them as a multi-objective problem. A number of evolutionary algorithms have been developed for searching these rules [19, 20, 21] .
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In this lecture, we tried to visualize association rule mining as a multi-objective [22, 23] problem rather than single objective one and tried to solve it using Simulated Annealing algorithm [25] . So, these three measures, confidence, support and interestingness are used as three objectives for rule mining problem. The rest of this article is organized as follows. Section 2 is an overview of Simulated Annealing algorithms. Section 3 is about related work in numeric association rule mining. SA in numeric association rule mining stated in section 4. Implementation and analysis of results is expressed in Section 5. Finally, Section 6 includes the concluding remarks.
Simulated Annealing
Simulated Annealing (SA) is motivated by an analogy to annealing in solids. The idea of SA comes from a paper published by Metropolis et al in 1953 [25] . Metropolis algorithm simulated the material as a system of particles. The algorithm simulates the cooling process by gradually lowering the temperature of the system until it converges to a steady, frozen state. In 1982, Kirkpatrick et al [24] took the idea of the Metropolis algorithm and applied it to combinatorial (and other) optimization problems. The Table 1 shows how physical annealing can be mapped to Simulated Annealing. Using these mappings, any combinatorial optimization problem can be converted into an annealing algorithm. SA's major advantage over other methods is an ability to avoid becoming trapped at local minima. The algorithm employs a random search, which not only accepts changes that decrease objective function, f, but also some changes that increase it. The latter are accepted with a probability:
Where f δ is the difference in f and T is is a control parameter.
Acceptance Criteria
In each step of Metropolis algorithm, a particle is given a small random displacement and the resulting change, f δ , in the energy of the system is computed. If f δ ≤ 0, the displacement is accepted. The case f δ > 0 is treated probabilistically. The probability that the configuration is accepted is given in Eq. (1) . A certain number of iterations are carried out at each temperature and then the temperature is decreased. This is repeated until the system freezes into a steady state. This equation is directly used in simulated annealing. The probability of accepting a worse state is given by the Eq. (2): The probability of accepting a worse move is a function of both the temperature of the system and of the change in the objective function.
As the temperature of the system decreases, the probability of accepting a worse move is decreased.
If the temperature is zero, then only better moves will be accepted.
Cooling Schedule
The cooling schedule of a simulated annealing algorithm consists of four components.
Starting temperature
The starting temperature must be high enough to allow a move to almost any neighborhood state. If this is not done, the ending solution will be very close to the starting solution. However, if the temperature starts at too high a value, then the search can move to any neighbor and thus transforms the search (at least in the early stages) into a random search. Effectively, the search will be random until the temperature is cool enough to start acting as a simulated annealing algorithm. A method which is suggested by Dowsland is to rapidly heat the system until a certain proportion of worse solutions are accepted and then slow cooling can start [4 T U 26U 4 T ].
Final temperature
It is usual to let the temperature decrease until it reaches zero. However, this can make the algorithm Multi-Objective Rule Mining using Simulated Annealing Algorithm Mehdi Nasiri , Leyla Sadat Taghavi , Dr. Behrouz Minaee run for a lot longer. In practice, it is not necessary to let the Temperature reach zero because as it approaches zero, the chances of accepting a worse move are almost the same as the temperature being equal to zero. Therefore, the stopping criteria can either be a suitably low temperature or when the system is frozen at the current temperature (i.e. no better or worse moves are being accepted).
Temperature decrement
Once we have our starting and stopping temperatures, we need to get from one to the others. Theory states that we should allow enough iteration at each temperature so that the system stabilizes at that temperature.
Theory also states that at each temperature, the number of iterations might be exponential to the problem size in order to achieve the system stability. As this is impractical, we need to compromise. We can either do this by performing a large number of iterations at a few temperatures, a small number of iterations at many temperatures or a balance between the two.
Iterations at each temperature
One method is to do a constant number of iterations at each temperature. An alternative is to dynamically change the number of iterations as the algorithm progresses. At lower temperatures, it is important that a large number of iterations are done so that the local optimum can be fully explored.
At higher temperatures, the number of iterations can be less.
Numeric Association Rule Mining and related works
Recently, some optimization methods for association rule mining have been proposed. The process is too resource consuming, especially when there is not enough available physical memory for the whole database. A solution to encounter this problem is to use genetic algorithm, which reduces both cost and time of rule discovery. Genetic algorithms and other algorithms like ant colony, evolutionary algorithm and particle swarm are instances of single objective association rule mining algorithms. A few of these algorithms has been used for multi objectives. Yan proposed a method based on genetic algorithms without considering minimum support [1] . The method uses an extension of elaborate encoding while relative confidence is the fitness function. A public search is performed based on genetic algorithm. As the method does not use minimum support, a system automation procedure is used instead. It can be extended for quantitative-valued association rule mining. In order to improve algorithm's efficiency, it uses a generalized FP-tree. Evaluation of the algorithm shows a considerable reduction in cost of calculation.
Just interesting rules with constant length are discovered. In this method, the genes contain rank of attributes. Final chromosome should be the best one and the process stops if it reaches the predefined number of iterations or the result is not improved. The fitness function is defined such a way that it stays in a local optimum and causes many rules to be generated. Kaya proposed genetic clustering method [5] . Hong suggested a cluster based method for mining generalized fuzzy association rules [6] . Ghun proposed a cluster-based fuzzy-genetic mining method for association rules and membership functions [2] . Dehuri et al offered a rule mining method using multi objectives called multi objective genetic algorithm (MOGA) [7] . Later, they improved the performance via a parallel association rule processing [8] . Nasiri et al optimized the MOGA method using clustering which causes the database to be scanned just once at all [9] . Gilan Atlas et al proposed a multi-objective differential evolution algorithm for mining numeric association rules. Later, they proposed another numeric association rule mining method using rough particle swarm algorithm which obtained improvements in performance and precision compared to the previous one. They also proposed another numeric association rule mining method chaos rough particle swarm algorithm [10] . There is not any study which uses SA for mining Association Rules. SA has been designed to simultaneously search for intervals of numeric attributes and the discovery of ARs that these intervals conform in only single run. Furthermore, a databaseindependent approach that doesn't rely upon the minimum support and the minimum confidence thresholds that are hard to determine for each database has been performed. Contrary to the methods used as usual, high quality ARs have directly been mined without generating frequent itemsets.
SA in numeric association rule mining
For representing numeric attribute, we use interval or set of values. In numeric attributes only lower and upper bounds are considered relevant in a computation. With these representing, we can evaluate a function (fitness) over an entire interval rather than a single value (with some error). In other words, if we evaluate a function f(x) over some interval of x[e.g., produces exact or overestimated bounds, it can't miss a critical value in a function. Although the information represented by this implementation is not precise. Hence, an information measure called precision [30] may be useful when evaluating the fitness levels. The precision is has been shown in Eq. (3) ,
Here, Range max (r i ) is the length of maximum allowable range for the value of parameter r i .
Rule presentation
The rules which are being produced and modified along the evolution process represent with a numeric string. Each rule consists of decision variables which represent the item and intervals. A positional encoding, where the ith, item is encoded in the ith decision variable has been used. Each decision variable has three parts. The first part of each decision variable represents the antecedent or consequent of the rule and can take values between 0 and 1. If the first part of the decision variable takes values between 0.00 ≤ AC i ≤ 0.33, it means that this item will be in the antecedent of the rule and if 0.33 < AC i This implementation can be used for discrete, nominal, and Boolean attributes. For discrete or nominal attributes only AC ≤ 0.66, this item will be in the consequent of the rule. While the second part represents the lower bound, the third part represents the upper bound of the item interval. The structure of a numeric string has been illustrated in Figure 1 , where n is the number of attributes of data being mined.
i and V i where V i is the value of attribute are used. And for Boolean attribute, only AC i
In this way we can handle variable length rules with more storage efficiency, adding only an overhead of (3k+2g+l) bits, where k is the number of numeric attributes, g is the number of nominal attributes and l is the number of Boolean attributes in the database. is used.
Fitness Function
The mined rules have to acquire large support and confidence. SA has been designed to find the intervals in each of the attributes that conform an interesting rule, in such a way that the fitness function itself is the one that decides the amplitude of the intervals. The fitness function is has been shown in Eq. (4)
This fitness function has four parts. The first part is the support of a rule that is statistical significance of an association rule (AR). The second part is the confidence value. The third part is used for number of attributes in the rule. This parameter rewards the shorter rules with a smaller number of attributes. By interestingness measure readability, comprehensibility, and ease of understanding that are important in data mining are increased. It is known that larger rules are more likely to contain redundant or unimportant information, and this can obscure the basic components that make the rule successful and efficiently process able. The last part of the fitness is used to penalize the amplitude of the intervals that conforms the itemsets and rules. In this way, between two rules that cover the same number of records and have the same number of attributes, the one whose intervals are smaller gives the best information. Int has been computed as shown in Eq. (5). ,
Where n is the number of attributes in rule, and maxBound and minBound is Maximum and minimum allowable range for the value of attribute in database, and UBm and LBm are upper bound value and lower bound value of attribute in rule. α 1 , α 2 , α 3 and α 4 are user specified parameters and one might increase or decrease the effects of parts of fitness function.
Generate next rule
A key problem-specific choice concerns the neighborhood function definition. The efficiency of simulated annealing is highly influenced by the neighborhood function used and neighborhood size [29] .
Therefore, Generating next rule is important in SA algorithm. We try to implement an efficient method for generate next rule. For generating good rules, we ) ) ( ( ) ( Mehdi Nasiri , Leyla Sadat Taghavi , Dr. Behrouz Minaee assume that number of consequent attributes always is constant and equal to one. Because rules with one consequent attribute have better confidence and experience shows that it is easier for understand. Therefore, for generating next rule, number of antecedent attributes of rule may be decreased/increased (by random) one value, or, number of antecedent attributes of rule doesn't change, just one attribute of antecedent (selected by random) change with consequent attribute or change with other attributes that doesn't belong to rule.
After this process, must change the value of attributes that added to rule. Lower bound/upper bound value, by random, of numeric attribute, which is added to rule, by random increased or decreased. And value of nominal value is changed.
Refinement of bound intervals
At end of the SA, display of rule, a refinement in the attributes bounds that belong to the covered rule is performed. This refinement process consists of reducing the interval size until the support value is smaller than the support of the original rule encoded in the related numeric string.
Implementation and experimental result
Pseudo-code of our suggested approach works as follows: Load a sample of records from the database that fits in the memory. Generate a random initial rule R Select the temperature change counter k=0 Select an initial temperature T= t 0 Select a repetition schedule, M 
× α
Decode the rules in the final stored population, and get the generated rules.
The value of α for all our experiment sets to 0.99. SA algorithm was evaluated in a numeric database with a size of 1,000 records formed by 4 numeric attributes. All of the domains of values were set to [0, 100] . The values were uniformly distributed in determined sets as shown in Table 2 . This distribution of the values was completely arbitrary. Some intervals had small size and others have larger size. Support and confidence values for these sets were 25 and 100%, respectively. Other values outside these sets were distributed in such a way that no other better rules than these rules exist. Using the appropriate weights for fitness function in ARs mining task, these rules were to be mined. The used parameter values for the experiments have been shown in Table 3 . α1, α2, and α3 that have been used in fitness values were selected as 0.8, 0.8, 0.95 and 0.1 respectively. The goal was to find the intervals of each of the built regions more accurately. In Table 4 . The ARs found by SA are shown. It has been shown that it found the comprehensible rules that have high synthetically created sets. It is noticeable that the SA is database-independent, since it does not rely upon support/confidence thresholds which are hard to choose for each database. If the support and confidence thresholds have been used and a support threshold that is higher than 25% is selected, no rules will be able to be found according to the values of the attributes in this database. However, it is known that this database contains some accurate and comprehensible rules.
SA is able to automatically find all these rules without relying upon the minimum support and the minimum confidence thresholds. Also, it does not require determining the rule template that consists of specifying the left-hand side and right-hand side attributes.
To test the efficiency of the proposed algorithm, it has been executed on noisy synthetic database. The noise in this database is introduced by locating the values that does not belong to the interval of the second item of the set. That is why a percentage r of Table 2 .Synthetically created sets Table 5 . In this Table, mined rules, support and confidence values of mined rules have been shown. It can be seen that the ranges of the intervals almost exactly adjust the ones synthetically created. This shows that SA is able to overcome certain levels of noise among the tested data. Another experiment has been performed to compare the efficiency of the SA with other algorithms such as RPSOA [10] , the Genetic Association Rule Mining (GAR) algorithm proposed in Mata et al.
Multi-Objective Rule Mining using Simulated Annealing Algorithm Mehdi Nasiri , Leyla Sadat Taghavi , Dr. Behrouz Minaee Table 6 shows the number of records and the number of numeric attributes for each database. The parameter values are used for the experiments have been shown in Table 3 . Because of stochastic characteristic of the SA algorithm, it had fluctuations in different runs. In order to get a better result, the user may execute several trials of the algorithm to get the result with the most efficient solutions. Algorithm was executed ten times and the average values of such execution were presented. To compare the efficiency of the SA with RPSOA algorithm [10] , the experimental comparison in terms of number of rules, support and confidence and size values has been performed. The comparison results have been shown in Table 7 and Table 8 .The value of the column "Support (%)" indicates the mean of support, and the column "Confidence (%)" indicates the mean of confidence, while the value of the column "Size" shows the mean number of attributes contained in the rules. The value of the column "Support (%)" indicates the mean of support, and the column "Confidence (%)" indicates the mean of confidence, while the value of the column "Size" shows the mean number of attributes contained in the rules. Comparing the SA algorithm with the RPSOA [10] is difficult; a algorithm has found rules with high values of support in four out of five databases. The size obtained from the SA algorithm is smaller than the values obtained from the RPSOA [10] in five out of five databases, this is an advantage. The confidence values obtained from SA are bigger than the values obtained from the RPSOA [10] in five out of five databases. In this experiment, SA has better results than RPSOA [10] . It can be concluded from that SA is competitive with other three evolutionary computation-based algorithms. SA has found rules with high values support and confidence but without expanding the intervals in excess. Furthermore the number of attributes in the rules and number of discovered rule is small. Thus, the discovered rules within this database by SA are accurate, readable and comprehensible.
Conclusion
Association rule mining is viewed as a multiobjective problem rather than single objective one as assumed by the most of the existing algorithms. Simulated annealing is a local search algorithm (metaheuristic) capable of escaping from local optima. Its ease of implementation, convergence properties and its use of hill-climbing moves to escape local optima has made it a popular technique over the past two decades. This article uses the SA algorithm to solve the multiobjective rule mining problem using three measuredinteresting, support and confidence. We tested our approach only with the numerical valued attributes. For association rule mining within databases that have numeric attributes. The SA algorithm has been compared with RPSOA [10] , and we have shown that it is more efficient than the RPSOA [10] , and the SA algorithm has provided useful extension for practical applications.
One of the major drawbacks of PSO is its very slow convergence and trapping into local optimum. While the advantage of using the simulated annealing algorithm comes from its ability to avoid getting trapped in local minima. The convergence of the SA algorithm to the global minimum depends on the starting temperature and the cooling rate. If the starting temperature is too low, it is possible that the program would lose its ability to move out of a global minimum. RSA converges much faster than SA. And therefore discovered rules by SA are better than RPSOA [10] . May be rules are founded by RPSOA [10] are local minimum not global minimum.
Some refinement such as sampling techniques for the present work has been considered as our further work.
