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Abstract
Infrared photodetectors are essential in many industries and modern applications
require devices with enhanced capabilities. High-performance detectors can be used
for spectroscopy in medicine and environmental monitoring. Imaging scenarios
include the identification of military targets and predicting equipment failure.
These thermal imaging systems benefit from multicolour photodetectors. For
example, some heat-seeking missiles incorporate two-colour HgCdTe arrays to
discern target aircraft from decoy flares. Hyperspectral imaging describes the
fusion of imaging and spectroscopy. These systems exhibit high spatial and spectral
resolution, generally by dispersing different wavelengths onto a focal-plane array.
Agricultural surveys, extraterrestrial exploration and medical procedures can all
benefit from this powerful technique.
High-end detectors in the mid-wavelength and long-wavelength infrared are
usually made from HgCdTe alloys. These narrow-bandgap semiconductors ex-
hibit favourable optoelectronic properties, however fabrication challenges lead to
extravagant costs. In comparison, mature fabrication processes are available for
III-V materials. Interband photodetectors made from these compounds are only
sensitive at shorter infrared wavelengths. In recent years, intersubband devices have
been developed for longer wavelengths and quantum well infrared photodetectors
are now commercially available. Focal-plane arrays made from these structures are
cheaper and the yield is better than with the HgCdTe technology.
Quantum dot infrared photodetectors can also be fabricated from III-V materials.
These architectures are inherently sensitive to normal-incidence radiation and
have long carrier lifetimes, so they are expected to out-perform their quantum
well counterparts. The devices studied here may be applicable to meteorology,
atmospheric monitoring, molecular biology and medicine. High-quality quantum
dots are normally grown by self-assembly and this restricts their size and
composition. Hence, directly fabricating devices to operate at different wavelengths
is an ongoing challenge. Post-growth techniques can instead be used to tailor the
spectral response and two such approaches are considered in this thesis.
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Firstly, guided-mode resonances have been exploited in narrowband transmission
filters. This design is agnostic to the detector technology and suitable for rugged
environments. Germanium and calcium fluoride were selected for the dielectric
layers and deposited films were thoroughly characterised. Guided-mode resonance
filters based on photonic crystal slabs were integrated with quantum dot infrared
photodetectors. The photoresponse of these devices was linearly tunable with the
radius of the photonic crystal holes. These detectors are shown to be suitable for
hyperspectral imaging with further optimisation of the device architectures.
Intermixing shifts the response of InGaAs/GaAs quantum dot infrared photode-
tectors, so it is an effective approach to spectral tuning. Dielectric capping layers
can be used to control the amount of intermixing and this allows multicolour
detectors to be monolithically fabricated. In these studies, the compositional and
thermomechanical properties of different dielectrics were measured. Preliminary
intermixing experiments were performed on different heterostructures to extract
the dominant physical processes. Ultimately, multicolour quantum dot infrared
photodetectors were fabricated on a single sample. Silica was used to enhance
intermixing through impurity-free vacancy disordering, whereas titania suppressed
intermixing. Finally, the performance of each device was correlated with the
properties of each dielectric. These detectors are found to be ideal for multispectral
applications in the long-wavelength infrared band.
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any industries rely on the study of infrared radiation. Thermal
imaging has a host of military uses and these have driven significant
research efforts over the last century. Civil imaging applications are
also plentiful, for example the failure of a component in a machine or
an electronic circuit can be preempted by monitoring the infrared emission from it.
Thermal imaging measures the spatial variation of infrared signals, however other
fields make use of spectroscopic information. Organic chemists identify specific
absorption signatures in order to discern different chemical groups. Similarly, the
characteristic absorption spectra of different greenhouse gases mean that infrared
spectroscopy is a key technique in atmospheric monitoring. Nowadays, multicolour
capabilities are being sought for high-end imaging systems. These systems must
provide reliable information with higher detail for the military, in medical imaging
and in other fields. Advanced detectors are required to meet these demands for
both spectral and spatial data at the same time.
1
Chapter 1  Introduction and concepts
Figure 1.1: The spectrum of electromagnetic waves. Infrared radiation lies between the
visible colours and microwaves, with wavelengths from just below 1 µm up to the order
of 100 µm. Adapted from [1].
1.1 Infrared radiation
The considerable range in magnitudes spanned by the electromagnetic spectrum is
shown in figure 1.1. Visible light, which is shown by the approximate colours, makes
up only a small portion and includes wavelengths (λ) between about 0.4 µm and 0.7
µm. The infrared (IR) spectrum is generally considered to be the region between
visible light and microwaves, so IR radiation can have wavelengths up to hundreds
of µm. This is in itself a broad range of wavelengths so IR waves are further
separated into different bands. The exact definition of these bands can vary with
different industries. For example spectroscopists generally work with wavenumber
units rather than wavelength [2]. Near-infrared wavelengths are those just beyond
the limit of human vision and are principally used for telecommunications. The
short-wavelength infrared (SWIR) and mid-wavelength infrared (MWIR) bands can
be defined as the 1.1–2.5 µm and the 2.5–7.0 µm bands, respectively [3]. The long-
wavelength infrared (LWIR) can include wavelengths between 7.0 µm and 15 µm.
The very-long wavelength IR, also known as the far-infrared, describes everything
beyond. In this thesis, the MWIR and LWIR regions are of primary concern. In
addition, the terms light and radiation are interchanged in the IR context, since it
is clearly distinguished from visible light.
The virtue of thermal imaging is derived from the radiation emitted from all hot
objects. This is known as blackbody radiation and even room temperature may be
considered hot in this context. Conventional photography or video imaging usually
relies on visible light that is reflected from a scene, whereas thermal imaging detects
radiation that is produced by the objects themselves. In theory, a perfect blackbody
is an object that absorbs all incident light and therefore it is also a perfect radiator.
The emissivity () is defined as unity in this case, whereas greybodies are those
with a constant 0 <  < 1. The spectral distribution of the radiated light is
2
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Figure 1.2: Principles of thermal imaging. The blackbody radiant-exitance spectra at
four temperatures are given in (a) and a simplified infrared imaging scenario, adapted
from [6, 7], is shown in (b).
given by Planck’s law, and is influenced by the temperature of the object. The
radiated power depends on the surface area of the blackbody and the solid angle
of collection, so different quantities can be used to account for these factors [4, 5].
The spectral radiant exitance, for example, is defined as




ehc/(λkBT ) − 1
] , (1.1)
where h is the Planck constant, c is the speed of light in vacuum, kB is the
Boltzmann constant and T is the blackbody’s absolute temperature. Mλ describes
the amount of light radiated from a unit area of blackbody at each wavelength.
Figure 1.2(a) shows the radiant exitance spectra for perfect blackbodies at different
temperatures. The most obvious trend in this series of curves shows that hotter
objects emit more light than cooler ones. In fact, the total radiant exitance over
all wavelengths is given by the Stefan-Boltzmann law: M = σT 4. In this law,
σ = 2pi5k4B/(15c2h3) is a constant and  is constant for a greybody. So it is clear
that the total radiant exitance is very sensitive to temperature [5]. The other
apparent trend is that the peak wavelength (λp) shifts with temperature. The
Wien displacement law states that these quantities are inversely proportional, such
that λpT = 2898 µmK.
For the blackbody temperatures shown in figure 1.2(a), most of the radiated light
falls in the infrared region. The sun, on the other hand, has a temperature of
around 5500 ◦C and its peak exitance falls in the visible spectrum. For objects
usually encountered, the blackbody emission is highest in the MWIR or LWIR
bands. Although this is invisible to human eyes, photodetectors can convert the
IR signal into an electrical output that allows us to visualise the radiation. With IR
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systems, objects can even be monitored at night time and during adverse weather
conditions, when visible-light imaging fails.
This is not to say that reflected infrared wavelengths cannot also be detected from
a target object. Indeed, characterising a scene in the infrared is a far-from-trivial
matter. An idealised thermal-imaging scenario is shown in figure 1.2(b), where
blackbody radiation from the target passes through the atmosphere to the infrared
system. The contrast between the target and the background radiation allows
the target to be visualised and an array of detectors is used to build an image.
In reality, radiation from the Earth, the sky and the sun can complicate this
situation. The infrared emission from an aircraft can be obscured by reflections off
the airframe from these sources, which are referred to as Earthshine, skyshine and
sunshine [3, 8]. In addition, the engine parts, exhaust plume and aerodynamically-
heated surfaces of a plane will have different temperatures and emissivities, so the
blackbody radiation is non-uniform to begin with. The convoluted IR signature
is further filtered by the atmospheric constituents and then arrives at the imaging
system. In order to provide meaningful information, the spectral response of the
detector must cover a spectral band where the contrast is high for the particular
application. In addition, the sensitivity should be large enough to detect small
changes in IR levels and rapidly changing scenes also require detectors with fast
response times.
1.2 Infrared photodetectors
Although IR radiation was only discovered about 200 years ago, many different
measurement techniques have been developed since then. IR photodetectors can
be broadly classified as thermal detectors or photon detectors, according to how
they operate. In a thermal detector, the incident radiation heats the detector
material and this leads to changes in the material properties. Depending on the
detector, the material may be a liquid, a solid or a gas, and different detectors
monitor different properties to indicate the temperature change. The first IR
detector was simply a glass thermometer with a mercury bulb and a monochromator
was used to block the other electromagnetic wavelengths [10]. Thermocouples
and thermopiles were soon developed and these are based on the thermoelectric
effect, where a voltage is created as a pair of metals is heated. The third type
of thermal detector to be developed in the nineteenth century was the bolometer,
where the temperature-induced change in resistance of thin platinum ribbons was
measured. Similar principles are still used in microbolometer imaging arrays,
4
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Figure 1.3: Specific detectivity (D∗) versus wavelength for commercially-available in-
frared detectors. The thermal detectors (with low, constantD∗) were modulated at 10 Hz
and other detectors were modulated at 1 kHz. The operating temperatures for the photon
detectors are indicated. All detectors are assumed to view a hemispherical surrounding
(2pi field-of-view) at 300 K. Photon detectors are classified as photoconductive (PC),
photovoltaic (PV), photoemissive (PE) or photo-electromagnetic (PEM) devices. The
broken lines indicate the theoretical D∗ for background-limited PC, PV or thermal
detectors. Reproduced from [9] and selected curves have been coloured for clarity.
although different materials such as vanadium oxide are now used as the resistive
elements. Another phenomenon that can be exploited is the pyroelectric effect,
where the internal polarisation of a crystal changes with temperature. This creates
a temporary voltage that is measured in pyroelectric detectors. Golay cells use
the thermal expansion of an enclosed gas to measure the incident IR flux. This
is similar to primitive differential gas thermometers, however modern Golay cells
use advanced techniques to monitor the internal diaphragm. These are bulky and
vibration-sensitive, whereas solid-state detectors can be smaller and cheaper. All
of these thermal detectors rely on the temperature change induced by incident IR
light, so their response times can be in the order of 10 ms or more [11]. The specific
detectivity (D∗) is a commonly used figure of merit to compare the sensitivity of
photodetectors and will be discussed further in chapter 5. Figure 1.3 shows the
wavelength-dependence of D∗ for many types of infrared detectors and selected
5
Chapter 1  Introduction and concepts
curves have been coloured for clarity. The definition of D∗ is related to the incident
power, which is measured in Watts. Since the heat provided by the incident
radiation is proportional to the power, then thermal detectors such as Golay cells
exhibit wavelength-independent detectivities. That is, a given incident power will
produce a fixed detector output, regardless of the incident IR wavelength.
Other IR detectors are known as photon detectors or quantum detectors. These
devices do not rely on a temperature change in the material but rather the incident
light interacts directly with the electronic structure. These absorption mechanisms
are much faster so photon detectors can have response times better than 1 µs.
These detectors are usually more sensitive than thermal detectors, however the
wavelength of the infrared radiation is important. Most of the photon detectors
shown in figure 1.3 initially increase in D∗ with increasing λ. This is because the
energy (E) of a photon is given by E = hc/λ and power is the temporal derivative of
energy. So each long-wavelength photon has less energy and one Watt of incident
power contains a greater number of photons. As photon detectors are sensitive
to the number of photons rather than a temperature change, each Watt of long-
wavelength radiation produces a greater response. At even longer wavelengths,
however, the energy of each photon becomes smaller than the bandgap of the
material and the light cannot be absorbed. This is manifested as the sharp fall in
D∗ that occurs beyond the cutoff wavelength (λc).
Near the peak detectivity, most photon detectors perform far better than any
of the thermal detectors. One drawback of long-wavelength photon detectors is
that they are also sensitive to thermally-excited carriers. At room temperature,
lattice vibrations create free carriers that contribute to system noise. Consequently,
photon detectors are usually operated at low temperatures. Mild cooling can be
provided thermoelectrically, but cryogenic liquids such as liquid nitrogen may be
needed. These requirements add to the system cost and complexity but are justified
for high-end applications, such as in military programmes. In fact, some thermal
detectors are also cooled to cryogenic temperatures for increased performance;
thermocouples are the only type that do not improve with cooling [10].
The cutoff wavelength generally depends on the material composition and photon
detectors are usually based on semiconductors. Around 1917, Case investigated
the photoconductivity of various materials and began developing a communications
system based on Tl2S detectors [12–14]. This was never implemented during the
Great War, however the development of IR detectors has usually been inspired by
military applications [15]. Indeed, PbS photoconductors were investigated by both
6
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Figure 1.4: Photon absorption in (a) intrinsic and (b) n-type extrinsic semiconductors,
after [17]. In the former process, a photon of wavelength λ < hc/Eg excites an electron
from the valence band (VB) into the conduction band (CB). In (b), the donor level (Ed)
just below the CB energy (Ec) allows longer-wavelength absorption.
German and American scientists during World War II, and these detectors exhibit
longer cutoff wavelengths than Tl2S devices [10]. Since then, many other materials
have been investigated. In addition, III-V materials have received a considerable
amount of attention from the communications sector. These semiconductor
compounds can also be used in photon detectors. For example, InxGa1−xAs
detectors can exhibit high sensitivities in the near-IR and SWIR bands. With
these alloys, λc is too short for LWIR and most MWIR applications as shown in
figure 1.3. For the MWIR band, InAsxSb1−x detectors are more suitable because
the 300 K bandgap of InSb is only 170 meV [16]. LWIR detectors must use a
different absorption mechanism or different materials, such as HgCdTe.
The photoconduction in these materials is based on intrinsic absorption, which is
schematically shown in figure 1.4(a). Long wavelength intrinsic detectors are based
on materials with very narrow bandgaps, since the bandgap energy Eg ≈ hc/λc.
Other semiconductors can be used as LWIR detectors when they are doped with
certain impurities. These extrinsic semiconductors can absorb photons with much
lower energies than the pure material. For example, Si has a bandgap of 1.11
eV at 300 K and is better suited for optical and near-infrared detection. When
As is introduced as an impurity, the donor ionisation energy is only 50 meV so
Si:As is useful up to about 25 µm, as shown in figure 1.3 [16, 17]. The absorption
in an n-type semiconductor is schematically shown in figure 1.4(b). In general,
intrinsic photoconductors are found to operate in the background-limited regime
up to higher temperatures than extrinsic detectors with the same cutoff wavelength
[18]. Background-limited operation means that the dominant noise source is the
background radiation originating from extraneous objects, such as the sun or
thermally-radiant optics. This is largely dependent on the detector application
and environment. Thermal noise, which will be introduced in chapter 5, becomes
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significant when the detector is operated at higher temperatures. To avoid this
scenario, extrinsic detectors must be cooled more than their intrinsic counterparts.
So while extrinsic semiconductors are useful for extending the spectral response,
intrinsic devices are preferred where materials exist with suitable bandgaps.
Another Si-based detector structure is the Schottky-barrier photodiode, where
a metallic film is placed on an extrinsic semiconductor. For example, PtSi is
combined with p-type Si in charge-coupled device (CCD) detector arrays. These
Schottky-barrier photodiodes are very sensitive to ultraviolet and visible light
where the photon energies exceed the Si bandgap. Infrared absorption, however,
only occurs in the PtSi film and so the quantum efficiency of these devices drops
from about 3% at 1.5 µm to about 0.02% at 6 µm [19]. They are also known as
photoemissive detectors and a D∗ curve is included in figure 1.3. Although these
CCD arrays are compatible with well-established Si fabrication processes, they are
far from ideal MWIR detectors and cannot be used for longer IR wavelengths.
In recent decades, Pb1−xSnxTe and Hg1−xCdxTe materials have been investigated
as LWIR photon detectors. The latter in particular are used in state-of-the-art
military applications. HgCdTe alloys are proficient materials for MWIR and LWIR
detection for three main reasons [15]. Firstly, the bandgap is sensitive to the
composition. That is, HgTe (x = 0) behaves as a semimetal whereas CdTe has
a 300 K bandgap of 1.49 eV. By selecting a composition with 0.2 ≤ x ≤ 0.4,
the detectors can be tuned across the MWIR and LWIR bands. Secondly, the
large absorption coefficient in these materials leads to high quantum efficiencies.
Finally, the long carrier lifetimes allow relatively high operating temperatures at
these wavelengths.
In addition to passive photoconductors, different designs can be employed in semi-
conductor detectors. Most notably, p-n junctions are used to create photodiodes,
which can be operated as photovoltaic devices. As shown in figure 1.3, these
implementations can theoretically provide an increase of
√
2 times in D∗ [9]. The
built-in electric field in the depletion region also means that photodiodes have
faster response times. A lightly-doped layer is sometimes inserted at the junction
to create a p-i-n device. These diodes possess wider depletion regions and therefore
a larger absorption volume. Photodiodes are often operated under strong reverse-
bias in a photoconductive mode and this leads to very fast devices [19]. Creating
n-type and p-type semiconductors is not always a trivial matter. For example
p-type HgCdTe is difficult to produce with some epitaxial growth techniques [15].
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In fact, the HgCdTe materials system brings many processing challenges that
result in low yields and high costs [15]. LWIR HgCdTe devices are particularly
sensitive to defects and surface leakage. In addition, producing uniform substrates
with tolerable dislocation densities limits their size and increases their cost. For
example, 7 cm × 7 cm CdZnTe substrates are about 100 times as expensive as
a 6-inch Si wafer [15]. Understandably, substantial efforts have been invested in
optimising HgCdTe growth on Si, despite the large lattice-mismatch. One of the
most significant issues, however, is compositional uniformity. The sensitivity to
Hg1−xCdxTe stoichiometry means that non-uniformities are manifested as different
cutoff wavelengths. This can be a serious problem in large focal-plane arrays,
especially at long and very-long IR wavelengths. For 0.1% variation in x, the 77
K cutoff will shift by 0.03 µm or 0.26 µm for nominal λc = 5 µm or λc = 14 µm,
respectively [15]. It is due to these fabrication difficulties and associated costs that
other technologies have emerged in recent years.
1.3 Quantum well infrared photodetectors
Quantum well infrared photodetectors (QWIPs) based on III-V semiconductors
have been commercially available for over a decade now [20]. A quantum well (QW)
is thin layer of narrow-bandgap material sandwiched between two layers of higher-
bandgap materials. When the QW is very thin (on the order of the de Broglie
wavelength of thermalised electrons), the energies of the confined carriers become
quantised. Since quantum confinement depends on the QW dimensions, QWIPs
can be engineered to cover different wavelengths with a single material system.
A GaAs/AlGaAs QW is schematically shown in figure 1.5(a) and an intersubband
transition is shown in the conduction band (CB). The interband absorption in
conventional photon detectors depends on Eg, however the intersubband absorption
in a QWIP depends on the QW states. In figure 1.5(a), the incident photon
excites a bound electron from the lowest (E1) state to a higher bound state,
which is denoted E2 here. The energy of holes in the valence band (VB) will
also be quantised in the QW, shown by the H1 and H2 levels in this simplified
example. Generally GaAs/AlGaAs QWIPs are based on electron intersubband
absorption (n-type QWIPs) because p-type QWIPs made from these materials
exhibit weak absorption [21]. Figure 1.5(b) shows the flow of photocurrent in an
n-type QWIP, where the collector is positively biased with respect to the emitter.
These contact layers are heavily doped with donor atoms, and the GaAs QWs
usually contain low donor concentrations to ensure sufficient carrier population at
9
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Figure 1.5: Intersubband absorption in (a) a single quantum well (QW) and (b) an n-type
QW infrared photodetector. Bound-to-bound absorption is shown in (a) and bound-to-
continuum absorption is shown in (b). Only the conduction band (CB) and four QWs are
shown in (b) for clarity, and the collector is positively biased with respect to the emitter.
Reproduced from [20].
low temperatures. Only four QWs have been shown for clarity, however unstrained
QWIPs typically contain about 50 QWs to increase the absorption efficiency. The
bound-to-continuum absorption shown in figure 1.5(b) allows the electrons to be
collected much more efficiently than the bound-to-bound transition shown in figure
1.5(a). The bound-to-quasibound QWIP, where an excited state is positioned at
the same energy as the barrier band edge, has been proven to be an optimum
design. While still effectively collecting photoexcited carriers, this configuration
can reduce the dark current by an order of magnitude and therefore reduce the
detector noise [22]. The photoresponse spectral width (∆λ) of QWIPs is generally
much narrower than bulk photoconductive or photovoltaic detectors, because of
the absorption mechanism. In figure 1.3, the D∗ spectrum given for a QWIP
has a normalised (∆λ/λp) full-width at half-maximum (FWHM) of less than 10%.
This width depends on the specific type of intersubband absorption, and bound-
to-continuum QWIPs often exhibit larger spectral widths of 20–30% [22].
The flexibility to modify the response by tuning the QW energy levels is a great
attraction with these photodetectors. For a given AlxGa1−xAs barrier composition
and GaAs QW width, the energy of the confined states can be calculated by solving






+ V (x)ψ(x) = Eψ(x) , (1.2)
for the one-dimensional case [17]. In (1.2), } = h/(2pi),m is the mass of the particle,
x is the spatial position and V (x) is the potential function. E and ψ(x) are the
total energy and wave function of the particle, respectively. For a theoretically
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2m∗a2 , where n ∈ Z
+. (1.3b)
The effective mass ism∗ and the boundary conditions of (1.2) result in quantisation
of the allowed energies because n must belong to the set of positive integers (Z+).
In reality, the En values are sensitive to the barrier height, temperature and strain
in lattice-mismatched materials. Modelling these structures is not trivial, especially
when the compositional profile also deviates from the simple square case [23].
QWIPs can be designed to operate over a range of wavelengths far beyond the
cutoff of the constituent materials. This means that III-V fabrication techniques
advanced by the telecommunications industry can be exploited in GaAs-based
IR detectors. These mature processes allow high quality devices to be produced
without the exorbitant costs associated with novel materials. In particular, QWIPs
are favourable for focal-plane arrays (FPAs) where uniformity is required across
large areas. These FPAs are about ten times cheaper than HgCdTe FPAs and
the chip yield is much higher [24]. QWIPs particularly excel in the LWIR and
VLWIR bands where non-uniformity is a serious issue for HgCdTe arrays. Non-
uniformities usually limit the overall performance of FPAs so the D∗ of individual
devices is often not the relevant figure of merit. For this reason, the noise-equivalent
difference in temperature (NEDT) is preferred for comparing FPA performance
when D∗ & 1010 cm Hz1/2/W [25]. Thermally-activated carriers contribute to a
higher dark current in QWIPs, which means that individual devices need to be
cooled more than HgCdTe detectors for the same performance. The long integration
times used to minimise noise in LWIR QWIPs are conducive to large FPAs but can
also be a concern in some applications. For example, HgCdTe FPAs are preferred
to image rapidly moving objects [26]. State-of-the-art FPAs, however, are often
limited by the readout integrated circuits so the higher dark currents are not an
issue in many circumstances. In many cases, the high yield and low cost mean that
QWIPs are an attractive alternative to HgCdTe detectors.
QWIP fabrication requires a scheme to efficiently couple the incident light because
quantum-mechanical selection rules require the electric field to be polarised
perpendicular to the plane of the QW. This means that normally-incident photons
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cannot be absorbed by epitaxially-grown QWIPs in the conventional manner.
Surface structures such as diffraction gratings or random reflectors are usually
fabricated to increase normal-incidence responsivity, however these approaches are
less effective in the small pixels needed for high-density FPAs [25]. An alternative
approach known as a corrugated QWIP incorporates V-shaped grooves in the
surface. These grooves are etched through the entire QWIP to define the mesa
sidewalls and also improve absorption through total-internal reflection [27]. Note
that p-type QWIPs are not constrained by these polarisation-selection rules, due
to band mixing between heavy hole and light hole states. Although GaAs/AlGaAs
p-type QWIPs have low responsivities, this can be improved in strained structures
and InGaAs/InAlAs QWs have shown potential in p-type QWIPs [21].
A variety of infrared detectors based on other low-dimensional structures have been
investigated in recent years. These devices have been collectively referred to as
quantum structure infrared photodetectors and include InAs/GaInSb type-II super-
lattice detectors and quantum dot detectors. InAs and Ga1−xInxSb heterojunctions
possess a type-II or staggered band alignment. Many thin alternating layers create a
superlattice that possesses electron and hole minibands, separated by an adjustable
bandgap. This bandgap can be made arbitrarily narrow and normal-incidence
absorption is strong in these structures. Whereas GaAs/AlGaAs fabrication
is well advanced, InAs/GaInSb materials processes are still being developed.
Superlattice growth requires smooth interfaces and layer thicknesses to be accurate
to a single monolayer. Background carrier concentrations are minimised at low
growth temperatures, however low temperatures also increase interface roughness
so these processes require careful optimisation. With fabrication improvements,
these devices may be promising alternatives to HgCdTe detectors and QWIPs
in the LWIR and VLWIR bands [15]. Quantum dot infrared photodetectors are
investigated in this work and these devices are expected to overcome many of the
limitations that occur in QWIPs.
1.4 Quantum dot infrared photodetectors
1.4.1 Properties of quantum dot infrared photodetectors
Whereas carriers are confined in one spatial dimension in a QW, quantum dots
(QDs) provide three-dimensional (3-D) confinement. The geometries of different
quantum structures are illustrated in figure 1.6 along with the theoretical density-
of-states (DOS) for each. The DOS describes the maximum number of carriers
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Figure 1.6: Idealised geometry and density-of-states, ρ(E), in (a) bulk semiconductor,
(b) a quantum well, (c) a quantum wire and (d) a quantum dot. In the latter, carriers are
confined in three dimensions and only discrete energy states exist. Modified from [16].
that can occupy an energy interval. In bulk semiconductors, depicted in figure
1.6(a), the DOS in the conduction band (ρ(Ec)) and the valence band (ρ(Ev)) are
calculated assuming a quadratic dispersion relation, which is valid near the band
edges. It can be shown [16] that ρ(Ec) ∝
√
E − Ec and ρ(Ev) ∝
√
Ev − E, where
the bandgap is Eg = Ec − Ev. In a QW (figure 1.6(b)), the carriers experience
quantum confinement in the growth direction (x), so the allowed energies in this
direction become quantised to the En values defined in (1.3b). Since there is no
confinement in y or z, there is no quantisation of the total energy that carriers can
have and the DOS resembles a step function. The total energy of an electron in a
3-D infinite QW is then E = Ec + En + }2k2/(2m∗), where k is the magnitude of
the wavevector (ky, kz) [16].
In a quantum wire (figure 1.6(c)) or a QD, (figure 1.6(d)), the carriers are confined
in a one-dimensional or a zero-dimensional structure, and this results in discrete
energy states in two and three dimensions, respectively. In a rectangular prism-
shaped QD of dimensions ax, ay and az, the total energy allowed for electrons is [16]











This shows that carriers in a QD can only have energies from a discrete set, shown
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by the Dirac delta functions in figure 1.6(d). Utilising this strict confinement in
quantum dot infrared photodetectors (QDIPs) results in interesting characteristics.
QDIPs offer several advantages over QWIPs, but they also bring nano-scale
fabrication challenges. Initial approaches to fabricate QD devices used high-
resolution lithography for direct patterning and then etching to remove excess
material. Such etching processes introduce surface defects that severely degrade the
QD properties [15]. Instead, high-quality QDs can be fabricated through epitaxial
growth, where the deposited material has a slightly different lattice constant than
the substrate. Generally, molecular beam epitaxy (MBE) or metal-organic chemical
vapour deposition (MOCVD) are the favoured growth techniques, and these will
be discussed in chapter 2. Stranski-Krastanow growth is the most popular growth
mode used to fabricate these high-quality QDs [28]. For example, InAs QDs can be
grown on a GaAs substrate because the lattice constant of the former is about 7%
larger than the latter. When a small amount of material is deposited, layer-by-layer
growth occurs but the epitaxial material is compressively strained. If the thickness
is grown beyond a critical value, the strain is relieved by the formation of small
3-D islands. In this way, QDs assemble themselves on the surface, and they can be
subsequently capped with a different material. Ultimately, high-quality QDs are
formed on top of a thin two-dimensional (2-D) wetting layer. As well as having a
slightly larger lattice constant, the QD material also has a narrower bandgap than
the substrate/capping material that forms the barrier layers. Careful optimisation
of the deposition conditions including temperature and growth rate can adjust the
density and size of the QDs to some extent, however the properties of the materials
place severe constraints on the growth parameters.
The intersubband absorption mechanism in QDs is essentially the same as for QWs
and figure 1.5(b) is still a suitable model for simple QDIP designs. Again, bound-
to-bound, bound-to-quasibound or bound-to-continuum absorption can occur,
however the ability to engineer the energy of excited states is significantly restricted
compared to the QW case. In QDs, the 3-D confinement relaxes the polarisation
selection rules, even in n-type QDIPs. This means that normal-incidence detection
is possible without the need for a light-coupling structure to be fabricated. In
self-assembled QDs, however, the QD shape is far from ideal. Generally, the QD
height (in the growth direction) is much shorter than the width and length of the
QDs. This shape can be modelled as a pyramid, a conical frustrum or a lens. This
means that carrier confinement is strongest in the growth direction as it is for QWs.
Only weak confinement occurs in the plane of the QDs, resulting in several confined
levels in these directions. So excited carriers cannot escape from the QDs and do
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not contribute to photocurrent. Consequently, only weak absorption is observed
for purely normal incidence and this has been confirmed by polarisation-dependent
studies [29]. In order to realise high normal-incidence responsivities, the lateral QD
dimensions should be decreased, however this is not a trivial task and is limited by
current epitaxial growth techniques.
In addition, there are two more anticipated advantages of QDIPs over QWIPs
that result from the 3-D confinement and these should improve room-temperature
QDIP performance [30]. For an idealised structure, it is predicted that thermionic
emission will be lower in QDIPs [31]. This should result in a 3–7 times reduction
in dark currents and therefore lower shot noise [29]. In practice, dark currents are
usually higher than that in QWIPs and this may stem from the shape of the self-
assembled QDs. The carrier lifetime is also expected to be higher in QDIPs because
of the ‘phonon bottleneck’ effect. In bulk semiconductors, excited carriers can
quickly decay by transferring energy to longitudinal-optical (LO) and longitudinal-
acoustic (LA) phonons in the lattice. These phonon interactions are severely
restricted in low-dimensional systems and this means the carriers remain excited for
longer [32, 33]. Since the carrier lifetime is directly proportional to photoconductive
gain and therefore to responsivity, QDIP performance should benefit from this
effect. Experimental results for an electron-phonon bottleneck have been reported
in self-assembled QDs [34], however recent literature has suggested that accurate
models should be based on the strong-coupling regime and also consider entangled
electron-LO-phonon states known as polarons [35].
The strain-induced island formation in Stranski-Krastanow growth is a stochastic
process that produces QDs of slightly different sizes and compositions. The energy
states are sensitive to both of these attributes and the QDIP photoresponse is
effectively an ensemble of the transitions in all QDs. So the width of the spectral
response can be comparable to the linewidth of a QWIP, contrary to the delta-like
states shown in figure 1.6(d). This broadening can be modelled by incorporating
a Gaussian distribution into Fermi’s golden rule for the electron transition rate. If
Ei is the energy of an initial state and Ef is the final energy after absorption of a
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The Gaussian function of standard deviation σ
G
is used instead of a delta function,
n is the refractive index, 0 is the permittivity of free space, ω is the angular
frequency of the absorbed radiation and Mif is the perturbation matrix element
that depends on the polarisation of the photon. This inhomogeneous broadening
results in a reduced absorption coefficient, and might also be improved if the QDs
could be more stringently produced [15]. Smaller QDs would lead to stronger
quantum confinement and may allow the anticipated advantages over QWIPs to
be fully realised [29].
The QD density is another parameter that materials scientists endeavour to
optimise. The absorption efficiency depends on the QD density and the population
of the available states in the QDs. Since the size and areal density of self-
assembled QDs are primarily determined by the lattice mismatch, only a few
growth parameters can be varied. The number of stacked QD layers in a detector
structure should therefore be maximised to increase absorption and responsivity
[28]. The total strain in these structures increases with additional layers and
this can eventually lead to dislocations in the material, which degrade the device
performance [36]. If a small number of dislocations are tolerable, then MBE can
be used to grow as many QD layers as in a typical QW [37]. In MOCVD (which is
favoured by industries requiring high throughput), higher growth temperatures
mean that fewer layers can be grown to produce dislocation-free QDIPs [38].
Another challenge in QDIP growth is the introduction of dopants in the active
region. QDIP structures are usually either n-n−-n or n-i-n structures. Doping is
desirable in order to ensure sufficient carriers are available to populate the QD
states, and this is relevant to the devices studied in chapter 8. It is relatively easy
to dope QWs, however doping profiles cannot be controlled so well in self-assembled
QDs. Modulation doping of the QDIP barrier layers can also be considered, however
this might provide a leakage path and increase dark currents [29].
Clearly, there is potential to improve QDIP performance if better QD morphologies
can be grown, and as the physics in actual structures is better understood. QDIPs
were first demonstrated about fifteen years ago [39] and have generally been
produced with mature III-V materials processes. The QDIPs studied in this thesis
were grown by MOCVD and are all n-i-n structures. The intrinsic active region
relies on background doping to provide carriers in the QDs. The simplest QDIP
structure contains ten In0.5Ga0.5As QD layers separated by GaAs barriers, and has
been previously characterised [38]. This will be referred to as the standard QDIP
design and is detailed in the following few chapters. Another device design, known
as a dots-in-a-well (DWELL) QDIP is discussed in chapter 8. This structure also
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contains ten QD layers, however each DWELL period contains an In0.5Ga0.5As
QD layer embedded in a In0.15Ga0.85As QW. DWELL QDIPs have a number of
potential advantages over the standard QDIP design, including strain-relief and
better control over the spectral response. The reported photoresponse of these
specific devices peaks at about 7 µm, with a FWHM of 17% [40]. The standard
QDIPs, however exhibit λp ≈ 6 µm and ∆λ/λp ≈ 31% [38]. The linewidths of both
structures are indicative of the inhomogeneous broadening effects.
1.4.2 Applications of InGaAs/GaAs quantum dot infrared detectors
The photoresponse spectra of the standard and DWELL QDIPs both peak around
the boundary between the MWIR and LWIR bands. The definition of these bands
is based on atmospheric transmittance spectra, since thermal imaging and long-
distance target identification have traditionally been the prominent applications
of IR imaging. To avoid H2O absorption, the first thermal imaging band often
covers the 3.0–5.5 µm region in the MWIR and the second thermal imaging band
covers the 8–14 µm part of the LWIR. The atmospheric water absorption from O–
H bending vibrations [41, 42] significantly attenuates the 6–6.5 µm region within
a path length of 100 m, depending on the climate and weather conditions [3].
This means that these as-grown QDIPs are not suited for many remote sensing
applications. On the other hand, remote sensing of other planets is not necessarily
limited by the presence of H2O vapour. For example, the rarefied atmosphere of
Mars mainly consists of CO2 [43]. Furthermore, it will be shown in chapter 8 that
the DWELL structure can be readily tuned to the second thermal imaging band
in the LWIR.
Of course, there are a plethora of applications to which these detectors are suited
even without shifting the response spectrum. Meteorology relies on infrared
imaging and the ability to measure water absorption is incredibly useful. Satellites
with sensors at the 6.3 µm channel can image atmospheric water and show the
evolution of weather patterns [44]. The ability to monitor the atmosphere and
ambient air can be applied to other situations as well. Noxious gas sensors are
typically based on electrochemical reactions, whereas infrared sensors are more
reliable and can have very fast response times [45]. In volcanology, the composition
of fumarole emissions can indicate the likelihood of an eruption before the event.
High-performance portable sensors are needed when travelling to isolated and
dangerous locations [46]. Volcanic gases are mainly composed of H2O, CO2, SO2
and H2S, although many other species are present in trace amounts. The presence
of airborne ash is a particular concern for the aviation industry as it can severely
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damage jet engines. This is extremely dangerous, and both aircraft repair and flight
rescheduling are very expensive. On-board instrumentation such as radar cannot
detect the ash and satellite-based studies in the LWIR are still unreliable [47]. The
aerosols cause significant absorption and scattering across the MWIR and LWIR
bands, and the ability to measure different wavelengths in these bands could be of
use [48].
High-temperature mixtures of air and volcanic gases also contain increased levels
of tropospheric nitric oxide (NO) and nitrogen dioxide (NO2). These gases are
involved in the non-halogen catalytic depletion of ozone. This is shown by the
reactions NO + O3 → NO2 + O2 and 2NO2 → 2NO + O2 [49]. NO exhibits weak
absorption at about 5.3 µm whereas NO2 absorbs wavelengths around 6.2 µm [50].
Atmospheric chemistry is influenced by volcanic activity over very long distances,
for example sulfate aerosols can promote the production of nitric acid. Concurrent
decreases in NO2 and increases in HNO3 have been observed in the stratosphere
thousands of km away, but correlated to volcanic eruptions [51]. These gases each
absorb wavelengths of about 6 µm so infrared detectors in this region could be
useful in monitoring this conversion. In fact, nitrous acid (HNO2) also absorbs
in this spectrum [50] and these compounds can also be produced by reactions on
the surfaces of non-volcanic aerosols. High spectral resolution would be needed to
correctly discern these species and this will be discussed further in section 1.5.
HNO2 can also contribute to early-morning photochemical smog when it is
decomposed by photolysis into NO and OH [52, 53]. IR monitoring techniques
are ideal since the production of HNO2 is best monitored at night time. These
QDIPs could be useful for stratospheric or polar measurements where the humidity
is relatively low [53]. Nitric oxide and hydrocarbons are also produced by
the incomplete combustion of fossil fuels. These can ultimately produce NO2,
peroxyacetyl nitrate and other harmful irritants during smog events [53]. QDIPs
might be used to analyse emissions from factories or car exhausts to minimise such
pollution.
Similar functional groups are also present in many biological molecules and IR
spectroscopy is widely used for identification. All nucleic acids contain N–H bonds
and their bending vibrations absorb in the 6 µm region. Carbonyl groups (C=O)
also absorb similar wavelengths due to stretching vibrations [2]. Protein compounds
contain these contributions, and the C–N stretching mode also contributes to
peptide absorption at these wavelengths. The amide I band covers wavenumbers
from 1700 cm−1 (5.88 µm) to 1600 cm−1 (6.25 µm) and is the most useful band
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for studying the conformation of proteins in aqueous media [2]. Depending on the
sequence of amino acids and the chemical environment, a polypeptide domain in a
protein molecule can take on a secondary structure. This determines the tertiary
structure and protein functionality, which is important for understanding many
physiological and pharmacodynamical processes. At present, it is not possible
to predict conformation from the amino acid sequence, so structures must be
experimentally measured. The hydrogen-bonds present in secondary structures
influence the absorption signature of the peptide backbone, and spectroscopy in the
amide I band can be used to determine the prevalence of specific conformational
structures [2, 54].
Medical applications also exist for infrared spectroscopy and these techniques
can assist in the diagnosis of a range of diseases [2]. For example, C=O
functional groups are present in calcium oxalate, which is found in kidney stones.
Calcium oxalate monohydrate or calcium oxalate dihydrate are usually significant
constituents in these stones. The former crystalline form has a sharp absorption
peak at 6.17 µm, whereas the latter absorbs at 6.10 µm. The stone composition
is linked to disease etiology, and Fourier-transform IR spectroscopy (FTIR) can
reliably differentiate between these absorption lines [55]. Whereas FTIR systems
are typically bulky and expensive, portable detectors for these wavelengths may be
compatible with ureteroscopy or less-invasive techniques.
Clearly, many industries could benefit from the QDIPs studied in this thesis. The
aim of this research is not to target any single application for these photodetectors.
Rather, the functionality of individual devices will be developed and this technology
may be applicable to different fields. In most of the examples introduced, more
information can be obtained with the ability to image different wavelengths. FTIR
systems usually combine a pyroelectric detector with an interferometer and this is
incredibly useful in a laboratory setting. Its high spectral resolution across much of
the IR spectrum allows the absorption spectra of many chemicals to be measured.
FTIR is not suitable for time-resolved measurements because of the long scan
time and usually does not provide spatial information. The large systems are also
expensive and difficult to adapt for remote environments. Instead, photon detectors
with integrated multicolour capability can provide additional information about a
scene without sacrificing response time or portability.
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1.5 Multispectral and hyperspectral imaging
Early IR imaging was conducted with linear detector arrays and scanning systems.
These are often referred to as first-generation arrays. In comparison, second
generation arrays consist of more detector elements, which are arranged in a 2-
D configuration [15]. Hence, images can be collected from the latter systems
without the need for mechanical scanning. Compared to these second-generation
staring arrays, third-generation IR detectors provide enhanced imaging capabilities.
These arrays contain large numbers of pixels, high frame rates and multicolour
functionality [15]. Traditional colour-separation methods have been replaced with
a stack of absorbers inside each pixel. For example, each pixel in a dual-band
HgCdTe FPA contains a MWIR detector in front of a LWIR detector, so only the
wavelengths beyond the cutoff of the first detector will reach the second absorbing
layer. These designs allow truly simultaneous detection at two wavelengths,
however manufacturing these FPAs is complicated. To address each absorption
layer separately, each pixel requires two indium bumps and this limits the pixel
density. As an alternative, time-division multiplexed integration can be used to
rapidly switch between the two channels, however this does not allow optimum
bias voltages to be used for each photodiode [15]. Three-colour HgCdTe detectors
have also been demonstrated recently and serious challenges exist for these devices.
In comparison to bulk semiconductor detectors, QWIPs and QDIPs exhibit
narrower photoresponse spectra and there is more flexibility in adjusting the
transition energy. They are already based on a vertical architecture and so they
are ideally suited to these multicolour arrays. Dual-band QWIPs have been
demonstrated using either interlaced rows of different detector wavelengths, or else
co-located detectors with multiple indium bumps per pixel [15]. Using the first
approach, a four-band QWIP has also been fabricated [56]. These detectors have
peak response wavelengths of 5 µm, 9.1 µm, 11.2 µm and 14.2 µm.
With accurate calibration of the system response, the temperature of a scene can
be deduced from a single-colour detector. These remote measurements can be a
powerful tool, however the emissivity of the target must be accurately known. As
discussed in section 1.1, the temperature of a scene and the greybody emissivity ()
will influence the total exitance in a certain band. This radiation may be attenuated
through the atmosphere and optics before it reaches the detector. Even though
the IR system responsivity may be known, assumptions about the atmosphere
and the composition of the target object are needed to calculate its temperature.
For example,  will significantly vary for a single metal depending on whether
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the surface is oxidised or polished [57] and this may lead to inaccuracies in the
measurement. In a dual-band detector, information is simultaneously collected at
two spectral bands and the target temperature can be calculated from the ratio of
these signals. Using the Wien approximation (hc/λ  kBT ) for (1.1), it can be
shown that the temperature of an object is
T = hc(λ2 − λ1)
λ1λ2kB
[
ln(1/2) + 5 ln(λ2/λ1) + ln(M2/M1)
] , (1.6)
where M1 and M2 are the radiant exitance over the λ1 and λ2 bands, respectively.
In (1.6), the emissivity ratio can be neglected for the greybody model, where  is
independent of wavelength. This will not introduce any significant error in T as long
as the two detection bands are relatively close together. Similar expressions can be
derived for three-colour and four-colour pyrometry [58]. Some modern heat-seeking
missiles already contain two-colour IR detector arrays. In air-to-air combat, target
aircraft may employ a range of counter measures such as decoy flares to confuse
the IR guidance system in the missile. Typical flares burn at about 2000 ◦C,
whereas the temperatures of aircraft engines are well below 1000 ◦C. The use of
dual-band IR arrays to accurately determine target temperature is one approach
to recognising such decoys [59].
Other fields that employ IR detectors also rely on multicolour capabilities.
Spectroscopic gas sensors rely on the extinction of a specific wavelength to identify
noxious gases while another wavelength is used as a reference to avoid false alarms.
In many cases however, simply detecting a few different bands is not sufficient. For
example, CO absorption at 4.7 µm is spectrally close to CO2 absorption at 4.3 µm.
Gas sensors must be able to differentiate between these species in order to reliably
detect even low CO concentrations [45]. Small molecules may exhibit IR absorption
linewidths of only a few nm [60], however a sensitive detector with somewhat coarser
resolution can still discern peaks that are spectrally separate. FTIR measurements
in the MWIR, for example, are often sampled at about 10 nm resolution. The
resolution of a spectroscopic gas sensor is a compromise between measurement
precision and the intensity of the filtered signal; the latter will affect the system
sensitivity [61]. Filters for gas sensing have been reported near 1.7 µm with FWHM
linewidths of 15 nm, which is about 1% of the peak wavelength [61]. Scaling this
design would be more than adequate to distinguish between the aforementioned
CO and CO2 absorption lines, which are separated by about 9% in wavelength.
This high spectral resolution cannot be provided by multicolour detectors alone,
even though QWIPs and QDIPs have narrower linewidths than bulk semiconductor
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Figure 1.7: Spatial, intensity and spectral information can be measured by imagers,
radiometers and spectrometers, respectively. Hyperspectral imaging is a combination
of all three methods, so these systems are imaging spectroradiometers. They are also
referred to as imaging spectrometers for brevity. Adapted from [62].
detectors. Instead, the filtered detectors simulated in chapter 3 of this thesis exhibit
linewidths down to 2% of the photoresponse wavelength.
Whereas multispectral imaging only differentiates between a few colours, hyper-
spectral imaging partitions the spectrum into many bands. It is not uncommon
for satellites or aircraft equipped with hyperspectral sensors to measure more
than 200 narrow spectral lines. The generally-accepted definition of hyperspectral
imaging actually relates to the contiguous nature of the detection lines within
a spectral region [1, 63]. In some systems, ∆λ can be on the order of 10 nm
at visible wavelengths. The term ultraspectral imaging has also been used for
systems with ∆λ ≈ 1 nm [64], however this is not very common. Depending on
the application, detectors covering visible wavelengths up to the LWIR have been
used in conjunction in hyperspectral imaging [1]. When these systems incorporate
high-performance FPAs, then spatial, intensity and spectral information can be
combined to thoroughly characterise a scene. This concept is represented by the
Venn diagram in figure 1.7. Hyperspectral systems fall in the intersection area
of imagers, radiometers and spectrometers. Note that the intensity information
provided by a system is often implicit. So in the same way that spectroradiometers
may simply be called spectrometers, imaging spectrometers can still refer to
hyperspectral systems with calibrated detectors.
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Figure 1.8: Hyperspectral imaging is often used in remote sensing applications. For
example, (a) a small plane carrying a fully-staring direct-imaging spectrometer can
provide data for the agricultural industry. (b) Advanced detector arrays will provide
spatial (x, y) and spectral (λ) functionality at device level and minimise bulky optical
components. (c) The three-dimensional ‘image cubes’ contain a wealth of information
with wide-spread applications.
Spatial information may not be required in the gas sensors discussed above, but
monitoring the constituents of factory emissions may benefit from some imaging
capability. Certainly, other industries can benefit immensely from the fusion
of spectroscopy with imaging systems. These systems could be coupled with
InGaAs/GaAs QDIPs to differentiate between kidney stones, monitor volcanic
or ozone-depleting gases, and assist in elucidating protein conformational struc-
tures. Indeed, hyperspectral imaging is already used in mineral identification,
biomedicine, agriculture, as well as many other civilian and military applications
[65–67]. People unconsciously apply these principles to everyday life as well.
The colour of fruit, for example, is a good indication of when it is ripe to eat.
Multicolour systems have traditionally employed filter wheels or stripe filters to
separate the spectral bands [43, 62]. These are gradually being replaced by on-chip
function, such as the multiband FPAs. Hyperspectral systems must provide much
finer spectral resolution, and can be achieved with prisms, diffraction gratings or
acousto-optic tunable filters [66]. Other systems are based on Fourier-transform
spectrometry, however these are not suitable for rapidly-changing scenes when
compared to direct-imaging spectrometers [68]. In order to combine 2-D imaging
with spectral functionality, different architectures have been devised. In the same
way that whisk-broom scanners can collect an image using moving mirrors and
a first-generation detector, mirrors and dispersers can be used in hyperspectral
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imagers. These optical assemblies are bulky and the scanning elements require
maintenance and strict alignment. For these reasons, push-broom scanners are
preferred to whisk-broom scanners in satellite or aircraft-based imaging, and the
same applies to hyperspectral systems. In remote sensing, solid-state imaging
spectrometers usually include a dispersion element. The combination of the craft
motion with a 2-D FPA removes the need for any moving parts in push-broom
architectures [64] and these systems are known as fully-staring direct-imaging
spectrometers [68]. The same information could be captured for static surveillance
applications by adding a single scanning mirror.
Modern advances in materials science and photonics enable these architectures to
become very compact by including more functionality at device level. Combining
narrow-band spectral filters with each detector pixel removes the need for any
dispersing optics and remote sensing can be achieved with only a third-generation
FPA and focussing optics. This is shown schematically in figure 1.8 for an aircraft
flying over unfertile and farmed land in Imperial Valley, California. Each snapshot
captures spectral data and spatial information (y) that is perpendicular to the
direction of travel. As the plane flies in the x direction, the image at each
wavelength (λ) emerges. The system records the hyperspectral dataset depicted
in figure 1.8(c), which is often referred to as an ‘image cube’. These systems can
be mounted on satellites to characterise extra-terrestrial environments and other
industries could exploit similar implementations. Many techniques are available to
tailor the spectral response of IR detectors, and these may be useful in producing
such compact systems.
1.6 Quantum dot intermixing
The influence of QD geometry and composition on QDIP spectral response has
been covered in previous sections, although this is usually considered in the context
of epitaxial growth. For example, the QW width in the DWELL QDIPs can be
designed to tune the absorption spectrum [69]. There are also materials science
techniques that can be used to alter the properties of optoelectronic devices after
the initial growth process [70]. Semiconductor intermixing can be used to alter
the size, shape and composition of QWs and QDs and therefore allows post-
growth tuning of their optoelectronic properties [71, 72]. This technique can be
useful for the integration of optoelectronic devices, whereas interface losses are
a serious concern with alternative methods like as etch-and-regrowth or butt-
coupling [73, 74]. Intermixing can also be used to tune the photoresponse of
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Figure 1.9: A schematic showing the conduction-band profile through a quantum dot
(QD) (a) before and (b) after intermixing. The bound-to-continuum transition energy
has decreased after intermixing (E > E′), causing a red-shifted photoresponse in QD
infrared photodetectors. The insets depict the change from a lens-shaped QD with abrupt
interfaces to one with less-distinct boundaries.
standard and DWELL QDIPs [40, 75]. Intermixing relies on the interdiffusion of
atoms at elevated temperatures and can be characterised by Fick’s law. Consider
a QW, as shown in figure 1.6(b), which contains two semiconductor junctions. The
as-grown composition varies in the growth direction, which will be defined as z
in this discussion. For a particular element, the concentration c(z, t) varies along
this growth direction. When the temperature is high enough for atoms to hop to







This relationship is often referred to as Fick’s second law [76]. D is the diffusion
coefficient and is related to the diffusion length by Ld =
√
Dt. In the simplest cases,
(1.7) governs the interdiffusion of atoms along the concentration gradient. There is
no net interdiffusion in the other directions for the QW case. In an InGaAs/GaAs
QW, for example, the concentration gradient will drive Ga into the QW as In out-
diffuses. For a QW that initially has a thickness of Lz and an In concentration of














The Ga concentration will be the complement of this profile, and the As distribu-
tion should remain unchanged because there is no group V concentration gradient.
In chapter 7, intermixing experiments are initially performed on GaAs/AlGaAs
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and InGaAs/GaAs QW samples in order to understand the important parameters
before studying QD structures. In all of these cases, intermixing proceeds via
interdiffusion of the group III atoms only. According to Fick’s model, QD
intermixing will proceed in all three dimensions, as the QD material is completely
surrounded by the barrier. The thin wetting layer is effectively a QW and
interdiffusion will also occur along these interfaces. Unlike GaAs/AlGaAs QWs,
the InGaAs/GaAs QDs are highly strained due to the lattice mismatch, and this
can affect the diffusion rate. The large surface area of QDs can increase the
amount of intermixing and the material usually contains more point defects due
to low-temperature growth used for QDs. Therefore QD intermixing is generally
initiated at lower temperatures than in the QW case [77]. Although QD intermixing
may deviate somewhat from Fickian diffusion, this model is still a worthwhile
approximation. Figure 1.9 shows the conduction band (CB) profile through a
single QD both before and after intermixing. The insets show how a lens-shaped
QD is affected by intermixing. Initially, there is an abrupt compositional step at
each interface, however these interfaces become blurred due to interdiffusion of
In from the QD with Ga from the barriers. This change can be seen with high-
resolution transmission electron microscopy [78]. The as-grown QD in figure 1.9(a)
has a relatively high In concentration and hence the electron ground state has a
relatively low energy. The bound-to-continuum transition energy (E) is relatively
large. In the intermixed QD, however, the QD has become broader and shallower
and the intersubband transition energy is now E ′ < E. Clearly then, intermixing
in InGaAs/GaAs QDIPs leads to a red-shift in the photoresponse.
It is preferable for multicolour detectors to be monolithically fabricated and this
requires differential tuning. That is, the amount of intermixing should be high
in some devices and low in others on the same substrate. III-V semiconductor
intermixing can be enhanced with the introduction of impurities, implantation
damage or laser irradiation [79–81]. Dielectric capping layers can also be used
to enhance intermixing through impurity-free vacancy disordering (IFVD) [72].
IFVD is attractive because the procedure is relatively simple and the residual
defects and impurities can be less than those from other techniques. Different
dielectric materials can be used to suppress the amount of intermixing as well
[82, 83]. Capping some regions with dielectric films and then annealing the entire
QDIP structure enables the different regions to be selectively tuned. The film
composition and the annealing conditions can significantly influence the extent of
intermixing and these parameters are thoroughly examined in this thesis. The
spatial resolution of IFVD in QWs is reportedly about 200 nm [84]. This is far
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smaller than the spacing of the QDIPs studied in chapter 8 and even suggests that
high-fill-factor FPAs could be tuned on the single-pixel level with this approach.
Practically, this would require lithographically-patterned dielectric layers, whereas
a shadow mask was employed to define the capping layers in chapter 8.
Whereas QW intermixing usually increases the linewidth of intersubband and
interband optical transitions, QD intermixing can sometimes decrease the inho-
mogeneous spectral broadening. This is true for QDIPs discussed in chapter 8 and
is favourable for creating spectrally separate IR detectors across the LWIR region.
These arrays could be useful in remote temperature sensing and other multicolour
applications, however selective intermixing alone cannot meet the requirements for
hyperspectral imaging. Currently, the broad QDIP photoresponse is still limited
by the initial growth techniques and even the intermixed devices exhibit FWHM
linewidths of at least 1 µm or so. Until epitaxial growth or other nanotechnology
techniques can fabricate uniform QDs, another approach to creating compact
QDIPs with narrow response spectra must be explored.
1.7 Photonic crystals
The spectral, spatial and temporal distribution of light can now be expertly
controlled in different materials, owing to the concept of the electromagnetic
bandgap that was introduced in the 1980s [85–87]. In the decades since then,
research in passive and active optoelectronics has been dominated by photonic
crystals [88–90]. Photonic crystals (PCs) require high-quality fabrication on the
scale of the target wavelengths and the fundamental principles are inherently
scalable. Therefore microwave setups provide straight-forward avenues to confirm
theoretically-predicted behaviour. Optical structures rely on advanced fabrication
techniques, which are being continually improved for very-large-scale integration
of optoelectronics [91]. Of course, the principle of a photonic bandgap has been
exploited in one-dimensional (1-D) interference structures for many decades.
Distributed Bragg reflectors (DBRs) made from alternating dielectric layers are
based on a 1-D photonic bandgap and can be easily understood. Consider an
electromagnetic wave travelling in a dielectric (lossless) medium with refractive
index n1. When the wave meets a perpendicular boundary to another dielectric
with index n2 6= n1, some light will be transmitted and some light will be reflected.
The amplitude reflection coefficient is given by r0 = (n1 − n2)/(n1 + n2) and the
amplitude transmission coefficient is t0 = 2n1/(n1 +n2) [92]. If n1 < n2, then there
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will be a phase shift of φ1 = pi whereas n1 > n2 results in φ1 = 0. In the absence
of any absorption, power conservation requires that |r0|2 + |t0|2n2/n1 = 1.
If the second region is in fact a dielectric layer of thickness d that is sandwiched
between regions 1 and 3 with the same index n1, similar complex reflection and
transmission coefficients can be defined for the interface between regions 2 and 3.
If n2 > n1, then the phase shifts at the first and second interfaces are φ1 = pi
and φ2 = 0, respectively. The wave that is directly transmitted through both
interfaces into region 3 will have an amplitude proportional to exp[j(φ1 + φ2− β)],
where β = 2pin2d/λ0 is the phase-change across region 2 [93]. λ0 is the free-
space wavelength of the light. In addition to this first-pass transmission, multiple
reflections inside the layer also contribute to the total amplitude that is transmitted.
These contributions will constructively interfere when the total phase shift is a
multiple of 2pi and this occurs for β = mpi, where m = 0, 1, 2, . . . . In other
words, when the layer is a multiple half-wavelength thick, d = mλ0/(2n2), then the
intensity of the transmitted light will be maximised. On the other hand, a quarter-
wavelength thickness will result in destructive interference and the minimum
transmitted power. For any value of β, the transmitted intensity through the










This can be written as T = Tmax(1 + F sin2β)−1 and describes the intensity
transmitted through a Fabry-Pérot etalon. In (1.9), T0 and R0 are the intensity
transmission and reflection coefficients, respectively. The overall transmittance
spectrum consists of periodic maxima and minima for half-wave and quarter-wave
thicknesses, respectively. In order to create a DBR, dielectric layers of high and
low refractive indices (denoted H and L layers) are alternately stacked together, as
shown in figure 1.10(a). In order to maximise the reflectance at a certain free-space
wavelength λ0, the thicknesses of each material should be a quarter-wavelength and
therefore the period of the structure is given by a = λ0/(4nH) + λ0/(4nL). When














Clearly then, the reflectance increases with N and when nH  nL. These periodic
dielectric structures function as mirrors for λ0 because this wavelength falls in
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Figure 1.10: A one-dimensional photonic crystal mirror, more commonly known as a
distributed-Bragg reflector (DBR). A fifteen-layer structure is shown in (a), where a
is the period and propagation is in the z direction. The band structure (b) gives the
dispersion in a DBR with an infinite number of high-index (nH = 3.3) and low-index
(nL = 1.6) pairs. The frequency is given in normalised units (a/λ) and the red light-line
represents a homogeneous dielectric with the average dielectric constant.
the stop-band, which is derived from the interference of the electromagnetic waves.
Usually, DBRs are fabricated to be symmetrical in refractive index and may contain
N + 1/2 periods in the form H(LH)N . Accurate solutions to other configurations,
or to 2-D or 3-D structures can quickly become complicated so other methods are
required to understand the properties of photonic crystals.
Figure 1.10(b) shows the photonic band structure for a DBR with nH = 3.3, nL =
1.6, quarter-wave thicknesses and an infinite number of periods. The ordinate
axis is expressed in normalised frequency units (a/λ), emphasising the inherent
scalability in photonic crystal structures. This graph relates the wavevector (k)
in the propagation direction (z) to the frequency, and therefore represents the
dispersion relation. The red line is the light-line for a homogeneous dielectric with
the effective refractive index neff = 2.298. This simply shows the speed of light
in the dielectric and the angular frequency spectrum is ω(k) = ck/neff. The blue
dotted lines show the modes in the periodic structure. Near the Γ point where
k ≈ 0, the lowest band follows the homogeneous light-line and these frequencies
are not affected by the index modulation. As k becomes larger, the homogeneous
approximation is no longer accurate. When k = pi/a at the K/2 point, there are a
range of frequencies that cannot propagate through the DBR. This is analogous to
the electronic bandgap in a semiconductor, and hence the term photonic bandgap
is applied to PCs.
Wavevectors outside the domain of figure 1.10(b) can be reduced according
to Bloch’s theorem, so the dispersion curves at higher frequencies resemble
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transformations of the first band. Bloch’s theorem (equivalent to Floquet’s theorem
for one dimension) uses the fact that the dielectric function (z) varies periodically
in this dimension and (z+ a) = (z). The electric field E(z, t) at time t of a plane









Since −1(z) is also periodic, it can be expressed as a Fourier series and
therefore the eigenmodes of the periodic structure can be expressed as
Ek(z, t) = uk(z) exp[j(kz − ωkt)]. uk(z + a) = uk(z) is a periodic function and
so Ek(z, t) can also be expanded as a Fourier series with Fourier coefficients Em,










The argument of (1.12) shows the periodicity in the wavevector in these solutions.
Therefore all higher values can be reduced into the first Brillouin zone, which is
defined as −pi/a ≤ k ≤ pi/a. Actually, only half of this zone (0 ≤ k ≤ pi/a) is
required to completely describe the band structure in figure 1.10(b). Only the first
four bands have been shown (a/λ . 0.9) but already two photonic bandgaps can
be seen. In general, the solutions to electromagnetic eigenvalue problems can be
greatly simplified if the magnetic field is calculated first because the operator is
Hermitian. The electric field can then be derived from Maxwell’s equations [88].
Clearly dielectric layers can be used as efficient reflectors, however this alone cannot
create narrowband photodetectors. The most useful PC designs often include
precisely engineered defects in the periodicity. A common design in the 1-D case
includes a half-wavelength layer in the middle of a DBR. This breaks the symmetry
of the structure and the defect becomes a resonant cavity. This is similar to the
single-layer case where a half-wavelength maximised the transmittance, only now
the two reflective interfaces have each been replaced with a highly-reflective DBR
mirror. This Fabry-Pérot etalon enhances the field at the centre of the cavity and
also transmits a narrow band at the design wavelength. The photonic confinement
in the central layer is analogous to the confinement of an electron in a QW.
The broken blue curve in figure 1.11(a) shows the transmitted intensity spectrum
through a perfect DBR with 71/2 periods, which was depicted in figure 1.10(a).
The stop-band centred at a/λ ≈ 0.23 can be clearly seen and this corresponds to
the first bandgap in figure 1.10(b). The inset to figure 1.11(a) shows a similar
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Figure 1.11: Defects in photonic crystal (PC) structures allow flexibility in component
design. A Fabry-Pérot etalon using a defect layer is shown in the inset to (a). The
transmittance spectrum (a) has a narrow peak in the stop-band of the distributed Bragg
reflector (DBR). The transmittance for the defect-free DBR is given by the blue broken
curve. A PC slab with square symmetry is schematically shown in (b). A waveguide
containing a bend has been created by removing several holes from the lattice.
structure, where the middle low-index layer has been doubled in thickness and
is now a Fabry-Pérot cavity. The normal-incidence transmittance through these
fifteen layers is given by the black curve, and is similar to the DBR transmittance.
In this case, however, a narrow spectral band is transmitted in the centre of the
stop band, and this corresponds to the resonant wavelength. Clearly, the inclusion
of a defect has transformed this 1-D PC from a reflector into a bandpass filter.
In this example, with nH = 3.3 and nL = 1.6, the refractive index contrast
is relatively high. This influences the stop-band properties and transmittance
linewidth. When the index contrast is lower, many dielectric pairs may be needed
to realise high-quality filters [95]. In addition, only plane waves travelling in z have
been assumed. The spectral response of the structure is sensitive to the angle of
incidence and the photonic bandgap in the DBR only exists in one dimension. In
addition, the polarisation of the wave becomes significant when the propagation
direction is changed. In recent decades, 2-D and 3-D PCs have been designed that
possess photonic bandgaps in multiple directions and for both polarisations [88].
The concept of a 3-D PC where light can be manipulated in all directions is certainly
attractive. To date, many experiments have been performed with 3-D PCs in the
microwave regime. The procedures required to create these structures for shorter
wavelengths are much more involved, and fabrication methods are still in their
infancy [90].
Photonic-crystal slab (PCS) structures, however, can be fabricated for visible and
ultraviolet applications with fewer complications. These configurations incorporate
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2-D periodicity and therefore a photonic bandgap can exist in two directions. In
lieu of an omnidirectional bandgap, the PCS can be fabricated in a high index
material that is surrounded by low index layers. An example of a PCS is shown in
figure 1.11(b), where a high-index slab has been patterned with cylindrical holes
that form a lattice with square symmetry. In this particular example, the lattice
is missing nine holes such that a defect is formed in the PCS. A missing line of
holes creates a waveguide inside the slab, so frequencies that are forbidden in the
infinite PC can now propagate along the defect. The wave will be guided by total
internal reflection in z and confined laterally by the photonic bandgap. The defect
in figure 1.11(b) actually contains a bend in the waveguide. In the same way
that only a narrow spectral band was transmitted through the Fabry-Pérot etalon,
the frequencies redirected by this waveguide bend can be accurately specified by
the geometry of the PC. PCS structures show great promise for use in photonic
integrated circuits and this is largely because their fabrication methods are highly
compatible with existing processes.
Fabrication compatibility is a serious consideration in the design of hyperspectral
IR detectors as well. It is clear that narrowband filters can be created from very
different types of PC structures, however these are only useful if they can be
adapted to FPAs with many detector elements. Uniform dielectric layers have long
been used for IR filters [93, 96]. Placing several QD layers inside a Fabry-Pérot
etalon should enhance the electromagnetic field at specific wavelengths and produce
a narrowband response. Alternatively, the entire etalon can be fabricated on top
of the QDIP to enable read-out contact with the active structure. In this case,
the multilayered structure functions as a transmission filter and is agnostic to the
detector technology below. Hyperspectral imaging, however, requires narrowband
detection at different wavelengths. Individual etalons could be fabricated on top
of each detector pixel, however this approach is not conducive to many wavelength
bands. Wedge filters using tapered layers could instead be deposited across
the entire structure [97]. The transmitted wavelengths in this design cannot be
independently controlled but instead depend on the adjacent pixels. An attractive
approach that has been recently developed with HgCdTe detectors incorporates a
tunable Fabry-Pérot etalon above each detector. In this micro-electromechanical
system, the cavity is made of air and the top DBR is suspended from four
supports [15]. The cavity heights can be tuned with an actuation voltage and
can be used to create an adaptive FPA. Although the DBR reflectivity is only
optimised for a specific wavelength, the stop-band is wide enough that the narrow
transmission peak can be tuned across several micrometres. These designs require
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careful management of the stress in the free membranes [98] and may not be suitable
in harsh conditions. In addition, the FPA fill-factor is reduced and additional
electronics are also required to actuate the mirrors.
The requirement for distinct and narrow spectral bands in hyperspectral imag-
ing means that 1-D multilayer structures quickly become difficult to fabricate.
Given that 3-D PC structures are still being developed for visible and infrared
wavelengths, these designs are not easily incorporated into third-generation FPA
technology either. For these reasons, a 2-D array is considered in this research.
A multicolour QDIP structure has previously been reported where a 2-D PC was
patterned through the active region of the device [99]. A PC with triangular
symmetry was employed and these PCs can produce a simultaneous bandgap for
both polarisations [88]. These structures are tunable with the geometry of the air
holes and are also agnostic to the type of detector. The ability to fabricate the
filters in parallel would not significantly increase the number of device processing
stages. One problem with milling through the QD layers is that the walls of
the holes might increase surface recombination and dark currents through the
structure. In addition, the number of QDs in the structure is diminished, although
the electromagnetic confinement observed in this case is strong enough to actually
increase the QDIP performance [99]. These devices are also robust and do not
contain moving parts, however the spectral response is too broad for hyperspectral
applications. A narrower photoresponse may be achievable with defects distributed
in the lattice, for example as a super-cell with missing holes. To avoid the
potential problems associated with patterning the QD layers themselves, the PC
slabs examined in this thesis are fabricated on top of the entire QDIP structure.
These filters are based on a different mode of operation that employs guided-mode
resonances [100].
1.8 Guided-mode resonance filters
In order to exploit the photonic bandgap in PC structures, the refractive index is
usually modulated in the direction of the propagating light. Periodic structures
with finite thickness can also control electromagnetic waves that propagate
normally to the modulation plane. So a PC slab on top of a QDIP can be designed
to operate as a normal-incidence filter. That is, in terms of figure 1.11(b), light
propagating in z can be filtered even though the bandgap may only exist in x
and y. These filters are known as guided-mode resonance filters (GMRFs). Many
GMRFs are based on a 1-D periodic structure that is very thin in the propagation
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direction, and therefore they are more closely related to a diffraction grating than
a DBR [101]. Acousto-optic tunable filters can be used to create actively-tunable
GMRFs, however these systems are bulky and not ideal for FPA integration [66].
Other implementations have been considered and compared with the tunable
Fabry-Pérot design for hyperspectral applications [102]. One design is based on
a reflective grating and tuning is achieved by tilting the grating with respect to the
detector array. Alternatively, a bandpass filter has been designed that consists of
two interlaced gratings and the transmitted wavelength is shifted by adjusting
the air gap between grating elements [102]. In both of these GMRFs, tuning
requires mechanical actuation and is not compatible with compact detector arrays.
Furthermore, employing 1-D gratings in this configuration produces a polarisation-
dependent response and this is not suited to many other IR applications.
Instead, the GMRFs studied in this thesis are based on a 2-D PCS. For normal-
incidence operation, the transmittance through these filters can be independent
of polarisation. These bandpass filters are based on guided-mode resonance
phenomena rather than a photonic bandgap, however the periodic structure itself
may still be referred to as a photonic crystal slab [90]. Dielectric materials have
been considered for these filters, as in traditional photonic-crystal structures.
Photonic systems often avoid metallic layers to minimise absorption, which can
quickly become significant in interference filters. It should be noted though, that
periodic metallic structures can be used as GMRFs. Indeed, diffraction gratings
are traditionally made from patterned metallic coatings. Hence, the theory used to
describe these patterned dielectrics in chapter 3 can also be used to analyse metallic
gratings on dielectric layers, despite the fundamentally different interactions with
electromagnetic radiation.
A PCS is designed as a narrow bandpass filter that is compatible with both FPA
and QDIP fabrication techniques. The transmitted spectrum is narrow and can
be tuned by simply varying the geometry of the PC holes. This means that
parallel fabrication can be used to create an entire QDIP array with spectrally
distinct bands. These GMRFs can therefore be used in a fully-staring direct-
imaging spectrometer, such as the example shown in figure 1.8. The hyperspectral
functionality is entirely condensed to device level, so these imaging spectrometers
could be useful for remote sensing of extra-terrestrial environments. This structure
is also expected to be detector-agnostic, however the prototype design is engineered
for a standard InGaAs/GaAs QDIP. Given the inherent scalability of these
structures, the design can easily be adapted for other detectors, such as the DWELL
QDIPs studied in chapter 8.
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1.9 Motivation behind this research
This research has explored a range of techniques and phenomena that are pertinent
to infrared photodetectors with enhanced spectral resolution. The Department
of Electronic Materials Engineering has previous experience with MOCVD-grown
QDIPs, so working with these devices has enabled new physics to be explored while
also considering tangible applications. Over the last decade or so, there has been
a large volume and a diversity of research performed on QDIP development. This
work has focussed on post-growth approaches to spectral tuning rather than the
MOCVD technique, and the III-V structures were grown by experienced colleagues.
The objective of this research was to fabricate multicolour QDIPs through a variety
of materials science techniques. The fabrication steps were chosen to be compatible
with existing industrial processes. It is hoped that this work may directly or
indirectly contribute to the design of IR sensors in the future. In fact, many of
the findings in this thesis are not limited to InGaAs/GaAs QDIPs. These spectral
tuning techniques can be applied to QWIPs or even bulk semiconductor detectors
made from other materials.
Novel approaches to tuning the photoresponse of QDIPs have been investigated
here, so individual devices were fabricated and characterised. Working with single
pixels is the practical approach to researching new fabrication techniques. With
further adjustments, some of these multicolour devices could readily be engineered
for applications mentioned in this chapter, such as noxious-gas sensing. In an
industrial setting, optimised processing steps might also be scaled to large detector
arrays and then applied to IR imaging scenarios. This research, however, has also
been motivated by understanding the physics involved in the fabrication steps and
in the devices themselves. To this end, a substantial amount of the work focussed
on the materials and structures that were developed towards the ultimate goal of
multicolour QDIPs.
1.10 Outline of this thesis
Over the course of this research, two very different approaches to post-growth
spectral tuning of QDIPs have been examined. Technology-agnostic bandpass
filters have been designed using the guided-mode resonance phenomenon. This
can be viewed as an optical engineering solution; the filters were designed with
numerical simulations and then the fabrication processes were optimised. In the
other approach, intermixing techniques were used to tune the QD properties.
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This is a materials-science method and the parameters are specific to III-
V heterostructures. Given the sensitivity of intermixing to the experimental
parameters, the properties of dielectric capping layers are thoroughly characterised
before discussing the final devices. The first approach to spectral tuning is suited
to hyperspectral applications within a single IR band. The latter technique can
shift the photoresponse to considerably different wavelengths and can easily create
high-performance multispectral QDIPs.
The GMRF concept is discussed first in this thesis and then the intermixing
technique is examined. Chapter 2 introduces a host of experimental techniques
that have been used in the fabrication and characterisation of various materials
and detector structures. The simulations used to design the bandpass filters are
covered in chapter 3 and then the dielectric GMRF materials are characterised in
chapter 4. Subsequently, the standard QDIPs integrated with narrowband filters
are discussed in chapter 5. In chapter 6, the composition and thermomechanical
properties of a series of silicon oxynitride dielectrics are thoroughly explained. This
data provides a solid basis to analyse the intermixing of III-V structures underneath
these silicon oxynitride capping layers. This intermixing is discussed in chapter 7,
where both QWs and QDs are systematically studied to clarify the physics involved.
Four different dielectric caps have been used to modify the spectral response of
a DWELL QDIP structure. The photoresponse was shifted across a large part
of the LWIR region and the amount of tuning is correlated to the capping-layer
properties in chapter 8. Finally in chapter 9, the important findings from this work
are summarised and recommendations for future research directions are discussed.
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ver the course of this work, many techniques have been employed to
fabricate and characterise the materials and devices. The principal
techniques are summarised in this chapter and further details may
be found in the references. Where appropriate, the basic theory,
strengths and limitations for each method are discussed. Some standard operating
procedures are also described, however the subsequent chapters cover the methods
that are specific to those individual experiments. The experimental techniques have
been classified as fabrication methods, techniques used to characterise materials or
those specific to work on photodetectors, although some can be used for multiple
purposes.
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2.1 Fabrication methods
2.1.1 Chemical vapour deposition
Chemical vapour deposition (CVD) has been used in some form or another for over
a century and is now widely used in many industries. Essentially, gaseous precursors
are converted to solid films, which may be deposited on electronic substrates,
cutting tools or engine components. Metallic, semiconducting and insulating films
can be deposited depending on the specific chemical process [1].
Many of these reactions involve high activation energies. For example, the pyrolysis
of silane to deposit silicon is often carried out at 650 ◦C [1]. Recent decades have
seen the development of laser-enhanced and plasma-enhanced CVD, which allow
such depositions to be performed at lower temperatures. In thin film engineering,
CVD techniques are favoured for reproducibility, scalability and the fact that a
high vacuum is not always necessary [2]. The film structure and composition are
affected by the specific process parameters, which can be difficult to optimise.
Metal-organic chemical vapour deposition
Metal-organic chemical vapour deposition (MOCVD) covers those CVD processes
that use metal-organic precursors, and is also known as metal-organic vapour
phase epitaxy (MOVPE). Although metals, oxides and semiconductors can all be
deposited by MOCVD, this summary will concentrate on the epitaxial growth of
III-V semiconductors, for which MOCVD is one of two techniques often used. The
other common technique is molecular beam epitaxy (MBE), which is essentially
the controlled deposition of materials using a molecular beam. In MBE, deposition
occurs in an ultra high vacuum of around 10−10 Torr, the growth rates are slower,
and deposition temperatures are often lower than in MOCVD [3]. The in situ
monitoring capabilities are usually better in MBE and this can be important for
fundamental research into electronic materials. On the other hand, MOCVD is
often favoured by industry due to its high growth rates and high throughput [3, 4].
All of the III-V structures discussed in this thesis were grown in an Aixtron AIX
200/4 horizontal flow MOCVD reactor, which is shown in figure 2.1. The growths
were performed by experienced colleagues in the Semiconductor Optoelectronics,
Nanotechnology and Photovoltaics Group.
In this system, the group III elements are sourced from metal alkyl precur-
sors; trimethylaluminium (TMAl), trimethylgallium (TMGa) and trimethylindium
(TMIn) are used for Al, Ga, and In, respectively. The temperatures of all sources
are controlled and the two former precursors are liquid at room temperature.
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Figure 2.1: Simplified schematic of the Aixtron AIX 200/4 metal-organic chemical vapour
deposition reactor at The Australian National University.
Group V elements can also be sourced from metal alkyl precursors, such as
trimethylantimony (TMSb), and ultra-high purity H2 is used as the carrier gas
for all metal-organic (MO) precursors. In this reactor, arsine gas is used as the As
precursor and silane is the source of Si dopants, when required. The synthesis of
GaAs, for example, can be expressed as [4]
Ga(CH3)3(g) + AsH3(g) −→ GaAs(s) + 3 CH4(g).
Inside the growth chamber, the substrate is placed on a graphite susceptor and
is rotated for uniformity. The susceptor is heated with infrared lamps and
temperatures of 650–750 ◦C are commonly used to grow high-quality epitaxial
layers. High temperatures ensure sufficient cracking of the source vapours and also
a high adatom mobility. For quantum dot (QD) growth, on the other hand, adatom
diffusion is undesirable so these layers are grown at a lower temperature. The V/III
flow ratio and the growth rate are also important growth parameters; the latter
is limited by the mass-transport of the group-III precursors. For example, in the
growth of a standard InGaAs/GaAs quantum dot infrared photodetector, the n+
contact layers are typically grown at 2.3 ML/s with V/III = 69 and at a temperature
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of 650 ◦C. The In0.5Ga0.5As QD layers, however, are typically deposited at 1.7 ML/s
with V/III = 15 and the temperature is only 550 ◦C. The GaAs barrier layers in the
active region are grown in two steps in order to planarise the surface for subsequent
QD growth. Initially, each QD layer is capped with 7 nm of GaAs using a V/III
ratio of 40. The growth is then interrupted to increase this ratio to 147 and the
remainder of the GaAs barrier is then deposited [5].
The QD growth parameters, such as the amount of In0.5Ga0.5As material, are
frequently optimised to ensure that high-quality devices are produced. Clearly,
growing high-quality material by MOCVD is not a trivial process [6, 7]. Although
these structures were used for the experiments in this thesis, the growth parameters
were not investigated and only an overview of MOCVD has been given here.
Plasma-enhanced chemical vapour deposition
Silica films deposited by plasma-enhanced chemical vapour deposition (PECVD)
are characterised in chapter 6. Whereas MOCVD is named after the precursor
chemistry, the name PECVD refers to the use of a glow-discharge plasma to ionise
the gases. This enables high-quality films to be deposited at 300 ◦C or even lower
temperatures, and these are suitable for various applications [8, 9].
The silica films examined in this thesis were deposited with an Oxford Instruments
Plasmalab 80 Plus Compact Modular Plasma System. The PECVD uses a 30/300
W switchable solid state 13.56 MHz radio frequency (RF) generator. Only modest
base pressures of about 0.1 Torr are required, so a Roots vacuum pump backed by
a rotary-vane pump is suitable. The lower electrode can be resistance-heated up to
400 ◦C and is covered with an Al plate on which the substrates are placed. The RF-
powered top electrode includes a gas distribution shower head to ensure uniform
deposition. The specified SiO2 uniformity for this system is ±2% for samples up
to 4 inches in diameter [10]. In practice, SiO2 deposition within 1 or 2 mm of the
sample edge is noticeably thicker, so small samples were usually surrounded by a
border of scrap material.
This PECVD is capable of depositing silica (SiOx) using silane and nitrous oxide,
silicon nitride (SiNy) using silane and ammonia, or mixed silicon oxynitride films.
Although the latter were also investigated, only SiO2 PECVD films will be discussed
in this thesis. In addition, a mixture of CF4 and O2 gases can be used for
cleaning. For SiO2 deposition, 160 sccm SiH4 and 710 sccm N2O were used,
where the silane was supplied as a 5% mixture in N2. A deposition pressure of
1 Torr and 20 W RF power were used, and the substrate was heated to either
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Figure 2.2: Simple schematic of the PECVD chamber in the Oxford Instruments
Plasmalab 80 Plus system.
100 ◦C or 300 ◦C depending on the specific application. The mechanism behind
silica deposition is relatively complicated and involves the creation of many species.
SiH3 is a significant intermediate compound, however it does not directly contribute
much to the deposition. The most significant deposition precursors are H2SiO,
SiH3O and O(3P), where the latter denotes atomic oxygen [11].
2.1.2 Sputter deposition
Glow-discharge plasmas are also the basis of sputter deposition, although this is
a physical vapour deposition (PVD) process. In sputter deposition, the source
material is a solid target and it is sputtered away by an ionised working gas,
such as Ar. In its simplest form, direct current (DC) power is applied between
the substrate and a metal target, which acts as the cathode. As the target is
bombarded with ions, the surface is eroded away and material is deposited onto
the anode. The plasma may contain Ar+ ions, neutral Ar atoms, electrons and
sputtered target particles, so modelling this process is not a trivial matter [12].
The main principles, however, are relatively intuitive and these are described here.
Depending on the energy at which an Ar+ ion strikes the target, it can be reflected
backwards, adsorbed onto or implanted into the material, or it can eject an atom
from the surface. If this sputtered atom is neutral it can be deposited on the
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substrate, however if it is also ionised, it may be backscattered onto the target [13].
Photons and electrons may also be emitted upon ion impact and the latter can
interact with the other plasma species. In particular these secondary electrons can
ionise Ar atoms, which sustains the plasma and leads to further sputtering of the
target.
This process is known as diode sputtering, and many variations have been devel-
oped to increase deposition rates and the quality of deposited films. Furthermore,
a plethora of materials can now be deposited with the use of RF power supplies,
reactive gas mixtures and coincident sputtering of multiple targets [14]. The
sputtered thin films studied in this thesis were deposited by RF magnetron sputter
deposition using an ATC 2400-V system from AJA International.
In this system each target is mounted in a magnetron sputter gun. Each gun
contains nineteen stacks of NdFeB magnets mounted inside a Cu block under the
target. One stack of magnets is placed in the centre with their north poles facing the
target, and the other stacks are arranged in a surrounding ring with the reverse
polarity [17]. As a result, magnetic field lines are radially arranged above the
target surface. This maximum-rate unbalanced configuration [16] confines electrons
near the target, and they trace a cycloidal path as they bounce along a circular
‘race-track’ at the surface. The ionisation of the working gas will mostly occur in
this region, so the target is preferentially sputtered away in this race-track [14].
In these guns, a ground shield is placed around the cathode assembly, which is
separated from the target clamp by about 1 mm. This design means that the
substrates at the anode are relatively isolated from the sputtering damage and
ensures that high-quality films are deposited.
Given the high resistivities of dielectric materials, sputtering such targets with a
DC source would require an impractically high voltage. Since the impedance of
a capacitor is inversely proportional to frequency, this becomes less of a problem
when an RF energy source is used. For frequencies above about 1 MHz, electrons
in an RF plasma cannot traverse the cathode-anode distance within a single cycle,
so they oscillate within the glow discharge [14]. If an electron gains energy over
successive RF periods, then it may become energetic enough to ionise the working
gas. In this way, the plasma is sustained regardless of the target material. During
RF sputtering, the target develops a negative self-bias, causing positive ions to
bombard the target and this is essential for deposition. The self-bias develops
because electrons in the plasma have a higher mobility than the ions; therefore the
current-voltage curve of the cathode is asymmetric, resembling that of a diode [14].
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Figure 2.3: The AJA International ATC 2400-V magnetron sputter system used in
this thesis. The system layout is shown in (a), adapted with permission from [15].
A magnetron gun (adapted with permission from [16]) is illustrated (b), along with a
schematic of the principal sputtering mechanisms. The cascade on the left shows the
creation of an Ar+ ion, which is attracted towards the cathode with the electrostatic
force ~Fq, and ultimately liberates a target atom. The electron on the right is confined
above the target by the magnetic force −~FM , which enhances the plasma density there.
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Since no net current can flow through the target, it self-biases to a negative voltage.
In the ATC 2400-V sputter system, there are six tilt-adjustable guns mounted
from the base of the chamber, as shown in figure 2.3(a). One of these guns is
modified for sputtering magnetic metals. There are three 1000 W DC and three
600 W, 13.56 MHz power supplies for use with the magnetron guns, and the latter
are accompanied by automatic matching networks. To minimise target heating,
cooling water is fed through the back-side of each gun, as shown in figure 2.3(b),
and the power supplies are never run above 50% of their maximum. Furthermore,
thermal shock can lead to cracking of some dielectric targets. To avoid this, the
plasma is struck with less than 100 W source power (which requires at least 15
mTorr Ar) and then the power is slowly increased to the deposition value. CaF2
targets were found to be particularly susceptible to cracking. So the RF power was
increased at 1 W/s at the start of these depositions and then decreased with the
same rate afterwards.
Most depositions were performed in an inert Ar ambient, with less than 5 mTorr
pressure. In general, a lower Ar pressure will result in a higher deposition rate,
because the mean free path of a sputtered atom is longer. There is a minimum
pressure, however, that will sustain the plasma for a given power and source
material. Although these process pressures are not particularly low, an ultra-high
vacuum must be maintained when the system is idle to minimise contamination.
Typically, the main chamber of about 150 L capacity is pumped to at least
1×10−6 Torr by a magnetically-levitated turbomolecular pump running at 630 Hz.
Substrates are loaded through a load-lock, which has a separate turbomolecular
pump and is separated from the chamber by a gate valve. During deposition, the
substrate is rotated for uniformity and is positioned about 18 cm from the target
surface. This system was used to deposit Ge, CaF2, SiOxNy, SiO2 and TiO2 films
studied in this thesis.
2.1.3 Electron-beam evaporation
The other main class of PVD is evaporation. In these deposition techniques,
thermal energy is applied to the source material, which then evaporates by
sublimation or after melting. These are line-of-sight depositions that take place in
ultra-high vacuum conditions. In some cases thermal evaporation is used, where the
evaporant is placed inside a metal boat or a crucible. The material is then heated
resistively or inductively. These methods are susceptible to contamination, and
cannot be used to deposit materials with high melting points. The source material
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Figure 2.4: Schematic of the electron-beam evaporator in the Department of Electronic
Materials Engineering, adapted from [19]. The magnetic flux density ( ~B) points out of
the page, . This directs the electron beam (e) onto the evaporant. The inset shows the
configuration of the SuperSource2 electron source in more detail.
can instead be heated with a beam of electrons, which provides localised heating.
In this way, many materials can be evaporated with very little contamination [18].
Furthermore, the substrate can be kept at a lower temperature if desired and this
is advantageous for lift-off processes.
For electron-beam evaporation, which is colloquially referred to as simply ‘e-beam,’
the source material is placed in a crucible, which can be made from Mo, graphite
or other materials. These are selected to increase evaporation rates, avoid
spattering and minimise contamination for a particular material. For the work
in this thesis, evaporated films were deposited with the system in the Department
of Electronic Materials Engineering, which was originally donated from Telstra
Research Laboratories. This system has been upgraded in-house and now includes
a turbomolecular pump (in lieu of the original cryogenic pump), a Temescal
SuperSource2 and an Inficon XTC thickness monitor.
Three independent power supplies are provided to the electron source—a voltage-
regulated 10 kV DC source, a current-regulated alternating-current (AC) filament
supply, and current-regulated DC position supply [20]. Up to 75 A at 10 V AC can
be supplied to the coiled tungsten filament and this causes thermionic emission.
The filament and surrounding cavity are biased at −10 kV, so emitted electrons
are accelerated past the grounded anode. A transverse magnetic field is then used
to direct the emitted electrons through a 270◦ arc into the crucible, as shown in
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figure 2.4. This configuration shields the filament from the source and substrate
to minimise contamination [18, 19]. A permanent magnet and two pole-pieces
provide the magnetic field, and the size of the beam spot is controlled by two pole-
piece extensions. The position of the beam is controlled by the electromagnetic
deflection coil, which is connected to the third power supply. A circular sweep
pattern was often used to evaporate material more uniformly. The chamber was
pumped to a base pressure of about 1 × 10−6 Torr with a magnetically-levitated
turbomolecular pump running at 35 000 rpm. Depending on the source material
and the filament current, the pressure might rise by up to an order of magnitude
during a deposition and this was monitored by an ionisation gauge. Substrates
were clipped onto a height-adjustable plate above the crucible. In most cases, the
distance between the crucible and substrate was set to 18 cm. This evaporator was
used to deposit a range of films including TiO2 discussed in chapter 8, Ge/CaF2
infrared filters and Au/Ni/Ge ohmic contacts.
In each case, the in situ Inficon quartz crystal was used to monitor the film’s
deposition rate and thickness. The Inficon measures the change in the crystal’s
resonant frequency and calculates the film thickness from the material’s known
density and acoustic impedance (which is often expressed relative to quartz as
the Z ratio). To account for the angular-dependence of the deposition rate, the
monitor was angled towards the source and positioned close to the substrate holder.
A tooling factor was also determined for each material deposited during these
experiments. This was calculated from independent thickness measurements on
prior calibration samples.
2.1.4 Lithography
The aforementioned methods all relate to thin film deposition, but device
fabrication usually requires specific parts of a sample to be processed independently.
Lithography processes are top-down approaches to creating these patterns. In
most cases, the sample is covered by an organic resist with certain chemical
properties. The resist molecules in specified areas are altered through exposure
to light, electrons or X-rays, or by physical deformation and high temperatures.
The modified resist is then developed so that polymer only remains on part of
the sample. Subsequent steps, such as etching or thin-film deposition can then be
applied to the unprotected areas. The devices discussed in the following chapters
were fabricated using photolithography and electron-beam lithography, so only
these techniques will be discussed here.
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Photolithography
In this case, the substrate is aligned under a mask that has transparent and opaque
regions. When exposed to an ultraviolet (UV) light source, the photo-sensitive
resist on the sample is only modified under the transparent regions. For this reason,
lithography is usually performed in a yellow room, where UV wavelengths are
filtered out of the room lights. In general a photoresist can be classified as either a
positive or a negative resist, depending on the changes that occur with exposure.
In the former, exposure results in scission of polymer bonds, increasing the resist
solubility and so these areas are dissolved when placed in a developer. Hence resist
is left only where the photomask was opaque and the pattern is transferred onto
the substrate [14, 21, 22]. Negative resists behave in the opposite way, such that
unexposed areas will be developed away. Only positive pattern transfer was used
for this work.
To fabricate the devices discussed in this thesis, samples were thoroughly cleaned
and dried, and then AZ 5214 E photoresist was spun on at 4000 rpm for 30 s. After
a 15-minute soft-bake at 85 ◦C, the samples were individually placed into a Karl
Suss MA6/BA6 mask aligner. A commercially-printed quartz/Cr photomask was
also loaded. The samples were aligned and brought into contact with the mask, and
then exposed to UV light from a mercury lamp for 15 s. The resist was developed in
either MF 312 or AZ 726, which are solutions of tetramethylammonium hydroxide
in water. The former was diluted (two parts developer to one part water) and
samples were developed for about 20 s. The latter was not diluted and developing
typically took 35 s, although the patterns were always observed to adjust the
time as necessary. After thoroughly rinsing in deionised water and examination
under an optical microscope, the samples were hard-baked for two minutes at
110 ◦C. Only after this final step can the samples be safely removed from the
yellow room for subsequent processing steps. Typically, these steps involve either
etching the unprotected areas to a specified depth and then removing the resist, or
else deposition of a thin film over the entire sample and then performing a lift-off
process to remove the areas covering the resist.
Electron-beam lithography
Photolithography is a relatively low-cost technique and is widely used in the
microelectronics and photonics industries. The smallest features that can be
resolved are fundamentally limited by the wavelength of the light, λ. According
to Rayleigh’s criterion, distinguishing two objects using a lens with numerical
aperture NA requires them to be separated by a distance of at least [23]
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So even with UV light, diffraction limits optical techniques to around 1 µm
resolution. For this reason, photolithography falls far short of the requirements
in many applications. In contrast, an electron accelerated across 30 kV has a
wavelength of less than 7 picometres, so electron-beam lithography (EBL) has much
higher resolving powers [24]. The de Broglie wavelength of a particle travelling at






In this relation, h is the Planck constant, c is the speed of light in vacuum, Vc
is the acceleration voltage and the particle’s mass and charge are, respectively, m
and e. Whereas photolithographic exposure occurs across all parts of the sample
simultaneously, the exposure in EBL is a serial process. As with scanning electron
microscopy, which is discussed in section 2.2.8, an electron beam is rastered across
the sample and the dwell time determines the dose for each position. The photonic
crystal patterns discussed in chapter 5 were patterned with the Raith 150 EBL
system at the ACT node of the Australian National Fabrication Facility (ANFF)
by Dr. Lan Fu. Although the features in these infrared filters are relatively large
by EBL standards, they are too small for photolithography because their operation
relies on precise and uniform fabrication. Different resists can be used for EBL,
depending on subsequent processing and applications. Polymethylmethacrylate
(PMMA) is commonly used, however ZEP520A was chosen for this work because
it is more resistant to subsequent dry-etching [25].
2.1.5 Wet etching
Different chemical processes can be used to remove material from a substrate.
When used in conjunction with a lithographic process, this enables patterns to be
transferred to the substrate itself. Wet etching is a low-cost technique where the
substrate is simply immersed in a solution, such as an acid, a base or an oxidizing
agent. A variety of solutions were used over the course of this work and these are
summarised in table 2.1. A comprehensive review of III-V semiconductor etching
was undertaken by Clawson and it includes some of these procedures [26]. Room-
temperature solutions were used for most of the work presented in this thesis.
When precise etch depths are needed then the solution can be cooled, whereas
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Table 2.1: Solutions used for wet etching of various amorphous films, epitaxial layers and
substrates over the course of this research.
Material Etchant T (◦C)† Comments
Au KI : I2 : H2O = 2 g : 1 g : 20 mL – –
CaF2 98% H2SO4 : H2O = 1 : 4 – Also etches in H2O2
GaOx 36% HCl : H2O = 1 : 10 – GaAs native oxide etch
Ge 30% H2O2 90 Attacks photoresist
GeO2 H2O – Etches readily in water
(In)GaAs 85% H3PO4 : 30% H2O2 : H2O = 1 : 1 : 3 4 Stir well for uniformity
Si 48% HF : CH3COOH : 70% HNO3 = 1 : 1 : 8 – Rate ≈ 10 µm/min
SiOxNy 48% HF : H2O = 21 : 79 – Equivalent to 10% HF
SiOx 48% HF : 70% HNO3 : H2O = 3 : 2 : 60 4 P-etch, rate ∝ porosity
† Unless indicated, etching was performed at room temperature.
heating can be used to increase the etch rate. Clearly many of these solutions can
be hazardous if not handled correctly, so the relevant material safety data sheet
(MSDS) should be consulted before performing these etches.
2.1.6 Reactive-ion etching
More complex etching techniques are sometimes required, when the appropriate
chemistry is not available in solution or when wet etching produces sub-standard
features. In particular, the etch profile is an important consideration for device
fabrication, where smooth surfaces and vertical walls are often critical. Plasma
etching can be used to achieve these results. Reactive-ion etching (RIE) strictly
refers to dry etching with high plasma densities, however it is commonly used to
describe a range of etching processes so this convention is followed in this thesis [14].
RIE uses a glow-discharge plasma in a similar configuration to PECVD. The process
gases, however, are chosen to react with the substrate and create volatile products.
The Oxford Instruments Plasmalab 80 Plus system discussed in section 2.1.1 also
includes an RIE unit, which operates as the master to the PECVD slave. The
same 13.56 MHz RF generator is used for RIE as in the PECVD, however separate
automatic matching networks are used to ensure close-coupling to each electrode
[10]. A grounded rosette is used to deliver the process gases into the anodised Al
chamber. Vacuum is provided by a lubricated-bearing turbomolecular pump, which
rotates at 45 000 rpm. This enables a base pressure of 3× 10−5 Torr to be reached
in several minutes. The Al lower electrode can be covered with quartz or graphite
cover plates, and the former was used for all processes discussed in this thesis. An
overview of RF plasmas was given in section 2.1.2, where it was noted that a DC
59
Chapter 2  Experimental techniques
Figure 2.5: Schematic of the Plasma-Therm ICP etching system at the ACT node of the
Australian National Fabrication Facility.
bias intrinsically develops above an insulating electrode. This bias determines the
energy at which ionised species will bombard a substrate placed on the electrode.
The bias is not controlled directly, but is a function of the RF power and process
pressure.
This system was used to remove organic residue, such as ZEP520A resist, from
the devices discussed in chapter 5. During these 30-minute O2 processes, a modest
power of 100 W and a high pressure of 900 mTorr ensured that the bias was around
50 V and there was no damage to the sample surface. In contrast, the RIE chamber
itself was cleaned using another O2 process where the objective was to etch as fast
as possible. In this case, 200 W RF power and only 100 mTorr O2 were used, and
hence the DC bias was at least 160 V. Other chemistries are also available, with
which to etch insulators and semiconductors. For example, the TiO2 films analysed
in chapter 8 were removed from the substrate using CHF3 and Ar, each flowing at
20 sccm. 200 W RF power was supplied and the process pressure was 30 mTorr,
which produced a bias of about 110 V and an etch rate of 10 nm/min. The same
process was found to etch bulk GaAs at about half the rate.
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2.1.7 Inductively-coupled plasma etching
While basic RIE was used for cleaning and removing large areas of material,
a different system was used to etch the filters that are discussed in chapter 5.
Inductively-coupled plasma RIE (ICP) is a similar technique where a second source
is used to enhance the ion density without affecting the substrate bias. The ICP
source consists of a cylindrical coil in the chamber lid, as shown in figure 2.5.
Although the source is insulated with a ceramic sleeve, the applied RF power
will ionise the process gases through electromagnetic induction. This is controlled
independently to the cathode RF power, which determines the bias applied across
the substrate as in a conventional RIE. This design leads to a larger parameter
space, and hence more control over the etching conditions. The chemical and
physical etching processes can be independently controlled, which can help tailor
etch profiles and also minimise surface damage.
The Plasma-Therm Versaline ICP system at the ACT node of the ANFF was used
to etch the Ge films detailed in chapters 4 and 5. This system includes a 2 MHz
RF generator for supplying up to 2 kW to the ICP source, and a 13.56 MHz RF
generator that can supply up to 600 W ‘bias’ power to the lower electrode [27]. Each
source is connected to an automatic matching network and these are located close
to the respective loads. The sample plate is surrounded by a dark-space shield to
stop the ignition of parasitic plasma [28]. As the high plasma density can generate
a significant amount of heat, the substrate is cooled by a back-side He circuit,
and water cooling is also employed throughout the system. The temperature of the
lower electrode can be adjusted to optimise the etch processes, and the temperature
of the lid, liner and spool are all maintained at 60 ◦C. The chamber is kept under
vacuum by a magnetically-levitated turbomolecular pump and a load-lock is used
to decrease setup times.
After patterning with EBL, samples were mounted on a 4-inch Si wafer with Dow
Corning 340 heat-sink paste, which contains ZnO and polydimethylsiloxane. Ge
was etched in 5 mTorr CHF3 flowing at 40 sccm, with ICP and cathode RF powers
of 400 W and 100 W, respectively. The respective reflected powers were less than
2%, and the substrate bias was about 280 V. The substrate was held at 60 ◦C during
the process, which etched holes in the Ge at about 2 nm/s. Prior to etching
each sample, the chamber was preconditioned by running the same process for ten
minutes. After ICP, the heat-sink paste was removed with a series of solvents.
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2.2 Materials characterisation techniques
2.2.1 Stylus profiling
A simple characterisation technique used in these experiments is stylus profiling.
Basically, a stylus is scanned along the sample surface to measure the sample height
along this line. The system used for this work is a Tencor Instruments Alpha-Step
200, which has a dynamic range of 5 Å to 320 µm [29]. Typically, the stylus
force was set to about 15 mg and scans were taken over 400 µm distances with a
vertical resolution of 5 Å. The stylus is a 60◦-angled cone, with a 5 µm radius tip.
These finite stylus dimensions can affect the perceived profile of small features,
particularly the width of sharp depressions in the surface. One may correct for
these artefacts using the known groove-width loss, L, for a particular stylus. This
underestimation of the width depends on the groove’s depth, d, which will be
measured accurately as long as the actual depression width is greater than L. For
the stylus used here, L = 1.2d+5.9 for large values of d, and L ≈ 6.1√d for depths
less than a few µm [29].
The Alpha-Step can provide a range of information including step-heights, surface
roughness and curvature. It was mainly used for the former, in order to measure
etch depths and film thicknesses. For example, it was frequently used to measure
the thickness of evaporated films and hence determine the tooling factor for the
quartz crystal monitor discussed in section 2.1.3. In most profiles, the height is
much less than the width, so the stylus artefacts mentioned above are insignificant.
One should note that surface profiling can only measure steps in height, so a mask
is required for film-thickness measurements. A simple shadow mask can be used
for line-of-sight evaporation, however such a mask can significantly affect the film
thickness next to the step with CVD and sputter depositions. In order to calibrate
deposition rates and tooling factors in this thesis, a small Si sample covered in
photoresist stripes was generally used. After lift-off, a 170 µm Si groove flanked by
two areas of the deposited film was profiled to obtain the accurate thickness. This
procedure was useful for films thicker than about 50 nm, otherwise film roughness
and vibrations became significant sources of noise.
2.2.2 Atomic force microscopy
High-resolution surface profiling can be performed by several techniques that are
collectively known as scanning probe microscopy (SPM). This includes scanning
tunnelling microscopy (STM) and atomic force microscopy (AFM). In the former,
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Figure 2.6: A schematic of the NanoScope III multimode scanning probe microscope that
was used for all AFM measurements. The inset shows the design of the Si cantilevers
used for most of the TappingMode measurements, and was adapted from [31].
a very small tip is brought to within 1 nm of the sample, and an electric current is
tunnelled across the gap to deduce topography. Although this technique produces
very high resolution images, STM is fundamentally limited to conductive samples
[30]. In AFM, the tip is located at the end of a cantilever and by monitoring its
deflection, the surface of any material can be profiled. These cantilevers and tips
are usually fabricated from Si or Si3N4.
The spring constant of a surface atom can be approximated to be about 10 N/m. To
minimise surface damage, AFM cantilevers are long, thin and have spring constants
between 0.1 and 50 N/m [30], although specific cantilevers vary with different AFM
modalities. Contact AFM involves simply scanning the tip across a sample, and
they are in physical contact with each other. Generally, a piezoelectric scanner is
used to move the sample while the cantilever deflection is optically monitored. A
control system varies the scanner height in order to maintain a constant cantilever
deflection, and hence deduces the surface profile. The forces generated between
the tip and the sample range from 10−8 to 10−6 N, which can easily damage soft
materials. Non-contact AFM, on the other hand, uses a stiff cantilever to probe
the surface while only imparting forces of about 10−12 N [30]. This is achieved
by vibrating the cantilever at 100–400 kHz, and measuring amplitude changes
that result from the electrostatic and van der Waals forces at the surface. This
approach minimises damage to the sample and tip degradation. The small vibration
amplitude conventionally used in non-contact AFM means that the tip-to-sample
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distances are usually less than 10 nm, so it is possible for the tip to stick on the
surface and hence degrade the image quality [32].
The AFM measurements presented in this thesis were performed on a Digital
Instruments NanoScope III multimode scanning probe microscope in the Depart-
ment of Applied Mathematics. Samples were profiled using the TappingModeTM
technique, which uses a larger vibration amplitude than standard non-contact AFM
and hence the tip has sufficient energy to avoid sticking. There is negligible sample
damage as tip-sample forces with TappingMode are only about 10−10 to 10−9 N,
which is much less than in contact mode [32]. The cantilever is driven at a high
enough frequency to ensure that the lateral resolution is limited by the radius of
the tip, as in stylus profiling.
The NanoScope III includes a cylindrical piezoelectric scanner, on which the sample
is mounted. This provides controlled lateral scanning and height adjustment.
When configured for TappingMode, the cantilever substrate is mounted on a
separate piezoelectric oscillator and this is used to vibrate the tip. The tip holder
sits inside the optical head, where a 670 nm laser is aligned onto the back of the
cantilever. As shown in figure 2.6, the reflected light is incident on a mirror, which
directs the signal onto a segmented photodiode. The differential signal between
the upper and lower detectors is used to measure the deflection of the cantilever,
whereas the left-right differential indicates the lateral forces. In TappingMode, the
root-mean-square (RMS) amplitude of the cantilever vibration is measured and
compared with a setpoint value. The control electronics adjust the scanner height
to keep the vibration amplitude constant, and the voltage applied to the scanner
is converted to a value for the surface height.
For the roughness measurements discussed in chapter 4, Tap300Al Si AFM probes
were used, as depicted in the inset of figure 2.6. These contain 125 µm long and
4 µm thick Si cantilevers, with force constants of about 40 N/m and resonant
frequencies of about 300 kHz [31]. NSG20 probes were also used to characterise
some samples with large-scale surface roughness. These cantilevers are stiffer than
the Tap300Al model, with typical resonant frequencies of 420 Hz. Before each
set of measurements, the cantilever is tuned and the driving frequency is chosen
to be slightly less than the resonance peak, so the vibrational amplitude is about
70% of the maximum [32]. The back of the cantilevers are coated in Al or Au
to improve the reflection of the laser and tip radii are less than 10 nm for high
lateral resolution. Image analysis was performed with Gwyddion—free software
for visualisation and analysis of SPM data.
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Figure 2.7: A Wyko NT9100 surface profiler was used to examine surfaces with high
resolution. A schematic of the entire system is shown in (a) and the design of the through-
transmissive-media module is shown in (b). Both figures were modified from [33] with
permission from Bruker Nano Surfaces Business, formerly Veeco Metrology Group.
2.2.3 Optical profilometry
The third type of surface profilers that will be introduced are optical profilers.
Using interferometers, these systems can also measure heights with sub-nanometre
resolution. The Wyko NT9100 surface profiler used for this work can operate in two
modes: phase-shifting interferometry (PSI) and vertical-scanning interferometry
(VSI). As shown in figure 2.7(a), a confocal microscope is used to image the sample
surface onto a detector array and scanning the interferometer allows the height
to be measured at each pixel. As with standard optical microscopy, the lateral
resolution is diffraction-limited, although confocal microscopy has a slightly higher
resolving power than basic techniques [23]. Specialised objective lenses in the
Wyko contain the interferometer optics. The 5× lens contains a standard Michelson
interferometer consisting of a beam splitter and reference mirror, whereas the high-
magnification lenses contain Mirau interferometers.
PSI uses green-filtered light of wavelength λ and measures the phase at each (x, y)
coordinate. During each measurement, a piezoelectric transducer in the lens scans
the reference surface a distance of λ/4 and six frames are captured. The fringe
intensity is converted to the phase, φ, and the height h at each coordinate is
calculated with h = λ/(4pi)(φ). The vertical resolution of a single measurement
can be as low as 3 Å, however PSI is only suited to relatively smooth surfaces.
Where there are discontinuities (such as a step) greater than λ/4 ≈ 100 nm, PSI
can give erroneous results and VSI is best used [34].
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White light is used for VSI, because it has a shorter temporal coherence than
coloured light. As the name suggests, the entire optical assembly scans down
through the focal point during each measurement, using a precisely controlled
motor. The detector array captures many frames during the scan duration, t, and
each pixel sees a modulated intensity pulse, v(t). Whereas PSI is concerned with
individual wavefronts, VSI uses the pulse envelope, a(t), which is related to the
Hilbert transform, vˆ(t) of the pulse, by a(t) = |v(t) + jvˆ(t)|. This is electronically
implemented with a square-law rectifier and a low-pass filter.
In VSI, the coherence length of the light source is inversely proportional to its
spectral width, and is in the order of 10 µm for light-emitting diodes [35]. During a
scan, each pixel sees a single modulated pulse, which peaks when the sample surface
and the reference optical path lengths are equal. Unlike the lateral resolution, which
is limited by diffraction from adjacent features, the axial resolution is much less
than the width of this envelope. This resolution is limited only by uncertainty in
the envelope peak position, which can be accurately determined by collecting many
frames. Therefore vertical resolutions as low as 3 nm are possible with VSI [34].
This is suitable for the work in this thesis, so VSI was used for nearly all height,
roughness and curvature measurements. Of course, the accuracy of a measurement
can be influenced by aberrations and miscalibration, so step-heights were usually
measured with multiple objective lenses for comparison. In practice, measurements
often showed some dependence on the chosen objective, so the Alpha-Step was
typically used for measuring steps greater than about 100 nm.
One particular limitation of the Wyko is the inability to see transparent film
surfaces on highly-reflective substrates. For example, one may wish to measure
the height of a silica step deposited on Si. The reflection of the substrate
underneath the film will be far brighter than the reflection from the film surface,
and hence the measurement will fail. This situation can be avoided by using
transparent substrates, for example by depositing such films on glass that is
covered with photoresist stripes for lift-off. This allows the Wyko to be used
with negligible substrate reflection, however stylus profilometry was still generally
used for simplicity. The Wyko software allows substrate curvature to be measured
accurately and this was used to measure the biaxial stress of SiOxNy films in
chapters 6 and 7. In this case the substrate curvature is effectively the same as the
curvature of the film surface, so there is no problem with measuring transparent
films on reflective substrates.
When the samples were mounted inside a Linkam stage for temperature-dependent
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measurements, a cover glass was placed above the sample. For glass of refractive
index n and thickness T , the optical path length in the sample arm of the
interferometer will be increased by 2T (n−nair). This leads to misalignment of the
interferometer and the objective lens foci, and higher-order dispersion effects can
also alter the pulse shape. In order to avoid these artefacts, a through-transmissive-
media (TTM) module was used with the Linkam stages, which is shown in figure
2.7(b). This module includes a long working distance 5× objective lens with an
extended Michelson interferometer attached underneath [33]. Another piece of
glass identical to the stage cover glass was placed in the reference arm of the
interferometer as compensation for these effects.
2.2.4 Spectroscopic ellipsometry
Thin film thicknesses can also be measured with ellipsometry, which is another
benign optical technique. In this case, the measurement is not limited to surface
information and a variety of samples can be measured. By measuring changes in
the polarisation state of reflected light, the optical constants and thicknesses of thin
films can be measured with little difficulty. Sample roughness and porosity can also
be measured, so ellipsometry applications range from characterising implantation
damage to monitoring the growth of superlattice structures in situ [23].
A transverse electromagnetic plane wave propagating in free space consists of
orthogonal electric and magnetic fields. The electric field, ~E (r, t) at position r
and time t can be expressed as
~E (r, t) = ~Es + ~Ep = Es cos(ωt− k · r + φ)as + Ep cos(ωt− k · r)ap. (2.3)
In (2.3), ω is the angular frequency and k is the propagation vector of the wave.
The amplitude of the electric field at any (r, t) is separated into two orthogonal
components Es and Ep, which are parallel to the respective unit vectors as and
ap, and these are mutually perpendicular to the direction of propagation. The
polarisation state of the wave can be described by these amplitude components
and the phase difference, φ. The light is linearly polarised when φ = 0, circularly
polarised if φ = ±pi/2 and Es = Ep, and elliptically polarised otherwise. When
the wave described in (2.3) is incident on a planar surface, the amplitudes and
phases of the reflected components will be governed by the optical properties of
the two media, as described by the Fresnel equations. The reflection coefficients
Rp and Rs for the parallel and perpendicular components respectively, can be
defined as the ratio of the reflected (r) and incident (i) amplitudes [30]. That is,
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Figure 2.8: The J.A. Woollam M -44® system in the Plasma Research Laboratory that
was used for ellipsometry over visible wavelengths. The s and p polarisation directions
of the incident beam are shown, and ~S is the Poynting vector indicating the propagation
direction. θi is the angle of incidence and Θ is the orientation of the analyser.
Rp = ~Ep,r/ ~Ep,i and Rs = ~Es,r/ ~Es,i. The ratio of Rp and Rs yields the complex
ellipsometric parameter, or the complex reflection coefficient, ρ. That is,
ρ = Rp
Rs
= tan(Ψ) e j∆ where Ψ,∆ ∈ R. (2.4)
In (2.4), tan(Ψ) is the magnitude of the ratio and ∆ is the phase difference between
the p and s reflection coefficients [30, 36]. These real numbers are the parameters
determined by ellipsometry measurements. The fact that they are extracted from
a ratio means that they are insensitive to the absolute phase and intensity of the
incident light. These can be substituted into the Fresnel equations to determine
the optical parameters of the sample, which is not a trivial process. For example,
when the angle of incidence is θi, the ambient has a refractive index n0 and the
sample is a bare Si substrate with complex refractive index n˜Si = nSi − jκSi, then
these optical parameters are related to Ψ and ∆ by [37]








n20 sin2θi tan2θi sin4Ψ sin∆
(1 + sin2Ψ cos∆)2 . (2.5b)
Such calculations are further complicated when measuring a thin film deposited
on another material, which is generally the case. Instead of solving such equations
analytically, numerical methods can be used to compute the materials properties.
Most of the ellipsometry results presented in this thesis were measured with a J.A.
Woollam M -44® system [36]. This is a rotating-analyser ellipsometer, as shown in
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figure 2.8, and these allow faster and more accurate measurements than some other
configurations [23]. The input polariser ensures that the incident light has a known
linear polarisation. The reflected light is elliptically polarised and passes through
a rotating analyser onto the detectors. The analyser is effectively another linear
polariser that rotates around the beam axis. If the reflected light were linearly
polarised then the signal onto the detector would obey Malus’ law. Circularly
polarised light would not be affected by the analyser, and in general the intensity
I reaching the detector is a superposition of both scenarios. This detected signal
has the form I(Θ) = I0(1 + α cos2Θ + β sin2Θ), where I0 is the average intensity
and Θ is the angle between the polarising plane of the analyser and the plane of
incidence at any time t [36]. If f is the rotational frequency of the analyser and Θ0
is its initial orientation, then Θ = 2pift + Θ0. The normalised Fourier coefficients








| tanP | , (2.6b)
where P is the constant orientation of the input polariser with respect to the plane
of incidence. So by rotating the analyser and taking the Fourier transform of the
detected signal, experimental values for the ellipsometry parameters given in (2.4)
can be extracted.
Single-wavelength ellipsometry is limited by the correlation between film thickness
T and refractive index n [30]. TheM -44 performs spectroscopic ellipsometry, which
is a very powerful technique. The light that passes through the analyser is actually
dispersed onto an array of forty-four Si detectors, which simultaneously perform
these measurements at different wavelengths. The data is then compared to a model
of the sample, in order to extract film thicknesses and wavelength-dependent optical
parameters [36].
Most of the samples measured for this thesis consisted of a transparent thin film
deposited on Si. The measured data was fitted to either the Cauchy or the Sellmeier
dispersion models, which are given in (2.7) and (2.8), respectively [36, 38]. The
former can be less accurate for infrared and ultraviolet wavelengths, however these
differences are not significant for the work presented here. In each model, λ is the
wavelength, n ∈ R is the refractive index of the film and the other parameters are
empirical fitting constants.
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n2 = A+ Bλ
2
λ2 − C2 +
Dλ2
λ2 − E2 . (2.8)
From the selected model, the WVASE32 software determines theoretical values
for Ψ and ∆. The mean-squared error (MSE) is then calculated, which indicates
how different the modelled data is from the experimental data. The Levenberg-
Marquardt numerical algorithm is used to iteratively minimise the MSE by
tweaking the model parameters. As a rule-of-thumb, MSE < 10 indicates a
satisfactory fit between the modelled and experimental data. In this way, accurate
dispersion curves and thickness values can be obtained for a wide range of samples.
The M -44 performs ellipsometry over 418–763 nm, however the Ge and CaF2 films
discussed in chapter 4 are used in infrared dielectric filters. To characterise these
films, infrared ellipsometry was performed by Drs. Mariusz Martyniuk and Thuyen
Nguyen at The University of Western Australia using a Sopra IRSE5E spectroscopic
ellipsometer. This system also uses a rotating analyser, but the measurement
wavelengths cover 2–17 µm. The IRSE5E uses an HgCdTe detector and a globar
light source. Hence, the optical constants of these films were directly measured at
mid/long infrared wavelengths. Ellipsometry is clearly a useful technique. In some
cases, the data may be difficult to fit if the algorithm cannot be provided with
suitable starting values. Generally though, the thickness and refractive index can
be estimated beforehand, allowing accurate data to be extracted.
2.2.5 Fourier-transform infrared spectroscopy
Fourier-transform infrared spectroscopy (FTIR) allows convenient and sensitive
optical measurements over mid and long infrared (IR) wavelengths. In most
cases, sample transmittance spectra are measured. By also measuring a suitable
background reference, absorption spectra can be extracted. Gaseous, liquid and
solid samples can be measured, so FTIR is used in many industries. Absorption
spectra can be compared with those in the literature to determine the sample
composition, often to some quantitative degree. For example, the H content in
SiNx films can be measured with reasonable accuracy using FTIR [39]. Generally,
IR absorption is caused by excitation of vibrational modes in the sample. So
FTIR measures the chemical bonds between certain elements rather than the
atoms themselves. These vibrations can have different forms, including stretching,
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Figure 2.9: A standard Vertex 80v Fourier-transform infrared spectroscopy system
showing the positions of mid-infrared (MIR) and optional near-infrared (NIR) sources,
the aperture wheel (APT), optical filter wheel (OF), internal validation unit (IVU), col-
limating mirror (CM), beamsplitter (BMS), interferometer fixed mirror (FM), scanning
mirror (SM) and DLaTGS detector (D). The grey path shows the setup for thin-film
characterisation. The spectral response of infrared photodetectors was measured using
either the Out 1 or Out 3 output paths. Modified, with permission, from [40].
rocking and bending modes. Aside from standard spectroscopy, FTIR systems
can also be used as light sources for other applications. For example, the detector
photoresponse spectra presented in chapters 5 and 8 were measured using FTIR. In
these measurements, the detector itself was characterised by replacing the internal
detector with a fabricated device.
The components in an FTIR are essentially configured as a Michelson interferom-
eter, which was introduced in section 2.2.3. The incoherent broadband light that
is irradiated from the source is directed onto a beam-splitter, which separates the
signal into two paths. One beam path contains a scanning mirror, whereas the
mirror in the second path is fixed, as indicated in figure 2.9. The light is reflected
off the scanning and the fixed mirrors and recombines at the beamsplitter, so the
optical path lengths are 2Ls and 2Lf, respectively. When Ls = Lf, constructive
interference is observed for all wavelengths. For |Ls − Lf| = λ/4, the difference in
optical path lengths is λ/2 and destructive interference occurs for this particular
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wavelength, λ. As the moving mirror is scanned, a modulated pulse is seen by
the detector, as described in section 2.2.3. By taking the Fourier transform of this
temporal signal, the FTIR spectrum is obtained [23].
A Bruker Optik Vertex 80v system was used for all IR spectroscopy and
photodetector spectral response measurements [40]. The mid-IR source in this
system is a U-shaped SiC globar. The source is resistively heated to produce
blackbody emission. A 633 nm laser is also fitted, which assists sample alignment
but is primarily used in the interferometer control. Due to the long coherence
length of the laser, the interferometer generates a constant sinusoid and this is
used to determine the data sampling positions. The UltraScan interferometer has
a standard spectral resolution of 0.2 cm−1, although this is also determined by the
diameter D of the aperture between the source and the collimating mirror, of focal
length F . That is, the spectral resolution δσ at a wavenumber σ is limited by [41]
δσ ≥ D
2
8F 2 σ. (2.9)
The KBr beamsplitter has a spectral range of 8000–350 cm−1 and the scanning
mirror rides on an air bearing for stability. A pyroelectric detector made from
deuterated L-alanine doped triglycine sulphate (DLaTGS) is used, and it is
operated at room temperature. The detector covers the 12 000–250 cm−1 range,
although the beamsplitter clearly limits the optical bandwidth [40]. In most cases,
data was collected from 4000 to 400 cm−1 and sampled every 4 cm−1. In order to
minimise absorption from atmospheric CO2 and H2O, the entire optical setup is
maintained under vacuum. The sample compartment is pumped to below 2 hPa
(2 mbar) during standard FTIR spectroscopy.
2.2.6 Photoluminescence
Photoluminescence (PL) is a non-destructive optical technique for semiconductor
characterisation. In this process, a substance absorbs high-energy photons and
then re-radiates photons. Quantum-mechanically, this can be described by the
excitation of carriers to a high-energy state and then their return to a low-energy
state accompanied by photon emission. PL in semiconductors is dependent on
the carrier lifetimes and recombination through different mechanisms. For a bulk
material with a bandgap energy Eg, the pump light must have a higher energy such
that hν > Eg; where ν is the pump frequency and h is the Planck constant. In this
case, absorption can generate electron-hole pairs, which will eventually recombine
through one of three main processes. In the case of radiative recombination, the
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carriers return to their ground states with the emission of photons, and these can
be detected as PL signal. On the other hand, there are non-radiative recombination
mechanisms that do not yield a PL signal. In Shockley-Read-Hall recombination,
the carriers recombine through deep-level traps on the surface or in the bulk, and
the energy is dissipated as phonons. Alternatively, the energy liberated during
recombination may be directly absorbed by another carrier and this non-radiative
process is named Auger recombination [23]. The latter is a property of the material
itself and dominates at high carrier densities. Shockley-Read-Hall recombination,
however, is limited by material quality and purity, and can be significant even for
low carrier densities. In order to maximise the sensitivity of PL measurements,
these non-radiative mechanisms should be minimised.
The energy of the photon emitted during radiative recombination can vary
depending on the specific transition process. In the most simple case, band-to-band
recombination will emit light with energy EPL = Eg and this can be significant at
room temperature. Alternatively, excitonic recombination will yield PL with a
lower energy, EPL = Eg − Ex, where Ex is the excitonic binding energy. Free
excitons can occur in very pure materials, whereas bound excitons dominate in the
presence of impurities. Impurities can also lead to donor-acceptor recombination,
where the electrostatic interaction can influence the PL wavelengths, and EPL =
Eg − Ea − Ed + q2/(s0r). In this expression, q is the carrier charge, s is the
dielectric constant of the semiconductor, 0 is the permittivity of free space, r is
the distance between the impurity atoms and Ea and Ed are the energies of the
acceptor and donor levels, respectively [23]. So the wavelength of the emitted light
can provide information on the quality and composition of bulk semiconductors,
including compound semiconductors where Eg varies with stoichiometry.
In addition, quantum wells (QWs) and quantum dots (QDs) have discrete energy
levels that vary with the composition and dimensions. In general, PL emission
from QWs will have energy EPL = Eg + Ec + Eh, where Eg is the bandgap energy
of the QW material, Ec is the ground-state energy of an electron in the conduction
band and Eh is the ground-state energy of a heavy hole. The latter parameters
are particularly sensitive to the QW width and composition, so PL measurements
across a two-inch wafer can detect non-uniformities in the MOCVD growth of these
heterostructures. Whereas QWs often vary monotonically towards the edge of a
wafer due to the boundary effect during growth, PL indicates that QD size and
composition is less predictable. The intermixing processes discussed in chapters 7
and 8 lead to diffused interfaces and hence modified potential profiles. Interdiffusion
occurs on the atomic scale and is difficult to measure directly, however PL can easily
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Figure 2.10: The optical setup used for photoluminescence measurements, consisting of
a solid-state laser (SSL), adjustable neutral-density filter (ND), optical modulator (OM),
band-pass (BP) and long-wavelength pass (LP) filters, mirrors (M), focussing (FL) and
collimating (CL) lenses, monochromator (MC), InGaAs detector (D), lock-in amplifier
(SR830) and personal computer (PC). The sample (S) was usually mounted in a liquid-
nitrogen-cooled cryostat (LNC) for 77 K measurements.
detect the change in energy levels. PL is an invaluable tool for characterising these
systems, particularly given its benign nature.
The optical setup used for PL measurements in this research is shown in figure 2.10.
A 532 nm frequency-doubled solid-state laser was used as the excitation source. A
bandpass filter (350–650 nm) ensured that the infrared light was excluded and the
signal was modulated by a chopper rotating at 330 Hz. Two mirrors were used
for alignment and a lens was used to focus an intense spot on the sample. The
emitted light was collected by a collimating lens, and another lens focussed the PL
into a 50 cm spectrometer. A long-wavelength pass filter (> 620 nm) was placed
in front of the entrance slit to remove any scattered laser light. The collected
PL was dispersed in a Princeton Instruments SpectraPro 2500i monochromator.
For most measurements, a blazed grating with 1200 grooves/mm and a 1400 nm
cutoff wavelength was selected. The entrance and exit slit widths were usually set
to 1 mm, as a compromise between the signal intensity and spectral resolution.
The detector was a 2 mm Electro-Optical Systems InGaAs photodiode that was
thermo-electrically cooled. The signal was fed into a Stanford Research Systems
SR830 DSP lock-in amplifier and the chopper signal was used as the reference.
PL is often performed at a low temperature, in order to decrease thermally-
activated non-radiative recombination and to minimise thermal broadening of
emission line-widths. Although the as-grown QD samples generally emitted a
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strong PL signal at room temperature, all of the PL measurements presented in
this thesis were measured from samples at 77 K. The samples were mounted in a
portable liquid-nitrogen-cooled cryostat, which was evacuated to about 3 × 10−5
Torr before cooling. The signal gain and integration times were optimised for each
sample, depending on the intensity of the PL.
2.2.7 Rutherford backscattering spectrometry
Rutherford backscattering spectrometry (RBS) is also called high-energy ion
backscattering spectrometry and is used for compositional depth profiling. A
collimated beam of light ions (usually H+, He+ or He++) is accelerated towards
the sample with energies in the order of 1 MeV. At these energies, electronic
stopping will dominate and only about one in 106 ions will undergo a nuclear
collision [42]. Some of the backscattered ions are detected and their energy
distribution is analysed to deduce the elements present in the sample, up to a
few µm from the surface. This is a quantitative and somewhat non-destructive
technique, which can also determine areal density and crystalline structure.
The collision between a probe ion and a stationary target atom can be classically
modelled as an elastic collision. This means that the total energy in both the
parallel and perpendicular directions, as well as the total momentum must be
conserved. These conditions yield three equations, which can be rearranged into a
ratio of the probe atom velocities after and before the collision [43]. It is assumed
that the mass of the projectile, M1 is much less than the mass of the target atom,











In this relation, θ is the scattering angle and the energies of the probe atom before
and after the collision are E0 and E1, respectively. The energy ratio is named the
kinematic factor (K) and this will be most sensitive to a difference in target masses
∆M2 for θ = 180◦. So the backscatter detector is usually positioned at about 170◦
in order to accurately distinguish between substrate elements.
The backscattering yield (Y ) is given by the number of detected backscattered
particles. This depends on the density of target atoms, the amount of charge
collected and the scattering cross-section. The yield is also influenced by the solid
angle Ω subtended by the detector, which can be approximated by Ω = A/l2 for a
detector that is a distance l from the target and has a small area A. The average
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Figure 2.11: The mechanisms of energy loss when a particle is backscattered below the
sample surface at depth T , reproduced from [43]. Continuous electronic stopping occurs
as the probe ion enters (∆Ein) and exits (∆Eout) the sample. The energy loss (∆ES) is
attributed to the nuclear scattering event.






Generally Ω in RBS is on the order of 10−2 sr. For an ideal detector, the yield can
be expressed as Y = σ(θ)ΩQNs, where Ns is the areal atomic density of the target
and Q is the total number of incident particles. Tables of differential scattering
cross sections (dσ/dΩ) are available for common probe ions.
Although (2.10) is an adequate description of a collision at the sample surface,
it is not accurate for events below the surface. When a light ion passes through
the substrate matrix, electronic stopping occurs. This is due to the excitation
and ionisation of substrate electrons. These are discrete inelastic collisions, but
electronic stopping can be modelled as a continuous process. The rate of energy
loss due to electronic stopping through a distance dx can be described as dE/dx.
Alternatively, the electronic stopping cross section can be defined in terms of
the volume atomic density (N) as  = 1/N(dE/dx). As shown in figure 2.11,
a backscattered particle will lose energy while travelling through the sample, then
during the nuclear scattering event, and finally further electronic stopping occurs
as the ion exits the sample at angle θ. So the final energy (E1) of a detected particle
that has been backscattered at depth T , and the signal energy width (∆E) due to
a series of these collisions in a film of thickness ∆T , can be respectively written as
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E1 = KE0 − T [S], (2.12)
∆E = ∆T [S], (2.13)
where [S] = K dEdx
∣∣∣∣∣
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[S] is known as the backscattering energy loss factor. For films thinner than about
100 nm, the surface energy approximation for (2.13) can be used to determine
∆E0, where dE/dx ‘in’ and ‘out’ are evaluated at E0 and KE0, respectively [43].
These equations form the basis for fitting experimental RBS spectra, and hence
extracting the thin film parameters measured in this thesis. In some measurements,
samples can be specifically oriented such that the probe ions are travelling parallel
to the crystal axes in the substrate. These channelling measurements can provide
information about sample crystallinity, but were not used for this thesis.
Note that the finite width ∆E means that a continuum of energies E < E0
are seen for thick substrates, and these may overlap with the energy of ions
backscattered from light elements on the surface. This means that the substrate
signal can decrease the sensitivity to small concentrations of these light elements.
This situation occurs when measuring the stoichiometry of SiOxNy films on Si
substrates. To overcome this, the films characterised in chapter 6 were deposited
on Si substrates that had been pre-coated with 1.1 µm of diamond-like carbon
(DLC). Since MC is less than MO and MN, and the DLC film is thick enough to
shift the Si substrate backscatter energies, the signals were energetically separated
and x, y could be accurately extracted.
The RBS system in the Department of Electronic Materials Engineering uses a
National Electrostatics Corporation (NEC) Alphatross charge-exchange ion source
to deliver H+, He+ or He++ ions, however only He+ was used for the experiments
in this thesis. During operation, He gas is slowly delivered to the glass source
bottle, which is maintained at about 10−6 Torr. An RF field is applied through
two electrodes around the bottle, which ionises the source gas. The Ta exit canal is
surrounded by a solenoid magnet to concentrate the plasma there. A bias voltage
drives the He+ ions from the bottle and into the charge exchange chamber. Here,
a 300 ◦C oven provides Rb vapour, which donates electrons to the helium and
produces He− ions. Up to 4 µA of these particles can be produced from the source,
which then pass through a velocity steerer to select the correct species [45]. Before
entering the accelerator, the beam is focussed with an einzel lens set to 50 kV.
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Figure 2.12: Schematic of the Rutherford backscattering spectrometry system, including
an RF charge-exchange ion source. The inset shows the inside of the 5SDH tandem
pelletron accelerator, adapted from [44].
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An NEC 5SDH tandem pelletron accelerator is used to accelerate the ions towards
the target chamber and is shown schematically in figure 2.12. In this accelerator,
steel pellets are linked with nylon brushes to form a chain, and this is charged by
a 10 kV power supply. The spinning chain charges the terminal, which can hold
up to 1.7 MV but was set to 0.95 MV for these experiments. At the terminal,
N2 stripper gas is bled into the system, also at around 10−6 Torr. This removes
electrons from the He− ions, which again become positively charged. They are now
accelerated away from the terminal, and this two-stage process to achieve high ion
energies gives rise to the name tandem accelerator.
After leaving the accelerator, the He+ ions are collimated with a set of quadrupole
magnets. The beam-line pressure here is about 3× 10−7 Torr and is maintained by
a turbomolecular pump. A switching magnet then selects between the 2 MeV He+
and 3 MeV He++ species, and also directs the beam into one of two target chambers.
For these experiments with Line 1, the switching magnet was driven with about
19.2 A, producing a field of about 4400 G. Finally, the beam passes through a set of
1–2 mm apertures and is incident on the sample. A surrounding shield to minimise
secondary electrons is biased with a suppression voltage and can also be connected
to a liquid-nitrogen-immersed cold finger. The chamber is evacuated by another
turbomolecular pump, to at least 2× 10−6 Torr during measurements. Depending
on the performance of the source and which apertures are selected, 10–50 nA He+
is usually available at the target.
The sample is mounted on a goniometer that has two degrees of translation and
two degrees of rotation. The backscatter detector is an Ametek UltraTM Si surface-
barrier detector that is biased at 50 V. When a backscattered ion enters the
depletion region of the detector, electron-hole pairs are created and collected as
a pulse. The size of this pulse is proportional to the ion energy, so each pulse is
directed into a voltage bin called a channel. The backscatter detector used in these
experiments is fixed at θ = 168◦ and another detector is available for glancing-angle
measurements. The data is collected using in-house written software named DEI,
which runs on OS/2. This software also allows the goniometers to be controlled, and
a randomise function was generally used. This function performs periodic changes
in the sample orientation during a measurement, to ensure that any channelling
effects do not affect the final averaged data. Only small tilt angles are required,
and the data is not compromised by this process. The results were matched to
simulated spectra using the Rutherford universal manipulation program (RUMP)
software [46]. A linear relationship between the channel and energy was calibrated
using a set of standards, or with a known compound superficial layer, such as SiOx.
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The depth resolution in RBS is usually limited to about 10 nm, due to straggling
effects and the resolution of the detector.
2.2.8 Scanning electron microscopy
Scanning electron microscopy (SEM) was mentioned in section 2.1.4, where the
high resolving power of electrons was explained. The relativistic expression for the
wavelength λ of an electron accelerated across a voltage Vc was given in (2.2).
For EBL and SEM, Vc is usually in the order of 10 kV so the approximation
λ[Å] ≈ 12.2/√Vc is suitable, where Vc is given in volts [42]. In an SEM, the electron
beam is focussed to a spot less than 1 nm across, however the actual resolution is
limited by the interactions of the electrons with the sample. When the beam is
incident on the sample, a plethora of scattering events occur to emit electromagnetic
radiation and other electrons [30, 42]. Auger electrons can be emitted very close to
the sample surface and electrons can be backscattered with high energies from much
deeper. Secondary electrons with energies in the eV range can be emitted from up
to about 10 nm deep, and it is these that are usually detected in SEM. Multiple
scattering of the incident beam causes the interaction volume to broaden below the
sample surface. For elements with a relatively low atomic number, this volume is
usually described as a ‘tear-drop’ shape, with secondary electrons originating from
near the apex at the surface [42]. It is due to this broad generation volume that
the resolution is slightly larger than the size of the electron beam. In practice, the
alignment of the electron column and astigmatism may also limit the attainable
resolution.
Traditionally, the electron gun contained a tungsten filament similar to that in
section 2.1.3, however LaB6 filaments are more common nowadays. Alternatively,
field-emission guns are available in which the cathode does not need to be heated.
The accelerated beam passes through a series of condenser lenses and apertures.
Scanning coils at the objective lens deflect the beam so that it scans across the
sample [30]. The secondary electron detector consists of a scintillation material and
a photomultiplier tube, which determines the magnification of the collected image.
Unlike the elastically-scattered ions in RBS, secondary electrons are relatively
insensitive to the substrate species. Since these electrons are emitted from the
top few nm of the sample, however, the signal intensity is sensitive to the size of
this generation volume. A sloped surface can expose more material to the incident
beam, and hence increase the number of secondary electrons emitted. In this
way, SEM contrast is highly sensitive to the surface topography, and is a powerful
technique for imaging sample surfaces [30]. It is common for other detectors to be
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mounted in an SEM chamber to provide compositional analysis by other techniques,
such as energy dispersive X-ray analysis (EDX). For the samples discussed in this
thesis, SEM was performed at the ACT node of the Australian National Fabrication
Facility with the Raith EBL system or the FEI focussed ion beam system. The
latter will be introduced in the following section and it is equipped with a highly
manoeuvrable stage for cross-sectional imaging. The EBL, on the other hand has
slightly superior resolution and it contains a Zeiss Gemini electron column.
2.2.9 Focussed ion beam milling
Focussed ion beam (FIB) systems are extremely versatile. For example, they can
be used to create photonic devices, prepare sample cross-sections for transmission
electron microscopy (TEM) and to characterise a range of samples. In this thesis,
FIB techniques were primarily used for characterisation purposes, however these
instruments are frequently used for fabrication as well.
Instead of sequentially patterning a mask and then etching the substrate, patterns
can be directly milled using the ion beam. Essentially, a FIB instrument operates
like a scanning electron microscope except that the beam consists of metallic ions,
usually Ga+. In this case, the source consists of liquid Ga and a strong electric
field accelerates the ions towards the sample. The ion beam is electrostatically
focussed into a spot of around 10 nm in diameter and it can be directed onto a
specified part of the sample [42]. Due to the large momentum of these ions, the
substrate is readily sputtered away and hence patterns can be directly milled with
the ion beam. This is useful for creating device prototypes, however it can be
time-consuming so FIBs are seldom used for large-scale fabrication.
When the beam is rastered across the sample, ionisation events produce secondary
electrons that can be detected in order to image the sample [30]. For imaging
applications, an ion beam current less than 100 pA should be used to minimise
damage to the sample, however it is usually necessary to compromise between
minimal damage and a sufficient electron yield. If the intent is to mill the surface,
beam currents above 10 nA may be used and the chosen value depends on the size
of the pattern, the sputtering rate of the material, and any time constraints.
For the work in this thesis, the FEI Helios NanoLab 600 at the ACT node of the
Australian National Fabrication Facility was used. This system is called a dual-
beam FIB because it includes a standard SEM as well as the ion source, as shown
in figure 2.13. The sample is aligned at the eucentric height of both sources, such
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Figure 2.13: Schematic of an FEI dual-beam focussed ion beam system showing the
tilting, rotational and translational abilities of the stage. During milling, the sample is
oriented normal to the ion beam, as shown.
that the Ga+ and electron beams are coincident on the surface. This is a powerful
configuration, because the ion beam can be used for patterning and the electron
beam can image the surface. As a result, the damage induced during imaging is
minimised. Dual-beam FIBs are particularly useful for cross-sectional imaging. In
this case, the sample is orientated normal to the ion beam and a thin Pt layer is
deposited to protect the surface. A trench is initially milled with a high ion current
and then a low current is used to polish the imaging surface, which extends below
the Pt strip. The electron beam, which is aligned at a 52◦ angle to the ion beam, is
then employed to image the cross section. This technique was used to characterise
the deposited films in chapter 4 and the guided-mode resonance filters in chapter 5.
The Helios chamber is also fitted with various accessories that can be applied to
many different applications. As well as Pt, Au and SiO2 can be deposited from
CVD precursors. An X-ray detector also allows the composition to be mapped
across a sample by EDX. Cross-sectional TEM samples are frequently prepared,
by milling two back-to-back trenches. In this research, FIB was mainly used for
surface and cross-sectional SEM.
2.2.10 Transmission electron microscopy
Whereas a narrow beam is rastered across the sample in SEM, transmission electron
microscopy (TEM) uses a static electron beam that can be a few micrometres in
diameter. By accelerating the electrons to hundreds of keV and preparing samples
that are about 100 nm thick, the transmitted electrons image the sample in a
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similar way that a transmission optical microscope can. Unlike SEM, the lateral
resolution is not diminished by scattering events because the electrons are much
more energetic and the samples are relatively thin. The instrument resolution
in TEM is usually limited by aberrations in the electromagnetic lenses, and is
typically a few Å. The effective resolution is also degraded as the electrons lose
5–50 eV of energy when they pass through a sample. This leads to a spreading
of the focal length, which degrades the point-spread function and hence limits the
lateral resolution [47]. Nevertheless, the resolving power of TEM is approximately
an order of magnitude better than in SEM [30]. Whereas image contrast is often
influenced by surface topography in SEM and by absorption in optical microscopy,
contrast in TEM images is governed by density and thickness variations, phase
contrast and diffraction of the transmitted electrons.
The electron gun in a TEM is similar to that in an SEM. In TEM, however, the
sample is placed in front of the objective lens that produces the first image of
the sample [47], as indicated in figure 2.14(a). The other post-specimen lenses
are configured according to whether an imaging mode or diffraction analysis is
used. Bright-field imaging is the most intuitive mode and uses directly-transmitted
electrons to create the image. A centred aperture in the back focal plane of the
objective lens is used to exclude the diffracted electrons and only image the central
beam. As a result, strongly diffracting areas will appear dark in a bright-field
image, and bright areas indicate where more electrons are directly transmitted.
On the other hand, the objective aperture in dark-field imaging selects one of
the diffracted beams and blocks out all of the other beams. In this case, areas
that diffract strongly in the selected direction will appear bright. In practice,
the aperture is still placed in the centre of the back focal plane and the incident
beam is tilted, as shown in figure 2.14(c). This is known as centred dark-field
imaging, and avoids astigmatism and spherical aberration that can be introduced
with displacement dark-field imaging [47]. The third imaging mode, which was not
used in this thesis, is known as high-resolution TEM. By recombining the central
beam with selected diffracted beams, phase and amplitude information are retained
and this mode can image crystal lattices with atomic resolution.
The analytical modes in TEM include diffraction analysis, EDX and electron energy
loss spectroscopy (EELS) [30]. The former provides crystallographic information
about the sample and the latter two techniques, which will not be discussed here,
provide compositional information. The Bragg law governs the diffraction by
atomic planes in crystalline samples, and the sample can be tilted to align the
incident beam with different crystallographic planes. As shown in figure 2.14(b),
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Figure 2.14: The principal components in a TEM column are shown in (a), the location
of the back focal plane and image plane are illustrated in (b) and centred dark-field
imaging is performed by tilting the incident beam, as shown in (c). These schematics
were reproduced from [47]. A cross-section of the samples prepared for plan-view TEM
is also shown in (d).
electrons transmitted through the specimen form an image, which is rotated 180◦.
In addition, the objective lens brings the beam to a focus in the back focal
plane, which lies between the objective and the image planes. This is manifested
as a diffraction pattern, which is not rotated with respect to the sample [47].
For imaging modes, the intermediate lens is focussed on the rear image, but
it is focussed on the back focal plane for diffraction analysis. In selective-area
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diffraction, a small area of the sample, such as a single grain, can be investigated.
The specimen is tilted so that the electron beam impinges parallel to a major
crystallographic direction of the crystal, called a zone axis. The diffraction pattern
can be analysed to identify the scattering planes, and hence the crystal phase and
orientation. Diffraction analysis can also be used to characterise structural defects,
such as stacking faults [42].
Features in selective-area diffraction patterns (SADPs) are characterised by the
diffracting vector g, which points from the directly-transmitted spot to the
diffracted feature. Intuitively, g is the normal to the diffracting planes and its
magnitude is inversely proportional to d(hkl), or the d-spacing. The magnification
factor of a SADP is conventionally expressed in terms of the camera length (L).
This is effectively the length of a simple diffraction camera that would create the
same magnification, in the absence of any lenses. For small Bragg scattering angles
θ, such that 2 sin θ ≈ 2θ, it can be shown that d(hkl)|g| = λL, where λ is the electron
wavelength [47]. A small camera length can be used to view high-order diffraction
features, whereas large values of L may be chosen to investigate fine structure in
the SADP. For crystalline samples, the d(hkl) values and angles between different
g vectors can be compared with data in the literature and theoretical values for
a specific crystal structure. For example, the annealed TiO2 films investigated
in chapter 8 show clear similarities to the anatase phase. This titania structure
belongs to the I41/amd space group, with well-known dimensions, a and c. In this
tetragonal space group, the interplanar spacing for a plane (h k l) is theoretically
related by 1/d2(hkl) = (h2+k2)/a2+l2/c2 and the angles between different planes can
also be calculated [24]. In this way, measurements from SADPs can be compared
with likely candidates in order to identify the crystal phase. The zone axis of the
crystal can be calculated from the cross-product of two independent planes in a
SADP. For a thorough analysis, a single crystal can be tilted from one zone axis to
another. After extracting each zone axis from the two SADPs, the angle between
these directions can be compared with the specimen tilt angle. This technique was
used successfully in chapter 8. All TEM images and diffraction patterns presented
in this thesis were captured by Dr. Jenny Wong-Leung using the Philips CM300
system in the Research School of Earth Sciences, and 300 keV electrons were used
for all data.
The titania films examined by TEM for this thesis were all less than 200 nm thick
and deposited on Si. To prepare each sample for plan-view TEM, a 3 mm disc
was ultrasonically cut and then the substrate was polished to about 100 µm. The
middle of the substrate was further thinned with a Gatan 656 dimple grinder,
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leaving about 40 µm thick Si in the centre. The disc was then mounted on a teflon
stick, with wax covering all but the dimpled region. The HF/CH3COOH/HNO3
solution given in table 2.1 was used to etch the remaining Si in this opening, and
optical transparency was frequently checked to monitor the thickness. When a
pinhole was visible through the Si, the sample was cleaned in solvents and gently
dried. As shown in figure 2.14(d), an electron-transparent TiO2 border remained
around each pinhole that was suitable for TEM analysis.
When samples are prepared for TEM, or indeed any characterisation technique,
it is important to be mindful of potential preparation artefacts [48]. Depending
on the sample structure and TEM modality, different preparation methods may
be chosen. The potential for the sample to be damaged or contaminated should
be considered with this choice. With care, however, one can be confident that
the results are truly properties of the sample material. For the plan-view TEM
discussed in chapter 8, the titania films were deposited on Si, which provided
mechanical stability during the mechanical thinning steps. During thinning, the
disc was mounted face-down on a Pyrex stub and the film surface was protected by
CrystalbondTM adhesive. By only dimpling the middle of the sample backside, the
rigidity was maintained by the 100 µm Si around the edge. During the subsequent
etching, the titania surface and the undimpled Si were protected by wax. In fact,
the chosen acidic solution showed no evidence of damaging TiO2 whereas Si was
selectively etched at about 10 µm/min. A pinhole formed through the Si but in
some samples, the thin titania film initially remained intact. When the wax was
dissolved during the final cleaning step, some of the suspended film was always
broken (the intrinsic stress in the thin film may have also contributed to this).
Given that these films were less than 200 nm thick but they still remained after
etching suggests that the acids did not attack the titania through the hole in
the Si backside. Hence, the titania that ultimately remained around the edge
of the pinhole was not damaged during sample preparation. Therefore the film
properties deduced from TEM were determined by the original deposition and
annealing processes. Furthermore, trichloroethylene and then isopropanol were
used in the final cleaning. These solvents dissolve adhesives, wax and organic
matter, so no contamination would be expected in the films studied by TEM.
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Figure 2.15: The standard processing steps used to fabricate quantum dot infrared
photodetectors. The particular methods investigated to tune the devices are detailed
in the relevant experimental chapters.
2.3 Photodetector fabrication and characterisation
2.3.1 Device processing
Many of the techniques discussed in section 2.1 were employed to fabricate the
quantum dot infrared photodetectors (QDIPs) that are investigated in this thesis.
Figure 2.15 shows the device processing sequence. The QDIPs discussed in chapter
8 were tuned by intermixing, which was performed after MOCVD growth but
before standard device processing. On the other hand, the devices integrated with
dielectric filters were first fabricated as unfiltered detectors, and the filters were
added afterwards. The standard processing procedure is detailed here, whereas
chapters 5 and 8 detail the procedures for fabricating the dielectric filters and the
intermixed devices, respectively. The photomasks used to pattern the samples were
designed using AutoCAD and then fabricated at Bandwidth Foundry International,
which is a part of the OptoFab node of the Australian National Fabrication Facility.
After MOCVD growth, room-temperature PL was initially used to evaluate the
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quality of the QDs across the wafer. Samples of 12 mm × 14 mm were usually
cleaved, which could fit 80 devices of 850 µm square mesas, or 320 devices of
210 µm square mesas. It was critical that the samples were thoroughly cleaned
before device fabrication. Initially, warm trichloroethylene was used to degrease
the surface. Successive soaking in acetone and ethanol with ultrasonic treatment
was then used to remove the organic material. Finally, the samples were rinsed in
deionised (DI) water that had a resistivity of at least 18 MΩ cm and then dried with
N2. The cleanliness of the surface was qualitatively assessed by its hydrophobicity
during the DI rinse. A cotton bud was often used to further clean some areas with
ethanol, before repeating the final rinse.
Immediately before photolithography, samples were baked in an 85 ◦C oven for
five minutes to remove any moisture. The square mesas were then defined with
AZ 5214 E photoresist, as described in section 2.1.4. After hard-baking the resist,
mesas were etched with a fresh solution of H3PO4/H2O2/H2O, which is detailed in
table 2.1, and variants are widely used in III-V processing [26]. The solution was
thoroughly stirred and the beaker was immersed in a 4 ◦C water bath. Immediately
before etching, it was again stirred to ensure the samples would be uniformly etched.
The etch rate was calibrated with a piece of GaAs wafer and etching down to the
bottom contact layer typically took less than two minutes. The etch depths were
measured with the AlphaStep profiler, both before and after the resist was removed
with acetone. In addition, a 9 V cell was used to indicate the conductivity of the
etched surface and therefore confirm the bottom n+ layer had been exposed. After
removing the resist, samples were again rinsed in ethanol and DI water, before
drying with N2 and baking in preparation for the second photolithography stage.
The layout of the metal contacts was also defined with AZ 5214 E photoresist.
These patterns were carefully aligned with the mesas on each sample. After
developing the patterns and hard-baking, the native oxide was removed from the
surface of each sample. This was achieved by a 40 s dip in HCl : H2O = 1 : 10 [26]
and ensured that ohmic contacts would be formed. After etching, the samples
were immediately loaded into the electron-beam evaporator. Ohmic contacts were
deposited, consisting of 10 nm Ge, 15 nm Ni and then 200 nm Au. After deposition,
the samples were soaked in acetone to lift off the metal areas covering the resist.
Ultrasound and cotton buds were carefully used to ensure complete lift-off, and
then the samples were again cleaned with ethanol, DI water and N2.
The contacts were then alloyed in an AET-Addax RX-series rapid thermal
processor. The samples were placed on a silicon wafer close to the K-type
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thermocouple. Rapid-thermal annealing (RTA) was performed at 380 ◦C for one
minute, and the temperature was ramped at about 100 ◦C/s. During annealing, an
inert ambient was provided by Ar flowing at 2 L/min. After RTA, the samples were
cleaved into pieces no larger than 4.5 mm × 5.5 mm with a Loomis Industries LSD-
110 automated scriber. The processed devices were glued into 14-pin dual inline
packages using two-part silver epoxy. Finally, the devices were connected with Au
wire at 160 ◦C using a Marpet Enterprises Inc. model 1204 W ultrasound-assisted
wedge bonder.
2.3.2 Spectral response
To measure the photoresponse spectra, device packages were individually placed
into a liquid-nitrogen-cooled cryostat, similar to that used for PL measurements.
The resistance across each QDIP was measured at room temperature and at 77
K to indicate its performance. The cooled devices were aligned to one of the
external ports of the FTIR system described in section 2.2.5. A Stanford Research
Systems SR570 low-noise current preamplifier was used to set the bias voltage
and the measurement gain. The gain allocation was set to the low-noise mode
in order to decrease Johnson noise, and a 100 Hz high-pass filter was applied to
the photocurrent signals. The FTIR measurements were performed with an 8 mm
aperture, 4 cm−1 collection resolution and 32 scans were averaged at each bias. The
double sided forward-backward interferometer acquisition mode was used, with the
scanner velocity set to 10 kHz.
2.3.3 Photocurrent and noise current
In order to determine the peak responsivity and specific detectivity, each device
was illuminated with an Infrared Systems Development Corporation IR-563/301
black-body system that was heated to 800± 0.2 ◦C. The IR-563 radiation source is
a recessed cone of stainless steel, which is coated to ensure the effective emissivity
is 0.99 ± 0.01 [49]. An IR-860 system was used to modulate the source at 140
Hz. The photocurrent and the noise current spectral density were measured with a
Stanford Research Systems SR760 fast Fourier transform (FFT) spectrum analyser.
To avoid interband absorption, a 240 µm-thick piece of Ge was placed over the 0.2-
inch black-body aperture, which was L = 10 cm in front of the test device. This
is shown in figure 2.16. The transmittance spectra of the Ge filter and the BaF2
cryostat window were also measured by FTIR, so that the irradiance contributing
to photocurrent could be accurately calculated. The photocurrent was measured
at 140 Hz in the FFT spectrum and the noise current density was concurrently
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Figure 2.16: The configuration used to measure the photocurrent and noise current of
the infrared photodetectors studied in this thesis. The aperture-to-detector distance
(L) and the aperture diameter (d) are related to the projected solid angle (Ω). These
measurements were used to calculate the voltage-dependent responsivity and specific
detectivity curves.
measured from a uniform spectral band. The devices were again biased with the
SR570 low-noise current preamplifier and the currents were usually averaged for
30 s at each voltage. A LabVIEW programme was used to increment the bias
voltages and set appropriate gains during each measurement.
2.3.4 Dark current
Temperature-dependent dark currents were measured with a Janis closed-cycle
helium refrigerator. The chip packages were attached to a cold finger in the
cryostat and an Al block was placed directly on top so that it would be at the
same temperature. The entire mount was then covered in Al foil, evacuated to
about 10−6 Torr and then cooled. The temperature was adjusted with a LakeShore
model 331 temperature controller. Current-voltage curves were measured at 10 K
before the temperature was raised. Measurements were generally repeated at 10 K
steps up to 100 K, and then at 20 K steps up to 200 K. Currents between 1 pA
and 10 mA could be measured by the Hewlett Packard 4140B pA meter, although
the noise floor was sometimes as high as 100 pA. This meter was also used as the
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esign and optimisation procedures for photonic structures can be
significantly expedited with simulation packages. In this chapter,
the guided-mode resonances used in bandpass dielectric filters are
characterised with numerical simulations. These designs are then
used as the basis for the experimental work that is discussed in the following two
chapters. Rather than documenting the series of simulations that was used to
optimise the filter structure, the final design is presented and described. These
results show that the resonance wavelength is tunable with the geometry of
the photonic crystal pattern, suggesting that these filters could be useful for
hyperspectral imaging arrays. Further simulation results are then presented to
explore the characteristics of the resonance peak. As well as simulating the
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Figure 3.1: Diffraction by a step-index grating with average refractive index √g. The
electric field ( ~E) of the incident wave is perpendicular to the grooves. The directly
reflected/transmitted waves are denoted by m = 0 and the orders of the other diffracted
waves are denoted m ∈ Z. Adapted from [5, 6].
influences of polarisation and angle of incidence, the convergence of the results
and the spatial distribution of the transmitted light are also investigated. Initially,
guided-mode resonances are placed in context with the scattering anomalies that
were historically observed from diffraction gratings. A summary of the finite-
difference time-domain technique is then presented, followed by the simulation
results of the narrowband filters.
3.1.1 Diffraction anomalies
Diffraction anomalies have been an intriguing area of research for over a century.
Well-understood grating theory can generally account for the behaviour of grooved
diffraction gratings [1, 2]. In certain cases, however, the diffraction efficiency
undergoes significant changes with only slight variations in the angle or wavelength
of the incident light. The first observations of this anomalous behaviour are
attributed to Wood, who investigated the influence of the incidence angle and
the refractive index of the medium surrounding the grating [3]. A few years
after Wood’s initial work, Lord Rayleigh published “On the dynamical theory of
gratings” [4]. He showed that brightness abnormalities will occur in a diffracted
wave when a higher diffraction order is just disappearing from the field of view.
Figure 3.1 depicts the basic grating model, where the relative permittivities of
the media above and below the grating are 1 and 3, respectively. The average
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permittivity of the grating (g) is the weighted average of the high (H) and low
(L) permittivity materials, and depends on the filling factor. The diffracted angles
θm are positive if they lie to the left of the dashed line and θ0 indicates the directly
reflected or transmitted beams; the design of a particular grating determines
whether transmitted or reflected orders are relevant. The grating equation is given
in (3.1), where m = 0,±1,±2 . . . is the diffracted order, θi is the angle of incidence,
λ is the free-space wavelength and a is the period of the grating. It is assumed in
(3.1) that 1 = 3 = 1. The occurrence of Rayleigh anomalies can be understood
with figure 3.1. If λ/a is increased or θi is decreased, then the highest order (m = 2
in this example) will approach the plane of the grating. When θm = ±90◦, the mth
order will cease to propagate. Since power must be conserved across any plane
parallel to the grating, then the distribution of the other (propagating) orders will
be significantly rearranged [7]. The Rayleigh condition is succinctly expressed in
(3.2), again assuming the grating is suspended in free space.
mλ = a(sin θi + sin θm). (3.1)
mλR = a(sin θi ± 1). (3.2)
Although Rayleigh’s theory is consistent with the observations of Wood and others,
it does not explain all of the observed anomalies. Hessel and Oliner performed
a rigorous analysis of a similar structure, where a surface grating was modelled
with a periodic reactance [7]. Due to the periodic modulation, the grating cannot
support true guided modes as in a waveguide and the free-resonance wavenumber
of the grating will be complex. When a diffracted order, however, possesses a
real wavenumber that is very close to this complex value, a resonant mode will
be excited. This takes the form of a leaky wave and is known as a guided-
mode resonance (GMR). Depending on the grating material and geometry, these
resonances can occur at wavelengths close to, or far-removed from the Rayleigh
wavelengths (λR) [7, 8].
Initially, Wood’s anomalies were only observed when the electric field ( ~E) of the
incident wave was polarised in the plane of incidence1, as shown in figure 3.1.
Since then, Wood and others observed abnormalities for P -polarised incidence,
1These are usually referred to as S or transverse-magnetic (TM) anomalies, although different
authors may employ different conventions. For instance, in the ellipsometry theory that was
discussed in the previous chapter, the plane of incidence is taken as the reference. In that case,
S polarisation indicated ~E was perpendicular to the incidence plane (the German word senkrecht
means perpendicular) [9]. In the present discussion, the direction of the grating grooves is taken as
the reference, so P -polarised light indicates ~E is parallel to the grooves and hence perpendicular
to the plane of incidence.
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however these predominantly occur when the amplitude of the grating modulation
is large [7]. The origin of the P anomaly is different to the GMR described for
S-polarised incidence, although the precise mechanism has been the source of some
disagreement in the past [10].
3.1.2 Guided-mode resonances
Theoretical studies of GMRs are usually based on a rigorous coupled-wave analysis
(RCWA) [11], such as those by Magnusson and colleagues [5, 6, 12]. This technique
uses the fact that the waves within the grating will reflect the periodic nature of the
modulation. The Floquet-Bloch condition and a Fourier transformation are then
used to separate these waves into the different harmonics [6, 7]. In some studies,
a thin grating is placed on top of the waveguide layer in which the leaky waves
are excited [13, 14]. In other cases, as will be discussed here, evanescent waves are
excited in the grating itself.
In their initial analysis, Hessel and Oliner considered a purely reflective surface
and the transmitted orders were ignored [7]. Transmitted waves can introduce
further complications. In fact, GMRs are fundamentally associated with a peak
in reflectance and hence zero transmittance, so single-layer bandpass structures
are difficult to design [15]. Transmission filters have, however, been designed
using multiple dielectric layers [14] or by exploiting the interaction between two
resonances [15]. In the latter case, one resonance provides a low-transmission
background and the asymmetrical lineshape of a nearby resonance results in a
narrow transmittance peak. This design requires a grating with a high average
index (√g). These authors have thoroughly characterised the band structure of
such periodic waveguides, particularly GMRs near the second stop-band of the
dispersion diagram [16–18]. Conventional photonic crystal (PC) applications focus
on the first stop-band, where β = K/2, however the second stop-band (β = K) is
above the light-line and hence in the leaky-mode regime. In these Bragg conditions,
β is the real part of the propagation constant andK = 2pi/a is known as the grating
vector or sometimes as the spatial pulsatance of the grating [18]. A diversity of
optical elements have been designed using this approach.
Instead of pursuing a rigorous analysis here, commercial modelling software was
used to design a bandpass filter for the specified photoresponse of a standard
quantum dot infrared photodetector (QDIP). Initially, it is useful to examine the
conditions under which GMRs are likely to occur. In the homogeneous-waveguide
approximation, the grating is modelled as an unmodulated slab, where H−L → 0.
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Figure 3.2: Guided-mode resonance regimes for different wavelengths and incidence
angles. The refractive index of the substrate and grating are set to √3 = 1.4 and√
g = 3.8, respectively. Resonances can be excited between the parallel curves in (a),
as indicated by the blue shaded region for m = +1 and the arrows for selected orders.
Normal-incidence (θi = 0) and a grating period of a = 3.4 µm are assumed in (b).
The refractive index of the waveguide (√g) is taken from the average permittivity
and an asymmetrical environment is now assumed, such that 1 6= 3. A wave will
only be guided in the homogeneous slab if the condition
max{√1,√3} ≤ |N | < √g (3.3)
holds true [6]. The effective propagation constant can be written as β → βm =
k
(√
g sin θi −mλ/a
)
, the effective index is N = β/k and k = 2pi/λ. Figure 3.2(a)
shows the regions where condition (3.3) is true, as θi and λ/a are varied. The
refractive indices above and below the grating (regions 1 and 3) are √1 = 1.0
and √3 = 1.4, respectively. The average index of the homogeneous waveguide
is √g = 3.8, which is considerably higher. This means that the GMR regime is
much larger than other cases with a modest index contrast [6, 19]2. Here, there is
a significant amount of overlap between the regions for different diffracted orders.
The blue area represents the resonance regime for m = +1 and the regimes for the
other orders, which have not been shaded for clarity, fall between the other pairs of
parallel curves. To the right of the blue area, only zero-order waves propagate in the
slab and GMRs cannot be excited. The black lines represent the Rayleigh condition
and wavelengths shorter than this will escape at the lower interface, since 3 > 1.
At short wavelengths, the overlap from higher diffracted orders (only m = ±1,±2
are shown) means that resonance anomalies are likely to occur.
2It appears that the refractive index and relative permittivity values have been confused when
generating the corresponding figure in [19].
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The specific case of normal-incidence filters for integration with QDIPs is examined
in figure 3.2(b). The period is set to a = 3.4 µm, which was derived from the
simulations that will be discussed in this chapter. The resonance regimes for
θi = 0◦ can be seen for several diffraction orders. At the design wavelength of
6 µm, it is possible for m = ±1 and m = ±2 to excite guided resonances in this
structure. The homogeneous-waveguide approximation can be pursued further by
solving the eigenvalue equations for propagation in a slab waveguide [6, 17]. This
analysis also considers the influence of the waveguide height (h) on the wavelength
of propagating waves, and only thick-enough grating layers will support resonances
excited by m = ±2 diffraction. This superficial analysis, however, is based upon
the zero-modulation approximation and is likely to deviate from a rigorous analysis,
especially when H  L. In most gratings, L = 1 = 1. To realise bandpass filters,
the preference is for a high g and this means that both H and the index modulation
will also be high. Consequently, the homogeneous-waveguide approximation may
be even less applicable here.
The simple case of a one-dimensional grating has been considered to introduce
the concept of GMRs. These anomalies are polarisation-dependent and this can
be useful for polarising filters. In other cases, this additional functionality is
undesirable. Extending the modulation to two dimensions will often result in
a polarisation-independent structure. A two-dimensional grating may consist of
concentric circles [20] or a PC slab [21–26]. A cross-section through these structures
will still resemble the model in figure 3.1, however the Bloch condition now exists
in two dimensions so the propagation constant depends on both kx and ky [22].
The anomalies observed in reflection or transmission spectra from free-space
illuminated PC slabs are frequently referred to as Fano resonances because, in
general, a narrow and asymmetrical lineshape is observed. This shape originates
from interference between the guided modes and the continuum of radiation modes
and is analogous to the absorption processes in noble gases. Fano explained the
sharp absorption peaks by the interference between two pathways: a discrete
autoionised state and a continuum [27, 28]. Fano also devised a formula to model
the characteristic lineshape, which has been applied to a plethora of situations
since then [29]. In the patterned dielectric slabs discussed here, GMRs produce
a delay in the transmission, and the directly transmitted light is the second
pathway. Although the general Fano resonance profile is asymmetric, a symmetrical
Lorentzian lineshape is produced in certain scenarios [14].
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As discussed in chapter 1, a narrow photoresponse with a tunable location is
required for hyperspectral QDIPs. In this chapter, a series of guided-mode
resonance filters (GMRFs) are characterised. These bandpass filters have been
designed for a standard InGaAs/GaAs QDIP [30], of which the photoresponse
peaks at about 6 µm. The ability of GMRFs to provide sharp spectral features
with only one or two layers is an attractive alternative to multi-layer dielectric
filters, as discussed in section 1.7. It was previously shown that a high refractive
index contrast between the grating and the surrounding media is desirable for
these filters. For this reason free-standing PC structures are often used, where
1 = 3 = 1 [22]. To fabricate these structures, a sacrificial layer underneath
the PC slab is usually etched away and this results in a delicate membrane [31].
In addition, the stress in thin films becomes more significant when free-standing
structures are fabricated [32]. As an alternative, the PC slab can be fabricated on
a dielectric layer with a low refractive index, and this will be referred to as the
cladding layer. With air remaining above the slab, 3 > 1 and hence the GMRF is
now in an asymmetrical environment. While this may affect the filter performance,
the benefits of well-established fabrication processes may also result in devices of
a higher quality. Ge and CaF2 were chosen for the PC slab and cladding layers,
respectively. The rationale behind these choices will be discussed in chapter 4,
however the low absorption at these wavelengths and the high index contrast are
important considerations [33].
The GMRF was designed by successive finite-difference time-domain simulations.
The geometry was manually optimised so that a narrow passband centred at
6 µm was produced. The free-spectral range of the GMRF was also maximised
by ensuring that no other transmittance peaks occur at nearby wavelengths.
The background transmittance was minimised, which is one difficulty associated
with single-layer transmission structures [15]. This was achieved by setting the
thicknesses of the Ge slab and CaF2 cladding each to a quarter wavelength. As
a result, the unpatterned layers form one pair of a distributed Bragg reflector
(DBR) and the wavelengths adjacent to the transmittance peak are reflected. This
Fabry-Pérot minimum is broad enough to cover the entire response spectrum of
an unfiltered detector, so the film thicknesses do not need to be adjusted for the
different designs.
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3.2 The finite-difference time-domain technique
The technique that is now known as the finite-difference time-domain (FDTD)
algorithm was first developed by Yee [34]. This approach is widely used to model
photonic crystal structures [35, 36] and has also been used to study diffraction
gratings [37]. Scattering problems are firstly solved in the time domain and then
a temporal Fourier transform can be used to determine harmonic solutions [36].
The FullWAVETM simulation engine from the RSoft Photonics Suite was used to
perform all FDTD modelling for this project. With FullWAVE, two-dimensional
(2-D) or three-dimensional (3-D) structures can be modelled, but the latter was
used for all simulations discussed in this chapter. The term finite difference refers
to the numerical approximations used to solve differential equations. The derivative





≈ f(u0 + ∆u)− f(u0 −∆u)2∆u . (3.4)
Using this centred approximation results in an error of the second order in ∆u [36].
In an isotropic medium, Maxwell’s curl equations are [34]
∂B
∂t
+ O×E = 0 and (3.5a)
∂D
∂t
− O×H = J . (3.5b)
In Faraday’s law, B is the magnetic flux density, E is the electric field intensity and
t is time. In Ampere’s law, D is the electric flux density, H is the magnetic field
intensity and J is the current density. In a 3-D rectangular coordinate system,
(3.5a) and (3.5b) can be expressed as six scalar equations. These differential
equations can be approximated in the form of (3.4) and the FDTD algorithm
proceeds by iterating these equations over a discrete grid. Generally, E and H
are solved at alternating positions in time and in space. That is, E is calculated
at times t = l∆t and H is calculated at t = (l + 1/2)∆t [36, 38]. Here, ∆t is
the temporal grid size and l is a positive integer (l ∈ Z+). Similarly, the spatial
coordinates at which the electric field is solved are staggered from the coordinates
at which the magnetic field is solved.
The elements of the spatial grid are also called Yee cells and they have dimensions
of (∆x, ∆y, ∆z). The cell size must be chosen according to the dimensions of the
structure under study. Generally the permittivity and/or permeability will vary
across a structure and the spatial grid must be fine enough to resolve these details.
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The grid must also be able to resolve the electromagnetic waves in the materials.
The maximum size of the temporal grid (∆t) is limited by the Courant-Friedrichs-
Lewy condition [38, 39]. To ensure that the simulation remains stable, each time












where c is the speed of light in vacuum. In practice, the spatial grid is determined
by the structure and the available computing power, since very small grids will
require large amounts of memory and increase the simulation time. Equation (3.6)
is then used to determine ∆t and the total simulation time is set to a multiple of
this value. As the total number of time steps is increased, the spectra derived from
the Fourier analysis will provide a higher spectral resolution.
The edges of the simulation domain also require attention. Simply terminating
the domain would produce parasitic and artificial reflections at the boundaries
[36]. Instead, an absorbing region can be placed around the simulation domain.
The most effective type of absorbing region is the perfectly-matched layer (PML)
boundary condition, which is designed to avoid reflections for electromagnetic waves
of any frequency that are incident at any angle [40]. In this chapter, PML boundary
conditions were used to model bandpass filters of a finite size. The other common
approach to terminating the simulation domain is the periodic boundary condition.
This is attractive for modelling periodic structures such as PCs or GMRFs, because
the domain can be limited to a single period or unit cell. The algorithm then wraps
the fields at each boundary using the Bloch condition, such that the structure
effectively extends to infinity in these dimensions. This technique can greatly
reduce the computational requirements needed to simulate a given structure.
The required computing power is a significant consideration when choosing a
simulation technique. Frequency-domain methods such as plane-wave expansion
and RCWA may consume less memory for purely periodic structures, however they
struggle to deal with general designs. Defects in the PC structures can be modelled
as a super-cell with plane wave expansion, however this becomes computationally
expensive [41]. Another simulation technique that is commonly compared with
FDTD is finite-element modelling (FEM). FEM has the advantage of supporting
non-rectangular tetrahedral grids. This is useful when the structure involves angled
or curved boundaries, whereas FDTD will render these structures into stair-case
functions. Although a tetrahedral grid can produce more accurate solutions in some
cases, it also adds to the memory required for FEM. As a compromise, hybrid FEM-
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Figure 3.3: Refractive index (n) maps showing two simulation models through z ≈ 0.2
µm. The finite structure in (a) is terminated with PML boundaries. A reduced cell of the
same lattice is shown in (b), which represents an infinite slab when periodic boundaries
are used. The lateral grid size is indicated by the small squares surrounding each hole,
and the colour scale indicates the average n used in these cells.
FDTD methods may be considered [42]. Recent versions of FullWAVE support
variable grid sizes [38]. This still requires a rectangular grid, however smaller Yee
cells can be implemented near boundaries and this improves the model quality
without excessive computing requirements. Other advantages of FDTD are that
it is suitable for vector and parallel computing3, materials with complex dispersion
properties can be modelled and the propagation of electromagnetic fields through
arbitrary structures can be visualised [35, 41].
The 3-D simulation results discussed in this chapter are based on two standard
structures, which are shown in figure 3.3. The standard FDTD parameters are
summarised in table 3.1 and deviations from these values will be described in each
relevant section. The finite-domain model is shown in figures 3.3(a) and 3.4. This is
a PC slab with a triangular lattice, where PML boundary conditions were employed
at all six boundaries. The reduced-domain model, shown in figure 3.3(b), is not
strictly the unit cell of the triangular lattice, however it offers significant savings
on simulation memory and time. For small hole radii (r < a/4), it is convenient
to use this rectangular domain. Periodic boundaries were employed at the x and
y boundaries of this reduced structure (with PML boundaries in z), and thus an
infinite PC slab was simulated. Infinite structures provide insight into processes
relying on the perfect Bloch condition, however the finite structure may be more
useful in modelling real devices because effects of the PC edge are included. All
3FullWAVE is supported by the ANU Supercomputer Facility, however all simulations for this
project were run on a desktop computer.
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Table 3.1: Standard simulation parameters for the finite-domain and reduced-domain
models. Most of the FDTD simulations were performed on one of these two structures.
Parameter Symbol (Units) Finite domain Reduced domain
Hole period a (µm) 3.40 3.40
Hole radii r (µm) 0.55 0.55
Domain size (x, y, z) (µm) (35.5, 32.3, 3.50)† (a,
√
3a, 3.50)
Lateral grid size ∆x = ∆y (µm) 0.18 0.05
Longitudinal grid size ∆z (µm) 0.09 0.05
Courant time limit ∆tc (µm)‡ 0.0735† 0.0289†
Temporal grid size ∆t (µm)‡ 0.05 0.015
Simulation duration ts (µm)‡ ∆t× 216 ∆t× 216
Boundary type – – Absorbing Periodic
Number of holes N – 115 2
Monitor lateral position (x, y) (µm) (0, 0) a/4(1,
√
3)
† These values have been rounded to 3 significant figures. All other quoted values are exact.
‡ FullWAVETM defines time (t) in units of ct, where c ≈ 3× 1014 µm/s is the speed of light
in vacuum. That is, light will propagate 1 µm in free space over each time unit.
modelling was performed on a desktop computer; the finite-domain simulations
typically took 10–20 hours and the reduced-domain simulations lasted only a few
hours, depending on the number of processes simultaneously running.
Table 3.1 shows that the lateral grid size (∆x = ∆y) was more than three-times
larger in the finite-domain simulations, however it is still fine enough to resolve the
circular holes in the PC slab. RSoft improves the rendering process by changing
the refractive indices (n) of cells that are on the border of two regions. Figures
3.3(a) and 3.3(b) are actually colour-coded maps of the refractive indices across
the two models. The refractive index of each square surrounding an air hole is the
weighted average of the Ge slab (n = 4.0) and air (n0 = 1.0).
In the finite-domain structure, the longitudinal grid size (∆z) is finer than the
lateral grid size because the dimensions of the GMRF are smaller in the z direction.
In particular, the thickness of the Ge slab (n = 4.0) is only λ1/4 = 6/(4n) =
0.375 µm. The effect of changing the grid sizes is investigated in section 3.5.
Figure 3.4 shows a cross-section through the finite-domain structure at y = 0.
The InGaAs/GaAs QDIP is modelled as a homogeneous GaAs substrate, with
n = 3.3. The CaF2 cladding layer (n = 1.4) is a quarter-wavelength in thickness
(6/(4n) ≈ 1.07 µm). The 375 nm Ge layer containing the air holes is the top layer
of the GMRF. In this model, z = 0 is defined as the depth of the Ge/CaF2 interface.
The cross-section through the reduced periodic structure (not shown) is identical
along z but only one period wide in x. Near the beginning of each FDTD simulation,
105
Chapter 3  Design of bandpass filters at mid-infrared wavelengths
Figure 3.4: Refractive index (n) map through y = 0 in the finite Ge/CaF2/GaAs
structure. The Ge (n = 4.0) and CaF2 (n = 1.4) layers each have quarter-wave
thicknesses for a free space wavelength of 6 µm. The red bars indicate the depth of
the monitors that measure the E field at (0, 0, z).
an incident wave was launched from above the structure in the −z direction. Unless
stated otherwise, the launch height was z = 0.9375 µm and the lateral position
was in the centre of the simulation domain. For the spectral measurements, a
pulsed wave centred at λ = 6 µm was launched. Gaussian and plane wave sources
were each investigated and negligible differences to the transmittance spectra were
observed. For consistency, only plane-wave excitation results are included in this
thesis. The polarisation convention followed in this chapter is consistent with the
FullWAVE convention for 3-D simulations. Transverse-electric (TE) polarisation
indicates that the ~E field is polarised in the plane of incidence shown in figure 3.4,
and is parallel to the x axis. TM polarisation indicates that, for the launched plane
wave, ~E = (0, Ey, 0). For most simulations, TE excitation was employed.
The red bars in figure 3.4 indicate the time monitors used during standard sim-
ulations. Monitoring a single field uses less computing resources than monitoring
the power spectrum. Unless stated otherwise, the electric field amplitude parallel
to the excitation polarisation was monitored. This approach is justified, since the
peak Ey field detected from TE excitation was six orders of magnitude less than
the peak Ex field. The transmittance spectra were calculated with a fast Fourier
transform (FFT) of the electric field and normalised with respect to the spectrum
of the incident pulse. Generally, the spectra shown in this chapter have also been
normalised to the dominant spectral peak and arbitrary units (a.u.) are used for
the field amplitude. Although the monitors nearly extend the width of the domain
in figure 3.4, the E field is only monitored at the centre of each monitor. The
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reflected field is monitored at two points above the launch height and the field in
the Ge slab is monitored at z = h/2. The transmitted field was monitored at four
depths below the CaF2/GaAs interface, at zQDIP = −0.35, −0.50, −0.65 and −0.80
µm. In a standard QDIP, the ten QD layers are separated by 50 nm barriers and
are located between 0.35 µm and 0.80 µm below the surface of the top contact layer.
As a result, the four monitors should accurately represent the E field transmitted
to QD depths. In most cases, the differences between these monitors are negligible,
so an average of the four spectra is presented.
3.3 Guided-mode resonance filters with Ge and CaF2 films
3.3.1 Simulation procedure
In this section, a plane wave was launched from above the finite-domain structure
with PML boundaries that is shown in figure 3.3(a). The hole radius was fixed at
r = 0.55 µm. The transmittance at QD depths was measured by the four monitors
below the centre of the GMRF. To investigate the polarisation-dependence of this
filter, the standard TE excitation was switched to a TM-polarised wave, and the
Ey field was monitored instead of the Ex field. The effect of off-normal incidence
was also investigated for each polarisation. In the TE case, the angle of incidence
was tilted in the (x, z) plane and in the TM case, the angle was tilted in the
(y, z) plane. That is, ~H always remained parallel to the PC slab. In all cases,
transmittance refers to the spectrum of the electric field that has been normalised
to the excitation spectrum.
3.3.2 Results
The transmittance through the standard GMRF structure is shown in figures 3.5(a)
and 3.5(b) for TE and TM excitation, respectively. Both spectra are dominated
by a single peak, which occurs at 6.07 µm for the TE case and 6.05 µm for the
TM case. This shift is insignificant for the present application, so these filters can
be considered to be independent of polarisation. While this would be expected
with a square lattice of holes, it is not always the case with triangular arrays. In
hyperspectral imaging applications, the IR signal will generally be unpolarised.
The fact that these filters provide a narrow passband irrespective of the incident
polarisation should ultimately lead to an increase in the signal-to-noise ratio of
the devices. Adjacent to the principal transmittance peak, both polarisations
show a broad transmittance minimum and this is attributed to the quarter-wave
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Figure 3.5: Transmittance through the Ge/CaF2/GaAs structure with period a = 3.4 µm
and radius r = 0.55 µm. The plane wave is TE (Ex) polarised in (a) and TM (Ey)
polarised in (b). The black curves indicate spectra averaged from four depths. The
spectra from the shallowest and deepest E monitors are also shown. All curves are
normalised to the strongest 6 µm peak.
thicknesses of the Ge and CaF2 layers. There are no notable transmittance peaks
within 2 µm either side of the 6 µm peak and this large free-spectral range is
important for creating spectrally-independent QDIPs. For λ < 4 µm, there are
several sharp spectral features. This is to be expected, since the high refractive
index of the PC slab will result in a greater density of resonance anomalies [22].
Some of the other features show differences between TE and TM excitation. The 6
µm peak has a short-wavelength shoulder in each case, and this is markedly higher
in the TE case. The transmittance dip at 4.50 µm is also stronger with TE, whereas
the peak near 3.3 µm is much larger with TM excitation. The other main TE peaks
at 2.98 µm and 3.86 µm are similar to TM peaks. The transmittance measured
at the shallowest monitor, the deepest monitor and the average of all four spectra
are all shown. The shallowest monitor detected the strongest peak at 6 µm and
a lower background for long wavelengths. This suggests that the GMRF performs
better when the QDs are closer to the Ge slab, but this will be examined later in
this chapter. In general, there are minimal differences between the shallow and
deep transmittance spectra for both TE and TM polarisation. With this in mind,
the transmittance will henceforth be represented by the average spectrum.
The effect of tilting the angle of incidence up to 15◦ is shown in figure 3.6, where
each curve is the average transmittance at the four depths and normalised to the
normal-incidence peak. In both the TE and TM cases, a 5◦ tilt in plane of the E
field resulted in about a 12% decrease in the peak field amplitude. There has been
a slight broadening of each transmittance peak, but this could be due to a red shift
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Figure 3.6: Effect of tilting the angle of incidence of (a) a TE and (b) a TM plane wave
on the transmittance spectra. In each case, the incident wave was tilted in the same
plane as the E field, and spectra have been normalised to the 6 µm peak for normal
incidence (0◦). Each spectrum is an average of four monitor outputs.
in the shoulder, which is now less discernable. At this stage, the peak location
has not shifted, however increasing the tilt to 10◦ results in a blue-shifted peak
for both polarisations. In both cases, the blue shift is accompanied by a further
decrease in peak height, however a more significant decrease is observed for TM
polarisation. When the angle of incidence is increased to 15◦, the TM peak height
remains similar to the 10◦ case and the TE peak decreases to match this height.
At 15◦ angles of incidence, each transmittance peak has decreased to about 60% of
the normal-incidence amplitude. In the TM case shown in figure 3.6(b), two close
overlapping peaks are present and the shorter peak (at 5.91 µm) becomes slightly
higher at 15◦ incidence. The presence of these two TM components also means
that the 15◦ transmittance is actually narrower than in the 10◦ case. In the TE
spectrum at 15◦ incidence, the dominant peak has only blue-shifted to 6.00 µm but
is broadened by the short-wavelength shoulder.
It is clear that significantly tilting the angle of incidence is detrimental to the
GMRF performance, however small tilt angles are tolerable. Up to 5◦, some loss of
QDIP responsivity may ensue but there will be no spectral shift. This knowledge
is useful when considering the optics for imaging systems. If a lens is employed
to couple free-space illumination onto an array of filtered devices, the numerical
aperture of the lens is given by NA = n0 sin θi, where θi is the half-angle of the
maximum acceptance cone. The effect of focussing light onto the GMRF will be
some superposition of all the accepted angles. Given that θi ≈ 5◦ is acceptable with
this filter design, a maximum lens NA of about 0.1 should be used. This guided
resonance appears to tolerate small angles of incidence better than transmittance
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dips in other PC slabs [22]. This may be due to the high index contrast employed
here, but the band structure may provide further insight into the wavevector-
dependence of β.
3.4 Spectral tuning with hole radius
3.4.1 Simulation procedure
In addition to a narrow linewidth, hyperspectral imaging also requires that the
photoresponse be tunable. The spectral properties of PC slabs are usually very
sensitive to the geometry of the structure, so the period and hole radius are often
altered for tuning. In this study, the period is held constant at a = 3.4 µm and the
radius (r) is varied between 0.4 µm and 0.8 µm. In each design, all holes have the
same size. The finite-domain structure and a TE-polarised plane-wave excitation
were used for all simulations discussed here.
The measured Ex fields were also used to predict the spectral response of a QDIP
integrated with that filter. There are many other factors that can influence the
photoresponse, however this approximation may be used to select the most suitable
GMRF designs. MOCVD-grown InGaAs/GaAs QDIPs have a response that peaks
at about 6 µm and they have almost a 2 µm full-width at half-maximum (FWHM)
[30]. In order to predict the response of the filtered detectors, the spectral response
of a reference QDIP was modelled as a Gaussian curve centred at 6 µm with a
FWHM of 2 µm. Modelling the GMRF as a passive filter means the response of an
integrated device is the product of the reference photoresponse spectrum and the
filter’s power transmittance spectrum.
Electromagnetic power is given by the time-average of the Poynting vector,
which is equivalent to the real part of the complex Poynting vector, S, where
Re{S} = 1/2Re{E ×H∗}. The intensity I is given by |Re{S}|. For a transverse-
electromagnetic plane wave, I = |E0|2/(2η), where the impedance is η =
1/n
√
µ0/0, n is the refractive index, µ0 is the free-space permeability and 0 is
the free-space permittivity [43]. E0 is the magnitude of the electric field, which is
essentially Ex for the TE simulations here. Hence, I ∝ |Ex|2 for TE plane-wave
excitation, so |Ex|2 was used to predict the photoresponse of the integrated devices.
The terms intensity and power will be used loosely in this section since the spectra
are presented with arbitrary amplitude/intensity units.
Nearby transmittance peaks usually overlap at some wavelengths. This can lead
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to a loss of spectral resolution when the imaging target emits across the entire
spectrum. This is akin to spectral crosstalk in wavelength-division multiplexed
(WDM) communications. In these systems, crosstalk can be quantified using the
overlap integral of the detection channel with an adjacent source channel, and
then summing this quantity for all interfering source channels [44]. The present
set of filters have a range of potential applications and are not limited to a
specific source spectrum. To quantify the spectral redundancy between coupled
GMRF designs, the overlapping area between pairs of photoresponse spectra was
numerically calculated. This may be viewed as the worst-case crosstalk where the
source spectrum is uniform across all bands of interest.
Finally, the quality factor (Q) was calculated for the reduced-domain periodic
structure, with r = 0.60 µm. This was achieved by first calculating the Ex
profile of the relevant resonant mode. Instead of using a pulsed excitation, an
electromagnetic impulse was launched from inside the Ge slab. Subsequently,
another impulse using the calculated mode profile was launched from inside the
slab. A time monitor was placed at a point of low symmetry to measure the
evolution of the total energy density in the slab. This is the sum of the E density
and the H density at any time t. The Q value was then extracted from the
exponential decay profile.
3.4.2 Results
Figure 3.7(a) shows the E field transmittance for r = 0.50 µm and r = 0.60
µm. These curves have been normalised to the peak from the latter design, which
occurs at λp = 5.97 µm. In comparison, the r = 0.50 µm filter produced a peak
E field at λp = 6.16 µm that is 10% smaller. These results suggest that r can
indeed be used to tune the GMRFs, however some designs may perform better
than others. Individual designs could potentially be optimised in future using
numerical methods, such as particle swarm optimisation [45].
The predicted photoresponse spectra that would be measured from QDIPs
integrated with these two filter designs are given in figure 3.7(b). The Gaussian
spectrum representing a reference device is also shown. The FWHM for each filtered
response spectrum is about 130 nm, which is less than 7% of the reference. The two
peak wavelengths are also identical to the peak Ex wavelengths in figure 3.7(a).
Clearly these filters can provide narrow photoresponse spectra with tunable λp
and are therefore promising candidates for hyperspectral imaging systems. Some
decrease in the peak photoresponse is observed. The integrated responsivity will
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Figure 3.7: Effect of the hole radius (r) on the transmittance to QD depths, with a
period of 3.4 µm. The normalised electric field (Ex) is given in (a), whereas (b) shows
the predicted photoresponse for each design. In (b), a normalised Gaussian spectrum
is assumed for the unfiltered QDIP response and the pink shading indicates the overlap
area between the two filtered designs.
also suffer with narrow passbands but this is a small price to pay for the addition
of hyperspectral functionality.
The pink shading in figure 3.7(b) indicates the overlap area between the two
spectra. This represents a loss of spectral separation between these designs and
should be minimised. There are several factors that contribute to this overlap.
Firstly, peaks that are close in λp will obviously have more area in common.
Secondly, the short-wavelength shoulder of the r = 0.50 µm peak is entirely within
the r = 0.60 µm band. These shoulders were found to be smaller under TM
excitation, so the actual size may be an average of both polarisations and this may
slightly decrease the overlap area. Finally, the finite background transmittance
contributes to a broad background that is common to all of these designs. This
is a consequence of the asymmetrical GMRF design in which the CaF2 cladding
and GaAs substrate have different refractive indices to the air and the Ge slab,
respectively. This issue will be discussed in section 3.8.
A systematic study using 17 different r values was performed and the resulting
spectra are displayed in figure 3.8, with the colour scales representing arbitrary
units in electric field and photoresponse. The Ex spectra for each hole size are
shown in figure 3.8(a), which were normalised to the source pulse in order to extract
the transmittance, but have not been normalised to any peak. The predicted
photoresponse spectra in figure 3.8(b) were calculated as for figure 3.7(b), but
then normalised to the strongest peak (r = 0.60 µm). For r > 0.7 µm, some of
the photoresponse peaks are red-shifted by about 10 nm from the respective Ex
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Figure 3.8: Tunability of the transmittance spectrum with varying hole radius (r) and a
period of a = 3.4 µm. The electric field (arbitrary units) is shown in (a) and the predicted
photoresponse (normalised arbitrary units) is shown in (b), for r ∈ [0.4, 0.8] µm.
peaks, however in other cases the peak positions are identical. There is a clear
relationship between hole radius and this peak location. The peak wavelength
of the predicted photoresponse can be approximated as λp = −1.0(d) + 7.1,
where d = 2r is the diameter of the holes. The Pearson correlation coefficient
for this linear regression is −0.9988, indicating a strong relationship. This effect
can be explained by the fact that the average refractive index of the Ge slab
decreases as the air holes become larger. For a triangular lattice, this average
index is √g = [H + 2pir2(L − H)/(
√
3a2)]1/2, where H = 16 and L = 1 are the
relative permittivities in the Ge and the holes, respectively. As the average index
decreases, the photonic bands and hence the guided resonances are moved to higher
frequencies [26]. The slight bowing of the trend in figure 3.8 is also reflected in a
plot of g against r (not shown), however for both cases a linear approximation is
more than adequate.
It has been reported that decreasing the hole radius will produce sharper resonances
with longer lifetimes [26]. This is explained by the fact that GMRs will approach
true guided modes as r → 0. The FWHM of the Ex peaks in figure 3.8(a) decreases
from 0.37 µm to 0.22 µm as r is decreased from 0.80 µm to 0.525 µm. As the holes
are further shrunk, however, the linewidth rapidly increases to 0.41 µm at r = 0.40
µm (not shown). The short-wavelength shoulder previously discussed becomes
significant for these filters and leads to larger FWHM values. The peak height
also falls off sharply for very small holes. Therefore these designs may require some
improvement (for example by optimising a) if narrowband QDIPs are required with
λp > 6.2 µm.
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Figure 3.9: Overlapping area (arbitrary units) between the predicted photoresponse
design pairs. Each design is expressed in terms of hole radius (r). In (a), each element is
normalised to the largest peak area (self-overlapping). In (b), each column is normalised
to the self-overlap area of the selected band.
The overlapping area between the predicted photoresponse of two devices was
shown in figure 3.7(b). The corresponding overlap was numerically calculated
between all combinations of the 17 designs. This is shown in figure 3.9(a), where
areas have been normalised to the largest value. All of the largest areas fall along
the diagonal, since these are just the individual peak areas and they represent
the self-overlap of each design. Clearly, the peaks with the largest area occur for
r ≈ 0.6 µm and r ≈ 0.75 µm, so detectors coupled with these designs should
have the highest responsivities. On the other hand, the peak area falls off sharply
for small r as these are the long-λp designs where the peak heights are lower.
These are also the peaks where the FWHM becomes larger, and this can lead
to significant spectral overlap. This is highlighted in figure 3.9(b), where each
column of overlap areas has been normalised to the peak area on the diagonal.
For multicolour applications where only a few bands are needed, one can use these
figures to choose the GMRF designs. If one design is selected according to λp,
then the choice of other designs should consider the amount of spectral overlap.
For example, most filters overlap with a significant proportion of the r = 0.4 µm
design and so this device will not provide much additional spectral information. In
contrast, r = 0.5 µm could be paired with r > 0.7 µm filters, as these devices will be
spectrally separate. When any two bands are required (and the specific application
does not dictate λp), then r = 0.60 µm and r = 0.75 µm are clearly preferable,
since their individual peak areas (responsivity) are large and the amount of overlap
is minimal. In hyperspectral systems, some overlap might be tolerated in order to
provide contiguous spectral information.
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Figure 3.10: To determine the quality factor (Q) value of 44 for the r = 0.60 µm structure,
the profile of the resonant mode was determined as shown in (a). An impulse with this
mode profile was launched inside the slab and the total energy density (arbitrary units)
was monitored, which is shown in (b). The inset shows the region selected to extract Q
and the exponential nature of the decay is emphasised with a logarithmic scale.
Given the trends in peak height and resonance linewidths, the designs with r ≈
0.6 µm would be expected to give the highest quality factors (Q). Q relates to
the amount of energy stored in a resonant mode, U(t), and the rate of energy
loss. This can be approximated with the frequency spectrum by the relation Q =
νp/∆ν, where νp is the peak frequency of the resonance and ∆ν is the FWHM
linewidth. For isolated modes, the energy decays exponentially in the form U(t) =
U0 exp(−αt), where α is the rate of decay. In this case, Q = 2piνp/α [38]. This
relationship was used to calculate Q for the r = 0.60 µm design.
Figure 3.10(a) shows the profile of the resonant Ex mode around 6 µm. Although
the monitors at QD depths measured an Ex peak of 5.969 µm for r = 0.60 µm,
choosing the mode profile for 5.995 µm resulted in a purely exponential decay.
The total energy density is shown in figure 3.10(b), and the inset emphasises the
exponential decay with a logarithmic U axis. Note that time is measured in µm
because FullWAVETM defines time in terms of ct, where c ≈ 3 × 1014 µm/s is
the speed of light in vacuum. In other words, light will travel 1 µm in free space
over each unit of time. The range of times shown in the inset of figure 3.10(b)
was used to extract α = 0.0237 µm−1. Since νp = 1/5.995, then Q = 44. In
fact, the frequency spectrum (not shown) gives an estimate of Q ≈ 43, which is
in very good agreement. Using this graphical approximation, two other resonances
observed at 3.74 µm and 4.49 µm were estimated to have quality factors of 67
and 111, respectively. Note that for some PC slabs, ultra-high Q values in the
order of 106 have been reported, and these are practically limited by fabrication
imperfections [46]. High quality factors are important in applications where a
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small modal volume is desirable, for example in PC lasers [47]. GMRs often have
low Q values and have other applications, such as increasing light extraction from
light-emitting diodes [48].
3.5 Convergence of simulated spectra
3.5.1 Simulation procedure
To confirm the accuracy of the simulated transmittance spectra, the effects
of different spatial and temporal grid sizes on the r = 0.55 µm design were
investigated. These studies were performed on the finite-domain structure with
PML boundaries, and a TE pulse was used for excitation. Unless stated otherwise,
the parameters listed in table 3.1 were used in this section. Initially, the effect of
simulation duration was investigated with a consistent time step of c∆t = 0.05
µm. The fast Fourier transform (FFT) used to extract the transmittance spectra
requires that the number of data points is a power of two. To satisfy this criterion,
the stop time was set to ts = ∆t×2l, where l ∈ Z+. Four spectra were investigated,
where l = 14, 15, 16, and 17.
To study the influence of the spatial grid size, ∆x = ∆y were initially held at 0.18
µm and ∆z was varied from 0.1 µm to 0.4 µm. Then, ∆z = 0.09 µm was fixed
and the lateral grid was varied from 0.15 µm to 0.40 µm. Since ∆x = ∆y for all
of these simulations, the required computer memory increased quadratically as the
lateral grid was shrunk. The smallest feature in these dimensions is about 0.8 µm
for the smallest holes, whereas the Ge thickness is only 0.375 µm. Clearly then,
the longitudinal grid size should be smaller than the lateral grid.
3.5.2 Results
Figure 3.11 shows the E-field transmittance spectra extracted after different stop
times, ts. In figure 3.11(a), the wavelength range is restricted to show details of the
design peak. For the shortest simulations, the poor spectral resolution is evident.
The red broken lines that join the l = 14 points do not indicate the true shape of the
peak. Interestingly, the peak location, λp is not affected in this example, however
the values measured for FWHM and the position of the shoulder are less accurate.
Doubling the simulation duration to l = 15 also doubles the spectral resolution,
and this produces a much smoother peak. For the two longest simulations, the
spectral resolution near λp is 11.2 nm for l = 16 and and 5.6 nm for l = 17. It is
difficult to discern these curves in figure 3.11(a). Furthermore, the adjacent peaks
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Figure 3.11: Influence of the simulation duration on (a) the principal transmittance peak
and (b) the transmittance at shorter wavelengths. In all cases, the time grid was fixed
at c∆t = 0.05 µm and the total time was incrementally doubled.
Figure 3.12: Transmittance (Ex field) simulated for different spatial grid sizes in (a) the
longitudinal and (b) the lateral directions. When ∆z was varied, the lateral grid was
fixed at ∆x = ∆y = 0.18 µm. Conversely, ∆z = 0.09 µm for all spectra shown in (b).
plotted in figure 3.8 differ in λp by about 50 nm. So for most simulations in this
chapter, ts = ∆t × 216 is a suitable compromise between simulation speed and
precision. This conclusion is also justified when the short-wavelength features in
figure 3.11(b) are examined. The low resolution in the shortest simulation means
that the transmittance dips for λ . 2.5 µm are completely missed. Furthermore,
the cutoff wavelength is incorrect by nearly 200 nm. This cutoff quickly converges
for longer simulations, but l = 15 is still unable to resolve the fine dips at short
wavelengths. Generally, l = 16 is adequate in this respect, particularly as this
spectral region is not so relevant here. It would be prudent, however, to use the
longest simulation time for designs in the short-wavelength infrared band.
The transmittance spectra measured with different longitudinal grid sizes are shown
in figure 3.12(a). The Ge slab thickness (TGe) is 375 nm thick, which is a quarter-
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wavelength at 6 µm. When ∆z > TGe, as shown by the green dots, this layer cannot
be resolved accurately. This significantly affects the transmittance model and the
peak around 6 µm is lost. For the finer grids, the simulated transmittance peak is
similar but the smallest grid produces the highest Ex peak. It is interesting that
λp does not converge monotonically with decreasing ∆z. Instead, ∆z = 0.01 µm
produces a peak wavelength that is in-between the peak wavelengths for ∆z = 0.02
µm and ∆z = 0.03 µm. Clearly, the rendering process can be unpredictable in
some instances. In contrast, the evolution of the peak in figure 3.12(b) is much
more orderly. As the lateral grid size increases, λp shifts to longer wavelengths.
In addition, the peaks simulated with the coarsest grids are nearly 10% weaker
than the 0.15 µm and 0.20 µm cases. These observations suggest that the effective
radius decreases when the holes are rendered with coarse lateral grids; this alters
the resonance as described in section 3.4.2. Given that the 0.15 µm and 0.20 µm
spectra are very similar, grid sizes of ∆x = ∆y = 0.18 µm were used for most
simulations, which should require about 30% less memory than the 0.15 µm case.
3.6 Spatial distribution of filter transmittance
3.6.1 Simulation procedure
Although the spectral performance of these GMRFs is of primary concern, it is also
useful to examine the spatial distribution of the filtered light. In this section, the
distribution is examined along vertical slices through the GaAs substrate. This
may provide more insight into the operation of these filters and help improve
device performance. For these FDTD simulations, continuous wave excitation
was launched from z = 0.9375 µm and the steady-state power distribution was
calculated with a discrete Fourier transform (DFT). This process was repeated
for different excitation wavelengths between 5.9 µm and 6.3 µm and the r = 0.55
µm design was used in all cases. Initially, the reduced-domain structure with
periodic boundaries was used and then a similar analysis was performed on the
finite-domain structure. In all of these simulations, a larger depth was modelled
such that z ∈ [−20, 1.5] µm.
In addition, E-field transmittance spectra were monitored deep in the finite-domain
structure. In previous sections, the deepest monitor was only about 1.9 µm below
the Ge/CaF2 interface and this corresponds to the deepest QD layer in a standard
QDIP. In this study, the transmittance was measured at 1 µm intervals down
to z = −11 µm. These results are compared with the steady-state power maps.
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Finally, a spectral simulation was performed on the reduced-domain model at much
greater depths. The thickness of the GaAs substrate was realistically set to 350
µm and the minimum z boundary was set to −370 µm. The E field was monitored
at several depths in the GaAs to extract the transmittance, and also at z = −369
µm. The latter monitor was thus outside the GaAs substrate where n = 1.0. All
of these spectral simulations used a pulsed TE excitation centred at 6 µm. Spectra
were measured at a single depth, in contrast to the previous sections where each
transmittance spectrum was an average of four QD depths.
3.6.2 Results
The steady-state power that was monitored in the reduced-domain periodic
structure is shown in figure 3.13. Data is shown at five wavelengths, which increase
from 5.9 µm to 6.3 µm towards the right of the page. The colour scales are identical
in all 20 plots; the peak value of 3 arbitrary units (a.u.) has been set to slightly
saturate the most intense areas and still provide information where the power
is low. Three different types of vertical cross-sections were taken, which can be
visualised with the help of figure 3.3(b). Figures 3.13(a)–3.13(e) show sections
through the y =
√
3a/4 ≈ 1.47 µm plane and figures 3.13(f)–3.13(j) show sections
through x = a/4 = 0.85 µm. These two planes bisect the reduced domain and do
not pass through either of the air holes. On the other hand, figures 3.13(k)–3.13(t)
show sections through the y = 0 plane and hence through the hole at the origin.
The first three rows in figure 3.13 show the power distribution for an incident TE
wave, whereas the fourth row of sections were generated with TM excitation.
The very top of each section shows the air region above the Ge slab and higher
average power here is indicative of a reflected wave. This is most obvious for λ = 6.3
µm. The region where z ∈ [0, 0.375] µm is the patterned slab and for λ = 6.3 µm,
the intensity is lower here than in the air above. At λ = 6.1 µm, however, the energy
concentration in the slab is much higher and peaks at about 3.85 a.u., as shown
in figure 3.13(c). At 6.1 µm, the power transmitted to z < 0 is also much higher
than for other wavelengths, and this is consistent with the spectral transmittance
measured at QD depths. Those spectral simulations showed a peak Ex at λ = 6.07
µm for this design, which also explains why the nearby λ = 6.0 µm transmittance
is slightly higher than for λ = 6.2 µm.
The transmitted light is not uniformly distributed and the strong modulations are
indicative of an interference effect. Previously, the spectral effects of diffraction by
the GMRF have been discussed. It is not surprising though, that the transmitted
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Figure 3.13: Spatial distribution of steady-state power under continuous-wave excitation
at fixed wavelengths (λ). Sections (a)–(e) are through y =
√
3a/4 ≈ 1.47 µm, (f)–(j) are
through x = a/4 = 0.85 µm and (k)–(t) are through y = 0. The normal-incidence plane
wave was TE (Ex) polarised for sections (a)–(o) and TM (Ey) polarised in (p)–(t).
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Figure 3.14: Spatial power distribution in the finite-domain structure, under continuous-
wave (TE) excitation at fixed wavelengths (λ). Sections (a)–(c) are taken through the
y = 0 plane and only the central x region is shown. Line sections (d) and (e) are taken
at two (x, y) positions for λ ∈ [5.9, 6.3] µm, and the vertical broken lines indicate the
depths of the dielectric interfaces.
light should take on the spatial form of the diffractive element and this systematic
analysis with monochromatic excitation helps to illustrate this. Examining figure
3.13(c), one might conclude that there is a higher intensity across the entire z =
−3.5 µm plane than the z = −7.6 µm plane. This is not the case because figure
3.13(c) is not indicative of other parallel slices into the substrate. Indeed, figure
3.13(m) shows that below an air hole, the intensity modulation is out of phase and
peaks at z = −7.4 µm. The perpendicular plane through x = 0.85 µm in figure
3.13(h) also shows that the peak intensity depth varies with y. A similar scenario
is observed in the fourth row of vertical sections (y = 0), where TM excitation
was used. These sections, such as in figure 3.13(r), are cut through the hole at
the origin but there are also regions of high intensity observed below the Ge-filled
part of the slab for this polarisation. The modulations in the z direction have a
period of about 8.3 µm, which is about 4.5 times the excitation wavelength in the
substrate (n = 3.3). The intensity of successive periods does not appear to decay
with depth. For example, the peak at z = −3.5 µm in the centre of figure 3.13(c)
121
Chapter 3  Design of bandpass filters at mid-infrared wavelengths
Figure 3.15: Transmittance spectra at selected depths of the finite-domain structure. The
Ex monitors in (a) were positioned along (0, 0, z), below an air hole. The Ex monitors
in (b) were positioned along (0, 1.44, z), which is below Ge.
has the same magnitude as the peak at z = −11.8 µm. This may be expected here,
since the simulations do not include absorption and the periodic boundaries create
an infinitely wide structure.
In order to model a finite device, a similar analysis was performed using the finite-
domain structure and these results are shown in figure 3.14. The three vertical
sections were taken along the y = 0 plane, which passes through a row of holes
in this structure. For clarity, the spatial power distribution is only shown for
x ∈ [−10.8, 10.8] µm, but some effects of the finite structure are evident. With
λ = 6.0 µm excitation, the intensity modulation along z ≈ −7 µm only mimics the
infinite-filter situation of figure 3.13(l) in the very centre of the model. For |x| & 5
µm, higher than expected intensities are observed. This indicates that the filter
specificity breaks down towards the edge of the PC. The λ = 6.1 µm case, which is
nearer to λp, is shown in figure 3.14(b). The lateral modulation remains periodic
further from the middle (x = 0), but still breaks down towards the filter edge.
By examining the distribution along z ≈ −15 µm in figure 3.14(b), it is clear that
these ‘edge effects’ move closer to the middle of the substrate with depth, and
this may be due to diffraction around the edge of the PC slab, where the periodic
index modulation breaks down. The depth-dependence of the power distribution
can be further examined by considering a line section down the middle of figure
3.14(b). Figure 3.14(d) shows these longitudinal sections through the centre of the
finite-domain structure, with the power at five wavelengths overlaid. The λ = 6.1
µm power values have been halved so that the other wavelengths can be displayed
with the same scale. The peaks in the modulated power at each wavelength now
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decrease with depth, in contrast to the periodic-boundary simulations. For the
λ = 6.1 µm case, the peak at z ≈ −14 µm is less than half of the power at z ≈ −7
µm. A similar situation is evident in figure 3.14(e), for vertical line sections at
each wavelength taken through (x, y) = (0, 1.44) µm. The power modulation with
z between these two line sections is clearly out of phase, although the power scale
is smaller in figure 3.14(e).
Figure 3.15 shows the spectral transmittance (Ex field) taken along these same
vertical line sections into the finite-domain structure. Time monitors were placed at
several depths in the structure; the shallowest monitor at z = −1 µm was just inside
the CaF2 cladding and the others were inside the GaAs substrate. The shape of the
transmittance spectrum shows significant variation with depth. The QD monitors
used in previous sections were located between z ≈ −1.42 µm and z ≈ −1.87 µm.
Those monitors were relatively close together as well as to the Ge slab, and the
transmittance was similar to the z = −1.0 µm spectrum in figure 3.15(a). The
spectra taken slightly deeper have a weaker E peak and the resonance shape is
completely different; a long-wavelength shoulder is visible now. These asymmetric
peaks, for example at z = −5.0 µm, are characteristic of a Fano resonance. The
transmittance even deeper in the substrate, however, reverts back to the original
lineshape. Indeed, the spectrum at z = −7.0 µm is very similar to the shallowest
spectrum. Along this line, the z = −7.0 µm peak is slightly stronger than the
z = −1.0 µm peak. This suggests that the field at this depth is concentrated at
this lateral position. On the other hand, the field at the same depth in figure
3.15(b) is virtually nil. The shape of the spectra along the (x, y) = (0, 1.44) µm
line section are also opposite to those below the air hole. In an integrated GMRF-
QDIP, the QDs in each layer are randomly distributed across an entire (x, y) plane.
The photoresponse will be a superposition of the power spectra at all positions,
although some positions experience a stronger steady-state intensity than others.
The transmittance spectra in figure 3.16 show the Ex field monitored much further
below the Ge slab. In this case, the reduced-domain structure with periodic x and
y boundaries was used for computational efficiency. The monitors were laterally
positioned in the centre of the domain, and were not below an air hole. The
designed GMR is clearly visible at z = −20 µm, however it differs slightly to
the resonance previously simulated with the finite-domain structure. The short-
wavelength shoulder is not obvious but an asymmetrical lineshape is evident,
including a transmittance dip near 6.4 µm. The background contains fewer sharp
features. Instead, the Fabry-Pérot minimum and the anomalies at around 3.8 µm
and 4.5 µm are clear. The many other small features seen in the background
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Figure 3.16: Simulated Ex spectrum far below the Ge/CaF2 structure, for a TE pulse.
A reduced cell with periodic boundaries was used and the GaAs thickness was 350 µm.
Hence, z = −369 µm indicates transmittance through the entire sample to air behind.
of the finite-domain transmittance may have been properties of a finite device or
perhaps they are only seen directly beneath air holes. In these periodic-boundary
simulations, the PC slab is effectively infinite in x and y, and the Ex field is
monitored below the centre of the cell shown in figure 3.3(b). It is also possible
that the small background features were an artefact from rendering the holes with
a coarser grid, however they were not significantly altered in section 3.5 when
different grid sizes were investigated.
Near the back of the substrate at z = −300 µm, the transmittance spectrum in
figure 3.16 is completely different. The resonances have almost vanished and the
spectrum is modulated by a high-frequency component. This can be explained
by the proximity of this monitor to the back-side GaAs/air interface. When the
incident wave reaches this interface, about 30% of the power will be reflected
back into the substrate. This reflected wave will interfere with the tail of the
original pulse and may account for the high-frequency modulation. Despite this, it
is also clear that the design resonance is significantly attenuated at this depth. The
monitor at z = −369 µm behind the substrate is almost free of the high-frequency
modulation, although the background is not completely smooth. The Fabry-Pérot
background is clear, however the relevant GMR has not been recovered. Rather
than a sharp peak, a hump is visible just below 6 µm and a small dip occurs at
about 6.1 µm. The asymmetrical peak that was seen close below the PC slab
has become an asymmetrical step, indicative of the phase-change associated with
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GMRs [7]. Similar steps can be seen at 3.8 µm and 4.5 µm, where sharp GMR dips
were clear at z = −20 µm.
3.7 Fabrication tolerances
3.7.1 Simulation procedure
One advantage of FDTD simulations mentioned in section 3.2 is that the effect
of intentional defects or unintentional deviations from a periodic structure can be
investigated. When photonic devices are fabricated, the structure will deviate to
some degree from the ideal design. In PC slabs, common fabrication issues are
film thickness, surface roughness and the shape of the air holes. FDTD simulations
were performed to examine these parameters, and how deviations from the design
may affect the transmittance at QD depths. Firstly, the Ex transmittance was
measured in the finite-domain structure as the dielectric films deviated from
quarter-wavelength thicknesses (λ1/4). The Ge thickness (TGe) was changed to
±20% of λ1/4 while the cladding thickness was fixed at TCaF2 = λ1/4 ≈ 1.07 µm.
Then, TCaF2 was varied ±20% while the Ge thickness was kept at TGe = λ1/4 = 0.375
µm. These two studies were performed on an unpatterned structure with uniform
dielectric layers and also on the PC slab with r = 0.55 µm.
To model the effect of surface roughness, a reduced-domain structure with periodic
boundaries was used. For software design reasons, this particular model was rotated
90◦ to the model in figure 3.3(b). The Ge slab was parallel to the (x, z) plane
between −TGe/2 ≤ y ≤ TGe/2 and the excitation pulse emanated in the −y
direction. The Ge slab was separated into rectangular prisms of 0.374 µm width
in x, and of 0.324 µm length in z. While keeping the buried interfaces smooth,
artificial roughness was introduced at the air/Ge interface. This was achieved by
modulating the height of the Ge elements with a uniformly-distributed pseudo-
random sequence. The inset to figure 3.19(a) shows a perspective view of the
model. The effects of different modulation amplitudes and different pseudo-random
sequences were investigated.
Given that these mid-infrared designs require larger features than, for example
PCs at visible wavelengths, the quality of the air hole fabrication should be
comparatively high. One parameter that usually requires optimisation is the cross-
sectional etching profile. It can be difficult to obtain vertical sidewalls [49], so the
influence of angled sidewalls on the transmittance was examined. The standard
reduced-domain structure shown in figure 3.3(b) was used for these simulations.
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Figure 3.17: Influence of inaccurate (a) Ge or (b) CaF2 thicknesses on the Ex field
through unpatterned dielectric layers. The nominal thicknesses for Ge and CaF2 are
each a quarter-wave (λ1/4), such that TGe = 0.375 µm and TCaF2 ≈ 1.07 µm, respectively.
The inset to (a) indicates the transmittance intensity below ideal quarter-wave layers.
Ideally, the sidewall angle (θ) should be 90◦, however if the top of the air hole is
larger than its base then θ < 90◦. The base of each hole was fixed at the nominal
radius (r) and the radius at the air/Ge interface was increased such that θ = 80◦
or 60◦. Two filter designs were modelled: r = 0.55 µm and r = 0.40 µm.
3.7.2 Results
The Ex field transmittance through the unpatterned Ge/CaF2 pair is shown in
figure 3.17. The intensity spectrum for ideal slab and cladding thicknesses is shown
in the inset to figure 3.17(a). The broad Fabry-Pérot resonance is evident and
the minimum transmittance at 6 µm provides the low background in the GMRF
designs. The stop-band, however, does not provide a complete transmittance null.
This is due to the index asymmetry in the structure. When the Ge thickness
deviates from λ1/4, the broad spectrum is shifted because the actual TGe value is
now a quarter-wave for a different free-space wavelength. Figure 3.17(a) shows
that a 20% (75 nm) decrease in TGe shifts the transmittance minimum to about
5.4 µm. TGe = 300 nm is actually the quarter-wave thickness for 4.8 µm, but the
CaF2 thickness is still designed for a 6 µm wavelength so an average spectrum is
observed. Increasing TGe to 450 nm shifts the minimum to 6.7 µm, which is less
than 7.2 µm for the same reason.
The influence of varying the CaF2 thickness around the λ1/4 value is also considered.
Here, a 20% thickness error corresponds to an error of 214 nm. Fixed percentage
errors are seen in some thin film deposition where restrictions on in-situ monitoring
mean that pre-determined deposition rates are used. Although 214 nm is a larger
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Figure 3.18: Influence of layer thickness on transmittance in the finite-domain structure.
The Ex field spectra in (a) show the effects of ±20% error in TGe with TCaF2 = λ1/4,
whereas the spectra in (b) show the effects of ±20% error in TCaF2 with TGe = λ1/4.
absolute deviation than in the Ge case, the low CaF2 index means that similar
effects on the transmittance are observed. The red and blue curves in figure 3.17(b)
have minima at about 5.5 µm and 6.7 µm, respectively. For errors in either TGe or
TCaF2 , there are only minor changes in the depth of the minimum transmittance.
The quarter-wave design produces the lowest dip transmittance, but the minimum
Ex field (intensity) is increased by 2% (4%) at worst. The height of the short-
wavelength Fabry-Pérot peaks are also affected by thickness errors. Simultaneous
variations in Ge and CaF2 thicknesses will result in further differences that could
degrade the low background around the 6 µm resonance.
Whereas the Fabry-Pérot background is sensitive to variations in either film
thickness, the GMR peak wavelength is only sensitive to the thickness of the Ge
slab. Figure 3.18(a) shows the Ex transmittance through the r = 0.55 µm design
with ±20% variations in TGe, while TCaF2 = λ1/4. The shift in the broad background
is again evident, most clearly at long wavelengths. When TGe = 0.3 µm, the GMR
transmittance peak is blue-shifted by 0.42 µm and the peak field decreases by
7%. Increasing TGe to 0.45 µm, however, red-shifts the resonance peak by 0.36
µm with respect to the original resonance. This red shift is accompanied by a 5%
increase in peak height and could actually produce a more sensitive detector. This
effect cannot be expected for all filter designs, since the peak height was found to be
strongly dependent on r in section 3.4. Similar sensitivities to TGe are also observed
in the other spectral features, particularly the GMR at about 3.9 µm. The design
peak is less sensitive to errors in TCaF2 . Figure 3.18(b) shows the Ex transmittance
when the cladding films are 20% thinner or thicker than λ1/4; the peak wavelength
is only shifted by 10 nm or 20 nm in these respective cases. The CaF2 thickness is
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Figure 3.19: Effect of surface roughness on the transmittance in a rotated, reduced-
domain structure. The Ge slab was partitioned into rectangles and the height of each
grain was determined with a uniformly-distributed pseudo-random sequence of amplitude
A. The effect of increasing A is shown in (a), and the inset shows a perspective view of
the structure with 2A = 300 nm. In (b), four different pseudo-random sequences with
2A = 300 nm are compared to the structure with a smooth air/Ge interface.
critical to the broad Fabry-Pérot resonance but it is less significant here because
the guided resonance is localised in the PC slab. The peak transmittance height is
influenced by TCaF2 . This height increases with cladding thickness, as for increasing
slab thickness.
Figure 3.19 shows the effect of surface roughness on the GMR. The thickness
of each 0.374 × 0.324 µm Ge element was randomly varied around λ1/4 = 375
nm. The thicknesses were uniformly distributed between λ1/4 − A and λ1/4 + A,
where A is the amplitude of the pseudo-random sequence. In figure 3.19(a), the
transmittance spectra with increasing roughness are shown. The four spectra
indicate no roughness, A = 50 nm, A = 100 nm and A = 150 nm. The latter,
for example, is the roughest case with 225 < TGe < 525 nm, and a perspective
view of this structure is shown in the inset. In a real device, the surface height
variation would probably follow a normal distribution, but a uniformly-distributed
height should still indicate the effects of roughness on filter performance. Generally,
roughness measurements are expressed as the root-mean-square (RMS) variation
in height, which is denoted Rq. For comparison, uniform distributions with A = 50
nm, A = 100 nm and A = 150 nm have population Rq roughnesses of about 29
nm, 58 nm and 87 nm, respectively.
The peak transmittance in figure 3.19(a) is blue shifted and monotonically decreases
in height as the roughness increases. Given the large roughness introduced,
however, the degradation of the resonance is not too significant. In the worst
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Figure 3.20: Effect of angled sidewalls in the cylindrical air holes of the reduced periodic
structure. The base of each hole was fixed at the nominal radius (r), which is 0.55 µm
in (a) and 0.40 µm in (b). The inset to (a) shows a refractive index (n) map through
y = 0 for r = 0.55 µm, and θ = 80◦ is shown by the black dot. The inset to (b) shows a
perspective view with r = 0.40 µm and θ = 60◦.
case, for A = 150 nm, the peak Ex transmitted to QD depths is only diminished
by 16% and the red-shift is about 0.1 µm. Of course, a spectral shift of this size
may be significant in a hyperspectral imaging array, but if all devices are shifted
by the same amount, then the spectral separation may not be degraded. It is also
interesting to note the appearance of other small features with increasing roughness,
such as those around 5.0 µm and 6.8 µm. These features degrade the free-spectral
range of the resonance and could increase the spectral overlap with other filter
designs. As discussed in section 3.4, this could degrade the spectral resolution
in hyperspectral imaging systems, although it is unlikely that the actual surface
roughness would be this high.
Figure 3.19(b) shows the effect of different pseudo-random sequences. For all
spectra, the roughness is fixed at A = 150 nm and the different curves represent
different realisations of this roughness. The amount of red shift in the GMR is
similar in all cases, but the peak heights vary. For one of the sequences, denoted
set 2, the Ex peak actually increases with the rougher Ge film. In all of these
simulations, a reduced-domain structure with periodic boundaries was used. A
larger structure with PML boundaries and different sized Ge elements could be
used to further examine the influence of roughness, however this may require more
computational resources.
The final fabrication issue investigated by FDTD was the sidewall angle (θ) of the
air holes. Non-vertical sidewalls result in frustrum-shaped instead of cylindrical
holes and this can affect the filter performance. In figure 3.20(a), the ideal r =
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0.55 µm design with θ = 90◦ is compared with the θ = 80◦ and the θ = 60◦ cases.
The inset shows the y = 0 index map through one of the holes for the 80◦ case,
where θ is indicate by the black dot. The transmittance peak at 6 µm is shifted to
shorter wavelengths as θ decreases. This is due to the tunability of these designs
that was discussed in section 3.4. The radius at the base of each hole is fixed at
r = 0.55 µm, but the radius at the surface, and indeed the average hole radius
increases as the sidewall becomes sloped. A filter with θ 6= 90◦ exhibits traits that
are an average of different r designs. Not only is the Ex peak blue-shifted, but the
transmittance height decreases and the linewidth increases as θ becomes smaller.
In contrast, the peak height for r = 0.40 µm shown in figure 3.20(b) actually
increases as the sidewalls become more sloped. This can be understood by
considering the average hole radii in these designs, which are 0.43 µm and 0.51 µm
for θ = 80◦ and θ = 60◦, respectively. From figure 3.8, it was clear that the strongest
transmittance peaks were observed for the r ≈ 0.6 µm designs. Non-vertical
sidewalls cause this particular design to approach this maximum. Furthermore, the
narrowest GMR linewidths occur for r ≈ 0.55 µm whereas the r = 0.40 µm design
in figure 3.8(a) had the widest transmittance peak. It is not completely surprising,
then, that the θ = 80◦ peak in figure 3.20(b) has a slightly lower FWHM than the
vertical-sidewall case. When θ is decreased to 60◦, however, the FWHM increases
back to the 90◦ value, and it is expected that further decreases in θ would result in
an even broader peak. The different radii that are present in the frustrum-shaped
holes lead to a superposition of the resonances from each radius, so eventually this
effect will outweigh the spectral narrowing that is expected with r ≈ 0.55 µm.
Clearly these filters can be sensitive to some subtleties in the morphology of
fabricated devices. Angled sidewalls, surface roughness and under-deposition of
the Ge slab can all lead to a blue-shifted resonance peak, whereas a slab that is too
thick will shift the peak to longer wavelengths. Small errors in these dimensions can
be tolerated, and if imperfections occur equally over all designs in a hyperspectral
system then a consistent spectral shift may be even less problematic. It was also
found that the CaF2 thickness does not affect the GMR wavelength, although
significant deviations from λ1/4 will affect the Fabry-Pérot background. The changes
in peak transmittance height due to fabrication imperfections cannot be generalised
for all r. Some changes may actually increase the resonance in specific designs but
these should be considered on a case-by-case basis.
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3.8 Design improvements and conclusions
The guided-mode resonance that has been chosen for these transmission filters was
found to be insensitive to polarisation and no spectral shift was observed for a 5◦
angle of incidence. It is relatively unaffected by moderate deficiencies in fabrication,
such as roughness and sidewall angle. It does not require suspended membranes or
moving elements, which should facilitate fabrication and produce a robust design.
In addition, the resonance wavelength can be tuned within the QDIP photoresponse
by only altering the radius of the air holes. This allows the filtered wavelengths to
be chosen for various applications with only one change in the fabrication process.
The free-spectral range covers the entire spectrum of the QDIP photoresponse, and
this allows a single GMR to be harnessed.
These are all positive attributes of the GMRF-QDIP design, but there are
also undesirable characteristics. Firstly, there is no enhancement at the peak
transmittance wavelength. Instead a significant proportion of the light is reflected
and this will ultimately lead to a smaller signal-to-noise ratio in each detector.
It has been shown that the spectral shape changes with depth and for the finite-
domain structure, the modulated power may be strongest inside the CaF2 cladding.
In order to decrease the distance between the QDs and the PC slab, the thickness
of the top contact layer in the QDIPs could be reduced from 300 nm to 100 nm.
The CaF2 thickness does not affect the peak position, but a 20% thinner cladding
actually produced a weaker resonance. It is possible that a much thinner cladding
could strengthen the resonance as the QDs approach the Ge slab, but this should
be investigated further. Another approach is to add a standard anti-reflection layer
to increase the transmittance reaching the QDs [50]. Placing this between the CaF2
and the GaAs should not affect the resonance in the Ge slab. On the other hand,
it may also increase the background transmittance adjacent to the GMR peak.
The spectral selectivity of different devices relies on a strong bandpass resonance
and a low background transmittance. The low background in this design is assisted
by the quarter-wavelength dielectrics, which function like a single period of a DBR.
The surrounding media (the air and GaAs) have different refractive indices and this
asymmetrical structure cannot provide a null transmittance near the resonance.
This leads to a finite background in the predicted spectral response that is common
to all designs, and its area is at best 40% of the peak area. Practically, the
overlapping background could be minimised by operating different QDIPs in a
differential mode [51] or by post-processing an entire hyperspectral dataset. This
thesis has focussed on approaches to improve the design at device level. The
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Figure 3.21: Effect of additional Ge (H) or CaF2 (L) dielectric layers on the transmittance
(electric field) spectrum at QD depths. The black solid line shows transmittance through
the standard Ge/CaF2/GaAs structure. In this case, only the surface photonic-crystal
slab (PCS) is patterned, whereas 2× PCS indicates that two Ge layers contain holes.
fabrication benefits of few-layer designs have been discussed, however GMRFs have
previously been reported using multiple dielectric layers [14]. It is well known that
the reflectivity of DBRs increases with the number of dielectric pairs, so a set of
FDTD simulations was performed to see if more filter layers could improve the
design of these filters. A reduced-domain structure with periodic boundaries was
examined and the transmittance spectra are shown in figure 3.21. The TE plane
wave was launched from further away and a second Ge/CaF2 pair was stacked on
top of the structure.
Compared to the standard single-period design, which is denoted (HL)GaAs, the
(HLHL)GaAs double-period designs provide a much lower background. At 5.5 µm,
the Ex has been halved, so the four-fold reduction in the power transmitted at
these wavelengths is an improvement. Unfortunately, the resonance height has
also decreased. Figure 3.21 shows spectra for double-period designs with one
and two photonic-crystal slabs (PCS). The 2 × PCS design has air-filled holes
in the surface layer and CaF2-filled holes in the buried Ge layer. The 1 × PCS
double-period design indicates that only the surface Ge layer is patterned with air
holes and the buried Ge is a continuous layer. The latter approach is easier to
fabricate, however the resonance height is even less than the 2×PCS design. Both
of these double-period structures have also resulted in a splitting of the design
transmittance peak and this has two drawbacks. Firstly the energy around the
132
3.8  Design improvements and conclusions
principal peak has been diminished, which is shown by the narrower linewidths and
would lead to less-sensitive detectors. Secondly, the longer-wavelength resonance
peak is still present within the QDIP spectral response. This equates to a loss
of free-spectral range that could result in more overlap between designs, and this
is exactly what the extra layers were intended to improve. The fourth spectrum
shown is a purely symmetrical structure; a single CaF2 layer separates two Ge slabs
that have been patterned with air holes. Both the Fabry-Pérot peak at shorter
wavelengths and the design GMR have a higher Ex transmittance. This spectrum
also shows that the resonance is still split into two peaks, so the splitting is not
caused by the asymmetrical design. Another simulation (not shown) indicated that
three symmetrical slabs will not provide a single transmittance peak either, so it
is clear that increasing the number of dielectric layers cannot improve the device
design.
This chapter has examined the behaviour of a guided-mode resonance in the context
of bandpass filters for hyperspectral imaging in the mid-wavelength infrared.
Tuning was achieved by varying the hole radius and the period was held constant
at a = 3.4 µm. This period was selected from preliminary FDTD simulations. The
transmittance was maximised for r = 0.6 µm, for which the peak was tuned to
λp = 5.97 µm. When r deviates from this optimum, the peak height decreases and
these devices will not be as sensitive. Further modelling could be performed to
optimise these different bands, for example by adjusting (a, r) together.
This resonance is easily tunable to other wavelengths for integration with different
detector modalities. For example, choosing a = 2.5 µm, r = 0.42 µm and h = 0.25
µm produces a resonance at λp = 4.3 µm, which could be useful for CO2 monitoring
[52]. In fact, transmittance filters with λp/a ≈ 1.8 were concurrently reported for
other mid-infrared wavelengths [25, 53], and also in the terahertz regime [26]. Some
designs utilise thicker PC slabs than the h/a ≈ 0.1 design studied here, but apart
from these differences it appears that this GMR is applicable to many applications.
It is relatively easy to propose a design and produce simulation results but there is
a plethora of fabrication issues that have not yet been considered. The properties
of the materials required to fabricate the triangular-lattice GMRF will next be
investigated.
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Dielectric thin films for infrared filters
T
his chapter focusses on the dielectric materials needed to fabricate
the guided-mode resonance filters (GMRFs). Initially, the important
materials properties in the literature will be examined. The rationale
behind choosing germanium and calcium fluoride for the slab and
cladding layers, respectively, will be explained. The optical properties and
chemical composition measured from room-temperature deposited films are then
compared. Atomic-force and scanning-electron microscopies are used to examine
the morphology of Ge/CaFx structures using different deposition conditions.
Finally, the infrared transmittance through an unpatterned dielectric pair is
compared with the simulated results.
Throughout this chapter, the compatibility with quantum dot infrared photodetec-
tors (QDIPs) is a primary consideration. In order to develop hyperspectral infrared
sensors, the GMRFs must be suitable for standard processing techniques. This
influences the choice of deposition parameters and the selection of the materials
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themselves. To employ guided-mode resonances (GMRs) for bandpass filters, the
patterned slab should be made from a material with a high refractive index, as
discussed in chapter 3. Furthermore, this slab should be surrounded by low-index
media. For these filters to be compatible with QDIP and focal-plane array (FPA)
fabrication processes, the slab should be deposited on a low-index cladding layer.
The photonic crystal (PC) holes and the region above the slab will be composed
of air.
The n-i-n QDIP structures are grown by metal-organic chemical vapour deposition
(MOCVD) before any of the other device processing steps. One approach to
fabricate the dielectric slab and cladding would be to grow epitaxial layers on top
of the standard QDIP. Many III-V materials are transparent across the relevant
infrared (IR) wavelengths and a couple of these are shown in figure 4.1. Most
III-V materials have rather high refractive indices and are not suitable for the
cladding layer unless additional processing is carried out. In the fabrication of
optoelectronic devices, AlAs layers can be oxidised, which decreases the refractive
index from 2.9 to about 1.6 [1]. This is much less than the 6 µm index of GaAs
(n = 3.3). Distributed Bragg reflectors (DBRs) made from GaAs/AlOx require
less dielectric pairs than as-grown GaAs/AlAs DBRs because the index contrast
is so high. For example, the DBR example shown in section 1.7 exhibits high
reflectivity, and the refractive indices correspond to GaAs/AlOx layers. Steam
oxidation is used to fabricate the low-index layers, and this would be performed
after etching the QDIP mesas if AlOx were used as the GMRF cladding. This is
a difficult procedure for small laser structures and may be further complicated in
relatively large QDIP devices [1]. For this reason, a different approach was chosen to
fabricate the dielectric materials, even though simulations show that a GaAs/AlOx
pair can be used in GMRF designs. Instead, electron-beam evaporation and sputter
deposition are used to deposit dielectric materials after the QDIP device has been
fabricated. This may be a simpler fabrication procedure and also allows materials
to be used that have an even higher refractive-index contrast.
4.1 Selecting materials for guided-mode resonance filters
4.1.1 Optical properties at infrared wavelengths
The standard QDIPs exhibit a peak photoresponse wavelength (λp) of about 6
µm, with a full-width at half-maximum (FWHM) linewidth (∆λ) of nearly 2
µm. Clearly, the optical properties of dielectric materials at these wavelengths are
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Figure 4.1: The transparency range of optical materials across ultraviolet, visible and
infrared wavelengths. The blue bars ending in a wavy line indicate that this transmission
cutoff is approximate, whereas a vertical end indicates a more precise wavelength. An
arrow indicates that the material may be transparent over a longer range, however
the cutoff has not been accurately determined. The cutoff is defined as 10% external
transmittance through 2 mm thicknesses; reproduced from [2].
primary considerations. It has been previously noted that the GMRF design can be
scaled to different wavelengths, and could potentially be integrated with different
detector modalities. Given this flexibility, materials will be compared based on their
optical properties across the mid-wavelength infrared (MWIR) and long-wavelength
infrared (LWIR) bands. At these wavelengths, a plethora of optical materials is
available. As well as glasses, compounds that may be classed as semiconductors or
ionic compounds in other circumstances can also be transparent to IR radiation.
These are simply referred to as dielectrics here. The transmission regions of various
optical materials are shown in figure 4.1. The materials have been arranged in
order of increasing long-wavelength cutoff. Note that the definition of the cutoff
wavelength will vary for different material thicknesses and different applications.
Given the QDIP spectral response, the materials near the top-left of figure 4.1 are
clearly unsuitable for these filters. Whereas silica and quartz are commonly used
for optics at visible or shorter infrared wavelengths, the transmission range does
not extend far enough for them to be useful here. Even so, there are many other
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Figure 4.2: Refractive indices of selected bulk materials between the ultraviolet and
long-wave infrared bands. These include glasses, semiconductors and ionic compounds,
however all exhibit dielectric properties at certain wavelengths. Remastered from [3].
materials that are transparent across the MWIR and LWIR. To further differentiate
between these, the (real) refractive index (n) is considered. The refractive indices
across ultraviolet, visible and IR wavelengths for several materials are displayed in
figure 4.2. While this is not a complete set of materials, there is clearly a broad
range of refractive indices. A material with a low index must be chosen for the
cladding between the slab and the QDIP. This will provide a high index-contrast
with the PC slab.
The material with the lowest refractive index in figure 4.2 is sodium fluoride, with
n = 1.29 at wavelengths around λ = 6 µm [4]. This was not included in figure
4.1, however NaF is transparent between about 0.14 µm and 11 µm [4]. Lithium
fluoride also has a low index (n = 1.30) but is only transparent between about
0.2 µm and 9.8 µm [2]. Fluorides of the alkaline earth metals also have relatively
low refractive indices at 6 µm, with n = 1.32, n = 1.39 and n = 1.44 for MgF2,
CaF2 and BaF2, respectively. The first two of these compounds are also known
as Irtran 1 and Irtran 3, respectively, which were the trade names of hot-pressed
material manufactured by Eastman Kodak. Depending on the definition of the
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cutoff wavelength, the transmission region quoted for these materials may differ
between sources. Generally, the long-wavelength cutoff for MgF2 is between 7.5
µm and 9 µm, for CaF2 it is between 10 µm and 12 µm, and for BaF2 it is between
10.4 µm and 15 µm.
It is clear that chemically-similar materials often have similar optical properties.
The latter three materials are suitable for the MWIR band, however MgF2 does
not transmit in the LWIR and CaF2 may not be ideal for these applications either.
Figure 4.1 shows that some other groups of materials are transparent far into the
IR spectrum, including a range of halide compounds. KRS-5, which is a mixture
of TlBr and TlI, is a common IR material, however its refractive index of 2.38 at
6 µm means it is not suitable for the cladding layer in these filters [5]. A similar
conclusion can be reached for the other thallium-halide materials. The potassium
halides are also transparent to long wavelengths and have lower refractive indices.
The lowest, with n = 1.47 at 6 µm, is KCl and it is transparent to at least 20
µm [6]. None of the other materials with long cutoff wavelengths in figure 4.1 have
particularly low refractive indices. Sodium-aluminium fluoride compounds such as
cryolite and chiolite are not shown, but they typically exhibit n ≈ 1.35 [2]. They
are transparent up to about 10 µm, however an absorption band is observed near 6
µm for AlF3 (which has n ≈ 1.39), so these materials are not ideal for integration
with QDIPs [7]. Even so, there are many materials that are optically suitable
for use as the cladding layer. These are IR-transparent materials with refractive
indices between 1.3 and 1.5 and none of these stand out above the others in terms
of the optical properties alone.
For the PC slab, there are several high-index candidates that are not limited by
their cutoff wavelengths. As indicated by figure 4.2, Ge and Si have refractive
indices of 4.01 and 3.43, respectively, at λ = 6 µm [2]. Furthermore, these two
semiconductors are transparent at MWIR and LWIR wavelengths, so they exhibit
dielectric properties in this context. Their refractive indices are far higher than any
of the other materials shown, although some notable candidates have been omitted.
Several III-V materials have similar indices to Si. For example, the refractive index
of GaAs at 6 µm has been reported to be about 3.29–3.34 [2, 8], and it transmits
over a similar range of IR wavelengths to Si. Telluride compounds are also worth
examining. Te itself exhibits considerable anisotropy in n, which varies from 4.85
to 6.31 at 6 µm depending on the crystal orientation [2]. The index of amorphous
Te is often at the lower end of this range [9], but is still far higher than the materials
shown in figure 4.2. Figure 4.1 does not show the entire transparency range of Te,
however it is reportedly transparent to 20 µm [9]. CdTe (Irtran 6) is transparent
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across the entire MWIR and LWIR, however the lower refractive index of 2.69
means that it is not suitable for the high-index slab [10]. On the other hand, PbTe
is transparent from λ = 3.9 µm to at least 20 µm, and has a very high index of
n = 5.10 at 6 µm [2]. On optical properties alone, Te or PbTe may be the best
materials from which to fabricate the PC slab, followed by Ge and then Si or GaAs.
4.1.2 Other pertinent materials properties
There are many other properties of optical materials that might be considered,
depending on the specific application. The lattice constant, stiffness and strength
are often considered for substrate materials. The thermal expansion coefficients
and thermal conductivities might also be compared. For deposited IR materials
that are somewhat more porous than their bulk counterparts, the solubility and
stress are worthwhile considerations. Many of the low-index materials that have
been introduced have high affinities for H2O and need to be operated in a dry
environment.
The two lowest index materials discussed in the previous section are NaF and LiF,
and these have room-temperature solubilities of 4.22 g/(100 g H2O) and 0.27 g/(100
g H2O), respectively [2]. For comparison, NaCl (n = 1.54) has a solubility of 35.7
g/(100 g H2O). Although these three values differ across two orders of magnitude, it
is clear that all these materials are hygroscopic. The potassium-halide compounds
are also highly soluble. KCl has a lower solubility (and refractive index) than KBr
or KI, however its solubility is still 34.7 g/(100 g H2O) [2]. Filters made from these
salts may be very short-lived unless they are kept dry, and this would also limit
the solvents used during fabrication. In this respect, the alkali-halide compounds
are not suitable for the cladding layer in the GMR bandpass filters. Cryolite and
chiolite are also “somewhat hygroscopic” [11]. Given the AlF3 IR absorption near
6 µm, they will not be considered any further, however they are useful in some
applications given their optical properties.
The fluorides of the alkaline earth metals were also found to have low refractive
indices and they exhibit lower solubilities as well. MgF2 (Irtran 1) is considered
insoluble, however it has been shown to have a limited transparency range. CaF2
has a solubility of 0.0017 g/(100 g H2O) at 299 K, which is very low [2]. Actually,
Irtran 3 (hot-pressed CaF2) has also been described as insoluble [2]. BaF2 has
a higher solubility of 0.17 g/(100 g H2O), which is similar to that of LiF. This
is low enough for bulk BaF2 to be used in IR optics, however porous films may
actually be more hygroscopic than the bulk material so they may not be as durable.
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Although BaF2 is transparent across more of the LWIR, CaF2 is better suited for
filter longevity.
From all this information, it is clear that CaF2 meets the requirements for the
cladding layer. It is transparent across the entire QDIP spectral range, has a
refractive index (n = 1.39) lower than that of BaF2 and it is virtually insoluble in
water. The stress in deposited films can often indicate whether a structure might
fail and will be discussed further in section 4.3.3. Evaporated CaF2 can exhibit
very high tensile stress if the film is thin. This reportedly decreases with thickness
and may not be significant in a quarter-wave layer for a free-space wavelength of
6 µm [11].
In terms of the high-index dielectric for the PC slab, Te, PbTe and Ge were found to
have the most attractive optical properties. Te and CdTe (Irtran 6) are insoluble in
water, and the same is presumably true for PbTe. These materials are softer than
Ge, and some of the processing difficulties associated with telluride compounds
were discussed in chapter 1. Ge is commonly used in microelectronics and IR
applications and is also insoluble in water. Although it has a lower refractive
index, these other properties make Ge a more attractive material than Te or PbTe,
which may be difficult to deposit. Ge also has a higher index than Si and GaAs,
which have similar materials properties. Evaporated Ge reaches a maximum tensile
stress at about 100 nm, and this magnitude may decrease slightly for the quarter-
wavelength thickness of 375 nm required here [11]. Sputter-deposited Ge, however,
is more likely to be compressively stressed [12]. In the following section, Ge and
CaF2 films deposited by these two methods are experimentally characterised.
4.2 Optical properties and composition of deposited films
4.2.1 Experimental procedure
Infrared ellipsometry and Rutherford backscattering spectrometry (RBS) were
used to measure the complex refractive index (n˜ = n + jk) and the atomic
composition of the dielectric films, respectively. By combining the RBS results
with an independent thickness measurement, the density of each deposited film
was then calculated. To improve the ellipsometry accuracy, relatively thick films
were deposited here even though quarter-wavelength thicknesses are required for
the GMRF designs. Standard deposition procedures were chosen and Si substrates
were used for both ellipsometry and RBS. For independent thickness measurements
by optical and stylus profilometries, glass and Si pieces patterned with photoresist
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stripes were used and this procedure is detailed in chapter 2.
To deposit the sputtered Ge, the RF power was ramped to 120 W and applied
across a Ge target clamped in a magnetron gun. The Ar flow was 20 sccm and the
actual deposition pressure was 3.7 mTorr. The observed DC bias was 81 V, the
reflected power was 0 W and the substrate temperature was about 19 ◦C. Ge was
deposited for 7 hours and this procedure was relatively straight-forward. Sputter
deposition of CaFx is much slower; this film was deposited for 22 hours with 270
W applied across the target. The DC bias increased from 115 V to 149 V during
deposition and the reflected power ranged from 3 W to 6 W. The same Ar flow
and pressure were used and the substrate was not heated. These low-temperature
depositions are compatible with photoresist lift-off procedures, and this is useful
for integrating the bandpass filters with QDIPs.
Similar thicknesses of Ge and CaFx were also deposited by electron-beam evapo-
ration. Before each run, the chamber was pumped to less than 1× 10−6 Torr. For
Ge evaporation, the filament current was 28.5 A, producing about 58 mA emission.
The Ge deposition rate was 18 Å/s, accounting for a tooling factor of 135%. For
the CaFx evaporation, the deposition rate was about 70 Å/s and the tooling factor
was found to be 188%. This is relatively fast, despite the filament and emission
currents only being 24.9 A and 6 mA, respectively.
After coating with Ge or CaFx, sections of each Si sample were sent to collaborators
at the University of Western Australia for characterisation by infrared ellipsometry,
as mentioned in chapter 2. A Sopra IRSE5E spectroscopic ellipsometer was used
and the dispersion properties were fitted across wavelengths between 2 µm and 12.2
µm. The complex dielectric function for a material can be expressed as ˜ = r + ji.
This is related to the refractive index by r = n2 − k2 and i = 2nk, since ˜ = n˜2.
The standard dielectric function modelled for each film was based on a Cauchy
Law, which is detailed in chapter 2. An IR tail was also added to each material,
where r = AIRλ2, AIR is a fitted parameter and i = 0. These were combined in the
software by summing the components of the dielectric function [13]. To improve
the accuracy of the two CaFx models, a Lorentzian peak, which contains real (r)
and imaginary (i) terms, was also added to the dielectric functions. The extinction
coefficient in each Ge film was simply modelled with the Cauchy equation k = D/λ,
where D is a fitting constant.
Nearby pieces of each sample were compositionally analysed by RBS, which was
also introduced in chapter 2. He+ particles were accelerated to 2 MeV and the
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Figure 4.3: Optical constants for the deposited Ge films measured by infrared ellipsome-
try. The real part of the refractive indices (n) are given in (a) and the extracted extinction
coefficients (k) are given in (b). The evaporated Ge can be considered to have negligible
absorption (k = 0) at these wavelengths.
beam was aligned through a set of 1.0 mm and 1.5 mm apertures. During each
measurement, the substrate was tilted in a discrete-step elliptical-precession orbit
to ensure that minimal channelling would occur in the Si substrate. The backscatter
detector was positioned 12◦ to the beam axis. For each measurement, 40 µC was
collected and the Rutherford universal manipulation program (RUMP) [14] was
used to fit the results.
4.2.2 Results and discussion
The optical constants derived from the ellipsometry measurements on the Ge films
are shown in figure 4.3, across the wavelengths relevant to the standard QDIP.
Figure 4.3(a) shows that the real refractive index (n) is larger in the sputtered
Ge than in the evaporated Ge, however both curves are higher (for all λ) than
crystalline Ge. The refractive index of the latter (not shown) is relatively constant
with wavelength, but decreases monotonically from 4.045 at 3 µm to 4.003 at
10 µm [2]. The shape of this dispersion (a negative but increasing dispersion
coefficient) resembles that of the sputter-deposited Ge in figure 4.3(a), even though
the electron-beam evaporated film exhibits n values closer to bulk Ge.
Ge is expected to be transparent across these wavelengths and indeed the extinction
coefficient for each film is small, as shown in figure 4.3(b). The data generated for
the evaporated Ge is actually negative, however the magnitude is reasonably small
and this is within the measurement uncertainty. Amplification is unlikely in these
films, so it is expected that k > 0 [15]. For the purposes of this work, it is sufficient
to choose k = 0 and assume there is negligible absorption in this film. The n
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Figure 4.4: Optical constants for the deposited calcium fluoride films measured by
infrared ellipsometry. The real part of the refractive indices (n) are given in (a) and the
extracted extinction coefficients (k) are given in (b). These wavelengths are relevant to
the guided-mode resonance filters.
and k values at λ = 6 µm for each film will be given in table 4.1. The absorption
coefficient (α) is related to the extinction coefficient by α = 4pik/λ [16]. The single-
pass absorption in these films is given by the Beer-Lambert law, and is about 6%
for a quarter-wavelength (343 nm) film of sputtered Ge. It should be noted that
absorption can be more significant than this estimate, particularly in interference
filters [17].
The n and k curves determined for the calcium fluoride films are shown in figures
4.4(a) and 4.4(b), respectively. The real refractive index for crystalline CaF2 lies
in-between these n values, and decreases monotonically from 1.418 at λ = 3 µm
to about 1.327 at 9 µm [2]. This is a more substantial decrease in index with
wavelength than that reported for crystalline Ge. The bulk CaF2 dispersion curve
becomes steeper with λ, indicating a negative and decreasing dispersion coefficient.
It has previously been reported that evaporated calcium fluoride has at least a 12%
lower index than bulk crystal [11]. This is in very good agreement with the value
of n = 1.22 measured here for λ = 6 µm. On the other hand, the sputter-deposited
CaFx has a higher refractive index than crystalline CaF2, with n = 1.51 at 6 µm.
The sputtered film also has a much higher extinction coefficient than the evaporated
CaFx. Crystalline CaF2 is transparent across the wavelengths shown in figure
4.4(b), however the sputtered film exhibits a peak of k = 0.29 at λ = 4.7 µm. At
6 µm, the absorption coefficient is α = 0.59 cm−1 and for a quarter-wave (992 nm)
layer, this corresponds to a single-pass absorption of 44%. This is very high and
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would clearly be detrimental to the performance of the integrated devices. On the
other hand, the evaporated CaFx has a much lower extinction coefficient, which
peaks (for the relevant spectral region) at 7.5 µm, with k = 0.017. At 6 µm,
k = 0.010, α = 0.021 cm−1 and the single-pass absorption is only about 3%. To
understand these vastly different optical properties, the composition of each film
was analysed.
The RBS spectra for the Ge films are shown in figure 4.5. The linear energy
calibration has been empirically determined as E = 4.99(C) + 156.5, where E is
the backscatter energy in MeV and C ∈ [1, 512] is the detection channel. The raw
yield at each energy has been normalised to the beam dose, solid angle and the
channel energy-width according to the RUMP documentation [18]. RBS analysis
is ideally suited to thinner films, however it is still very useful for the general
comparison of evaporated and sputtered material. The range of backscattered
energies is indicated by the spectral width. By fitting a simulation model, the
areal density of each film is determined, which is the product of the volume atomic
density and the thickness. These densities are summarised in table 4.1.
Sputter deposition in Ar leads to the incorporation of Ar in the films themselves
and RBS can accurately determine its concentration if the matrix material has
lower atomic mass [19]. However, this is not the case for Ge films and figure
4.5(a) shows that the backscatter energies from Ar are less than that of Ge. The
range of energies resulting from Ge in the film range from about 0.8 MeV to 1.6
MeV, whereas Ar atoms produce backscatter energies between about 0.6 MeV and
1.3 MeV. There is a significant amount of overlap between these elements, which
makes it difficult to accurately determine the Ar concentration. RBS has also been
performed on other materials sputtered under similar conditions, such as those
discussed in chapter 6. Based on these results, the sputtered Ge was modelled
with about one atomic per cent Ar. This was used to generate the simulated
spectrum shown by the black broken line in figure 4.5(a). The low-energy feature
on the left is produced by multiple scattering events in the Si substrate. The inset
to figure 4.5(a) shows the region between the Ge and Si backscatter energies. A
low background yield is observed, which allows the back edge of the Ar band to
be examined. The position of the simulated edge is in very good agreement with
a change in the measured yield, confirming that Ar is present in the sputtered Ge.
Despite the higher background, the observed change in normalised yield is about
0.2, whereas the simulated spectrum for 1% Ar leads to a change of about 0.3. This
suggests that the actual amount of Ar may be less than 1%, but in the absence of
an accurate measurement this will be maintained as an approximate concentration.
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Figure 4.5: Rutherford backscattering spectra measured from deposited Ge on Si
substrates. The theoretical backscatter energies from elements at the film surface are
shown by the grey lines. The data and simulation for sputter-deposited Ge are shown
in (a), and the inset shows an enlarged view of the Ar band at the Si interface. The
experimental data and simulation for electron-beam evaporated Ge are shown in (b).
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Figure 4.6: Rutherford backscattering spectra measured from deposited calcium fluoride
on Si substrates. The theoretical backscatter energies from elements at the film surface
are shown by the grey lines and it is clear that Ar cannot be distinguished from Ca. The
experimental data and simulation for sputter-deposited CaFx are shown in (a) while the
spectra for electron-beam evaporated CaFx are shown in (b).
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The deposited calcium fluoride films were also analysed by RBS, and these spectra
are displayed in figure 4.6. The same energy calibration has been used and the
normalised yield is shown. Whereas the two Ge films produced similar spectra, the
CaFx spectra differ because the areal density in the sputter-deposited film is much
higher. The model used to simulate this film again incorporates about 1 atomic
per cent Ar, although accurately measuring this is even more problematic than in
the sputtered Ge. Figure 4.6(a) shows that the backscatter energies from Ar and
Ca atoms are very similar (in fact these energies only differ by 2 keV) because each
element has a molar mass of about 40 g. Again, the precise Ar concentration has
little consequence so 1% is maintained as an approximation. In figure 4.6(b), the
concentration of Ca is indicated by the yield between about 0.8 MeV and 1.35 MeV,
whereas the concentration of F is indicated by the yield between about 0.4 MeV
and 0.85 MeV. The simulated curves for the sputtered and evaporated CaFx films
were fitted with stoichiometries of x = 1.7± 0.05 and x = 1.8± 0.05, respectively.
Clearly these films are both substoichiometric and this is likely to affect the optical
properties.
The four film thicknesses given in table 4.1 were measured by stylus profilometry
after lift-off of the photoresist stripes. In the evaporated films, which is a line-
of-sight deposition process, the thicknesses were also measured across the sample-
clip shadows. The uncertainty of 20 nm is larger than other measurements with
this technique. This is attributed to actual variations across the films, which are
relatively thick. Optical profilometry was also used to measure these thicknesses,
and the determined values were between 1% and 3% thinner than the respective
stylus measurements. The four thicknesses were also independently measured
during spectroscopic ellipsometry. This gave a sputtered CaFx thickness that was
17% higher, and a sputtered Ge thickness that was 4% lower than the corresponding
stylus values. The ellipsometric thicknesses for the electron-beam evaporated films
were each 4% higher than stylus profilometry. Given the reasonable agreement
between the two surface profiling techniques, the stylus-profiler values were chosen
for simplicity and consistency with other studies.
From these thicknesses and the RBS results, the atomic volume density for each
deposited film was extracted. The propagated uncertainties in these values are all
less than 3%. Incorporating the CaFx stoichiometries, the mass-volume densities
were calculated and the uncertainties in these are at most 5%. These values can
be directly compared with the densities of crystalline Ge and CaF2, which are also
included in table 4.1. For both of the sputtered films, the deposited material is
nearly as dense as the bulk value. The evaporated films are not as dense, probably
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Table 4.1: Optical and compositional properties of the deposited films. The real (n)
and imaginary (k) components of the refractive index are given at a wavelength of 6 µm.
Each thickness was measured by stylus profilometry then combined with the composition
to extract the film density.
Germanium Calcium fluoride
Property (Units) Sputtered Evaporated Sputtered Evaporated
n, λ = 6 µm – 4.37 4.12 1.51 1.22
k, λ = 6 µm – 0.09 0.0 0.28 0.01
Stoichiometry† – – – 1.70 ± 0.05 1.80 ± 0.05
Areal density (1018 cm−2) 5.65 ± 0.1 4.77 ± 0.1 11.60 ± 0.1 5.60 ± 0.1
Thickness (µm) 1.35 ± 0.02 1.29 ± 0.02 1.72 ± 0.02 1.55 ± 0.02
Atomic density (1022 cm−3) 4.19 ± 0.10 3.70 ± 0.10 6.74 ± 0.10 3.61 ± 0.08
Volume density (g cm−3) 5.02 ± 0.12 4.46 ± 0.12 3.02 ± 0.13 1.59 ± 0.07
Bulk density [2] (g cm−3) 5.33 5.33 3.18 3.18
† Defined here as x in CaFx. The sputter-deposited films contain approximately 1 atom
per cent Ar. This has been omitted here for the sake of lucidity, but was included in the
volume-density calculations.
indicating significant porosity. This may also explain the lower n and k values
measured in these layers. Whereas the evaporated Ge is about 84% as dense as
crystalline Ge, the electron-beam evaporated CaFx is only half as dense as bulk
fluorite. A packing factor can be used to quantify the effect of voids on density [20].
Values of 70% are common in fluorides, however the evaporated films studied here
may be even more porous.
Sub-stoichiometric CaFx films are often produced by RF magnetron sputtering.
This is caused by the preferential resputtering of F atoms, whereas Ca is not mobile
at temperatures below 300 ◦C [21]. To compensate for this F-deficiency, CF4 can
be added to the Ar process gas. A mere 2% (by partial pressure) of CF4 has been
shown to increase x from 1.7 to about 2.0 [22]. It has also been reported that
increasing the separation between the substrate and plasma will improve the film
quality [21]. These studies show that sub-stoichiometric CaFx is a poor electrical
insulator, and the composition probably increases the optical constants as well.
As a result, the sputtered CaFx deposited here had a higher refractive index than
bulk CaF2, even though it is less dense. The high extinction coefficient in this
film may also be due to the low F concentration. The evaporated CaFx is also
sub-stoichiometric, although not to the same degree. This composition may also
tend to increase n and k, however this film has a very low density. Such a porous
film will have lower optical constants and this counteracts the sub-stoichiometry
in the electron-beam evaporated CaFx.
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Essentially, the best dielectric materials for these bandpass filters should provide
a high refractive index contrast and have minimal absorption. Choosing between
the two Ge films is not straight-forward, since the sputtered Ge will produce a
high-n slab but also introduce some absorption. The evaporated Ge has a lower n,
however this is still higher than the bulk value used for the simulations in chapter
3. As a result, GMRFs based on either of the Ge films may exhibit narrower
transmittance peaks and lower backgrounds than the design with n = 4.0. In the
case of the cladding layer, electron-beam evaporated CaFx seems more suitable
than the sputtered material, because it will produce a larger contrast in n and
introduce minimal loss.
There are other practical issues to consider for these filters. To ensure the QDIP
material is not altered and the films are conducive to lift-off fabrication, low
deposition temperatures have been chosen. The uniformity of the deposited layers
is also important for filter reproducibility and accuracy. In chapter 3, it was
found that the GMR wavelength was mainly influenced by the slab thickness,
however the peak height was affected by thickness-deviations in either dielectric
layer. Sputter deposition produces very uniform Ge layers, however a significant
variation is observed in the CaFx thickness across the sample plate. At a distance
of 4 cm from the centre, the thickness of the sputtered CaFx decreases by about
30% and the stoichiometry may be even worse. The QDIP samples used in this
thesis were typically less than 2 cm long and the film variation across this distance
is not as severe. All of the fluorite films analysed in this section were deposited
on Si substrates and were taken from the thickest region. No appreciable variation
was observed in the sputtered Ge films. Although sputtered CaFx might become
more uniform with parameter-optimisation, evaporated CaFx has been shown to
have suitable optical properties with a simple deposition procedure.
4.3 Morphology of germanium/calcium fluoride bilayers
4.3.1 Background
The morphology of deposited films can influence the stress, resilience and optical
properties. In the previous chapter, the GMRF was found to be insensitive to
moderate roughness on the slab surface, although the simulated structure was a
somewhat simplified case. Deposited Ge films have been studied for many decades,
however these studies are often focussed on conditions for epitaxial growth [24, 25].
These processes rely on high deposition temperatures that are not compatible with
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Figure 4.7: Structure-zone diagram of sputter-deposited films. The influence of
shadowing, surface-diffusion and bulk-diffusion processes are shown. These are governed
by the substrate temperature (TS) with respect to the condensate melting point (TM)
and also by the gas pressure. Reproduced from [20, 23].
lift-off fabrication. In the filters designed here, crystalline dielectric layers are not
required so the depositions have been performed without any substrate heating.
The microstructure in the deposited films may influence the optical properties of
the filter directly, and also indirectly by influencing the quality of the PC array.
When a deposited atom arrives at the substrate surface, its behaviour is governed
by four basic processes: shadowing, surface diffusion, bulk diffusion and desorption
[20]. Depending on the dominant mechanism, the growing film can take on
different characteristics. The diffusion and desorption processes are related to
the melting point (TM) of the condensate. The substrate temperature (TS)
influences the structure that evolves during deposition. Thick-film morphologies
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can be generalised by structure-zone models, which only depend on the deposition
temperature for evaporated films. Zone 1 structures exhibit distinct grains
with voided boundaries, zone 2 structures contain columnar grains with dense
boundaries and zone 3 structures contain very extensive grains. Evaporation
processes produce zone 1 structures when TS/TM < 0.3, zone 3 growth is produced
when 0.5 < TS/TM < 1.0 and zone 2 results from intermediate substrate
temperatures [20]. In sputter deposition, the pressure of the process gas is also
significant because this influences the mean-free path of the sputtered atoms. At
reasonably low pressures, such as those employed in this work, a transition zone
(zone T) is observed between zones 1 and 2. This is indicated in figure 4.7. Zone
T structures are characterised by fibrous grains with dense grain-boundary arrays,
however this can also be considered a sub-zone of zone 1 [26]. Recently, magnetron
sputtering with very low gas pressures has been investigated and these systems
require improved plasma confinement or additional ionisation methods [27]. Low-
pressure sputtering refers to inert working gas pressures from 1 mTorr down to
about 0.01 mTorr. Under these conditions, a high-energy line-of-sight deposition
occurs, which causes atomic-scale heating. High-quality films are deposited that
are akin to the zone T structures, however substrate heating is not required.
The AJA ATC 2400-V sputtering system cannot achieve such low pressures. The
properties of Ge sputtered in a similar system have been reported over the last
few years. The amorphous films deposited at room temperature have negligible
roughness, however these authors were concerned with photovoltaic applications
so high-temperature deposition was investigated [28]. Both the roughness and
the grain size in the Ge increased, and the near-IR refractive index decreased
with increasing TS [29]. These films were deposited on SiNx-coated glass and the
substrate can also affect the film morphology. In fact, the four films characterised
in the previous section were deposited on Si, whereas the filtered QDIPs will consist
of Ge on CaFx, on the III-V epitaxial structure. High-index and smooth Ge layers
should result in high-quality bandpass filters. The Ge/CaF2 system has often been
studied for microelectronics applications, although “intelligent infrared sensors”
have also been noted as a potential application [30, 31]. Indeed, Ge and fluorite
multilayer filters exhibit high reflectance with only a few dielectric pairs [9].
High-quality crystalline CaFx buffer layers can be deposited by molecular-beam
epitaxy (MBE) at temperatures above 600 ◦C [30, 31]. These studies focussed on
the Ge/CaF2 interface to minimise the roughness of the Ge, that was subsequently
grown at high temperatures as well. Although the high-temperature CaF2 was
smooth, the poor wettability between semiconductors and fluorides led to island-
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formation in the Ge. This was improved by exposing the buffer layer to an electron
beam, which produced point defects that acted as nucleation centres for subsequent
Ge growth [31]. Alternatively, a room-temperature intermediate layer of Ge that
was only about 1 nm thick was grown before the high-temperature Ge. The low-
temperature Ge did not coalesce into grains but rather a smooth film was formed
[30]. These high-temperature depositions were governed by different mechanisms
to room-temperature evaporation and sputtering.
Crystalline Ge deposited at high temperatures can be rough because of the high
diffusivity of adatoms and poor wettability with the substrate. In low-temperature
deposition, the diffusion is limited and shadowing effects can be significant. When
adatom diffusion cannot overcome the effects of shadowing, then zone 1 structures
are produced [23]. Shadowing is influenced by the substrate roughness and
CaFx films evaporated at room temperature exhibit much more texture than the
MBE films grown at high temperatures. Oblique-angle thermal evaporation is
known to produce CaFx nanorods, whereas normal-incidence evaporation produces
nanocrystals with better surface coverage [32]. Thermally-evaporated Ge on this
CaFx is amorphous for TS < 300 ◦C but biaxially-oriented crystals have been grown
at higher temperatures [33]. These low-temperature evaporated films are similar
to the dielectrics studied in this chapter.
The surface of the CaFx influences the nucleation and shadowing processes during
Ge deposition, whether this is by evaporation or magnetron sputtering. In this
section, the morphology of CaFx films and Ge/CaFx bilayers are examined. The
Ge structure is of primary concern due to the large field-confinement and regular PC
array in this layer. A focussed ion-beam (FIB) system was used to perform scanning
electron microscopy (SEM) on the surface and also in cross-section. Atomic-force
microscopy (AFM) was used to compare the Ge roughness. These measurements
are not necessarily easy to interpret. For example, porous Ge with a zone 1
structure and high-temperature Ge may exhibit high roughness values for different
reasons. Therefore, these statistics are combined with a qualitative examination of
each sample.
4.3.2 Experimental procedure
The calcium fluoride deposition procedures were detailed in section 4.2.1, although
thinner films were mostly deposited here. The electron-beam evaporated CaFx
films were deposited at a slower rate of 20 Å/s with an emission current of 4–5 mA,
and this was decreased to 3–4 mA for the last 30 nm or so. As well as separate
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evaporated or sputtered films, mixed cladding layers with sputtered CaFx on top
of evaporated CaFx were also examined. The electron-beam evaporation process
for Ge has been described previously and two types of sputter-deposited Ge were
deposited on the CaFx/GaAs substrates here. Ge deposited (as in section 4.2) with
120 W RF power and 3.7 mTorr Ar has a deposition rate between 3.0 nm/minute
and 3.4 nm/minute; this will simply be referred to as slow Ge. In this process,
the DC bias is typically about 80 V and there is negligible reflected power. Ge
was also sputtered under fast conditions, with 300 W RF power and 1.2 mTorr
Ar, which is the lowest pressure that can reliably sustain the plasma. The DC
bias and reflected power in the latter process are typically around 140 V and 1 W,
respectively, although the bias may be as large as 180 V. The fast Ge deposition
rate is about 10 nm/minute, which is still slower than the evaporated Ge rate.
All of the surface SEM observations were performed without any extra conductive
coating. This ensured that the morphology of each dielectric surface was not
obfuscated by other material. Some charging was observed in the CaFx samples
and carbon tape was attached to the nearby surface to minimise this effect. The
working distance was set to 4 mm for all of the SEM analysis. The cross-sectional
SEM images were taken after milling a trench into the sample, as described in
chapter 2. AFM scans were taken over 2× 2 µm and 5× 5 µm regions, with scan
rates of 1 Hz and 2 Hz, respectively. Smaller areas are useful for examining surface
detail, whereas larger areas usually provide statistics that better represent the
entire film. Most of the AFM images were taken with Tap300Al probes, however
the samples with very large grains were also scanned with NSG20 cantilevers. The
latter are stiffer and can extract fine details in spite of large-scale roughness. A set
of measurements were replicated to ensure that these cantilevers did not alter the
roughness statistics. Gwyddion version 2.21 was used to plane-level each data set,
zero the minimum height and extract the root-mean-square (RMS) roughness.
4.3.3 Results and discussion
The surfaces of different CaFx films are shown in figure 4.8, captured with
magnifications of 120 000 times. The surface of a 1.7 µm sputter-deposited film is
shown in figure 4.8(a). This film appears relatively flat although there are shallow
pits and valleys covering the surface. A 1.1 µm CaFx film that was deposited
by electron-beam evaporation is shown in figure 4.8(b), and this film is highly
structured. The grains in this film form triangular pyramids across the surface,
similar to the structures observed from normal-incidence thermal evaporation [32].
The micrograph shown in figure 4.8(c) contains thin platelets that are shaped like
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Figure 4.8: Plan-view scanning electron micrographs of bare calcium fluoride films. A
relatively smooth surface is shown in (a), which was deposited by RF sputtering. The
granular film in (b) was deposited by electron-beam evaporation. An evaporated film
was capped with 210 nm of sputtered CaFx and the result is shown in (c).
rounded triangles. This sample consists of 210 nm sputter-deposited CaFx on top
of 950 nm evaporated CaFx. The platelet structures are about 150 nm across,
which is comparable to the size and spacing of the pyramids in the evaporated
fluorite. The sputtered capping layer has planarised the spiky evaporated surface
to some extent, however it is still not as smooth as the thick sputtered CaFx.
To examine the effect of this roughness on the morphology of deposited Ge, cross-
sectional SEM was performed on Ge/CaFx samples. Figure 4.9(a) shows a sample
with 365 nm of slowly-sputtered Ge on 1.4 µm of sputtered CaFx. A black arrow
indicates the Ge film, and this has been coated with ZEP520A resist and then a
Pt layer. The Ge/CaFx interface and the Ge surface are both relatively smooth, in
contrast to the structure shown in figure 4.9(b), which was imaged in an immersion
mode. The layers in this cross section, from bottom-to-top, are GaAs, evaporated
CaFx, slowly-sputtered Ge and then Pt to protect the surface during FIB milling.
Stylus profilometry indicated that the Ge and CaFx layers were 310 nm and 1.0
µm thick, respectively. The respective tilt-corrected SEM measurements were 7%
and 10% thicker. The GaAs substrate has a very smooth surface and the lowest
portion of the evaporated CaFx only has small pores. In the middle of the CaFx,
these pores become much larger and are often aligned with pores underneath. The
zig-zag grain structure may be related to the pyramids that were observed on the
uncapped surface. Towards the Ge/CaFx interface in figure 4.9(b), the evaporated
layer is porous and rough. This is completely different to the sputtered CaFx. The
Ge films are also different, despite having the same deposition conditions. The Ge
on the evaporated CaFx (also indicated by an arrow) contains distinct grains and
these are rounded on top. The interface with the CaFx cladding is solid in some
areas but other parts contain large voids.
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Figure 4.9: Cross-sectional scanning electron micrographs of Ge on CaF2 films. In each,
the black arrow indicates the sputtered Ge. In (a), this was deposited on sputtered CaFx,
then coated with resist and finally Pt for protection from the focussed ion beam. In (b),
CaFx was evaporated on GaAs, and the Ge is covered with protective Pt. The viewing
direction is 52◦ from the plane of each vertical section.
Not only do the Ge grains lead to a rougher surface, but they are not conducive
to patterning high-quality PC holes. The fabrication of these structures will be
detailed in chapter 5, however two micrographs are presented here to illustrate
this point. Micro-scale structure in the Ge, lithography and etching steps can
all contribute to irregularities in the cylindrical holes. A reference structure was
fabricated on a CaF2 crystalline substrate that was purchased from Crystran Ltd,
however directly-deposited Ge delaminated upon exposure to atmosphere. To
improve adhesion, a 6± 2 nm evaporated Cr layer was deposited on the CaF2 (and
the thickness was measured by optical profilometry in phase-shifting interferometry
mode). A 330 nm thick Ge film was then sputtered on the Cr and an array of air
holes were etched. A plan-view micrograph is shown in figure 4.10(a), where three
holes can be seen in a dense amorphous layer. Some roughness can be seen on the
surface of the walls, however the holes are relatively circular. Parallel striations
are visible along the Ge surface and these may be caused by the effects of stress
on film growth. The bright hyphal-like filaments on the surface are left from the
resist that was used to define the holes.
Figure 4.10(b) shows a hole etched into the granular Ge film that was previously
shown in cross-section. The hole has only been etched about half-way through
the Ge, so the evaporated CaFx is not visible. This hole has a much rougher
outline than those in figure 4.10(a), and has apparently been degraded by the
Ge structure. The Ge film consists of discrete grains that are separated by large
voids and this film is a clear example of a zone 1 structure. Substrate roughness
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Figure 4.10: Plan-view scanning electron micrographs of holes milled in sputtered Ge on
different calcium fluoride substrates. A crystalline substrate coated in a few nm of Cr
was used in (a) and evaporated CaFx was deposited on GaAs for the substrate in (b).
is known to produce these structures, especially with low deposition temperatures
and minimal adatom diffusion [23]. The rough surface of the evaporated CaFx may
have enhanced shadowing processes and the formation of large grains. The voids are
also present inside the hole, which is about 160 nm below the surrounding surface.
Voids are not obvious from the cross-sectional image in figure 4.9(b), however the
FIB process may have altered the structure. The deposition conditions for the
protective Pt layer were not optimised to minimise Ge damage. Low-energy ions
were used to polish the cross-sectional surface before SEM, however this ion milling
could have also altered the structure, leading to the disappearance of the voids.
The voids shown in figure 4.10(b) contribute to irregularity in the air hole and
this may degrade the GMRF performance more than the direct effects of surface
roughness.
The surface of each Ge grain in figure 4.10(b) is highly textured. These cauliflower-
like structures are consistent with other Ge films prepared under low-mobility
conditions [20, 26]. Nano-, micro- and macroscale columns are associated with
nano-, micro- and macroscale voids. These can be explained by a composite
evolutionary model. In this model, films that are about 15 nm thick contain ordered
nano-scale voids. As the film grows, larger voids appear that eventually cluster in
a honeycomb-like arrangement. Films around 10 µm thick may contain columns
that are 200–400 nm wide [26]. Smaller voids and columns are usually still present
within the larger columns, so nano-scale columns may be responsible for the bumps
on the surface of each Ge grain. FIB-induced damage may have obfuscated these
structures in the cross-sectional image.
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Zone T morphology has been described as a lower evolutionary level of zone 1 and
as the limiting form of zone 1 on infinitely smooth substrates [23, 26]. Indeed,
a thorough examination of the Ge surface shown in figure 4.10(a) revealed some
dome-shaped features that were 40–60 nm across, and these may have been the tops
of densely-packed columns. Unlike the zone 1 structure, there are no voids visible
in this film. By simply using a smooth substrate, the sputtered Ge has formed a
zone-T-like structure that is better suited to PC fabrication. The morphology of
the Ge layer in these low-temperature depositions is possibly more sensitive to the
substrate roughness than to some of the Ge deposition conditions. In terms of the
deposited films, sputter-deposited CaFx produces a better surface for Ge deposition
than the evaporated cladding. The sputtered calcium fluoride, however, has poor
optical properties. The absorption in a quarter-wave sputtered cladding could
be very high, however a thinner amount of sputtered CaFx might be tolerable.
In view of this, the combined CaFx surface shown in figure 4.8(c) is a suitable
compromise. Electron-beam evaporation will initially be used to deposit the bulk
of the cladding, and then the surface will be planarised with sputtered CaFx. For
the room-temperature sputtered Ge, low gas pressures can be favourable to close
the intergrain boundaries, so the fast-sputtered Ge film is also considered in the
following investigation.
To compare the Ge films deposited on different cladding layers, AFM was performed
on the Ge surfaces. For each levelled data set, the height-variation was analysed
to extract the RMS roughness (Rq). Figure 4.11 shows a 5× 5 µm scan of 377 nm
Ge deposited directly on 1.1 µm of evaporated CaFx. This Ge was deposited by
fast sputter-deposition. The height image is shown in figure 4.11(a) whereas figure
4.11(b) shows the phase information. The former provides quantitative height
information. The latter indicates the quality of the measurement and can also
highlight fine detail on the sample surface. The mean height in figure 4.11(a) is
85.2 nm and the RMS roughness is 21.8 nm. The grains in this film are distinct
and bulbous. The film structure is similar to the slow-sputtered Ge deposited on
this CaFx, which was also studied by SEM. This quantitative AFM analysis shows
that the peak grain height varies across the sample. For example, a few grains in
the top-right corner are relatively high whereas some patches in the middle do not
reach heights above 100 nm. These depressions seem to consist of small closely-
packed grains, although there is clearly a distribution of different grain sizes across
the sample.
The same fast-sputtered Ge film was also deposited on the compound CaFx
cladding that was shown in figure 4.8(c). The 210 nm sputtered CaFx partially
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Figure 4.11: Atomic-force microscopy scan over 25 µm2 of 377 nm Ge sputtered directly
on 1.1 µm of evaporated CaFx. The Ge was deposited with 300 W power and 1.2 mTorr
Ar. The plane-levelled height is shown in (a) and the levelled phase data is given in (b).
Figure 4.12: Atomic-force microscopy scan of 377 nm Ge sputtered on 210/950 nm
sputtered/evaporated compound CaFx. The Ge was deposited with 300 W power and
1.2 mTorr Ar. The height is shown in (a) and the phase is given in (b).
Figure 4.13: Atomic-force microscopy scan of 330 nm Ge sputtered on a 100/210/950
nm evaporated/sputtered/evaporated CaFx cladding. The Ge was deposited with 300
W power and 1.2 mTorr Ar. The height is shown in (a) and the phase is given in (b).
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planarises the substrate and this alters the Ge film that forms on top, as shown
in figure 4.12. Here, the grains are not so distinct. They are irregularly shaped
and perhaps slightly larger. There are certainly still variations in the peak grain
height and some voids are visible in the film, however the smoother substrate has
produced a more continuous Ge film. The mean surface height from figure 4.12(a)
is only 67 nm and Rq = 14.1 nm.
A three-layer compound CaFx cladding was also investigated, where a 100 nm
evaporated CaFx layer was deposited on the 210/950 nm sputtered/evaporated
CaFx. The thin surface film of CaFx has smaller grains than the top of a 1 µm
evaporated film, however it is certainly less dense than the sputter-deposited
platelets seen in figure 4.8(c). Although each platelet is smooth, the entire film
is still left with step-like height variations. The addition of a 100 nm evaporated
layer leads to nano-scale texture. SEM observation on the scale of a micron (which
is relevant to fabrication of PCs for the MWIR), shows that the resulting surface of
the three-layer cladding has less-abrupt variations in height than the bare platelets.
After depositing 330 nm of fast-sputtered Ge on the three-layer CaFx, AFM was
performed and a 5 × 5 µm scan is shown in figure 4.13. The grains in this film
look smaller than in the previous films, and these probably result from the many
nucleation sites provided by the nano-scale surface texture. There seems to be a
tendency for these small grains to cluster together leading to generally-high regions
and also lower pockets. This clustering is not as pronounced as the cauliflower
behaviour because the film is still continuous in most areas. This may be considered
as an intermediate stage in the composite evolutionary model, where small grains
show clustering tendencies but large voids have not yet formed.
To collect reliable roughness statistics, multiple AFM scans were performed on each
sample. At least two different locations were examined, the scan area was varied
between 4 µm2 and 25 µm2, and the scan direction was also varied. The extracted
Rq values from individual scans are shown in figure 4.14. The bar shading indicates
the scan size; evidently this does not affect the roughness in these samples. The
layer structure in each sample has been summarised below each group of scans.
For clarity of presentation, a layer of electron-beam evaporated CaFx is referred
to as E and a layer of sputter-deposited CaFx is indicated by S. For example,
the fourth group of measurements were taken from the three-layer CaFx sample
discussed above. The average RMS roughness from these four scans is 13.7±0.2 nm,
and this is no different from the roughness of fast-sputtered Ge deposited directly
on the 210 nm sputtered CaFx platelets (Rq=13.7 ± 0.5 nm). These roughness
values are significantly lower than for the single-CaFx-layer sample shown in figure
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Figure 4.14: Root-mean-square roughnesses extracted from atomic-force microscopy
across different Ge/CaFx/GaAs samples. Each scan area covered 25 µm2 or 4 µm2.
The descriptions indicate the layers of deposited films in each sample. Ge was sputtered
by one of two processes and CaFx was either evaporated (E) or sputtered (S).
4.11, where the average roughness is 22.3 ± 0.5 nm. An intermediate sample was
also examined that contained 323 nm of fast-sputtered Ge on a 130 nm sputtered
CaFx capping layer. The resulting Ge grains (not shown) were still quite distinct
although they were not as round as those in figure 4.11, and Rq=17.0 ± 0.1 nm.
These results show that thicker sputtered CaFx interlayers lead to a decrease in
Ge roughness, and supports the observation that the platelet structures lead to a
planarised cladding surface. The addition of nano-scale structure with a 100 nm
layer of evaporated CaFx did not affect the average roughness.
Ge deposited by the slow sputtering process was also analysed in this regard, as
shown by the last two groups of data in figure 4.14. In each case, the Ge thickness
was 365± 4 nm. When this slow-sputtered Ge was deposited directly on a 1.1 µm
evaporated CaFx layer, the RMS roughness was 18.8± 0.8 nm, which is less than
the roughness of the fast-sputtered Ge on this cladding. The lowest roughness,
however, was observed when the slow-sputtered Ge was deposited on the CaFx
platelets produced with 210 nm of sputtered CaFx. In this sample, Rq=11.0± 0.2
nm and a 5× 5 µm scan is shown in figure 4.15. The grains in this sample appear
slightly larger than before and the film is quite continuous. As with the fast-
sputtered Ge on this substrate (figure 4.12), the grains are not so distinct and
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Figure 4.15: Atomic-force microscopy scan of 365 nm Ge sputtered on a 210/950 nm
sputtered/evaporated CaFx cladding. The Ge was deposited with 120 W power and 3.7
mTorr Ar. The height is shown in (a) and the phase is given in (b).
there is much less height variation across the surface. In this slow-sputtered film,
structure is also visible within each grain and this is consistent with the composite
evolutionary model [26]. Of course, high-resolution SEM or transmission-electron
microscopy might define these sub-granular structures as individual grains, and
the structures on the order of 100 nm could instead be considered to be grain
clusters. Such comparisons are obviously limited by these qualitative descriptions.
Given the ultimate application of these films, structures on the scale of 1 µm are
most relevant. Therefore, the most obvious features in these AFM images have
been defined as the grains, and it is acknowledged that these probably comprise of
closely-packed columns.
Roughness statistics may not always indicate the best films for photonic crystal
fabrication. In this chapter, Ge films have been deposited under low-mobility
conditions and zone 1 structures with rough surfaces are observed. On the other
hand, high-temperature deposition can also produce rough surfaces but these may
be dense zone 3 structures with crystalline grains. The latter would be better
suited for patterning circular holes due to the absence of voids, although a dense
amorphous layer, such as that shown in figure 4.10(a), might be even better. The
average grain size is another common figure of merit. This is difficult to measure in
these samples because the tops of the Ge grains are rounded and the height varies
across different regions of a single sample. Instead of a simple height threshold, a
watershed algorithm is more successful. Even with this technique, it is difficult to
separate clusters of small grains. To avoid counting these as a single large grain,
conservative threshold values are required and these ultimately underestimate grain
sizes. A more useful figure of merit for these films might be an areal packing factor
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of the surface to compare the relative area of voids. Perhaps etching 100 nm or so off
the entire Ge slab would produce a flat surface, like the inside of the hole in figure
4.10(b). With grain surfaces reduced to similar heights, AFM could be performed
and the extent of the voids could be compared between different samples. Such
measurements are beyond the scope of this thesis and the roughness measurements
are used to suggest suitable films for the GMRF.
It is clear that the inclusion of a sputtered CaFx capping layer produces a more
continuous Ge slab that should be better suited to fabricate high-quality filters.
The 210 nm calcium fluoride layer was found to be better than the 130 nm layer.
In another set of samples, a much thicker layer of sputtered CaFx was placed
between the evaporated CaFx and the Ge. After evaporating 930 nm of CaFx onto
GaAs substrates, 650 nm of CaFx was sputtered on top. Finally, a Ge film was
deposited by either slow-sputtering, fast-sputtering or electron-beam evaporation.
AFM studies (not shown) revealed larger grains (250–300 nm) than those previously
examined, regardless of the Ge deposition method. Some small grains were also
present, so it is likely that the size distribution was broader. The gaps between
large grains were clearer in the evaporated Ge and this may indicate tensile stress.
Overall though, the Ge deposition method was not so significant but the 650 nm
sputtered CaFx interlayer affected the cladding surface. The RMS roughnesses
measured from 5 × 5 µm AFM scans of the fast-sputtered, slow-sputtered and
evaporated films were 16.7± 0.9 nm, 16.9± 1 nm and 14.4± 0.1 nm, respectively.
These Rq values are in the middle of the range shown in figure 4.14.
The compound CaFx layers in these samples were significantly stressed even before
Ge deposition and this caused some areas of the CaFx cladding to disintegrate.
This did not occur with thinner sputtered CaFx caps, nor when 1.4 µm CaFx was
sputtered directly onto GaAs. Evaporated fluorite films usually experience some
tensile stress [11]. This is probably due to unavoidable heating of the evaporant
and the fact that the thermal expansion coefficient of CaF2 is relatively high.
After condensation on the substrate, the cooling film will contract and develop
a tensile stress. Low-temperature sputter deposition, however, usually leads to
compressively-stressed material [12]. When the dense CaFx films are sputtered
directly onto GaAs substrates, the smooth interface should promote reasonably
good adhesion (despite the poor wettability reported with MBE growth). This
adhesion is sufficient to maintain a coherent film; and compressive stress can usually
be sustained more easily than tensile stress [11]. The evaporated CaFx films,
however, are very porous and this may lead to reduced strength and adhesion.
This is not a problem in single-layer deposition but when a highly-compressive
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layer is sputtered on top, the compound structure may fail. Whereas failure in
tensile films is manifested by curling and peeling, the spectacular disintegration
and dissipation of calcium fluoride that was observed in some sample areas is
consistent with compressive stress in a brittle material. In this respect, compound
CaFx cladding layers with very thick sputtered CaFx may be less reliable for device
incorporation.
Cross-sectional SEM through a 650/930nm sputtered/evaporated CaFx bilayer (not
shown) reveals that the sputtered capping layer becomes continuous once it reaches
about 300 nm in thickness. Immediately above the porous evaporated film, vertical
grain boundaries can be seen, which are consistent with the separate platelets seen
in figure 4.8(c). These boundaries disappear towards the surface of the structure.
As platelets merge together, the cladding surface should become suitable for high-
quality Ge slabs, regardless of the Ge deposition technique. The initial studies
on bilayer samples found that 210 nm films of sputtered CaFx on the evaporated
cladding were stable and the stress should be similar in a 300 nm capping layer.
This structure could create a suitable cladding layer with a relatively planar surface
to increase the mobility of Ge adatoms. A zone T film is still unlikely under these
deposition conditions, however the zone 1 structure should be more suitable for
fabricating high-quality PC arrays.
This design represents a compromise between the optical and structural properties
of the dielectric layers. Sputter-deposited CaFx has too much absorption to be
used as a quarter-wavelength cladding layer, and this is probably due to the loss of
F atoms during deposition. Electron-beam evaporated CaFx has significantly less
absorption and a lower refractive index, so is optically better for the IR cladding
layer. However the Ge films formed on the latter are not suited for these GMR
filters. Although the RMS roughness values here are all lower than the Rq values
of 29 nm, 58 nm and 87 nm that were simulated in chapter 3, the poor hole quality
caused by the large voids will further degrade the filter performance. The use
of a compound CaFx cladding is one solution to this design. A 300 nm layer of
sputtered CaFx has an absorption of about 16% at λ = 6 µm, which is not ideal
but certainly less than in a quarter-wavelength layer. In terms of the Ge slab, the
deposition method is less relevant to the morphology, although the tensile nature
of evaporated Ge may lead to larger voids in the film. In addition, sputtered Ge
has a higher n that is better for optical confinement. Sputtered Ge will be pursued
for the remaining experiments, although any of the Ge films may be suitable for
these bandpass filters.
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4.4 Transmittance through unpatterned filters
4.4.1 Experimental procedure
The morphology of combined Ge/CaFx structures has been examined, however
the optical properties were only discussed for the individual dielectric films. Here,
the spectral transmittance through a combined structure is measured by Fourier-
transform infrared spectroscopy (FTIR). The sample consisted of an unpatterned
Ge slab on a calcium fluoride cladding, which was deposited on a double-side
polished semi-insulating GaAs substrate. The cladding consisted of a 960 nm
CaFx film deposited by electron-beam evaporation, and this was capped with 130
nm of sputter-deposited CaFx. The deposition processes for these layers have been
covered previously. This compound CaFx cladding should have reasonably low
absorption at a wavelength of 6 µm, but also have a relatively smooth surface,
as discussed in section 4.3. The sputtered CaFx capping layer is only about half
the thickness required for an optimally planarised surface. This is not expected
to affect the transmission through unpatterned Ge films as the RMS roughness is
only 17 nm and the grains are much smaller than the relevant IR wavelengths. The
Ge film in this sample was deposited by the fast sputter-deposition process; with
300 W RF power and 1.2 mTorr Ar flowing at about 20 sccm. The DC bias and
reflected power were 143 V and 1 W, respectively, and the substrate temperature
reached about 28 ◦C. The Ge thickness was 323 ± 5 nm, which was measured by
stylus profilometry, and the deposition rate was 10.6 nm/minute.
The Vertex 80v FTIR system introduced in chapter 2 was used to measure the
spectral transmittance of the dielectric multilayer between 4000 cm−1 and 400
cm−1. The scanner was operated in the double sided forward-backward mode
with a velocity of 10 Hz. The diameter of the source aperture was fixed at 2
mm, the data was sampled at 4 cm−1 intervals and 64 scans were averaged for
each background and sample measurement. In regular transmission measurements,
the collimated IR light exiting the interferometer in the FTIR has a diameter of
about 4 cm. A parabolic mirror then focusses the beam onto the sample, from
a distance of about 17 cm. A larger mirror is positioned about 29 cm after the
sample to focus the transmitted signal onto the pyroelectric detector. Initially,
a background measurement through a double-side polished GaAs substrate was
taken. The bare substrate was replaced by the Ge/CaFx/GaAs sample and the
detected pulse intensity fell by about 50%. The signal measured through this
sample was normalised to the GaAs background to extract the transmittance
spectrum of the unpatterned filter.
169
Chapter 4  Dielectric thin films for infrared filters
Another measurement was performed where the IR light was tightly focussed onto
one area of the sample. This configuration is useful for detector arrays containing
small pixels, so it is prudent to examine how the dielectric filters are affected by
high numerical apertures. A plano-convex ZnSe lens was placed in front of the
sample to further focus the IR beam. The lens has a clear aperture of about 9
mm and an effective focal length of 25.2 mm at λ = 5 µm. A second identical
lens was placed behind the sample to collimate the light for detection. The precise
position of each lens was adjusted to optimise the detected signal. The background
measurement was taken through the optimally-positioned ZnSe lenses with the
same GaAs reference in the beam path. Without moving the lenses, the substrate
was replaced with the multilayer dielectric structure and the sample measurement
was taken. Again, the intensity count through the sample was about 50% of the
background intensity, however this background was only 40% of the background
intensity that did not use the ZnSe lenses.
4.4.2 Results and discussion
The tightly-focussed transmittance spectrum that was extracted from the mea-
surements with the ZnSe lenses is the continuous red curve in figure 4.16. For
distinction, the measurement without the lenses is referred to as the near-collimated
configuration, although it is acknowledged that the IR beam is still focussed onto
the sample. This transmittance spectrum is shown by the blue dashed curve in
figure 4.16. Despite the different reference measurements, these spectra show very
good agreement, with identical peaks at λ = 3.3 µm. These peak transmittance
values of 112% can be understood by considering the high reflectivity of the
reference sample. This reflectivity is theoretically 29% at each air/GaAs surface,
assuming a GaAs refractive index of 3.3. The addition of the dielectric films may
have a slight anti-reflective effect at this wavelength, so the relative transmittance is
above unity. For longer wavelengths, the transmitted power in each curve decreases
rapidly to a minimum at about 5.7 µm. The tightly-focussed minimum of 20% is
higher than the minimum transmittance of 17% that was measured in the near-
collimated case. A similar situation is apparent at the transmittance dip just
below 2.9 µm. Given that these dielectric layers will be used to provide low
transmittance on either side of the guided-mode resonance, it is clear that the
tight focussing leads to some degradation in the performance. This is consistent
with the design of distributed Bragg reflectors, which are more effective for normal-
incidence operation. Compared to the changes in the GMR peak seen in chapter 3
with off-normal incidence, this reduced reflectance is not so significant.
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Figure 4.16: Transmittance through a germanium/calcium fluoride dielectric pair
deposited on a GaAs substrate. The tightly-focussed setup incorporated two ZnSe lenses
whereas the near-collimated beam was slightly focussed at the sample. The simulated
spectrum has been artificially scaled for comparison.
The simulated power transmittance that was shown in the inset to figure 3.17(a)
is also shown by the dotted black curve in figure 4.16. The same peak has been
normalised to 112% for comparison. This spectrum is similar to the experimentally
measured curves, however the extrema occur at slightly longer wavelengths. The
simulated structure consisted of Ge and CaF2 layers that were 375 nm and 1071 nm
thick, respectively. These were chosen as quarter-wavelength layers for maximum
reflectivity at λ = 6 µm, hence the transmittance minimum in figure 4.16. The
experimental minima occur at 5.7 µm because the sputtered Ge film was only 323
nm thick. Given that the CaFx cladding has less influence on the location of these
minima, these independent measurements imply that the Ge film has a refractive
index of n ≈ 4.4 at λ = 6 µm. This is consistent with the ellipsometry-extracted
value of 4.37 determined in section 4.2. Moreover, ellipsometry was performed on
a slow-sputtered Ge film whereas the FTIR sample was deposited with the high-
power and low-pressure process. Therefore, this measurement also confirms that
the two RF sputtering processes produce films of similar optical quality.
The minimum power transmittance in the simulated curve is only 0.8% less than
the near-collimated minimum value. Given that the deposited Ge has a higher
refractive index than the simulation value of n = 4.0, a lower Fabry-Pérot minimum
171
Chapter 4  Dielectric thin films for infrared filters
is expected. This may be influenced by other nuances in the deposited structure.
The weighted average of the cladding refractive index is about 1.25 and the quarter-
wave thickness of 1.2 µm is thicker than the actual thickness of these compound
CaFx films. In addition, the n = 1.51 sputtered CaFx is directly below the Ge slab.
This has a higher index than the simulated cladding (n = 1.4), and may reduce the
actual index confinement. Of course, it is difficult to compare these curves with
such precision because the simulated transmittance was measured inside the GaAs
substrate. This curve has then been artificially normalised in figure 4.16. The two
FTIR measurements are normalised to a highly-reflective GaAs substrate and the
transmittance is taken behind the entire sample.
4.5 Summary of the selected films
A series of dielectric films have been thoroughly characterised in this chapter. The
composition and optical properties in the MWIR band have been discussed with
respect to the literature. Germanium and calcium fluoride were chosen for the slab
and cladding layers in the filter design because they are both transparent and have
a large contrast in refractive index. This will enhance the electromagnetic fields in
the PC slab, as required for the GMR bandpass filter. In addition, these materials
have lower solubilities than other IR materials.
Ellipsometry across IR wavelengths showed that sputter-deposited Ge and electron-
beam evaporated Ge are both suitable for the high-index slab. The former has a
higher n and the latter has negligible absorption at λ = 6 µm, and these are
both endearing properties for the GMRF. In the case of the CaFx cladding, the
evaporated material clearly has better optical properties than the sputtered film,
and the sputtered CaFx is difficult to deposit uniformly. On the other hand, the
low deposition temperatures required for integration with QDIPs result in a porous
evaporated film with pyramid structures on the surface. This is a poor template
for low-temperature Ge deposition because the low adatom mobility leads to zone
1 structures. This Ge morphology is rough and contains large voids, which do not
enable high-quality holes to be etched.
As a compromise, the recommended cladding material should be composed of
combined CaFx films. The majority of the quarter-wave layer should be composed
of low-absorption evaporated CaFx. A dense sputtered CaFx layer should be
deposited on top to planarise the surface. Thicknesses greater than 300 nm should
allow the flat platelets to merge into a continuous layer. Excessive thicknesses of
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sputtered CaFx may create too much stress and lead to film failure, and of course
introduce more absorption at these IR wavelengths. Finally, a quarter-wavelength
Ge slab should be deposited on the surface. Given the uniformity of the Ge sputter-
deposition processes and the higher refractive index, sputtered Ge is used for the
integrated devices studied in chapter 5. For a refractive index of n ≈ 4.4, a slab
thickness of 340 nm should be targetted. In the next chapter, these bandpass
filters are fabricated on standard QDIPs. The guided-mode resonance filters and
integrated devices are then characterised.
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Integration of bandpass filters with
quantum dot infrared photodetectors
5.1 Introduction
M
ulticolour infrared photodetectors have been created by integrating
technology-agnostic guided-mode resonance filters (GMRFs) with
quantum dot infrared photodetectors (QDIPs). These narrow-
band detectors are applicable to hyperspectral imaging in the mid-
wavelength infrared (MWIR) band. Standard InGaAs/GaAs QDIPs were used as
the basis for these devices, although similar filters could readily be designed for
detectors operating at different infrared (IR) wavelengths.
Drawing on the GMRF design in chapter 3 and the film properties measured in
chapter 4, the remaining fabrication steps are optimised here. The GMRF in each
device takes the form of a photonic crystal (PC) array in the quarter-wavelength
Ge film. These structures were patterned with electron-beam lithography (EBL)
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and then etched with inductively-coupled plasma (ICP) dry etching. The physical
characteristics were examined with scanning electron microscopy (SEM) and optical
microscopy. The transmittance through an independent filter on semi-insulating
GaAs was also measured. As predicted by numerical simulations, this method
cannot examine the sharp resonance features, although it is useful to gauge the
quality of the PC fabrication. Instead, the low-temperature photoresponse spectra
of filtered QDIPs were compared with the spectral response of a reference device.
The proximity of the quantum dot (QD) absorbing layers to the GMRF allows
the filter transmittance spectra to be extracted. The detected light can be viewed
in the frequency (f) domain as a signal passing through a time-invariant filter,
such that SY (f) = |H(f)|2SX(f) [1]. Here, SX(f) is the power spectral density of
the IR signal before passing through the GMRF and this was measured from an
unfiltered reference QDIP. The power spectral density of the filtered radiation is
SY (f), which was measured from the integrated devices. The squared magnitude-
response or transfer function of the filter is given by |H(f)|2 and was extracted
from a pair of photoresponse spectra. Such measurements enable the fabricated
filters to be compared with the power transmittance spectra that were simulated in
chapter 3. Furthermore, devices with three different filter designs were fabricated
and tested. Through these results, the tunability of the photoresponse with hole
radius was experimentally determined.
As well as examining spectral performance, other figures of merit were also
calculated to characterise these devices. Individual QDIPs were compared to
determine the effects of adding multicolour functionality. The dark current density,
peak responsivity and specific detectivity were determined for each device. The
following discussion introduces the photoconduction principles and figures of merit
that are commonly used to describe QDIPs. These quantities are essentially
the same as those used to describe the operation of quantum well infrared
photodetectors (QWIPs), hence allowing these devices to be compared with other
technologies.
5.1.1 Photoconduction in quantum dot infrared photodetectors
The photocurrent (Ip) produced in a QDIP depends on the detector responsivity
(R) and the power of the incident radiation (P ). As these quantities each vary
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Here, the responsivity has been separated into the peak responsivity (Rp) and the
normalised spectral responsivity, R˜(λ). All coupling factors are represented by G,
including the field of view, angle of incidence, window transmission, modulation
factor and detector area [2, 3]. Assuming blackbody illumination, M(λ) is
the spectral radiant exitance given by Planck’s law. The peak responsivity is
independent of λ but varies with the bias voltage (Vb) and the detector temperature
(T ). Rp is influenced by the quantum efficiency (η) and the photoconductive gain





In (5.2), h is the Planck constant, c is the speed of light in vacuum and q is the
elementary charge. In QWIPs and QDIPs, the quantum efficiency (0 ≤ η ≤ 1)
is defined as the probability that an incident photon creates a photocarrier that
contributes to the photocurrent. In other photon detectors, this may refer to
the creation of an electron-hole pair [4]. In QWIPs and QDIPs, η is related
to the absorption quantum efficiency (ηa) by η = peηa. Here, pe is the escape
probability, which describes the likelihood a photoexcited carrier will escape from a
quantum well (QW) or QD and contributing to the photocurrent, rather than being
recaptured. The absorption quantum efficiency is related to the peak absorption








The power reflection coefficient at an air/GaAs interface is R = 0.29 and l is the
length of the photosensitive region. The polarisation-dependence of the absorption
is described by P , which is usually set to 0.5 for QWIPs. B is a constant depending
on the number of passes the light makes through the detector. Two-pass absorption
is commonly assumed, with B = 2. By independently measuring αp, the escape
probability can be calculated. In bound-to-continuum QWIPs, pe can be about
40% for low bias and then increases towards 100% for |Vb| > 3 V [2]. The quantum
efficiency can be higher in QDIPs than in QWIPs; the phonon bottleneck increases
the carrier lifetime so it is easier to extract the carriers.
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The other quantity relevant to the peak responsivity is the photoconductive gain,
which is also influenced by the carrier lifetime. Photoconductive gain (g) arises
because charge-neutrality must be maintained. After excitation into the continuum,
electrons will drift towards the collector but can be captured by other QDs during
transit. Uncaptured electrons may reach the positively-biased contact and cause
another electron to be injected from the emitter. This new carrier will again drift
in the continuum of states until it is captured or collected. If the transit time
across the device (τtr) is small in comparison to the effective lifetime (τeff) of the
carriers, then gain (g = τeff/τtr) will occur [6]. The gain can also be considered
as the ratio of total collected carriers to the number of excited carriers [7]. This
process is analogous to gain in a bulk photoconductor where recombination takes
the place of electron capture, however it differs because QDIPs have inhomogeneous
active regions and are unipolar devices. Earlier QDIP literature has quoted
photoconductive gains of 1–5 [8], but the gain is also influenced by the specific
QDIP design [9]. Gain values that are orders of magnitude higher have also been
reported, and these are attributed to the long carrier lifetimes in QDIPs [10, 11].





This expression has been modified from g in a QWIP by including the fill factor
(F ) to describe the surface density of QDs in each layer [6, 8]. N is the number
of QD layers in the device. In general, pc in QDIPs is smaller than in QWIPs
because of the decreased electron-phonon coupling and pc  1. In addition to
photoconductive gain, avalanche multiplication also occurs in QDIPs (QWIPs) for
large bias voltages [2, 6]. The avalanche gain in these devices results from impact
ionisation, where a hot electron in the continuum interacts with another electron
in a QD (QW) through the Coulomb potential. Some energy is transferred and
the bound electron is promoted to the continuum, where it can also drift towards
the collector. Note that gain can be observed whether carriers are excited by
photogeneration or by thermal generation. In addition, ground-state sequential
tunnelling has also been observed in some QWIPs under high bias conditions [3].
The noise gain (gn) can be defined to distinguish dark current processes from
photocurrent processes. Under normal operating conditions, however, gn ≈ g so the
photoconductive gain is often used for both responsivity and noise calculations [3].
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5.1.2 Noise in quantum dot infrared photodetectors
Noise current (in) is quantified by the root-mean-squared (RMS) current flow. That
is, in ≡
√
i2n. The total noise is derived from the root of the sum of squares of the
contributing components [2, 12]. Aside from the statistical nature of photon arrival,
the dark current and photocurrent in the detector are also governed by random
processes. Shot noise is governed by fluctuations in the number of carriers and is
also referred to as generation-recombination (GR) noise, even though QDIPs are
unipolar detectors. It can be shown that the total GR noise from thermally-excited
dark-current electrons and from photoelectrons is i2GR = 4gq(Id + Ip)∆f [13], where
∆f is the measurement bandwidth. Id is the dark current, Ip is the photocurrent
and this expression also accounts for fluctuations in the value of g. The other
primary source of noise in QDIPs is the thermal noise, also known as Johnson
noise, and this is present in any resistive device because of fluctuations in the










is the combination of these two mechanisms. The last term describing the Johnson
noise is often negligible compared to the shot noise [14]. RΩ is the device resistance
and kB is the Boltzmann constant. In QWIPs and QDIPs, the dark current is the
main source of noise, particularly at high temperatures [15]. Equation (5.5) can
therefore be simplified to in =
√
4gqId∆f [5]. When other sources of noise are
low, the background illumination contributing to photocurrent may become the
limiting factor to detector performance. In this case, the detector is said to be
background-limited. The QDIP noise will then be in =
√
4gqIb∆f , where Ib is the
background photocurrent.
Other types of noise include 1/f noise, fixed pattern noise and amplifier noise [5, 8].
The first type is partly caused by impurity states, which can lead to fluctuations in
carrier density [13]. Whereas thermal noise is a ‘white’ noise that is constant with
frequency, 1/f noise can become dominant at low frequencies. The stable surface
properties in QWIPs and QDIPs mean that this contribution may be smaller than
in other devices [5], however 1/f noise has certainly been observed in QDIPs with
increasing bias [8]. Fixed pattern noise results from local variations in the dark
current, photoresponse and cutoff wavelength, and can be significant in limiting
focal-plane array (FPA) performance. Finally, the amplifier noise relates to the
electronic configuration and can severely limit the system performance [8].
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5.1.3 Common figures of merit
The peak responsivity that was introduced in section 5.1.1 is often used to
compare detector performance. In photoconductors, it relates the photocurrent
to the incident IR power. To characterise the devices in this chapter, the RMS
photocurrent (Ip) was measured while the test device was positioned in front of a
modulated blackbody, as shown in figure 2.16. The spectral photon exitance of a
blackbody at temperature T is given by




ehc/(λkBT ) − 1
] (5.6)
and is measured in photons/(m2 s). In the measurements, the aperture of the
blackbody limited the field of view. The window in the Dewar was large enough
that it did not vignette the blackbody signal [12]. The field of view is quantified
by the projected solid angle,







L2 + (d/2)2 .
(5.7)
The half-angle of the aperture from the detector is θ/2, the diameter of the aperture
is d and the distance between the detector and the aperture is L [12, 16]. The
modulation factor to account for the blackbody chopper is denoted Fm and has been
calculated in [17] to be 0.444 for this setup. The normalised spectral responsivity,
R˜(λ), was measured using Fourier-transform infrared spectroscopy (FTIR) for each
device over a range of bias voltages. The peak wavelength in R˜(λ) is defined as λp.
The power transmittance spectra of the BaF2 window (TBaF2) and the Ge block
(TGe) were also measured by FTIR. The calibrated photon irradiance (Eq) incident
on the test device is related to these quantities by [12, 16]




Mq(λ, T )R˜(λ)TBaF2(λ) dλ. (5.8)
Since the modulated irradiance varies between the blackbody (BB) and the
background (BG) scenes, the RMS photocurrent is attributed to the change in
photon irradiance, ∆Eq = EqBB − EqBG [12, 16]. This is also measured in
photons/(m2 s). Finally, the active area of the detector (Ad) and Ip are included
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The main parameter used to characterise the signal-to-noise performance in
detectors is the specific detectivity (D∗) [15]. This quantity is preferred to the
noise-equivalent power because D∗ values are independent of the detector area and







The RMS noise current (in) is measured across a frequency bandwidth of ∆f . Rp
and D∗ were both calculated as a function of bias voltage for each QDIP and the
optimum bias was identified from the D∗ curves. The photoconductive gain can be
calculated from the measured dark current and noise current, providing the latter





+ 12N . (5.11)
These gain calculations were not performed here due to the significant amplifier
noise apparent in the in measurements. Instead, the bias-dependent performance
was examined through Id, Rp and D∗ results. Different figures of merit can
be relevant to other applications. For example, D∗∗ =
√
Ω/piD∗ is a measure
of detectivity normalised to the solid angle and is particularly useful where
concentrator lenses are combined with detectors [19]. When individual devices
reach D∗& 1010 cm Hz1/2/W, then FPA performance is limited by the pattern noise.
In this case the noise-equivalent temperature difference, which is the minimum
detectable change in the temperature of a scene, is a more useful quantity than
D∗ [15]. In this thesis, the signal-to-noise performance of the individual devices is
adequately described by D∗. In addition, the spectral response measurements are
used to compare the GMRF performance with the simulations from chapter 3.
5.2 Device processing
5.2.1 Detector architecture
The n-i-n QDIP structure used in these devices is shown in figure 5.1. A buffer
layer of undoped GaAs was grown to provide a planar and defect-free surface. The
n+-GaAs contact layers are doped with Si to a level of about 1018 cm−3, in order to
provide electrons in the structure. The active region contains ten layers of InGaAs
QDs separated by GaAs barriers and the nominal thickness of each QD layer is 5.7
monolayers (ML). The QDs contain a nominal In concentration of 50%, however
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Figure 5.1: The standard quantum dot infrared photodetector structure used in the
filtered devices. The quantum dot (QD) and barrier layers were nominally undoped and
the In0.5Ga0.5As QD layers were nominally 5.7 monolayers thick.
Figure 5.2: Photodetector layout showing the vast metal coverage. A schematic of an
integrated device is shown in (a) and optical micrographs of two partly-processed arrays
are shown in (b) and (c). The devices with 210 µm mesas in (b) have a 5 µm gap between
top and bottom contacts, whereas the 850 µm devices in (c) have a 10 µm gap.
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previous work has suggested that this may actually be closer to 65% [20]. The active
region is nominally undoped in order to minimise the dark current, yet background
doping provides sufficient carriers to populate the QD states. The metal-organic
chemical vapour deposition (MOCVD) procedure used to grow the structure was
summarised in chapter 2 and more details are given in the literature [21]. This has
been designated as the standard QDIP structure in this thesis and generic growth
procedures were used. Given that the GMRF design is agnostic to the detector
technology, integration with other detectors that are sensitive to the same IR band
should be possible.
Whereas a standard QDIP recipe was used for the initial MOCVD growth,
the photolithography masks used for the subsequent processing were specifically
designed to be compatible with these narrowband filters. The layout of the
QDIP samples discussed in this chapter is shown in figure 5.2. A schematic
of an integrated device is shown in figure 5.2(a), in which the height has been
accentuated. The red arrow represents the normally-incident IR radiation that
is filtered by the GMRF before reaching the QD layers. The n+ contact layers
are shown in black and these form ohmic contacts with the Au/Ni/Ge alloy.
Photomasks for two different detector sizes were designed. In figure 5.2(b), the
square mesas are 210 µm long whereas the devices in figure 5.2(c) have 850 µm
long mesas. In comparison to previous layouts, these designs have an increased
metal coverage across the entire sample. This is achieved by extending the bottom
contact over the unused areas of the sample. Furthermore, the gaps between the top
and bottom contacts were minimised to 5 µm in figure 5.2(b) and 10 µm in figure
5.2(c); this dimension is limited by alignment with the mesa edge. The increased
metal coverage is critical to minimise the unfiltered light coupled into the GaAs
substrate, which can reach the QD active layers through internal scattering.
The opening in the top contact should be large to maximise the radiation that
enters through this path. Here, the active area is predominantly defined by these
openings, which are hexagonal to match the triangular symmetry of the PC array.
Different sized openings were designed and the radius is defined as the centre-to-
corner length in µm of each hexagon. This is indicated by the labels at the edge
of each row of devices. The micrographs in figure 5.2 show partially-processed
samples. Unfiltered QDIPs have been fabricated as described in chapter 2 and
then a third photolithography step has been performed. Openings in the resist
have been created in most hexagonal areas in preparation for filter deposition. The
right-hand three devices in figure 5.2(b) are entirely covered in resist to produce
unfiltered reference QDIPs.
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5.2.2 Electron-beam lithography
The dielectric films comprising of a Ge slab and a CaF2 cladding layer were
thoroughly discussed in chapter 4. The bandpass GMRFs simulated in chapter
3 are based on a PC slab, such that an array of holes is patterned through the Ge
layer. For IR wavelengths around 6 µm, hole diameters of about 1 µm are required.
These features might be achievable through optimised photolithography techniques,
however GMRFs previously fabricated by photolithography were unsuccessful [22].
As a result, EBL was used to define the pattern and then an ICP process was used
to etch the holes into the Ge slab; each of these techniques were introduced in
chapter 2. These steps were performed after deposition of the dielectric films and
lifting-off the photoresist-covered regions.
ZEP520A EBL resist was spun-on at two speeds. For the first 5 s while the resist
was dispersed onto the sample surface, the sample was spinning at 500 rpm. The
speed was then increased to 2000 rpm and maintained for 60 s. Cross-sectional
SEM on a cleaved sample found that after spinning-on one layer, the thickness on
top of the filters was about 300 nm. This was much thinner than the resist covering
the surrounding bottom-contact regions. The ZEP520A was intended to be used
as a soft mask for ICP, however 300 nm was not thick enough for etching holes
through the entire Ge slab. Therefore the spinning procedure was repeated to give
a thicker layer of resist, which was then baked at 170 ◦C for 25 minutes.
A small quantity of 20 nm Au particles were placed on a sacrificial area of each
sample before loading into the EBL system. After optimising the beam on the
Au nanoparticles, the local coordinates were defined from three alignment marks,
which had been previously fabricated. A ‘mix-and-match’ procedure was used to
align the stage coordinates with these local coordinates. A writing-field alignment
was then used to position the 400 µm writing field with the local coordinates.
For the largest pattern areas, four of these writing fields were stitched together.
The pattern was written from a GDSII design file using the specified exposure
conditions. These parameters, such as beam dose and step size, were optimised on
test structures before fabricating the final devices. After exposure, the sample was
developed in ZED-N50 (n-amyl acetate) for one minute and rinsed in isopropanol.
Finally, the features were examined by optical microscopy or sometimes reloaded
in the EBL for thorough characterisation by SEM.
Double-side polished semi-insulating GaAs substrates were used to optimise the
exposure conditions but the typical QDIP processing steps were still implemented.
The only additional processing was to protect the polished backside from the
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Figure 5.3: Scanning electron micrographs comparing two exposure doses in the electron-
beam lithography process. Plan-view images of the developed pattern are shown in (a)
and (b), whereas cross-sectional images (tilted 52◦) are shown in (c) and (d). The white
arrows indicate holes in the ZEP520A resist. A dose of 260 µC/cm2 was used for (a) and
(c) whereas 300 µC/cm2 was used for (b) and (d).
H3PO4/H2O2/H2O mesa etch. This was achieved by depositing 100 nm of SiO2
by plasma-enhanced chemical vapour deposition before the first photolithography
step. The SiO2 was removed with 10% HF acid after the mesa etch but before the
second photolithography step and metallisation.
Initially, arrays of circular holes were patterned with beam doses of 300 µC/cm2
and 400 µC/cm2. After developing, plan-view SEM was performed in the EBL
system to compare the hole quality. 300 µC/cm2 was found to produce circular
holes whereas the higher dose led to irregularly-shaped holes. A second study was
performed using doses of 260 µC/cm2, 280 µC/cm2 and 300 µC/cm2. A focussed-
ion beam (FIB) system was used to perform plan-view and cross-sectional SEM,
and some of these micrographs are shown in figure 5.3. The three complete holes
shown in figure 5.3(a) have irregular edges and these were patterned with the
lowest electron-beam dose. On the other hand, the 300 µC/cm2 sample shown in
figure 5.3(b) contains high-quality holes over a large area. Cross-sectional electron
micrographs through the 260 µC/cm2 and 300 µC/cm2 samples are shown in figure
5.3(c) and figure 5.3(d), respectively. In each image, the white arrows are positioned
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Figure 5.4: Micrographs of a photonic-crystal slab after etching with an inductively-
coupled plasma for 150 s. The optical micrograph in (a) indicates that most Ge has
been removed from the holes and the filter edge has been damaged. Scanning electron
micrographs of the surface (b) and in cross-section (c) show the sidewall profile and
confirm that Ge has been etched through. In (b) and (c), the Ge surface is tilted 38◦ to
the viewing direction.
in the dark ZEP520A double layer, which lies between the sputtered Ge film and
a layer of protective Pt. The two holes in each micrograph are indicated by the
arrows and the irregular structures within each hole are caused by the limited Pt
infiltration. In the 260 µC/cm2 sample, the holes are consistently undercut and this
is sometimes referred to as a negative slope. In terms of the sidewall angle defined
in chapter 3, the average is about 102◦ after correcting for the 52◦ sample tilt. In
figure 5.3(d), the larger beam dose has produced near-vertical sidewalls. A dose of
280 µC/cm2 (not shown) produced slightly undercut holes but the cross-sectional
profile was clearly improved compared to the lowest dose.
Given the circular holes and vertical sidewalls produced in the ZEP520A resist, a
dose of 300 µC/cm2 was ultimately used for device fabrication. The writing-field
width was increased to 400 µm without significantly degrading the quality of the
holes. Therefore the devices with the largest active area required four writing fields
to be stitched together. Stitching errors of up to a few µm were sometimes seen
between the writing fields, however this should not affect these devices.
5.2.3 Inductively-coupled plasma etching
After EBL, the pattern was transferred to the Ge slab using ICP reactive-ion
etching. Different fluorine-based chemistries have been reported to etch Ge [23, 24],
so CHF3 was used as the sole process gas here. The ICP process was detailed
in chapter 2 and figure 5.4 shows three different micrographs of an etched test
sample. Optical microscopy and SEM were used to optimise the etching time and
to investigate the profile of the air holes. The optical micrograph in figure 5.4(a)
shows the edge of a patterned filter before the ZEP520A has been removed. The
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dark colour in the holes is due to the low reflectivity of the CaF2 cladding and
this indicates that all of the Ge has been removed. In addition, the resist has
been completely etched around the edge of the hexagonal filter. The Ge surface
within 5–10 µm of the perimeter has been partly damaged. In the middle of the
hexagonal region, however, the ZEP520A resist was thicker and some still remains
after 150 s etching. In this way, optical microscopy was incredibly quick and useful
for monitoring the etching progress; the holes appeared lighter and speckled when
they still contained Ge whereas widespread surface damage indicated over-etching.
A scanning-electron micrograph of a tilted sample is shown in figure 5.4(b) and
this provides an alternative perspective of three etched holes. The resist has been
removed and at this magnification, reasonably high-quality holes are apparent. Ge
is absent from inside the holes and the Ge surface has not been damaged. Note
that the cladding in these test samples contains about 130 nm of sputtered CaF2
deposited on 960 nm evaporated CaF2. It was shown in chapter 4 that the size of
the Ge grains can be reduced by increasing the thickness of sputtered CaF2.
Figure 5.4(c) shows a single hole in cross-section at a higher magnification. The
lower half of the micrograph shows the CaF2 cladding and Pt has filled the hole
from above. The Ge has been completely etched inside the hole but the sidewalls
are not vertical. Correcting for the sample tilt, the average sidewall angle in this
sample was θ = 79◦. This is not ideal and it was shown in chapter 3 that sidewall
angles under 90◦ can blue-shift the guided-mode resonances (GMRs). Even so,
a similar shift across all GMRF designs will still allow spectrally-distinct QDIPs
to be fabricated. So this simple ICP process was maintained for the integrated
detectors, although the etching time was adjusted for different Ge thicknesses.
5.2.4 Filter transmittance spectra
The physical properties of patterned filters have been examined in order to develop
the EBL and ICP processes. In chapter 4, FTIR experiments measured the Fabry-
Pérot resonance through unpatterned films and these patterned filters can be
examined by FTIR as well. These transmittance measurements might allow the
GMRs to be observed before QDIP fabrication, although the spectral features
will differ. That is, the sharp peak simulated at QD depths was replaced by an
asymmetrical step when simulated through a thick GaAs substrate in section 3.6.
The procedure for these FTIR measurements was the same as that described in
section 4.4 for the unpatterned filters. In this case, the filter size was the same as
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Figure 5.5: Transmittance through a filter on a GaAs substrate. The design was r =
0.40 µm but the average radius was 0.46 µm. The tightly-focussed setup used ZnSe
lenses, the near-collimated beam was slightly focussed and the simulation (r = 0.55 µm)
assumed plane-wave excitation. Power transmittance is shown in (a) and spectra are
normalised for comparison in (b). The inset highlights features near λ = 6 µm.
the top device in figure 5.2(c). The opening radius was 200 µm so the corner-to-
corner diameter of the hexagonal opening was D7 = 400 µm. The nominal hole
radius in the PC design was r = 0.40 µm, however the average measured radius
was actually 0.46 µm. The dielectric films described in section 4.4 were also those
used in this sample, so the Ge thickness was 323± 5 nm.
In near-collimated measurements with no additional lenses, the signal transmitted
through the GMRF sample was about 70% of the background signal through a
double-side polished GaAs substrate. In the tightly-focussed configuration that
included two ZnSe lenses, however, the signal count through the filter was only
50% of the corresponding background transmittance. In chapter 4, a decrease of
50% was observed for both configurations with the unpatterned filters, which is
consistent with the latter. The higher signal in the near-collimated setup results
from the small sample tested here. Without the lenses, a significant proportion of
the detected signal simply passed around the sample and this is expected to mask
the filter transmittance.
This extraneous signal is evident in figure 5.5(a), where the blue dashed curve
showing the nearly-collimated transmittance is higher than the tightly-focussed
spectrum (red curve). In each of these spectra, a small peak is obvious near
λ = 3.3 µm due to the Fabry-Pérot resonance, however the overall transmittance
is relatively constant with wavelength. On the other hand, the simulated field
intensity shown by the black dotted curve contains clearer spectral features. The
broad minimum near λ = 6 µm is again due to the Fabry-Pérot resonance in the
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quarter-wavelength layers. In addition, the asymmetrical step that was described
in section 3.6 can be seen around λ = 6µm. This is due to the designed resonance
in the PC slab and it is also evident in the experimentally-measured spectra.
The simulated spectrum also shows sharp features in the 3–4 µm range. Some
of these may be due to other diffraction anomalies in the structure but they
are also influenced by simulated reflections from the back of the substrate, as
discussed in section 3.6. This is also approaching the spectral resolution of the
simulations, which was shown in section 3.5 to be related to the simulation duration.
Monitoring the field such a large distance away may also influence the resolution—
the excitation field takes longer to reach the monitor so the effective simulation
duration is shortened.
Figure 5.5(b) shows the same power transmittance spectra but each curve has
been scaled to highlight the resonance features. Each minimum has been set to
zero and the transmittance at λ = 3.26 µm has been normalised. The inset shows
an enlargement of the feature at λ = 6 µm, which is apparent in all curves. The
position of the resonance is consistent but the simulations assumed a hole radius
of 0.55 µm, which is larger than in the measured holes. The heights of the step
and the hump around λ = 5.9 µm are quite consistent between the three curves.
In addition, anomalies are present in the measured transmittance near 3.8 µm and
just above 4 µm, which correspond to distinct features in the black simulated curve.
Clearly, the PC array in the Ge film has produced spectral features that are
consistent with simulations. Without scaling, these GMR features were drowned-
out by the extraneous light scattered around the sample. The ZnSe lenses were
useful in directing more IR light through the filter, however the spectral features
in the red curve of figure 5.5(a) are still relatively small. These lenses slightly
increased the relative transmittance at wavelengths longer than λ = 6 µm, as seen
in figure 5.5(b). A similar effect was seen for the unpatterned filters and is due to
the tilted incidence angles that arise with tight focussing. Despite measurement
limitations, these FTIR results confirm the presence of GMRs in the test structure.
These filters are clearly suitable for integration with standard InGaAs QDIPs. To
increase the proportion of filtered light, subsequent devices were fabricated with
the largest active area; that is, with D7 = 800 µm.
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5.2.5 Complete fabrication
Using the optimised conditions, a standard QDIP sample was processed into the
large-mesa devices. The general procedure has been detailed in section 2.3.1. Stylus
profilometry indicated that the actual height of these mesas was 1.1 µm and the
thickness of the evaporated Au/Ni/Ge was 260 nm. After a third lithography step,
the sample was identical to the sample in figure 5.2(c). As described in section 4.3,
CaF2 was deposited by electron-beam evaporation at 20 Å/s. A second CaF2 layer
was deposited at 2.1 nm/minute by sputter deposition and finally a thinner film of
CaF2 was evaporated at 5 Å/s. The respective thicknesses of these three films were
740 nm, 640 nm and 40 nm. Note that 640 nm of sputtered CaF2 is thicker than
the 300 nm recommended in chapter 4 and this resulted from a high deposition
rate here. It was also found that the final evaporated film may not substantially
influence the morphology of the Ge slab. Three CaF2 layers were included because
these experiments were performed in parallel with those in chapter 4, but the final
layer could be omitted from future designs to simplify fabrication.
The Ge slab was deposited with magnetron sputter deposition. The two sputtering
processes discussed in chapter 4 produced similar films, so the faster deposition
was used here. As described previously, the Ar pressure was 1.2 mTorr, the radio-
frequency (RF) power was 300 W and the deposition rate was about 10 nm/minute.
The bias voltage was 142 V and the average slab thickness was 350 ± 5 nm,
as confirmed by stylus profilometry, optical profilometry and SEM. After Ge
deposition, the sample was placed in acetone to lift off the areas surrounding the
active areas. Compared to the metallisation lift-off, the dielectric films lifted very
quickly. This is attributed to the significant stress in these layers. A time-lapse
series of photographs was used to capture the rapid lift-off and three images are
shown in figure 5.6. Figure 5.6(a) shows that only small areas lifted in the first 7 s
of immersion. Over the subsequent 3 s, large areas began to peel off in coherent
sheets. After only 13 s soaking in acetone, the lift-off was essentially complete, as
shown in figure 5.6(c). The delaminated films exhibit convex curvature. This is
consistent with compressively-stressed Ge on the surface and tensile stress in the
thick evaporated CaF2 [25, 26].
After lift-off, four of the D7 = 800 µm devices were not coated with dielectric layers
and one such reference is shown in figure 5.7(a). The active areas of the other
QDIPs were covered with 350 nm Ge on top of 1420 nm CaF2, as for the device
in figure 5.7(b). These micrographs were captured by optical profilometry and
they show the relative heights of the mesas, metal contacts and filter layers. The
192
5.2  Device processing
Figure 5.6: A time-lapse series showing the rapid lift-off of the stressed films. Photographs
were taken (a) 7 s, (b) 10 s and (c) 13 s after the sample was immersed in acetone. The
scale bars are calibrated for features near the bottom of each image.
Figure 5.7: Surface profiles of processed photodetectors, measured by optical profilom-
etry. All devices have 800 µm wide active areas. A reference device is shown in (a)
whereas the detectors in (b) and (c) are covered with Ge/CaF2 films. The compressive
film stress in (c) has lifted the filter corners.
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lift-off process was successful in these devices, however the stress in the dielectric
layers caused some degradation of other QDIPs on the same sample. For example,
the filtered QDIP in figure 5.7(c) exhibits a deleterious consequence of excessive
stress. Here, the six corners of the filter have buckled from compressive stress
and have been lifted high above the surface. The black regions surrounding each
corner indicate that the height could not be measured at these positions. This
is presumably because the steep surface reflected the source light sideways and
not into the objective lens. These corner areas are clearly undesirable for filter
fabrication, so the stress should be minimised in future by decreasing the thickness
of the sputtered CaF2.
After the sample was cleaned and dried, the two layers of ZEP520A resist were
spun-on and baked. The sample was then cleaved into smaller pieces. EBL was
used to pattern D7 = 400 µm and D7 = 800 µm devices with different PC designs.
A hole period of a = 3.4 µm was used for all designs, however the nominal radius
was varied between r = 0.45 µm and r = 0.60 µm. After developing, patterned
samples were individually mounted with heat-sink paste for ICP etching. The ICP
process was detailed in chapter 2 and the bias voltage was 282 V here. The detector
array shown in figure 5.8 was initially etched for 150 s and then examined by optical
microscopy. This etching time was optimal for the test sample with 323 nm of Ge
but it was not long enough for these QDIPs. Further etching and examination
showed that 180 s was just enough to etch the holes through the 350 nm Ge film.
A second sample piece containing an r = 0.49 µm device was also etched for 180 s.
After etching, each sample piece was soaked in dimethyl acetamide (DMAc) to strip
the ZEP520A resist. A cotton bud was carefully used to ensure the surface was
clean, along with other solvents. To remove all organic residue, the O2 reactive-ion
etching process described in chapter 2 was applied to each piece for 30 minutes.
Finally, the QDIPs were mounted into packages with silver epoxy. These sample
pieces were also used to investigate the amount of light that can enter through
the edge of the GaAs substrate. When mounting the first piece, the four edges
were painted with silver epoxy and the back was generously coated. The second
sample with r = 0.49 µm, however, was not surrounded by epoxy and a minimal
amount was used on the back. Similarly, an array of three unfiltered QDIPs was
mounted in a third package with minimal epoxy. Devices on each sample piece
were wire-bonded in preparation for testing.
The first sample piece containing integrated GMRF-QDIPs is shown in figure 5.8.
A cross-sectional SEM image prepared by milling through an unpatterned filter is
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Figure 5.8: Micrographs of the ultimate integrated devices. The cross-sectional (52◦ tilt)
scanning electron micrograph in (a) shows the Ge slab and three-layer CaF2 cladding.
The plan-view images in (b) and (c) show four holes and the entire device, respectively,
for the r = 0.45 µm detector. The optical micrograph in (d) shows a packaged array
with three 0.60 µm devices, a column of unfiltered detectors and two 0.45 µm devices.
shown in figure 5.8(a). From the bottom of the image towards the surface, the
layers are the epitaxial QDIP structure (labelled as ‘GaAs’), evaporated CaF2,
sputtered CaF2, 40 nm evaporated CaF2, sputtered Ge and protective Pt. The Ge
slab appears to be quite smooth and continuous, although this can be affected by
Pt deposition in the FIB. The plan-view electron micrograph in figure 5.8(b) shows
four holes of 0.45 µm nominal radii. As a result of the compound CaF2 cladding,
the Ge surface is continuous with small grains and no visible voids. Consequently,
the holes are well-defined and regular, which should be beneficial for the filter
performance. The entire QDIP containing this PC array is shown in figure 5.8(c).
The D7 = 800 µm active area nominally contains 40 717 holes, although these are
barely resolved here. The faint vertical line through the filter is due to the stitching
error between writing fields. This device can be seen in the bottom-right corner
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of figure 5.8(d), which shows the entire sample piece after wire bonding. Three
devices towards the bottom-left of this sample are patterned with r = 0.60 µm
designs, the third column of devices are unfiltered and two devices in the fourth
column are patterned with r = 0.45 µm holes. The large amount of silver epoxy
around this sample can be seen inside the chip package.
5.3 Characterisation of filtered photodetectors
5.3.1 Spectral response and tunability
The devices were characterised following the procedures described in section 2.3.
For spectral response measurements, the Out 3 window of the FTIR system was
used for illumination. A parabolic mirror was placed inside to focus the IR output,
which travelled through 6 cm of free space before entering the liquid-nitrogen
cryostat. 77 K photoresponse spectra were collected for device biases between
−1.5 V and 1.5 V. This potential was applied to each top contact with respect to
the bottom contact. Normalised spectra are shown in figures 5.9 and 5.10 from
QDIPs filtered with three different GMRF designs and also an unfiltered device.
Photoresponse spectra from QDIPs biased at −0.4 V are shown in figure 5.9(a)
whereas figure 5.10(a) shows the spectral response of these devices at 0.4 V. All
four devices had a large active area, with D7 = 800 µm. The black dotted curves
were taken from the unfiltered reference device and the peak response for both
biases occurs at λp = 6.14 µm. The full-width at half-maximum (FWHM) spectral
widths are 1.4 µm and 1.6 µm for −0.4 V and 0.4 V, respectively. These linewidths
are slightly narrower than the 31% previously observed for standard QDIPs [21]. In
addition, a short-wavelength shoulder is visible under positive bias but not under
negative bias voltages. All spectra contain fine detail between about 5.6 µm and
7.0 µm, which is due to H2O absorption. The CO2 absorption doublet around 4.3
µm is also omnipresent.
Comparing different devices highlights clear differences in the spectral response.
Some differences can be attributed to the guided-mode resonance filters and some
features have a different origin. The blue solid curve and the red broken curve
show the photoresponse spectra from integrated devices with nominal hole radii of
r = 0.45 µm and r = 0.60 µm, respectively. For both positive and negative bias,
these spectra contain dips at 3.43 µm, 5.65 µm, 6.62 µm and 8.04 µm. Some FTIR
transmission measurements of the silver epoxy were performed and absorption
features were observed at 3.42 µm, 5.78 µm, 6.63 µm, 8.09 µm and 9.76 µm.
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Although the measured absorption was not very strong, this was predominantly
a single-pass measurement. In reality, multiple reflections may occur inside each
QDIP sample from the substrate backside and edges. So it is possible that the
epoxy is responsible for some dips in the photoresponse spectra. This hypothesis
is supported by the fact that some features, such as the dip near 5.7 µm, are
much smaller in the other spectra. This is true for the green dashed curve showing
the response from the r = 0.49 µm device. This sample piece and the unfiltered
reference array were each packaged with minimal epoxy and this has reduced the
absorption dips.
Figures 5.9(b) and 5.10(b) show the filter transfer functions extracted from the
−0.4 V and 0.4 V photoresponse spectra, respectively. These were calculated by
dividing the spectrum from each integrated QDIP by the photoresponse of the
D7 = 800 µm reference QDIP at the same bias. This procedure was performed
before normalising the spectra, so the magnitude of the transfer function indicates
the relative responsivity with respect to the unfiltered device. In the r = 0.49 µm
device, the absorption dips near 5.7 µm and 6.6 µm are virtually non-existent
because this package contained very little epoxy. On the other hand, the absorption
near 8 µm is strong in all three transfer functions so this feature might not be solely
caused by silver epoxy.
The guided-mode resonance filters are responsible for the dominant features in
the photoresponse spectra. The device with the smallest air holes exhibited the
best response, as shown by the sharp peak at λp = 6.15 µm in the blue curves.
This peak is not influenced by the bias voltage, confirming the independence of
the GMRF. Compared to the predicted photoresponse spectra derived in chapter
3, the broadband component in the spectrum is relatively strong in proportion to
the narrow peak. The spectral features, however, are in good agreement. The
short-wavelength shoulder in the photoresponse at positive bias voltages allows the
spectrum of the transfer function to be thoroughly examined, as shown in figure
5.10(b). Fabry-Pérot resonances are responsible for the broad spectral variation in
each transfer function. This behaviour is the same in all filter designs because it is
a property of the dielectric films.
The magnitude of the background transmittance, however, is different between the
filtered devices. The r = 0.49 µm device generally exhibits a much higher transfer
function and this is due to the absence of epoxy around the sample edges. As a
result, extraneous light of all IR wavelengths was scattered into the device. This is
also why the photoresponse spectra from this device in figures 5.9(a) and 5.10(a)
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Figure 5.9: (a) Normalised photoresponse spectra from three filtered QDIPs and a
reference device at 77 K with a bias voltage of −0.4 V. The nominal hole radius (r)
in each guided-mode resonance filter is indicated. (b) Filter transfer functions extracted
from unnormalised spectra with respect to the unfiltered response.
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Figure 5.10: (a) Normalised photoresponse spectra from three filtered QDIPs and a
reference device at 77 K with a bias voltage of 0.4 V. The nominal hole radius (r) in each
guided-mode resonance filter is indicated. (b) Filter transfer functions extracted from
unnormalised spectra with respect to the unfiltered response.
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are similar to the reference QDIP, with only a small peak at λp = 5.92 µm.
The transmittance is generally lowest in the r = 0.60 µm QDIP, as shown by the
red curves in figures 5.9(b) and 5.10(b). This results from the generous epoxy
coverage around this sample. In this design, the resonance is shifted to 5.61 µm
and there is a considerable overlap with the absorption dip. As a result, the
middle of the transmittance peak has been reduced. The normalisation process
in the photoresponse spectra (figures 5.9(a) and 5.10(a)) shows that the relative
magnitude of the broadband component becomes dominant in this device because
of the absorption overlap with the GMR.
Clearly, device performance can be degraded by extraneous light despite this
architecture containing large Au/Ni/Ge contact areas. This situation can be
improved with silver epoxy, however this practice introduced absorption features
that convoluted the spectral response. Instead of epoxy, deposited metal,
distributed Bragg reflectors or other absorbing paints might be more suitable
for surrounding the substrate [27]. In addition to extraneous light entering the
edge of the sample, crosstalk between pixels is another concern. For example,
the r = 0.45 µm device exhibits the most promising response in figures 5.9(a)
and 5.10(a) but still contains a considerable broadband component. It is likely
that some of this light originates from the adjacent unfiltered area, shown in
the lower-right of figure 5.8(d). Indeed, the photoresponse (not shown) from
this unfiltered device included a sharp peak at λp = 6.14 µm and a drop of
about 20% for λ > 6.2 µm. This indicates that light transmitted through the
r = 0.45 µm filter was scattered into the adjacent pixel and it is reasonable to
assume that crosstalk occurred in both directions. For this reason, the reference
QDIPs discussed above were mounted in a separate package. Crosstalk can be a
severe limitation in hyperspectral FPAs and will not be improved by surrounding
the substrate with epoxy or any other material. The fabrication of HgCdTe and
QWIP FPAs usually includes thinning the substrate to 5–10 µm and this is partially
to minimise crosstalk [28]. This may be a relatively straight-forward approach to
improving the spectral selectivity in these QDIPs. In addition, decreasing the
top contact thickness would bring the GMRF and QD layers closer together and
this might enhance the resonance coupling. Multicolour FPAs typically employ
advanced circuit architectures that can include differential amplifiers [29]. The
background signal in these QDIPs could be also suppressed by operating in a
differential mode, however it would be desirable to optimise the optical design of
the detectors as well.
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Clearly the spectral selectivity of these devices is limited by substrate scattering and
optical crosstalk, despite the consideration given to these factors when designing
the photomasks. Even so, the r = 0.45 µm device exhibits photoresponse linewidths
of only 0.78 µm and 1.1 µm at biases of −0.4 V and 0.4 V, respectively. These
correspond to 56% and 70% of the unfiltered FWHM, respectively. If the linewidths
are instead measured as the full-width at 60% of each maximum, then this filtered
photoresponse has less than 32% of the unfiltered linewidth, at either −0.4 V or
0.4 V. As well as the ability to narrow the spectral response, these filters can
successfully tune the peak wavelength. This is conducive to the fabrication of
hyperspectral staring arrays. The transfer functions in figures 5.9(b) and 5.10(b)
are consistent with the transmittance spectra simulated in chapter 3. The design
resonance near λ = 6 µm and another resonance near λ = 3.7 µm exhibit blue-shifts
with increasing hole radius and this is consistent with the simulated tunability.
To compare the experimental relationship between hole radius and λp, the actual
hole radius in each PC array was measured from plan-view SEM images. For
each design, at least six different holes were examined and two perpendicular
diameters were measured from each hole. For the nominal hole radii (r) of 0.45 µm,
0.49 µm and 0.60 µm, the actual radii (ra) were 0.49 ± 0.01 µm, 0.58 ± 0.01 µm
and 0.71± 0.01 µm, respectively. So the average scaling factor in these designs
is ra/r = 1.15 ± 0.03, and this arises from the EBL and ICP processes. Figure
5.11 shows the peak photoresponse wavelength against actual radius for the three
integrated GMRF-QDIPs. Note that the λp values are identical with −0.4 V and
0.4 V bias.
In figure 5.11, the standard deviation in ra is indicated by the error bars and
the uncertainty in λp is within the height of the black points1. The least-squares
regression line (not shown) through these points is λp = −2.49ra + 7.36 µm, and
the Pearson correlation coefficient of −0.99994 indicates a strong linear trend.
The broken line shows the tunability relationship that was extracted in section
3.4 and this is similar to the experimentally-derived tunability. Of course, the
simulated relationship assumes that the holes are not enlarged during fabrication.
The measured λp values are all blue-shifted from the simulated wavelengths and
the measured gradient is steeper.
There are several deviations from an ideal GMRF in the fabricated devices, which
may account for the observed shifts. The total cladding thickness and the slab
1The accuracy of the FTIR measurements is assumed to be limited by the sampling resolution,
which corresponds to an uncertainty of less than 8 nm at these wavelengths.
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Figure 5.11: Peak photoresponse wavelength (λp) of three filtered QDIPs at 77 K, against
the actual hole radii (ra) measured by scanning electron microscopy. For comparison,
the simulated tunability trend is shown. Modified simulations were also performed that
incorporate the measured thickness and refractive index of each dielectric layer.
thickness are 1.42 µm and 350 nm, respectively. These are each thicker than the
quarter-wave thicknesses of 1.2 µm and 340 nm, which were recommended from
the ellipsometry measurements in chapter 4. Clearly, the Fabry-Pérot resonances
in figure 5.9(b) and 5.10(b) are red-shifted and the broad transmittance minima
are at wavelengths longer than 6 µm.
A thicker Ge film should also cause the GMR peaks to be shifted to longer
wavelengths. To calculate adjusted λp values, modified structures were simulated
using the procedures described in chapter 3. In the modified structures, the Ge
slab and CaF2 cladding were set to the actual fabricated thicknesses. The refractive
index of the Ge slab was set to 4.4, which was measured in chapter 4. The index of
the cladding was kept at 1.4; the weighted average of the compound cladding’s index
was increased by the thick sputtered CaF2. The extinction coefficients were held at
zero and the simulated holes were enlarged to the ra values. The crossed symbols
in figure 5.11 show that the adjusted simulations actually shift the transmittance
peaks further away from the observed wavelengths. The modified dλp/dra slope,
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Figure 5.12: Dark current densities as a function of device bias in three filtered quantum
dot infrared photodetectors and a reference detector at (a) 20 K and (b) 80 K.
however, is about −2.36 and this is much closer to the observed slope than in the
initial simulations. This change is predominantly due to the increased Ge index
from the initial assumption of n = 4.0. The general red-shift in the peaks is partly
due to this increase in n and partly due to the thicker films.
Whereas these film properties lead to red-shifts in λp, other fabrication issues were
shown to shift the resonance to shorter wavelengths. In particular, a rough Ge
surface and non-vertical sidewalls in the PC holes were observed in the actual
devices. The roughness on the Ge surface is actually much less than the simulated
values, so this alone should only contribute to about a 10 nm blue-shift. The
sidewall angle measured inside the holes is about 80◦, which cannot account for
more than 100 nm blue-shift. It is possible that the combination of these artefacts
might increase the resonance shift. Perhaps the inhomogeneities in the CaF2
cladding, which were not simulated, could also affect the performance. Despite
these differences, the peak photoresponse measured in the GMRF-QDIPs can
clearly be varied with the hole radius. Subsequent device fabrication will be able to
draw on the simulations and these experimental results to target specific λp values
for hyperspectral detector arrays.
5.3.2 Dark current
In an integrated device, the filter essentially operates independently of the QDIP
and controls the IR spectrum reaching the QDs. Therefore the dark currents in the
GMRF-QDIPs should be identical to the unfiltered reference devices. It is possible
that the filter processing could affect the detector performance through unforeseen
mechanisms. To investigate this possibility, the dark current was measured while
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cooling the devices in a closed-cycle He cryostat. This procedure has been described
in chapter 2.
The dark current density (|JD|), which is normalised to the mesa area, is shown
in figure 5.12(a) for devices cooled to 20 K and in figure 5.12(b) for devices at
80 K. At 20 K, three of the devices exhibit very similar dark currents, however
the device patterned with the r = 0.45 µm design has high currents at low bias
voltages. For Vb ≈ ±1 V, the dark current in this QDIP is about an order of
magnitude higher than that in the other devices (these other values are possibly
limited by the sensitivity of the measurement). For |Vb| > 1.6 V, however, the 20
K dark current is nearly identical in all four devices. At these high bias voltages,
carriers are readily swept to the collector but at low bias voltages, most electrons
are confined to the QDs. In the r = 0.45 µm device, the higher current under low
bias could be related to extended defects that provide a carrier leakage path. This
would be the significant source of dark current until high voltages enhance other
dark-current mechanisms. Given that the other two filtered QDIPs (including the
r = 0.60 µm device that is in the same package as the defective QDIP) exhibit
dark currents like the reference device, it is unlikely that any defects are related to
the GMRFs. Instead it may just be a characteristic of this particular device due
to variations in the QDIP structure across the sample.
At 80 K, thermionic emission becomes a significant source of dark current and this
will be explained in chapter 8. This effect is manifested as higher dark currents
for the low-bias regime in figure 5.12(b). In this case, other leakage paths are not
apparent and the dark currents are probably thermally limited for most voltages.
The four devices exhibit similar dark current densities in figure 5.12(b). At Vb =
0.4 V, the r = 0.49 µm device has the highest dark current density, with JD =
5.3×10−6 A/cm2. This is only 40% higher than the current in the unfiltered device
and the other devices exhibit values in-between. So at this temperature, all four
devices perform the same under dark current conditions. Therefore the fabrication
processes used for the guided-mode resonance filters have not obviously affected
the buried QD layers.
5.3.3 Responsivity and detectivity
To quantitatively compare these QDIPs further, their 77 K responsivities and
detectivities were calculated for various bias voltages. The measurement procedures
were summarised in section 2.3.3 and the calculations were explained in section
5.1.3. The 0.508 cm aperture of the blackbody was positioned 10 cm in front of
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Figure 5.13: (a) Peak responsivity and (b) specific detectivity against bias voltage for
three filtered detectors and a reference device, at 77 K.
the test QDIP, so the projected solid angle was Ω = 2.03× 10−3 sr. In calculating
the blackbody and background photon-irradiance (Eq) values, the transmittance of
the Ge block was assumed to be constant at TGe = 0.47, and this was confirmed by
FTIR. The BaF2 window in the liquid-nitrogen cryostat was also characterised by
FTIR. The measured TBaF2(λ) values vary between 0.93 and 0.94 for λ ∈ [4, 8] µm
and then roll-off above 10 µm. For the spectral band relevant to these QDIPs,
this transmittance could also be considered constant with λ. For consistency with
the calculations in chapter 8, however, the measured transmittance spectrum was
incorporated into (5.8) for each Eq calculation. The normalised spectral response
was measured at 0.1 V increments to account for any bias-dependent changes, such
as the short-wavelength shoulder seen for positive biases. The photocurrent was
measured at 50 mV steps. These Ip values were combined with a photoresponse
spectrum collected at a similar voltage, ensuring the spectrum was not obfuscated
by any significant noise. At each bias, the calculated ∆Eq, measured photocurrent
and designed active area for each device were combined with (5.9) to calculate
the peak responsivity. This analysis was performed with a Matlab script and the
resulting curves are shown in figure 5.13(a).
The peak responsivity curves for the unfiltered QDIP and the device with the 0.49
µm filter are almost identical. For most bias voltages, the unfiltered reference has
a slightly higher Rp, however the responsivity of the r = 0.49 µm QDIP is always
within 26%. The sample pieces containing each of these detectors were mounted
with minimal silver epoxy. As a result, much of the IR signal reaching the QDs was
coupled through the sample edges and the spectral response curves for these two
devices were also quite similar. The sample shown in figure 5.8(d), which contained
the other two filtered devices, was generously surrounded in silver epoxy to block
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much of this extraneous light. This leads to a smaller photocurrent in the 0.45 µm
and 0.60 µm devices. The standard method of calculating the incident photon flux
does not include light coupled through the substrate, so the calculated Rp values
are smaller for these two filtered designs. The QDIP with the r = 0.60 µm filter
design exhibits the lowest peak responsivities, which are at most 3.2 times lower
than the unfiltered curve. In this device, the resonance peak overlapped with the
absorption dip near λ = 5.7 µm and this may contribute to the decrease in Rp. The
spectral response for the 0.45 µm filtered QDIP exhibited the clearest resonance
peak and the responsivity in this device has not decreased quite as much. Ideally,
the extraneous light should be completely eliminated and this may further decrease
the performance.
The specific detectivity at 50 mV steps was also calculated for these devices using
the relationship in (5.10). For each bias, the spectrum analyser simultaneously
measured the photocurrent at the modulation frequency and the noise-current
spectral density (in/
√
∆f) over a different spectral band. The calculated D∗ curves
are shown in figure 5.13(b). The relative detectivity values in these devices mimic
the relative responsivities. This should be expected because the dark currents
were very similar and this is a major source of noise in QDIPs. Each of the
D∗ curves exhibit sharp discontinuities at Vb ≈ ±0.5 V that are not present in
the Rp curves. These sharp drops in detectivity result from an increase in noise
current. This was always correlated with a change in the gain setting of the
low-noise current preamplifier and was not related to device performance. The
maximum specific detectivity in these devices is observed at biases of 0.35 V or
0.45 V. For the unfiltered device, indicated by the black points, the maximum of
D∗= 5.7×108 cm Hz1/2/W at Vb = 0.45 V is clearly independent of the discontinuity,
which occurs at a higher bias. A similar conclusion can be reached for the r = 0.45
µm device with its peak at 0.35 V. For the other two filtered devices, it is possible
that the true device D∗ is maximised at a slightly higher voltage, but the amplifier
noise significantly degrades the apparent performance in this bias range. Since the
amplifier makes a considerable contribution to in, the relationship in (5.11) is not
suitable for calculating the photoconductive gain [8].
Despite these complications, the 77 K detectivity at Vb = 0.4 V can be used as a
suitable measure of the detectors’ performance. At this bias voltage, the unfiltered
device has D∗= 5.4×108 cm Hz1/2/W, Rp = 1.4 mA/W and these are higher than in
the GMRF-QDIPs. As indicated by the red squares, the r = 0.60 µm filtered device
shows the poorest signal-to-noise performance, with D∗= 2.3× 108 cm Hz1/2/W at
0.4 V. The peak responsivity of this device is only 0.48 mA/W at this bias. The
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Figure 5.14: Influence of (a) the corner-to-corner active area diameter (D7) on the
calculated peak responsivity and (b) active area on the responsivity-area product in
unfiltered QDIPs.
r = 0.49 µm QDIP is comparable to the unfiltered device, and the detector with
the smallest PC holes has intermediate detectivity values. At 0.4 V, this r = 0.45
µm device has Rp = 0.80 mA/W and D∗= 3.8 × 108 cm Hz1/2/W. In general, the
signal-to-noise performance of each QDIP has only been slightly degraded after the
addition of narrowband filters.
For comparison, Rp curves were also calculated for the unfiltered devices with
smaller active areas. This reference sample was about 1 mm wide and contained
a row of three QDIPs with D7 = 200 µm, D7 = 400 µm and D7 = 800 µm.
The latter QDIP has already been characterised as the reference detector. The
peak responsivity curves are shown in figure 5.14(a) and the calculated Rp values
are substantially higher for devices with smaller openings. In the case of the
D7 = 200 µm reference detector, the highest detectivity (not shown) of D∗ =
1.3 × 109 cm Hz1/2/W occurs at 0.4 V, where Rp = 9.9 mA/W. These values are
only slightly higher than those previously observed with standard InGaAs/GaAs
QDIPs [21], but are clearly higher than the values calculated for the D7 = 800 µm
reference device. Clearly, the device architecture has influenced the apparent
performance of these photodetectors and these differences are more significant than
the addition of the bandpass filters. These differences result from the limited active
area used in the Rp calculation, whereas it has been shown that extraneous light
also contributes to the photocurrent. These substrate scattering effects have also
been reported in QDIPs designed for surface-plasmon resonant filters [30]. So the
actual photocurrents measured in these three devices can be comparable, despite
the different sized hexagonal openings.
To demonstrate this, an ‘unnormalised’ responsivity was calculated from the
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product of peak responsivity and detector active area, RpAd = λpIp/(hc∆Eq). This
should not be confused with the resistance–area product, which is a figure of merit
commonly used to investigate surface leakage currents [15]. The RpAd values for
the three unfiltered QDIPs are shown in figure 5.14(b) against the nominal active
area, for Vb = ±0.4 V. Ideally, the values should increase linearly with area but
instead they are similar between the devices, indicating similar photocurrents. This
shows that the opening in the top contact is not the limiting dimension in these
devices. The D7 = 400 µm QDIP shows slightly smaller RpAd values because this
device was in-between the other two, so the amount of signal entering through
the substrate edge was reduced. The RpAd values in the D7 = 800 µm device
are slightly higher than in the other two detectors, indicating that the designed
active area is partly contributing to the photocurrent. Even so, it is clear that
extraneous light, such as that coupled through the substrate, contributes to a large
proportion of the photocurrent. This confirms the observations in section 5.3.1 that
the spectral-selectivity of the GMRF-QDIPs is degraded by this additional signal.
5.4 Conclusions
Guided-mode resonance filters have been successfully integrated with standard
InGaAs/GaAs QDIPs to modify the spectral response. The design of these filters
incorporates the simulations from chapter 3 and the characteristics of the Ge and
CaF2 films that were measured in chapter 4. The EBL and ICP processes were
optimised to produce high-quality holes and therefore the transmittance spectra
were generally consistent with the simulation results.
Despite the dielectric layers being slightly thicker than quarter-wavelengths, the
observed resonances were slightly blue-shifted. This was probably due to the
sidewall angle and the film roughness. Even so, the peak photoresponse wavelength
of the fabricated QDIPs was linearly tunable with the air-hole radius and therefore
these filters are applicable to hyperspectral imaging arrays. To realise such arrays,
the broadband component of the photoresponse must be reduced and this requires
the elimination of extraneous light. A significant proportion of this signal was
coupled through the substrate. Painting the sample edges with silver epoxy
partially blocked this scattering pathway, however it also introduced absorption
artefacts that degraded one of the resonance peaks. Instead, decreasing the
substrate thickness by an order of magnitude should minimise the signal entering
the substrate edges. This should also decrease pixel-to-pixel optical crosstalk.
These test devices have relatively large mesas and the fill-factor is small. Optical
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crosstalk could be even more of a problem in FPAs designed for high spectral and
spatial resolution, so these issues must be addressed. The devices with 210 µm
mesas could be integrated with filters to investigate the performance of smaller
devices.
The resonance strength at the QD layers might also be increased by placing the
patterned Ge slab closer to the QD layers. This could be achieved by simply
shrinking the 300 nm top contact. This may also reduce the extraneous light
entering through the sides of the actual mesa, however this pathway is probably
not as significant as scattering in the substrate. The thickness of the CaF2 cladding
might also be decreased, although this could affect the resonance properties as
discussed in chapter 3. Even though these changes might improve the spectral
selectivity of the integrated devices, this generation of GMRF-QDIPs performed
almost as well as the reference device. The dark currents were essentially unchanged
and this emphasises the detector-agnostic design of these filters. Only small
decreases in Rp and D∗ were observed. If substrate scattering can be minimised
in future, then the spectrally-selective QDIPs might exhibit some reduction in
detectivity. This is a small price to pay for the addition of hyperspectral capabilities
that are compatible with FPA fabrication. Increasing the resonance coupling would
minimise this degradation in the signal-to-noise performance. Dots-in-a-well QDIP
devices, like those studied in chapter 8, can exhibit higher detectivities than the
standard QDIPs studied here. Given the scalability of these bandpass filters, the
design could be modified for these QDIPs. This would pave the way for narrowband
QDIPs with even better signal-to-noise performance.
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silicon oxynitride thin films
6.1 Introduction
A
different approach to spectrally tuning quantum dot infrared
photodetectors (QDIPs) is to modify the quantum dots (QDs)
themselves. This can be achieved in post-growth processing through
intermixing, which involves interdiffusion of the QD and barrier
atoms. QD intermixing was introduced in section 1.6 and it was noted that
spatially-selective intermixing is desirable for multispectral applications [1]. That
is, the degree of interdiffusion should be enhanced in some devices and suppressed
in others. Intermixing has been used in the monolithic fabrication of other
optoelectronic components, such as quantum well (QW) or QD lasers and
waveguides [2–4]. Two-colour QDIPs have also been fabricated by selectively
suppressing intermixing in some devices [1].
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A common technique to selectively enhance QW or QD intermixing is impurity-free
vacancy disordering (IFVD), which can leave fewer residual impurities and defects
than some other methods [5, 6]. IFVD is also attractive because it is simple and
inexpensive to carry out. On the other hand, the mechanisms involved are sensitive
to many variables, so it can be difficult to apply IFVD to different materials and
devices [7–9]. In this, and the following chapter, different deposited films are
characterised in order to understand their influence on the IFVD technique. The
results are interesting from a scientific point of view. In particular, the influence
of biaxial stress on intermixing is investigated. Furthermore, the conclusions are
pertinent to chapter 8, where multicolour QDIPs are fabricated with an informed
choice of materials.
To realise IFVD, the semiconductor is capped with a thin dielectric film. SiO2 is
usually used, however silicon nitride [10] or P-doped silica capping layers [11] have
also been studied. At the high annealing temperatures used to promote intermixing,
atoms from the semiconductor matrix can out-diffuse into the capping layer. Ga,
In and P have all been found in silica caps after annealing, but Ga out-diffusion
is by far the most common [12–14]. When Ga out-diffuses, vacancy defects (VGa)
remain in the semiconductor. The presence of VGa promotes the interdiffusion of
group-III species in buried QDs or QWs, so intermixing can be enhanced under
these dielectric caps. These mechanisms will be discussed further in chapters 7
and 8. SiOx films have been shown to enhance intermixing more effectively if
they are porous and rich in O [15, 16]. SiNy films have been shown to either
suppress or enhance intermixing in different circumstances [10, 17]. Although
Si3N4 is relatively dense and therefore not conducive to Ga out-diffusion, IFVD
enhancement has been observed with SiNy films deposited by plasma-enhanced
chemical vapour deposition (PECVD). This has been explained by the presence
of hydrogen in these films [10]. Silicon oxynitride (SiOxNy) capping layers have
also been investigated and the presence of H can also complicate these results.
The stress at the encapsulant-semiconductor interface can be significant [18, 19]
and this will be thoroughly examined in chapter 7. The deposition method may
be responsible for some initial stress, however the high-temperature stress that
develops during annealing is usually more significant. This is influenced by the
thermomechanical properties of each material [18].
Apart from their influence on intermixing, SiO2 and Si3N4 films are also used
in other areas of optics and electronics. For example, they are used as surface
passivation layers [20, 21] or electrical insulators [22]. So the findings in this chapter
may also be applicable to other fields. SiOxNy films of various compositions can
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exhibit properties between those of SiO2 and Si3N4. In some cases, a particular
oxynitride may prove more useful than the separate films [23]. The method of
deposition has a significant influence on the optical, electronic and mechanical
properties of the film and is often chosen to suit the specific application. For
example, CVD films may contain significant amounts of hydrogen. These films
may be suitable for passivation but not for transistor gate oxides [20, 22]. Even
films deposited by the same technique can exhibit different properties, depending
on specific deposition parameters and local variations [24].
In this chapter, SiOxNy films systematically deposited by RF sputter deposition
are investigated. In a previous study, a SiO2 target was sputtered in different
mixtures of Ar/N2 to vary the film composition [25]. When only N2 was used as
the process gas, the deposited film contained 11 atomic per cent N and 56 atomic
per cent O. In order to obtain larger variations in oxynitride composition, the films
studied here were deposited from SiO2 and Si3N4 targets. These films are found
to be low in H and this will help to clarify the separate effects of stoichiometry
and stress on intermixing. The compositions of two PECVD SiOx films are also
examined here for comparison. The biaxial stress in the sputtered films was
calculated after deposition and then during heating and cooling steps. From this
data, the coefficient of thermal expansion (CTE) of each film is extracted using
a well-known graphical method [26, 27]. These range from negative to positive
values and correlate well with the change in SiOxNy composition. The biaxial
modulus, a measure of elasticity, is also calculated for each film. These parameters
depend strongly on the deposition process. Bulk material properties are often
assumed in intermixing studies even though thin dielectric films are employed.
Here, a set of SiOxNy deposited films have been thoroughly characterised rather
than assuming any similarities with bulk SiO2 or Si3N4. These results provide the
basis for the IFVD studies in chapter 7 and therefore guide the choice of capping
layers for QDIP intermixing in chapter 8. This work may also prove useful for
other fabrication processes that involve several high-temperature steps or where
the end product requires minimal stress, such as some microelectro-mechanical
systems (MEMS) [28].
6.2 Experimental details
Magnetron sputter deposition was used to deposit the SiOxNy films. Three-
inch targets of SiO2 and Si3N4 were used as the source materials and they were
concurrently sputtered at various RF powers to produce five films of different
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compositions. Each film was simply deposited with an Ar flow of 20 sccm and
a pressure of 2.7 mTorr without heating the substrates. The individual deposition
rates were changed by selecting deposition powers between 0 W and 270 W for the
SiO2 gun and between 0 W and 300 W for the Si3N4 gun, such that the total rate
was always about 1.8 nm/minute. All films were deposited for the same duration
and the chamber was pumped to 1× 10−6 Torr or lower before each deposition to
ensure minimal contamination. The films were named A, B, C, D and E, in order
of increasing N content.
Each film was deposited onto several substrates that had been cleaned with solvents
and deionised (DI) water. Si substrates were used for ellipsometry and Fourier-
transform infrared spectroscopy (FTIR), however it is difficult to resolve small
O and N concentrations with Rutherford backscattering spectrometry (RBS) on
these samples due to the overlapping Si background [25]. Si substrates covered in
a 1.1 µm layer of diamond-like carbon were instead used for RBS; the C serves
to energetically separate the substrate and film elements. The RBS measurements
were performed with 2 MeV He+ ions and the back-scatter detector was positioned
at 12◦ to the beam axis. 40 µC was collected for each sample and they were
rotated randomly to minimise channelling in the Si substrates. Each spectrum was
compared with Rutherford universal manipulation program (RUMP) simulations
[29] to determine the composition and areal density of each film. To measure the
film thicknesses by stylus profilometry, glass substrates patterned with a series
of photoresist stripes were used, as explained in chapter 2. Triplicate stylus
measurements were taken from different areas of each sample.
The refractive index of each film was extracted across the visible spectrum using a
J.A. Woollam M -44® spectroscopic ellipsometer. As shown in chapter 2, the angle
of incidence was fixed at 75◦ to the normal. From these measurements, the real part
of the refractive index (n) was calculated by numerically fitting a Sellmeier model
[30]. The thicknesses were simultaneously calculated. The imaginary component
(k) was set to zero since the absorption should be negligible at these wavelengths.
The absorbance in the mid/far infrared, however, is not insignificant and this was
measured by FTIR using plain Si as the reference. Each sample was placed under
vacuum and an average of 32 scans was taken. Each measurement covered the
400–4000 cm−1 spectral range, with a sampling resolution of 4 cm−1.
The films were also deposited on a set of thin substrates for accurate stress and
CTE measurements. GaAs and InP pieces were mechanically polished to respective
thicknesses of around 100 µm and 150 µm, and then cleaved into samples of about
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3 mm × 15 mm. 100 µm double-side polished Si samples of similar sizes were also
used. Individual sample thicknesses were measured with a Mitutoyo digital gauge,
then each of these thin substrates was heated for two minutes at about 420 ◦C in air
to bake out any moisture. The initial radius of curvature (r0) was then measured
for each sample using the optical profiler that was introduced in chapter 2. Four
scans were stitched together to give a long surface profile. The radii were measured
from a 1 mm × 5 mm strip in the middle of each composite image.
For sputter deposition, each of these thin substrates was placed between two pieces
of Si (polished sides facing inwards) and the ‘sandwich’ was clipped to the sample
plate. Each substrate was only fixed at one end and the SiOxNy was deposited
on the rest of the thin cantilever. This ensured that the substrate could flex
freely and the mounting would not affect the as-deposited film stress. After
the SiOxNy depositions, these samples were individually placed inside a Linkam
THMS600 microscope stage for temperature-dependent stress measurements. They
were placed on an Al slab, which was clamped to the Ag block inside the stage.
This slab raised the samples to within the working distance of the objective lens,
but still allowed efficient heat transfer. The samples were not fixed but rather
resting on the Al slab for all curvature measurements. A K-type thermocouple1
was positioned on the Al surface to initially calibrate the stage, and also for all
subsequent temperature readings. The through-transmissive-media (TTM) module
described in chapter 2 was attached to the optical profiler. A piece of cover glass
was placed in the reference arm of the Michelson interferometer that was identical
to the window in the stage lid. Otherwise, the procedure used to measure the
post-deposition curvature was the same as for the r0 measurements.
After each room-temperature curvature measurement, the stage was heated to
100 ◦C and held for one minute. Another composite image was taken to measure
the curvature while the exact temperature was read from the thermocouple. This
process was repeated at 200 ◦C, 300 ◦C and then at 50 ◦C intervals up to a nominal
maximum of 450 ◦C. During the cooling cycle, the curvature was measured at every
50 ◦C until 100 ◦C and then finally at room temperature again. For the heating
steps, the stage was ramped at 100 ◦C/min but it was cooled at 50 ◦C/min for higher
temperatures and then 25 ◦C/min during the final steps. Section 6.3.3 details the
graphical method used to calculate the linear thermal expansion coefficients and
biaxial moduli for all five films.
1The accuracy of the thermocouple was confirmed by measuring the melting point of In wire
and also by freezing a drop of DI water. The former was accurate to within 1 ◦C, but it was
difficult to establish when the water began to freeze.
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Figure 6.1: Film thicknesses measured by stylus profilometry and ellipsometry, and
the atomic areal density determined from Rutherford backscattering spectrometry. The
horizontal axis indicates the nominal deposition rate from the Si3N4 target, as a fraction
of the total SiO2 + Si3N4 rate. The inset shows the volume density of each film.
6.3 Results and analysis
6.3.1 Film composition
The thicknesses of the sputtered films are shown in figure 6.1 and it is clear that
the stylus profiler measurements agree with the ellipsometry data. The thicknesses
range between 150 nm for film E up to 200 nm for film B, with a general decrease
in thickness as the SiO2 deposition rate was dropped and the Si3N4 rate was
increased. This suggests that the actual Si3N4 deposition was relatively slower
than the corresponding SiO2 rate. The uncertainties in the stylus values are the
standard deviations of the triplicate measurements and the uncertainties in the
ellipsometry thicknesses were calculated from the numerical fitting procedure.
The RBS-derived areal densities somewhat correspond to these thicknesses but
without the systematic decrease. This is due to different volume densities of the
different oxynitride films and suggests that the thinner N-rich films are also denser.
Using the stylus profiler thicknesses and the RBS measurements, the density of film
A was calculated to be 6.1 × 1022 atoms/cm3, which is about 7% lower than the
density of fused silica. Film B is almost as dense as silica and the densities increase
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Figure 6.2: Composition of the sputtered films determined from Rutherford backscatter-
ing spectrometry measurements and simulations. The uncertainty in the Si, O and N
content is only about 1 atom per cent, and smaller in the case of Ar.
monotonically with N content. The density of film E (7.3 × 1022 atoms/cm3) is
still only 70% of bulk Si3N4. The volume densities for each film were converted
to mass densities (in g/cm3), which are shown in the inset of figure 6.1. These
account for the compositional differences and appear to increase fairly linearly.
The saturation with increasing N content, however is more pronounced when the
values are expressed as atomic densities against SiNy deposition rate. The atomic
density may be more indicative of the porosity, which influences the Ga out-
diffusion during IFVD. For comparison, PECVD SiOx was deposited at 100 ◦C and
300 ◦C, and characterised by RBS as well. The respective densities were calculated
to be 5.8× 1022 atoms/cm3 and 7.3× 1022 atoms/cm3. The significant difference
between these two films highlights the influence of the deposition temperature.
Aside from the deposition temperature and time, all other PECVD parameters
were the same and have been detailed in chapter 2.
RBS can also provide a quantitative analysis of film composition and this data
was used to calculate the mass density for each film. Figure 6.2 indicates that
all films contain significant levels of oxygen. While film A is nearly stoichiometric
silica (with 67 atomic per cent O and 1.2 atomic per cent N), film E, which was
deposited from the Si3N4 gun only, is actually SiO0.6N0.8. The uncertainty in these
measurements is about 1 atom per cent. Although the aforementioned differences
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Figure 6.3: Refractive index, n, as a function of wavelength for the SiOxNy films.
Spectroscopic ellipsometry was performed and the data was fitted to a Sellmeier model,
assuming the imaginary component is zero at these wavelengths.
in the SiO2 and Si3N4 deposition rates could account for some nitrogen deficiency
in samples B, C and D, it is actually the different reactivities of O and N that
contribute to the omnipresence of O. The Si–O bond energy is larger than that
of the Si–N bond, so the former is more likely to be formed during deposition
[31, 32]. Even when the Si3N4 gun is the only source, contaminating oxides or
O2 molecules in the chamber could be dissociated in the plasma and then easily
incorporated into the film. Excess N atoms may form N2 gas, which has a very
high enthalpy indeed [33]. These films all contain some Ar and this concentration
increases monotonically from 0.6% in A to 1.2% in E. Previous work on similar
films has shown that Ar will out-diffuse during annealing at high temperatures [25].
The PECVD SiOx films are slightly over-stoichiometric, with x = 2.1 and x = 2.2
for the 100 ◦C and 300 ◦C depositions, respectively.
Figure 6.3 shows the refractive index as a function of wavelength for each SiOxNy
film. The measurement and fitting procedures were detailed in chapter 2. Film A
has a refractive index of 1.46 at 630 nm, which is very similar to the value for fused
silica [30]. The 100 ◦C and 300 ◦C PECVD silica exhibit n = 1.43 and n = 1.48
respectively, and these three values are consistent with the relative volume densities
extracted from RBS. As the Si3N4 sputter deposition rate is increased and the SiO2
rate decreased, there is initially a small increase in n for the sputtered films until
film C. For films D and E, where the Si3N4 deposition was faster than the SiO2
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Figure 6.4: Infrared absorbance (arbitrary units) in the SiOxNy films measured by
Fourier-transform infrared spectroscopy. The curves have been offset vertically for clarity.
The inset shows a selected region for film A (SiO2-like) and film E (y > x) after the
background has been removed.
rate, the refractive indices are significantly higher. For film E, n = 1.86 at 630 nm.
The fact that n 2, even when the Si3N4 target was the only source, is consistent
with the presence of O in these films [23, 31]. The dispersion characteristics of
all films appear to be similar, with a slight decrease in n with an increase in
wavelength. Most curves are approximately parallel except for C, which shows less
wavelength-dependent variation of the refractive index.
FTIR is often used to characterise silicon oxynitride films. In particular, the
amount of H present in CVD films is often discussed. The common absorbance
peaks at about 3350 cm−1 and 2160 cm−1 correspond to stretching vibrations
of the N–H and Si–H bonds, respectively [34–36]. It is difficult to measure H
content by some other methods, so calibrations have been developed to quantify
the amount of H present from these peak areas [34]. The FTIR spectra for the
sputtered oxynitride films are shown in figure 6.4. The absence of these peaks
suggests that very little H is present, even though they were deposited without any
substrate heating. The broad background in these curves is a result of thin film
interference and is not relevant here. Otherwise, the dominant characteristics are
all below 1200 cm−1, where the spectra from the five samples show gradual changes
at several frequencies that match well-known vibrational modes in the literature.
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Figure 6.5: Infrared absorbance (arbitrary units) in the plasma-enhanced chemical vapour
deposited silica films measured by Fourier-transform infrared spectroscopy. The curves
have been offset vertically for clarity. The deposition temperature for each film is
indicated and the other conditions were set to standard values for SiO2 deposition.
The inset to figure 6.4 shows the FTIR data for films A and E where the background
has been removed by a concave rubber-band correction [37]. The absorbance in
film A is dominated by the peak at 1059 cm−1, which corresponds to asymmetric
stretching of the Si–O–Si complex [36, 38, 39]. More specifically, adjacent O atoms
in the Si(O)4 centre are moving in phase with each other whereas a high-frequency
shoulder usually indicates out-of-phase stretching [38]. The other peaks in this
spectrum, at 814 cm−1 and 453 cm−1, can be respectively attributed to bending
and rocking in the Si–O–Si structures.
The absorbance in film E also shows the Si–O–Si stretching vibrations, although
the magnitude of this peak is much less than for film A. The red arrow indicates
a narrow dip within this peak. This is an artefact from the Si reference spectrum,
which also exhibited some absorbance in this region. The dip may have been
further emphasised by the rubber-band background correction. Film E also has
notable absorbance peaks at 822 cm−1, and 523 cm−1. These can both be explained
as stretching modes in the Si–N bonds [40–42], however there is probably some
contribution from the bending and rocking Si–O–Si vibrations as well. The small
peak in both films at 611 cm−1 is caused by the Si phonon [35]. Clearly these
optical measurements are all consistent with the compositions determined by RBS.
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The infrared absorbance in the two PECVD films is shown in figure 6.5. These
spectra show good agreement with those measured by Deenapanray et al. for
the same (300 ◦C) deposition conditions [43]. The use of the low-pressure sample
compartment in the FTIR means that the spectra in figure 6.5 do not show much
atmospheric H2O absorbance around 1670 cm−1. The dominant peak for both the
100 ◦C and 300 ◦C PECVD silica corresponds to the stretching in the Si–O–Si
complex, as in the SiOxNy film A. In each PECVD film, this peak is at about
1070 cm−1, which is at a higher frequency than in the sputtered films. This may
be related to the over-stoichiometric nature of the PECVD films [39]. The high-
frequency shoulder from out-of-phase stretching vibrations is also clear, as are the
bending and rocking modes mentioned above. In contrast to the sputtered films,
these two films also exhibit absorbance between 3700 and 3300 cm−1. The N–H
peak was only evident in [43] for films deposited with higher SiH4 flows, where the
Si–H peak at 2160 cm−1 was also visible. The broad absorbance here is more likely
to come from O–H stretching modes [38]; this suggests that there is a reasonable
amount of H in these films, which is not present in the sputtered SiOxNy.
6.3.2 Biaxial film stress
A modified Stoney equation was used to calculate all of the stress values presented
here. The modification is simply to account for any pre-deposition curvature in
the substrate with the r0 measurement. In this equation, the biaxial stress (σ) is
given by
σ = Es1− νs
t2s
6tf
(r−1 − r−10 ). (6.1)
Es and νs are respectively the Young’s modulus and Poisson’s ratio of the substrate,
and this combined prefactor is known as the biaxial modulus of the substrate. The
thicknesses of the substrate and the film are included as ts and tf. Finally, r is the
radius of curvature of the bilayer and r0 is the substrate’s radius of curvature before
deposition. Hence, the term in parentheses indicates the change in curvature. The
Stoney equation has been thoroughly examined in the literature and its accuracy is
generally accepted when the film is much thinner than the substrate, for tf/ts < 0.1
[44, 45]. For the samples studied here, this ratio is always less than 0.003 so more
complicated variations of (6.1) are not necessary.
The required mechanical properties of the Si, GaAs and InP substrates are widely
available in the literature, and the values used to calculate the respective stresses
are given in table 6.1. Note that the elastic properties are often expressed in the
literature as stiffness (cij) or compliance (sij) constants, where Es = 1/s11 and
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Table 6.1: Mechanical properties of the (1 0 0) oriented semiconductor substrates used
for measuring the stress and thermal expansion coefficients of the SiOxNy films. The
parameters in the column headings are defined in the text.
Substrate Mean ts Es νs αs (300 K)
(µm) (GPa) (10−6 K−1)
Si 93 130.2 [46] 0.279 [46] 2.59 [47]
InP 145 60.9 [48] 0.360 [48] 4.56 [49]
GaAs 96 85.3 [46] 0.312 [46] 6.03 [50]
νs = −s12/s11 [46]. In each stress calculation, the individual substrate thicknesses
were used and these sometimes differed by a few µm from the average ts values
in table 6.1. The stylus measurements shown in figure 6.1 were used as the tf
values. The radii of curvature are also well known since the optical profiler has a
high degree of precision and the surface roughness was insignificant. Hence, the
calculated stress values are expected to be accurate.
The measurement precision is supported by the stress values depicted in figure 6.6.
For each SiOxNy composition, the as-deposited stress values are similar for all three
substrates. This indicates reproducibility in the measurements and also shows that
this intrinsic stress is substrate-agnostic. A high-temperature deposition process
Figure 6.6: As-deposited biaxial stress in the sputtered films, which were each deposited
on different substrates. The average substrate thicknesses are given but individual
thicknesses were used in each stress calculation. The horizontal axis indicates the nominal
deposition rate from the Si3N4 target, as a fraction of the total SiO2 + Si3N4 rate.
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Figure 6.7: Biaxial stress against temperature while heating to 450 ◦C (open symbols)
and then subsequent cooling (filled symbols). (a) The stress in film A (black circles), film
C (green triangles) and film E (red diamonds), all deposited on Si. (b) Stress in film E
deposited on Si (red diamonds), InP (blue squares) and GaAs (black stars).
could lead to a different result, where there is a difference in substrate and film
thermal expansion coefficients, ∆α. Cooling at the end of the deposition would
produce a stress that is dependent on the substrate and film properties, and would
be more likely in evaporated or high-temperature CVD films [51]. No intentional
heating was applied to the substrates during sputtering, so it is the deposition
process itself that needs to be considered.
All films are under a few hundred MPa of compressive stress after deposition
and this magnitude generally increases as the films become richer in nitrogen.
Compressive film stress is commonly observed after sputter deposition at low
pressures, and is caused by the energetic bombardment of the growing film by
subsequently incident atoms. This can cause some plastic deformation of the film
in a similar manner to shot-peening of metal surfaces, resulting in a compressively
stressed surface layer [52].
6.3.3 Temperature-dependent stress
The biaxial stress during the heating and cooling cycles for selected samples is
shown in figure 6.7. Figure 6.7(a) shows the measurements for films A,C and E on
thin Si samples, whereas figure 6.7(b) shows the stress evolution for film E on all
three substrates. There is usually a non-linear change in stress during the heating
cycles (shown by the open symbols) and this is most pronounced for film E. This
annealing effect has been reported elsewhere, especially in CVD films [53, 54]. The
solid symbols in figure 6.7 show the stress during cooling, which is generally linear
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with respect to temperature. In some of the samples, there is an anomalous data
point at the start of the cooling phase. This could be due to further annealing
in the films or even in the substrates. In spite of these points, the cooling data
is generally consistent so eight points for each sample were used in the following
analysis.
For each sample, a linear regression was performed on the cooling data, from about
400 ◦C to room temperature. The temperatures differ slightly between samples, but
each thermocouple reading is accurate to about 1 ◦C. The different gradients result
from different ∆α values and perhaps different film stiffnesses. These differences
are caused by different films in figure 6.7(a) and different substrates in figure 6.7(b).
The Pearson correlation coefficient (R) is a common figure of merit in this kind of
fitting and the average R value for all fifteen data sets is 0.96. The lowest value
of R = 0.68 was calculated for film E on Si and figure 6.7 shows that dσ/dT is
clearly very small in this case. In all other cases, R > 0.88.
It is prudent to estimate the potential error from this linear fitting procedure.
Calculating the propagated uncertainty from the individual curvature measure-
ments and the regression analysis would be difficult, however a simple alternative
is available [55]. For a regression line y = a(x)+b, the uncertainties in the gradient
(a) and in the constant (b) can be calculated from
δ(a) = |a| tan[(arccos(R)]√
N − 2 and (6.2a)
δ(b) = δ(a)xrms. (6.2b)
In these expressions, N is the number of data pairs, xrms is the root-mean-square
average of the independent variable (temperature in this case), and δ(a) and δ(b)
are the uncertainties. Figure 6.8 shows all fifteen regression gradients (dσ/dT )
against each substrate CTE, which are listed in table 6.1. Note that the substrate
CTE values are known to vary with temperature (although αInP is constant between
300 K and 673 K [49]) and the values at 300 K have been used in this study. The
error bars for each point in figure 6.8 were calculated individually using (6.2a).
These stress gradients are themselves linear with respect to the substrate CTE (αs)
and the correlation coefficients for these five data sets range from 0.982 to 0.994.




1− νf (αs − αf), (6.3)
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Figure 6.8: Linear stress gradients for each SiOxNy film deposited on Si, InP and GaAs,
as a function of the coefficient of thermal expansion (CTE) of each substrate. The linear
regression for each film is extrapolated to dσ/dT = 0 and this intercept indicates the
film CTE. The gradient of each line is the biaxial modulus of the SiOxNy.
where Ef, νf and αf are now the Young’s modulus, Poisson’s ratio and CTE of
the film, respectively [26]. By simply rearranging (6.3), it is clear that the biaxial
moduli of the deposited films are given by the gradients of the best-fit lines in figure
6.8. Furthermore, these regression lines have been extrapolated to dσ/dT = 0. The
abscissa at each intercept is αf for that particular SiOxNy. These two film properties
are shown in figures 6.9 and 6.10, respectively. In both cases, the refractive index
(at 630 nm) has been used on the horizontal axis because this is a more universal
indication of oxynitride composition. The error bars for this data have again been
determined using (6.2a) and (6.2b), and combined appropriately to calculate δ(αf)
in figure 6.10.
The biaxial moduli of the films increase monotonically with increasing N content,
from 65 GPa to 153 GPa. There is a notable increase up to n = 1.70, but then the
elasticity is similar for films D and E. These values are consistent with those in the
literature, where fused silica has a bulk modulus of about 70 GPa [56]. The CTE
values of the oxynitride films also increase with refractive index. In this case, the
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Figure 6.9: Biaxial moduli for the sputtered films, with respect to their refractive indices
at 630 nm. The body text discusses the procedure for calculating the error bars.
two O-rich films have similar values, with αA = −1.27× 10−6 K−1. The CTE then
rapidly increases to positive values up to αE = 2.28 × 10−6 K−1. The bulk SiO2
CTE of 5× 10−7 K−1 is similar to the value for film C, whereas the sputtered SiO2
here (film A) has a negative thermal expansion coefficient. This concept may seem
unintuitive, however similar glasses have been studied for many decades [57–59].
By carefully controlling their composition, glasses with essentially zero CTE
have been designed for applications ranging from telescopes to kitchenware [57].
Low thermal expansion can occur in structures that are strongly bonded in all
three dimensions, contain large openings or channels and those with temperature-
dependent ferroelectric or ferromagnetic domains [57]. The first two of these
features can be expected in some of the sputtered SiO2-like films, which contain
some Ar but are otherwise stoichiometric. Unlike H contamination, which would
terminate dangling bonds in the structure, the incorporation of Ar atoms should
result in pores or channels surrounded by a strongly bonded SiO2 network.
The specific case of SiO2 has been considered as a mixture of SiO2 dipoles and
also Si4+ and O2− ions. In this line of reasoning, an increase in temperature leads
to a higher proportion of ions in the mixture, which increases the bonding force
and hence a negative CTE is seen [60]. This is not entirely convincing, however
in a more plausible argument, Smyth considers the vibrational modes within the
covalent network [59]. A brief qualitative explanation of these ideas is given here.
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Figure 6.10: Linear thermal expansion coefficients for the sputtered SiOxNy films, with
respect to their refractive indices at 630 nm. The procedure for calculating the error bars
is discussed in the text, as is the mechanism behind the negative thermal expansion in
films A and B.
Consider a lattice of SiO2, where each Si atom is bonded to four O atoms
and each O is positioned between only two Si atoms. The Si atoms have
three identical vibrational frequencies. The O atoms, however, have two equal
transverse vibrational frequencies (νT) and a higher-frequency longitudinal mode
that corresponds to oscillations along the line of the two adjoining Si atoms. The
free energy of the entire structure depends on the atomic potential energy, all
of these vibrational frequencies and the temperature; the atoms will adjust their
nearest-neighbour separation (x) in order to minimise this [59]. By considering
the free-energy minimum (with respect to x) to be approximately parabolic, and
noting that the transverse frequency, νT is the major contributor, Smyth shows that
the thermal expansion coefficient depends on dνT/dx. Decreasing x and therefore
shrinking the structure will lead to an increase in the frequency for most materials,
and a negative derivative corresponds to a positive CTE. In the case of the SiO2
lattice, Si atoms may be close enough to each other to interfere with the transverse
vibrations of the O atom between them. This could lead to a positive value of
dνT/dx, and hence a negative CTE [59]. A porous structure where the O atoms
are influenced only by their Si neighbours should enhance this effect.
When the amount of N in these oxynitride films becomes greater than a few
percent, the bonding arrangements will be significantly altered. The lattice
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structure of Si3N4 is very different to SiO2 and these transverse vibrations are less
significant. Figure 6.1 suggests that the density of these films also increases with
N incorporation and this should also result in a higher CTE. Film E still contains
about 25% O, yet the measured CTE of 2.28× 10−6 K−1 is approaching values in
the literature for silicon nitride. Various values for this have been reported, but
generally αSi3N4 ≈ 3× 10−6 K−1 [54, 61].
6.4 Conclusions
The silicon oxynitride films discussed here were deposited by coincidentally
sputtering SiO2 and Si3N4 targets. A relatively simple approach was taken where
a constant Ar flow was used in all cases. This resulted in a small amount of Ar and
a considerable amount of O in all films because the formation of Si–N bonds is less
energetically favourable than Si–O bonds. For this reason, applications that require
stoichiometric Si3N4 often use a reactive sputtering process where N2 replaces Ar
as the process gas. Nevertheless, these films cover a broad spectrum of SiOxNy
compositions, as confirmed by RBS and optical techniques. FTIR measurements
did not indicate the presence of any H, but a more sensitive technique such as
secondary-ion mass spectrometry would probably show low H concentrations in all
films. Given that there was very little H present, the different refractive indices
were consistent with the O and N levels determined by RBS. The low-frequency
absorbance peaks in the FTIR data also agreed with this range of compositions.
Two PECVD SiOx films were also compared. The silica deposited at 100 ◦C was
more porous than SiOxNy film A, whereas the 300 ◦C PECVD film was about
as dense as the N-rich film E. These RBS-based density measurements do not
account for hydrogen incorporation, which was shown by FTIR to be present in
both PECVD films.
The five silicon oxynitride films were deposited with compressive stress because
of the sputtering process. In particular, low deposition pressures allow Ar and
energetic sputtered species to bombard the surface. This peening effect leads to
stress in the growing film and also the incorporation of Ar. The substrate plate was
not heated, so there was no relaxation of the network due to annealing processes.
The presence of inert Ar suggests there are some voids present in the films. With
very little H to terminate dangling bonds, however, these SiOxNy structures are
of a high quality and hence the SiO2-like film had an elastic modulus only slightly
less than fused silica. Given the strong, stiff structure in each of these sputtered
films, they may be capable of exerting significant stress on the semiconductor when
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they are used as IFVD capping layers. Ar-filled voids may be conducive to Ga out-
diffusion in IFVD, however the low H content means that these films may not be as
effective as low-temperature PECVD or spin-on silica for enhancing intermixing.
The mechanism through which H enhances the amount of Ga out-diffusion is not
entirely clear [10], however high concentrations of H in these films may correspond
to film porosity and this is clearly correlated with IFVD [15].
The sputtered films studied in this thesis contain low concentrations of H, enabling
other effects to be examined in the intermixing process. The addition of H2 to
the sputtering gas can significantly change the properties of the deposited film
[62]. It has been reported that silica films actually exhibit higher densities and
lower surface roughness with increasing H2/Ar ratio. This is attributed to the
termination of dangling bonds on the deposited surface by hydrogen ions. This
increases the mobility of subsequent adatoms, which arrive at higher energies than
in CVD processes. In contrast, porous films are produced when sputtering in
Ar only because the adatoms quickly attach to dangling bonds on the growing
surface [62]. Sputtering SiO2 in 5–30% H2 should produce a film with a higher
density and a higher H content than film A studied in this chapter [62]. These
properties have been reported to have opposite effects on intermixing. Therefore
studying the amount of Ga out-diffusion and QW intermixing with the H-rich film
as a capping layer may help to elucidate the influence of hydrogen. A thorough
investigation would also measure the composition and thermomechanical properties
of the capping layer.
In this chapter, silica was sputtered in Ar only and the process gas pressure was
relatively low. As a result, film A was shown to be denser than 100 ◦C PECVD
silica, however it was still more porous than the 300 ◦C PECVD film. The presence
of pores within a strongly bonded SiO2 network allows the transverse vibrations of
O atoms to dominate the thermomechanical properties. This leads to the unusual
case of negative thermal expansion, which was observed in the two sputtered films
that contained the lowest concentrations of N. When the amount of N was increased
slightly, the CTE became similar to the well-known value of 5×10−7 K−1 for fused
silica. Fused silica would have a dense structure of SiO2 whereas film C was a
mixture of oxide, nitride and Ar-filled voids. For other compositions, where x ≈ y,
the thermal expansion coefficient was larger still, and only slightly less than other
reports for αSi3N4 . The systematic change in these values suggests significantly
different lattice arrangements and this is supported by the density changes found by
RBS. Although the films with a high refractive index exhibit CTE values closer to
those of GaAs, the film elasticity is also pertinent to the encapsulant/semiconductor
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stress during IFVD. It will be shown in the next chapter that this is arguably more
relevant to intermixing than the CTE mismatch in these materials.
In summary, sputter-deposited SiOxNy films have been thoroughly studied with
respect to their composition, optical properties and thermomechanical behaviour.
The composition of two PECVD silica films were also compared. In the next
chapter, the IFVD technique will be investigated. A series of experiments
are performed using these thin films as the capping layers. To avoid any
variation between different sputtering runs, samples were loaded for the same five
depositions. Hence, the SiOxNy films studied in chapter 7 are composed identically
to those discussed here.
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ntermixing in III-V quantum well (QW) and quantum dot (QD)
semiconductors has been extensively studied over recent decades
[1, 2]. For these techniques to produce monolithically-integrated
optoelectronic devices, the degree of intermixing must be controlled
in different areas of a single semiconductor chip [3–5]. Different methods have
been investigated to selectively enhance interdiffusion, including impurity-induced
disordering (IID) [6, 7]. Impurity atoms can be introduced through diffusion or
implantation and may lead to increased free-carrier absorption or traps, ultimately
degrading the material quality [7]. The damage introduced during implantation can
itself also promote disordering [8] or high-powered lasers can be used to provide
localised heating and hence selective-area intermixing [9]. Dielectric capping layers
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can also be used to control the amount of QW or QD intermixing [5, 10–13].
This is a comparably simple approach, although it can be sensitive to the specific
experimental conditions [13–15].
Interdiffusion in different III-V material systems can be driven by different
mechanisms. For example, annealing GaAs/AlGaAs or InGaAs/GaAs structures
leads to interdiffusion of the group-III elements, and this is promoted when gallium
vacancies (VGa) are present [10, 13]. On the other hand, intermixing in InAs/InP
structures describes group-V interdiffusion and is governed by interstitial defects
[12, 16]. The latter materials are not examined in this thesis and all of the structures
studied here incorporate a surface GaAs layer. Therefore only the first mechanism
is relevant to these discussions. In these materials, certain capping layers can be
used to enhance intermixing through impurity-free vacancy disordering (IFVD).
Silica thin films are generally deposited for this purpose and the film properties
can influence the amount of IFVD that takes place. Depending on the specific
semiconductor structure, annealing temperatures between 600 ◦C and 1000 ◦C can
be used to initiate QW or QD interdiffusion [1, 17, 18]. At these temperatures,
some Ga atoms from the semiconductor surface out-diffuse into the encapsulant and
leave VGa in their stead. The compressive stress that arises in the III-V material
during annealing drives these vacancies away from the surface. The additional
vacancies produced by this mechanism enhance the degree of intermixing in buried
heterostructures. If a sample is selectively patterned with such a silica layer, then
IFVD can be used for the monolithic integration of devices [1, 4].
Different dielectrics can be used to suppress intermixing, such as MgF2 and TiO2
[5, 11, 19]. Titania capping layers are employed in chapter 8 to selectively reduce
interdiffusion in quantum dot infrared photodetectors (QDIPs). The coefficient of
thermal expansion (CTE) in these films is relatively large, which affects the biaxial
stress in the encapsulant-semiconductor system during annealing [5, 11, 20]. Under
these films, the III-V structure will experience tensile stress and this has been
known to trap VGa at the encapsulant interface [10]. On the other hand, the CTE
of SiO2 is much smaller than that of GaAs and the compressive stress that results
in the semiconductor can enhance the intermixing process [20].
In this chapter, the IFVD technique is introduced using SiO2 films deposited
by magnetron sputter deposition or plasma-enhanced chemical vapour deposition
(PECVD). A rapid-thermal annealing (RTA) system is used to generate inter-
diffusion and section 7.3 investigates the effects of different RTA temperatures
and times. For different RTA conditions and different III-V heterostructures, the
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amount of thermally-activated interdiffusion is compared with the amount of IFVD
enhancement. These effects are separated through systematic photoluminescence
(PL) measurements, which are sensitive to changes in the size and composition
of QWs or QDs [21, 22]. Sputter-deposited silica caps have also been shown to
promote intermixing in QWs and QDs through an additional mechanism [23–25].
When compared to PECVD SiO2, significantly higher energy shifts in the PL can be
observed and this is attributed to the creation of point defects on the semiconductor
surface during sputtering. The experiments performed in this chapter were designed
to investigate this phenomenon as well.
Sputtered films deposited in Ar contain less hydrogen than CVD films, which
are frequently grown from H-based precursors. In particular, the deposition
temperatures can be lower in PECVD than in low-pressure CVD, so these films may
contain relatively high concentrations of H [26]. H incorporation is also associated
with porous films and this was indicated by the low density of the 100 ◦C PECVD
silica in chapter 6. Such porous capping layers are known to be better sources of
VGa than films deposited at higher temperatures [14]. The H content in silicon
nitride has also been correlated with IFVD when these films are used as capping
layers. CVD SiNy has been shown to either suppress intermixing or cause little
difference to uncapped reference samples [27]. When significant NH3 flows are used
at the expense of N2, however, the amount of H incorporated will increase. These
films are thought to be conducive to Ga outdiffusion and hence promote IFVD [28].
The solubility of Ga in silicon oxynitride has also been studied [16, 29, 30]. When
PECVD SiOxNy films were used as capping layers for InGaAs QW intermixing, the
energy shifts attributable to IFVD decreased monotonically as the film refractive
index (and N-to-O ratio) increased [30]. That is, the O-rich films were more
conducive to Ga out-diffusion. These oxynitride films were found to contain only
small amounts of H because NH3 was not used as a precursor. In a different study,
where PECVD SiOxNy films were deposited with SiH4 (in N2), N2O and NH3 onto
an InGaAs surface, the measured Ga out-diffusion was smallest for SiO2. When a
small amount of NH3 was added to the plasma, the amount of Ga in the cap after
RTA increased significantly. With higher NH3 flows, however, Ga out-diffusion
gradually decreased [16]. Unfortunately the presence of H in the films was not
mentioned in this study, but it may have influenced the Ga solubility in these
PECVD films. As mentioned in section 6.4, sputter-deposition in Ar/H2 mixtures
has been reported to produce dense silica films, despite the inevitable incorporation
of H [31]. Systematic intermixing studies using these films as capping layers may
help to determine the role of H in the IFVD process. In this chapter, the influence
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Figure 7.1: Schematic of each III-V structure used in these intermixing experiments. A
GaAs/Al0.54Ga0.46As multi-QW structure is shown in (a), whereas (b) depicts the two
single-layer InxGa1−xAs/GaAs QW structures, in which x = 0.15 or x = 0.32. The QD
structures contain nominally 5.7-monolayers of In0.5Ga0.5As between GaAs barriers; a
single-layer structure (c) and a ten-layer QDIP (d) with undoped contacts were studied.
of O and N content in sputter-deposited capping layers is examined. Therefore Ar
was used as the sole process gas to minimise the amount of H incorporated.
After studying the influence of different RTA conditions on intermixing here, the
effect of sputter-deposited SiOxNy composition on the IFVD process is examined.
The five films that are investigated are the same oxynitride films that were
characterised in the previous chapter. To avoid any variation between different
sputtering runs, all samples were loaded for the same five depositions. PL
measurements were performed to determine the degree of intermixing that is
ascribed to RTA alone. From these reference shifts in PL energy, the additional
shifts due to sputtering damage or due to the verbatim IFVD mechanism are
extracted. The high-temperature stress in these films is also discussed. The thermal
stress is predicted from the thermomechanical properties that were measured in
chapter 6 and this is compared with direct high-temperature measurements.
7.2 As-grown quantum well and quantum dot structures
The intermixing experiments presented here focus on five different heterostructures,
which were grown by metal-organic chemical vapour deposition (MOCVD) on
semi-insulating (1 0 0) GaAs substrates. The multi-QW structure containing three
GaAs/Al0.54Ga0.46As QWs is shown in figure 7.1(a). In addition, two similar
InxGa1−xAs/GaAs QW structures were studied. Each of these structures contain
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Figure 7.2: Photoluminescence spectra at 77 K from the as-grown structures. The
GaAs/AlGaAs multi-QW PL is shown in (a) and the PL spectra from the single-layer
InGaAs structures are shown in (b). The single-layer QD PL has been fitted with two
Gaussian peaks to show the dominant QD transitions and the short-wavelength shoulder
from the wetting-layer PL.
a 5 nm QW, as depicted in figure 7.1(b). This QW is either composed of 15% or
32% In. To investigate QD intermixing, the single-layer structure in figure 7.1(c)
and the ten-layer stack shown in figure 7.1(d) were also studied. In each of these,
the QDs have a nominal composition of In0.5Ga0.5As, however previous work has
successfully modelled a similar structure with In0.65Ga0.35As QDs [32]. The stacked
QD structure is essentially a ten-layer QDIP, however the top and bottom contact
layers are undoped to avoid any IID-like effects associated with Si diffusion.
The as-grown PL from the GaAs/AlGaAs structure at 77 K is shown in figure
7.2(a). The peaks at 712 nm, 747 nm and 783 nm correspond to ground-state
transitions in the 3.5 nm, 5 nm and 8 nm QWs, respectively. The 822 nm peak is
due to radiative recombination in the GaAs surface layer. Figure 7.2(b) shows the
77 K PL from the three as-grown single-layer structures. The most intense peak,
at 970 nm, is the PL from the 5 nm In0.32Ga0.68As QW, whereas the In0.15Ga0.85As
QW exhibits a PL peak at 871 nm. The single-layer QD has the least-intense PL;
inhomogeneities in the QD size and In distribution result in a broad peak. This
PL has been numerically-fitted with two Gaussian curves. The main peak at about
1076 nm is due to the ground-state QD transitions. This fitted peak has a full-
width at half-maximum (FWHM) linewidth of 78 nm, and its integrated area is
actually 16% larger than the In0.32Ga0.68As QW area. The shoulder in the QD PL
spectrum at about 1019 nm is ascribed to QW-like transitions in the continuous
wetting layer.
243
Chapter 7  Impurity-free vacancy disordering with sputtered capping layers
These structures exhibit some similar behaviours in regards to intermixing but also
some differences. It is interesting to compare the PL results from various samples
and establish which experimental parameters are most relevant to the intermixing
processes. Overall, the objective of this thesis is to engineer the photoresponse of
InGaAs/GaAs QDIPs. With this in mind, IFVD using sputtered SiOxNy capping
layers is only discussed with respect to the InGaAs/GaAs structures.
7.3 Intermixing with silicon dioxide capping layers
7.3.1 Experimental procedure
Initially, the effects of different annealing temperatures were investigated on the
GaAs/AlGaAs QWs and the single-layer InGaAs QD structure, which are both
detailed in figure 7.1. Six PL samples, which were each about 3 mm wide and 9
mm long, were cleaved from each structure. After thoroughly cleaning in warm
trichloroethylene and other solvents, the samples were dried and one end of each
was covered in Al foil. About 200 nm of SiO2 was concurrently deposited on all
samples using sputter deposition with a SiO2 target. The nominal Ar flow was
20 sccm, the actual process pressure was 2.7 mTorr and no heating was applied
to the substrate. About 300 W RF power was supplied, producing a DC bias of
320 V and a deposition rate of 2 nm/min. After deposition, the foil was removed
and two-thirds of each sample was covered in a black wax. The SiO2 capping layer
was etched off the exposed end using 10% HF acid, as shown in figure 7.3. After
removing the wax and cleaning again, each sample consisted of three roughly-square
sections.
To initiate intermixing, samples were placed in an RTA oven and heated to different
temperatures. The samples were placed face-down, between two pieces of GaAs
to minimise As desorption. Additional GaAs pieces were also arranged as a thin
border inside the ‘sandwich’. The RTA was initially purged with Ar flowing at 5
L/min and then this flow was decreased to 2 L/min just before heating. The ramp
times were varied, such that the heating rate was always about 100 ◦C/s. The
samples were annealed at the peak temperature for 60 s and then cooled under Ar.
The six QD samples were annealed at 675 ◦C, 700 ◦C, 725 ◦C, 750 ◦C, 800 ◦C and
850 ◦C. The QW samples were annealed at different peak temperatures, which
were each 100 ◦C higher than the QD anneals because QD structures are known
to have a lower thermal stability [17]. During each anneal, the temperature was
monitored by a K-type thermocouple, which rested on the top GaAs proximity
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Figure 7.3: Each PL sample was processed into three regions. One end was protected
with Al foil as a reference, whereas the middle third was capped with SiO2 or SiOxNy.
The other end was initially capped but the film was removed. This technique enabled
the intermixing contributions from annealing, surface damage and IFVD to be separated,
and the proximity of these areas minimised the influence of growth non-uniformities.
cap. The maximum thermocouple temperature varied from the setpoint by at
most 1.5 ◦C for each run, however the actual sample temperature may have varied
by a further few ◦C.
After RTA, the samples were loaded into a liquid-nitrogen-cooled cryostat for low-
temperature PL measurements, as detailed in chapter 2. As-grown QW and QD
samples were also loaded for comparison. Each annealed sample was probed in its
three areas. The protected area (see figure 7.3) served as a reference to extract the
effects of RTA alone. PL spectra from the other two areas were compared in order
to discern the effects of the sputtering process and the IFVD mechanism. These
contributions are shown in figure 7.4.
In a similar study, the RTA time was varied to investigate how this affected
intermixing in the GaAs/AlGaAs QWs, the single-layer InGaAs QD structure and
the undoped 10-layer QDIP. Eight samples from each structure were prepared into
three sections, as described previously. Room-temperature SiO2 was sputtered on
half of these samples using the same conditions as in the temperature-dependence
study, however the DC bias was only about 240 V during this run. A lower bias may
mean that fewer point defects were created on the III-V surface, possibly resulting
in less intermixing. The other twelve samples were coated with PECVD SiO2, as
described in section 2.1.1. The actual substrate temperature was 290 ◦C and the
deposition rate was 0.9 nm/s. The GaAs/AlGaAs QW samples were annealed at
900 ◦C for either 30 s, 45 s, 60 s or 75 s. The QD and QDIP samples were annealed
at 800 ◦C for the same range of times. The samples were proximity-capped between
two fresh GaAs pieces during RTA and PL was measured at 77 K.
7.3.2 Results and discussion
For each PL measurement, the peak wavelengths were extracted and converted to
photon energies. The energy shifts after different RTA processes were extracted
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by comparing these peaks with the appropriate reference PL. In the case of the
GaAs/AlGaAs structure, the PL energy shifts were analysed for all three QWs,
however only results for the 3.5 nm QW are presented here. The thicker QWs
behaved in similar fashion [33], except the PL shifts were usually smaller. In the
case of the IFVD-enhanced shifts, this can be explained by the fact that the thicker
QWs are further from the SiO2 cap that provides the additional Ga vacancies
(VGa) [34]. In general, the thicknesses of the QWs can also influence the degree of
intermixing [35]. In this chapter, different RTA conditions and different capping
layers are investigated, so it is sufficient to focus on the thinnest GaAs/AlGaAs
QW, as well as the InGaAs/GaAs structures.
The PL from the as-grown 3.5 nm GaAs/AlGaAs QW peaks at 1.73 eV, as shown by
the broken line in figure 7.4(a). In the protected sample areas, there were negligible
shifts for 60 s RTA up to 850 ◦C, however significant blue-shifts were observed for
higher RTA temperatures. This can be explained by thermal interdiffusion of Al
from the barriers with Ga from the QW. This leads to a broader and shallower
potential profile and hence an increased interband transition energy. The linewidths
of these PL peaks were also measured and then compared to the as-grown FWHM
of 24 meV. Figure 7.4(c) shows that there was no change for the lowest annealing
temperatures, but the FWHM increased slightly after RTA at 900 ◦C or 950 ◦C.
This is a result of a shallower confinement potential in the intermixed QW.
The InGaAs QDs show some different behaviours after RTA, as shown in figures
7.4(b) and 7.4(d). Firstly, blue-shifted PL in the protected areas was observed for
RTA temperatures as low as 750 ◦C. Furthermore, more than 150 meV shifts were
observed after RTA at 800 ◦C or 850 ◦C, and this is far greater than in the QW. The
low growth temperatures used for QDs lead to the inclusion of more point defects
and these may enhance this thermal interdiffusion [13]. In addition, the intrinsic
strain and large QD surface area in these samples may also contribute to QD
intermixing. The as-grown QD PL is relatively broad because of non-uniform QD
compositions and the different QD sizes. After intermixing, the PL becomes much
narrower. Indeed, after RTA at 850 ◦C, the FWHM is three-times narrower than the
as-grown PL. This is clearly different to the QW case and is due to the redistribution
of In during annealing. The In profile in different QDs will be more consistent after
RTA, leading to a narrower PL spectrum. Furthermore, the effective QD size will
increase, which may reduce the size-inhomogeneity effects [36, 37]. The latter effect
would not result in a red-shifted PL because the decrease in QD In concentration
is more significant after substantial intermixing.
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Figure 7.4: The effects of different annealing temperatures on GaAs/AlGaAs QW
and InGaAs/GaAs QD samples, for 60 s anneals. (a) and (b) show the shift in peak
photoluminescence energy (77 K) for each QW and QD sample, respectively, whereas
(c) and (d) show the changes to these PL linewidths. The broken lines indicate the
as-grown peak energies or linewidths. The additional blue-shifts from either IFVD or
from sputtering damage in these SiO2-capped QW and QD samples are shown in (e)
and (f), respectively.
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Figures 7.4(e) and 7.4(f) show the differential energy shifts, ∆E, between the other
sample areas and their respective references. These shifts describe the intermixing
enhancements due to either IFVD or the deposition process, particularly in the
event that sputter-induced damage results [23]. That is, these blue-shifts occur
in addition to the thermal shifts already discussed. Neither the QW nor the QD
results show significant contributions from the sputtering process. Even after RTA
at high temperatures, the PL from the HF-etched areas was not shifted with respect
to the Al-foil protected areas on each sample. On the other hand, the silica-capped
areas showed significant ∆E with respect to their etched references, after annealing
at the highest temperatures.
In the GaAs/AlGaAs QW case, this was observed from 850 ◦C, which is a lower
temperature than where thermal intermixing began. After RTA for 60 s at 900 ◦C,
∆E = 133 meV and this is attributed to the IFVD process, where Ga out-diffusion
led to a higher VGa concentration under the SiO2 cap. These large energy shifts are
accompanied by a significant decrease in the QW PL intensity. As a result, the 3.5
nm QW peak could not be identified in the SiO2-capped PL after RTA at 950 ◦C.
It is likely that the high-temperature process introduced a large concentration of
non-radiative defect centres and these may have quenched the PL signal. Further
investigations, such as temperature-dependent PL lifetime measurements, could
be used to characterise the de-excitation processes in these samples [38, 39]. It
is also possible that substantial interdiffusion of the Al and Ga atoms caused the
QW to dissolve in the III-V matrix. To investigate this possibility, cross-sectional
transmission electron microscopy could be performed to examine the QW integrity
after RTA.
In the single-layer QD structure, IFVD led to additional blue-shifts (∆EIFVD) when
the RTA temperature was 750 ◦C or higher. This is the same range of temperatures
over which thermal interdiffusion was observed in these samples. In general, ∆EIFVD
is much smaller than thermal component of intermixing. This is different from the
QW case, where the IFVD component was larger than the blue-shifts from RTA
alone. In the QD sample, the presence of grown-in defects contributed to significant
thermal shifts. These defects are located close to the QDs, and they compete with
the VGa introduced at the encapsulant/semiconductor interface [13]. Although this
IFVD component of QD intermixing is smaller, it is interesting to note that it is
initiated about 100 ◦C lower than in the QW case. This is clear from figures 7.4(e)
and 7.4(f). The silica cap is identical in both cases, which should result in a similar
concentration of additional VGa for the given annealing conditions. The group-III
concentration gradient is also similar in both structures. These results are instead
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explained by differences in the material properties, in particular the low mobility
of Al in these materials [40]. So even putting aside the different thermal shifts, the
effects of stress and the three-dimensional nature of the QDs, interdiffusion between
Ga and Al atoms will still be slower in comparison to Ga/In interdiffusion. The
result is that IFVD begins at a lower temperature in the InGaAs QDs. Even so,
∆EIFVD in the QDs is generally smaller than the thermal shift; the latter is much
larger than in GaAs/AlGaAs QWs.
To investigate the effects of different RTA times, both PECVD and sputter-
deposited silica films were used as capping layers. Three structures were studied:
GaAs/AlGaAs QWs, a single layer of InGaAs QDs and a 10-layer QDIP structure
with undoped contact layers. Figure 7.5 shows the thermal (∆ERTA) and IFVD
(∆EIFVD) contributions to intermixing in these samples. The thermal component
of intermixing is not related to the silica cap, so the PECVD and sputter-deposited
samples provide duplicate measurements for ∆ERTA (the PECVD temperature is
too low to cause any intermixing in these samples). Hence, there is very good
agreement in figure 7.5(a) between both sets of data. That is, negligible thermal
intermixing in the 3.5 nm QW was observed after RTA for 30 s but this contribution
increased monotonically with RTA time. The consistency between both data
sets also indicates the uniformity of the QW sample. In contrast, the ∆ERTA
measurements for the QD and QDIP samples (shown in figures 7.5(c) and 7.5(e)
respectively) show considerable variation between duplicate protected areas. These
samples were cleaved from each wafer up to 2 cm away from the as-grown reference,
and spatial variations in the QD growth lead to different thermal shifts. These
variations may include differences in QD size or composition, even after annealing,
which result from the Stranski-Krastanow growth mechanism. On average, ∆ERTA
increased monotonically from about 30 meV to 100 meV in the single-layer QD
sample. In the ten-layer QDIP, the ∆ERTA values were generally smaller for each
RTA time. Compared to a single QD layer, stacked structures contain accumulated
strain and this may lead to strain-relaxation during RTA. This can result in smaller
blue-shifts for high annealing temperatures [17].
QD relaxation has also been associated with a quenching of the PL intensity,
probably due to the creation of defects [17]. In the as-grown samples, the ten-
layer structure exhibited a more intense PL peak than the single-layer QD sample.
The latter was slightly broader with a more pronounced contribution from the
wetting layer. After RTA, the blue-shifted PL from the single-layer structure was
always more intense than the as-grown PL. For the longer annealing times, the PL
peak was up to 2.5 times the as-grown intensity and the FWHM decreased by up to
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Figure 7.5: The 77 K photoluminescence energy shifts (∆E) after different rapid-thermal
annealing times in, (a) and (b) the 3.5 nm GaAs/AlGaAs QW; (c) and (d) the single-
layer QD; and; (e) and (f) the ten-layer QDIP samples. QW samples were annealed
at 900 ◦C whereas RTA was performed at 800 ◦C in other cases. The left column
shows the shifts due to thermal interdiffusion. The right column shows additional shifts
from the IFVD process. SiO2 capping layers were deposited by 300 ◦C PECVD or
room-temperature sputter deposition.
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35 meV. In the ten-layer structure, not only were smaller blue-shifts observed but
there was no systematic increase in peak height after RTA. Many of the protected
sample areas exhibited slightly lower PL intensities and the highest was only 16%
greater than the ten-layer as-grown peak. In addition, the FWHM of the ten-layer
QD PL did not decrease substantially, as it did in the single-layer structure. All
of these observations support the idea of excess strain leading to QD relaxation in
the ten-layer case.
The graphs on the right-hand side of Figure 7.5 show the additional IFVD
contributions to intermixing in the three structures. Each ∆EIFVD measurement
was calculated from the sample’s silica-capped area with respect to the etched
area, and these were only a few mm apart. This procedure should minimise the
effects of growth non-uniformity when extracting these PL shifts. In addition, areas
close to the edge of each wafer were not used. In these measurements, the SiO2
properties such as stoichiometry, porosity and thermal expansion will affect the
∆EIFVD shifts [10, 14, 15].
The effect of different annealing times on the IFVD contribution to GaAs/AlGaAs
QW intermixing is shown in figure 7.5(b). In the case of the PECVD silica cap,
∆EIFVD increases monotonically and the 75 s anneal suggests some saturation in
this trend. Longer RTA times may allow more Ga to outdiffuse into the capping
layer and introduce more VGa, however it is thought that this process occurs very
quickly at the start of each anneal [10]. Instead, the Al/Ga interdiffusion process
occurs over a longer time scale and this will be enhanced for longer RTA times.
In these results, the ∆EIFVD contribution also increases for longer anneals because
the presence of excess VGa will lead to more group-III interdiffusion.
The IFVD induced in this QW with the sputtered silica cap initially increases with
RTA time. This is again due to further Al/Ga interdiffusion in the presence of
additional VGa. The amount of IFVD after 75 s RTA, however, is smaller than
the 60 s induced IFVD. A similar effect is seen with the QD and QDIP PL shifts,
where sputtered silica initially causes more IFVD with increasing RTA time but
then ∆EIFVD decreases for the longest anneals. In fact, when this film was annealed
for 75 s on the QDIP, a small suppression in the amount of intermixing was actually
seen. These effects are not directly related to the amount of Ga that dissolves into
the capping layer, but instead the stress that develops in the structure is important.
The effect of stress on IFVD is often discussed with respect to the movement of VGa
in the early stages of annealing [10]. That is, compressive stress in the III-V matrix
attracts these vacancies to the vicinity of the QWs/QDs and hence enhances IFVD.
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In particular, the coefficient of thermal expansion (CTE) of silica is lower than that
of GaAs and this mismatch leads to significant thermal stress during RTA. Stress
also affects the formation of defects in the semiconductor. Compressive stress can
promote the formation of EL2-type defects through VGa + Asi → AsGa. Hence,
some VGa may actually be consumed in regions with significant compressive stress
and this can lead to diminished IFVD [41, 42].
Decreasing IFVD with annealing time is also seen in the PECVD silica-capped QD
and QDIP samples. This trend is observed even for shorter annealing times, and is
the opposite to the effect in the PECVD-capped QWs. In the GaAs/AlGaAs QWs,
RTA at 900 ◦C will lead to significant Ga diffusion into the PECVD cap. While
some compressive stress may develop in the semiconductor, relatively few VGa are
consumed by defect-formation in comparison to those created by IFVD. The QDs
and QDIPs were annealed at only 800 ◦C, so fewer VGa would have been created
by Ga out-diffusion. The amount of stress exerted by the silica cap, however, may
not be as sensitive to RTA temperature. That is, RTA at 800 ◦C may still lead to
EL2 defect formation and the amount of VGa consumed is significant.
The stress exerted by the silica cap during RTA is not simply dependent on the as-
deposited stress and the encapsulant/semiconductor CTE mismatch. In practice,
RTA leads to structural and perhaps even compositional changes in the silica;
this results in non-elastic biaxial strain. These effects are discussed in section 7.5
with respect to sputtered SiOxNy films. PECVD films may actually undergo more
significant changes during annealing than their sputtered counterparts, especially if
significant amounts of H were incorporated during deposition. These film changes,
and hence the exerted stress, will be sensitive to the RTA temperature and duration.
Longer anneals will induce further changes in the silica, which can lead to more
stress and hence EL2 formation. So for 800 ◦C anneals, where only modest levels
of VGa are created, the ∆EIFVD shifts may decrease with longer RTA times and this
is seen in the QD and QDIP samples studied here.
Clearly, there are many factors at play in the IFVD technique. The type of
semiconductor heterostructure, silica deposition method and RTA conditions can
all influence the energy shifts observed. GaAs/AlGaAs QWs are relatively uniform
across the sample areas considered here. These are comparatively stable structures
in which thermal shifts and IFVD are both initiated at relatively high temperatures.
The latter is more significant than ∆ERTA. In contrast, the thermal shifts in single
and stacked QD structures are much larger than the differential shifts attributable
to IFVD. Generally, the QD and QDIP samples behave similarly, so it is suitable
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to use the single-layer QDs in the following experiments to represent the behaviour
of ten-layer structures. Although the ∆E magnitudes may differ, the trends are
similar and hence indicate how these techniques may be used to create multicolour
QDIPs. GaAs/AlGaAs QWs will not be discussed in the following sections, as their
behaviour is not always indicative of InGaAs/GaAs QDIPs. Instead, the single-
layer QD results are supplemented with measurements on 5 nm InGaAs QWs,
which are shown in figure 7.1(b). These structures still exhibit differences from
the QD structures, however they have similar compositions and also contain some
intrinsic strain, so they are more useful to examine than the GaAs/AlGaAs QWs.
7.4 Intermixing with sputter-deposited silicon oxynitride
capping layers
7.4.1 Experimental procedure
Two similar InxGa1−xAs QW structures are studied here. Each contain a 5 nm
QW with x = 0.15 or 0.32 and barrier of 100 nm GaAs at the surface. The
single-layer QD structure, in which the GaAs cap is also 100 nm thick, is also
investigated. Five 9 mm × 3 mm samples from each structure were cleaved
and cleaned, and then SiOxNy was sputtered on these samples using SiO2 and
Si3N4 targets simultaneously. Five capping layers of different compositions were
deposited by varying the RF power supplied to each sputtering gun. The sputtering
conditions were detailed in chapter 6 and these PL samples were deposited at
the same time as those previously-characterised samples. This ensured that any
unforeseen variations between different runs could not influence the capping layer
properties. Each sample was prepared into three sections, as detailed in figure
7.3. During RTA in Ar, the samples were proximity-capped between two virgin
GaAs pieces. The five QD samples were annealed at 800 ◦C for 60 s. The five
In0.15Ga0.85As QW samples and the five In0.32Ga0.68As QW samples were annealed
together at 850 ◦C for the same duration. Along with as-grown pieces of each
structure, the annealed samples were cooled to 77 K in a portable cryostat for PL
spectroscopy. PL measurements from each sample section were analysed to extract
∆ERTA, ∆Edamage and ∆EIFVD.
7.4.2 Results and discussion
Figure 7.6 shows the PL spectra from selected samples measured after RTA. One
sample from each of the three structures is shown, and the three curves in each
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Figure 7.6: Photoluminescence at 77 K from (a) the In0.15Ga0.85As QW, (b) the
In0.32Ga0.68As QW and (c) the single-layer QD samples that were capped with SiOxNy
film B (n = 1.50). The QW samples were annealed at 850 ◦C and the QDs at 800 ◦C,
each for 60 s. The PL spectra from all three areas of each sample are shown, indicating
the effects of different intermixing contributions. The black broken lines in (a) and (b)
indicate the wavelengths of the respective as-grown QW peaks.
case show PL from the three different areas in that sample. The capping layer
deposited on these samples has a refractive index, n = 1.50 at 630 nm and a
composition of SiO2.1N0.1Ar0.02; this was labelled film B in the previous chapter.
Thermal intermixing is responsible for shifting the as-grown PL (figure 7.2(b))
to the red solid lines in figure 7.6. The green dashed curves show that the PL
from the HF-etched areas is further blue-shifted (∆Edamage) in comparison to the
Al-foil protected areas. This suggests that there may have been some surface
damage to these samples induced during the sputtering process. The blue broken
curves, however, are even further blue-shifted and these additional energy shifts
are indicative of IFVD.
The differential shifts are quite similar between this QD sample and the x = 0.32
QW. ∆Edamage is slightly larger in the QD but ∆EIFVD is slightly larger in the
QW. The high levels of strain and large surface area of the QDs were discussed
in section 7.3.2 and these contribute to significant intermixing of all types. On
the other hand, additional VGa have to compete with the large thermal shifts in
the QDs. In addition, the QWs were annealed at a higher temperature, so the
net result is that these two samples exhibit similar PL shifts. In the QD case,
the small damage-induced shift was accompanied by a decrease in FWHM and
a slight increase in peak intensity (although a decrease in integrated PL area),
as seen in figure 7.6(c). As previously discussed, these changes result from more
consistent composition in the QDs after RTA, and perhaps a decrease in the size
non-uniformity effects. With IFVD, however, the QD PL intensity decreases, as
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shown by the blue broken curve. After significant amounts of intermixing, the QDs
become shallower and the resulting carrier leakage leads to weaker PL.
In regards to the two InGaAs QW samples, all of the differential shifts shown
in figure 7.6(a) are smaller than those in figure 7.6(b). The dielectric capping
layers on both samples were deposited concurrently, and they were also annealed
together at 850 ◦C. The differences in energy shifts are predominantly due to the
In/Ga concentration gradients, which are much greater for the x = 0.32 QW. The
intrinsic strain, due to the InGaAs/GaAs lattice mismatch, will also be greater in
this structure. This strain may also enhance intermixing in these QWs, however
there are differing views as to whether this effect is significant or not [43–45].
The extent of interdiffusion in the QW samples is also indicated by the relative
decrease in PL intensity. Although the luminescence from the capped areas of both
samples has been weakened, the intensity from the capped area of the In0.15Ga0.85As
sample is only about 10-times weaker than its protected reference area (which
is 40% weaker than the as-grown PL). In the In0.32Ga0.68As QW PL shown in
figure 7.6(b), however, the capped area’s PL is 100-times weaker than its protected
reference, which is in-turn 10% weaker than the as-grown PL for this structure (not
shown). In general, the QW with a higher In content is brighter than the x = 0.15
QW due to a deeper confining potential. After IFVD, however, the capped region
in figure 7.6(b) is intermixed so heavily that the absolute PL intensity from the
capped region in the other QW structure (figure 7.6(a)) is slightly stronger. The
PL intensity is indicative of the QW quality and is important to consider in device
fabrication. In this discussion, however, the extent of each sample’s blue-shift is the
primary concern. Furthermore, this section is focussed on correlating the energy
shifts with the sputtering conditions and the SiOxNy properties, so the thermal
shifts (∆ERTA) will not be discussed further.
The energy shifts induced by the sputtering process (∆Edamage) in each of the 15
samples are shown in figure 7.7(a). In most cases, these shifts are insignificant
when compared to the uncertainty values, and this is consistent with the results
shown in figure 7.4. For the samples capped with films A and B, which are the two
SiO2-like films, up to 29 meV blue-shifts were observed. These ∆Edamage shifts were
only seen for some of the QD and In0.32Ga0.68As QW samples, whereas negligible
shifts were observed in the other cases. Figure 7.7(b) shows the DC bias voltages
that were recorded during each deposition. The bias values from the SiO2 and the
Si3N4 guns are shown. Clearly, the samples with notable damage-induced shifts
match those films that were deposited with the highest bias voltages.
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Figure 7.7: The surface damage induced during sputter deposition can lead to enhanced
intermixing. The photoluminescence shifts in the etched sample areas with respect to the
protected areas are shown in (a), for the different SiOxNy films. The DC bias voltages
observed for both guns during each deposition are shown in (b).
For a given RF power, the Si3N4 deposition rate was always about 0.2 nm/min
slower than the SiO2 deposition rate, however this difference varied slightly with
power. To minimise the effects of deposition rate on the SiOxNy density and stress,
the respective RF powers were selected such that the total deposition rate for each
of the five films was similar, while still changing the composition. In fact, the
films with a higher refractive index (n) were slightly thinner than the O-rich films,
and this suggests that the total deposition rates in the N-rich films were slightly
lower. The different sputtering conditions mean that the bias voltages shown in
figure 7.7(b) exhibit different trends with respect to film composition. The DC
bias determines the force with which ions are attracted to the target and hence
the energy of the sputtered atoms. So the material sputtered with a large bias
will reach the substrate with more energy and may lead to more surface damage.
Presumably, damage to the semiconductor occurs at the start of the deposition,
since the growing film will act to protect the substrate underneath. High RF powers
and hence large bias voltages will also lead to a more intense, and perhaps a bigger
glow-discharge volume. The many high-energy particles in the plasma may also
lead to some substrate damage, however these effects are minimised in magnetron
sputtering, particularly with the large gun-to-substrate distance used here.
Figure 7.8 shows the ∆EIFVD values for each QW and QD sample. These
are the PL shifts between the capped sample areas and the HF-etched areas.
∆EIFVD > 0 for most samples, with maximum shifts seen for films of intermediate
n. Interestingly, this trend resembles the PL shifts observed in another study,
with PECVD oxynitride films [16]. In that case, however, an InP-based QW
256
7.4  Intermixing with sputtered silicon oxynitride capping layers
Figure 7.8: Energy shifts in the 77 K photoluminescence spectra that are ascribed to
each SiOxNy capping layer during annealing. The blue-shifts (∆E > 0) indicate IFVD,
whereas negative shifts indicate suppressed intermixing.
structure was studied in which intermixing was attributed to group-V interstitial
migration. This is a different mechanism to the group-III intermixing examined
here, and H incorporated into the PECVD films may have also been significant.
The ∆EIFVD > 0 results in figure 7.8 can be explained by the IFVD mechanism,
where Ga has diffused into the SiOxNy capping layer during RTA. For the N-rich
films, however, there is evidence of suppression in the amount of intermixing. That
is, the PL peak in these capped areas is longer in wavelength than in the etched
reference areas. This suppression can be explained by the stress-induced formation
of defects that was discussed in section 7.3.2. Several defects have been studied in
similar structures, however it is the EL2-type defect that was shown to increase
with more compressive stress in the semiconductor [41, 42]. This process involves
the combination of an interstitial As atom (Asi) and a group-III vacancy (VGa) to
form the antisite defect, AsGa. This reaction, VGa + Asi → AsGa, consumes the
vacancies that may otherwise enhance QW or QD interdiffusion.
Although the CTE mismatch between SiO2 and GaAs is larger than the mismatch
between Si3N4 and GaAs, the latter capping layers are much stiffer than SiO2. The
SiOxNy films studied here also increase in elasticity as n increases, as indicated by
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the biaxial modulus values measured in chapter 6. Hence, the biaxial stress they
exert on the semiconductor increases with n, and this will be discussed further in
the following section. Whereas an increase in stress was attributed to longer RTA
times in the previous experiments, the increase in stress here is attributed to a
change in the film composition.
For the low-n films, all three structures show an initial increase in ∆EIFVD with
the addition of N. Previous characterisation of these capping layers has shown that
their density increases monotonically with n. Furthermore, increases in y with
decreases in x in SiOxNy capping layers are usually associated with less IFVD,
particularly in films with low H concentrations, which is the case here. These film
changes should decrease the amount of Ga that out-diffuses. On the other hand,
the composition does not change significantly between films A, B and C so these
differences may be minimal. The fact that ∆EIFVD initially increases may be due
to small increases in the amount of stress. That is, moderate compressive stress in
the III-V may still drive VGa towards the active region of the heterostructure. So
even if the amount of Ga that out-diffuses into film B is less than in film A, the
VGa may be more-effectively relocated and so more IFVD occurs. These results are
consistent with a previous QW study, where small amounts of N were added to SiO2
by sputtering in Ar/N2 mixtures. Up to 11 atomic per cent N was incorporated,
which increased the amount of IFVD [33].
In films D and E studied here, however, ∆EIFVD decreases with n. This cannot be
attributed to simply less Ga out-diffusion with the SiOxNy compositional changes,
because ∆EIFVD < 0 in some cases. A lack of IFVD would produce no energy shifts
in figure 7.8, whereas suppression is actually observed. This data is explained
by even higher stress in the sample and the resulting EL2 defects. The creation
of these defects may consume VGa from any source, so even less intermixing is
observed under the SiOxNy caps than in the respective reference areas.
The extent of enhancement or suppression in intermixing that is shown in figure
7.8 also varies between the three different structures. Some explanations for these
effects were discussed with respect to figure 7.6. For example, the In0.32Ga0.68As
QW shows larger ∆EIFVD shifts than the x = 0.15 QW due to a larger gradient in
the In/Ga composition, and there may be a contribution from the intrinsic strain
as well. The In0.5Ga0.5As QDs have an even higher concentration gradient, large
surface areas and are highly strained. On the other hand, they were annealed at a
lower temperature than the two sets of QW samples. Consequently, the QD shifts
for capping layers with low refractive indices are in-between the ∆EIFVD values for
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the two QW structures. For high-n films, the high thermal stress leads to EL2
defects and consumes some of the VGa. The resulting suppression in intermixing
is pronounced in the QDs because the lower RTA temperature caused less Ga out-
diffusion to counter this effect. In order to thoroughly understand these processes,
the high-temperature stress that develops between the encapsulant film and the
semiconductor was measured in these samples.
7.5 Stress in sputter-deposited silicon oxynitride during
high-temperature annealing
7.5.1 Experimental procedure
A similar procedure was used to perform temperature-dependent stress measure-
ments as in chapter 6. In this case, a Linkam TS1500 stage was used, which is
capable of heating samples to much higher temperatures. The quartz window was
970 µm thick and a similar piece was placed in the reference arm of the through-
transmissive-media (TTM) module. Actually, this compensation quartz was about
50 µm thicker than the window so the position of the reference mirror was also
adjusted. A sapphire cover slip was cut in half and both pieces were placed inside
the ceramic crucible. This allowed a K-type thermocouple to enter from the bottom.
The tip of the thermocouple rested on one sapphire semi-circle and the samples
were placed on the other. The thermocouple was used to calibrate the stage and
it was also used for all subsequent temperature readings.
Single-side polished GaAs substrates were used for these experiments. No
additional polishing was performed, and the samples were between 362 µm and
368 µm thick. These are similar thicknesses to the substrates used for all QW, QD
and QDIP structures studied in this thesis. 1 mm wide samples were cleaved and
cleaned in a series of solvents. The initial curvature radius, r0, was measured for
each sample before deposition. Each sample was clipped onto the sputter system’s
sample plate for SiOxNy deposition in the same run as the QW and QD PL samples,
as well as the thin substrates discussed in chapter 6. Whereas the thin substrates
were partly-suspended by only fixing one end, the aim of this experiment was to
recreate the stress in the PL samples. So these thick samples were clipped at one
end and the entire sample rested directly on the plate. In fact, the stress induced
during deposition only leads to small curvature changes in thick substrates, so
simply clipping each sample in this manner should not affect the developing stress.
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Figure 7.9: The as-deposited stress measured in SiOxNy films on two sets of GaAs
substrates is shown in (a). The thermal stress (from 300 K to 1100 K) predicted from
the elastic bilayer model is shown in (b), using the film properties measured previously.
The solid circles in (b) assume constant thermal expansion in GaAs, the open squares (in
front) include the temperature-dependent expansion in GaAs, and the thermal expansion
in each thin film was assumed to be constant in all calculations.
After depositing the five oxynitride thin films, the deposition stress was measured
with the optical profiler that was introduced in chapter 2. These curvature
measurements, as well as the initial r0 measurements, were measured outside
the TS1500 stage without the TTM module. Four low-magnification scans were
stitched together and the curvature was extracted from 3–5 mm long regions of the
image, away from the sputtering clip shadow. After measuring the as-deposited
film stress, each sample was cleaved so that it could fit inside the crucible, which
has an internal diameter of 7 mm. Samples were individually placed in the crucible.
The chamber was purged for the entire heating and cooling time with Ar flowing
at about 1 L/min. Using the TTM module, the sample curvature was measured
from a 650 µm-wide cursor over a length of about 2 mm. The curvature was
measured at room temperature, for nominal temperatures of 200 ◦C and 400 ◦C,
and then for every 100 ◦C up to 900 ◦C. Subsequent measurements were taken at
the same setpoints during the cooling cycle. The annealing time was minimised
by using the maximum ramp rate of 130 ◦C/min, only waiting a few seconds for
each temperature to stabilise and only collecting one image for each curvature
measurement. Even so, measuring each sample took about fifteen minutes and this
included about five minutes above 600 ◦C.
7.5.2 Results and discussion
The stress was calculated using the modified Stoney equation that was introduced
chapter 6 and is given in (7.1). For GaAs substrates, the Young’s modulus and
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Poisson’s ratio are Es = 85.3 GPa and νs = 0.312, respectively [46]. The biaxial
stress (σ) is related to the substrate thickness (ts), the film thickness (tf), the initial
substrate curvature radius (r0) and the measured curvature radius (r) by
σ = Es1− νs
t2s
6tf
(r−1 − r−10 ). (7.1)
The individual film and sample thicknesses were used in these calculations. The
as-deposited stress extracted for each SiOxNy film is shown in figure 7.9(a). The
stress in the thin GaAs samples, which was presented in the previous chapter, is
also shown for comparison. The two data sets are generally consistent, showing
that the film stress is compressive and increases in magnitude with film refractive
index, n. The magnitude of biaxial stress differs in some cases, even though the
SiOxNy films are identical. In the thick samples, the post-deposition r values ranged
from −11.6 m to −170 m and these indicate very small curvatures; the curvature is
given by κ = r−1. Small curvatures contribute to larger relative uncertainties in the
data. The thickness difference between the quartz window and compensation glass
led to reduced fringe visibility. This should not affect the as-deposited curvature
measurements, however there was significant blackbody radiation at the highest
temperatures and the image quality was diminished in these cases.
The thermal stress that develops when heating or cooling a bilayer is related to
the mismatch in the coefficients of thermal expansion (CTE). For an elastic film
on an elastic substrate, where the former is much thinner than the latter, the




1− νf (αs − αf). (7.2)
In this equation, T is the temperature, and αs and αf are the substrate and film
CTEs, respectively. The biaxial modulus of the film is also significant, so the
Young’s modulus (Ef) and Poisson’s ratio (νf) of the film are included in (7.2). The
CTE and the biaxial modulus of each capping layer was experimentally determined
in chapter 6. The CTE of GaAs was taken from the literature [48]. Figure 7.9(b)
shows the theoretical thermal stress that develops for each SiOxNy film on a GaAs
substrate. These values were calculated with (7.2) for samples heated from 300 K
to 1100 K, and these temperatures are indicative of the RTA performed in section
7.4. In general, the thermal stress increases with increasing n. Although the CTE
mismatch, ∆α, becomes smaller, the films also become stiffer and so they exert
more stress on the GaAs substrate. In terms of (7.2), it is clear that silicon nitride
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films can lead to more compressive stress in the semiconductor than silica films.
To calculate these thermal stress values, constant substrate and film CTEs were
used. For GaAs, the 700 K value of αs = 6.74 × 10−6 K−1 was chosen [48].
The αf values from the previous chapter were used for each thin film. This
linear estimate is a gross simplification of the real system. In fact, temperature-
dependence in the GaAs CTE is well known, and the data in [48] can be
summarised as αGaAs = (0.0016T + 5.63)× 10−6 K−1 for 300 K ≤ T ≤ 1100 K.
This representation is accurate for this temperature range; the Pearson correlation
coefficient is 0.998. To calculate the open squares in figure 7.9(b), this temperature-
dependent model was used as αs and (7.2) was integrated over the same temperature
range. This method is only a slight improvement in modelling the thermal stress
and clearly there is negligible difference in the two data sets. The constant SiOxNy
CTE values were measured over a relatively low temperature range and may not
be accurate for the high RTA temperatures used in the intermixing experiments.
In fact, even if temperature-dependent αf values up to 1100 K were available
for these capping layers, they may not actually increase the accuracy of these
calculations. The CTE values from chapter 6 were extracted from during the
Linkam THMS600 cooling cycles. This method was accurate for the given
conditions, however the data cannot be used to accurately calculate the thermal
stress during the IFVD experiments. In reality, deposited films undergo non-elastic
changes when they are annealed. Given that these SiOxNy films were deposited at
low temperatures, such structural and compositional changes will be significant for
RTA at 800 ◦C or 900 ◦C. This was mentioned in the previous chapter, when non-
linear changes in stress were observed during the heating cycles. The structural
changes include bond rearrangements and film densification. For comparison, a
set of these SiOxNy films on Si substrates were annealed for 60 s at 850 ◦C and
the thicknesses decreased by an average of 1.5%, as determined by ellipsometry.
This densification produces non-elastic tensile stress in each film. The theoretical
thermal stress estimates from (7.2) do not account for this additional stress. So
even though measuring the CTE and biaxial modulus for each film is more accurate
than interpolating bulk SiO2 and Si3N4 values, it is still difficult to model the
dielectric-semiconductor system at high temperatures.
To obtain accurate data for the thermal stress (σth) in these films, the high-
temperature stress was directly measured with the Wyko optical profiler. The
heating and cooling ramps are shown in figure 7.10. The SiOxNy films are labelled
A, B, C, D and E in order of increasing n, as in the last chapter. In this case, the
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Figure 7.10: Measured stress in each SiOxNy film during heating to about 1100 K
(filled symbols) and then cooling (open symbols). Films A (black circles), B (magenta
squares), C (green triangles), D (blue stars) and E (red diamonds) are labelled in order
of increasing refractive index. The horizontal lines indicate nominally zero stress for each
set, which have been offset for clarity. The thermal stress (σth) that developed during
heating is indicated for A and E.
heating cycle is of interest and the thermal stress contribution has been labelled
for films A and E. This change in stress is more relevant than the absolute stress
magnitude at any point. The samples were cleaved before loading into the TS1500
stage, which altered the initial curvature. As a result, the initial stress in figure
7.10 is different to the as-deposited stress shown in figure 7.9(a). With this in
mind, the data for films A, B, C and D in figure 7.10 have been vertically offset
for clarity, and the dotted lines indicate the nominal σ = 0 position for each film.
Figure 7.10 clearly shows the non-linearities in the temperature-dependent stress
measurements. These may be due to film densification or non-linearities in ∆α. It
is interesting that film D developed significant compressive stress during cooling,
as shown by the open blue stars in figure 7.10. This change is much higher
than in any of the other samples, however the cause of this difference is not
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Figure 7.11: Biaxial stress measured in each silicon oxynitride thin film. The thermal
stress indicates the change in stress when heating from room temperature up to 1100
K (interpolated). The solid circles show the total stress, including the as-deposited
measurements.
clear. Nevertheless, it is the stress developed during the heating cycle that is
more relevant to intermixing. The individual stress measurements may be less
accurate here than in the last chapter, where the stress evolution appeared to
be more continuous. The small curvatures resulting from the thick substrates
and the small measurement area that was chosen to minimise the annealing time
both result in higher uncertainties. The poor fringe visibility due to the quartz
thickness mismatch, and the blackbody radiation from the crucible and sample
also contributed at the highest temperatures.
Despite this, the net change in stress during heating can be extracted accurately
enough to compare the five films. This thermal stress is shown in figure 7.11.
There were some differences in the actual peak temperature because of the drifting
stage calibration. Therefore, the peak stress values have been interpolated to those
at 1100 K and this allows the σth values for each film to be compared. Clearly
the thermal stress is more significant than the as-deposited stress in these films.
Furthermore, these measurements are about an order of magnitude higher than the
theoretical thermal stress values. This fact highlights the significance of the non-
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linearities and non-elastic film changes to this system. Even so, σth still increases
monotonically with the film refractive index, n, which was previously explained by
the increasing biaxial modulus. It may also be the case that the nitrogen-rich films
are deposited further from structural equilibrium, so they undergo more significant
changes during annealing than the oxygen-rich films. The post-annealing tensile
stress was also found to increase with N content in PECVD SiOxNy films, although
the presence of H may be a factor in this case [16]. Figure 7.11 also shows the total
film stress. This includes the as-deposited stress from figure 7.9(a) but this is clearly
dominated by the thermal contribution. These results confirm that significant
compressive stress is exerted on the GaAs substrate during RTA and that this
stress increases with n. This is conducive to the mechanisms proposed in section
7.4 whereby some stress may guide VGa into the structure and enhance IFVD. The
higher levels of stress experienced under films D and E, however, may promote
the conversion of these vacancies into AsGa defects and consequently decrease the
amount of interdiffusion.
7.6 Conclusions
The IFVD technique has been thoroughly examined in this chapter. In particular,
the effect of the composition of sputter-deposited SiOxNy capping layers was
investigated. The structural and thermomechanical properties of these five
deposited films were established in chapter 6. This enabled the IFVD mechanisms
to be studied without the need to rely on bulk SiO2 and Si3N4 properties, which
has become common practice [10, 49]. Furthermore, the thermal stress in these
films above 800 ◦C was directly measured, which provided valuable insight into
the non-elastic stress changes when these films were first annealed. Indeed, the
observed thermal stress was about an order of magnitude larger than in the
theoretical predictions. No previous reports of such measurements have been found
in the literature, even though the effects of stress are integral to these intermixing
processes [10, 42, 50].
The PL energy shifts in the capped samples were explained by the film properties,
according to mechanisms that have been reported elsewhere. In the samples capped
with silicon oxynitride, the stress appears to be more significant than the density
or stoichiometry of the films. The latter properties have been shown to affect how
many additional VGa are injected into the semiconductor [14, 16, 29, 30]. Given
the low concentrations of H in these films, the amount of VGa should decrease
as the film n increases [30]. This may indeed be true for these sputtered films,
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but Ga out-diffusion was not directly measured here. For small increases in n,
the PL shifts from IFVD actually increased and this is attributed to the stress-
directed movement of VGa [10]. Under these films, the GaAs is compressively
strained, which attracts vacancy defects. The slight increases in thermal stress
that were observed as n increased from 1.46 to 1.54 may have increased the VGa
mobility and hence increased IFVD. For films D and E, where n was much higher,
significant thermal stress was observed. It is likely that less Ga out-diffusion would
occur in these dense films, which would lead to minimal IFVD. In fact, suppressed
intermixing was evident and this is better explained by the large stress increases in
these films. Compressive substrate stress has also been related to the annihilation
of VGa when forming AsGa, a type of EL2 defect [41, 42]. This process might even
consume the grown-in defects, and hence suppressed intermixing (∆EIFVD < 0) was
observed. This mechanism is also consistent with some results in section 7.3, where
increased stress was attributed to different annealing times. In order to confirm the
creation of AsGa defects, deep-level transient spectroscopy measurements could be
performed on these samples, however this is well beyond the scope of this thesis.
High-temperature stress effects may also be playing a role in other studies. For
example, IFVD with SiNy capping layers has been linked to the amount of H in the
film, however neither Ga out-diffusion nor stress were measured in these films [28].
RF sputtering has generated particular interest as a deposition technique for
dielectric capping layers. Sputtered silica films have been shown to promote
intermixing at lower temperatures than IFVD with PECVD silica. The shifts in
QW or QD PL spectra can also be much larger. This is explained by the creation
of point defects on the semiconductor surface during sputter deposition [23–25].
These observations have been transferred to different III-V materials systems,
which suggests that the process is separate from the standard IFVD mechanism.
Moreover, Kowalski et al. removed a sputter-deposited silica cap from their
sample and replaced it with PECVD SiO2 of the same thickness. After annealing,
this sample showed the same PL shifts as samples capped with sputtered silica
during annealing [23]. This showed that the initial deposition process was more
significant than the type of capping layer present during annealing. These sputter
depositions reportedly used RF powers of 100 W and DC bias voltages of 1 kV.
The SiO2 films studied in here were deposited with 300 W power but the DC
bias was only about 300 V. This process did not contribute to damage-induced
intermixing for any of the annealing times studied in section 7.3. In section 7.4,
however, a few tens of meV shifts were observed in some samples with the highest
voltages. So it seems plausible that high bias voltages can result in some surface
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damage, probably due to target atoms being liberated with higher energies. The
intrinsic bias was not directly controlled in these experiments, however the RF
power, process gas, target material and system geometry will affect the observed
voltage. The AJA International ATC 2400-V system uses magnetron sputter
deposition. This technique is designed to confine the plasma away from the
substrate holder and minimise such surface damage. It is likely that a different
configuration was responsible for generating 1 kV DC bias voltages. In a patent
more recently filed by the same authors, a diode sputterer is recommended for
enhancing QW intermixing [51]. In this case, a pre-etch step in the sputter system
was implemented to induce further surface damage. Even so, the subsequent
silica deposition by diode sputtering would allow for greater plasma exposure than
magnetron sputtering. More surface damage and therefore larger PL shifts would
be expected, even without any pre-etching.
In general, none of the sputtered films studied in this chapter were associated with
significant QD energy shifts in comparison to some other reports. In light of this,
low-temperature PECVD [14] or electron-beam evaporation [30] techniques may
be more beneficial for enhancing the degree of intermixing in QDIPs, as these can
produce silica films that are conducive to conventional IFVD.
The different III-V structures that were studied exhibited some different be-
haviours. Some of these were attributed to the different annealing conditions.
For example, the QDs were usually annealed at lower temperatures than the QWs.
Other differences are related to the growth conditions, so different amounts of IFVD
can be achieved in different heterostructures. In the QD structures, large thermal
shifts occur in the absence of any capping layer. This means that only small
amounts of IFVD can be achieved in QDs when compared to, for instance, the
stable GaAs/AlGaAs QWs. On the other hand, the largest amounts of suppression
were observed in the QD samples, and this is another approach to selective-area
intermixing. The high-n oxynitrides were somewhat useful in this respect, however
TiO2 films have also been shown to strongly suppress QD intermixing [11]. The
sputter-deposited CaF2 films examined in chapter 4 might also be used in this
way [19], however these films were sub-stoichiometric and difficult to deposit. In
this light, TiO2 may be a more straight-forward candidate. In order to create
substantially varied amounts of intermixing in chapter 8, a single QDIP sample
is capped in different areas with sputtered TiO2 and SiO2, as well as evaporated
TiO2 and PECVD SiO2. In this way, the photoresponse in different areas can be
controlled. Devices are processed from these four areas, as well as a protected
reference area to create multicolour QDIPs.
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nnealing quantum wells (QWs) or quantum dots (QDs) can initiate
atomic interdiffusion, also known as intermixing. This process was
introduced in chapter 1 and the experiments in chapter 7 showed
that it is an effective way to modify QW or QD structures post-
growth. Self-assembled QDs are usually grown at lower temperatures than QWs
and hence contain more point defects [1]. These defects and the high levels of
strain both enhance intermixing, so temperatures as low as 650 ◦C can be sufficient
for QD intermixing [2]. In quantum well infrared photodetectors (QWIPs) and
quantum dot infrared photodetectors (QDIPs), the intersubband transition energies
decrease with intermixing and this results in a red-shifted photoresponse. When
the degree of interdiffusion can be controlled at different locations on the same
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sample, multicolour detectors can be monolithically fabricated [3]. As discussed
in chapter 1, these have a range of applications such as multispectral imaging for
remote temperature sensing.
Impurity-free vacancy disordering (IFVD) is one technique used to selectively
enhance the amount of intermixing in III-V materials and devices [1, 2, 4]. IFVD
usually involves depositing a layer of SiO2 on a GaAs surface. During annealing,
out-diffusing Ga atoms leave behind vacancies (VGa) that are highly mobile at
these temperatures. Some VGa diffuse down to the buried QWs or QDs, resulting
in more intermixing below the SiO2 cap. The stress in the III-V material is known
to influence the VGa movement [3, 5]. The coefficient of thermal expansion (CTE) of
GaAs is much larger than that of SiO2, and hence the GaAs surface will experience
a compressive stress during annealing. This typically forces vacancies away from
the interface and promotes intermixing. It is well known that the IFVD process
is influenced by the SiO2 deposition conditions. For example, films deposited by
plasma-enhanced chemical vapour deposition (PECVD) are more porous and hence
more suitable for Ga out-diffusion if they are deposited at low temperatures [6].
Sputter-deposited SiO2 is relatively dense and this is not conducive to a large
amount of IFVD [7]. In some cases, however, the sputtering process can create
defects on the III-V surface and this also leads to substantial intermixing [8].
In chapters 6 and 7, a series of sputter-deposited SiOxNy films were characterised
and used as IFVD capping layers. The AJA International ATC 2400-V sputter
system did not produce a significant amount of damage-induced intermixing. The
SiOxNy films that induced the highest compressive stress in the substrate actually
decreased the total amount of intermixing. This was attributed to VGa annihilation
during the formation of EL2 defects [9, 10]. These results highlight the sensitivity
of IFVD to the film properties and experimental conditions.
Initial studies in chapter 7 compared SiO2 caps deposited by sputter deposition
and a 300 ◦C PECVD process. These two capping layers were relatively dense
and this probably reduced the amount of Ga out-diffusion, which is necessary
for IFVD. In chapter 6, PECVD silica deposited at 100 ◦C was found to be
only 79% as dense as the 300 ◦C film. This is consistent with reports that Ga
is more soluble in low-temperature PECVD silica [6]. The 100 ◦C film might
exert moderately compressive stress on the substrate to promote IFVD, but the
excessive stress that leads to VGa annihilation is less likely. Therefore PECVD
silica deposited at 100 ◦C has been chosen as one of the capping layers for selective
intermixing of QDIPs. For comparison, sputter deposited SiO2 was also chosen and
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this film produced a small amount of IFVD in a single-layer QD sample. IFVD
has previously been applied to QWIPs [11–13], however it is difficult to enhance
intermixing in QDIPs since the intrinsic strain and grown-in defects already lead
to significant thermal interdiffusion [2, 14].
TiO2 layers can be used to selectively suppress intermixing by inducing tensile
stress in the substrate [15, 16]. In this case, the TiO2 film is impermeable to
Ga and its CTE is greater than that of GaAs. As a result, no additional VGa
are created and any vacancies already present will be trapped at the TiO2/GaAs
interface. Since these vacancies are prohibited from moving freely, they are unable
to promote intermixing and even thermal interdiffusion can be suppressed. Hence,
TiO2-capped QDIPs show smaller red-shifts in their intersubband photoresponse
[3]. The deposition conditions can influence the stress and thermal expansion in
thin films, so it can be expected that the degree of suppression caused by TiO2
caps will also depend on these parameters. In this chapter, TiO2 films deposited
by sputter deposition and electron-beam evaporation are used as capping layers for
QDIP intermixing.
By coating four areas of a single QDIP sample with different dielectrics, the amount
of intermixing across the sample is varied. In this way, the photoresponse spectra
of devices from these areas are tuned to different infrared (IR) wavelengths. The
QDs within a single device have a range of sizes and compositions. These inho-
mogeneities increase the spectral width of the response [17]. In addition, the QD
samples studied in section 7.3 exhibited significant variations in photoluminescence
(PL) energy across a single wafer due non-uniformities from the growth. These non-
uniformities may lead to photoresponse variations across a sample, contributing to
fixed pattern noise in a focal-plane array (FPA). In order to create multicolour
QDIPs, the degree of tuning should be greater than these non-uniformity effects
and also more significant than the broadened spectral response.
During initial experiments on standard InGaAs QDIP structures, it was found that
a 60 s anneal at 850 ◦C led to a significant decline in performance and many devices
had high dark currents. In addition, sputtered SiO2 was ineffective for enhancing
the photoresponse red-shift with 30 s annealing at 800 ◦C. The devices studied in
this chapter were fabricated from a dots-in-a-well (DWELL) structure. DWELL
layers partially relieve intrinsic strain and these QDIPs can exploit the favourable
attributes of both QDs and QWs. The transition energy between a QD ground state
and a QW level can be somewhat controlled and the normal-incidence performance
will theoretically exceed that of a simple QWIP. The devices studied here consist of
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Figure 8.1: Schematic of the principal dark current mechanisms in quantum dot infrared
photodetectors. Ground-state tunnelling is shown in (a), thermally-assisted tunnelling is
shown in (b) and thermionic emission is shown in (c). After [18].
In0.5Ga0.5As QDs within In0.15Ga0.85As QWs. Multicolour QDIPs were fabricated
by selective-area intermixing. Different areas of a single sample were capped with
PECVD SiO2, sputter-deposited SiO2, electron-beam evaporated TiO2 and sputter-
deposited TiO2. Devices from each of these areas are compared with the uncapped
annealed area, and also with an as-grown sample.
To compare devices from the different sample areas, the spectral response, dark
current, responsivity and specific detectivity were determined for selected QDIPs.
These measurements and calculations were described in chapter 5, where they were
applied to the devices integrated with narrowband filters. In that case, there was
very little variation in the dark currents because guided-mode resonance filters are
detector-agnostic. In this chapter, the QDs were modified through intermixing,
which changed the properties of the detectors themselves. Dark current is a
dominant source of noise in these devices so it is a useful performance indicator.
Temperature-dependent measurements are also an effective way to probe carrier
dynamics in different QDIPs.
The dark current in QDIPs and (QWIPs) is mediated by three processes, which
are shown in figure 8.1. Direct tunnelling from the ground state is shown
in figure 8.1(a). This is caused by quantum-mechanical tunnelling from dot-
to-dot and is also known as sequential resonant tunnelling. Defect-assisted
tunnelling may also contribute to this process. Whereas direct tunnelling dominates
at low temperatures, thermionic emission is the dominant mechanism at high
temperatures [18]. Thermionic emission is depicted in figure 8.1(c) and the
transition between these regimes has been observed at about 125 K [19]. In this
case, electrons are liberated from QDs by thermal excitation and then transported
in the continuum by the applied bias. An intermediate process known as thermally-
assisted tunnelling is shown in figure 8.1(b), where the carriers are thermally-
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Figure 8.2: (a) The n-i-n quantum dots-in-a-well structure grown by metal-organic
chemical vapour deposition and (b) schematic of the sample after partial capping with
SiO2 and TiO2 thin films.
excited above the ground state but then tunnel through the tip of the barrier.
The dark current activation energy as a function of bias voltage was also extracted.
This analysis supplements the 77 K peak responsivity and detectivity curves that
were determined for the selected QDIPs in this chapter. Of course, PL spectra
and spectral response curves are also compared in this chapter. These results are
used to explain the modified QDIP behaviour in each region. The device results
are then correlated with the four dielectric films. Most of the techniques employed
to characterise these thin films have already been used in this thesis, particularly
in chapters 4 and 6. The exception is transmission electron microscopy, which was
introduced in chapter 2 and has been applied to the TiO2 films here.
8.2 Experimental procedure
8.2.1 Detector fabrication
The DWELL structure provided for this work was grown by metal-organic chemical
vapour deposition (MOCVD) and is shown in figure 8.2(a). A 300 nm GaAs buffer
was grown on the semi-insulating (S.I.) GaAs substrate. This was followed by
a 1 µm contact layer of n+-GaAs, doped with Si at a nominal concentration of
1018 cm−3. The active region of ten periods was then grown. In each DWELL, 3
nm of In0.15Ga0.85As was followed by 4.7 monolayers (ML) of In0.5Ga0.5As and then
a further 2 nm of In0.15Ga0.85As. Thus, a layer of QDs was grown inside each 5 nm
QW, and each QW was flanked by two 50 nm GaAs barriers. Note that the amount
of material used to grow these In0.5Ga0.5As QD layers was slightly less than that
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used in the standard QDIP structure. After the final barrier, a 300 nm GaAs top
contact was grown with 1018 cm−3 Si doping. This procedure has been described
elsewhere [20], so only a summary is given here.
After growth, a 14 mm × 12 mm sample was cleaved and thoroughly cleaned.
A mask of Al foil was placed over the sample, leaving a rectangle opening in
one corner. PECVD was used to deposit SiO2 in this area. The substrate was
heated to 100 ◦C and the other deposition parameters have been given in chapter
2. After PECVD, a new foil mask was fitted to expose a different corner and TiO2
was deposited at about 2 Å/s by electron-beam evaporation. The chamber was
pumped to 3 × 10−7 Torr beforehand, and this pressure increased by about one
order of magnitude during evaporation. The opposite corner was then capped with
sputter-deposited SiO2 and finally the fourth corner was capped with sputtered
TiO2. For these last two encapsulants, RF sputter deposition was used with a
three-inch target of SiO2 or TiO2, respectively. Each deposition was performed in
2.7 mTorr of Ar, flowing at 20 sccm. No heating was applied to the substrate for
either deposition. 300 W RF power was supplied in each case, and the bias voltages
were 215 V and 145 V for the SiO2 and TiO2 depositions, respectively.
The result was that two corners of the sample were capped with 4 mm × 6 mm
rectangles of different SiO2 and two corners were capped with 4 mm squares of
different TiO2. The uncapped area in-between was used as a reference, as shown
in figure 8.2(b). The sample was again cleaned and then a rapid thermal annealing
(RTA) furnace was used to initiate intermixing. During RTA, the sample was
proximity-capped face-down between two fresh pieces of GaAs. The temperature
was increased for 9 s up to 850 ◦C and then held for 30 s. An inert ambient was
provided by Ar flowing at 5 L/min to initially purge the furnace and then 2 L/min
during RTA. The silica caps were removed with 10% HF acid, which did not attack
the TiO2 or GaAs surfaces. In order to remove the TiO2, reactive-ion etching
(RIE) was performed using the process described in chapter 2. The etching time
was calibrated to ensure that the TiO2 was completely removed in both areas with
minimal removal of the GaAs top contact. The rest of the sample was protected
with wax and this was removed with solvents after RIE.
When the capping layers had been removed, the sample was processed into 210 µm
square mesas using photolithography and then etching in H3PO4/H2O2/H2O. A
second lithography step was used to define the contact regions, the native oxide
was removed and ohmic contacts were deposited by electron-beam evaporation.
After lift-off, the contacts were alloyed by RTA at 380 ◦C for 60 s in Ar. Finally,
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the sample was cleaved into small pieces, mounted into chip packages and then
wire-bonded. An as-grown sample was also processed into identical devices. This
is used as a reference for the uncapped devices to extract the effects of RTA alone.
8.2.2 Detector characterisation
PL measurements were performed after RTA but before the dielectric caps were
removed. The annealed and as-grown samples were placed in a liquid-nitrogen-
cooled Dewar. A 532 nm laser was used for excitation and the PL was measured
with a cooled InGaAs detector. The photoresponse spectra of the processed QDIPs
were measured using Fourier-transform infrared spectroscopy (FTIR) over a range
of bias voltages. For these measurements, the packaged devices were mounted in a
similar cryostat and cooled to 77 K. The Dewar was aligned to the Out 1 window
of the FTIR system (shown in figure 2.9) and ZnSe lens with a focal length of 5 cm
was used to illuminate the test devices.
To determine the responsivity and detectivity, the 77 K QDIPs were illuminated
with a calibrated blackbody source. The photocurrent and the noise-current
spectral density were measured with a fast Fourier transform (FFT) spectrum
analyser. The source was modulated at 140 Hz and the photocurrent was
measured at this frequency in the FFT spectrum. The noise current density was
simultaneously measured from a uniform spectral band. The bias voltages were
automatically incremented at 50 mV intervals and the currents were averaged for
30 s at each voltage. The transmittance spectra of the Ge filter and the BaF2
window were measured by FTIR, and the device active areas were measured by
optical microscopy to account for cases where the wire bonding was misaligned or
the lift-off process removed too much of the top metal contact. For the six devices
discussed in this chapter, the measured areas were all between 87% and 130% of
the nominal active area.
The method used to calculate the peak responsivity (Rp) was explained in chapter
5. The transmittance of the cryostat window (TBaF2) was found to vary with
wavelength (λ). So this spectrum was placed inside the wavelength integral when
calculating the photon irradiance. A Matlab script was used to calculate this data
for each bias voltage (Vb). Although spectral response curves (R˜(λ)) were not
taken for every voltage, many spectra were measured for each device and a suitable
spectrum was used in each Rp calculation. Hence, any bias-dependance in R˜(λ)
was accounted for and those spectra where the signal was obfuscated by significant
noise were replaced by a curve at a close bias voltage.
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The specific detectivity (D∗) is a well-known figure of merit and this was also
calculated for each bias voltage using the method described in chapter 5. A
temperature-dependent study of the QDIP dark currents was performed by
mounting the devices in a helium cryostat and this procedure was detailed in
chapter 2. Current-voltage curves were measured at 10 K steps up to 100 K and
then at 20 K steps up to 200 K. In the thermally-limited regime, the activation
energies at each bias were calculated from Arrhenius-style plots of the dark current.
8.2.3 Capping layer characterisation
To characterise the silica and titania films, all four depositions were repeated
under identical conditions onto Si substrates. Each sample was cleaved in
half and one set was annealed by RTA for 30 s, also at 850 ◦C. Rutherford
backscattering spectrometry (RBS) was performed on the unannealed samples,
transmission electron microscopy (TEM) was used to examine the four titania
films and spectroscopic ellipsometry was performed on all eight samples. These
characterisation techniques have been detailed in chapter 2.
The RBS measurements used 2 MeV He+ ions to probe the four as-deposited
samples and each was rotated randomly to minimise channelling in the substrate.
The refractive indices and thicknesses of all films were measured using a spec-
troscopic ellipsometer with a rotating analyser. The imaginary component of the
refractive index (k) was assumed to be zero for all films. The real component
(n) was extracted from a Sellmeier model [21] for each data set. To prepare the
four TiO2 samples for plan-view TEM, 3 mm discs were cut and their Si back-
sides were polished to about 100 µm. The middle of each sample was dimpled
and then a pinhole was etched through the middle. To etch each substrate, the
TiO2 surface was protected with wax, the samples were dipped in a solution of
HF : CH3COOH : HNO3 = 1 : 1 : 8 and then the wax was removed. Ultimately,
the hole in each sample was surrounded by an electron-transparent TiO2 border,
as shown in figure 2.14(d). TEM was performed in a Philips CM300 system at
300 kV and selective-area diffraction patterns (SADPs) were taken.
8.3 Results
8.3.1 Photoluminescence and photoresponse
The PL spectra measured from the unprocessed samples are shown in figure 8.3.
The as-grown PL peaks at 1088 nm, with a full-width at half-maximum (FWHM)
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Figure 8.3: 77 K photoluminescence spectra (arbitrary intensity units) of the different
sample regions. The effect of different capping layers on intermixing can be seen with
respect to the uncapped region and the as-grown (unannealed) sample. The inset shows
the photoluminescence from selected regions with attenuated excitation power.
linewidth of 64 nm. The PL spectra from all areas of the annealed sample are
blue-shifted and slightly weaker than the as-grown sample. The uncapped area
of the annealed sample has a peak PL wavelength of 977 nm and the integrated
PL intensity is only one-third of the as-grown PL. So an increase of 129 meV to
the interband PL energy can be attributed to RTA alone. The area capped with
sputtered SiO2 shows a similar PL peak at 978 nm, although the intensity is even
lower. So there was no enhancement in intermixing due to the presence of the
sputtered SiO2. The area covered with PECVD SiO2 shows two peaks. The most
intense peak is at 936 nm, which is shifted an additional 56 meV compared to the
uncapped PL. The weaker PL peak from the PECVD-capped region is again at
977 nm. The PL spectra under both TiO2 caps are at wavelengths in-between the
as-grown and the uncapped spectra. This suggests that thermal intermixing has
been suppressed to some extent in these areas. The TiO2 deposited by electron-
beam evaporation still allowed a considerable amount of intermixing to take place,
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so this 991 nm peak is only 18 meV less than the uncapped PL energy. On the
other hand, the PL from the sputtered TiO2 area peaks at 1038 nm, which is 75
meV less than the uncapped peak energy and only 55 meV above the as-grown PL.
The PL intensities under the TiO2 films are stronger than the uncapped PL and
the integrated PL for the sputtered TiO2 region is about 60% of the as-grown area.
The 77 K PL in the inset of figure 8.3 was taken while attenuating the excitation
laser. The alignment of the optical components was not altered in any other way.
The PL spectra are shown for the uncapped area and the two SiO2-capped regions,
all of which have been normalised to the former. The position and relative heights
of the peak near 980 nm have not changed from the measurements with a higher
excitation power. In the PL from the PECVD-capped area, however, the relative
height of the short-wavelength peak has clearly decreased. Under low excitation
power, this peak (now at 937 nm) is only 70% as intense as the long-wavelength
peak from this region.
Figure 8.4 shows the photoresponse spectra of the processed QDIPs, measured at
77 K. The response of an as-grown device at three positive bias voltages is shown
in figure 8.4(a). For biases between 0.1 V and 1.1 V, the as-grown photoresponse
peaks at 7.09 µm (175 meV). The peak then decreases in wavelength for higher
voltages, to 6.53 µm (190 meV) at 2.0 V. The response is similar for negative
voltages, peaking at 7.09 µm between −0.6 V and −0.3 V. The peak occurs at
shorter wavelengths for smaller bias magnitudes but reaches 7.17 µm (173 meV) at
−2.0 V. The fine spectral structure around 6 µm is indicative of water vapour in
the atmosphere. The small dip in all spectra at 8 µm could be caused by absorption
in the BaF2 cryostat window or in the silver epoxy used to mount each sample.
The spectral response curves for the annealed devices are given in figure 8.4(b)
and an as-grown spectrum is also included. The bias voltages for each spectrum
are close to those giving the maximum D∗ for that QDIP. It is clear that all
intersubband transitions are lower in energy than before RTA and that a range of
detection wavelengths have been achieved. The region that was annealed without
dielectric capping has a peak response at 10.27 µm, which is 54 meV less than the
as-grown photoresponse. The FWHM has also decreased, from 34 meV to 16 meV.
The sputtered SiO2 had little effect on the photoresponse, with a peak of 10.21
µm. On the other hand, the device capped with PECVD SiO2 has a further red-
shifted response, to 10.99 µm. The FWHM of these SiO2-capped devices are 12
meV and 14 meV, respectively. In agreement with the PL results, the TiO2-capped
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Figure 8.4: Normalised photoresponse spectra at 77 K for (a) an as-grown QDIP at
different bias voltages and (b) devices after annealing with different capping films. The
biases applied in (b) are close to those where the detectivity of each device is maximised.
The transmittance spectrum of the BaF2 cryostat window is also shown in (a).
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Figure 8.5: (a) Peak responsivity and (b) specific detectivity of representative annealed
and as-grown QDIPs at 77 K and under normal-incidence illumination. Symbols are
shown at 0.1 V increments for clarity of presentation.
areas show smaller photoresponse shifts. After capping with sputtered TiO2, the
response peaks at 7.39 µm. So intermixing here has been significantly suppressed
and the device operates at similar wavelengths to the as-grown QDIP. The FWHM,
however, is only 21 meV and there is an additional shoulder centred at about 6.3
µm. The electron-beam evaporated TiO2 produced only a slight reduction in the
amount of intermixing and the peak response is seen at 9.36 µm. The 24 meV
FWHM is the largest of all annealed QDIPs and the peak shifts to 9.97 µm when
the bias is increased to 2.0 V. It is possible that an absorption dip at 9.6 µm is
responsible for the appearance of this spectrum, however this is not entirely clear.
The peak responsivities for the same devices are shown in figure 8.5(a) and the
specific detectivity curves are shown in figure 8.5(b). The peak in each D∗ curve
indicates the best signal-to-noise ratio for that particular device. The bias at this
peak will be referred to as the operating bias (Vop) for that QDIP and these values
are given in table 8.1. The maximum detectivity occurs at a positive bias for all
cases except for the device treated with sputtered SiO2, where the data peaks at
−2.85 V. In this case, the maximum D∗ for Vb > 0 is within 2% of the global
maximum and occurs at 1.55 V. This positive Vop has been chosen for consistency
with the other QDIPs. A positive Vb indicates that a positive potential was applied
to the top contact with respect to the bottom contact.
With respect to the 77 K specific detectivity, the as-grown QDIP is the best
performing. It has a maximum D∗ of 2.0 × 109 cm Hz1/2/W at 0.6 V and a peak
responsivity of 23 mA/W under these conditions. Similar DWELL QDIPs were
found to be background limited at 80 K and this is likely to be the case for the
as-grown device studied here [22]. The device from the uncapped region of the
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Figure 8.6: Dark current densities for each QDIP (a) at 80 K shown against bias voltage
and (b) at the operating bias (whereD∗ is maximised) shown against inverse temperature,
as an Arrhenius-style plot. The linear regions in the latter were used to extract the
thermally-limited dark current activation energies.
annealed sample has a peak D∗ of 1.9 × 108 cm Hz1/2/W and this peak is shifted
to 1.25 V, where the responsivity is 3.2 mA/W. The region capped with sputtered
SiO2 shows similar voltage-dependent trends to the uncapped region in figure 8.5,
and the specific detectivity is 2.7× 108 cm Hz1/2/W at 1.55 V.
The PECVD SiO2-capped device has its highest detectivity at 0.65 V, which is
closer to the as-grown device’s operating bias. There is still a significant decrease
in performance, with D∗ = 2.4 × 108 cm Hz1/2/W and Rp = 3.8 mA/W at Vop.
The qualitative trends in figure 8.5 are also closest to those of the as-grown
QDIP, despite the fact that this device also shows the most significant shifts in
PL and spectral response. These observations will be explained in section 8.4. The
evaporated TiO2 capping resulted in similar behaviour to the uncapped device but
here D∗ is only 1.3 × 108 cm Hz1/2/W at best. Finally, the device that had been
capped with sputter-deposited TiO2 during annealing shows the most degradation
in performance and a significant shift in operating bias. At 1.95 V, the maximum
D∗ for this device is 5.4×107 cm Hz1/2/W and the peak responsivity is 0.22 mA/W.
Note that all of the annealed QDIPs exhibit asymmetrical curves in figure 8.5,
whereas the responsivity and detectivity of the as-grown device are relatively
symmetrical around Vb = 0.
8.3.2 Dark current and activation energy
Figure 8.6(a) shows the magnitude of the 80 K dark currents for each QDIP. The
data has been normalised to the mesa area, giving the dark current densities, JD.
For any given bias voltage, it is clear that the detectors show a large range of
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dark currents. In general, the as-grown and PECVD SiO2-capped devices have the
highest values and the dark current of the device capped with sputtered TiO2 is
about five orders of magnitude lower. The other three QDIPs exhibit dark currents
roughly in the middle of this range. The operating biases, however, range from 0.60
V to 1.95 V. In the case where each device is biased at Vop, there is a much narrower
range in dark currents, as shown in figure 8.6(b).
Figure 8.6(b) is an Arrhenius-style plot showing the dark current density against
inverse temperature, with each QDIP at Vop. The thermally-limited dark current
points are collinear and a selected temperature range for each data set was
used to extract a regression line. These best-fit lines are shown in figure
8.6(b) over the linear regime. The dark current at low temperatures and high
voltages is often not thermally limited, so these points were excluded from this
analysis. The currents towards the right-hand side of figure 8.6(b) clearly have
additional contributions, probably from defect-assisted tunnelling or thermally-
assisted tunnelling mechanisms [19, 23], which were introduced in section 8.1.
The dark current activation energy (Eact) was extracted from the gradient of
each regression line. A simple rearrangement of the Arrhenius model shows that
Eact(meV) = −106kBm/[q log10(e)], where kB is the Boltzmann constant, q is the
elementary charge and m is the extracted gradient. Note that the normalisation to
current density does not affect these results. A semi-automatic Matlab procedure
ensured that the current values used in each Eact calculation fell in the thermally-
limited regime and were also within the dynamic range of the pA meter. In most
cases, these criteria allowed four collinear points to be used with T [100, 200] K,
although the exact range depended on each device and bias voltage. The calculated
activation energies are shown over a range of biases for each device in figure 8.7. For
some devices, data at low voltages has been omitted if there were too-few suitable
points to accurately calculate Eact.
In general, the dark current activation energies in figure 8.7 exhibit clear trends
with respect to device bias. The activation energies of the as-grown detector
are symmetrical and decrease fairly linearly with voltage. The device from the
uncapped part of the annealed sample has higher activation energies for all biases
and the data is again quite symmetrical. For |Vb| > 0.7 V, the rate of Eact decrease
with increasing bias is lower than for the as-grown QDIP. As |Vb| → 0, however,
the energies increase super-linearly and this effect is not seen in the as-grown case.
The different capped regions of the annealed sample show a range of activation
energies. The devices that were capped with sputtered SiO2 and evaporated TiO2
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Figure 8.7: Activation energies for thermally-limited dark currents in all devices, as a
function of applied bias. For clarity, symbols are shown at 0.1 V increments.
behave very similarly to the uncapped sample, although Eact is generally a bit
higher. The device that was capped with PECVD SiO2 exhibits much lower
activation energies. This data is quite linear and roughly parallel to the uncapped
device, but about 20–40 meV lower. For a few low-bias points, Eact seems steeper
than the linear trend but this is not as clear as for the other annealed devices.
Finally, the detector that was annealed with the sputtered TiO2 cap shows highly
asymmetrical activation energies. Although reliable data is not available for |Vb| <
1 V, the energies near ±1.0 V are above 200 meV and this is much higher than
the other devices at these voltages. For higher voltage magnitudes, Eact is less,
but is only comparable to the uncapped QDIP for Vb → −2 V. For large positive
bias, the activation energy for the sputtered TiO2 device almost plateaus, and
does not seem to decrease with increasing bias at all. So for Vb > 0, Eact for this
device is always larger than the other QDIPs’ activation energies. The dark current
activation energy at Vop for each detector is listed in table 8.1. These dark current
results help to explain some effects of annealing on these QDIPs, particularly those
discussed in section 8.4.2.
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Table 8.1: Operating bias for each QDIP, photoluminescence energy (EPL), and energies
for the photocurrent peak (EPC) and thermally-activated dark current (Eact) at Vop.
QDIP treatment Vop EPL EPC Eact
(V) (eV) (meV) (meV)
As-grown 0.60 1.140 175 160
Uncapped RTA 1.25 1.269 121 140
PECVD SiO2 0.65 1.325 113 134
Sputtered SiO2 1.55 1.268 121 135
Evaporated TiO2 1.65 1.251 132 134
Sputtered TiO2 1.95 1.194 168 165
Table 8.2: Selected properties of the dielectric encapsulant layers. The density refers to
the unannealed films and the refractive indices are given at a wavelength of 630 nm.
Capping layer Volume density Refractive index Refractive index
(1022 at/cm3) before RTA after RTA
PECVD SiO2 5.72 1.43 1.41
Sputtered SiO2 6.21 1.47 1.45
Evaporated TiO2 6.51 2.20 2.51
Sputtered TiO2 7.96 2.37 2.44
8.3.3 Capping layer properties
The real part of the refractive index, n, based on the Sellmeier fit for each film
is shown in table 8.2 for λ = 630 nm. The four as-deposited films and the four
samples that were annealed at 850 ◦C for 30 s were all measured. For a given
material, n can provide information about the stoichiometry and porosity. When
two films have the same stoichiometry, a higher n indicates a denser film [24].
The PECVD and sputter-deposited SiO2 films each show about 1% decrease in n
after RTA. These modest changes after such a high annealing temperature suggest
that there may not have been significant changes in the SiO2 films during RTA. On
the other hand, the refractive indices of both TiO2 films increase noticeably. The
index of the sputtered titania increases by 3% and the electron-beam evaporated
film increases in n by nearly 14%. This probably indicates a densification process
during RTA that is more significant in the evaporated titania. Note that this
film initially has a lower refractive index than the sputtered TiO2, however after
annealing n is highest in the evaporated film.
The RBS results from the as-deposited films showed that they were all nearly
stoichiometric but with slight differences. Each silica film was over-stoichiometric,
though only marginally in the case of the sputtered silica. This composition can
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be expressed as SiO2.02, whereas the PECVD silica was SiO2.15. Both of the titania
films were sub-stoichiometric before RTA; the sputtered film being TiO1.93 and
the evaporated film being TiO1.90. Furthermore, the sputtered films contained
approximately 1 atom per cent Ar before annealing.
The atomic area densities of these films were also extracted from the RBS spectra.
These were combined with the thickness values measured by ellipsometry, which
were all between 145 nm and 187 nm, to calculate the volume density of each as-
deposited film. These densities are listed in table 8.2 and they show qualitative
agreement with the refractive indices. That is, the sputtered TiO2 is significantly
denser than the evaporated film, and hence its refractive index before RTA is higher.
Similarly for SiO2, the 100 ◦C PECVD film is more porous than its sputtered
counterpart so n is lower.
The RTA-induced changes in the titania films were further examined by plan-view
TEM. The microstructure of the evaporated TiO2, as deposited and after annealing,
is shown in figure 8.8(a) and figure 8.8(b), respectively. Similarly, figure 8.9 shows
the sputtered titania both before and after annealing. Selective-area diffraction
patterns (SADPs) from each sample are given in the four insets.
The unannealed films in figure 8.8(a) and figure 8.9(a) show qualitative structural
differences. The sputtered material contains discrete beads with spaces in between
them, whereas the electron-beam deposited titania looks more uniform at this
magnification and lacks notable features. The SADPs also indicate differences
between the two samples. In the case of the as-evaporated titania, the inset of figure
8.8(a) shows diffuse rings and these are characteristic of an amorphous TiO2. The
SADP shown in the inset of figure 8.9(a) for the as-sputtered TiO2 shows diffuse
rings associated with an amorphous TiO2, as well as several discrete arcs. The latter
are characteristic of poly-crystalline regions in the sample [25], and the annotations
in this SADP indicate some of these discrete features. Their d-spacings have been
compared with theoretical models [25] and other reports in the literature [26].
The horizontal arrows in figure 8.9(a) show arcs corresponding to 1.92 Å, 1.65 Å and
1.50 Å, which are labelled 1, 2 and 3, respectively. These d-spacings are consistent
with the {3 2 1}, {4 2 1} and {5 0 2} planes, respectively, in the brookite phase of
TiO2; however they also match closely with the anatase planes {2 0 0}, {2 1 1} and
{2 1 3}, respectively. So it is not clear which phase is present in the as-sputtered
TiO2. In fact, it is possible that small crystallites of both anatase and brookite
exist in this film, due to its poly-crystalline nature. In addition, the vertical arrow
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Figure 8.8: Transmission electron micrographs of the evaporated TiO2 (a) as-deposited,
and (b) after RTA at 850 ◦C for 30 s. The inset of each figure shows a typical SADP.
In (b), the diffraction pattern was taken from the large dark grain (bottom left) and the
principal planes have been indexed to the anatase phase of TiO2.
Figure 8.9: TEM images of the sputtered TiO2 (a) as-deposited, and (b) after RTA. The
inset of each figure shows a typical SADP. The inset in (a) has been split to emphasise
different features in the bottom-right quadrant. In (b), the SADP was taken from a
typical grain (not shown) and the planes have been indexed to the anatase phase. The
black arrow shows one of the many voids present in this sample.
labelled as number 4 indicates a set of discrete arcs corresponding to 3.14 Å. These
features are inconsistent with any brookite or anatase planes and even the closest
rutile plane family (the {1 1 0} planes) is a poor match. Interestingly though,
similar d-spacings have been observed in annealed Ti7O13 and Ti8O15 powders,
which are close to the stoichiometry of the sputtered film [27]. So it is likely that
the as-sputtered film contains small metastable poly-crystalline regions. These
could consist of different titania phases and perhaps these are inside the visible




After annealing, large grains have formed in both titania films and the SADPs
confirm the presence of distinct crystalline phases. The grain boundaries are quite
irregular in the evaporated film shown in figure 8.8(b), whereas the grains in the
sputtered sample are well defined, as seen in figure 8.9(b). Moiré fringes are visible
in several parts of the evaporated TiO2 and these are indicative of overlapping
grains. The regions containing these fringes are on average 74 nm long. By contrast,
the grains in this sample have a mean length of nearly 530 nm, so the length of
each overlapping region is much shorter than the grain size. This may suggest that
the thickness varies considerably over a single grain or that there are many thin
grains stacked together in a complex arrangement.
On the other hand, the grains in the sputtered and annealed film appear smoother
and thicker. This is supported by the presence of bend-contours that in some
cases are observed over an entire grain. In this film, the grains have mean lateral
dimensions of about 770 nm, so they are slightly larger than the grains in the
evaporated TiO2. The sputter-deposited film also contains small triangular and
diamond-shaped features along the grain boundaries, as shown by the black arrow
in figure 8.9(b). A through-focal series was performed and Fresnel contrast in the
images confirmed that these are voids in the film [28]. These could contain Ar that
was trapped in the film during sputter deposition, which subsequently coalesced
into voids during RTA.
The inset of figure 8.8(b) shows a SADP for the evaporated TiO2 after annealing.
By measuring d-spacings and angles from this image, the principal diffraction spots
have been indexed to the {1 1 2} and {2 0 0} planes of anatase, which are consistent
with the [0 2 1] zone axis. Another diffraction pattern (not shown) was taken from
the same grain after a tilt of 52.7◦, and this was indexed to the [0 1 0] anatase zone
axis. In an ideal anatase crystal, these two zone axes are 51.5◦ apart [25], which is
consistent with the measured tilt angle. In addition, other diffraction spots were
visible after tilting the grain that do not correspond to anatase. One set is close
to the theoretical d-spacings for the {1 0 1} rutile or the {1 0 2} brookite planes,
whereas another set may have corresponded to the sub-stoichiometric powders
again [27]. So while the evaporated titania certainly contains anatase grains after
annealing, it is likely that other phases are also present.
The SADP taken for sputtered titania after RTA is shown as the inset of figure
8.9(b). The primary diffraction spots here also correspond to planes in the anatase
structure, specifically the {0 0 2} and {1 0 1} families. Again, these are consistent
with the [0 1 0] zone axis. In general, the {0 0 2} reflections are kinematically
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forbidden in anatase, which has a body-centred tetragonal crystal structure. These
spots are probably visible due to either double diffraction or deviations from the
ideal structure [29, 30]. While keeping the same grain in focus, the sample was
tilted through 27.0◦ and another SADP (not shown) was taken. This SADP was
indexed to the [1 2 0] zone axis of anatase. The tilt angle again corresponds to these
zone axes, which are theoretically 26.6◦ apart. As with the evaporated titania, there
are other features in the SADP of figure 8.9(b) that are best explained by rutile or
brookite planes.
So in both films, it appears that anatase might be the dominant phase after
annealing. In order to confirm this, X-ray diffraction could be used to establish
the relative abundance of each phase, however such investigations are well beyond
the scope of this work. It is clear from TEM and ellipsometry that both TiO2
films have been significantly changed during RTA. The evaporated titania was
initially amorphous and the density was relatively low. After annealing, thin
crystalline grains have formed with substantial overlapping and the refractive index
has markedly increased. On the other hand, the sputter-deposited titania was
initially a mixture of amorphous and poly-crystalline material and was much denser.
Annealing this film resulted in large crystalline grains, which appear to be thicker
and smoother than in the evaporated film. The refractive index of the sputtered
film has also increased after RTA, but not as much as in the evaporated film.
The relationships between these film changes and their respective QDIPs will be
examined in the following discussion.
8.4 Discussion
8.4.1 Intermixing mechanisms
Modelling intermixing in zero-dimensional QDs is more complicated than in QWs
because interdiffusion will occur in all directions, the system is highly strained and
the composition of the dots may not be uniform to begin with [31]. Nevertheless,
the underlying mechanisms are similar. The In composition in the growth direction
through a single intermixed QD can still be modelled with the sum of two error
functions. The DWELL structures studied here are further complicated because
the QDs and the surrounding QWs will be simultaneously interdiffused. In this
discussion, a simple model that explains the results in accordance with well-
understood principles is used.
In the as-grown structure, the InxGa1−xAs QDs have a nominal composition
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Figure 8.10: Simplified schematic of the conduction band showing the mechanisms
behind photocurrent and thermally-limited dark current in (a) an as-grown QD, (b)
an intermixed QD, and (c) an intermixed multi-layer QDIP. Whereas Eact is determined
by the QD confinement in (a) and (b), the built-in potential over the entire structure is
more significant in (c). Deep-level traps are also shown in (b) and (c). These lead to the
depletion of carriers in nearby QDs, particularly those above the Fermi level, EF. For
clarity, all structures are shown under zero applied bias.
of x = 0.5. They are approximately 20 nm wide and 3 nm high [23]. The
compositional profile through each QD is relatively abrupt before intermixing,
as indicated in figure 8.10(a). The dots are buried within 5 nm QWs where
x = 0.15 and these QWs are surrounded by GaAs. All relevant excited states are
energetically close to the continuum states of GaAs. The intersubband absorption
in the QDs is therefore a bound-to-continuum process and the QWs do not
significantly influence this [20]. As a result, the photocurrent absorption energy
in the as-grown DWELL (EPC) can be approximated as the bound-to-continuum
absorption in a simple QD, as shown in figure 8.10(a). There are also energy states
associated with the continuous wetting layer that forms during QD growth, but
these also do not affect the spectral response in this study.
After annealing, interdiffusion of group III atoms leads to a broader and shallower
QD profile. TEM and PL studies of In0.49Ga0.51As QDs [32] and InAs QDs [33, 34]
have investigated the effects of intermixing on these structures. The changes are
schematically shown in figure 8.10(b). The lowest QD state has now increased in
energy, particularly because the In concentration in the QDs has dropped. This will
lead to a lower photocurrent transition energy (E ′PC). The surrounding QW, which
is not shown, will also be interdiffused during RTA but this should have little effect
on E ′PC. The shifts in the PL and photoresponse spectra that are summarised in
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table 8.1 can all be explained by this interdiffusion process. After intermixing, the
interband transition measured by PL has increased in energy and the intersubband
photoresponse has been shifted to longer wavelengths. The different amounts of
intermixing can be correlated to the properties of the films used to cap each device.
The uncapped sample is a useful reference for this discussion. As shown in table
8.1, a significant amount of intermixing was observed even when no encapsulant
film was used. This is consistent with a high concentration of intrinsic defects due
to the low QD growth temperature. In this structure, the QD and QW layers
were grown at 550 ◦C, compared to 600 ◦C for the barrier layers and 650 ◦C for the
initial buffer and bottom contact [20]. Furthermore, 850 ◦C is a relatively high RTA
temperature, which will lead to substantial thermal intermixing. Previous work on
a similar structure found that interdiffusion began after RTA at only 700 ◦C [35].
A high temperature was chosen here to ensure that differential energy shifts under
the different encapsulants would be observed.
The sample area that was capped with PECVD SiO2 during RTA shows evidence
of more intermixing than the uncapped area. The photoresponse has been shifted
further and the peak PL energy has increased. These observations are attributed
to the IFVD mechanism. At such high annealing temperatures, Ga outdiffuses into
the SiO2 and additional VGa are injected into the III-V matrix. The PL for this area
contains another less-intense peak that is not shifted from the uncapped reference.
Repetition of this measurement ensured that this was not from an adjacent area of
the sample, which could be simultaneously measured if the laser was misaligned.
Non-uniform intermixing has been observed in the GaAs/AlGaAs system. This
is caused by an Al-SiO2 reduction reaction through SiO2 pinholes [36], but this
mechanism cannot explain the observations here. In terms of InGaAs/GaAs
DWELLs, it is possible that some QDs have completely dissolved during RTA.
This has been observed by TEM of InAs QDs after RTA above 800 ◦C [33, 34].
It is thought that a substantially interdiffused QD could eventually behave like a
QW, so the two peaks observed in the PL may be a superposition of QW and QD
transitions, where many QDs have dissolved but some still remain. The fact that a
relative change was seen in the intensity of each peak under a low excitation power
(shown in the inset to figure 8.3) indicates that the luminescence may originate
from different processes or structures. It is possible that the DWELL layers closer
to the surface have been intermixed more than those further down, due to either the
accumulated strain in the structure or due to the proximity of these layers to the
SiO2 cap. Alternatively, the QD density in each layer may have decreased as some
QDs have dissolved, and then the area between the QDs may behave as a QW. In
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either case, the PL measurement area would cover both situations. Whatever the
explanation is behind the PL from under the PECVD silica cap, the corresponding
photoresponse measurement shown in figure 8.4(b) is unambiguously red-shifted
from the uncapped reference. This agrees with the IFVD hypothesis and also
corresponds to the blue-shifted PL peak.
In contrast, the region that was capped with sputter-deposited SiO2 behaves
similarly to the uncapped area. Neither the PL nor the spectral response show
significant shifts. Clearly there has been no enhancement in the amount of
intermixing, so IFVD was not observed with the sputter-deposited silica. The
properties of this film are compared with the PECVD silica in section 8.3.3, where
both RBS and ellipsometry show that the sputtered film is denser. It is well known
that porous silica films are more conducive to IFVD as they can accommodate more
Ga and inject a higher concentration of VGa into the III-V matrix [6]. It is also
known that PECVD silica deposited at lower temperatures is more porous, and for
this reason the PECVD here was performed at only 100 ◦C. In addition to these
density effects, the stoichiometry can also be important. A higher O concentration
has been correlated with more IFVD [37] and this is consistent with these results.
The sputtered silica is nearly stoichiometric, but IFVD was only observed with the
oxygen-rich PECVD film. In chapter 7, the effects of stress were found to influence
QW and QD intermixing under sputtered capping layers. It is possible that stress
is also playing a role in the interdiffusion of these DWELL structures, however
these two silica caps exhibit clear differences in density and stoichiometry so these
properties may be more important here.
Whereas SiO2 films can enhance intermixing, the PL and photoresponse spectra for
both the evaporated and sputtered titania showed smaller shifts than the uncapped
reference. Substantial shifts were still observed under the evaporated cap but the
sputtered cap was much more effective in suppressing intermixing. Almost no red-
shift in the photoresponse was observed with the latter cap. These characteristics
can again be understood by considering the film properties. The CTE of bulk TiO2
is about 9 × 10−6 K−1, although the exact value varies with temperature and the
different TiO2 phases [38]. In any case, it is larger than that of GaAs, for which the
CTE increases from 6.0×10−6 K−1 at 300 K to 7.5×10−6 K−1 at 1200 K [39]. When
a TiO2/GaAs bilayer is heated, the differential expansion will lead to significant
biaxial stress, with the GaAs surface in tension. Such stress is known to inhibit
intermixing by trapping the VGa at the interface [5].
The density of anatase is 3.85 g/cm3 or 8.71 × 1022 atoms/cm3, whereas rutile
297
Chapter 8  Selective intermixing of quantum dot infrared photodetectors
and brookite are both denser. The RBS measurements indicate that each of the
deposited films have a lower density than bulk TiO2. This is not surprising given
the low deposition temperatures, especially in the case of sputtering. One would
expect these porous films to be weaker than an epitaxial layer, so the maximum
stress that they can impose on a GaAs substrate during RTA will be less. Hence,
some intermixing will still proceed under these films.
Initially, the sputtered film was denser than the electron-beam evaporated film
and this is probably because of the energetic particles used in sputter deposition.
TEM also showed evidence of some poly-crystalline regions within the sputtered
titania, whereas the evaporated film appeared to be entirely amorphous before
RTA. From these characteristics, one would expect the dense sputtered film to
exert more thermal stress on the III-V substrate when heated to 850 ◦C. Not
only will it be stronger, but its average CTE should be larger because it contains
more densely-packed atoms. Therefore the ability of sputter-deposited titania to
suppress intermixing is greater than for the evaporated film. This is consistent
with the shifts observed in the PL and spectral response curves.
Both titania films show significant changes after RTA that are characteristic of
densification and crystallisation. The refractive indices of each have increased
and both films have formed large anatase grains. Ultimately, n is larger in the
evaporated film and this suggests that it end up denser than the sputtered titania.
This could be due to the lack of voids compared to the sputtered film. These film
changes probably evolved during the 30 s at the maximum annealing temperature,
after the thermal stress had already developed during the ramping stage. So the
subsequent crystallisation process may not be relevant to the ability of the TiO2 to
suppress intermixing. Even if these film changes did begin during the 9 s heating
phase, the evaporated film experienced a higher degree of densification. This would
be accompanied by a relative volume decrease, which would partially counteract
the thermal expansion in this film.
So whether the structural changes in TiO2 occurred during heating or during
the 30 s at the maximum temperature, it is clear that a higher degree of
stress would be exerted by the sputtered titania. This explains why this cap
significantly suppressed the interdiffusion whereas the electron-beam evaporated
film still allowed considerable intermixing to take place. High-magnification optical
microscopy after device processing revealed that some evaporated TiO2-capped
devices were left with faint superficial cracks in the top contact layer. Many of the
sputtered TiO2-capped devices also had cracks that probably penetrated further
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into the sample. These may have developed due to the large thermal stress and
they may be relevant to the discussion in section 8.4.2.
Clearly, the PL and photoresponse energies in table 8.1 can be explained for all
devices by the encapsulant films present during RTA. The PL intensities are also
related to the extent of intermixing in each area. In general, the PL peaks that
have been blue-shifted more have also become weaker. This is due to a weaker
confinement of carriers in the intermixed QDs. As shown in figure 8.10(b), the
interdiffused QDs are shallower so there is a higher probability of carrier leakage
and this decreases the luminescence intensity.
Intermixing has also affected some other device properties, such as the dark
current. Figure 8.10(b) shows that E ′act, the activation energy after RTA, can
be decreased after a substantial amount of intermixing. So for a given temperature
and bias, higher dark currents might be expected and this is true for the set of
annealed devices. For example, the PECVD-capped QDIP, which was the most
intermixed, clearly has higher dark currents in figure 8.6(a) than the other annealed
devices. This explanation, however, cannot explain the relatively high dark currents
measured in the as-grown QDIP, which are similar to the PECVD-capped device
for all bias voltages. In addition, the specific detectivities plotted in figure 8.5(b)
show that the operating bias varies between devices. Clearly, another mechanism
is responsible for these characteristics.
8.4.2 Carrier depletion
The DWELL structure studied here relies on background doping to provide
sufficient electrons in the vicinity of the QDs. Recent studies by Asano et al. have
found that deep levels can lead to a depletion of carriers in QDIP structures, and a
decrease in carrier density can lead to band-bending across the active region [40, 41].
This is manifested by lower dark currents and photocurrents, and may explain some
behaviours observed in the intermixed DWELL QDIPs. It is instructive to firstly
consider differences between the as-grown and the uncapped QDIPs. Apart from
changes that have already been attributed to intermixing, RTA also resulted in a
decreased photocurrent, an increase in Vop from 0.6 V to 1.25 V, and a decreased
dark current with an associated increase in activation energy. The lower currents
in the annealed device cannot be explained by QD intermixing but instead they
could suggest a lower concentration of carriers in the active region.
Carrier depletion could be caused by impurities or defects that manifest themselves
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as deep-level traps. Annealing of QDIPs has sometimes been associated with
significant dopant diffusion [42]. Migration of Si from the contacts and into the
DWELL regions could significantly modify the device properties. To investigate
the possibility of impurities, selected devices were probed by secondary ion mass
spectrometry (SIMS) down to the n+ bottom contact region. These measurements
were performed by Evans Analytical Group. The SIMS results, however, did not
indicate any Si diffusion. For all measured samples, the Si concentrations were
1 × 1018 cm−3 in the top contact, 1 × 1016 cm−3 or less in the active region and
about 3 × 1018 cm−3 in the bottom contact. There was no evidence of dopant
diffusion nor any impurities introduced due to the annealing process.
It is likely that annealing has created deep levels in the active region. These
could be small defect centres related to localised QD relaxation or even extended
defects that span several DWELL periods. Whereas large dislocations may actually
increase device currents [42], small defects may trap electrons that would otherwise
populate nearby QDs. This is shown in figure 8.10(c) and is consistent with the
work by Asano, where point defects were found to be the source of deep levels and
associated carrier depletion [41]. In this line of reasoning, deep-level traps in the
active region will lead to an increase in the built-in potential. The associated band
bending across the ten-layer structure means that many QD states are increased
above the Fermi level and will be unpopulated under low-bias conditions. Therefore
the activation energies for the thermally-limited dark current (E ′act) are not only
those indicated in figure 8.10(b) but are also related to the built-in potential,
as shown in figure 8.10(c). As described in section 8.3.2, the annealed detectors
generally exhibit very high activation energies under low bias, because this built-in
potential is the significant barrier. When the bias is increased to compensate for
this, E ′act quickly decreases until the localised QD confinement becomes significant
for limiting dark current. The as-grown Eact curve in figure 8.7 decreases at almost
a constant rate with bias. Here, the built-in potential is minimal so Eact remains
modest even in the low-bias regime. At larger bias values, the constant rate of Eact
decrease is steeper than for the annealed QDIPs because the as-grown QD levels
are more sensitive to bias changes than those in the intermixed QDs.
Carrier depletion also explains the lower responsivities observed after RTA for a
given bias. With fewer populated QDs, the photocurrent is smaller. Similarly,
the bias voltage at which the specific detectivity is maximised (Vop) is higher after
annealing because it has to compensate for the increased built-in potential. In
addition, the low-bias region of the responsivity curves exhibit regions where Rp is
nearly constant with voltage. This attribute is carried through to the D∗ curves in
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figure 8.5(b). These regions could indicate a bias-dependent filling of QD states,
while compensating for the built-in potential. Only when this has been achieved,
does Rp significantly increases with bias. Furthermore, the voltages spanned by
these plateau regions are approximately consistent with the high activation energy
domains in figure 8.7.
The asymmetry after RTA in the peak responsivity curves could suggest some
non-uniformity in the location of the defects within the structure, particularly as
the asymmetry is more prominent at low bias voltages. The intrinsic strain in
stacked QD structures is known to increase with the addition of each QD period
[1, 42]. This could result in a higher defect concentration after RTA in the layers
closest to the surface and therefore different device behaviours under positive or
negative bias. A higher concentration of deep levels in the surface QD layers would
result in skewed band-bending effects, rather than the symmetrical potential profile
shown in figure 8.10(c). The polarity of this asymmetry would be consistent with
higher responsivities at low positive bias voltages, which are seen in figure 8.5(a).
Alternatively, the accumulated strain may enhance the amount of intermixing in
the DWELL layers closest to the surface. This could instead be responsible for
asymmetry in the responsivity and detectivity curves.
In terms of the annealed QDIPs, the currents, E ′act and Vop also vary depending
on the dielectric cap that was used. The observed behaviours of these devices
can generally be explained by a combination of carrier depletion and intermixing
phenomena. For instance, the PECVD-capped device exhibits dark currents of a
similar magnitude to the as-grown device. The spectral shifts in this QDIP clearly
indicate significant intermixing but RTA at 850 ◦C would also introduce deep-
level traps leading to carrier depletion. Intermixing leads to smaller QD confining
potentials and higher currents whereas carrier depletion decreases device currents.
Hence, the two mechanisms approximately offset each other and the amount of
dark current is similar before and after RTA. On the other hand, the suppression
of intermixing in the TiO2-capped QDIPs means that the two effects are additive
and even lower device currents are observed. This also explains why Vop is higher
with TiO2 than in the uncapped and the SiO2-capped devices.
The QDIP that was capped with sputtered TiO2 during annealing shows these
effects much more clearly than the evaporated titania-capped QDIP. This is
expected from differences between the two films discussed previously, but the
evolution of E ′act with bias is significantly different with sputtered titania than
for any other device. The pronounced asymmetry for sputtered titania in figure
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8.7 could again suggest significant asymmetry in the device itself. One SIMS
measurement was taken from a nearby device that had also been capped with
sputtered TiO2 during RTA. In this case, SIMS indicated some contamination from
the surface. Not only were Ti and O concentrations higher in the active region (and
decreasing with depth), but the levels of C, H and N near the sample surface were
also higher. While diffusion from the capping layer into the structure cannot be
ruled out, the introduction of several elements suggests that the cracks in the III-V
surface could be responsible. It is possible that impurities and cracks are playing
an additional role in the behaviour of the sputtered TiO2-capped device. For the
most part though, defect-induced carrier depletion and suppressed intermixing can
explain the behaviour of both titania-capped QDIPs.
8.5 Conclusions
It is clear that the characteristics of these QDIPs can be significantly altered with
different capping layers and RTA. Over the course of this investigation, multiple
devices from each region of the annealed sample, as well as four as-grown QDIPs
were characterised. While there was some variation among the devices from each
region, this was not significant in terms of the differences discussed between the
groups. For example, the standard deviations in peak photoresponse wavelength
within one region were typically about 0.2 µm. These variations were much less
in the as-grown and sputtered TiO2-capped devices. Only one QDIP of each type
was presented to enable a lucid discussion of the dominant mechanisms. After
intermixing, most of the QDIPs were shifted to the second thermal imaging band.
This part of the long-wavelength infrared band is particularly useful for remote
sensing and military applications.
It was found that annealing alone led to significant intermixing of the structure.
This caused a marked red-shift in the photoresponse and the specific detectivity
dropped by about one order of magnitude. The red-shift in the spectral response
was enhanced with a low-temperature PECVD SiO2 cap, however sputter-deposited
SiO2 did not significantly change the device behaviour. These observations are
well aligned with the IFVD mechanism, in which porous and over-stoichiometric
silica leads to more intermixing. On the other hand, the TiO2-capped devices
exhibited less spectral shift than the uncapped reference. This was attributed to
thermal stress created under these films during annealing, which trapped the VGa
at the GaAs-encapsulant interface. Furthermore, the sputter-deposited titania was
a better suppressant than the electron-beam evaporated film due to its high density
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and poly-crystalline nature before annealing. All dielectric films were thoroughly
characterised and their properties corresponded to the different spectral shifts.
The results presented here provide further insight into the complicated behaviour
of annealed QDIPs. Moreover, spectrally-distinct detectors have been fabricated
on a single chip. The DWELL structure was grown by MOCVD and annealing was
performed at 850 ◦C for 30 s. This DWELL structure may contain less strain and
may be more resilient to these processing steps than a standard QDIP. The RTA
time of 30 s was chosen to minimise the degradation in performance that can occur
after 60 s, which has also been reported elsewhere [42].
In order to develop these detectors further, some other effects should be addressed.
Depletion of carriers in the active region was observed and this is indicative of
electron traps, such as defects from QD relaxation during annealing. Cross-
sectional TEM or deep-level transient spectroscopy could be used to confirm this.
As a result of carrier depletion, the specific detectivities for each QDIP were
maximised at different voltages. This voltage was referred to as the operating bias,
although in a multicolour FPA it would be favourable for each pixel to operate at
the same bias. A single bias for all devices would lead to an even greater range
in D∗ and perhaps lead to changes in the photoresponse spectra as well. In order
to minimise these effects, the carrier concentration could be engineered by, for
example, intentional doping of the DWELL layers. Further investigations into the
effects of carrier depletion and doping will be invaluable to advancing QDIPs for
multispectral applications.
The bandpass-filtered QDIPs in chapter 5 were influenced by detector architecture
and interference from extraneous light. In contrast, these devices showed excellent
spectral selectivity because intermixing modifies the absorbing region in each
device. Similarly, optical crosstalk between pixels was also avoided. These are
compelling advantages of this materials-engineering approach to spectral tuning.
Notably, the photoresponse of the PECVD SiO2-capped device and the two TiO2-
capped QDIPs covered distinctly different wavelengths. These three detectors
show the most potential for fabricating multicolour QDIP arrays. Given that
significant intermixing was observed in the uncapped sample, the use of titania
caps appears to be more useful in creating different spectral shifts across a single
sample. Furthermore, the shift in the photoresponse can be tailored by choosing
TiO2 of a specific composition.
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Conclusions and future research
P
ost-growth processing of quantum dot infrared photodetectors
(QDIPs) has been thoroughly investigated in this thesis. Two very
different approaches to tuning the operating wavelengths of these
detectors have been considered. The fabricated devices have applica-
tions in multispectral and hyperspectral imaging. Initially, standard InGaAs/GaAs
QDIPs were integrated with guided-mode resonance filters (GMRFs) made from
CaF2 and patterned Ge. This novel design is an optical engineering approach,
incorporating numerical simulations and micro-fabrication processes. In subsequent
chapters, intermixing of III-V materials was investigated and ultimately applied to
quantum dots-in-a-well QDIPs. After studying the dominant physical processes,
multicolour detectors have been demonstrated by modifying the confinement
potential of the quantum dots (QDs) in each device. Of course, these are not
the only procedures for creating multicolour QDIPs. A variety of structures can be
grown and other post-growth modifications can be employed. The GMRF-QDIPs
and the intermixed QDIPs were characterised in chapters 5 and 8, respectively
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and the salient findings are summarised here. Some of these conclusions may be
pertinent to other multicolour detector schemes as well. Suggestions for future
research directions are also discussed, although more details have been provided
towards the end of each chapter.
In the first two chapters, the concept of spectrally-enhanced QDIP arrays was
introduced and then the experimental techniques were outlined. In chapter 3,
finite-difference time-domain simulations were used to characterise the infrared
(IR) transmittance through narrowband filters. These filters exploit the guided-
mode resonance (GMR) phenomenon with normal-incidence transmission through
a photonic crystal (PC) slab [1, 2]. With a narrow, tunable passband and a free-
spectral range covering the QDIP spectral response, these GMRFs are ideal for
hyperspectral applications. Such applications include high-resolution spectroscopy
for medicine [3] or predicting urban smog events [4], and enhanced imaging arrays
for mineral exploration [5] and agricultural surveys [6]. The filters are compatible
with QDIP and focal-plane array (FPA) fabrication and have a robust design.
For the slab and cladding dielectric layers, quarter-wave thicknesses were chosen
to produce a low background transmittance and improve the spectral selectivity.
Additional dielectric pairs could not decrease the spectral background any further
without splitting the resonance peak. Instead, increasing the refractive-index
contrast of the dielectrics would improve this. In terms of the actual GMR,
a higher index contrast would also lead to a stronger transmittance peak, so
alternative materials could be considered in future designs. It is possible that
a thinner CaF2 cladding would also increase the peak intensity at the QD depths.
Simulations found that a 20% thinner cladding led to a weaker resonance, however
this result was determined from the electric field only and further investigation
may be worthwhile. Shrinking the 300 nm n+-GaAs top contact layer in the QDIP
structure would also be an effective way of enhancing the resonance coupling.
Ge and CaF2 were primarily chosen for their optical properties, however some
other materials were also identified in chapter 4. Te and PbTe were notable
candidates for the high-index slab but Ge was preferred due to the existence of
well-established fabrication processes. Ultimately, the deposition of the dielectric
filters was complicated by the rough CaF2 surfaces. A cladding composed of
electron-beam evaporated CaF2 followed by sputter-deposited CaF2 was devised.
This ensured that the Ge slab was suitable for filter fabrication. Although the Ge
morphology was primarily influenced by the CaF2 surface, it may be that Te or
PbTe can be deposited with no further complications. This would lead to a higher
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index contrast and enhance the filter performance, assuming the PC array could
be etched in these materials.
Metallic layers might also be considered as long as absorption does not degrade
the overall performance. Indeed, QDIPs have been reported with surface-plasmon
resonance filters. These filters consisted of a patterned layer of silver on the
detector surface [7]. Due to the large permittivity of the metal, strong electric-
field enhancement can be achieved with relatively thin metal films. An alternative
design that also deserves attention is the concentric-ring grating [8]. As well as
spectral filtering, these structures have the potential to focus light, which would
improve the collection efficiency when integrated with detectors.
In the filter design studied in this thesis, the resonance wavelength (λp) was linearly
tunable with the hole radius (r). For simplicity, the period of the triangular
lattice was fixed at a = 3.4 µm. The peak transmittance was maximised for
r = 0.6 µm where λp = 6.0 µm, however deviations from this design produced a
weaker resonance. Simultaneously optimising a and r might allow the resonance
to be tuned without degrading the peak height. Clearly there are opportunities
to improve these filtered QDIPs. Yet the devices fabricated here were successful
in demonstrating narrowed photoresponse spectra with a tunable peak. The
relationship between the peak photoresponse wavelength and the fabricated hole
radius exhibited strong linearity as well. Compared to the simulated relationship,
the actual response peaks were blue-shifted. This was attributed to structural
deviations, such as non-vertical sidewalls in the air holes and film roughness. These
effects can be anticipated in future generations of these devices and offset by the
PC design. In addition, the radii of the actual holes were about 15% larger than
planned. The design file used for electron-beam lithography should account for this
increase as well.
The most significant obstacle to realising spectrally-distinct GMRF-QDIPs was
the interference from extraneous light. A significant proportion of the detected
signal was coupled through the substrate, which degraded the filter selectivity.
Internal scattering also resulted in inter-pixel crosstalk and this is undesirable
for multicolour arrays. Substrate thinning is a standard procedure in fabricating
HgCdTe and quantum well infrared photodetector (QWIP) FPAs [9]. This should
be considered when fabricating future devices. Decreasing the top contact thickness
will also shrink the exposed area on the side of each mesa. This may slightly reduce
the amount of unfiltered light reaching the QDs, however this pathway is probably
not as significant as scattering through the substrate. Of course, moving the QDs
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closer to the PC slab should improve filter integration, as discussed before.
Whereas the filtered detectors were sensitive to extraneous light and the device
layout, the intermixing approach produced multicolour QDIPs that were not
affected by the architecture. In the intermixed devices, the size and composition
of QDs in the active region were modified in order to tune the photoresponse
spectra [10]. Dielectric caps were applied for the 850 ◦C anneal and then
removed. Different caps were shown to either enhance or suppress the amount
of intermixing and these results were reconciled with the film properties. It is
well known that intermixing with dielectric capping layers is strongly influenced
by these properties, which include the composition, density and stress. In order to
clarify the intermixing mechanisms and select the capping layers for multicolour
QDIP fabrication, intermixing with silica and silicon oxynitride capping layers was
initially studied.
In chapter 6, the composition and density of sputter-deposited films were compared
with silica deposited by plasma-enhanced chemical vapour deposition (PECVD).
In addition, the biaxial modulus and coefficient of thermal expansion (CTE) were
also measured for the sputtered SiOxNy layers. Interestingly, the SiO2-like films
exhibited negative CTE values due to the presence of voids within a stiff atomic
network [11, 12]. These films were then used to investigate impurity-free vacancy
disordering (IFVD) in III-V quantum well (QW) and QD structures. In general,
only modest enhancements to thermal interdiffusion were observed with these
films because they were relatively dense. The N-rich films actually suppressed
the amount of intermixing and this was explained with high-temperature stress
measurements. Although moderate compressive stress in the III-V material can
direct vacancies down to buried heterostructures [13], excessive stress is also
known to consume Ga vacancies [14]. These mechanisms are consistent with the
observations and literature reports, but it is clear that intermixing is sensitive
to a plethora of experimental variables. It would be prudent to supplement
the photoluminescence results with another study. For example, the amount of
Ga in different capping layers could be measured with a sensitive depth-profiling
technique. Deep-level transient spectroscopy (DLTS) could also be used to probe
the defects in the III-V matrix. The interfaces present in heterostructure samples
may complicate these measurements, however DLTS can instead be performed on
epitaxially-grown GaAs layers to study the evolution of deep levels under different
capping layers [14].
In terms of capping layers for intermixing, there is no doubt that PECVD silica
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deposited at about 100 ◦C is more conducive to IFVD than sputtered films [15].
Furthermore, damage-induced intermixing [16] only played a minor role in these
experiments. Modifications to the sputtering process could possibly enhance this
mechanism. For example, substrates could be placed much closer to the magnetron
gun, the magnet configuration could be modified or additional bias could be applied
to the substrate plate. If this intermixing contribution can be quantitatively
controlled then sputtered silica might be useful for fabricating multicolour QDIPs.
In chapter 8, the sputter-deposited SiO2 cap had little effect on the QDIP
photoresponse when compared to the uncapped sample area. Only the PECVD
capping layer enhanced the red-shift in the detector spectral response. In contrast,
the two TiO2 films suppressed intermixing to different extents. These observations
were explained by the titania properties before and after annealing. Titania films
are expected to exert tensile stress on GaAs substrates at high temperatures
[17]. This stress is known to trap vacancies at the semiconductor/encapsulant
interface [13]. Although the decreased spectral shifts were consistent with these
other reports, it would certainly be worth examining this mechanism in more
depth. Furthermore, SiO2-TiO2 alloys can exhibit large variations in CTE so these
materials may be useful capping layers for intermixing [18].
After annealing, the intermixed devices exhibited photoresponse peaks from 7.4 µm
to 11.0 µm and hence multicolour QDIPs were fabricated on a single sample. The
three devices treated with sputtered TiO2, evaporated TiO2 and PECVD SiO2 had
relatively independent spectral ranges. These devices could be used in multispectral
systems, which might be applied to temperature measurements [19] and gas sensing
[20]. Furthermore, the latter two devices have been shifted into the second thermal
imaging band. This long-wavelength infrared band is particularly useful for remote
sensing and military systems [21].
The performance of these intermixed devices was assessed from the responsivity,
specific detectivity and temperature-dependent dark current measurements. The
photocurrents and dark currents in the different QDIPs were not simply related
to the degree of intermixing. It was proposed that small defect centres were
created during annealing and as a result, the QDs in the undoped active region
were depleted of carriers. Along with well-established intermixing theory, this
mechanism was aligned with the results in chapter 8. Again, DLTS measurements
could be used to investigate defects in the QDIP structure and confirm this
explanation. The effects of the interfaces in these samples can be minimised by
studying single-layer QD structures [22]. Intentional doping of the active region
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could also be considered to maintain the carrier population in the QDs. In this
way, the performance of future annealed devices may be improved.
To further enhance the spectral selectivity of the intermixed QDIPs, the GMRF
design could be adapted for these longer wavelengths. Devices could then
incorporate both approaches to spectral tuning and produce narrowband detectors
over a larger spectral range. Ultimately, hyperspectral QDIP arrays could be
fabricated within the second thermal imaging band. Of course, several issues would
need to be addressed in modifying the GMRF design. A different material may
be required for the cladding layer because CaF2 cuts off in this band. BaF2 or
KCl could be considered, but each would lead to a smaller index contrast and an
increase in solubility [23].
Considering the device results presented in this thesis, both approaches have
successfully demonstrated spectral tuning of InGaAs/GaAs quantum dot infrared
photodetectors. The guided-mode resonance filters have a scalable design that
is applicable to any type of IR detector. This approach is sensitive to the
device architecture and the spectral selectivity of these devices was degraded by
extraneous light. Yet the narrow passband was easily tunable with the hole radius
and this is promising for hyperspectral imaging systems. The intermixing technique
is best suited to QWs, QDs or similar heterostructures. The parameters used to
monolithically fabricate multicolour detectors were successful with InGaAs/GaAs
DWELL QDIPs. The spectral selectivity in these devices was relatively high,
although all intermixed detectors had lower specific detectivities. Given the
spectral width of these devices, they are not suitable for hyperspectral applications
without further enhancement. This was noted in chapter 1, where intermixing was
intended for multispectral QDIPs. Indeed, an array of these devices could be used
in a two-colour or a three-colour system in essentially its present form.
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Table A.1: Measurement units used in this thesis that do not belong to the standard
International System of Units (SI). Conversion factors are rounded to 4 significant figures.
Symbol† Name of unit Quantity Conversion to SI
Å Ångström length 1× 10−10 m = 0.1 nm
eV electron volt energy 1.602× 10−19 J
inch inch length 25.40× 10−3 m = 2.540 cm
mbar millibar pressure 100 Pa = 1 hPa
min minute time 60 s
rpm revolutions per minute frequency 1.667× 10−2 Hz
sccm standard cubic cm per minute volume flow rate 1.667× 10−5 L/s
Torr Torr pressure 133.3 Pa
† SI units and non-standard units are commonly used in conjunction with SI metric prefixes.
Table A.2: Specialised mathematical notation.
Symbol Description
∈ is an element of
erf the (Gauss) error function
∝ is proportional to
R the set of all real numbers
R+ the set of positive real numbers
Z the set of all integers
Z+ the set of positive integers
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Table A.3: Abbreviations and acronyms that are repeated in this thesis. Variables used
in mathematical expressions are explained in the text and these definitions may vary in





AFM atomic force microscopy





CTE coefficient of thermal expansion
CVD chemical vapour deposition




DLTS deep-level transient spectroscopy
DOS density of states
DWELL dots-in-a-well
EBL electron-beam lithography
EDX energy dispersive X-ray analysis
EME Department of Electronic Materials Engineering
FDTD finite-difference time-domain
FEM finite-element modelling
FFT fast Fourier transform
FIB focussed ion beam (milling/system)
FPA focal-plane array
FTIR Fourier-transform infrared spectroscopy
FWHM full-width at half-maximum (linewidth)
GMR guided-mode resonance
GMRF guided-mode resonance filter
GR generation-recombination
H high refractive index layer
i intrinsic semiconductor material
ICP inductively-coupled plasma (reactive-ion etching)
IFVD impurity-free vacancy disordering
IID impurity-induced disordering
III-V alloys of group-III and group-V elements†
IR infrared
L low refractive index layer
LWIR long-wavelength infrared
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MBE molecular beam epitaxy
ML monolayers
MOCVD metal-organic chemical vapour deposition
MSE mean-squared error
MWIR mid-wavelength infrared
n donor-doped semiconductor material
NEDT noise-equivalent difference in temperature
p acceptor-doped semiconductor material
PC photonic crystal
PCS photonic-crystal slab




PVD physical vapour deposition
QD quantum dot
QDIP quantum dot infrared photodetector
QW quantum well
QWIP quantum well infrared photodetector
RBS Rutherford backscattering spectrometry




RTA rapid thermal annealing
RUMP Rutherford universal manipulation program
S.I. semi-insulating
SADP selective-area diffraction pattern
SEM scanning electron microscopy/microscope
SIMS secondary ion mass spectrometry
SPM scanning probe microscopy
STM scanning tunnelling microscopy
SWIR short-wavelength infrared
TE transverse-electric field





VGa gallium vacancy defects
VSI vertical-scanning interferometry
† The International Union of Pure and Applied Chemistry now names
the periodic table groups III and V as groups 13 and 15, respectively.
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