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Abstract
The convergence rate of Fourier–Laplace series in logarithmic subclasses of L2(Σd) defined in terms of
moduli of continuity is of interest. Lin and Wang [C. Lin, K. Wang, Convergence rate of Fourier–Laplace
series of L2-functions, J. Approx. Theory 128 (2004) 103–114] recently presented a characterization of
those subclasses and provided the almost everywhere convergence rates of Fourier–Laplace series in those
subclasses. In this note, the almost everywhere convergence rates of the Cesàro means for Fourier–Laplace
series of the logarithmic subclasses are obtained. The strong approximation order of the Cesàro means and
the partial summation operators are also presented.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let Σd be the unit sphere (with center at the origin) in the (d + 1)-dimensional Euclidean
space Rd+1. By Lp(Σd), 1  p < ∞, we denote the space of (the equivalence classes of) pth
integrable functions on Σd for which the norm
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{∫
Σd
∣∣f (x)∣∣p dx} 1p
is finite. A function f ∈ L1(Σd) can be expanded in a series of surface spherical harmonics or in
Fourier–Laplace series; i.e.,
f (x) ∼
∞∑
k=0
Yk(f ;x),
where
Yk(f ;x) := (λ)(k + λ)2πλ+1
∫
Σd
P λk (xy)f (y) dy, k ∈ N0,
P λk , λ = 12 (d − 1), being the ultraspherical (or Gegenbauer) polynomials, and N0 being the set
of nonnegative integer numbers. The Cesàro means of order δ of the Fourier–Laplace series of f
are defined by
Cδn(f ;x) :=
n∑
k=0
Aδn−k
Aδn
Yk(f ;x), n ∈ N0, (1)
where δ > −1 and
Aδn :=
(
n+ δ
δ
)
= (n + δ + 1)
(δ + 1)(n + 1) .
It is well known that, for some appropriate index δ, Cδn(f ;x) converge to f (x) almost every-
where on Σd and in norm; we refer the reader to Bonami and Clerc [2], Sogge [7] for details
(see also [9]). We also know that, for δ = 0, Cδn(f ; ·) is the usual nth partial sum of the series
of the surface spherical harmonics of f . Up to now, it is not known whether C0n(f ;x) converges
to f (x) almost everywhere or not for f ∈ L2(Σd); therefore it is important to consider the con-
vergence of C0n(f ;x) in certain subclasses of L2(Σd). On the other hand, when δ is in the near
of 0, the convergence rate for Cesàro means Cδn(f ;x) will be helpful; similarly for the strong
approximation. To be more specific, we want to study the order of |Cδn(f ;x)− f (x)| as n → ∞
and to show the validity of the formula
lim
n→∞
1
n
n∑
k=0
∣∣Cδk(f ;x)− f (x)∣∣2 = 0 a.e., (2)
and to estimate its convergence rate. In [9], Wang and Li gave the convergence rate of a sub-
classes named by Riesz spaces; in [6], Lin and Wang introduced a new class which is larger
than the former. They also proved the almost everywhere convergence rate of the partial sum is
o(log(1−r)/2 n) for f satisfying the condition ({s, r}) and r  1. It is obvious that we still do not
know whether partial sum converges almost everywhere. It is worth pointing out that Lin and
Wang [6] only obtained the almost everywhere convergence of log(r−1)/2 n(C0n(f ) − f ) for f
satisfying the condition ({s, r}) and 0  r < 1. For the new larger classes, we will provide the
almost everywhere convergence rate for Cesàro means and strong summation.
The rest of the paper is organized as follows. Section 2 recalls the concept of logarithmic
subclasses of L2(Σd) and the characterization for these function classes in terms of the modulus
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means and partial sum operators for the logarithmic function classes. Section 4 mainly concerns
the strong approximation of the Cesàro means and the partial sums on sets of full measure in
relation to the logarithmic function classes.
2. Logarithmic subclasses of L2(Σd)
Let β > 0. We introduce the logarithmic subclasses of L2(Σd). Given a function f ∈ L2(Σd),
if
∞∑
k=0
log2β(k + 2)∥∥Yk(f )∥∥22 < ∞,
then we say that f ∈ L2,β(Σd) and write
f {β} :=
∞∑
k=0
logβ(k + 2)Yk(f ) in L2(Σd) sense. (3)
We see that f {β} is uniquely determined by f , and set
L2,β(Σd) :=
{
f ∈ L2(Σd): ‖f ‖2,β < ∞
}
,
where
‖f ‖2,β :=
∥∥f {β}∥∥2 =
{ ∞∑
k=0
log2β(k + 2)∥∥Yk(f )∥∥22
} 1
2
.
It is obvious that L2,β(Σd) is a complete linear subspace of L2(Σd) under the norm ‖ · ‖2,β , and
continuously imbedded in L2(Σd).
In [6], Lin and Wang characterized the logarithmic subclasses L2,β(Σd) in terms of the mod-
ulus of continuity. In order to define modulus of continuity on the sphere Σd , we first introduce
the translation operator Sθ with step θ ∈ R. As in [5,9] we define
Sθ (f )(x) := 1|Σd−1|
∫
{y∈Σd : xy=0}
f (x cos θ + y sin θ) d	(y), (4)
where x ∈ Σd and d	(y) denotes the usual Lebesgue measure elements on the (d − 1)-
dimensional manifold {y ∈ Σd : xy = 0}. With the aid of the translation operator Sθ we introduce
the sth difference operator
Δsθ := (I − Sθ )
s
2 =
∞∑
k=0
ϕ
(k)
s (0)
k! S
k
θ , s > 0,
where I is the identity operator and ϕs(u) := (1 − u) s2 . It is easy to see that
∥∥Δsθ∥∥(L2(Σd),L2(Σd)) 
∞∑
k=0
|ϕ(k)s (0)|
k! < ∞.
Therefore the sth order modulus of continuity of a function f ∈ L2(Σd) defined by
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{∥∥Δsu∥∥: 0 < u t}
is meaningful. We also know that ωs(f, t)2 → 0 as t tends to zero for a given f ∈ L2(Σd) and
s > 0.
For the properties of the translation operator Sθ we refer to [1]. The translation operator is
related to the average on a cap of the sphere. Their convergence rate was shown to be equivalent
to the K-functional constructed by using the Laplace–Beltrami operator in [3].
Definition 1. (See [6].) Let s > 0, β ∈ R, and let f ∈ L2(Σd). If
1∫
0
ωs(f, t)
2
2
t
logβ
(
2
t
)
dt < ∞, (5)
then we say that f satisfies the condition ({s, β}).
The condition ({s, β}) and the logarithmic subclasses L2,β(Σd) are related by the following
theorem, see [6].
Theorem 2. Let β > −1. The necessary and sufficient condition for f ∈ L2,(1+β)/2(Σd) is that
f satisfies the condition ({2, β}).
This result tells us that the study of the convergence of Fourier–Laplace series in the logarith-
mic subclasses is related to the classical Dini’s conditions for the Fourier series [10].
3. Approximation order of Cesàro means
It is well known that the Cesàro means Cδn(f ) with a positive index δ converge almost every-
where for f ∈ L2(Σd) and the partial sums C0n(f ) converge almost everywhere for a function
f in the logarithmic subclasses L2,β(Σd) for β > 0. We now want to present the rate of con-
vergence of the Cesàro means and partial sums in some suitable function classes. This section is
devoted to the proof of the following results:
Theorem 3. Let f ∈ L2,β(Σd), 0 β  1, and let δ > 0. For almost all x in Σd ,∣∣Cδn(f ;x)− f (x)∣∣=
{
ox(log−β n) if 0 β < 1,
Ox(log−1 n) if β = 1. (6)
For our purpose we introduce a generalized Littlewood–Paley function
Gδβ(f ;x) :=
{ ∞∑
n=0
(n + 1)−1 log2β(n + 2)∣∣Cδ+1n (f ;x)−Cδn(f ;x)∣∣2
} 1
2
,
which plays the central role in our approach. We want to study the boundedness of the func-
tion Gδβ(f ;x). Throughout this paper, the indeterminant expression 00 will be understood to be
equal to 1 whenever it comes up. In the following, constδ,β,... denotes a positive constant de-
pending only on the listed subindices. We now present the boundedness result for these maximal
functions.
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Proof. We first note that
Cδ+1n (f ;x)−Cδn(f ;x) =
1
n+ δ + 1
n∑
k=0
Aδn−k
Aδn
kYk(f ;x).
It follows from the orthogonality of the projection operators Yk (k ∈ N0) that
∥∥Gδβ(f )∥∥22 =
∞∑
n=0
log2β(n + 2)
(n + 1)(n + δ + 1)2
∫
Σd
∣∣∣∣∣
n∑
k=0
Aδn−k
Aδn
kYk(f ;x)
∣∣∣∣∣
2
dx
=
∞∑
n=0
log2β(n + 2)
(n + 1)(n + δ + 1)2
n∑
k=0
(
Aδn−k
Aδn
)2
k2
∥∥Yk(f )∥∥22
=
∞∑
k=0
∥∥Yk(f )∥∥22k2
∞∑
n=k
log2β(n + 2)
(n + 1)(n + δ + 1)2
(
Aδn−k
Aδn
)2
.
It is easy to check that the function x−1 log2β x decreases monotonically to 0 as x → +∞. Using
the estimate Aδn  n
δ
(δ+1) , δ 	= −1,−2, . . . (see [10]), and the estimate, for 0 β < 1,
∞∑
n=k
log2β(n + 2)
(n+ 1)(n + δ + 1)2
(
Aδn−k
Aδn
)2
= log2β(k + 2)
∞∑
n=k
(
log(n+ 2)
log(k + 2)
)2β
n−3−2δ(n− k)2δ
 constδ,β log2β(k + 2)
∞∑
n=k
k−2βn−3−2δ+2β(n − k)2δ
 constδ,β k−2 log2β(k + 2),
where we use the estimates nk  kn (3 k  n). For β = 1 we have
∞∑
n=k
log2(n + 2)
(n+ 1)(n + δ + 1)2
(
Aδn−k
Aδn
)2
 constδ
∞∑
n=k+1
n−3 log2(n + 2)
 constδ
∞∫
k
x−3 log2(x + 2) dx
 constδ k−2 log2(k + 2).
We finally get∥∥Gδβ(f )∥∥22  constδ,β ‖f ‖2,β . 
Now we introduce other auxiliary maximal functions and study their boundedness by using
Lemma 4. To do so we need some extra-ordinary identities of the Cesàro means. Set
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n0
logβ(n+ 2)∣∣Cδn(f ;x)− f (x)∣∣,
Nδβ(f ;x) := sup
n0
logβ(n + 2)∣∣Cδ+1n (f ;x)−Cδn(f ;x)∣∣.
Lemma 5. Let δ > 0. For f ∈ L2,β(Σd) and 0 β  1, we have∥∥Nδβ(f )∥∥2  constδ,β ‖f ‖2,β . (8)
Proof. We first notice that
Cδ+1n (f ;x)−Cδn(f ;x) =
1
2Aδ+1n
n∑
k=0
A
δ−1
2
n−kA
δ+1
2
k
(
C
δ+1
2
k (f ;x)− C
δ−1
2
k (f ;x)
)
. (9)
In fact, for γ > 0 and α > −1, we have
C
γ+α+1
n (f ;x)−Cγ+αn (f ;x) = 1
γ + α + 1
1
A
γ+α+1
n
n∑
k=0
kA
γ+α
n−k Yk(f ;x). (10)
Note that Aγ+αn−k =
∑n−k
j=0 A
γ−1
j A
α
n−k−j , we have
n∑
k=0
kA
γ+α
n−k Yk(f ;x) =
n∑
k=0
k
n−k∑
j=0
A
γ−1
j A
α
n−k−j Yk(f ;x)
=
n∑
j=0
n−j∑
k=0
kA
γ−1
j A
α
n−k−j Yk(f ;x)
=
n∑
j=0
A
γ−1
j A
α+1
n−j (α + 1)
(
Cα+1n−j (f ;x)− Cαn−j (f ;x)
)
.
Therefore we obtain
n∑
k=0
kA
γ+α
n−k Yk(f ;x) =
n∑
k=0
A
γ−1
n−k A
α+1
k (α + 1)
(
Cα+1k (f ;x)− Cαk (f ;x)
)
. (11)
By taking α = 12 (δ−1) (> − 12 ) and γ = δ−α, hence γ +α = δ and γ = 12 (δ+1), the formulas
(10) and (11) yield (9). Next we apply Schwarz’s inequality, use the estimate Aδn = O(nδ), and
obtain∣∣Cδ+1n (f ;x)−Cδn(f ;x)∣∣
 1
2Aδ+1n
{
n∑
k=0
(
A
δ−1
2
n−kA
δ+1
2
k
)2
k log−2β(k + 2)
} 1
2
×
{
n∑
k=0
k−1 log2β(k + 2)∣∣C δ+12k (f ;x)−C δ−12k (f ;x)∣∣2
} 1
2
 constδ,β n−δ−1G
δ−1
2
β (f ;x)
{
n∑
(n − k)δ−1kδ+1k log−2β(k + 2)
} 1
2k=0
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δ−1
2
β (f ;x).
This yields that for δ > 0, 0 β  1,
logβ(n + 2)∣∣Cδ+1n (f ;x)−Cδn(f ;x)∣∣ constδ,β Gδ−12β (f ;x) a.e.
and finally, Nδβ(f ;x) constδ,β G(δ−1)/2β (f ;x) a.e. Hence we deduce the estimate (8) from the
estimate (7) and complete the proof of Lemma 5. 
For the purpose of getting the convergence rate of Cesàro means, it is necessary to estimate
the boundedness of the maximal functions M1β(f, ·) as follows.
Lemma 6. For f ∈ L2,β(Σd), 0 β  1, we have∥∥M1β(f )∥∥2  constβ ‖f ‖2,β . (12)
Proof. We introduce the sequence {bn,k} by setting
bn,k :=
⎧⎨
⎩
k
n+1
( log(n+2)
log(k+2)
)β if 0 k  n,( log(n+2)
log(k+2)
)β if n+ 1 k < ∞,
and by setting Δ2bn,k = bn,k − 2bn,k+1 + bn,k+2.
By direct calculations we have, for k  n,
Yk
(
f −C1n(f ; ·)
)= log−β(n + 2)( log(n + 2)
log(k + 2)
)β
k
n+ 1Yk
(
f {β}
)
and, for k > n,
Yk
(
f −C1n(f ; ·)
)= log−β(n + 2)( log(n + 2)
log(k + 2)
)β
Yk
(
f {β}
)
.
We get the equality
logβ(n + 2)(f (x)− C1n(f ;x))=
∞∑
k=0
bn,kYk
(
f {β};x).
If β > 0, hence by using Abel transform twice and the boundedness of C1∗ , we have
∣∣logβ(n + 2)(f (x)− C1n(f ;x))∣∣=
∣∣∣∣∣
∞∑
k=0
(k + 1)Δ2bn,kC1k
(
f {β};x)
∣∣∣∣∣

∞∑
k=0
(k + 1)∣∣Δ2bn,k∣∣∣∣C1∗(f {β};x)∣∣.
We split the summation above into two parts and get
∞∑
k=0
(k + 1)∣∣Δ2bn,k∣∣∣∣f {β}(x)∣∣
 constβ
(
n∑ logβ(n + 2)
(n + 1) logβ+1(k + 2) +
∞∑ logβ(n + 2)
(k + 2) logβ+1(k + 2)
)∣∣f {β}(x)∣∣.
k=0 k=n+1
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n∑
k=0
logβ(n+ 2)
(n + 1) logβ+1(k + 2) 
logβ(n + 2)
(n + 1) logβ+1 2 +
n∑
k=1
logβ−1(n+ 2)
(k + 2) logβ(k + 2)  constβ .
It is obviously that for β = 1,
n∑
k=0
logβ(n+ 2)
(n + 1) logβ+1(k + 2)  constβ
n∑
k=1
log(n + 2)
(k + 2)  constβ .
On the other hand it is easy to deduce that for β > 0,
∞∑
k=n+1
logβ(n + 2)
(k + 2) logβ+1(k + 2)  constβ
∞∫
n+2
logβ(n + 2)
x logβ+1 x
dx  constβ .
From the above estimates we get, for 0 < β  1,∣∣logβ(n+ 2)(f (x)−C1n(f ;x))∣∣ constβ ∣∣f {β}(x)∣∣.
In the case of β = 0, the estimate is simple by the boundedness of C1∗ . This finishes the proof of
Lemma 6. 
In the following, we shall prove the almost everywhere convergence rate of the Cesàro means
and partial sums for the logarithmic function classes. We present the proof of Theorem 3 by
taking the special properties of the Cesàro means into account. The Banach continuity principle
is also used.
Proof of Theorem 3. First we note that, for any γ > 0,∥∥Mγ+1β (f )∥∥2  constγ,β ‖f ‖2,β .
In fact, we have
logβ(n+ 2)∣∣Cγ+1n (f ;x)− f (x)∣∣
= logβ(n + 2)
∣∣∣∣∣(Aγ+1n )−1
n∑
k=0
A1kA
γ−1
n−k
(
C1k (f ;x)− f (x)
)∣∣∣∣∣
 logβ(n + 2)(Aγ+1n )−1 n∑
k=0
(k + 1)Aγ−1n−k log−β(k + 2)M1β(f ;x)
 constβ,γ M1β(f ;x).
The last inequality is got by the fact
logβ(n+ 2)(Aγ+1n )−1 n∑
k=0
(k + 1)Aγ−1n−k log−β(k + 2)
 constβ,γ (n + 2)−γ−1
n∑
k=0
(k + 2)γ
(
log(n + 2)
log(k + 2)
)β
 constβ,γ (n + 2)−γ−1
n∑(n + 2
k + 2
)β
(k + 2)γ  constβ,γ .
k=0
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Let δ > 0. For f ∈ L2,β(Σd), 0 β  1, we have
Mδβ(f ;x)Nδβ(f ;x)+ M1+δβ (f ;x).
Applying Lemma 5 and the estimate (13),∥∥Mδβ(f )∥∥2  ∥∥Nδβ(f )∥∥2 + ∥∥M1+δβ (f )∥∥2  constδ,β ‖f ‖2,β;
i.e., ∣∣Cδn(f ;x)− f (x)∣∣= Ox
(
1
logβ n
)
a.e., 0 β  1. Let 0 β < 1. For any spherical polynomial g we have
lim
n→∞ log
β n
∣∣Cδn(g;x)− g(x)∣∣= 0.
Since the spherical polynomials are dense in L2,β(Σd), and Mδβ is bounded in L2,β(Σd), by the
Banach continuity principle (see, e.g., [4]), we finally obtain for f ∈ L2,β(Σd),∣∣Cδn(f ;x)− f (x)∣∣= ox
(
1
logβ n
)
a.e., 0 β < 1,
completing the proof of Theorem 3. 
4. Strong approximation by Cesàro means and partial sums
We begin with the strong summability of Cδn . For f ∈ L1(Σd) let
Cδ(f ;x) := sup
n1
{
1
n
n∑
k=0
∣∣Cδk(f ;x)∣∣2
} 1
2
.
Following arguments similar to those in [2], we can deduce that for δ = σ + iτ and for any
f ∈ L2(Σd),∥∥Cδ(f )∥∥2  constδ ecτ 2‖f ‖2, σ > −12 , 0 < c π, (14)
and that for any f ∈ Lp(Σd), 1 <p  2,∥∥Cδ(f )∥∥
p
 constδ,p ecτ
2‖f ‖p, σ > 12 (d − 1), 0 < c π. (15)
By linearizing the operator Cδ and by applying Stein’s interpolation theorem [8], we get from
(14) and (15) the following conclusion [9]:
Proposition 7. Let δ > d( 1
p
− 12 )− 12 . For f ∈ Lp(Σd), 1 <p  2,∥∥Cδ(f )∥∥
p
 constδ,p ‖f ‖p
and
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n→∞
1
n
n∑
k=0
∣∣Cδk(f ;x)− f (x)∣∣2 = 0 a.e.
The proposition makes our results meaningful. We are in position to estimate the strong almost
everywhere convergence rates of Cesàro means and partial sums for Fourier–Laplace series in
the logarithmic subclasses.
Theorem 8. Let f ∈ L2,β(Σd), 0 β  1, and let δ > − 12 . For almost all x in Σd ,
1
n
n∑
k=0
∣∣Cδk(f ;x)− f (x)∣∣2 = Ox(log−2β n), n → ∞. (16)
Proof. If δ > 0, we can deduce estimate (16) directly from (6) and the following estimates:
n∑
k=8
log−2β k 
n∫
8
log−2β x dx =
logn∫
log 8
et t−2β dt = Ox
(
n log−2β n
)
.
In order to handle the case − 12 < δ  0, we need the help of the Littlewood–Paley function. For
0 β  1,{
log2β(n + 2)
(n + 1)
n∑
k=0
∣∣Cδk(f ;x)−Cδ+1k (f ;x)∣∣2
} 1
2

{
n∑
k=0
log2β(k + 2)
(k + 1)
∣∣Cδk(f ;x)−Cδ+1k (f ;x)∣∣2
} 1
2
Gδβ(f ;x).
A combination of (7) with the inequality above yields∥∥∥∥∥supn
{
log2β(n + 1)
n+ 1
n∑
k=0
∣∣Cδk(f )− Cδ+1k (f )∣∣2
} 1
2
∥∥∥∥∥
2

∥∥Gδβ(f )∥∥2  constδ,β ‖f ‖2,β .
By these estimates, Theorem 3, and the inequality
1
n
n∑
k=0
∣∣Cδk(f ;x)− f (x)∣∣2
 2
n
n∑
k=0
∣∣Cδk(f ;x)−Cδ+1k (f ;x)∣∣2 + 2n
n∑
k=0
∣∣Cδ+1k (f ;x)− f (x)∣∣2,
we finally get
1
n
n∑
k=0
∣∣Cδk(f ;x)− f (x)∣∣2 = Ox(log−2β n)
almost everywhere on Σd . 
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