A new inner product is constructed on each standard module over the Temperley-Lieb algebra TL n (β) for β ∈ R and n 2. On these modules, the Hamiltonian h = − i e i is shown to be self-adjoint with respect to this inner product. This implies that its action on these modules is diagonalisable with real eigenvalues. A representation theoretic argument shows that the reality of spectra of the Hamiltonian extends to all other Temperley-Lieb representations. In particular, this result applies to the celebrated U q (sl 2 )-invariant XXZ Hamiltonian, for all q + q −1 ∈ R.
Introduction
Many important lattice models are described by an evolution operator in the form of a matrix realisation of the Hamiltonian element
of the Temperley-Lieb algebra TL n (β) [1] . An important example is the XXZ Hamiltonian introduced by Alcaraz et al in [2] . Indeed, Pasquier and Saleur [3] made the far-reaching observation that the choice of boundary terms made in [2] endows the spin chain with both an invariance under the quantum group U q (sl 2 ) and a natural representation of the Temperley-Lieb algebra. In that model, the generators e i , 1 i n − 1, are represented by endomorphisms of (C 2 where σ α i , α = x, y, z, are the usual Pauli matrices. The parameter β labeling the algebra TL n (β) is given by
while the XXZ spin-chain Hamiltonian is
χ (e i ).
(1.4)
Another example of a lattice system whose evolution is prescribed by h is the densely packed loop model, in which several Temperley-Lieb representations are involved depending on the choice of boundary conditions [4] . In particular, these lattice models realise the so-called standard modules V n,d addressed below in Theorem 1. Although the Hamiltonian H XXZ is not hermitian, the authors of [2] remark that the spectrum of H XXZ is real for |q| = 1. Their argument is short and essentially amounts to observing that the Hamiltonian is invariant under the simultaneous application of complex conjugation and left-right reflection. However, the HamiltonianĤ = 1 2 (q − q −1 )
) is likewise invariant under these two operations, but its spectrum is purely imaginary for generic q on the unit circle. This reasoning for the reality of the eigenvalues is therefore incomplete, and it is not clear how to fix it.
The reality of the spectrum of the U q (sl 2 )-invariant H XXZ is also addressed by Korff and Weston [5] , albeit in a roundabout way. They recall that P T -invariance, the invariance under a simultaneous change of parity P and time reversal T (complex conjugation), is a sufficient criterion to identify nonhermitian Hamiltonians with real spectra if the invariance is realised in the strong sense, meaning that every eigenstate is separately invariant (up to a constant). They subsequently use the invariance under U q (sl 2 ) to identify a quotient of (C 2 ) ⊗n on which the Hamiltonian H XXZ is P T -symmetric and diagonalisable with real eigenvalues. However, since the Hamiltonian H XXZ defined by (1.2) and (1.4) is known to have nontrivial Jordan blocks when q is a root of unity, the set of representations for which their result holds is rather limited. Still, their paper contains several results of interest to our studies. First, they show that the full Hamiltonian H XXZ for the spin chain with n spins is diagonalisable with real spectrum if q = e iθ with |θ| < π/n. Second, for q 2ℓ = 1 with ℓ 2 integer, they demonstrate the reality of the spectrum of H XXZ for irreducible representations lying to the left of the first critical line. (These concepts are defined in Section 2.4.) They even display orthonormal bases for the inner product on these representations. However, these two constraints limit the number of representations for which the reality of the spectrum has been established, and this limitation is especially unfortunate for the study of the XXZ spin models in their large n limit.
A straightforward way to prove the reality of the spectrum of a linear map H ∈ End(V ), where V is a finite-dimensional vector space over C, is to find an inner product ( | ) : V × V → C such that (v|Hw) = (Hv|w) for all v, w ∈ V . In any basis {v i } of V , the matrix S ij = (v i |v j ) is a hermitian positive-definite matrix and the condition (v|Hw) = (Hv|w) reads
(1.5)
Here we are using the same symbol for both the linear map H and its matrix representation in the chosen basis. Since S is positive-definite, a hermitian square root S 1 2 can be constructed and it follows from (1.5) that the matrix S and H are similar, diagonalisable and have real spectra. A goal of this paper is therefore to construct such an inner product on the family of standard modules over the Temperley-Lieb algebra TL n (β).
In fact, any diagonalisable matrix H with a real spectrum is similar to a hermitian matrix. This alone implies that H and its adjoint are conjugate by a hermitian positive-definite matrix S which can be used to define an inner product. The construction of S is therefore not only a straightforward way to prove the diagonalisability and the reality of the spectrum; if H has these properties, a matrix S always exists. Operators with this generalised hermiticity property are sometimes referred to as pseudo-hermitian or quasi-hermitian.
Our main results are summarised as follows.
≡ n mod 2, n 2 and β ∈ R. On each standard module V n,d over TL n (β), there exists an inner product ( | ) n,d : V n,d × V n,d → C with respect to which the Hamiltonian h is self-adjoint:
Following the previous discussion, the Hamiltonian h on any standard module is therefore diagonalisable with real spectrum, a result previously assumed in [4] . As we shall see, a simple representation theoretic argument then shows that the reality of the eigenvalues of h extends to all Temperley-Lieb representations.
Theorem 2 For n 2 and β ∈ R, the action of h on any TL n (β)-module has real eigenvalues.
As an immediate corollary, we have the following result.
Theorem 3
The U q (sl 2 )-invariant XXZ Hamiltonian H XXZ has a real spectrum for all n 2 and
The paper is structured as follows. In Section 2, we review the definition of the algebra TL n (β), describe its standard, irreducible and projective representations, and write down the module decomposition of its spin-chain modules into indecomposable ones. Section 3 introduces key tools used in the proof of the three theorems above, namely the hermitian spin-chain Hamiltonian H n−1 and the linear map f n,d intertwining H n−1 and the Temperley-Lieb Hamiltonian h acting on the standard module V n,d . The inner product S n,d on V n,d is then constructed in terms of f n,d whose intertwining property is established in Appendix A. Section 4 provides the proofs of the theorems and discusses some consequences for h on general indecomposable modules. Section 5 contains some concluding remarks.
Glossary of terms and symbols
TL n = TL n (β): Temperley-Lieb algebra on n sites Section 2 V n,d : standard module over TL n Section 2.2
: matrix representative of h on the standard module V n,d Section 2.3
S z : total magnetisation Equation (2.19) (C 2 ) ⊗ n s : S z -eigensubspace of (C 2 ) ⊗n with eigenvalue s Section 2.5
Section 3
⊗n−1
2 The Temperley-Lieb algebra and its representations 2.1 The algebra TL n (β)
The Temperley-Lieb algebra TL n (β) [1] is the associative unital algebra generated by the identity id and the n − 1 Temperley-Lieb generators {e i , 1 i n − 1} satisfying e 2 j = βe j , e j e j±1 e j = e j , e i e j = e j e i , (|i − j| > 1).
The algebra is labeled by an integer n 2 and a complex parameter β, often written as in (1.3). For convenience, we occasionally suppress the β dependence and denote the algebra by TL n . The structure of the Temperley-Lieb algebras was first described by Martin [6] and Goodman and Wenzl [7] . The algebra TL n is isomorphic to another one defined diagrammatically, as described in [8, 9] and reviewed in the following. An n-diagram is a box with n marked nodes on its top edge and as many on its bottom one, where all 2n nodes are connected pairwise by non-intersecting curves drawn within the box. For example,
are two 6-diagrams. Two n-diagrams that differ only by continuous deformations of the non-intersecting curves are identified. The dimension of TL n is then the number of distinct n-diagrams,
3)
The diagrammatic algebra isomorphic to TL n is the vector space over C of formal linear combinations of n-diagrams with multiplication defined by vertical concatenation of diagrams. More precisely, if a 1 and a 2 are n-diagrams, their product a 1 a 2 is obtained by drawing a 2 on top of a 1 , removing their common edge, and reading off the new connections between the nodes on the top and bottom edges.
The product is then the resulting n-diagram weighted by a factor β # where # is the number of loops closed in the concatenation process. For example,
The diagrammatic algebra thus defined is clearly associative with unit
The isomorphism between the algebraic and diagrammatic formulations is given by
Standard modules
The standard modules V n,d over TL n (β) are defined for 0 d n with d ≡ n mod 2 and are constructed using a natural diagrammatic action of connectivities on links. An n-link is the diagram obtained by erasing, from an n-diagram, its sides and top edge, as well as all curves joining two nodes on this top edge. Curves that were connecting the bottom edge with the top one become unattached at their upper extremities and are called defects. An n-link with d defects is referred to as an (n, d)-link. As for n-diagrams, two n-links differing only by an isotopy transformation are identified. We denote by B n,d the set of (n, d)-links and by V n,d the set of formal linear combinations over C of these links. Examples are
7) 8) and the dimension of
The algebra TL n (β) acts naturally on V n,d by concatenation, thereby giving rise to the representation ρ n,d . For an n-diagram a ∈ TL n and an (n, d)-link v ∈ B n,d , the state av ∈ V n,d is obtained by drawing the link atop the diagram and removing the top and lateral edges of a. The ensuing diagram has the form of a link. If there are less than d defects in this link, av is zero. If the number of defects in the link is d, then av is this (n, d)-link weighted by β # , where # is the number of loops closed in the concatenation process. For example, with v = ∈ B 6,2 ,
This action, defined for n-diagrams and (n, d)-links, is extended linearly on both factors. It is easily verified, for example diagrammatically, that V n,d is a TL n -module under this action.
Loop Hamiltonians
As discussed in the introduction, the Hamiltonian h = − n−1 i=1 e i ∈ TL n plays a prominent role in applications of the Temperley-Lieb algebra. Its matrix representative acting on the standard module V n,d is denoted by
For n = 6, d = 0 and in the ordered basis (2.8), for example, it is given by
This matrix is obviously non-hermitian, immediately sparking the question of its diagonalisability and of the reality of its spectrum. In this example, one can verify by an explicit computation that both the diagonalisability and the reality of the spectrum hold for β ∈ R (while the reality of spectra breaks down for β ∈ C \ R since −2β is an eigenvalue of H 6,0 ). However, this conclusion can also be reached by showing that the matrix
For β ∈ R, S 6,0 is real and symmetric. Its eigenvalues can be explicitly computed and are all positive, so S 6,0 defines an inner product on V 6,0 . The matrix H 6,0 is thus self-adjoint with respect to this inner product and is therefore diagonalisable with real eigenvalues.
Our main objective is to extend this analysis to all standard modules V n,d . Section 3 will thus describe the construction of S n,d for all n and d, with the crucial property
proven in Section 4 and Appendix A.
Module structures
A composition series of a module M over a finite associative algebra is a filtration of M by submodules, 14) such that each composition factor M i+1 /M i is irreducible. Although a module M often can be described by more than one composition series, the Jordan-Hölder theorem asserts that the set of composition factors is unique. The structure of M is alternatively encoded in its Loewy diagram. This diagram is an oriented graph whose vertices are given by the composition factors of M connected by arrows, where an arrow pointing from the factor A to the factor B means that vectors in B can be reached from vectors in A by the action of the algebra. A composition factor with no outwards pointing arrow is thus an (irreducible) submodule of M. The socle of the module M is the direct sum of its irreducible submodules and appears at the bottom of the associated Loewy diagram. Likewise, the head of M is the quotient of M by the intersection of all its maximal submodules (known as the radical) and appears at the top of the Loewy diagram. The Loewy diagram of M is a connected graph if and only if the module is indecomposable. Explicit examples of Loewy diagrams are given below in (2.15), (2.17) and (2.18) .
Recal that the regular representation of TL n is afforded by the action of TL n on itself. The principal indecomposable modules over TL n are the modules appearing as the indecomposable summands in the decomposition of this representation. They are also precisely the projective covers of the irreducible modules. For semi-simple algebras, the principal indecomposable modules are irreducible and yield a complete set of such modules. The non-semi-simple case is more complicated as it involves modules that are reducible yet indecomposable.
With β parameterised as in (1.3), the structure of the standard and projective modules over TL n (β) depends on whether q is a root of unity. For q not a root of unity, the algebra TL n (β = q + q −1 ) is semi-simple and the corresponding q is termed generic. In this case, the standard modules V n,d , 0 d n with d ≡ n mod 2, form a complete set of non-isomorphic irreducible modules, also denoted by I n,d .
For q a root of unity, let ℓ be the smallest positive integer such that q 2ℓ = 1. Semi-simplicity extends to some of these cases, namely ℓ = 1, ℓ = 2 with n odd, and ℓ 3 with n < ℓ. For ℓ = 2 with n even or ℓ 3 with n ℓ, the algebra TL n is non-semi-simple and has reducible yet indecomposable representations. Let us write the integers {d | 0 d n; d ≡ n mod 2} in increasing order along a horizontal line, with the goal to introduce ℓ-dependent partitions of this set. Vertical (dashed) lines, called critical lines, are drawn through the integer positions i ≡ ℓ − 1 mod ℓ on the horizontal line. If such a line goes through d, the latter is also called a critical integer and {d} is then one of the subsets of the partition. All other elements of {d | 0 d n; d ≡ n mod 2} are called non-critical and are organised into (non-critical) orbits under reflection through the critical lines. An example for n = 20 and ℓ = 5 is given in Figure 1 . We shall write the elements of an orbit {d l , . . . , d r } in increasing order, is not irreducible. Instead, it is a reducible yet indecomposable module whose structure is described by the Loewy diagram
where I n,d and I n,d + are irreducible modules. Equivalently, the structure of V n,d is given by the non-split short exact sequence 0
The irreducible quotients I n,d of the standard modules V n,d form a complete set of irreducible modules over TL n . These irreducible modules are non-isomorphic except for β = 0. In that case, for n even, the standard module V n,0 is isomorphic to the irreducible module I n,2 , and a complete set of irreducible modules is given by {I n,d |d = 2, 4, . . . , n}.
For d l < d < d r , the (indecomposable) projective cover P n,d of I n,d has four composition factors: I n,d − , I n,d + and two copies of I n,d . Its structure is described by the non-split short exact sequence
and its Loewy diagram is
The
Standard and projective modules over TL n appear in the decomposition of the XXZ spin-chain modules. This is described in the next subsection.
Decomposition of the XXZ spin-chain representations
The map χ : TL n (β) → End (C 2 ) ⊗n given in (1.2) defines a representation of TL n (β). Goodman and Wenzl [7] , using an equivalent representation, showed that χ is faithful, while Martin [10] determined its decomposition in terms of indecomposable representations. It is readily verified that χ (e i ) commutes with the total magnetisation
As a module, the space (C 2 ) ⊗n therefore splits into the direct sum of eigenspaces (
are isomorphic. The full decomposition is described in the following.
For q generic, the TL n -submodule (C 2 ) ⊗n s for s 0 decomposes into a direct sum of irreducible modules,
For q a root of unity, the decomposition takes the form of a direct sum of projective and standard modules,
(q a root of unity), (2.21) where m P d and m V d (both in {0, 1}) are the multiplicities of the corresponding modules. Gainutdinov and Vasseur [11] wrote down an explicit formula for these multiplicities, and Provencher and SaintAubin [12] gave an easy diagrammatic rule to obtain the overall decomposition. We review the latter and illustrate it with a concrete example in Figure 2 .
Starting from the partition of integers described above with q 2ℓ = 1, we build a new partition by keeping only the integers d larger than or equal to 2s. Each critical integer d in this new partition contributes a standard module V n,d to the direct sum decomposition (2.21). The non-critical integers are again grouped into orbits with respect to the critical lines. Each orbit is subsequently split into pairs (d − , d), starting from the left, with a given non-critical integer d appearing in at most one pair. If the orbit has odd cardinality, then the rightmost element d r is left unpaired. Each pair (d − , d) then contributes a projective module P n,d to the decomposition (2.21), whereas the rightmost element d r of each orbit, if left unpaired, contributes a standard module V n,dr . This rule gives the multiplicities m P d and m V d in the direct sum (2.21), and thus reveals the decomposition of (C 2 ) ⊗ n s in terms of indecomposable modules.
Of course, the decomposition of (C 2 ) ⊗n is the direct sum of (C 2 ) ⊗ n s over the possible eigenvalues s of S z and is thus a direct sum of standard and projective modules. 
Intertwiners and inner products
This section introduces a new positive-definite hermitian matrix S n,d satisfying
There are two key hurdles to overcome. First, S n,d must be positive-definite, and second, the relation (3.1) must be satisfied.
There is a straightforward way to obtain a positive-definite hermitian matrix S of size m × m. Any p × m matrix f of rank m (and thus with p m) defines such an m × m matrix through S = f † f . Its hermiticity is clear. Its positive-definiteness requires that v † Sv be positive for all nonzero v in C m and follows because v † Sv = ||f v|| 2 , where || · || denotes the usual norm on C p . Since f has full rank m, its kernel is trivial and f v = 0, and hence v † Sv > 0 for all v = 0. Thus, S = f † f is positive-definite and hermitian. With an appropriately defined f , see Section 3.2, this observation will resolve the first hurdle, with the injectivity of this f established in Section 3.3. To overcome the second hurdle and establish that H n,d is self-adjoint with respect to S n,d , we subsequently show that the linear map f intertwines H n,d and a particular hermitian spin-chain Hamiltonian defined in Section 3.1.
Another spin-chain Hamiltonian
In a recent study [13] of dimers on the square lattice, a spin-chain representation of TL n (β = 0) on the space (C 2 ) ⊗n−1 was constructed. It is given by
where the convention σ ± 0 = σ ± n = 0 is used. This construction is special because, first, the module over TL n (0) is (C 2 ) ⊗n−1 (and not (C 2 ) ⊗n , like that underlying the n-spin Hamiltonian H XXZ in (1.4)), and second, the action of h is the hermitian Hamiltonian
In [13] , the decomposition of (C 2 ) ⊗n−1 as a module over TL n was unravelled using intertwiners between τ and representations with known decompositions. In this case, the composition factors of (C 2 ) ⊗n−1 are irreducible modules I n,d over TL n (0), and the multiplicity of each I n,d is greater or equal to 1 in (C 2 ) ⊗n−1 . As will be argued in Section 4.2, this implies that the eigenvalues of H n−1 | β=0 , H n,d | β=0 and H XXZ | q=i are identical (up to degeneracies) and real. Consider the hermitian spin-chain Hamiltonian
It is obviously real and symmetric for β ∈ R and coincides with (3.3) for β = 0. Just like H XXZ , H n−1 commutes with the total magnetisation S z and therefore splits into sectors. We denote by H n−1,m the restriction of H n−1 to (C 2 )
⊗n−1 s=(m−1)/2 , with m = −(n−2), −(n−4), . . . , n. The notation is manifestly asymmetric, but this is justified by what follows.
We shall define a linear map f n,d in Section 3.2 and show in Proposition 5 that the following intertwining condition
holds. The symbol f n,d is used both for the linear map and its matrix realisation. In Proposition 6, we furthermore show that the map is injective. Together, these two properties of f n,d imply that the spectrum of H n,d is included in that of H n−1,d . Because H n−1 is hermitian, the properties also imply the desired condition (3.1), where the inner product is defined by
Indeed, with the indices omitted, the argument reads
That H XXZ , H n,d and H n−1 have overlapping spectra may seem puzzling at first. The existence of the injective map f n,d implies that an eigenvalue of H n,d is an eigenvalue of
, where spec A denotes the set of distinct eigenvalues of the matrix A. To understand how the spectrum of H XXZ fits in, we turn to the Bethe ansatz equations for the more general XXZ Hamiltonian
which are known for all L, ∆, α, p and p ′ [2] . This family includes the Hamiltonian H XXZ defined by (1.2) and (1.4), for which the parameters must be chosen as
The Hamiltonian H n−1 can also be written asH, with parameters
Strikingly, the Bethe ansatz equations for the two Hamiltonians corresponding to the sets of parameters (3.9) and (3.10) turn out to be the same, thus implying that H XXZ and H n−1 have overlapping spectra. Because each irreducible module appears at least once as a composition factor in H XXZ , and in at least one of the standard modules, spec H XXZ is the same as ∪ d spec H n,d . We thus have
It is noted that a common eigenvalue of the Hamiltonians need not appear with the same multiplicity in the corresponding spectra.
For small system sizes, we observe that the last inclusion in (3.11) is in general not an equality. This means that, for β = 0, H n−1 typically has eigenvalues not appearing in the spectra of H n,d or H XXZ . This also implies that, in general, H n−1 does not belong to a representation of TL n (β) on (C 2 ) ⊗n−1 , as it does for β = 0.
Construction of the intertwiner f n,d
This subsection constructs the linear map
and discusses its intertwining property (3.5). Its injectivity is discussed in Section 3.3. The (n, d)-link basis is used for the standard module V n,d , while the usual spin basis |s = |s 1 s 2 . . . s n−1 with s i ∈ {+, −} ≃ {+1, −1} ≃ {↑, ↓} and
2 is used for (C 2 )
⊗ n−1
of pairs of end nodes of its The linear map f n,d is now defined by its action on the elements w of the basis B n,d : 15) where the coefficients c s depend on the link w, while the sum is over the elements |s of the spin basis of (C 2 )
The coefficient c s in (3.15) is then defined as Because {0} = 0, the expression (3.17) implies that many terms in the decomposition (3.15) are zero. This is detailed in the following lemma. Proof , j) , that is, arcs (k, ℓ) for which there is no (k ′ , ℓ ′ ) ∈ A(w) satisfying i < k ′ < k < ℓ < ℓ ′ < j. The set E can be ordered so that it has the form E = {(i + 1, r 1 ), (r 1 + 1, r 2 ), . . . , (r t + 1, j − 1)} for some integer t. It then follows that
down spins, and all spins not overarched by any arc must be up. The examples (3.18) and (3.19) above fail to reveal the full complexity of (3.17). Indeed, higher q-numbers appear for larger system sizes, especially for links with imbricated patterns of arcs and only few defects. Here are some examples, first for n = 12 and d = 0: The matrix f 6,0 used in the construction (3.6) of S 6,0 given in (2.13) is readily computed using these expressions and left-right symmetry. Each column in the 10 × 5 matrix f 6,0 corresponds to an element w ∈ B 6,0 and lists the coefficients in f 6,0 (w). In the ordered spin basis
−1/2 , the matrix is thus given by 
Recalling that β = −{2}, it is readily verified that f † 6,0 f 6,0 reproduces the matrix S 6,0 given in (2.13), and that it intertwines H 6,0 and H 5,0 as in (3.5) . It is also easy to see from its matrix realisation that f 6,0 is injective. Indeed, its columns are linearly independent, as can be seen from the position of the lowest 1 in each column. Its kernel is thus trivial. This observation is key to establishing the injectivity of f n,d in general.
The injectivity of f n,d is the content of Proposition 6 in Section 3.3. Its intertwining property is given in the next proposition whose technical proof is deferred until Appendix A.
Proposition 5
The linear map f n,d satisfies the intertwining relation
Injectivity
In establishing the injectivity of f n,d in Proposition 6 below, we use particular orderings of the bases of V n,d and (C 2 ) ⊗ n−1 (d−1)/2 . First, note that the set S(w) = {i | (i, j) ∈ A(w)} of starting (or leftmost) nodes of the arcs is sufficient to uniquely determine w. Indeed, given S(w), the (n, d)-link w is reconstructed by first forming the pairs (i, i + 1) for which i ∈ S(w) but i + 1 / ∈ S(w). New pairs are formed with unpaired starting nodes i ′ ∈ S(w) for which the next unpaired node, to its right, is not in S(w). This is repeated until every i ∈ S(w) is paired. Defects are then inserted in the remaining unoccupied nodes.
To define an ordering on links, we assign to each w in B n,d the dyadic fraction 
to |s in the spin basis of (C 2 )
⊗ n−1 
Proposition 6 The linear map
which is nonnegative. This property is a necessary condition for the injectivity of f n,d . Two observations about the image of a link w ∈ B n,d under f n,d are crucial. Let |s w be the spin state with down spins at positions labeled by elements of S(w). The link w and the corresponding spin state |s w have equal dyadic fractions, d link (w) = d spin (s w ). First, in f n,d (w) = s c s |s , the coefficient c sw of |s w is 1 because all arcs contain precisely the minimum number of down spins required for a nonzero coefficient, that is, m i,j sw = 1 for all arcs (i, j) in A(w). Second, all other nonzero coefficients c s ′ are associated to spin states |s ′ that precede |s w in the ordered basis. Indeed, because each down spin in |s w is located in the leftmost possible position i under an arc (i, j), any other |s ′ contributing to f n,d (w) will have at least one of its down spins further to the right, compared to those of |s w , and will thus correspond to a smaller dyadic fraction:
The map f n,d is injective if and only if the columns in its matrix representation are linearly independent. Suppose there exists a linear combination v α v f n,d (v) of these columns that is zero and let f n,d (w) be the leading column appearing in this linear combination, i.e. the one for which the value of d link (w) is maximal. By the previous two observations, it is the only column of the sum that contains a nonzero matrix element at position |s w . Its weight α w must therefore be zero. The same argument shows that all terms in the linear combination are zero from which it follows that f n,d is injective.
4 Diagonalisability and reality of spectra
Proof of Theorem 1
Proof Section 3 contains all the elements needed to prove Theorem 1 presented in the introduction. An inner product S n,d was thus constructed for each standard module V n,d over TL n (β), for β ∈ R and n 2, and is built as S n,d = f † n,d f n,d using the intertwiner f n,d introduced in Section 3.2. The crucial intertwining property, f n,d H n,d = H n−1,d f n,d , between the loop Hamiltonian H n,d and the spin-chain Hamiltonian H n−1,d is the content of Proposition 5, while Proposition 6 in Section 3.3 asserts that f n,d is injective. From the discussion in Section 3.1, these properties imply that H n,d is self-adjoint with respect to the inner product S n,d . This is the content of Theorem 1 and thus completes its proof.
As an immediate consequence of Theorem 1, we see that H n,d is diagonalisable and has a real spectrum for 0 d n, d ≡ n mod 2, n 2 and β ∈ R. As already mentioned in the introduction, this result was conjectured in [4] .
Corollaries of Theorem 1
This subsection discusses some of the important corollaries of Theorem 1, in particular Theorem 2 and Theorem 3 presented in the introduction.
Proposition 7
The action of h on any irreducible module I n,d is diagonalisable and has a real spectrum.
Proof If TL n is semi-simple or d critical, the statement is covered by Theorem 1. Let TL n be nonsemi-simple and d be an element of a non-critical orbit. Theorem 1 says that there exists an inner product ( | ) n,d on the standard module V n,d such that (v|hw) = (hv|w) for all v, w ∈ V n,d . This implies that the matrix H n,d is diagonalisable with real eigenvalues. Since the restriction of an inner product to a subspace is likewise an inner product on the subspace, the statement follows for all irreducible modules I n,d that are submodules of a standard one, namely for all I n,d with d = d l . Another argument is needed for I n,d l . The following one actually holds for all irreducible modules.
Since H n,d is diagonalisable, its minimal polynomial is p(x) = i (x − λ i ) where λ i runs over its (real) distinct eigenvalues (i.e. each linear factor appears only once). Because of the reducible module structure of V n,d given in (2.15), one can form a basis of V n,d by starting with a basis of I n,d + and completing it. In this basis, H n,d is upper block triangular,
where H 1 and H 2 are the actions of h on I n,d + and I n,d ≃ V n,d /I n,d + , respectively. The set of eigenvalues of H n,d is then the union of those of H 1 and H 2 , which are thus real. It also follows that
where Y is a function of H 1 , H 2 and X. This implies that p(H 1 ) = p(H 2 ) = 0 and that neither H 1 nor H 2 has nontrivial Jordan blocks. Because every irreducible module I n,d appears as the quotient of the corresponding standard module V n,d , and because the reasoning above applies to all standard modules, this completes the proof.
Proof of Theorem 2 By the Jordan-Hölder theorem, every (finite-dimensional) module over TL n has a composition series. It follows that there exists a basis in which all elements of TL n are represented by upper block triangular matrices with the diagonal blocks isomorphic to irreducible representations.
The spectrum of h in these representations is the union of the spectra of its diagonal blocks, that is, the union of the spectra on its irreducible composition factors. These spectra are real according to Proposition 7, so the spectrum of h in any representation is real.
Theorem 3 is an immediate consequence of Theorem 2. Indeed, the Hamiltonian H XXZ is merely the matrix representative of h in the representation χ (whose decomposition was discussed in Section 2.5). Theorems 2 and 3 do not preclude the possibility of nontrivial Jordan blocks in H XXZ . In fact, the Hamiltonian H XXZ does have such Jordan blocks for q a root of unity and n large enough. The simplest example is for n = 2 at q = ±i, in which case H XXZ = − χ (e 1 ) is a 4 × 4 matrix. Indeed, because e 2 1 = βe 1 and β = q + q −1 = 0, H XXZ is nilpotent but nonzero and must therefore have at least one nontrivial Jordan block. A simple direct computation shows that the number of nontrivial Jordan blocks is exactly one in this case, and that it is of rank 2.
Diagonalisability of h on indecomposable modules
Unless β = 0 and n = 2 (see below), the set of indecomposable modules over TL n (β) can be organised in two disjoint families: the zigzag modules and the projective ones with more than two composition factors. The structure and Loewy diagrams of these projective modules are described in Section 2.4, while the zigzag modules have Loewy diagrams of the form
for some d, d ′ from the same non-critical orbit. The family of zigzag modules also includes the cases where one or both endpoints, I n,d and I n,d ′ , are in the socle, i.e. modules in the form of , and
. The restriction on the number of composition factors in the projective modules ensures that there is no overlap between the two families. In this classification, irreducible modules are zigzag modules with a single composition factor, whereas reducible standard modules have two. In the exceptional case TL n=2 (β = 0), the projective cover of I 2,2 is not classified as indicated. Its Loewy diagram is given to the right in (2.18).
As demonstrated above, for β ∈ R, the matrix representative of h on an irreducible or a standard module is diagonalisable with a real spectrum. In fact, a simple argument shows that this property of h extends to all zigzag modules. We begin by considering the co-standard module V ⋆ n,d , the module contragredient to V n,d . Because irreducible modules over TL n are self-contragredient, the Loewy diagram of V ⋆ n,d is given by
The matrix representative of a ∈ TL n on V ⋆ n,d is the transpose of the matrix representative of a † on V n,d , where a † is the dual of a, obtained by reversing the order of composition in products of Temperley-Lieb generators, 5) where α i 1 ,i 2 ,...,i k ∈ C. Because e † j = e j and hence h † = h, the Hamiltonian on
, and is thus also diagonalisable with real eigenvalues.
A zigzag module with three composition factors has a Loewy diagram of the form
The module M = has submodules isomorphic to V n,d and V ⋆ n,d+ , and eigenvectors of the action of h on either are thus eigenvectors of the action of h on M. Since, as a vector space, M is the sum V n,d + V ⋆ n,d+ , it is possible to extract a basis for M from bases of eigenvectors of h on V n,d and V ⋆ n,d+ . Thus, h is diagonalisable with real eigenvalues on M as well. Because the module is contragredient to , the matrix representative of h on is the transpose of the matrix representative of h on and is therefore diagonalisable with real eigenvalues. Similar arguments are used recursively for larger and larger zigzag modules to show that h is diagonalisable with a real spectrum on each of them.
There nevertheless exist Temperley-Lieb modules on which h is non-diagonalisable. This was observed in [4] and conjectured to hold in subsequent works on logarithmic minimal models. To see this, we merely have to consider h acting on the exceptional projective cover of I 2,2 for TL 2 (0), which is precisely the rank-2 Jordan block contained in H XXZ for n = 2 and β = 0 (in the zero magnetisation sector), as discussed at the end of Section 4.2.
For general TL n (β), let us consider a projective module P n,d with more than two composition factors. According to the discussion in Section 2.4, it has three or four composition factors and its socle and head are both isomorphic to the irreducible module I n,d .
If the action of h on P n,d has a rank-2 Jordan block, then the eigenvector and its Jordan partner cannot be both in the maximal submodule (the bottom zigzag module ). The projection of the Jordan partner on the head of P n,d is therefore non-zero. Similarly, the projection of the eigenvector of this rank-2 Jordan block on P n,d /I n,d must be zero, since this quotient is also a zigzag module, . This eigenvector thus belongs to the socle. It follows that a rank-2 Jordan block in P n,d , if any, "ties" the head and socle. The same argument also prevents the possibility of higher-rank Jordan blocks. Explorations for small n suggest that every eigenvector in the socle has a Jordan partner, an observation previously used in [14] to infer the structure of the limiting Virasoro modules. These explorations thus suggest that the number of rank-2 Jordan blocks of h on P n,d is dim I n,d .
Discussion
Let us review the main results. For each standard module V n,d over TL n (β), in Section 3, an inner product ( | ) n,d is constructed with respect to which the Hamiltonian h is self-adjoint. This is the content of Theorem 1. From this construction, it immediately follows that the representative of h on V n,d , denoted by H n,d , is diagonalisable and has a real spectrum for all n, d and β ∈ R. Theorem 2 then extends the reality of the spectra of h to all Temperley-Lieb modules. Finally, Theorem 3 is merely a specialisation of Theorem 2 to the XXZ spin-chain representation χ , thus establishing that the U q (sl 2 )-invariant Hamiltonian H XXZ has real spectra for all n 2 and q + q −1 ∈ R.
XXZ Hamiltonians with real boundary fields have been studied before, for instance by Yang and Fendley [15] as well as by Nichols, Rittenberg and de Gier [16] who related them with the one-boundary Temperley-Lieb algebra. The connection between H n−1 and TL n , however, seems new. As our proof of the three theorems is based on this particular spin-chain Hamiltonian H n−1 and the nontrivial intertwiner f n,d (whose key properties were established using intricate technical manipulations), the reader may wonder how we came about this construction. This is briefly outlined in the next two paragraphs.
For β = 0, the map f n,d intertwines the standard loop hamiltonian H n,d and H n−1 | β=0 , an XX Hamiltonian on the open spin chain of length n − 1 with no boundary magnetic fields. In our recent study [13] of the dimer model, H n−1 | β=0 was shown to belong to a representation of TL n (0) on (C 2 ) ⊗n−1 . As one can show, in this case, f n,d is actually a Temperley-Lieb homomorphism between V n,d and the representation τ ⋆ on (C 2 ) ⊗n−1 , where τ ⋆ is the contragredient of τ , see (3.2), defined by
can therefore be established in a straightforward way because the same property holds with the Hamiltonians replaced by any of the Temperley-Lieb generators e j . The generalisation to β = 0 was achieved in two steps. First, for β ∈ R, we searched for a spin-chain Hamiltonian on (C 2 ) ⊗n−1 that satisfies the same Bethe ansatz equations as H XXZ , and found H n−1 . Second, the corresponding intertwiner f n,d was constructed as a solution to the intertwining relation
, initially for small system sizes, based on which we subsequently guessed, and ultimately proved, the general form described in Section 3.2. Physical interpretations of f n,d and S n,d are not clear at this point.
We note that the new inner product ( | ) n,d is in general not the only bilinear form with respect to which h is self-adjoint. Indeed, the well-known Gram product | n,d is a bilinear form on standard modules, having the even stronger property v|e j w n,d = e j v|w n,d , j = 1, 2, . . . , n − 1. It plays a key role in the Temperley-Lieb representation theory [8, 9] . In sharp contrast to the bilinear form constructed in this paper, however, the Gram product is not in general an inner product. The determinant of its matrix realisation G n,d evaluates to zero at a finite number of roots of unity (except for d = n, in which case det G n,d = 1). Normalised by the appropriate power of β, G n,d tends to an identity matrix as β → ∞, so all eigenvalues of G n,d are positive for β large enough. Let β c denote the largest β for which det G n,d = 0. Then the eigenvalues of G n,d are all positive for β > β c . On this semi-infinite interval, all words a ∈ TL n that are invariant under vertical flips are self-adjoint with respect to the Gram product. This shows that, on the interval β > β c , there are at least two positive-definite bilinear forms with respect to which h is self-adjoint, namely ( | ) n,d and | n,d .
A significant part of the interest in many lattice models lies in their continuum scaling limits. For models built from diagrammatic algebras, features seen in this limit are often present in some form at the lattice level as well [3, 4, 17, 18, 19] . This typically includes the indecomposability of representations, in particular the appearance of nontrivial Jordan blocks in the evolution operators. As Theorem 1 proves a 2006 conjecture by Pearce, Rasmussen and Zuber [4] on the diagonalisability and reality of spectra of h on standard modules, it also gives credence to the subsequent inference that the limiting operator L 0 is diagonalisable on the corresponding Virasoro modules. The reality of spectra for the XXZ spin chains, given in Theorem 3, should also persist in the continuum scaling limit. This theorem does not address the issue of diagonalisability, discussed instead in Section 4.3. In fact, the Virasoro mode L 0 is expected to exhibit nontrivial Jordan blocks in the continuum scaling limit of the XXZ spin chains.
The role and properties of the new scalar product ( | ) n,d in the continuum scaling limit are unclear. In particular, the positive-definiteness of ( | ) n,d holds for all standard modules V n,d , even when they are reducible yet indecomposable. It would be interesting to determine whether this property persists in the continuum scaling limit, and whether the limiting bilinear form is related to invariant forms like the Shapovalov form for Verma modules.
This paper opens several avenues for further investigation of the Temperley-Lieb algebras and related diagram algebras. An interesting question regards the possibility of extending our analysis and results for the Temperley-Lieb Hamiltonians to the double-row transfer matrices [4] which depend on a spectral parameter u and in general also a set of inhomogeneities ξ j , j = 1, . . . , n. If at all, these matrices may be self-adjoint with respect to ( | ) n,d for specific choices of the parameters only. Another interesting problem is to determine to what extent our results and approach can be applied to other algebras such as the blob algebras [20] , the dilute Temperley-Lieb algebras [21, 22] , the Birman-WenzlMurakami algebras [23, 24] and the Fuss-Catalan algebras [25] . Considering the complexity of the proof of Theorem 1 for the ordinary Temperley-Lieb algebras, an extension to any of these more complicated algebras is likely to be quite involved. Results in this direction would nevertheless shed important new light on these algebras and the statistical models they describe.
which our analysis will distinguish. The integers appearing below w indicate the labels j = 1, . . . , n − 1 of the spins when drawn under w, with s j appearing between the nodes j and j + 1 in the construction discussed in Section 3.2. For both families, the induction assumption is that (A.1) holds on w 1 and w 2 whose respective lengths are less than n. It is convenient to let the notation cover extreme cases such as w = in Family I, in which case we say that w 1 is of length zero. For the recursive argument, the spin-chain Hamiltonian is split as
where H (i) is minus the sum of the operators in (3.4) affecting the i-th spin, that is
Here, the convention σ ± 0 = σ ± n = 0 is used and implies that H (1) and H (n−1) contain four terms each instead of seven as in the general case 2 i n − 2. Crucially, the full Hamiltonian H does not equal − i H (i) . The remaining H L , H C and H R act as H on each their set of consecutive spins, and as the identity on the remaining spins.
The Temperley-Lieb Hamiltonian is likewise split,
Family II:
where
Each of these Hamiltonian operators acts as the original Hamiltonian h on a set of consecutive nodes and as the identity on the remaining ones. For instance,
In the proof of (A.1), we shall distinguish between the cases d = 0 and d > 0. The former is independent of the latter, but not the other way around. The analysis of the case d = 0 is based on a family of maps g p labeled by an integer p and constructed from f n,d . They are defined in Section A.3 and shown in Section A.4 to satisfy a modified intertwining property, see Proposition 9. The intertwining property (A.1) for d = 0 is then a specialisation of Proposition 9 to the case p = 0. Although the case d > 0 does not require the new maps g p , it uses the injective maps f n,d and induction on n and thus relies on the validity of (A.1) for d = 0 and n ′ < n. However, because its proof is simpler, we choose to present the case d > 0 first (in Section A.2), assuming that (A.1) holds for d = 0.
A.2 The case d > 0
By (n, d), we mean a pair of integers as in (A.1),
To establish the induction step in the proof of (A.1) for d > 0, the next proposition shows that (A.1) holds for the pair (n, d) with d > 0, assuming that it holds for each pair (n ′ , d ′ ) with n ′ < n.
Proposition 8 If the intertwining relation (A.1) holds for all pairs (n ′ , d ′ ) with n ′ < n, then it holds for the pair (n, d) with d > 0.
Proof The case d = n is trivial, as both Hf n,d (w) and f n,d (hw) are zero. For 1 d n − 2, all links w ∈ B n,d can be written as
for some i, where d 1 and d 2 are the defect numbers of w 1 and w 2 , respectively. The link w thus belongs to Family II, see (A.2), and we can express f n,d (w) as
since any spin not under an arc must be up (see the discussion after the proof of Lemma 4). Using (A.3), one finds
and likewise using (A.6),
Subtracting (A.14) from (A.13) yields
From the induction assumption, the last two terms are zero. Proving the proposition then amounts to showing that
We separate the verification of (A.16) into three cases. Because w has at least one defect (d 1), without loss of generality, we can choose the position i such that a defect occupies either the node i or the node i + 1, or both nodes are occupied by defects. There are thus three possibilities
where w 3 , w 4 and w 5 are generic links, some of which may have length zero. A dashed delimiter is included in these diagrams to indicate the separation between the original links w 1 and w 2 in (A.11).
Case (i):
Under the standard action, connecting defects yields a zero result, so f n,d e i w = 0. A straightforward computation also shows that
thereby completing the verification of (A.16) in this case.
Case (ii): For nontrivial w 4 , the lefthand side of (A.16) reads
(A.19) while the righthand side is expressed as
(A.20)
In the second expression, s i−1 = s i = +, so only the term σ
in H (i) acts non-trivially. This explains the second equality. The last one relies on the fact that in any spin contribution to f n,d (w), the positions i + 1 and j − 1 cannot both be occupied by a down spin. Applying σ + i+1 imposes a down spin in position i + 1, so position j − 1 is occupied by an up spin. Under these circumstances, the contribution of w 4 is simply f j−i−2,0 (w 4 ).
Case (ii) also includes the possibility that w 4 has length zero, that is if i + 1 = j − 1 and a half-arc connects the nodes i + 1 and i + 2. Although this subcase is not covered by the computation above, it is straightforward to verify (A.16) using similar arguments.
Case (iii):
As the link w is the left-right mirror image of the corresponding one in case (ii), the proof is the same as in case (ii).
A.3 The maps g p
The missing element in the inductive proof of (A.1) is the case d = 0. As mentioned before, this case is independent of Section A.2. Its proof is based on the new linear map
whose action on the link w ∈ B n,0 is defined as Because the value of n follows from the argument w, we have not included it as a label for g p (w). Here are some examples for n = 6:
For w ∈ B n,0 , letŵ be the link where w is overarched by p arcs. Then g p (w) outputs the restriction of f n+2p,d=0 (ŵ) to spin states of length n + 2p − 1 with only up spins under the p outmost layers. The normalisation by 1/{p}! removes the factors associated to the half-arcs in these outmost layers, as these are in fact independent of w.
The integer p counts the excess of down spins in g p (w) in comparison with f n,0 (w). It is then natural and convenient for later computations to set This extension of the definition of g p will simplify the proofs that follow. The case p = 0 amounts to g p=0 (w) = f n,d=0 (w). In fact, the intertwining property (A.1) at d = 0 is the p = 0 specialisation of the following proposition.
Proposition 9
Let n ∈ N and p = 0, . . . , where the sums over ℓ, r, s run over {+, −} ≃ {+1, −1}, while the sum over a is on the set {0, . . . , p}.
At any point, one may choose to re-express a state given as a sum over spins in terms of a state obtained by acting with Pauli matrices on a given distinguished state. Examples to play a role later are where the unspecified part may depend on a.
Expressions for g p on more complicated states w are obtained by applying the relations (A.29), (A.30) and (A.33) more than once. To illustrate, we evaluate where (A.29) and (A.30) were both used but in the opposite order compared to (A.34). At the third equality, the change of summation index b = a + From (A.6) and (A.29), the similar decomposition of g p (hw) is given by where the second equality is a consequence of the induction assumption, while the last equality follows by recombining g p−1 (w) using (A.30). The intertwining relation is now equivalent to (A.54)
Henceforth, we assume that w 3 , w 4 and w 5 are generic links of nonzero lengths, the other cases being simpler. The final step is to use the expressions for g p−1 (w), g p (e i w) and g p (w) given in Section A.6. These involve sums over two integers, a and b, and (A.53) then translates into a family of equations labeled by these integers,
The key feature is that in any of these relations, the same g p+k (w) appears in all terms. When g p+k (w) is not identically zero, that is if 0 p+k n 2 −3, it plays a spectator role and can be ignored, replacing each relation by a simpler condition in the reduced space (C 2 ) ⊗4 , k on the subspace of magnetisation k (evidently P k = 0 if k = 0, ±1, ±2). Finally, because M j increases the magnetisation by j, the previous equation can be rewritten as
