We present results of concurrent maximum likelihood restoration implementations with spatially-variant point spread function (SV-PSF) on both synthetic and real datasets from the Hubble Space Telescope (HST). We demonstrate that SV-PSF restoration exhibits superior performance compared to restoration with a spatially invariant PSF. We realize concurrency on a network of Unix workstations, and a SV-PSF model from sparse PSF reference information by means of bilinear interpolation. We then use the interpolative PSF model to implement several di erent SV-PSF restoration methods. These restoration methods are tested on a standard synthetic Hubble Space Telescope test case, and the results are compared on a computational e ort/restoration performance basis. These methods are further applied to actual HST data, including an application that corrects for motion blur, and the results are presented.
Introduction
The Hubble Space Telescope (HST) is a 2.4m telescope that was carried into orbit on April 24, 1990 by the shuttle Discovery. To date, HSTs primary imaging cameras have been the Wide Field/Planetary Camera (WF/PC-1, MacKenty 1992) and its replacement the Wide Field Planetary Camera 2 (WFPC2, Burrows 1995) . Both WF/PC-1 and WFPC2 are large format, multiple-CCD cameras that operate at two distinct focal ratios to provide di erent elds and samplings of the HST point-spread function (PSF). In each the smaller of the two focal ratios (F/12.9) is designated as Wide Field mode, and the larger of the focal ratios (F/30 and F/28.3 in WF/PC-1 and WFPC2 respectively) is known as Planetary Camera mode. WF/PC-1 had 4 800 800 pixel CCDs for each imaging mode; WFPC2 has 3 800 800 pixel CCDs for the WF mode and 1 800 800 CCD for PC mode. In December 1993 the Endeavor crew replaced WF/PC-1 with WFPC2 in order to correct optical imperfections in the HST.
The discovery of the primary mirror (PM) fabrication error and attendant spherical aberration in the HST Optical Telescope Assembly (OTA) shortly after deployment (Burrows 1991 ) was a profound disappointment to the engineers and scientists who constructed and operated HST, and did a great deal to dampen enthusiasm for the project among the astronomical community and the general public. However, the PM fabrication error did foster a signi cant amount of research in restoration of HST images and spectra , and these techniques helped astronomers to produce a large body of scienti c results from HST observations despite the awed optics. Restoration of HST imagery, and in particular images from the primary imaging instrument, WF/PC-1, proved to be particularly challenging because WF/PC-1's point-spread function (PSF) was both large in its spatial extent, and spatially-varying across the focal planes of the instrument. These two e ects exacerbate both the complexity of and time required for restoration calculations, so most restoration techniques must compromise the spatial variability of the PSF model to achieve tractable runtimes . Several groups have studied the application of concurrent computing techniques to provide spatially-variant PSF models (SV-PSF) and thereby improve restoration performance on HST data (Cobb 1993 , Faisal 1995 .
The successful HST servicing mission in December 1993, and the new WFPC2 and Corrective Optics Space Telescope Axial Replacement (COSTAR) did much to remedy the damage of the PM aw; HST is now ful lling the scienti c expectations of both astronomers and the public. It is generally believed that the new HST instruments obviate the role of restoration in HST science. However, it is still true that the performance of the WFPC2 is not di raction-limited, and for high signal-to-noise data and a reliable PSF model, restoration of WFPC2 imagery can improve the spatial resolution and dynamic range of the observations. Even with corrective optics the HST/WFPC2 combination retains many of the attributes that lead to broad support and spatial variability of the PSF. Thus techniques that include a SV-PSF model continue to be applicable in WFPC2 imagery.
The SV-PSF of the WF/PC-1 and WFPC2 is notoriously di cult to characterize. The PM spherical aberration and multiple obscurations conspire to introduce a strong phase gradient (and hence SV-PSF) across the instrument apertures. Characterizing instrumental response is further complicated by time-variance of the PSF. The HST su ers from solar-induced thermal cycles which a ect small changes in the opto-mechanical con guration of the telescope, and by consequence corresponding small changes in the PSF of the HST. We accomplish direct modeling of the HST/WFPC optical con guration by means of a hybrid ray tracing/physical optics code known as the Controlled Optics Modeling Program (COMP; Redding 1993) . COMP can be used to estimate the state of the HST from individual instances of image data . This model can then be used to predict the variation of the PSF with eld angle, resulting in an estimate of the SV-PSF optimized to individual data sets.
Herein we report on our ongoing research in the restoration of HST images with SV-PSF models. This research is embodied in a prototype restoration code MPRL | Massively Parallel Richardson-Lucy algorithm (Richardson 1972 (Richardson , 1974 ) | scheduled to be released to the astronomy community in mid-1996. We nd considerable advantage by employing high-delity models of the HST optics to enhance our knowledge of the instrument PSF for individual observation conditions. This high-delity model can then be used to predict the instrument SV-PSF at arbitrary eld points in the image. Tractable restoration runtimes are achieved by exploiting the large amount of available concurrency in such computations. The results of these restorations represent objective and subjective improvement to the quality and science return of HST imagery.
Restoration Algorithms
Prior to HST, astrononomical deconvolution methods were most extensively used in radio astronomy, where the CLEAN algorithm is prevalent (H ogbom 1974) . While some researchers attempted to adapt the CLEAN algorithm to HST data, this work was only partially successful, and Cornwell has pointed out that CLEAN is intrinsically unstable for direct imaging data like HST (Cornwell 1983) .
Numerous experiments were carried out using both linear and non-linear methods, with two algorithms emerging as de facto standards: the Richardson-Lucy or Maximum Likelihood method (Richardson 1972 (Richardson , { 3 { 1974 , and the Maximum Entropy method (Narayan 1986) . In most situations the two methods yield similar results, with Maximum Likelihood typically producing slightly better photometric results, and Maximum Entropy typically producing slightly better spatial results. (Busko 1994 gives comparative results for a number of di erent algorithms applied to HST data.) In this work we have chosen to use Richardson-Lucy/Maximum Likelihood method.
An optical system samples an incident optical (intensity) eld O(x 0 ), a function of the source point x 0 . The optical system produces an image I(x), a function of eld point x. The impulse response or point-spread function (PSF) of the optical system, P (x; x 0 ), is in general a function of both source and eld location, and relates O and I:
For a system with discrete detectors, this imaging equation becomes:
where I q , O q , and P q represent averaged values over the grid intervals. The mapping between quantized source and eld spaces is arbitrary. However, it is convenient to consider the two spaces quantized by the same grid | the discrete detector. This convention will be used in this paper. Equation 1 and an assumption of Poisson photon statistics is the basis for the Richardson-Lucy or Maximum Likelihood estimator for O q (x 0 q ). For large PSFs direct calculation of Eq. 1 is computationally intensive, however enormous savings are obtained if the PSF does not vary with source and eld location individually, but only as the di erence: P q (x q ; x 0 q ) = P q (x q ? x 0 q ) In this case the PSF is said to be spatially-invariant and Eq. 1 is a (discrete) convolution, and can be e ciently computed in the Fourier domain. A spatially-invariant PSF model and Fourier-domain convolution is the basis for most practical implementations of the Richardson-Lucy algorithm. However, when the PSF has signi cant spatially-variant character the assumption of a spatially-invariant PSF in an estimation of O q (x 0 q ) can result in signi cant error. We are thus compelled to consider implementations of Richardson-Lucy that relax the spatially-invariant assumption (Adorf 1994). In one of our constructions we allow the PSF to vary from pixel to pixel, requiring that the convolutions be performed in the spatial domain. As Richardson-Lucy is computationally intensive even with convolutions implemented in the Fourier domain, a conventional single-processor spatially-variant implementation is infeasible; a implementation that utilizes the large amount of concurrency available in the method is dictated by practical considerations. The e cacy of any deconvolutional restoration technique is eventually limited by the delity of the PSF. In principle the PSF for any optical system is continuously spatially varying across the focal plane. Normally this spatial variance is minimized by design, and can be safely ignored. However, WF/PC-1 and WFPC2 exhibit a strong spatial variation of their PSF; the PM spherical aberration introduces a strong phase gradient across the instrument apertures, and multiple internal obscurations further complicate the changes in the phase distribution as a function of eld angle within the focal plane (MacKenty 1992 and Burrows 1995) . (Documenting the HST PSF is beyond the scope of the present work, but examples of the spatial variance of the WFPC2 PSF are given at the World Wide Web URL http://huey.jpl.nasa.gov/mprl.) In practice we are often limited in the number and coverage of the reference PSFs for a particular image. We therefore have implemented an interpolative PSF model that computes the PSF for an arbitrary image location based on a (possibly irregular) grid of reference PSFs and a bilinear interpolation scheme (Press 1986 ). This method assures continuity in our model of the PSF across the focal plane even with a sparse sampling of reference data. Such an interpolative model is suitable for use with limited empirical PSF data, or an arbitrary-resolution grid computed from optical modeling { but clearly the delity of the interpolative model is related to the density of reference information. In testing with computationally-estimated PSFs we observe this interpolation model to the follow the simulated PSF faithfully using only a modest number of reference PSFs (reference points separated by a few arcseconds).
Further, we nd a great deal of value in employing physical optics models to aid our analysis of individual datasets. We are using the COMP software to re ne our estimates of the overall optical prescription of the HST and camera/detector, and can eliminate some of the uncertainty in the PSF owing to time variability if we have reasonably well-exposed eld stars in the eld of view of the target observation.
Concurrency in the Richardson-Lucy Method
Concurrency in the Richardson-Lucy (R-L) method is accomplished most simply by a systematic division of the image to be restored (Trussel 1978b) . Only pixel values that are within the support of the PSF are interdependent. Thus an arbitrary division of the image into segments with appropriate overlapping guard bands allows each segment to be processed independently. In practice the minimum segment size is on the order of the PSF diameter | this is driven by the surrounding guard band which is a PSF radius in size.
To realize this concurrency our R-L implementation uses the popular public-domain Parallel Virtual Machine (PVM) communications package (Geist 1994) . PVM allowed us to implement a R-L restoration engine, and spawn a large number of these engines each restoring separate image sections on a heterogeneous set of Unix workstations. Because PVM has implementations on MPP multicomputers, the same code is directly portable to machines such as the Intel Paragon and Cray T3D.
Methodology
We consider three methods to accomplish a spatially-variant PSF model. The rst is simply a straightforward implementation of a fully spatially-variant PSF in the R-L iterations utilizing the interpolative PSF model (Method 1) (Cobb 1993 ). As stated above, this requires Eq. 1 to be directly evaluated in the data domain. The second method is to perform R-L on individual image segments assuming a constant PSF (Trussel 1978a , Trussel 1978b , but evaluate each segment PSF at the center of the segment from the interpolative model, with the convolutions performed in the Fourier domain (Method 2a). For reference we also include results of where the PSF is not interpolated, but instead set to the nearest available reference value (Method 2b). The third method is a variant of the Trussel & Hunt method proposed by Adorf where the image is restored twice on segmentation grids that are o set from each other { 5 { by half a segment size (Adorf 1994) (Method 3). The output of this method is a radial distance-weighted interpolation between the two restored image estimates. This weighting makes the interpolation between the two grids linear. Again, the PSF within each of these segments is taken as spatially constant, so convolutions are evaluated in the Fourier domain. Finally, as an additional reference we also restore the entire image with a spatially invariant PSF (Method 0). Unless noted otherwise we use an accelerated implementation of R-L as the restoration engine (Holmes 1991 , Hook 1992 , and if noted we use a damped version of the R-L iteration due to .
Results

Star Cluster Simulation Test Case
A standard test case for HST image restoration is a set of synthetic Wide Field 2 (WF2) exposures of a simulated star cluster (Hanisch 1993) . There are versions of these synthetic observations corresponding to both WF/PC-1 (pre-repair) and WFPC2 (post-repair). The simulated test case contains 470 stars placed at sub-pixel resolution on a 256 256 (25: 00 6 25: 00 6) pixel central section of the WF2 CCD. The PSF for each star is generated independently, and shot noise and Gaussian CCD read noise characteristic of the respective instruments is added to the aggregate image. The PSF in these synthetic exposures is spatially-variant and broad in extent due to the PM aw. To model this e ect the test case comes with a ve-by-ve grid of 60 60 (6 00 6 00 ) pixel reference PSFs. The PSF reference grid uniformly covers the simulated image. Both the test cases and the PSF reference grid samples were calculated using the program TinyTim, an HST PSF simulator (Krist 1993 ).
WF/PC-1 Results
Restorations of these synthetic images were made with spatially-invariant and spatially-variant PSF models with our MPRL code over a wide range of iteration limits (10 n 5000) by the variety of methods described above (except for the fully-varying spatial domain convolution Method 1 | see below). For the spatially-invariant restoration (Method 0), the PSF used was the PSF corresponding to the center of the 256 256 image.
Both spatially-variant and spatially-invariant restorations were seen to yield subjective improvement in image quality. However, some residual artifact structure is evident in the spatially-invariant restorations with respect to the spatially-variant restorations and the truth reference. Objectively we measured the restoration performance in our synthetic test cases using three scalar gures of merit. The rst two are signal-to-noise ratios (SNR) between the restoration estimate image and the truth reference image, de ned as:
SNR 2 20 where the sums are computed over all pixels. We refer to these as square and absolute deviation SNRs respectively, and note that the absolute deviation SNR (SNR 1 ) correlates better with visual quality (Busko { 6 { 1994 Table 1 we report the relative computational e ort (in units of the complexity of Method 0), SNR 2 , and photometric accuracy performance for segmenting the input data in 32 32 pixel segments (plus appropriate guard bands) for a selection of R-L iteration limits. We separately report average photometric performance for all 470 stars in the test case, the 100 brightest stars, and the 100 faintest stars. (We plot SNR 2 and SNR 1 over a broader range of iteration limits in Figure 1. )
We ran the restorations on a suite of 30 Unix workstations, a mixture of Sparc 2, 5, 10, 20, and SGI Extreme II machines. The fully spatially-varying restoration requiring spatial-domain convolution ran 100 iterations in roughly 28 hours | more than a CPU-month on a single workstation. The corresponding piecewise-constant single grid PSF restorations allowing Fourier domain convolution ran in roughly 5 minutes. This factor of roughly 340 di erence in throughput performance per iteration can be attributed to the large di erence in computational complexity between spatial and Fourier domain convolution with the large PSFs of this test case (60 60), and the in-line interpolation code used to evaluate the PSF at arbitrary image location from the sparse reference data.
It is clear from Table 1 (and Figure 1) that the usage of a spatially-variant model (Methods 1, 2a, 2b, 3) yields superior results to a constant PSF assumption (Method 0). It is also clear that from the standpoint of a complexity/performance tradeo the interpolative spatial domain convolution method (Method 1) can be rejected in favor of piecewise constant variants (Methods 2a, 2b, 3), at least for optical systems with WF/PC-like variability in their PSF. The use of the interpolative technique to estimate the PSF at a ner resolution than sparse reference data (Method 2a vs. Method 2b) is also seen to yield superior results at no additional computational overhead (on the scale of the convolutions that dominate these computations). Finally, the double-grid restoration method suggested by Adorf (Method 3) is seen to enhance performance over a single grid restoration at the expense of roughly twice the computational e ort.
The relative performance of the single grid (Method 2a) and double grid (Method 3) restorations suggest the following question: how does the double grid method compare to the single grid method at similar levels of computational e ort? Table 2 gives comparative data between single grid method (Method 2a) run at 64 64, 32 32, 22 22, and 16 16 pixel (plus guard band) segmentation, and the double grid (Method 3) performance at 32 32 pixel segmentation from Table 1. In particular the single grid 22 22 pixel segmentation run corresponds roughly with the complexity of double grid 32 32 pixel segmentation. As can be seen in Table 2 , the single grid restoration yields nearly identical (actually slightly better) performance to the double grid restoration at the same computational load. We also observe that continuing to push the single grid technique did not result in superior performance. This is evidence of a limitation of the interpolative PSF model with the ve-by-ve PSF reference grid in this test case. Additional PSF reference data would change the segmentation when this phenomenon becomes apparent, and improve the restoration results. Fig. 1 .| WF/PC-1 and WFPC2 Star Cluster Test Case SNR Performance. MPRL restoration performance on the star cluster test case is given for both WF/PC-1 (left) and WFPC2 (right), in both square and absolute deviation SNRs. In all cases shown, deconvolutions with the SV-PSF model outperform deconvolutions using a single PSF corresponding to the center of the sub eld. For moderate (< 1000) iteration counts the nominal R-L algorithm outperforms the damped R-L algorithm ). However at higher numbers of iterations the damped algorithm performance exceeds that of the nominal R-L when judged by the absolute deviation metric (which correlates better with visual quality). .) The nominal algorithm is seen to perform better in SNR 2 over the full range of iteration limits considered. However, for n >1000 we observe the SNR 1 performance of the damped R-L to exceed that of the nominal R-L algorithm. Visual inspection of the restoration results show the reason for this is the successful control of low-level noise ampli cation by the damped algorithm.
WFPC2 Results
With the undersampling of the PSF and signi cantly higher Strehl ratio in WFPC2, conventional wisdom held there was no longer any merit in deconvolution for WFPC2 data. However, our results with the WFPC2 star cluster test case indicate otherwise. Figure 1 shows SNR 2 and SNR 1 performance in the WFPC2 star cluster test case for the nominal R-L iteration and the R-L iteration damped at 1 , both operated in single-grid mode. (For reference, the SNR 2 and SNR 1 for the simulated WFPC2 exposure are 2.65 dB and -2.30 dB respectively). R-L restoration is seen to objectively and subjectively improve the imagery of the simulated exposures. Further, SV-PSF restoration is seen to outperform invariant PSF restoration for the WFPC2 simulation, though not by as wide a margin as in our WF/PC-1 results. Finally, we note that the WFPC2 damped results again outperform the nominal results by the SNR 1 metric, and by a wider margin (1.6 dB at 5000 iterations) than in the WF/PC-1 case.
HH 47
Herbig-Haro (HH) objects represent an important class of astrophysical objects. HH objects are bipolar out ow jets produced in the protostellar accretion processes. A particularly compelling example of the HH phenomenon is the HH 46/47 complex (Reipurth 1991) . A restoration of HH 47 as observed in the narrow passband centered at 673 nm (the wavelength of emission from ionized sulfur) are shown in Figure 2 (Heathcote 1996) . Restorations of HH 47 are interesting in that they improve spatial resolution and dynamic range in areas of su cient S/N, and these improvements further constrain the hydrodynamic modeling of this source. HH 47 also represents a particularly challenging target for restoration in that the object covers a full WF chip (approx. 1: 0 33 1: 0 33), requiring a full-eld SV-PSF restoration. The extended nature of the jet nebulosity requires SV-PSF restoration that is free from artifacts at the boundaries of the restoration segments. Figure 2 shows a full-eld restoration of the HH 46/47 complex as performed by the MPRL code using a PSF-grid generated by the TinyTim PSF modeling program. This restoration was performed using the damped version of R-L damped at 1.2 . This damping level successfully controlled noise ampli cation in the restoration, while retaining faint jet features higher than the 1.2 damping level. The restoration was performed having subtracted a smoothed model of the background so as to properly impose the positivity constraint in the maximum-likelihood iterates; this smooth model is added back in for this presentation. This is observed in Figure 2 . The restored model of the jet morphology shows little evidence of noise ampli cation, while the high S/N regions show enhanced spatial resolution and dynamic range. Background Table 2 Reipurth et al. (Heathcote 1996) in SII using WFPC2 WF3. Right: The SV-PSF MPRL-restored version, superimposed on a smooth model of the background. Stars (with the exception of the saturated star lower left) are seen to restore to tight point sources over the full eld of a WF chip (approx. 1: 0 33 1: 0 33), and contrast and resolution of the jet structure morphology is enhanced in the restored version. This restoration was used in the NASA press release and scienti c publication of this data. { 10 { stars are restored to tight point sources without residual (with the exception of a saturated star lower left), evidence of the merit of a SV-PSF model in restoration. Further, no signi cant segmentation artifacts are evident against the extended jet morphology { even at the high logarithmic stretch in Figure 2 . When the restored image is convolved with the model SV-PSF to produce a synthetic exposure this prediction is seen to match the data at high statistical accuracy, an indication of the delity of the SV-PSF model. Figure 3 shows contour plots of two of the high-excitation regions in HH 46/47. In both regions the MPRL restorations exhibit higher dynamic range (contrast between bright pixels and the smooth background enhanced by about 45%) and morphological detail than the original data. The added resolution aids in comparing the HH 47 data to hydrodynamic simulation of the source. This restoration was used in the NASA press release and scienti c publication of this data (Heathcote 1996) .
Motion Blurred PSFs
Nominally HST pointing is controlled during exposure by an ancillary set of Fine Guidance Sensors (FGS). However, there is considerable time overhead in the FGS acquisition of suitable guide stars. In order to utilize HST schedule gaps that would otherwise be unused, 200 { 300 so-called \snapshot" observations have been included in recent observing cycles (Madau 1995) . These observations avoid the FGS acquisition overhead, instead using gyros to control the HST pointing. Gyro-hold pointing is observed to drift as much as 1.4 milli-arcsec per second, yielding signi cant blur in WFPC2 exposures as short as a few tens of seconds.
We nd that this motion blur can be satisfactorily removed by a variant of the deconvolution methods described above. We convolve the nominal PSF model with a motion blur kernel, an estimate of the trace of HST pointing on the instrument focal plane, to derive an e ective PSF model for the observation. This e ective PSF model can then be used to perform a standard restoration using MPRL or other deconvolutional techniques. The motion blur kernel is in general spatially variant (corresponding to a rotation of HST around the optical axis) and thus application of SV-PSF techniques are again warranted in full-eld applications.
In practice the motion blur kernel is estimated for an observation by computing a provisional deconvolution with a nominal (possibly spatially-variant) PSF model. Stationary point sources in such a restoration appear as extended line sources or streaks, a visible trace of the pointing motion during the exposure. The local blur kernel is best estimated by the averaging of several normalized streaks from the region of interest, however the locality can be ignored if insu cient data is available to support a spatially-variant model. Convolving this (possibly spatially variant) motion blur kernel with the nominal (possibly spatially variant) PSF model results in a nal e ective PSF model that yields satisfactory results when used in restoration. This process is depicted in Figure 4 , where a small section of a WFPC2 snapshot image of NGC 422 is processed by our technique (Shara 1994) . The resulting images subjectively eliminate the blur due to HST motion and the existence of several closely spaced sources unresolved in the original data are apparent in the nal images.
Conclusions
The 1993 servicing mission was expected to obviate the role of restoration in the images produced by HST. While it is true that the image quality has been improved to the original design speci cations and (Mo & Hanisch 1994) .
the resulting scienti c analyses have been simpli ed, the the present work demonstrates that restoration continues to be of value in enhancing the scienti c return of HST imagery. For WFPC2 imagery we nd application of SV-PSF restoration to be a dramatic improvement in both the subjective and objective delity on both compact and extended sources. In particular, our MPRL code uses the large amount of concurrency inherent in restoration computations to provide SV-PSF models for HST imagery, and it does this utilizing conventional hardware and freely available software. MPRL is part of a suite of HST analysis tools being developed for public release, and our design decisions have been made so as to reach the largest possible user audience. We expect to make the MPRL software available to the public in mid-1996. The interested reader may learn more about the performance and future availability of the software at the World Wide Web URL http://huey.jpl.nasa.gov/mprl.
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