ABSTRACT. Let Y be a response variable related with a set of explanatory variables and let f 1 , f 2 , . . . , f k a set of the parametric forms representing a set of candidate's model. Let f * be the true model among the set of k plausible models. We discuss in this paper the use of wavelet regression method as auxiliary for the choice of the "true" parametric form of a regression model, particularly, for the cases of nonlinear regression and generalized linear models. The use of a non-parametric method for the choice of the more appropriate parametric equation in regression problems would be interesting in practice due to the simplicity and because the probabilistic assumptions are not required.We evaluate the performance of the proposed wavelet procedure based on the true classification rate of the correct parametric form among a range of k candidate models, taking into account a wide ranges of scenarios and configurations as well as in real data set applications.
INTRODUCTION
Parametric regression models are widely used in many fields and represent one of the most important statistical tools. The generalized linear models (GLMs) represent one of the most important developments in statistical theory over the past several decades [24] . A GLM is characterized by three terms. The first is the random component with the response variable belonging to the exponential family of distributions. The second is the systematic component represented by a linear predictor that includes the explanatory variables. The third term is the link function which connects the linear predictor to the response variable mean. Another important topic in statistical modeling is the nonlinear regression, with a large applicability in several fields like biology, engineering, medicine, among others [1, 26] .
Wavelets have been developed in functional analysis as bases for L 2 (R ), as well as some of its subspaces. These classes of functions contain a large number of diverse elements, which makes them suitable for broad theoretical and numerical applications. For instance, they form unconditional bases for some large functional classes, which leads to optimal estimators and tests [28] .
An important step in the employment of some parametric regression model is the choice the mathematical function or the regression equation that relates the response variable Y with a set of explanatory variables X 1 , . . . , X p . In the framework of the GLM this step represents the choice of the link function. This function defines the regression equation that relates the random component to the linear predictor. Link misspecification can lead to several problems on a GLM application, such as bias in the regression parameters and in the mean response estimates [9, 10] . A methodology which finds an appropriate link function for a GLM is still an open problem. Techniques have been proposed to evaluate if a predetermined link function is adequate for a fitted GLM [2, 8, 18, 25] . A scatter plot between the fitted response variable (ŷ ) and the fitted linear predictor (η) represents an informal procedure to verify whether the link function is suitable. Thus, most of the current techniques are straightforward adaptations from linear models' procedures.
The same problem occurs to define the "best" nonlinear function in the framework of nonlinear regression. Usually, it is recommended the previously knowledge of the nonlinear relationship between the response and the explanatory variables. However, in practice, this is not always possible and the researcher not have information about the true nonlinear model. Exploratory techniques are used to detect the more appropriate nonlinear function among a range of eligible nonlinear functions.
Wavelet methods have been used within parametric models in several instances. The references [3, 4] study the employment of wavelet methods to remove the effects of spatial auto-correlation in generalized linear models while [14] applies penalized partially linear models to fMRI data, and [16] discusses the wavelet application in partially linear models aiming robust estimation. Wavelet techniques have been successfully employed in the analysis of linear normal regression models under long range dependence by [13] .
In this paper, we propose to consider a wavelet regression (WR) model as alternative way to find the best parametric equation for nonlinear regression and generalized linear model problems. The aim is to verify the accuracy of the WR to identity the true nonlinear function or the true link function in a wide range of scenarios.
The paper is organized as follows: section 2 presents an overview about Wavelets and the section 3 brings a brief description about the parametric regression methods GLM and nonlinear regression. Section 4 exhibits the Monte Carlo experiments and evaluates the performance of the wavelet procedure to detect the true parametric form based on a wide rage of scenarios. Section 5 brings applications to real data set. Finally, section 6 closes the text with some concluding remarks. The R code is available in the supplementary material.
WAVELETS
The theory of wavelets can be traced back to the beginning of the 1900's but the approach which unifies all the varying concepts behind this theory as a viable tool for data analysis is the so-called Multi-Resolution Analysis [20] . We direct the readers to [11] , [28] and [23] for a thorough review of wavelets, from the mathematical and statistical points of view.
A Multi-Resolution Analysis (MRA) in L 2 (R ) is a nested sequence of closed subspaces, {V j } j ∈Z with four basic properties:
for some appropriate sequence
φ(·) is called a scale function or father-wavelet. It generates other bases by translation and dilation:
for some sequence {α j ,k } k ∈Z , where {φ j ,k (·), k ∈ Z } is an orthonormal basis for V j and
where P j m (t ) is the orthogonal projection of m on V j . It is easy to see that
The reason for the broad applicability of wavelets is given by the associated filters with nice numerical properties such that:
A Multi-resolution Analysis (MRA) of L 2 (R ) is called r -regular, r ∈ N , if the scale function φ(·), defined by (1) , is such that:
Another filter g k is defined from h k via the so-called mirrored quadrature relation (QMF):
Thence, any function m ∈ L 2 (R ) can be written in L 2 -sense as:
for an arbitrary j 0 . The choice of the wavelet basis depends on several aspects. The wavelets regularity is very important for statistical optimality, and can be assessed by the number of null moments:
But φ and ψ have N null moments if and only if
In general, filters have an infinite number of non-null terms. Two special classes are given by: N-regular MRA's, i.e. with N null moments; and by compactly supported wavelets. In both cases, the number of non-null terms is 2N [11] . One such family of compactly supported wavelets is the Daubechies family of wavelets, and a particular case is the Haar basis, also considered the first wavelet, defined by φ(t ) = 1 [0, 1] 
The Daubechies' are indexed by the number of null moments N as Daubechies(N), with support [0, 2N −1] and associated filters of length 2N . For instance, one has for the Daubechies (2) ,
The Daubechies wavelets do not have, other than in the Haar case, closed forms. For this reason, we employ the Daubechies-Lagaria Cascade Algorithm, which allows the computation of any φ(t ) for t ∈ R , with any predetermined precision. Consider φ(·) the scale function for the Daubechies(N) basis and {h k } k ∈R its associated filter. For any t ∈ (0, 1) and
− j , we define the matrices T 0 and T 1 as:
Then,
The class of square integrable functions is in general too large and diverse to be of interest in practice. But there are smaller spaces which are large enough to be useful in a good number of problems but still possess regularity conditions which are relevant. Two such subspaces are Hölder and Besov spaces, say H α (R ) and s p ,q . One has that some function m belongs to α (R ) (or s p ,q ) if and only if its wavelet coefficients follow a certain decay law. The wavelet basis is then called an unconditional basis for α (R ) (or s p ,q ). In applications this property results in the analysis of the estimated coefficients in order to assess the degree of regularity the data possess. This leads to empirical coefficients shrinkage and to the optimality of wavelet-based estimation and test procedures in minimax sense [28, 23] .
Wavelets can be used as building blocks of L 2 (R p ) (or suitable multidimensional functional sub-classes). There are several constructions, each being more, or less, interesting depending on the researcher's goals [23] . We use here the most direct and mathematically more appealing MRA. Its basis is taken as the tensor product of all the one-dimensional bases. For instance, for L 2 (R 2 ), we have the one-dimensional MRA approximation and wavelet spaces of scale j given by V j and W j . Its bases are given by {φ j ,k , k ∈ Z } and {ψ j ,k , k ∈ Z }, respectively. The MRA for L 2 (R 2 ) is such that its approximation and wavelet spaces are given by: V j = s p a n {φ (2) j k , k ∈ Z } and W j = s p a n {ψ
We should note that each wavelet has a different purpose, in the sense that ψ (1) , ψ (2) and ψ (3) capture changes in horizontal, vertical or diagonal fashion, respectively. The extension to higher dimensions is straightforward.
We employ as WM the wavelet regression estimator proposed by [19] . The idea is to apply wavelet regression to non-equally spaced data sets. First the grid points are defined as t k = (K +1/2)2 − J , where k ∈ {0, . . . , 2 J −1}. The gridded response values are then calculated asỹ k by a linear transformation of the original y 's. We simply use asỹ k the observation(s) which lies on
. Whenever no observation can be found on a grid interval, we take the nearest observation to the left of it. In this way we transform a non-equally spaced data to an equally spaced data and, moreover, this is done in such a way as to produce a sample size which is a power of 2. Hence, usual DWT techniques can be employed. Thresholding is performed on the estimated coefficients and we write the WM estimator asm
whereĉ j 0 k are the estimated approximation coefficients andd t h r j k are the thresholded detail coefficients for the j -th scale [19] .
PARAMETRIC REGRESSION MODELS BACKGROUND
A parametric regression model involves a dependent variable Y , a set of explanatory variables X 1 , X 2 , . . . , X p and a vector of unknown parameters β that need to be estimated. The relationship between Y and X 1 , X 2 , . . . , X p is given through a function f that must be specified. Thus, a regression model that relates the response and explanatory variables is defined by
where ε is the error of the model that follows a probability distribution. The form of the function f is based on knowledge about the relationship between Y and X that does not rely on the data. However, if no such knowledge is available, a flexible or convenient form for f need to be specified. The choice of the parametric form f represents an important step in the model choice, particularly, in the class of generalized linear models and in the nonlinear regression models.
3.1. Generalized linear model. Let Y = {y 1 , . . . , y n } be a set of observations that represents a random sample of the response variable Y . We consider that the density probability function of Y belongs to the exponential family of distributions if its probability mass function has the following form:
The functions a (·), b (·) and c (·) are known, θ is the canonical parameter and φ is a nuisance parameter. The mean and variance of Y can be obtained from well-known equations of natural exponential families. The log-likelihood function for the i th observation can be written as
A parametric regression model based on the GLM framework consists of two parts: a random and a systematic component. The former considers the response variable Y having a distribution from the exponential family (8) . In the systematic component, the explanatory variables X 1 , . . . , X p are responsible for the variability of Y , being defined by
where X is the design matrix formed by the observed values of the explanatory variables X 1 , X 2 , . . . , X p , β is the vector of parameters, η is the vector of linear predictors, µ is the vector of means of Y , i.e., with η=(
, connects the response variable mean to the explanatory variables. If Y is continuous, a few functions available for a GLM are: the identity, logarithmic, inverse, power. Some link functions have nice properties and may be preferred in some particular situations. These are called the canonical link functions and occur when the canonical parameter equals the linear predictor, i.e. if η = θ
The maximum likelihood (ML) method is used as the theoretical basis for the estimation of β , without the knowledge of φ. Although φ can also be estimated by maximum likelihood there may be practical difficulties for some exponential family distributions. A simple way to estimate φ is based on the deviance of the model. More about the GLM's can be found in [24, 21] .
Nonlinear regression.
The nonlinear regression model supposes that relation between the dependent and independent variable(s) occurs through a function that is a nonlinear combination of model parameters and depends on one or more independent variables.
The simple nonlinear regression is defined by
where y i represents i -th value of the response variable Y , f is a nonlinear and differentiable function related to the model parameters, x i is the i -th value of the independent variable X , β is the vector of unknown parameters and i , o i -th value of the unobserved error. We assume that the error are random variables i.i.d following a normal distribution with mean µ = 0 and variance σ 2 . According with the equation (11) is possible to claim that the simple linear regression model is a particular case of the simple nonlinear regression model, where the function f (x i , β ) is the identity and y i is, consequently, given by y i = β 0 + β 1 x i + . The nonlinear regression models are applied in several field like ecology, agriculture, biology, among others. For example, a widely used nonlinear function in biochemistry, in the study of enzymatic kinetics, is the nonlinear equation proposed by [22] .
The normal equations are nonlinear being necessary the use of an iterative procedure to obtain the solution of the equation system [1] . Thus, to start the iterative process, is required to consider started values for the vector of parameters β . The procedure is finished based on the convergence of the objective function or when the maximum number of iterations is reached. In the nonlinear regression model, the objective function is represented by the sum of squares of error, given by:
Some optimization methods can be used to obtain the parameter estimates that minimizes (12), as for example, Gauss-Newton method, Conjugated gradient, LevenbergMarquardt method or BFGS (Broyden-Fletcher-Goldfarb-Shanno's Algorithm). Details about these method can be found in [6] .
Another important point related to nonlinear regression problems is the choice of the "best" nonlinear function f , that in many situations is not known. The Akaike information criterion (AIC) or a cross-validation procedure are alternative to find the more appropriate function f among a set of candidate functions [7, 27] . However, this problem continues open and the aim of the paper is to propose a new procedure to identify the best parametric model based on a nonparametric technique.
WAVELET PROCEDURE TO IDENTIFY THE BEST PARAMETRIC EQUATION
Let Y be a response variable related with almost one of a set of explanatory variables X 1 , X 2 , . . . , X p . Let f 1 , f 2 , . . . , f k be a set of candidate nonlinear functions or let g 1 , g 2 , . . . , g k be a set on candidate link functions in a GLM context. Let f * (or g * ) be the true function among the set of k plausible or candidate models. The aim is to use a wavelet regression (WR) model to find the best nonlinear function f * or the best link function g * that relates Y with X 1 , X 2 , . . . , X p .
Our proposal is to compare the predicted values provided by the WR with each one of the predicted values provided by a set of k eligible models M 1 , M 2 , . . . , M k considering a performance error measure like, for example, root mean square error (R M S E ) or median absolute error (M AE ). The model with the lower value of R M S E and/or M AE will be considered the more appropriated parametric equation among all k the candidate models.
The algorithm below describes a procedure that find the best (or true) parametric model comparing the fitted values of all k candidate models and identifying the model more close of the fitted values provided by the WM. Initialization:
// a start value for β
// fit a wavelet regression as in Eq. The algorithm starts from an initial parametric solution (OLS) for the parameters vector β . Notice thatη is used to to build a non-equidistant grid based on the transformed linear predictorη * . The wavelet regression to Y will be fit taking into account this nonequidistant gridη * . Another important aspect is thatη * allows to consider a wavelet model over Y even when the number of explanatory variables p > 1. Finally, the fitted values of the WM are stored inμ.
In the fitting step we consider all the k candidate models and compute the fitted values for each model. Thus, we consider the root mean square error (or another performance measure) as criterion to select the parametric model more close to the wavelet regression. This model, named as M * , will be considered the best parametric approach to relate Y with the set of explanatory variables.
EXPERIMENTAL EVALUATION
This section presents a Monte Carlo simulation study to evaluate the proposed wavelet procedure (WP) to identify the true parametric form of a regression model in the context of GLM and nonlinear regression.
We will assess the true classification rate of the parametric form of a nonlinear function f and the true classification rate of the link function g in a GLM model with continuous distribution, take into account a wide range of scenarios.
The first scenario evaluate the proposed procedure for each one of four different true nonlinear functions, taking into account tree different dependence levels and sample sizes. In the second scenario we consider quite similar nonlinear functions. The aim is to evaluate the WP when there is almost one nonlinear function quite similar to the true nonlinear regression equation. We also consider as performance measure the true classification rate. Scenario 3 is similar to the scenario 1, but in the context of GLM. Finally, scenario 4 compares the predictive performance of the wavelet regression model against the true fitted GLM model. In this scenario, the aim is to verify if the nonparametric approach presents better fitted values when compared with the fitted values of the true fitted parametric model. Below, we give details about the four simulation scenarios. Scenario 1: identifying the more appropriate parametric form for a nonlinear regression model. The scenario 1 evaluates the performance of the WP to identify the true nonlinear function considering synthetic data sets. The artificial data sets consider a predefined (true) nonlinear relationship between the response variable Y , the model parameters and the explanatory variable X. We select four different true nonlinear regression equation that are described below:
The expression (13) represents the logistic function with a large applicability in practical problems related to Medicine and Healthy. The expression (14) represents an exponential function, applicable to industrial problems. The relationship (15) is well known in the Chemistry field and the function f 4 differs of the others due to the trigonometric arguments "sin" and "cos".
The synthetic data sets are generated according to 36 different configurations taking into account: 3 sample sizes (128, 256, 512), 4 true nonlinear regression models ( f 1 , f 2 , f 3 , f 4 ) and 3 dependence levels (weak, moderate, strong) for the relationship between Y and X . The explanatory variable X is uniformly distributed in a predefined interval and the error terms ε signals the dependence level between Y and X . Table 1 brings the setting parameters considered in the scenario 1. Figure 1 illustrates the nonlinear regression models (13)- (16) 
2) 2.00 3.00 1.00
4.00 1.00 − We considered a Monte Carlo simulation with 1,000 replications for each configuration. At each time, we generate an artificial data set according to a predefined true nonlinear regression model. Then, the wavelet non-parametric model and other 24 eligible models are fitted to the data. The distance between the fitted values of the wavelet model and fitted values (including the true model) for each one of the candidate nonlinear models is obtained according to the following performance measures: root mean square error (RMSE) and median absolute error (MAE). If the minimal distance occurs between the true nonlinear model and the wavelet regression, we consider that the wavelet procedure (WP) presented a true classification. Finally, we evaluate the performance of the WP in terms of the percentage of true classification for each criterion (RMSE and MAE).
The Table 2 exhibits the true classification rate for the WP according with the true nonlinear regression model, sample size and criterion. The WP presented a percentage of true classification equal to 100% for the model f 1 with moderate/strong dependence level between Y and X . When the dependence is weak and the sample size n = 128, the WP presented a low true classification rate in both criteria (R M S E = 7.0% and M AE = 0.0%). This means that a false model was wrongly selected by the WP for this configuration. However, when n = 256 or higher, the WP identified the true model 100% of times for R M S E and 96.4% of times for M AE .
In relation to the true function f 2 , the results demonstrate that the WP presents a better performance in comparison with the model f 1 . Notice that the true classification rate is always higher than 99.5%, except when the dependence level is weak and M AE criterion. The performance of the WP for the model f 3 also demonstrated a good true classification rate when the dependence level is moderate or strong. An atypical result was found when the dependence level is weak, n = 512 and R M S E criterion. For this setup the true classification rate was 0.00 %. However, the M AE criterion presented a true classification rate equal to 99.3%. For the parametric form f 4 the WP demonstrated an unsatisfactory performance when the dependence level is weak and n = 128. However, for n = 256 or higher, the WP identified the true model 100% in both criteria. The same behavior occurred when the dependence level is moderate or strong. Another atypical result was found when the dependence level is strong, M AE criterion and n = 512. However, the R M S E criterion presented a true classification rate equal to 100.0%. Overall, the wavelet procedure demonstrated a high true classification rate in detect the true nonlinear parametric model. Scenario 2: performance of the WP when the nonlinear functions are quite similar. In the previous section we evaluated the WP to identify the true nonlinear function taking into account a wide range of candidate models. It is possible to believe that the WP procedure can to present a good performance when the candidate nonlinear models are quite different. To check this point we evaluate the performance of the WP when the nonlinear functions are quite similar or present a very similar behavior. We considered the nonlinear function f 2 as the true model and to generate the synthetic data. The function f 24 was considered as competitor model, being defined by: weak or moderate, the wavelet model seems to be more sensible to the noise existing in the data. However, when the dependence level is strong the competitor model presented a lack of fit at the bottom of the data. We considered a Monte Carlo simulation with 1,000 replicates for each configuration. At each replication, we generate an artificial data set according with the true nonlinear regression model. Then, the wavelet non-parametric model and the nonlinear functions (f 2 and f 24 ) are fitted to the data. Finally, the distances between the fitted values of the wavelet model and fitted values of the parametric models (including the true model) are obtained according to the performance measures RMSE and MAE. Table 3 presents the true classification rate for the WP based on the Monte Carlo experiments. The results suggest that the WP presents a good true classification rate also in this scenario. This means that the WP identifies the true nonlinear model even when the competitor model presents a very similar behavior. The synthetic data sets are built considering a Monte Carlo simulation with 1,000 replications for each configuration. At each time, we generate an artificial data set according to a predefined GLM. The wavelet model and the other eligible GLMs are fitted to the synthetic data set. Then, we compute the distances between the fitted values of the wavelet model and the others eligible GLM's (including the true model) according to the performance measures RMSE and MAE. If the minimal distance, between the wavelet model and the eligible GLM's, occurs for the true GLM, we consider that the WP presented a true classification. Table 4 exhibits the percentage of the true classification for the WP. We verify that the true classification rate for the RMSE criterion presented higher values than the MAE criterion. Thus, the use of the RMSE criterion will be preferable to decide the more appropriate link function. Moreover, the results demonstrated that the WP was efficient tool to identify the appropriate link function for a GLM. Notice that the percentage of true classification increases when the sample size increases. If we consider the RMSE criterion, the true classification rate is higher than 80% in the majority of the configurations. The log and inverse link functions exhibited the best true classification rate, when compared with the identity link. The WP also demonstrated a better performance for the asymmetric distributions (gamma and inverse Gaussian), when compared with the Gaussian distribution. These results highlight that the WP can be used for choosing the appropriate link function when the response variable presents an asymmetric distribution and/or a nonlinear relationship between the variables. Additionally, we evaluate the number of non null coefficients of the wavelet regression. This aspect allows identify if the non-parametric model is (or not) overfitting the data. This was verified in terms of the percentage of null coefficients, after thresholding, by level. Table 5 presents the percentage of null coefficients for the wavelet model, by level, after the thresholding (n = 128). Note that the percentage of null coefficients is zero until level 2, for all configurations. After level 2, the results demonstrated that the majority of the coefficients of the wavelet model are null. This means that the wavelet model requires few coefficients to fit to the data. Moreover, this results signal that the wavelet model detects the more appropriate link function based on few non null coefficients, suggesting that the non-parametric model does not overfitting the data. We have obtained similar results for the sample sizes 256 and 512. Scenario 4: comparing the predictive performance of the wavelet model against the GLM. Based on the results presented in the previous scenarios, it is reasonable to ask if the wavelet model presents a better fitted values in comparison with the "best" parametric model. Thus, in the scenario 4, we evaluate the predictive performance of the wavelet regression against the true fitted GLM, taking into account three different sample and dependence levels between the response variable Y and the linear predictor η. Figure 3 illustrates the dependence levels -weak (A), moderate (B) and strong (C) -for a gamma model with link function log. Usually, the parametric models present problems when the data exhibit this characteristic that occurs due to a change in the slope parameter β 0 . Thus, the predictive performance between the wavelet regression and the GLM it was also evaluated taking into account the presence of a gap in the data, as can be visualized in Figure 4 . A Monte Carlo simulation study with 1,000 replications was considered taking into account a predefined random component (gamma, Gaussian and inverse Gaussian) and a predefined regression structure between the mean of the response variable Y and the linear prediction η. We also considered three different sample sizes n = {128, 256, 512} and three dependence levels: weak (a), moderate (b) and strong (c). We also considered data with and without a gap, as illustrated in Figure 4 , in a total of 90 different scenarios. Finally, for each configuration, the wavelet regression and GLM are fitted and the approaches are compared based on the performance measures RMSE and MAE. Figure 5 illustrates the MAE obtained in the Monte Carlo simulation for the wavelet regression and the true GLM (fitted values), taking into account synthetic data sets with error gamma and link function identity. The first plot represents the box-plots for a weak dependence level between Y and η. It is possible to verify a small difference for the MAE between the wavelet regression and GLM in all sample sizes. However, the second and third plots demonstrate that the fitted GLM outperforms the wavelet regression. Thus, when the dependence level is moderate or strong the GLM presented a better performance in comparison with the wavelet model. We also observe that as larger is the sample size as lower is the difference between the approaches. On the other hand, Figure 6 compares the performance of the wavelet regression and the GLM for data with the presence of a gap in the link function. Now, we conclude that the wavelet regression outperforms the GLM when the dependence level is moderate or strong.
From the results presented in Table 6 we verified that the GLM exhibited a better predictive performance in comparison with the wavelet model. The percentage of times that the GLM outperformed the wavelet regression is always higher than 60%. Table 7 compares the predictive performances of the GLM and wavelet regression model due to the presence of a link gap, as illustrated in Figure 4 . In this situation, the results demonstrated that the Tables 4, 6 and 7, we concluded that the WP is an important tool to identify the best nonlinear regression structure or the best link function for a GLM. However, one time chosen the more appropriate parametric regression structure by the WP , the chosen parametric model will provide the best predictive values for the response variable Y . The exception occurs due the presence of some atypical behavior in the data as, for example, the presence of gaps. This section brings two applications to real data sets. The aim is to evaluate the proposed WP in real problems. The first application uses the WP to find the more adequate link function for a GLM. The second example use the WP to identify the more appropriate nonlinear relationship from a range of 26 candidate's models. 6.1. Semiconductor manufacturing process data set. The data set consists of the a semiconductor manufacturing process. It is believe that four factors influence the resistivity (Y ) of the wafer, so a full factorial experiment with two levels for each factor is designed and employed. Previous analysis conclude that a Box-Cox yields a log transformation normal model for Y . However, [15] concludes that a GLM gamma model with "log" link function is better than the transformed linear normal model based on AIC criterion. illustrates the presence of right asymmetry in the empirical distribution of the response variable Y , which corroborates the assumption of a Gamma distribution in the random component of the GLM. However, according with the proposed WP we suggests that the link function "identity" presents a better fit for this data set, according with the measures RMSE and MAE ( Figure  8 ). Notice that the GLM gamma with link function "log" presented an intermediate performance while the linear model demonstrated the worst fit. The GLM gamma with"inverse" link function presented the worst performance for the MAE criterion. The two bar plots on the upper half of the Figure 8 illustrate these results.
We also repeat the previous analysis replacing the predicted values of the wavelet by the true values of Y . The GLM gamma with "log" link function and the linear model presented similar performance based on the RSME criterion. However, the GLM gamma model with "identity" link function presented the best fit based on the MAE criteria. The two bar plots on the bottom half of the Figure 8 illustrate these results.
Moreover, we also evaluate the predictive performance of the four models based on a leave-one-out scheme. Figure 9 depicts that all models presents a very similar behavior. However, the GLM model with "identity" link function presents the lower median error and a low variability, according to the box-plots. We remember that the MAE criterion presented the best accuracy rate to identify the more appropriate link function for a GLM in the simulation section. Furthermore, the response and explanatory variables are not transformed in the GLM gamma model with "identity" link function, producing a very easy interpretation for the parameter estimates. Based on these facts, we believe that the GLM with "identity" link function is the most appropriate model for this data set.
6.2. Rabbits in Australia data set. This section brings an application to a real data set, originally, presented by [12] and later studied by [29] . The authors suggest the use of a nonlinear regression model to study the relation between variables dry weight of eye lens (Y ) and age of rabbit (X ). The study consider 71 European rabbit (Oryctolagus cuniculus in Table 8 , the WP suggests the model f 26 as best one among the 26 candidate's models. This mean that the fitted values of the true parametric model is the more close of the fitted values of the wavelet model. Notice that, according to both criteria, the model f 26 will be suggested as the true model by the WP.
Finally, Figure 10 illustrates the nonlinear relationship between the variables Y and X (black points), the fitted values of the wavelet model (red points) and the fitted values according with the chosen nonlinear function f 26 (blue points). Notice that the blue points are very close to the true values which suggests that nonlinear model f 26 represents a good model for this data set.
CONCLUDING REMARKS
In this paper we proposed the use of a wavelet procedure (WP) to identify the best parametric model among a list of k possible candidate's models. We considered the case of the choice of the best nonlinear equation and the case of the best link function in the GLM context. Initially, the procedure fits a non-parametric wavelet regression model to the data. Thus, we perform a comparison between the wavelet model and each one of the The WP presented a high true classification rate to detect the true nonlinear parametric model in scenarios 1 and 2, even when the competitor model presents a very similar behavior in relation to the true model. We also verified that the WP detects the more appropriate link function for a GLM model (scenario 3). Moreover, the wavelet regression model considered few non null coefficients, suggesting that the non-parametric model does not overfitting the data. Although of the good accuracy of the WP to detect the true parametric form of a regression model, the fitted values of the parametric model presented a lower residual (for the true values) in comparison with the fitted values of the wavelet regression, when the dependence level between Y and X is moderate or strong. On the other hand, for data sets with the presence of gap the wavelet model outperformed the parametric model in terms of fitted values.
The experimental results suggest that the WP is an important tool to identify the best nonlinear function or the best link function. However, one time chosen the more appropriate parametric form by the WP, the chosen parametric model provided the best predictive values for the response variable Y . The exception occurred due the presence of some atypical behavior in the data as, for example, the presence of gaps.
The applications to a real data sets corroborate the results obtained in the simulation section and demonstrated the usefulness of the WP to choose a appropriate parametric form for a regression model in terms of nonlinear regression and generalized linear model.
