Tensor networks are a powerful formalism for transforming one set of degrees of freedom to another. They have been heavily used in analyzing the geometry of bulk/boundary correspondence in conformal field theories. Here we develop a tensor-network version of the Wilson-Wegner Renormalization Group Flow equations to efficiently generate a unitary tensor network which diagonalizes many-body localized Hamiltonians. Treating this unitary tensor network as a bulk geometry, we find this emergent geometry corresponds to the shredded horizon picture: the circumference of the network shrinks exponentially with distance into the bulk, with spatially distant points being largely disconnected. arXiv:1909.11097v1 [cond-mat.str-el] 
Unitary tensor networks (UTN) can be used to efficiently represent strings of quantum operators. Both in the case of many-body localization (MBL) and holography, UTN have been used to transform between two types of complementary descriptions of the physical system.
In the case of holography, UTN implement the bulk/boundary correspondence mapping boundary states to bulk states. This idea was partially inspired by the fact that both the "vertical" direction in a MERA tensor network and the radial direction of the holographic bulk can be thought of as a renormalization flow 1 . Tensor network models of holography capture many important aspects of the holographic correspondence including obeying the Ryu-Takayanagi formula 2 and mapping bulk to boundary operators in a redundant fashion [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Geometry of entanglement has also been investigated using quantum circuits. 23, 24 In the case of many-body localization 25, 26 , the UTN transforms a set of l-bits, n commuting Hermitian operators τ z i , to p-bits, the physical degrees of freedom σ α , via τ z = U σ z U †27-31 . The same UTN transforms from the original Hamiltonian to the diagonal l-bit Hamiltonian H = i J i τ z i + i,j J ij τ z i τ z j + .... The commuting operators are responsible for the emergent integrability which drives the phenomenology of the many-body localized phase including its failure to thermalize and conduct 32 ; the area-law entanglement and Poisson spectral statistics of the eigenstates 26, 33 ; and the slow buildup of entanglement under dynamics 34 . Furthermore, at the MBL transition interactions between l-bits acquire a scale invariant form 31 . In the MBL phase, it has been shown 29 that the bond-dimension of these unitary tensor networks grows slowly with system size. This led to the suggestion that these UTNs could be used to variationally diagonalize the entire MBL spectrum and this program has been partially carried out in ref. 35 and 36. In this work, we developed a numerical method, the Tensor Wilson Wegner Flow (TWWF), to generate a UTN which induces a holographic bulk/boundary correspondence between the boundary MBL Hamiltonian and the tensors in the bulk. Specifically, we have developed an efficient tensor-network implementation of the Wegner-Wilson flow equations that we use to fully diagonalize MBL spin chains of up to 32 spins (TWWF is used throughout this work for L = {16, 32} while standard ED WWF is used for L ≤ 8). The connection to the holographic principle is made manifest by having the transverse direction of our UTN corresponds to a renormalization flow; in our case, different levels of the UTN correspond to diagonalizing the Hamiltonian up to different fixed energy scales. We probe the bulk geometry by measuring the properties of the tensors which make up the UTN (Figs. 1 & 2) and the rate at which operators propagate through the bulk degrees of freedom ( Fig. 3 ). We find that the circumference of the bulk shrinks exponentially in the transverse direction.
We apply TWWF to the disordered Heisenberg model 26, 29, [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] 
h i ∈ [−W, W ], p(h i ) = 1/(2W ).
This Hamiltonian is known to have an ergodic phase at W 4 and a many-body localized phase at W 4 allowing us to probe the bulk degrees of freedom of both phases.
The Wegner-Wilson flow (WWF) 31 
where
H 0 (β) and H 1 (β) are respectively the diagonal and offdiagonal parts of the Hamiltonian, and H(0) is the original Hamiltonian. In the MBL problem, WWF has been shown to be a good heuristic for constructing maximally local l-bits 31, 56 . Our numerical algorithm constructs the UTN, one row at a time, where each row corresponding to a single step of the Wilson-Wegner flow represented as the matrix-product operator dU (β) of low bond-dimension (see Fig. 1(a) ). To avoid the need to directly work with exponentially large matrices, H 0 (β), H 1 (β), and U (β) are all represented as matrix-product operators (MPO); see app. A for a review of MPO. Operator addition is implemented as a direct sum of tensors for each site and multiplication as a direct product. The complexity of our algorithm scales linearly in the maximum β and polyno-
The scaling in β could be exponentially improved if an implicit time-stepping method was used in lieu of the (primarily) fixed ∆β we are using (see app. B for details of our algorithm). In Fig. 4 (e,f) we see that deep in the many-body localized phase the bond-dimension of both dU (β) and M (β), at large β, is bounded by a constant with no noticeable system-size dependence. App. C validates the correctness of our approach. Note that while our algorithm is designed for diagonalizing Hamiltonians, it will also disentangle a state |Ψ if we let H = |Ψ Ψ|. In Fig. 4 (a,b) we measure the variance (equivalently average off-diagonal term) of the UTN
where we have assumed that H(β) is real, N = dim(H), E i = i|U HU † |i , and |i is the i'th product state (see app. D for details on how the variance can be computed efficiently). We find that V (β) decreases exponentially with β which, combined with our bound on the bonddimension, ensures the efficiency of TWWF.
While the induced tensor network is naively a grid ( fig. 1(a) ), there is significant variance in the auxiliary (horizontal) bond-dimension as a function of both site and β leading to an emergent geometry in the bulk. In fact it is common (see fig. Fig. 1(c) ) to see large regions where the auxiliary bond-dimension is one indicating that dU (β)'s have decomposed into independent unitaries. While the bond-dimension occasionally increases again later in the flow (see the bar at large β in Fig. 1(c) ) , this is at a much lower energy scale. To a reasonable approximation, we can view this initial loss of bond-dimension as signaling the primary disentangling of an l-bit. We interpret these large-β bars as resonances, transformations which span, but don't rotate the intermediate sites.
We can see the action of the large-β bars explicitly by considering the rate of change of the coupling constants Fig. 2 ). Notice that pairs of dJ z i /dβ tend to be anti-correlated (i.e. the red and purple lines in Fig. 2 ). This behavior is indicative of the Wilson-Wegner flow working on the off-diagonal matrix element that connects sites i and j. These terms become diagonalized when β(h i − h j ) 2 ∼ 1 where h i and h j are the corresponding (renormalized) single-site energies. On closer inspection, we observe higher order anticorrelations (e.g. the triplet ) which correspond to the Wilson-Wegner flow of higher order terms. The RG time β at which the bond-dimension of dU (β) becomes order unity and dJ/dβ becomes small are roughly the same.
We now consider the light-cone like spread of local operators induced by the UTN. We find that in the MBL phase local operators initially spread as r(β) ∼ log(β/β 0 ), where β 0 is a constant setting the scale of β and r(β) is the "horizontal" size of the operator at a given β (see Fig. 3 ). Once the operator hits the positiondependent ceiling (blue line Fig. 1c ) the spreading stops. On the other hand, in the ergodic phase operators spread as r(β) ∼ √ β (see Fig. 3 ), and the spreading continues to the edge of the system. We note that the behavior of operator spreading under WWF is similar to the spread of entanglement under real-time evolution for MBL systems 27, 34, 46, 57, 58 and Lieb-Robinson bound for ergodic systems 59 . The WWF sets a scale between energy and RG time, β ∝ 1/E 2 . Therefore, in the MBL phase lbit couplings decay exponentially E(L) ∝ exp[−L/(2L 0 )] (till they reach the site-dependent ceiling) while in the ergodic phase they decay algebraically as E(L) ∝ 1/L. In the MBL phase, this relation sets a natural length-scale L 0 for the decay of −bits interactions. See app. G for a similar analysis using colliding light cones.
In addition to considering the spread of light-cones, we can also consider distances through the bulk. To consider these distances, it is useful to understand the relationship between the unitary tensor network and the tensor network which generates eigenstates |Ψ i = U † |i . These tensor networks are identical except the latter is terminated at the top (β = ∞) of the UTN by a binary -bit configuration |i (i.e. a product state in the S z basis). After such a termination, the tensor network can be additionally simplified by 'pulling' to smaller β the terminated legs at large β which span sites over a bar (see fig. 1(b) ). This transforms the UTN into a more MERAlike object where sites are decimated at smaller RG time. This further motivates the idea that unit auxiliary bonddimension should be considered 'empty' in the bulk (as in fig. 1(c) ) as there are then no vertical nor horizontal bonds in this region.
One natural way to think about distances in the bulk 14 is to consider the sum of the logarithm of bonddimensions through a given cut -i.e. the tensor cut distance. In the vertical direction, this distance is sensi-tive to the time-step we use in our RG flow (although in app. F we show evidence that the qualitative physics is largely insensitive to this). This motivates us to instead focus on an alternative vertical distance measure. We define the unitary distance D U , over our UTN, as
where e η(τ )dτ is the infinitesimal unitary transformation at RG time τ , and the factor of 1/dim(H) is included to rescale the trace of an identity operator in the manybody basis to 1. This distance generalizes the notion of the Burr metric used in cMERA 10, 13 to unitaries (see appendix E). In cMERA this distance measures the rate of change of the quantum state with RG flow. In the WWF, the unitary distance is directly related to the rate at which the variance of the Hamiltonian shrinks. To make explicit this relationship, we use WWF
to obtain
In fig. 4 (c) & (d) we show the ensemble average of D U as a function of β.
While this gives us a notion of vertical distance, we still need to specify circumferential distance. We will use the the number of auxiliary bonds which are not unit bonddimension. Earlier we saw this was equivalent to the number of J z i operators still being rotated in H(β) and effectively measures the number of −bits in the system which have not yet been diagonalized. It is also equivalent, when considering the eigenstate-version of the tensor network, to the number of vertical bonds cut by a path.
We find that the circumference decays exponentially with vertical distance (see fig. 5 (a) and fig. S12); using an alternative vertical metric (the tensor distance) gives qualitatively similar conclusions (see app. F). An exponentially decaying circumference is consistent with seeing minimally rare regions of all scales as such a rare region of length r should appear with probability exp(−r) and have a vertical bulk distance of r (corresponding to a volume law entanglement). As the ergodic phase is approached, the coefficient of the exponential continuously approaches zero suggesting the rare regions percolate the system.
We find that the final D U is quadratically related to the half-cut bipartite entanglement averaged over eigenstates (see fig. 5(b)) . Surprisingly, the same quadratic relation holds for various chain lengths and disorder strength. This relation is reminiscent of the RT formula 2 that states that there is a correspondence between the entanglement at the boundary and the minimal geodesic in the bulk. In our case the final unitary distance D U is a proxy for the length of the minimal geodesic that appears when we cut the system in half to measure the bi-partite entanglement entropy.
Finally, while we have focused on the local real-space picture of the MBL phase, the Wegner flow is really an energy-based RG which probes different energy scales at different RG time. As the variance decays as V (β) ∝ exp −β(∆E) 2 we can determine the energy scale at a given β by looking for linear segments of log(V (β)). This is accomplished using a top-down linear segmentation method adapted from the Ramer-Douglas-Peucker (RDP) algorithm. This is done only on small systems because of the need to reach β → ∞. In the ergodic phase, consecutive energy scales drop at a fixed exponential rate while in the MBL phase consecutive energy scales decrease monotonically at a rate which is (on average) exponential but whose distribution is significantly broadened (see fig. 5(c) ). Most interestingly, the final renormalized energy scale should be diagonalizing the lowest energy scale of the system (this scale can be generated from the large β slope of log V /L). In the ergodic phase, this is at the interlevel spacing. On the other hand, in the MBL phase, we find that the lowest energy scale is ∆E ∼ W α(L)) where α(L) is size-dependent (see fig. 5(d) ); this comes from the fact that energies which differ by the interlevel spacing aren't coupled after renormalization. These results imply that the geometry of the bulk at large β is different in the two phases. Further, comparing where the ergodic and MBL curves cross, we find the critical point W r should appear with probability exp( r) and have a vertical bulk distance of r (corresponding to a volume law entanglement). As the ergodic phase is approached, the coe cient of the exponential continuously approaches zero suggesting the rare regions percolate the system.
The RT formula suggests that there should be a correspondence between the entanglement at the boundary and the minimal geodesic in the bulk. Using the final unitary distance D U as a proxy for these geodesics, we can empirically test this relationship. We find that the final D U is quadratically related to the average entanglement over a state (see fig. 5(right top) ).
Finally, while we have focused on the local real-space picture of the MBL phase, the Wegner flow is really an energy-based RG which probes di↵erent energy scales at di↵erent RG time. As the variance decays as V ( ) / exp ⇥ ( E) 2 ⇤ we can determine the energy scale at a given by looking for linear slopes of log(V ( )). [say something about related unitary distance to beta]. This is accomplished using a top-down linear segmentation method adapted from the Ramer-Douglas-Peucker erage) exponential but whose distribution is significantly broadened (see fig. 5(left bottom) ). Most interestingly, the final renormalized energy scale should be diagonalizing the lowest energy scale of the system (this scale can be generated from the large slope of log V /L). In the ergodic phase, this is at the interlevel spacing. On the other hand, in the MBL phase, we find that the lowest energy level E ⇠ W ↵(L) where ↵(L) is size-dependent (see fig. 5 (right bottom)); this comes from the fact that nearby energy levels aren't coupled. It is interesting that the bulk at large cleanly distinguishes the MBL and ergodic phase. BKC: Speculation about critical point? r should appear with probability exp( r) and have a vertical bulk distance of r (corresponding to a volume law entanglement). As the ergodic phase is approached, the coe cient of the exponential continuously approaches zero suggesting the rare regions percolate the system.
Finally, while we have focused on the local real-space picture of the MBL phase, the Wegner flow is really an energy-based RG which probes di↵erent energy scales at di↵erent RG time. As the variance decays as V ( ) / exp ⇥ ( E) 2 ⇤ we can determine the energy scale at a given by looking for linear slopes of log(V ( )). [say something about related unitary distance to beta]. This is accomplished using a top-down linear segmentation method adapted from the Ramer-Douglas-Peucker the final renormalized energy scale should be diagonalizing the lowest energy scale of the system (this scale can be generated from the large slope of log V /L). In the ergodic phase, this is at the interlevel spacing. On the other hand, in the MBL phase, we find that the lowest energy level E ⇠ W ↵(L) where ↵(L) is size-dependent (see fig. 5 (right bottom)); this comes from the fact that nearby energy levels aren't coupled. It is interesting that the bulk at large cleanly distinguishes the MBL and ergodic phase. BKC: Speculation about critical point? 
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We acknowledge useful conversations with ... Blue Waters ... DOE Scidac Funding.. To describe the spin- 1 2 Hamiltonians and the local unitary transformations, we will use the matrix product operator (MPO) representation, where an operator A with support on n consecutive sites will be represented as
[σn,σ n ] n |σ 1 · · · σ n σ 1 · · · σ n |. If the diagonal part of A is needed as an independent MPO, it can be easily seen that
· · · A [σn,σn] n |σ 1 · · · σ n σ 1 · · · σ n |.
(A2)
To generate this MPO, we simply fill the matrices A Similarly, a wave-function |ψ for a n site spin-1 2 system can be represented as a matrix product state (MPS)
where A σi i is again a matrix. More information on the operations of MPSs and MPOs can be found in ref. 60 .
Appendix B: Algorithm for Tensor Wilson-Wegner Flow
At small system sizes, one can afford to numerically integrate the flow equations using a sparse matrix format 31 . For arbitrary disorder strength, we can use the Runge-Kutta Fehlberg 4(5) method with dynamical time step to perform the integration until the average variance of the Hamiltonian drops close to machine precision.
At larger system sizes, the sparse matrix representation is generally impractical. Below we describe the tensor Wilson-Wegner flow algorithm which uses matrix product operators (MPO). We apply the following steps:
1. The generator η(β) can be rewritten as During the above procedure, we usually use a fixed SVD cutoff. It is important to notice that time evolutions of H(β) and U (β) can be carried out independently, and the former is possible without even building the U (β).
Appendix C: Efficacy of Tensor Wilson-Wegner Flow
In this appendix, we consider the efficacy of TWWF. To begin with, when running our algorithm, we compress our MPO at each step using a SVD cutoff. Here we report the effect of this SVD cutoff in fig S2 comparing The simulations are not converged at this β but run for a finite wall-clock time. It can be seen that there is no significant difference between the two sets of curves.
the ensemble average of ln(V /L) and D U for L = 32 using SVD cutoffs of 2 × 10 −12 and 2 × 10 −10 .
We can also measure the errors produced by the effect of truncation by verifying that we have not seriously broken unitarity. To check this we consider the error per element in the unitary matrix in fig. S3 as a function of β.
Note that this quality is adjustable by tuning the SVD cutoff . trace and the l 2 -norm of the total Hamiltonian H(β) are invariant under the unitary transformation, it is easy to see that the change rate of the average variance V is proportional to the change rate of the l 2 -norm of the offdiagonal Hamiltonian H 1 (β). So, from Eq. 7 we have
This linear relation is shown in Fig. S4 , which further verifies the accuracy and validity of our MPO implementation of the Wegner flow.
Appendix D: Algorithm to evaluate average variance When using the MPO version of the Wegner flow, we need an efficient method of evaluating the average variance V defined in Eq. (5) . For spin-1 2 systems, V can be rewritten as
(D1) where L is the system size, H(β) is the Hamiltonian at the RG time β, and τ represent a product state defined in the τ z basis (approximate l-bit basis).
Although the above expression involves a summation over exponentially many states, one can easily avoid exponential time cost, using alternative interpretation of the terms in the MPO language.
The first part of the summation, in the MPO notations, can be written as
Similarly, the second part of the summation can be written as
(D3) which is simply the L2 norm of the diagonal MPO H diag . We obtain H diag , as discussed after eqn. (A2).
Both parts can be efficiently evaluated using canonicalization techniques at a cost of O(2LM 3 ), where L is the system size and M is the typical bond dimension.
In the main text, we measured the rate at which light cones spread. Here we take an alternative approach measuring instead the RG time β at which two operators evolved under unitary evolution take to collide. We find that the light cones collide at a β where their initial separation L = log(β) out to some cutoff distance consistent with the logarithmic light cone spread found in the text.
We checked this explicitly in the following way. On a prototypical configuration deep in the MBL phase, we set two operators σ x at sites k and 23 and evolve them as F (β) ≡ U (β)σ x k σ x 23 U † (β) (see fig. S6 (left)). We consider the light cones to have "collided" when the bonddimension of the resulting operator becomes greater then one between sites 23 and k. At small d = |23 − k| they collide at the smallest accessible β and at large d they never collide having reached the diagonal state before they would intercept. At intermediate d though we find that they scale as log β (see fig. S2 (right)).
Appendix H: Removing l-bits
In the main text, we considered the rate at which lbits were diagonalized in the RG flow by measuring the circumference as a function of D u . We were able to consider this for large systems (L ≈ 32) in the MBL phase using TWWF. Here, for smaller systems, we consider a similar analysis using ED Wegner flow but for disorder strengths spanning the entire range from localized to ergodic through the transition region. We still find that in the MBL phase, the l-bits are diagonalized at a rate which is consistent with being exponential with system size. On the other hand, in the ergodic region, we find that the l-bits are all diagonalized only at large D u . Interestingly, in the transition region, we find that l-bits are diagonalized at a rate which is uniform in D u (see 
Appendix I: Additional Figures
In this section we include some additional graphs which supplement the information in the main text. In fig. S8 we see the first and last slope of ln(V /L) identified by the Ramer-Douglas-Peucker (RDP) algorithm. We expect the slopes to go las ∆E 2 for the current energy scale E; as the largest energy scale goes as W , we see that the largest slopes go roughly as Rate at which l-bits are diagonalized from the system for MBL phase (red W = 12, green W = 8), the transition region (yellow W = 3.5) and the ergodic phase (blue W = 1) at L = 10. right).
In fig. S9 we show the distribution of slopes of ln α for various values of W .
In fig. S10 we show an illustrative sample of the slopes identified by the RDP algorithm, in fig. S11 we see the rate of change of the l-bit coupling constants at more β then displayed in the main text, and in fig. S12 we see the exponential decrease of the circumference for L = 16 
