We study the effect of viscosity on the large time behavior of the viscous Burgers equation by using a transformed version of Burgers (in self-similar variables) that captures efficiently the mechanism of transition to the asymptotic states and allows us to estimate the time of evolution from an N-wave to the final stage of a diffusion wave. Then we construct certain special solutions of diffusive N-waves with unequal masses. Finally, using a set of similarity variables and a variant of the Cole-Hopf transformation, we obtain an integrated Fokker-Planck equation. The latter is solvable and provides an explicit solution of the viscous Burgers equation in a series of Hermite polynomials. This format captures the long-time-small-viscosity interplay, as the diffusion wave and the diffusive N-waves correspond, respectively, to the first two terms in the Hermite polynomial expansion.
Introduction. The Cauchy problem for the viscous Burgers equation
x∈ R, (1.1) has, since the pioneering work of Hopf [7] , served as a paradigm for the development of the theory of shock waves (see [4] and references therein).
In the limit as the viscosity µ → 0, the solution u µ of (1.1) converges to the entropy weak solution u of the inviscid Burgers u t + uu x = 0, x∈ R , t > 0, u(x, 0) = u 0 (x), x ∈ R, (1.2) satisfying the Oleinik condition [16] 
u(x+, t) ≤ u(x−, t) .
The asymptotic behavior of (1.2) is an N-wave, whose positive and negative masses are determined by the positive and negative invariants of the initial data [7, 12] . On the other hand, the large time behavior of u µ for fixed µ is characterized by the well-known diffusion wave of mass M 0 (see [7] ). Therefore, the reversal of order in the successive limit passages t → ∞, µ → 0 leads to different results; in other words, the long-time response of the viscous Burgers equation exhibits sensitive dependence on the viscosity.
The objective of the present article is to provide a quantitative understanding of the long-time-small-viscosity interplay for the Burgers equation. To place the problem in context, the reader is referred to the numerical runs of section 4 for the evolution of solutions to (1.1), when the viscosity µ 1. These indicate that at an initial stage u µ evolves from the initial state u 0 into a saw-tooth profile; at a second stage, the waves interact eventually producing an approximate N-wave; this last structure persists for a very long time, but eventually the smallest of the positive and negative masses is consumed, and thereafter u µ looks like the final asymptotic state of a diffusion wave. The Burgers equation is invariant under the group of scaling transformations x → cx, t → c 2 t, u → u/c, and under time and space translations, t → t + a and x → x + b. This property suggests a transformation to similarity variables, s = ln(t) , ξ = x/ √ t , w(ξ, s) = √ t u(x, t) , (1.4) which puts (1.1) in the form
The diffusion waves (see (2.6) ) are the steady states of (1.5) and determine its large time behavior (see [7] and sections 2 and 3). In the limit µ → 0, solutions of (1. The admissible steady states of (1.6)-(1.7) are the two parameter family N p,q (ξ) = ξ, − 2p < ξ < 2q, 0, otherwise, with p, q positive constants. They are precisely the self-similar form of the N-waves, and p, q measure, respectively, the negative and positive mass of the N-wave. The similarity forms (1.5) and (1.6)-(1.7) provide a convenient formulation for performing long-time numerical runs as well as a framework for a qualitative explanation of the various regimes of the problem. In the first stage the solution evolves from u 0 to a saw-tooth profile via the usual compression-attenuation mechanism of hyperbolic equations. In the next stage the waves interact and produce an approximate N-wave. In both of these stages the effect of diffusion lies only in selecting admissible discontinuities, and the evolution is essentially governed by the convection equation (1.6)-(1.7). The N-waves are steady states for (1.6), but, due to the presence of small diffusion, they are only approximate solutions for (1.5) . This discrepancy drives the evolution in the last stage from an approximate N-wave to the steady state of (1.5), a diffusion wave. This stage is a very slow transition and a manifestation of metastability driven by the small diffusion.
A number of techniques have been developed for treating asymptotic behavior problems for nonlinear convection (see, e.g., [2, 3, 13] ) or convection-diffusion equations (see, e.g., [5, 6, 14] ). Here we exploit the similarity structure based on the invariances of the Burgers equation. This perspective is initiated in Hopf [7] and is developed in Tartar [20] , Liu-Pierre [13] (for convection equations), and EscobedoVazques-Zuazua [5, 6] (for various multidimensional convection-diffusion equations with power laws). The aim is to pursue quantitative explanations of the various regimes; the simplicity of the equation allows us to obtain a complete picture, including the interesting regime of small-viscosity long-time interaction.
We begin, in sections 2-3, with a review of some of the standard hyperbolic theory of L 1 -contraction and Oleinik inequality for the self-similar Burgers (1.5). We show how to use a special Lyapunov function to establish the asymptotic in time profile (for µ fixed) of a diffusion wave (see Theorem 3.3). The results in sections 2-3 can be established with different methods, but we draw attention to the fact that the study of (1.5) provides optimal convergence results with little effort. They also set the stage for section 4, where we provide explanations and predictions for the numerical runs based on heuristic arguments and theoretical results.
In the last two sections we turn our attention to the issue of metastability. In section 5, we generalize a construction of Whitham [21] and provide a special solution corresponding to a diffusive N-wave with unequal positive and negative masses. This solution reads 8) where B = 1 − e (p−q)/2µ and A = e p/2µ + O(B) are constants determined via the positive and negative masses p, q of the initial data. The solution u p,q converges to an N-wave as µ → 0, which suggests the terminology diffusive N-wave for u p,q . It captures, in an explicit manner, the slow transition from an approximate N-wave to the final stage of a diffusion wave.
Motivated by the format of (1.8), we use in section 6 appropriate similarity variables and a variant of the Cole-Hopf transformation to transform the Burgers equation into an integrated version of a Fokker-Planck equation. Unlike the Laplace operator on the real line, the present operator (6.7) has a discrete spectrum. The process yields an explicit formula for the solution of the Burgers equations in terms of Hermite polynomials:
where ψ ∞ M is the potential of a diffusion wave of mass M (see (6.16) ), H n are the Hermite polynomials, and the Fourier-Hermite coefficients a n are computed explicitly from the data (see (6.18) ). The asymptotic profile of the diffusion wave corresponds to keeping only the first term in the expansion, −
, while the diffusive N-wave (1.8) corresponds to keeping the first two terms in the expansion and describes the first order correction of the general solution beyond the diffusion wave.
2. Self-similar Burgers-preliminaries. Some of the basic properties of the viscous Burgers equations are directly linked to the self-similar Burgers equation
This problem is obtained from (1.1) in two different ways. If the similarity transformation (1.4) is used, then one obtains (2.1a) set in the interval (ξ, s) ∈ R × R, and the initial data are projected back to −∞. Alternatively, and due to the invariance t → t + 1, one may use the transformation
and obtain the initial value problem consisting of (2.1a) set on (ξ, s) ∈ R × R + subject to data
In either case the total mass remains invariant under the transformation, and the initial mass is preserved:
Let w µ be the solution of (2.1). In the limit µ → 0, w µ → w a.e., where w is a weak solution of the initial value problem 
parametrized by the positive constants p and q measuring, respectively, the mass of the negative and positive parts of the steady state. These solutions are precisely the N-waves, when viewed on the self-similar coordinates, and are denoted by N p,q . If the total mass M is prescribed, there is a one parameter family N p,p+M corresponding to the mass M .
The equilibria of (2.1a) (for µ > 0) satisfy the equation (2.5) and are computed by the formula
The denominator in (2.6) does not vanish, and the total mass of G M is computed by
The steady states of the viscous problem are thus determined by the total mass M and correspond to the well-known diffusion waves in self-similar coordinates. We summarize some of their properties below.
Lemma 2.1. Let G M be a diffusion wave given by (2.6) .
Oleinik inequality.
We present a quick derivation of some well-known properties viewed from the perspective of (2.1a). Recall that (2.1a) arises from the transformation (1.4) and is set on R × R. The derived estimates are independent of µ and s. We begin with the analogue of the Oleinik estimate [16] .
Lemma 2.2. The solution w(ξ, s) of (2.1a) satisfies
Proof. The quantity z = w ξ satisfies
If z has an interior maximum, then the value at the maximum is between 0 and 1. Since (2.10) for smooth data u 0 we have lim s→−∞ w ξ (ξ, s) = 0, and (2.8) follows. If the data are not smooth, they may be approximated by smooth data in a standard way, and we conclude (2.8) by a density argument.
Consider the functions
and the quantities
p(s) and q(s) are time-invariants for solutions of the inviscid problem [12] , but for the viscous problem they do not remain constant anymore. W satisfies a viscous Hamilton-Jacobi equation
As a simple implication of the maximum principle and Lemma 2.2, we have the following lemma.
Lemma 2.3. Let w(ξ, s; µ) be the solution of (2.1a), let W be its integral given by (2.11) , and let A = − inf W (ξ, 0) and B = sup W (ξ, 0) ≥ 0. Then W and w are uniformly bounded by 
thus violating (2.15). If it is assumed that w(ξ 1 , s) < − 2(A + B), then similar arguments lead to a contradiction.
L
1 -contraction theory. From now on, consider the initial value problem (2.1) consisting of (2.1a) and (2.1b) and set (ξ, s) ∈ R×R + . For data w 0 ∈ L ∞ ∩L 1 this problem has a unique smooth solution. Let w 1 , w 2 be two solutions; their difference v = w 1 − w 2 satisfies the linear parabolic equation
The integral
Theorem 2.4. Let w 1 , w 2 be classical solutions of (2.1) with initial data w 1 (ξ, 0) and
Furthermore, the quantity
Proof. The first part is a direct consequence of the standard contraction theory for convection-diffusion equations; see [8, 18] . We present a proof of the second part, which is based on a detailed analysis of a linear equation
with a(ξ, s) continuously differentiable and |a ξ | ≤ M .
Step
which (due to the integrability of v and v s ) enjoys the regularity W 2,∞ in ξ and W
1,∞
in s. We show in this step that v + and V + satisfy
in the sense of distributions.
To see that, consider the functions
Using the properties
we pass to the limit n → ∞ in (2.25) and obtain (2.23).
Next we consider the integrated version of (2.25),
and use the properties (2.25), |a ξ | ≤ M , and
to pass to the limit n → ∞ and derive (2.24).
Step 2. From (2.23) we derive the inequality
for any positive test function ϕ ∈ C ∞ c (R). In turn, this yields that v + (ξ, s)dξ is decreasing in s. Since v(ξ, s)dξ is a conserved quantity, this implies (2.18) and (2.19) .
We may obtain a more detailed variant of (2.19) as follows. Fix s > 0 and consider a decomposition of the open set {ξ :
We apply (2.29) for this test function and pass to the limit n → ∞ to obtain d ds
; that is, the area under any component of v + is decreasing in size.
Step 3. The second part of the theorem, which is a stronger version of the first part, is obtained from the strong maximum principle. Consider V + (ξ, s) in (2.22), fixs > 0, and suppose there exists ξ 0 < ξ 1 such that v(ξ 0 ,s) > 0 and v(ξ 1 ,s) < 0. Consider a restriction of V + defined by
We can take δ > 0 so small that Z + has the same regularity as V + and compute
where the last inequality follows from (2.24) and the properties v + (ξ 1 , s) = 0 (hence I 2 = 0) and (from step 2) ) has a strictly positive maximum at the interior point ξ = ξ 1 for a time interval 0 < s −s < δ which contradicts the strong maximum principle (see, e.g., [11] ).
Remark 2.5 (the lap-number). For semilinear parabolic equations there exists a literature concerning the number of zeroes of a solution, sometimes called the lapnumber (see, e.g., Matano [15] and Angenent [1] ). Such results hinge on analysis of the linear equation
∞ and for solutions satisfying the bound |u(x, t)| ≤ Ae
It is shown in [1] that the number of zeroes
becomes immediately (at time t = 0+) a discrete set, and thereafter the number of zeroes is decreasing in time. The basis of the last result is the property that if u(x, t) and u x (x, t) vanish simultaneously at (x 0 , t 0 ) (i.e., u has a multiple zero at (x 0 , t 0 )), then, roughly speaking, u(·, t) has more zeroes for t < t 0 than for t > t 0 (see Angenent [1, Theorem B] for the precise statement).
These results apply to various semilinear parabolic equations that can (through transformations of variables) be put in the form (2.31) [1] . They also apply to quasilinear equations when linear variants of them can be put into this framework. In particular, the viscous Burgers equation shares this property (along solutions that the wave speed u(x, t) and its first derivatives are uniformly bounded). Finally, the same property is transferred to solutions w(ξ, s) of (2.1) through the similarity transformations.
Evolution of the viscous problem.
Here we study the long-time convergence of solutions to a diffusion wave.
Convergence to a diffusion wave. Consider the difference w(ξ, s) − G M (ξ), and note that the
First, we prove a technical lemma, indicating that if the solution stabilizes, then the mass of the solution stabilizes.
Lemma 3.1. Let w be the solution of (2.1)
Proof. Assume first that the data satisfy
Then from the comparison estimate (2.19)
and the dominated convergence theorem implies the desired result.
and definew M (ξ) in a similar fashion using the limit functionw(ξ) in the place of
from (2.19), (3.1), and (3.3). Now R w M (·, s k )dζ → Rw M dζ, and we conclude by (3.3)
which gives (3.2).
In the following theorem we show that the solution of (2.1) converges to a diffusion wave preserving the initial total mass. 
a.e. and in L 1 (R), where G M0 is the diffusion wave given by (2.6).
Proof. Consider the quantity Φ = e − 1 2µ W motivated by the Cole-Hopf transformation. Then Φ satisfies
We differentiate (3.6) with respect to s and multiply by Φ s . After rearranging the terms, we obtain
Therefore, the quantity
and, from (2.14) and (2.13), that
where O(1) depends on µ and the H 1 -norm of the data w 0 . (The last dependence may be relaxed by using the regularizing effect of (2.1), but we will not pursue the details here.)
From (2.8) and (2.15), the function (w(ξ, s)−ξ) is decreasing and for any [a, b] ⊂ R we have
From Helly's theorem and a diagonal argument we can extract a subsequence s n → ∞ and a functionw of locally bounded variation so that
We use (3.7), (3.8), and Lemma 3.1 to pass to the limit along s n and deduce thatw satisfies
Therefore,w = G M0 , and, as the limit is uniquely determined by (3.9), we conclude that the family w(ξ, s) → G M0 (ξ) as s → ∞.
3.2.
Convergence to a diffusion wave via the invariance principle. Next we provide a proof of the time-convergence to a diffusion wave from the viewpoint of the LaSalle invariance principle, in the spirit of [3, 6] . Recall that the solution operator of the viscous Burgers defines a contraction semigroup in
pointwise and in L p (R), 1 ≤ p < ∞, where G M0 is the diffusion wave given by (2.6). Proof. Consider the ω-limit set
From (3.8) we have a convergent subsequence T (s k )w 0 = w(·, s k ) and thus ω(w 0 ) is not empty. Moreover, T is positively invariant; that is, if ψ ∈ ω(w 0 ), then T (s)ψ ∈ ω(w 0 ). This follows from the semigroup property and the observation
which is continuous in L 1 (R). The diffusion wave G M0 is a special solution of (2.1). Due to the contraction theory (2.18), V satisfies
for any s > 0, w 0 ∈ L 1 (R). Since V (T (s)w 0 ) is decreasing in time, it converges V (T (s)w 0 ) → c to a limit c ≥ 0. From the continuity of V , we obtain
for any ψ ∈ ω(w 0 ) and s ≥ 0.
We shall assume there is ψ ∈ ω(w 0 ) such that ψ = G M0 and establish a contradiction. For such a ψ we have V (ψ) = c > 0, T (s)ψ ∈ ω(w 0 ), and V (T (s)ψ) = c from (3.15). Since
then implies that V (T (s)ψ) < V (ψ) = c, which contradicts (3.15). So the nonempty ω-limit set should be ω(w 0 ) = {G M0 }. [12] . By contrast, solutions of the viscous Burgers equation approach diffusion waves asymptotically in time. That indicates a sensitive dependence of the long-time asymptotics for the viscous Burgers equation on the viscosity that we begin analyzing from this section.
Diffusion driven interfaces and metastability. The asymptotic behavior of the inviscid Burgers equation is an N-wave
Numerical computations for solutions of the viscous Burgers equation were performed using the self-similar version (1.5). This framework has two advantages: first, the solution does not spread in time (thus a smaller computational domain is needed), and second, the time variable s = ln(t) allows us to compute for long times. The results are presented in Figure 1 for a viscosity µ = 0.01 (see section 4.3 for information on the numerical scheme). It is seen that initially w µ evolves from "oscillatory" initial data w 0 into a saw-tooth profile. This transition occurs relatively quickly (s ∼ 0.5) and is driven by the usual compression-attenuation mechanism of hyperbolic equations. At the next stage the waves interact and eventually produce an approximate N-wave. This takes a longer time (s ∼ 2), and this stage is also governed by the convection mechanism mainly (see section 4.3). Once the latter stage is reached, it appears as if there is no dynamical change. A more careful look, though, shows that the negative and positive masses of the solution decrease slowly until eventually the smaller one disappears. This evolution occurs at a far slower time scale. In Figure  1 the negative mass disappears at s ∼ 100, which, considering that the original time variable is t = e s , is an exceptionally long time. We next analyze the role of diffusion at the intermediate stage driven by wave interactions and then transition from an N-wave to a diffusion wave (for small s ∼ 0.5 and large s > 2 for the numerical run of Figure 1 ). Then, in sections 5 and 6, we provide a quantitative description of the metastable stage of the evolution.
Wave interactions.
We provide a heuristic analysis valid for solutions emanating from data that at time s = 0 intersect the axis at finitely many points {ξ ∈ R : w(ξ, s) = 0} = {g 1 (s) < g 2 (s) < · · · < g n (s)}, s = 0, (4.1) and the intersections occur transversally
For notational convenience, let g 0 (s) = −∞ and g n+1 (s) = +∞. (This is the generic form of solutions that appears in numerical runs after the initial stage (s ∼ 0.5 in Figure 1) ; we refer to Figure 2 for such a profile.) Our goal is to track the mechanism of motion of the intersection points.
The points of intersection g i satisfy w(g i (0), 0) = 0. Using the implicit function theorem, the curves g i (s) are each defined on a maximal interval s ∈ [0, S i ) and move with the speed
On the interval [0, S i ) we have w ξ (g i (s), s) > 0, but at the maximal time S i it is w ξ (g i (S i ), S i ) = 0. Typically, at such times two of the curves will come together and disappear.
where −p i (s) measures the total mass of w(·, s) to the left of g i (s). Here we define p i (s) with a negative sign since it should represent the invariance variable p 0 in (1.3) or p(s) in (2.12). Using (2.13) and the fact that w(g i (s), s) = 0, we obtain (4.5) which pinpoints the effect of the diffusion on the mass change across a zero curve ξ = g i (s).
The remainder of our analysis is heuristic in nature. In numerical runs, after an initial transient stage, the usual compression-attenuation mechanism of Burgers produces solutions that consist entirely of shocks and rarefactions. We will operate under this condition, analyzing solutions whose time sections (s = constant) consist entirely of shocks and rarefactions and look like that in Figure 2 .
The area between two zero curves g i (s) < g i+1 (s) (see Figure 2 ) is given by A(s) = −(p i+1 (s) − p i (s)) and changes in time at a rate
The positive slope at g i (s) represents an approximate rarefaction and may be estimated using the Oleinik estimate, by 0 < w ξ (g i (s), s) ≤ 1. Hence the change of mass across the zero curve ξ = g i (s) satisfies .7) and is controlled by the diffusion. On the other hand, the negative slope at g i+1 (s) will correspond (for µ small) to a shock profile, and the lower bound for w ξ is of order O(1/µ). Hence the mass change across the zero curve ξ = g i+1 (s), representing a shock, is of order O(1). This points out the distinct roles of shock and rarefaction profiles: When w is increasing near a zero point, the mass change across the point is controlled by the diffusion and tends to zero as µ → 0. By contrast, near a shock profile the mass change is fast and independent of µ. The above estimations remain valid until near the time that two of the curves g i merge and the enclosed area A(s) vanishes. This contradicts the definition of S. The same argument can be made for the positive part of the solution, and we conclude that
Transition from
where p(s), q(s) are the invariant variables defined in (2.12).
Comparison of the inviscid and viscous problems.
We compare the evolution between the inviscid and the viscous problem for initial data consisting of two separated N-waves
otherwise; (4.11)
see Figure 3 . The method of characteristics gives the exact solution of the inviscid problem: In the original variables (x, t) the solution starts to spread out, and then two inside shocks interact until a single N-wave emerges. In terms of the self-similar variables (ξ, s), one N-wave moves into the origin without changing shape until it collides with the other N-wave, and the interaction results in a new N-wave. The exact solution of the inviscid problem with initial data (4.11) is obtained by tracking the characteristics and is displayed in Figure 3 with solid lines. The viscous problem (2.1) is solved numerically by the following scheme: Consider a uniform space ξ j+1/2 = (j + 1/2)∆ξ and time s n = n∆s mesh, where j ∈ Z, n ∈ Z + . The approximation of a cell-average U n j ,
is generated by a three-step explicit method, where the numerical flux F is an approximation of (4.13) and the diffusion term is discretized by
Since the flux of the self-similar Burgers (2.1) depends on the space variable, the solution of the Riemann problem increases exponentially along the characteristics w (ξ(s), s) = w(ξ(0), 0) e s/2 . The characteristics are not straight lines, and schemes using Riemann solver, like the Godunov scheme (see [10] ), should take that into account. Here we consider a numerical flux 
I(U, ξ)
is an approximation of the line integral of (4.13) for a shock wave which is given by
and we can easily check that the rarefaction wave centered atξ has constant value w = −3ξ 2 /8 along the vertical line ξ =ξ. In the computation of Figure 3 the mesh size is ∆ξ = 0.01, the time step is ∆s = 0.0005, and the viscosity µ = 0.02. The numerical solution is displayed with diamond dots. The first column indicates that the solution of the viscous problem with small viscosity is close to the solution of the inviscid problem, until the solution reaches the state of single N-wave (which is a steady state for the inviscid problem (1.6)). This stage of the evolution is dominated by convection. Subsequently, the diffusion becomes dominant, and the solution evolves slowly until it reaches the asymptotic state of a diffusion wave (a steady state for (1.5)).
Remark 4.1 (monitoring the viscosity of a numerical scheme). Numerical schemes for inviscid problems introduce numerical viscosity. A classical example is the first order Lax-Friedrich scheme for the linear equation u t + Au x = 0, which is actually a second order scheme for u t + Au x = εu xx with a numerical viscosity
For nonlinear equations it is hard to have such an explicit control of the numerical viscosity. For that reason we opted to use a scheme based on the parabolic equation, using Godunov for the convection term and a discretization for the diffusion term.
Nevertheless, it is possible that the numerical viscosity ε can be different from the purported one µ. Under the assumption that numerical viscosity is the only factor that causes the area change of numerically approximate N-waves (an assumption clearly valid at the level of the differential equation), we can measure the numerical viscosity, using the formula (4.7), by measuring the area change and the slope at the zero point. Consider, for example, the initial data As the area of the negative part is
it is natural to define the numerical viscosity as (4.20) where the slope at the zero point is approximated byw ξ =
2∆ξ . In Table 1 we present the measured numerical viscosity for the scheme (4.12) with initial data (4.19) and viscosity µ = 0.05. It is seen that the numerical viscosity represents the purported viscosity very well, ε ∼ µ, but as the solution decreases (in the second part of the table), the viscosity also decreases slightly. In the last part the solution is almost zero, and the numerical viscosity remains constant at the value around ε ∼ 0.049. 
and allows us to compute the mass of u. Whitham [21] uses the transformation to produce a special solution of a diffusive N-wave with equal positive and negative mass. In this section we give an extension to this construction and compute a special solution of a diffusive N-wave with possibly unequal positive and negative masses. This solution characterizes the transition from a diffusive N-wave to a diffusion wave, observed during the late-time response of Burgers.
We consider the special potential
and the corresponding solution of Burgers
Recall that the positive and negative mass of the solution u are computed by
p(t), q(t) are not invariant for the viscous Burgers, but the total mass (q(t) − p(t)) is. The constants A > 0 and B in (5.4) will be determined so that the positive and negative masses at a given time t 0 are prescribed positive constants p and q, that is, p(t 0 ) = p and q(t 0 ) = q.
This takes a lengthy computation that we outline below. To fit the total mass M = u p,q (y, t)dy = q − p, we use (5.3) and obtain
Hence B = 1 − e (p−q)/2µ . Note that B > 0 for p < q and B < 0 for q < p; in either case 1 − B > 0. Clearly, u < 0 for x < x 0 (t) = −t √ µB/ √ t 0 πA, and u > 0 for x > x 0 (t). The negative mass is computed from (5.3):
The requirement p(t 0 ) = p gives the equation
We give an approximate solution of (5.8). Note that A > e p/2µ − 1 + cB for some 0 < c < 1, which in turn gives the estimates
Now we can rewrite (5.8) and use Taylor expansion to obtain
We conclude that 
It is clear that
and, as a result,
as µ → 0. This validates the terminology diffusive N-wave for u p,q . The long-time behavior of u p,q (x, t) is also easily computed. A simple inspection shows that as t → ∞
within leading order, and that u p,q has the structure of a diffusion wave of mass M .
If M > 0, the area of the negative part of the solution diminishes as t → ∞. The time at which most of the negative area has almost disappeared can be estimated as follows: First, (5.7) is written in the form 
On the other hand, if M < 0 (equivalently, p > q), it is the area of the positive part of the solution that diminishes. The critical time is now estimated as follows: For p > q and µ 1, we have B ∼ −e (p−q)/2µ < 0. Dividing both sides of (5.12) by |B|, we obtain
In turn,
Remark 5.1. Because of the invariance of Burgers under translations t → t + a, the functions ϕ p,q (x, t + 1) and u p,q (x, t + 1) are also special solutions associated to diffusive N-waves. The latter can be expressed (for t 0 = 1) in the form (5.14)
The form (5.13) of the diffusive N-waves motivates an explicit solution for the Cauchy problem of the viscous Burgers equation, which is carried out in section 6. A survey of this solution and comparison with v p,q indicates that while the diffusion wave is the t → ∞ asymptotic profile for the viscous Burgers, the diffusive N-wave u p,q gives a more accurate description of the behavior in the large time regime, which encompasses the very long-time behavior and the leading order correction and is valid for a substantially longer time interval.
6. An explicit solution of the viscous Burgers equation. The objective of this section is to derive an explicit solution of the Cauchy problem for the viscous Burgers equation u t + uu x = µu xx , x ∈ R, µ,t > 0, u(x, 0) = u 0 (x),
x ∈ R. (6.1) Our approach hinges on the invariance properties of the viscous Burgers equation, a self-similar variant of the Cole-Hopf transformation, and the exact solvability of a Fokker-Planck-type of equation. It yields an explicit solution of (6.1) in terms of Hermite polynomials.
Step 1 The transformation is motivated by the invariance properties of the viscous Burgers equation and the form of the special solutions termed diffusive N-waves in section 5. Despite their similarity, the transformation (1.4) used in sections 2-4 differs in the dependence on viscosity and should not be confused with (6.2). In problem (6.3) the sole dependence on viscosity is through the initial data.
Step 2. We apply to (6. u 0 (y)dy.
(6.8)
Step 3. Next we solve the initial value problem consisting of (6.7) with initial data ψ(ξ, 0) = ψ 0 (ξ) , with e ξ 2 2 ψ 0 ∈ L 2 (R) (6.9) via separation of variables. This leads to the issue of finding the eigenvalues and eigenfunctions of the boundary value problem g + 2ξg = λg , −∞ < ξ < ∞. (6.10) which is associated with the problem of the harmonic oscillator in quantum mechanics. The eigenfunctions of the problem at hand are different from the ones above. The operator in (6.10) 
