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We present a technique for an exact solution of the linearized Boltzmann equation for the electrical
and thermal transport coefficients in metals in the low-temperature limit. This renders unnecessary
an uncontrolled approximation that has been used in all previous solutions of the integral equa-
tions for the transport coefficients. Applications include electron-phonon scattering in nonmagnetic
metals, as well as the magnon contribution to the electrical and thermal conductivities, and to the
thermopower, in metallic ferromagnets, antiferromagnets, and helimagnets. In this paper, the first
of a pair, we set up the technique and apply it to the scattering of electrons by phonons, antiferro-
magnons, and helimagnons. We show that the Bloch T 5 law for the electrical resistivity, the T 2 law
for the thermal resistivity, and the T law for the thermopower due to phonon and antiferromagnon
scattering are exact, and determine the prefactors exactly. The corresponding exact results for he-
limagnons are T 5/2, T 1/2, and T , respectively. In a second paper we will consider the scattering by
ferromagnons.
I. INTRODUCTION
It is well known that collective excitations that are
soft, or massless, at zero temperature (T = 0) lead to
power-law behavior of transport coefficients in the limit
T → 0. The resulting power depends on the frequency-
momentum relation of the soft mode, and on its coupling
to the conduction electrons. An old example is Bloch’s
T 5 law for the electrical resistivity ρ due to scattering
by acoustic phonons.1,2 The analog of Bloch’s law for
magnon scattering in metallic ferromagnets was investi-
gated by Ueda and Moriya,3 who found a T 2 contribu-
tion to the electrical resistivity. Other examples include
scattering by magnons in antiferromagnets, which yield
a T 5 contributions as phonons do,4,5 and in helimagnets,
where the corresponding behavior is T 5/2.6
All of these results were obtained by solving either the
linearized Boltzmann equation, or an equivalent integral
equation derived from the Kubo formula, and the so-
lutions involved an uncontrolled approximation that re-
places various energy-dependent relaxation rates by con-
stants. The results hence were not as well founded as is
desirable, and on occasion even the validity of the Bloch
T 5 law has been doubted, see Ref. 7. Only very recently
has it been shown that a mathematically rigorous solu-
tion of the integral equation does indeed yield the Bloch
T 5 law for the phonon contribution to the electrical re-
sistivity ρ ∝ T 5.8
The purpose of the present paper is four-fold: First, we
show that the method of Ref. 8 can be simplified substan-
tially by making some assumptions about the collision
operator that are common in theoretical physics, chiefly,
the existence of a spectral representation. Second, we
generalize the method to allow for a calculation of the
thermopower S and the heat conductivity σh in addition
to the electrical conductivity, and we establish that the
leading temperature dependences, S ∝ T and σh ∝ 1/T 2,
are exact. Third, we show that the scattering of electrons
by antiferromagnons leads to the same temperature de-
pendence of the transport coefficients as the scattering
by phonons. Fourth, we calculate the prefactors of the
power laws exactly. The result for the electrical conduc-
tivity is a Drude formula,
σ = ne2τσ/m , (1.1a)
with n, e, and m the electron density, charge, and effec-
tive mass, respectively, and a relaxation time
τσ(T → 0) = 1
120 ζ(5)g0
1
1 + T 21 /4
2
F
T 41
T 5
. (1.1b)
Here F is the Fermi energy, and T1 is the bosonic energy
scale, which is on the order of the Debye temperature for
phonons, and its magnetic analog for antiferromagnons.
ζ is the Riemann zeta function, and g0 is a dimensionless
coupling constant that depends on the parameters of the
electron-phonon or electron-magnon coupling. The result
for the thermopower is
S(T → 0) = −pi
2
6 e
T
F
. (1.2)
The result for the heat conductivity is also exact, but the
prefactor involves an integral over a scaling function that
we have been unable to determine explicitly.
Results for helimagnon scattering, which can be de-
rived in complete analogy to the phonon and antifer-
romagnon cases, are summarized in an appendix. In a
second paper9 (to be referred to as Paper II) we will an-
alyze the scattering of electrons by ferromagnons, which
is a more complicated problem.
This paper is organized as follows. In Sec. II we recall
the linearized Boltzmann equations for the phonon or an-
tiferromagnon scattering contributions to the electrical
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2and thermal resistivities, as well as to the thermopower.
In Sec. III we present a method for solving the Boltzmann
equations exactly in the limit of asymptotically low tem-
perature. Several aspects of our solution technique and
our results are discussed in Sec. IV. Some technical points
related to the effective electron-electron interaction due
to boson exchange in general, and phonons and magnons
in particular, are given in Appendix A. Various relaxation
rates are discussed in Appendix B. Appendix C sketches
the adaptation of our method for helimagnon scattering
and gives the corresponding results, which also are exact.
II. TRANSPORT COEFFICIENTS, AND THE
BOLTZMANN EQUATION
A. Transport coefficients
Consider a mass current J and a heat current Jh driven
by gradients of the electrochemical potential µ¯ = µ +
eV and the temperature T , respectively. Here µ and V
are the chemical and electric potential, respectively. To
linear order in the potential gradients the currents are
determined by three independent transport coefficients
(see, e.g., Ref. 7),
J = − 1
T
L11∇µ¯− 1
T 2
L12∇T , (2.1a)
Jh = − 1
T
L12∇µ¯− 1
T 2
L22∇T . (2.1b)
Here we have used an Onsager relation that ensures that
the two coefficients labeled L12 are the same. The elec-
trical conductivity σ is defined in the absence of a tem-
perature gradient, and for a constant chemical poten-
tial, via eJ = −σ∇V , and the heat conductivity σh in
the absence of an electrochemical potential gradient via
Jh = −σh∇T , so
σ =
e2
T
L11 , σh =
1
T 2
L22 . (2.2a)
The Seebeck coefficient or thermopower S is defined in
the absence of a mass current via ∇V = S∇T , and
hence
− eS = 1
T
L12
L11
. (2.2b)
Finally, the heat, or thermal, conductivity κ in the ab-
sence of a mass current, which is the usual experimental
situation, is given by the combination
κ =
1
T 2
(
L22 − (L12)2/L11
)
. (2.2c)
The Onsager coefficients L11 and L22 are given by the
Kubo expressions for the mass current - mass current
and heat current - heat current susceptibilities, respec-
tively, and L12 by the one for the mixed mass current -
heat current susceptibility.7,10 The Kubo formulas repre-
sent the exact linear response of the system and are very
difficult to evaluate. They often are evaluated in a con-
serving approximation that is equivalent to the linearized
Boltzmann equation,7,11 which we discuss next.
B. The linearized Boltzmann equation
1. The linearized Boltzmann equation for the distribution
function
Let f0(x) = 1/(e
x + 1) be the equilibrium Fermi-Dirac
distribution, and f the distribution in the presence of an
external perturbation. It is convenient to parameterize
f in terms of a function Φ(k) by
f(k) = f0(k/T )− ∂f0(k/T )
∂k
Φ(k) , (2.3)
where k is the electronic single-particle energy. For sim-
plicity we will assume a parabolic band, k = k
2/2m,
and in the main text of this paper we consider scatter-
ing processes that do not depend on the electron spin in
an essential way. This includes scattering by phonons,
antiferromagnons, and helimagnons; in Paper II we will
generalize to the ferromagnetic case where the spin de-
pendence is crucial. We are interested in perturbations
that consist of an electric field E = −∇V and a temper-
ature gradient ∇T . The linearized Boltzmann equation
then reads2,11
− eE ·∇kf(k) + 1
m
k ·∇T ∂f
∂T
=
(
∂f
∂t
)
coll
(k) . (2.4)
It expresses the balance between the streaming term on
the left-hand side and the temporal change of the distri-
bution function due to collisions on the right-hand side.
To linear order in Φ the collision term can be written11(
∂f
∂t
)lin
coll
(k) ≡ (CΦ)(k) =
=
−1
k3F
∫
dk′W (k,k′) [Φ(k)− Φ(k′)] . (2.5a)
with the kernel W given by
W (k,k′) = g0
T1F
T
|k′ − k|2
2m
n0(ωk′−k/T )
ωk′−k
× [f0(ξk/T ) (1− f0(ξk′/T )) δ (k − k′ + ωk′−k)
+ f0(ξk′/T ) (1− f0(ξk/T )) δ (k − k′ − ωk′−k)] .
(2.5b)
Here ξk = k − µ, and F = µ(T = 0) and kF =
√
2mF
are the Fermi energy and Fermi wave number, respec-
tively. We use units such that kB = ~ = 1. T1 is the
bosonic frequency scale, which is on the order of the De-
bye frequency or its magnetic analogs. n0(x) = 1/(e
x−1)
3is the equilibrium Bose-Einstein distribution. We assume
that the phonons remain in equilibrium, leaving an exact
treatment of the full coupled non-equilibrium problem for
future work. Here, and throughout the paper, g0 denotes
a dimensionless coupling constant of O(1) that depends
on the boson being exchanged. ωk is the wave-vector
dependent boson frequency. For simplicity, in the main
text we will take the frequency – wave-number relation
to be linear, as is appropriate for phonons and antiferro-
magnons,
ωk = c|k| (phonons, AFMs) . (2.6)
Scattering by helimagnons, which have a more com-
plicated anisotropic k-dependence of the frequency, see
Ref. 12 and Appendix C, can be treated in complete anal-
ogy at the expense of more complicated integrals. In the
phonon case, c is the speed of sound. In the antiferromag-
netic case, it is the spin-wave stiffness coefficient. For an-
tiferromagnets, we consider the scattering by Goldstone
modes only. Overdamped paramagnon excitations con-
tribute a T 2 to the electrical resistivity that dominates
over the latter at low T .5
We note that the kernel W is symmetric, and hence the
collision operator C is self-adjoint in the space of square-
integrable functions. Furthermore, C has a zero eigen-
value with the corresponding eigenfunction the constant
function Φ(k) = const., which reflects electron number
conservation.
For later reference we define the nearly-free-electron
density of states
NF = kFm/2pi
2 (2.7)
which will serve as a normalization factor.
2. Integral equations for the transport coefficients
In antiferromagnets and helimagnets the conduction
band is split by the exchange interaction, and the func-
tion Φ depends on the sub-band index. However, scat-
tering processes that couple different sub-bands are ex-
ponentially suppressed at low temperatures. As a result,
the leading contribution to the transport coefficients at
low temperature comes from scattering within a given
sub-band (‘intraband scattering’), and the contributions
from the two sub-bands have the same temperature de-
pendence. We therefore ignore the band splitting, which
just has a minor quantitative effect on the prefactor
of the leading power law, and treat the scattering by
phonons, antiferromagnons, and helimagnons together.
Ferromagnons, which couple only electrons in different
sub-bands (‘interband scattering’) will be considered in
Paper II.
For the purpose of calculating the electrical and ther-
mal conductivity, respectively, it is convenient to write
Φ(k) =
e
m
E · kϕ0(k) , (2.8a)
and
Φ(k) =
−1
m
∇T · k ξk ϕ1(k) , (2.8b)
and transform the linearized Boltzmann equation (2.4)
into integral equations for ϕ0 and ϕ1. This procedure,
which uses Eqs. (2.8) in (2.5a), performs the angular inte-
grations, and ignores terms that do not contribute to the
low-temperature behavior, involves a substantial amount
of algebra and can be found in, e.g., Ref. 11. Alterna-
tively, the same result can be obtained by evaluating the
Kubo formula in a conserving approximation.7 The re-
sulting integral equations can be written
Λ()ϕ0() = −1 , (2.9a)
Λ()ϕ1() = − , (2.9b)
with the collision operator Λ defined as
Λ() =
∫
du [K(, u)R→u −K0(, u)] . (2.10)
Here, and throughout the paper,
∫
du indicates a definite
integral over all real u. The defining property of the
operator R is
R→u f() = f(u) (2.11)
for any function f , and the kernel K has three contribu-
tions,
K(, u) = K0(, u)−K1(, u)−K2(, u) (2.12)
that are defined in terms of the effective scattering poten-
tial. For both phonons and antiferromagnons one finds
K0(, u) =
[
n0
(
u− 
T
)
+ f0
( u
T
)]
V0(u− ) (2.13a)
where
V0(u) = g0(u/T1)
2sgn (u) Θ(T1 − |u|) (2.13b)
with g0 the dimensionless coupling constant of O(1) men-
tioned after Eq. (1.1b). One way to see the origin of this
structure is explained in Appendix A. For the purpose of
calculating transport coefficients in the low-temperature
regime, T  T1, this becomes
K0(, u) =
(
T
T1
)2
k0
(

T
,
u− 
T
)
(2.14a)
where
k0(x, y) = g0 [n0(y) + f0(y + x)] y
2sgn (y) . (2.14b)
The other two kernels are given by
K1(, u) =
−1
2F
(u− )K0(, u) , (2.14c)
K2(, u) =
1
2
(
u− 
T1
)2
K0(, u) . (2.14d)
4The integral equations (2.9) are now completely defined.
The transport coefficients σ, σh, and S are determined
by their solutions via
σ =
ne2
mT
∫
dw()ϕ0() , (2.15a)
−STσ/e = n
mT
∫
dw()ϕ1() , (2.15b)
Tσh =
n
mT
∫
dw()  ϕ1() . (2.15c)
Here
w() = −T ∂f0(/T )
∂
= f0(/T ) [1− f0(/T )]
=
1
4 cosh2(/2T )
(2.16a)
is a weight function with normalization∫
dw() = T . (2.16b)
The expressions (2.14) through (2.15) are valid for deter-
mining the leading low-temperature dependence of the
transport coefficients only, as their derivations neglect
terms of order /F that translate into T/F via the tem-
perature scaling of .13
For later reference we note that the kernels obey the
symmetry relations
w()K0,2(, u) = w(u)K0,2(u, ) , (2.17a)
w()K1(, u) = −w(u)K1(u, ) , (2.17b)
which can be checked by an explicit calculation. We fur-
ther note that the structure of the kernel K gives rise to
three parts of the collision operator,
Λ() = Λ0()− Λ1()− Λ2() (2.18a)
with
Λ0() =
∫
du [K0(, u)R→u −K0(, u)] , (2.18b)
Λ1() =
∫
duK1(, u)R→u , (2.18c)
Λ2() =
∫
duK2(, u)R→u . (2.18d)
It is useful to define functions
Γn() =
∫
duKn(, u) (n = 0, 1, 2) . (2.19a)
Dimensionally, the Γn are energies, and physically, re-
laxation rates. Γ0 and Γ2 are even functions of their
arguments, while Γ1 is odd. They have the scaling forms
Γ0() =
T 3
T 21
γ0(/T ) , (2.19b)
Γ1() =
−T 4
2T 21 F
γ1(/T ) , (2.19c)
Γ2() =
T 5
2T 41
γ2(/T ) , (2.19d)
where
γn(x) =
∫
dy yn k0(x, y) . (2.19e)
For a discussion and explicit determination of these scal-
ing functions, see Appendix B.
3. Properties of the collision operator
We define a scalar product in a space of real-valued
functions by means of the weight function w, Eq. (2.16a):
〈ψ|ϕ〉 =
∫
dw()ψ()ϕ() . (2.20a)
In particular, if we denote by |1〉 the constant func-
tion identically equal to 1, then the normalization of the
weight function, Eqs. (2.16), takes the form
〈1|1〉 = T . (2.20b)
By using the symmetry relations (2.17) we see that K0
and K2 are self-adjoint with respect to the scalar prod-
uct 〈 | 〉, whereas K1 is skew-adjoint. Now consider the
eigenproblem for the part Λ0 of the collision operator,
Λ0|ψ〉 = λ|ψ〉 . (2.21)
From Eq. (2.18b) it is obvious that one of the eigenval-
ues is zero, λ0 = 0, with a constant function ψ0 that is
nonzero, but otherwise arbitrary, as the eigenfunction:
|ψ0〉 ∝ |1〉. Furthermore, this zero eigenvalue is non-
degenerate, and all other eigenvalues are negative. To
see this, we rewrite the eigenproblem as
Λ0()ψ() =
∫
duK0(, u+ ) [ψ(u+ )− ψ()]
= λψ() (2.22)
If we multiply this equation by w()ψ() and integrate,
we obtain
λ
∫
dw()ψ()2 =
=
∫
d duw()K0(, u+ )ψ() [ψ(u+ )− ψ()]
=
∫
d duw(u+ )K0(u+ , )ψ() [ψ(u+ )− ψ()]
= −
∫
d duw()K0(, u+ )ψ(u+ ) [ψ(u+ )− ψ()]
=
−1
2
∫
d duw()K0(, u+ ) [ψ(u+ )− ψ()]2 . (2.23)
Here we have used Eq. (2.17a) to go from the second
line to the third line, have relabeled the integration vari-
ables  →  − u and u → −u to go from the third line
to the fourth line, and have added the third and fourth
5lines to arrive at the last line. From the definition of
K0, Eqs. (2.13), it is easy to see that K0(, u) ≥ 0, and
K0(, u) = 0 if and only if  = u. Therefore, Eq. (2.23)
implies that λ = 0 if and only if ψ(u + ) = ψ() for all
values of u and , which in turn implies that ψ() ≡ const.
We conclude that there is only one linearly independent
eigenfunction for the zero eigenvalue, and all other eigen-
values are negative.
We will refer to the nonzero constant eigenfunction as
the ‘zero eigenfunction’, as opposed to the null function
that is identically equal to zero. Note that this zero eigen-
value of Λ0 is different from the zero eigenvalue of the
operator C in Sec. II B 1 above, which reflected electron
number conservation. The zero eigenvalue of Λ0, by con-
trast, reflects the fact that the electron momentum is
asymptotically conserved as T → 0 since the excitations
(phonons or magnons) that invalidate electron momen-
tum conservation get frozen out. This will be important
in the next section, where we will see that the contri-
butions Λ1 and Λ2 to the collision operator perturb the
zero eigenvalue and lead to a nonzero smallest eigenvalue
of the full collision operator Λ that vanishes as T → 0.
We also note that the same reasoning as above implies
that the collision operator C in Eqs. (2.5) has a negative
semi-definite spectrum. This ensures that the perturbed
zero eigenvalue of Λ is negative.
III. SOLUTIONS OF THE INTEGRAL
EQUATIONS
In this section we present formally exact solutions of
the integral equations (2.9). Technically, what makes an
exact solution possible is the fact that the leading, in
a temperature-expansion sense, part of the collision op-
erator is the operator Λ0 in Eqs. (2.18a) and (2.18b),
which has a zero eigenvalue with the corresponding zero
eigenfunction being the constant function, as we have
seen in Sec. II B 3. The less leading parts of the colli-
sion operator perturb the zero eigenvalue and lead to a
nonzero negative smallest eigenvalue of the full collision
operator Λ for T > 0. This perturbed zero eigenvalue is
the dominant contribution to the electrical conductivity
and the thermopower, i.e., the two transport coefficients
that are related, roughly speaking, to the inverse colli-
sion operator. The situation with respect to the thermal
conductivity is somewhat more complicated, as we will
see.
In Sec. III A we construct a solution based on a spectral
representation of the collision operator Λ. The assump-
tions implicit in this exact solution can be eliminated,
and the procedure made rigorous, if at the expense of sub-
stantially increased mathematical complexity, see Ref. 8.
In Sec. III B we give an alternative solution method using
projection operators14,15 that yields the same result.
Using the scalar product notation from Eqs. (2.20) we
write the integral equations (2.9) in the form
Λ|ϕ0〉 = −|1〉 , (3.1a)
Λ|ϕ1〉 = −|〉 , (3.1b)
where |〉 represents the linear function f() = . The
transport coefficients from Eqs. (2.15) can now be written
σ =
ne2
mT
〈ϕ0|1〉 , (3.2a)
−STσ/e = n
mT
〈ϕ1|1〉 , (3.2b)
Tσh =
n
mT
〈ϕ1|〉 . (3.2c)
A. Solution of the integral equations I: Spectral
method
We assume that the collision operator Λ has a spectral
representation
Λ =
∑
n
µn
|en〉〈en|
〈en|en〉 (3.3)
with discrete eigenvalues µn and a complete orthogonal
set of right eigenvectors |en〉 and left eigenvectors 〈en|.16
We have defined the collision operator such that its spec-
trum is negative definite, as is customary in kinetic the-
ory. The unit operator is represented by
1 =
∑
n
|en〉〈en|
〈en|en〉 . (3.4)
The solutions of the integral equations (2.9) will be dom-
inated by the eigenvalue of Λ with the smallest abso-
lute value, which we denote by µ0, with a corresponding
(right) eigenfunction |e0〉. µ0 and |e0〉 can be determined
by means of a systematic low-temperature expansion as
follows.
From Sec. II B 2 we know that the kernels K0, K1, and
K2 scale with different powers of T , and so do the cor-
responding collision operators, which dimensionally are
energies. If we use T1 as the basic energy scale and mea-
sure the collision operators in units of T1, then Λ0 scales
as Λ0 ∼ (T/T1)3, and Λ1 and Λ2 scale as T 4/T 31 F and
(T/T1)
5, respectively. We can therefore set up a system-
atic low-temperature expansion by introducing a small
parameter α ∼ T/T1. In addition, the operator Λ1 leads
to factors of T1/F. This ratio is not necessarily small
(it is in metals, but not in, e.g., semiconductors), and we
will not assume that it is. We now write
Λ = α3Λ0 − α4Λ1 − α5Λ2 , (3.5)
and put α = 1 in the end. We expand µ0 and |e0〉 in
powers of α,
µ0 = α
3µ
(0)
0 + α
4µ
(1)
0 + α
5µ
(2)
0 +O(α
6) , (3.6a)
|e0〉 = |e(0)0 〉+ α|e(1)0 〉+ α2|e(2)0 〉+O(α3) (3.6b)
6and consider the eigenproblem
Λ|e0〉 = µ0|e0〉 . (3.7)
Two properties of the collision operator will be very
useful for analyzing this problem, viz.
Λ0|1〉 = 〈1|Λ0 = 0 , (3.8a)
Λ1|1〉 = |Γ1〉 = −1
2F
Λ0|〉 . (3.8b)
Equation (3.8a) reflects the zero eigenvalue of Λ0 that
was discussed in Sec. II B 3. Equation (3.8b) follows from
the relation (2.14c) between the kernels K1 and K0, and
|Γ1〉 represent the function Γ1 defined by Eq. (2.19a). We
further note that the skew-adjointness of Λ1 implies
〈1|Λ1 = 1
2F
〈|Λ0 = −〈Γ1| . (3.9a)
and hence
〈1|Λ1|1〉 = 0 . (3.9b)
We now expand Eq. (3.7) in powers of α and compare
coefficients. To lowest (i.e., cubic) order in α we have,
from Eq. (2.18b) or (3.8a),
µ
(0)
0 = 0 , (3.10a)
|e(0)0 〉 = |1〉 , (3.10b)
〈e(0)0 | = 〈1| . (3.10c)
To next-leading (i.e., quartic) order in α we have
Λ0|e(1)0 〉 − Λ1|1〉 = µ(1)0 |1〉 . (3.11)
Multiplying this equation from the left with 〈1|, and us-
ing Eqs. (3.8a) and (3.9b) we have
µ
(1)
0 = 0 . (3.12a)
For the eigenvector at this order we thus obtain
|e(1)0 〉 = Λ−10 Λ1|1〉 =
−1
2F
|〉 , (3.12b)
〈e(1)0 | = 〈1|Λ1Λ−10 =
1
2F
〈| , (3.12c)
where we have used Eq. (3.8b). Note that the inverse
Λ−10 formally exists in this context since the function
Λ1|1〉 = |Γ1〉 is orthogonal to the zero eigenvector of Λ0
due to symmetry, and hence the zero eigenvalue does
not contribute. (We will come back to this point in
Sec. III B.) To fifth order in α we have
Λ0|e(2)0 〉 − Λ1|e(1)0 〉 − Λ2|1〉 = µ(2)0 |1〉 . (3.13)
Again multiplying from the left with 〈1| this yields
〈1|1〉µ(2)0 = −〈1|Λ2|1〉 − 〈1|Λ1|e(1)0 〉
= −〈1|Γ2〉 − 1
2F
〈Γ1|〉 . (3.14)
Here we have used Eqs. (3.12b) and (3.9a), and the func-
tion Γ2 is defined by Eq. (2.19a). If we define an average
with respect to the weight function w by
〈f〉w = 1
T
∫
dw() f() =
〈1|f〉
〈1|1〉 (3.15)
we now have for the lowest eigenvalue
µ0 = −α5
[
〈Γ2〉w + 1
2F
〈Γ1〉w
]
+O(α7) . (3.16a)
Symmetry considerations show that there are no contri-
butions to µ0 at even powers of α. The corresponding
right and left eigenvectors are
|e0〉 = |1〉 − α
2F
|〉+O(α2) , (3.16b)
〈e0| = 〈1|+ α
2F
〈|+O(α2) . (3.16c)
We now have the following expression for the inverse
of the collision operator:
Λ−1 =
∑
n
1
µn
|en〉〈en|
〈en|en〉 ≈
1
µ0
|e0〉〈e0|
〈e0|e0〉
=
1 +O(α2)
α5µ
(2)
0 〈1|1〉
[
|1〉 − α
2F
|〉+O(α2)
]
×
[
〈1|+ α
2F
〈|+O(α2)
]
. (3.17)
For ϕ0, i.e., the solution of Eq. (3.1b), this yields the
scaling behavior
|ϕ0〉 ∼ 1 +O(α
2)
α5
|1〉+ 1
α4
|〉+O(1/α3) . (3.18a)
Note that the α-expansion is singular with respect to the
basic α3-scaling of Λ0. This is a consequence of the zero
eigenvalue of Λ0. Λ1 and Λ2 perturb the zero eigenvalue
and lead to a finite inverse Λ−1, but since they are of
higher order in α that inverse diverges as α→ 0. Explic-
itly we have for the leading low-temperature behavior of
ϕ0
|ϕ0〉T→0 = 1
α5
φ0|1〉− 1
α4
φ0
1
2F
|〉+O(1/α3) , (3.18b)
where
φ0 =
−1
µ
(2)
0
=
1
〈Γ2〉w + 〈Γ1〉w/2F . (3.18c)
The integrals that determine the average rates in
Eq. (3.18c) can be performed, see Appendix B. We find
〈Γ2〉w = 120 ζ(5)T 5/T 41 , (3.18d)
〈Γ1〉w = 60 ζ(5)T 5/FT 21 , (3.18e)
7with ζ the Riemann zeta function. If we finally put α = 1,
this yields
φ0 =
1
120 ζ(5)g0
1
1 + T 21 /4
2
F
T 41
T 5
, (3.18f)
|ϕ0〉 = φ0|1〉 − φ0 1
2F
|〉+O(1/T 3) (3.18g)
where the powers of T/T1 correspond to the powers of α
in Eq. (3.18a) as they must.
We next discuss the function ϕ1 that is the solution of
Eq. (3.1b). The inhomogeneity |〉 scales as T and hence
carries a factor of α in our counting scheme, so we rewrite
the integral equation as
Λ|ϕ1〉 = −α|〉 . (3.1b’)
The solution has a ‘hydrodynamic’ contribution17 that is
related to the perturbed zero eigenvalue and is obtained
by operating with Λ−1 as given in Eq. (3.17) on |〉:
|ϕ1〉hyd = 1
α3
φ0
〈2〉w
2F
[
|1〉 − α
2F
|〉+O(α2)
]
(3.19)
In addition, there is a ‘non-hydrodynamic’ or ‘kinetic’
contribution that is unrelated to the perturbed zero
eigenvalue. To lowest order in α it is given by the so-
lution of
Λ0|ϕ1〉kin = −1
α2
|〉 , (3.20)
which exists since the inhomogeneity in Eq. (3.20) is or-
thogonal to the zero eigenvector |1〉. Equations (2.18b)
and (2.14) imply that the vector
|ϕ1〉kin = 1
α2
|h〉 (3.21a)
represents a function h() that has the scaling form
h() =
(
T1
T
)2
h(/T ) (3.21b)
with h the solution of∫
dy k0(x, y − x) h(y)− γ0(x) h(x) = −x . (3.21c)
Here k0 and γ0 are given by Eqs. (2.14b) and (2.19c),
respectively. |ϕ1〉, up to O(1/α2), thus has the form
|ϕ1〉 = 1
α3
φ0
〈2〉w
2F
|1〉− 1
α2
φ0
〈2〉w
42F
|〉+ 1
α2
|h〉 . (3.22)
The non-hydrodynamic or kinetic part h, which is defined
by Eqs. (3.21), we have been unable to express explicitly,
but its existence and scaling behavior are guaranteed.
Note that the kinetic part contributes only to the con-
tribution that is orthogonal to the zero eigenvector |1〉.
It scales as 1/α2, as does the hydrodynamic contribu-
tion to that part of |ϕ1〉. However, the latter also carries
a factor of (T1/F)
2. In systems where T1/F  1 the
non-hydrodynamic contribution thus dominates the hy-
drodynamic one.
B. Solution of the integral equations II: Projector
method
We now give an alternative method for deriving
Eqs. (3.18) and (3.21). We define an operator P that
projects onto the one-dimensional subspace spanned by
the zero eigenfunction |1〉 of Λ0,
P =
1
〈1|1〉 |1〉〈1| , (3.23a)
and a second projector P⊥ that projects onto the com-
plement of that subspace,
P⊥ = 1− P . (3.23b)
In addition to the projector property
P 2 = P , P 2⊥ = P⊥ , (3.24a)
the projectors have the following properties:
PΛ0 = Λ0P = 0 , (3.24b)
P⊥Λ1|1〉 = Λ1|1〉 = |Γ1〉 , (3.24c)
PΛ1P = 0 , (3.24d)
PΛ2P = 〈Γ2〉wP . (3.24e)
Equation (3.24b) reflects the zero eigenvalue of Λ0, and
Eqs. (3.24c, 3.24d) reflect the skew-adjointness of Λ1. We
further define
Λ0⊥ = P⊥Λ0P⊥ (3.25)
which possesses an inverse since P⊥ removes the zero
eigenvalue of Λ0. As we will see, within the framework of
the projector method the inverse of the collision opera-
tor Λ0 appears only in the form of Λ
−1
0⊥, which manifestly
exists.
Now we write the integral equation (2.9a) for ϕ0 in the
form
−|1〉 = Λ(P + P⊥)|ϕ0〉
= α3 [Λ0P |ϕ0〉+ Λ0P⊥|ϕ0〉 − αΛ1P |ϕ0〉
−αΛ1P⊥|ϕ0〉 − α2Λ2P |ϕ0〉 − α2Λ2P⊥|ϕ0〉
]
.
(3.26)
Operating on this identity from the left with P and using
Eqs. (3.24) yields
−|1〉 = −α3 {[αPΛ1P⊥ +O(α2)]P⊥|ϕ0〉
−α2〈Γ2〉wP |ϕ0〉
}
.(3.27a)
Similarly, operating on Eq. (3.26) with P⊥ yields
0 = [Λ0⊥ +O(α)]P⊥|ϕ0〉 −
[
αP⊥Λ1 +O(α2)
]
P |ϕ0〉 .
(3.27b)
Using Eq. (3.27b) in Eq. (3.27a) to express P⊥|ϕ0〉 in
terms of P |ϕ0〉 we obtain
−|1〉 = −α5 (PΛ1P⊥Λ−10⊥P⊥Λ1 + 〈Γ2〉w)P |ϕ0〉+O(α3) .
(3.28)
8But P |ϕ0〉 ∝ |1〉, so we write
P |ϕ0〉 = 1
α5
φ0|1〉+O(1/α3) . (3.29a)
Multiplying Eq. (3.28) from the left with 〈1| and using
Eqs. (3.24) as well as Eqs. (3.8a) and (3.9a) we obtain φ0
as written in Eq. (3.18c). Inserting this in Eq. (3.27b)
and solving for P⊥|ϕ0〉 yields, with the help of Eq. (3.8b),
P⊥|ϕ0〉 = −1
α4
φ0
1
2F
|〉+O(1/α3) . (3.29b)
Since |ϕ0〉 = P |ϕ0〉+P⊥|ϕ0〉 we now have Eq. (3.18b) for
|ϕ0〉.
We now use the same method for determining ϕ1. We
write Eq. (2.9b) in the form
−α|〉 = Λ(P + P⊥)|ϕ1〉
= α3 [Λ0P |ϕ1〉+ Λ0P⊥|ϕ1〉 − αΛ1P |ϕ1〉
−αΛ1P⊥|ϕ1〉 − α2Λ2P |ϕ1〉 − α2Λ2P⊥|ϕ1〉
]
.
(3.30)
Operating from the left with P and using Eqs. (3.24) we
obtain
0 = − [αPΛ1P⊥ +O(α2)]P⊥|ϕ1〉 − α2〈Γ2〉wP |ϕ1〉 .
(3.31a)
Similarly operating on Eq. (3.30) with P⊥ and solving
for P⊥|ϕ1〉 we find
P⊥|ϕ1〉 = −Λ−10⊥|〉+ Λ−10⊥
[
αP⊥Λ1 +O(α2)
]
P |ϕ1〉 .
(3.31b)
Using Eq. (3.31b) in (3.31a), and using Eqs. (3.24) again,
we find
P |ϕ1〉 = 1
α3
1
2F〈Γ2〉w
1
〈1|1〉
× [〈|〉 − α〈|Λ1P |ϕ1〉+O(α2)] |1〉 . (3.32)
Multiplying this from the left with 〈|Λ1 we can solve for
the matrix element 〈|Λ1P |ϕ1〉 to find
〈|Λ1P |ϕ1〉 = 1
α3
φ0
2F
〈|〉〈Γ1〉w . (3.33)
Equation (3.32) now yields
P |ϕ1〉 = 1
α3
φ0
〈2〉w
2F
|1〉+O(1/α) . (3.34a)
Using this in Eq. (3.31b) we find
P⊥|ϕ1〉 = − 1
α2
φ0
〈2〉w
42F
|〉 − 1
α2
|h〉+O(1/α) (3.34b)
with |h〉 from Eqs. (3.21). Adding Eqs. (3.34a) and
(3.34b) we recover Eq. (3.22) for ϕ1.
C. The transport coefficients
From Eqs. (3.18) and (3.2a) we see that the electrical
conductivity scales as σ ∼ 1/α5 ∼ T 41 /T 5. Explicitly, we
have
σ =
ne2
m
φ0
1
α5
[
1 +O(α2)
]
. (3.35)
Here φ0, which plays the role of the transport relaxation
time relevant for the electrical conductivity, is given by
Eq. (3.18c). Putting α = 1, we thus have for the leading
low-temperature contribution
σ(T → 0) = ne
2
m
1
120 ζ(5)g0
1
1 + T 21 /4
2
F
T 41
T 5
+O(1/T 3) .
(3.36a)
This result is more commonly written in terms of the
electrical resistivity ρ = 1/σ,
ρ(T → 0) = m
ne2
120 ζ(5)g0
(
1 + T 21 /4
2
F
)
T 5/T 41 +O(T
7) .
(3.36b)
Note that this result is exact, including the prefactor of
the Bloch T 5 behavior.
The thermopower S scales as S ∼ α ∼ T/F. By using
Eq. (3.22) in Eq. (3.2b), 〈2〉w = pi2T 2/3, and putting
α = 1, we obtain
− eS(T → 0) = pi
2
6
T
F
+O(T 3) . (3.37)
This result, including the prefactor, is also exact.
Finally, the heat conductivity scales as σh ∼ 1/α2 ∼
1/T 2. By using Eq. (3.22) in (3.2c) we have explicitly
σh =
1
α2
n
mT
(
1
T
〈h|〉 − φ0 〈
2〉2
42F
)
. (3.38)
with the function h from Eqs. (3.21). The result for the
heat conductivity is often written as an expression for
σh/T , which dimensionally is an inverse relaxation rate,
as is the electrical conductivity σ. (To the extent that
the specific heat is linear in T , σh/T is proportional to
the heat diffusivity.) We therefore write our final result,
putting α = 1, as
σh(T → 0)/T = n
m
1
g0
(
η − pi
4/9
120ζ(5)
T 21 /4
2
F
1 + T 21 /4
2
F
)
T 21
T 3
+O(1/T ) , (3.39a)
where
η = g0
∫
d
 h(2)
cosh2 
, (3.39b)
with h from Eqs. (3.21), is a number independent of
g0. This result for the heat conductivity, Eqs. (3.39),
is also exact. It displays the well known 1/T 3 behavior,
as opposed to the Bloch 1/T 5 scaling of the electrical
conductivity.2,11
9IV. DISCUSSION
In summary, we have given exact solutions of the inte-
gral equations that determine the electrical conductivity,
the thermopower, and the thermal conductivity in sim-
ple metals in the low-temperature limit. Our method
establishes that the well-known power-law temperature
dependences of these transport coefficients are exact at
asymptotically low temperatures, and it also yields the
prefactors of the power laws exactly. We emphasize that
the method is very general. It relies only on the fact that
the electron momentum is conserved at zero temperature,
and still approximately conserved at low temperature.
The origin and quality of the excitations that scatter the
electrons is irrelevant, as is demonstrated by the fact that
the method works equally well for scattering by phonons,
antiferromagnons, and helimagnons. In Paper II we will
show that it also works for ferromagnons. It furthermore
is not restricted to scattering by weakly damped particle-
like excitations, it is equally applicable to scattering by
overdamped excitations such as paramagnons.
We conclude by discussing various aspects of our pro-
cedure and our results.
A. Relation to previous treatments
We briefly discuss the relation between our analysis
and previous treatments of the problem.
1. Solution of the integral equation
One popular method for solving the linearized Boltz-
mann equation for the electrical conductivity, or an
equivalent integral equation, is to transform it into an al-
gebraic equation by replacing all energy-dependent rates
by constants.7 As the constant solution for the function
ϕ0, Eq. (3.18g), shows, this is qualitatively correct, but
obviously misses the contribution from the kernel K1,
since 〈Γ1〉 = 0. Another method is to construct varia-
tional solutions,11 and the thermal transport coefficients
have been calculated by adding quenched disorder, as-
suming the validity of Matthiessen’s rule, and interchang-
ing limits.11 All of these approximations are uncontrolled.
Whereas they do yield the correct low-temperature de-
pendence, even this conclusion can be drawn only by
solving the integral equations exactly, as we have done
in this paper, and on occasion it has been doubted that
they do.7 The approximations obviously provide no con-
trol over the prefactor of the power laws. As mentioned
above, the most commonly used approximation for the
electrical conductivity misses the Γ1 contribution, i.e.,
the T 21 /4
2
F term in the denominator of Eq. (3.18f), even
if the rates are replaced by their energy averages with the
appropriate weight. The Wilson-Sondheimer result for
the thermopower, −eS(T → 0) = pi2T/3F,2,11 has the
correct temperature dependence, but the prefactor is too
large by a factor of 2. The thermal conductivity is some-
times argued to be given by the single-particle relaxation
rate, since thermal relaxation does not favor backscat-
tering events as the electrical conductivity does.2 While
it is true that the heat diffusivity and the single-particle
rate have the same temperature scaling, see Eqs. (3.39a)
and (B4a), this statement is misleading: The solution for
the function ϕ1, Eq. (3.22), is not related to the single-
particle rate.
Our technique for a formally exact solution was de-
veloped in Ref. 8. The same reference showed how to
eliminate various assumptions (most prominently how to
prove the existence and properties of the spectral repre-
sentation of the collision operator) and make the treat-
ment mathematically rigorous. A non-rigorous derivation
of the Bloch law for the electrical conductivity based on
spectral methods was given earlier in Ref. 18.
Our general technique of taking advantage of the per-
turbed zero eigenvalue of the collision operator, whose
eigenvector we refer to as the hydrodynamic mode, is
based on classical kinetic theory, see, e.g., Ref. 19. In
the quantum case the limit T → 0 provides perturba-
tive control that allows for an exact determination of the
low-temperature behavior. Both the spectral representa-
tion method in Sec. III A and the projector method in
Sec. III B allow for a controlled expansion in the parame-
ter α ∼ T , even though the underlying integral equation
cannot be solved by iteration, due to the zero eigenvalue
of Λ0.
2. Origin of the skew-symmetric kernel
The frequency dependence of the kernels that is not re-
lated to the distribution functions derives from averages
of the spectrum V ′′ of the effective potential over energy
shells at fixed distances from the chemical potential. For
the intraband case this average has the form
1
N2FV
2
∑
k,p
V ′′(k − p, u) δ(ξk − ) δ(ξp − − u) (4.1)
The distance  from the Fermi surface scales as the tem-
perature by virtue of the weight function w defined in
Eq. (2.16a). The  in the arguments of the δ-functions
therefore leads only to effects of O(T/F) that do not
contribute to the leading low-T behavior.20 The u in the
argument of the second δ-function leads to the kernel K1,
and in addition to corrections to the limits of the wave-
number integration that again do not contribute to the
leading low-T behavior. The kernel K1 was neglected in
Ref. 18, its role was discussed in Ref. 8.
It is important that the kernel K1, and hence the con-
tribution Λ1 to the colllision operator, is skew-adjoint
with respect to the scalar product defined in Eq. (2.20a),
while Λ0 and Λ2 are self-adjoint. By contrast, the col-
lision operator C in Eq. (2.5a) is self-adjoint. This is
because C and Λ are defined on different function spaces,
with different scalar products.
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B. Technical aspects of the exact solution
Our formally exact treatment relies on several assump-
tions, most importantly, the existence of a spectral rep-
resentation of the collision operator with a discrete spec-
trum, Eq. (3.3). This is not assured, since the collision
operator is not self-adjoint with respect to the chosen
function space. The projector method of Sec. III B relies
on the same assumptions, since the very construction of
the projectors hinges on the properties of the spectrum.
These assumptions can be rigorously proven, if desired,
as was shown in Ref. 8.
As was mentioned after Eq. (2.5b), the integral equa-
tions (2.9) that are our starting point are derived from
the Boltzmann equation under the unphysical assump-
tion that the bosons remain in thermal equilibrium. It
is conceivable that our method can also be used to
construct an exact solution of the full coupled non-
equilibrium problem. This is left for a future project.
C. Remarks concerning the thermal conductivity
The heat conductivity as given by Eq. (2.15c) or, more
generally, by the heat current – heat current Kubo func-
tion, is the correlation function of the kinetic part of the
energy current only. In addition, there is a potential con-
tribution to the energy current that is not explicit in the
Kubo formula. This contribution is hidden in the Fermi-
liquid parameters that enter the Kubo expression for the
heat conductivity, as Landau Fermi-liquid theory maps
the interacting problem, where the potential energy is
present, onto a problem of non-interacting quasiparticles.
A qualitative difference between the heat conductiv-
ity on one hand, and the electrical conductivity or the
thermopower on the other, is that the leading low-
temperature dependence of the heat conductivity is not
determined by the perturbed zero eigenvalue alone. As
is obvious from Eq. (3.22), the non-hydrodynamic, or ki-
netic, part of the function ϕ1 contributes equally to the
heat conductivity (but not to the thermopower). The ki-
netic part is given by the scaling function h, which in turn
is the solution of the integral equation (3.21c), which is
not known explicitly. Consequently, the final result for
the heat conductivity, Eq. (3.39a), depends on the num-
ber η which is not known explicitly.
The scaling behavior of the kinetic contribution to
the heat conductivity can be immediately deduced from
Eq. (3.20): The collision operator Λ0 scales as the single-
particle rate Γ0, and hence we have, in scaling sense,
ϕkin1 () ∼ /Γ0() =  T 21 /T 3 γ0(/T ). For the heat con-
ductivity Eq. (3.2c) this yields σkinh /T ∼ 1/〈Γ0〉w ∝
T 21 /T
3, in agreement with Eq. (3.39a). Here 〈Γ0〉w is the
averaged single-particle rate from Eq. (B4a). The hydro-
dynamic contribution has the same temperature scaling,
as the power-counting arguments in Sec. III show, but
carries a factor of (T1/F)
2. We emphasize, however, that
these simple arguments are valid in a scaling sense only,
see the remarks in Sec. IV A 1.
Appendix A: Effective potentials
In this appendix we list the dynamical potentials that
describe the effective electron-electron interaction due to
boson exchange and explain their origins. All of the po-
tentials have the form
V (k, z) =
v(k)
N2F
χ(k, z) . (A1a)
Here χ is the susceptibility of the relevant bosonic exci-
tation as a function of a wave vector k and a complex
frequency z. Our normalization is such that χ is dimen-
sionally a density of states. For undamped propagating
excitations it has the form
χ(k, z) ∝ 1
ω20(k)− z2
(A1b)
with ω0(k) the resonance frequency of the relevant exci-
tation. The numerator, which dimensionally is an energy
divided by a volume, also depends on the nature of the
excitation and may be k dependent, see below. v(k)
is a dimensionless coupling factor whose k-dependence
depends on the number of Fermi-surface sheets and the
nature of the scattering process, as follows.
In the phonon case there is only one Fermi surface,
the physically most obvious choice for χ arguably is the
density susceptibility, and v(k → 0) = v0 with v0 > 0
a number of O(1). (However, this choice for χ, and the
resulting constant coupling factor, obscures the presence
of a gradient squared that is built into the density sus-
ceptibility, see the discussion in Sec. A 1 a below.) In the
magnetic cases the relevant susceptibilities are related to
the spin density, but the scattering processes are more
complicated because the exchange interaction splits the
Fermi surface, resulting in two sub-bands separated in
energy space by the exchange splitting λ. The spin fluc-
tuations are generalized phases, and electrons within the
same sub-band can couple only to the gradient of the
phase. For scattering within the same sub-band (‘intra-
band scattering’) the coupling function therefore has the
form
v(k→ 0) = v0(k/kF)2 (intraband scattering) . (A2a)
Whereas, if the scattering is between sub-bands (‘inter-
band scattering’), then the two phases are distinct, the
coupling does not require a gradient, and one has
v(k→ 0) = v0 (interband scattering) . (A2b)
In the magnetic cases, where the Fermi surface is split,
the potential V , the susceptibility χ, and the coupling
v all are 2 × 2 matrices in the sub-band index. It is
physically obvious that the low-temperature dependence
of the scattering rates will be qualitatively different for
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interband and intraband scattering, respectively. Intra-
band scattering will lead to power-law relaxation rates in
the zero-temperature limit, whereas interband scattering
will lead to exponentially suppressed rates for tempera-
tures T  T0, with T0 a temperature scale determined by
λ. Whenever interband scattering processes are present
they will therefore dominate the low-temperature rates.
The relevant matrix elements then are the diagonal ones,
and the contributions from the two sub-bands will simply
add. This is the case for scattering by antiferromagnons
or helimagnons. The ferromagnetic case is special since
the magnons do not couple electrons within the same sub-
band. As a result, one has to deal with coupled equations
for the relaxation rates in the two bands, and the low-
temperature rates are exponentially small with power-
law prefactors. We will discuss the scattering problem
for this case in Paper II.
We now specify the relevant susceptibilities for all four
cases.
1. Susceptibilities
a. Phonons
The relevant susceptibility is the charge or number
density susceptibility χn
21,22
χn(k, z) =
ni
Mic2
ω2ph(k)
ω2ph(k)− z2
, (A3a)
where Mi and ni are the ionic mass and density, respec-
tively, c is the speed of sound, and the resonance fre-
quency
ωph(k) = c |k| (A3b)
displays the dispersion relation for acoustic phonons.
It is illustrative to recall that, in a crystal at T =
0, density fluctuations δn are given by the divergence
of the displacement vector u, δn = ni∇ · u, and the
displacement susceptibility χu is thus given by
χu(k, z) =
1/niMi
ω2ph(k)− z2
(A4a)
The divergence of the static displacement susceptibility
in the long-wavelength limit,
χu(k, z = 0) =
1/niMic
2
k2
(A4b)
reflects the nature of the phonon as the Goldstone mode
that results from the spontaneously broken translational
symmetry.
The fact that the density susceptibility determines the
effective potential for electron-phonon scattering, rather
than the Goldstone susceptibility χu, can be interpreted
as follows. Physically, the displacement is a generalized
phase, which electrons cannot couple to directly. The
coupling is to the gradient of the phase, i.e., the den-
sity, which is reflected in the extra factor of k2 in the
numerator of χn compared to χu. This is the reason
why the coupling v(k) in Eq. (A1a) is a constant in the
electron-phonon case, even though the scattering is of in-
traband nature. If one used the Goldstone susceptibility
χu, properly normalized, instead of χn, then the gradi-
ent squared would be provided by v(k), i.e., by Eq. (A2a)
with kF replaced by the Debye wave number.
b. Antiferromagnons
In antiferromagnets, the relevant susceptibility is the
staggered magnetization susceptibility whose most sin-
gular part is21,23
χAFM(k, z) =
n20/χ⊥
ω2AFM(k)− z2
. (A5a)
Here n0 is the staggered magnetization amplitude, and
χ⊥ is the transverse homogeneous susceptibility (which
is finite). The resonance frequency
ωAFM(k) = c |k| (A5b)
shows the linear dispersion relation for antiferromagnetic
magnons, with c the spin-wave velocity.
Note that χAFM has the same form as the displacement
susceptibility χu in Eq. (A4a). χAFM(k, z) thus is the
Goldstone susceptibility, and Eqs. (A2) apply for intra-
and interband scattering, respectively. Antiferromagnons
couple electrons in the same sub-band, and therefore in-
traband scattering dominates in the T → 0 limit.
c. Helimagnons
In helical magnets the relevant susceptibility is propor-
tional to a phase susceptibility of the form6
χHM(k, z) =
m0Dq
2
ω2HM(k)− z2
. (A6a)
Here m0 is the amplitude of the helically modulated mag-
netization, and D is a spin stiffness coefficient. For wave
numbers smaller than the pitch wave number q the reso-
nance frequency is anisotropic12
ωHM(k) = D
√
q2k2z + k
4
⊥ (A6b)
with kz and k⊥ the components of k parallel and perpen-
dicular to the pitch wave vector q, respectively. For wave
numbers larger than q the resonance frequency crosses
over to the ferromagnetic one given in Sec. A 1 d below.
The Fermi surface is split, and the same considerations
about intraband versus interband scattering as in the an-
tiferromagnetic case apply.
12
We note that helical magnets also support columnar
phases of skyrmionic type,24 where the relevant reso-
nance frequency is similar to ωHM, but with the roles
of kz and k⊥ interchanged.25,26 This case can be treated
in complete analogy to the helimagnon case.
d. Ferromagnons
The ferromagnetic case is different from all others
in several respects. First, the resonance frequency is
quadratic in k,
ωFM(k) = Dk
2 . (A7)
Second, the ferromagnons do not couple electrons in the
same sub-band, so only interband scattering is present
and the coupling does not come with a gradient squared,
see the discussion around Eqs. (A2). The sub-bands are
characterized by the spin projection σ =↑, ↓≡ ±, and the
potential V from Eq. (A1a), with the spin labels written
explicitly, has the form
Vσσ′(k, z) =
v0
N2F
(1− δσσ′)χσ′(k, z) (A8a)
which explicitly shows the interband nature of the scat-
tering process. The susceptibility χσ describes a circu-
larly polarized ferromagnon with amplitude m0,
χ±(k, z) =
m0
ωFM(k)± z . (A8b)
The linear combinations χ+ ± χ− yield the matrix el-
ements of the transverse magnetic susceptibility,21,23
which have the form of Eq. (A1b).
The resulting contributions to the transport coeffi-
cients will be discussed in Paper II.
2. Effective potentials
In an approach to the transport problem via the Kubo
formula, the effective potential V enters via its spectrum
V ′′ averaged over energy shells at fixed distances from the
chemical potential.7 For the intraband case this average
has the form
1
N2FV
2
∑
k,p
V ′′(k − p, u) δ(ξk − ) δ(ξp − − u) (A9)
The phonon and antiferromagnon cases share the same
spectrum of the effective potential, viz.,
V ′′(k, u) =
g0
NF
c2k2
u
[δ(u− ck) + δ(u+ ck)] (A10)
where the dimensionless constant g0 is determined by
Eqs. (A3a) or (A4a) for phonons, and by (A5a) for anti-
ferromagnons.
FIG. 1: Exchange contribution to the electronic self energy.
The energy variable  scales as the temperature by
virtue of the weight function w in Eqs. (2.15). The 
in the arguments of the δ-functions therefore leads only
to effects of O(T/F) that do not contribute to the lead-
ing low-T behavior.20 The u in the argument of the sec-
ond δ-function leads to the kernel K1, and in addition to
corrections to the limits of the wave-number integration
that again do not contribute to the leading low-T behav-
ior. The effective potential that determines the kernel
K0 is thus
V¯ ′′(u) =
1
N2FV
2
∑
k,p
V ′′(k − p, u) δ(ξk) δ(ξp)
≈ g0
NF
(u/T1)
2sgn (u) Θ(T1 − |u|)
=
1
NF
V0(u) (A11)
where T1 = 2ckF and V0 is the function from Eq. (2.13b).
In helimagnets, intraband scattering also dominates,
but the anisotropic excitation spectrum makes the wave
number integrals more complicated. The analogous effec-
tive potential for interband scattering, which is relevant
for ferromagnets, will be discussed in Paper II.
Appendix B: Relaxation rates
In this appendix we discuss the relaxation rates defined
in Eqs. (2.19).
The single-particle relaxation rate Γ0 is usually defined
as the imaginary part of the electronic self energy. To
lowest order in the spectrum of the effective potential
V ′′(k, ω), Eq. (A10), it is given by the diagram shown in
Fig. 1. In terms of integrals this diagram reads
Γ0() =
∫ ∞
−∞
du
[
n0
( u
T
)
+ f0
(
u+ 
T
)]
1
V
∑
k
V ′′(k, u)
× 1
V
∑
p
δ(ξ(p+ k)− − u) δ(ξ(p)− ) .
(B1)
An inspection shows that this is identical with the rate
Γ0 defined in Eqs. (2.1a).
For the scaling function γ0, Eq. (2.19b), this yields
γ0(x) = 2 g0
[
2 ζ(3)− Li3(−ex)− Li3(−e−x)
]
(B2a)
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with ζ the Riemann zeta function, and Lin the polyloga-
rithm. For the other two scaling functions in Eqs. (2.18)
we have
γ1(x) = 6 g0
(
Li4(−ex)− Li4(−e−x)
)
, (B2b)
γ2(x) = 24 g0
[
2 ζ(5)− Li5(−ex)− Li5(−e−x
]
. (B2c)
The single-particle relaxation rate for a quasiparticle
on the Fermi surface shows the well-known T 3 behavior:
Γ0( = 0) = 7 ζ(3)g0 T
3/T 21 . (B3)
It is illustrative to explain the origin of the T 3 behavior
in a scaling sense. u scales as T , u ∼ T , and k ∼ u ∼
T due to the linear phonon spectrum. The integration
measures for the u and k integrations in Eq. (B1) thus
scale as du ∼ T , dk k2 ∼ T 3, and the spectrum of the
potential, Eq. (A10), scales as V ′′ ∼ k2/u2 ∼ T 0. Finally,
the convolution integral over the product of δ-functions
produces a factor of 1/k ∼ T−1, so Γ0 ∼ T 1+3+0−1 = T 3.
Due to the /T scaling of Γ0, the T -dependence of the
on-shell rate, Eq. (B3), is the same as the one of the
rate averaged over  with the weight function w() from
Eq. (2.16a),
〈Γ0〉w ≡ 1
T
∫
dw() Γ0() = 12 ζ(3) g0 T
3/T 21 . (B4a)
Similarly, we obtain
〈Γ1〉w = 60 ζ(5) g0 T 5/T 21 F , (B4b)
〈Γ2〉w = 120 ζ(5) g0 T 5/T 41 . (B4c)
In performing these integrals, it is helpful to do the -
integration first.
Appendix C: Results for helimagnons
The transport coefficients due to helimagnon scatter-
ing can be derived in analogy to the phonon and antifer-
romagnon cases by using the susceptibility and resonance
frequency given in Eqs. (A6a) and (A6b), respectively, in
the effective potential. This calculation establishes that
the result for the electrical conductivity first obtained in
Ref. 6 (see also Refs. 27,28) is exact. Here we recall how
this result comes about in a scaling sense, and give the
corresponding temperature dependences of the thermal
conductivity and the thermopower.
We recall the scaling arguments for the single-particle
rate Γ0, which scales as the collision operator Λ0, in the
phonon case as given after Eq. (B3), and consider the
modifications for the helimagnon case. The anisotropy of
the resonance frequency, Eq. (A6b), implies that kz and
k⊥ scale differently with temperature, viz., kz ∼ k2⊥ ∼ T .
The k-integration measure thus scales as dkz dk
2
⊥ ∼ T 2.
Similarly, the gradient-squared coupling from Eq. (A2a)
scales as k2⊥ ∼ T , and hence V ′′ ∼ T−1. Finally, the
p-integration still produces a factor of 1/k, which now
scales as 1/k ∼ 1/k⊥ ∼ T−1/2. Together, we have
Γ0 ∼ T 1+2−1−1/2 = T 3/2. Collecting powers of the pitch
wave number q and the exchange splitting λ one finally
obtains6
Γ0( = 0) ∝ λ
(
q
kF
)6 (F
λ
)2( T
Dq2
)3/2
. (C1)
This result holds for an electronic single-particle spec-
trum k with cubic symmetry. For nearly free electrons
the gradient-squared coupling is effectively a k2z ∼ T 2,
which leads to Γ0 ∼ T 5/2.6
For the function V0 that determines the kernel K0 via
Eq. (2.13a) this implies
V0(u) ∝ (|u|/T1)1/2sgn (u) Θ(T1 − |u|) . (C2)
The magnetic Debye temperature in this context is T1 =
Dk2F with D the spin stiffness coefficient from Eq. (A6a).
The kernel K2 is determined by an effective potential
that is given by a Fermi-surface average analogous to
Eq. (A11), but with an additional factor of (k − p)2/k2F
in the integrand that scales as (k−p)2⊥ ∼ |u|. As a result,
Eq. (2.14d) gets replaced by
K2(, u) =
|u− |
2T1
K0(, u) , (C3)
while K1 is still given by Eq. (2.14c). Λ1 and Λ2 thus
both scale the same way, Λ1 ∼ Λ2 ∼ T 5/2. The skew-
adjointness of Λ1 then implies that it does not contribute
to the leading temperature dependence of the electrical
resistivity. The latter is determined by Λ2 alone, and the
result is given by Eq. (C1) with an additional factor of
T/T1,
6
ρ ∝ λ
(
q
kF
)8 (F
λ
)2( T
Dq2
)5/2
. (C4)
The same result can be obtained by adapting the pro-
jector method from Sec. III B: Since Γ2 now scales as
〈Γ2〉w ∼ T Γ0 ∼ T 5/2, whereas 〈Γ1〉w ∼ T 2Γ0 ∼ T 7/2,
φ0 is given by
φ0 = 1/〈Γ2〉w . (C5a)
To leading order, ϕ0 is still given by
|ϕ0〉 = φ0|1〉 , (C5b)
and Eq. (3.2a) yields Eq. (C4) for the electrical resistivity.
The thermal transport behavior is also most easily an-
alyzed by means of the projector method. If we adjust
the procedure in Sec. III B for the fact that Λ1 and Λ2
now both scale the same way, we obtain, to leading order,
P |ϕ1〉 ∝ 〈
2〉w
〈Γ2〉w |1〉 . (C6)
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For the thermopower, Eq. (3.2b) then yields
S ∝ T/F , (C7)
as for phonons and antiferromagnons. However, in con-
trast to the phonon case, P⊥|ϕ1〉 and P |ϕ1〉 now scale
the same way. Consequently, the leading contribution to
P⊥|ϕ1〉 is given by the kinetic part alone,
P⊥|ϕ1〉 = −|h〉 , (C8)
with |h〉 from Eqs. (3.21), while the hydrodynamic part
is subleading. The scaling arguments given in Sec. IV C
still apply, and the dominant contribution to the heat
diffusivity thus is, apart from a numerical prefactor,
σh/T ∝ 1
λ
(
kF
q
)6(
λ
F
)2(
Dq2
T
)3/2
. (C9)
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