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1 The setting
Sampling: A subject makes a fixed number N > 0 of
successive observations, represented by random variables
X1, . . . ,XN. For example, when drawing coloured balls without
replacement from an urn, Xk designates the unknown colour
of the k-th ball.
Immediate prediction: The subject in some way uses zero
or more observations X1, . . . ,Xn made previously (so n be-
longs to {0,1, . . . ,N − 1}), to predict, or make inferences
about, the value of the next observation Xn+1.
Families of predictive lower previsions: The subject can
determine, beforehand, a finite and non-empty setX of pos-
sible values, or categories, for the random variables.
For each n and each sequence x = (x1, . . . ,xn) inX n, she
can give a predictive lower prevision Pn+1X (·|x) for Xn+1, given
the values (X1, . . . ,Xn) = (x1, . . . ,xn) = x of the previous ob-
servations. It is defined on the set of all gambles f onX .
X = {a,b,c}
N = 3
n= 2
x = (c,a)
Let f (a) = 1, f (b) = 3, f (c) =−2,
then, e.g., P3X ( f |c,a) =−12.
Let A= {a,c},
then, e.g., P3X (A|c,a) = 45.
An X -family σNX of predictive lower previsions is the set
formed for all possible observations:
σNX :=
{
Pn+1X (·|x) : x ∈X n and n= 0,1, . . . ,N−1
}
.
P1X
P2X (·|a)
P3X (·|a,a)
P3X (·|a,b)
P3X (·|a,c)
P2X (·|b)
P3X (·|b,a)
P3X (·|b,b)
P3X (·|b,c)
P2X (·|c)
P3X (·|c,a)
P3X (·|c,b)
P3X (·|c,c)
X = {a,b,c}
N = 3
Precise predictive families are those that only contain pre-
dictive linear previsions Pn+1X (·|x). With each of these, there
corresponds a predictive probability mass function. They in
turn allow us, using Bayes’s rule, to find the unique joint prob-
ability mass functions pnX onX
n and the corresponding joint
linear prevision PNX , which models beliefs about the values
that the random variables (X1, . . . ,XN) assume jointly inX N.
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Systems of predictive lower previsions: The inferences
or predictions of a predictiveX -family might depend on the
actual choice of X made. So we let our subject consider
predictive families for all conceivable choices ofX . We collect
these families in a system σN of predictive lower previsions:
σN :=
{
σNX : X is a finite and non-empty set
}
.
N = 3
P1X
P2X (·|a)
P2X (·|b)
P2X (·|c)
X = {a,b,c}
P1Y
P2Y (·|⊥)
P3Y (·|⊥,⊥)
P3Y (·|⊥,>)
P2X (·|>)
P3Y (·|>,⊥)
P3Y (·|>,>)
Y = {⊥,>}
...
P1Z P
2
Z (·|?) P3Z (·|?,?)
Z = {?}
Precise predictive systems are those that only contain pre-
cise predictive families.
Predictive systems can be partially ordered : The system σN
is more conservative than the system λN, if each predictive
lower prevision Pn+1X (·|x) in σN is point-wise dominated by
the corresponding predictive lower prevision Qn+1
X
(·|x) in λN.
ν3
σ 3ε
pi3
λ 3
σ 3
the ordering
discussed
above an ordering
of systems
encountered later
A collection
{
σNγ : γ ∈ Γ
}
of predictive systems may have
an infimum with respect to this partial order. Whenever it ex-
ists, this infimum system σN can be seen as a lower envelope:
each of its predictive lower previsions Pn+1X (·|x) is defined
as the lower envelope infγ∈ΓPn+1X ,γ(·|x) of the predictive lower
previsions in the predictive systems σNγ .
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2 Requirements & Assumptions
Coherence: Coherence is a requirement on the individual
predictive lower previsions.
A predictive system is called coherent if it is the lower
envelope of a collection of precise predictive systems. This is
equivalent to requiring that all the predictive lower previsions
Pn+1X (·|x) in the system should be separately coherent.
(Regular) exchangeability: Exchangeability is an assump-
tion about a family of predictive lower previsions.
A precise predictive system is exchangeable if all the asso-
ciated joint linear previsions PNX are exchangeable, i.e., invari-
ant under permutation of the random variables X1, . . . ,XN.
A general predictive system is called exchangeable if it is
the lower envelope of a collection
{
σNγ : γ ∈ Γ
}
of exchange-
able precise predictive systems. It is regularly exchangeable
if all predictive linear previsions Pn+1X ,γ(·|x) in each of these
systems σNγ can be uniquely derived from the joint linear pre-
vision PNX ,γ by applying Bayes’s rule. (For this, the joint mass
functions pnX ,γ should be strictly positive for n< N.)
3 Some results
From sequences of observations to count vectors: In
any regularly exchangeable predictive system, the predictive
lower previsions Pn+1X (·|x) only depend on the sequence of
observations x through its count vector m ∈N nX , with
mz := |{k ∈ {1, . . . ,n} : xk = z}|,
N nX :=
{
m ∈ NX0 : ∑z∈X mz = n
}
.
All predictive lower previsions for given sequences with the
same count vector m can therefore be written as Pn+1X (·|m).
N = 3
P1Y
P2Y (·|1,0)
P3Y (·|2,0)
P3Y (·|1,1)
P2X (·|0,1)
P3Y (·|0,2)
Y = {⊥,>}
m = (m⊥,m>)
...
...
So, for regularly exchangeable predictive systems, count
vectors are a sufficient statistic. From now on, we only con-
sider (possibly non-exchangeable) predictive systems for
which this is the case.
A useful (in)equality In any regularly exchangeable predic-
tive system, it holds for all gambles f that
Pn+1X ( f |m)≥ Pn+1X (Pn+2X ( f |m+ e·)|m),
where n≤ N−2 and ex ∈N 1X for x ∈X such that, using the
Kronecker delta, (ex)z = δxz. For precise regularly exchange-
able predictive systems, this becomes a ‘useful equality’.
4 Some more requirements
Representation insensitivity: Representation insensitivity
is a requirement that works between predictive lower previ-
sions for the same number of observations.
It comprises three invariance requirements:
• pooling invariance: inferences that do not depend on the
distinction between some categories should stay the same
when those categories are pooled;
• renaming invariance: apart from avoiding confusion, the
names of the categories should not matter;
• category permutation invariance: in a state of prior igno-
rance, which we consider here, the subject has no reason
to distinguish between the categories, so the inferences
should be invariant under a permutation of them.
Combining these, we can say a predictive system is represen-
tation insensitive if for all n, for any category setsX and Y ,
for any m ∈N nX and m′ ∈N nY , and for any gambles f onX
and g on Y with identical ranges, the following holds:
m f = m′g⇒ Pn+1X ( f |m) = Pn+1Y (g|m′),
with m fr := ∑ f (x)=rmx. This means Pn+1X ( f |m) only depends
on the values that f may assume, and on the number of times
each value has been observed:
Pn+1X ( f |m) = Pn+1f (X )(id f (X ) |m f ),
where id f (X ) is the identity map on the range of f .
N = 3
P1X
P2X (·|1,0,0)
P2X (·|0,1,0)
P2X (·|0,0,1)
P3X (·|1,0,1)
X = {a,b,c}
m = (ma,mb,mc)
linked by cat-
egory permu-
tation (b↔ c)
P1Y
P2Y (·|1,0)
P3Y (·|2,0)
Y = {⊥,>}
m = (m⊥,m>)
...
linked by pooling
and renaming
({a,c} 7→⊥, b 7→ >)
linked by specificity and
renaming (A= {a,b},
a 7→ ⊥, b 7→ >)
Specificity (optional): Specificity is a requirement that
works between predictive lower previsions for a different num-
ber of observations related by pooling.
An exchangeable predictive system is specific if for all gam-
bles f and all non-trivial events A inX containing a non-zero
number mA of observations, it holds that
Pn+1X ( f |m,A) = PmA+1A ( fA|mA),
where fA and mA are the restriction of f and m to A. So,
knowing that the (n+1)-th observation belongs to A allows
you to ignore all the previous observations that lie outside A.
5 More results
The lower probability function: With any predictive sys-
tem we associate a map ϕ defined for all n and k ≤ n by
ϕ(n,k) := Pn+1{0,1}(id{0,1} |n− k,k).
For representation insensitive systems it fully characterizes
all predictive lower probabilities (cfr. Johnson’s sufficientness
postulate) and is therefore called the lower probability func-
tion; to wit, let A be some event, and mA the associated num-
ber of observations, then
Pn+1X (A|m) = Pn+1{0,1}(id{0,1} |n−mA,mA) = ϕ(n,mA).
It allows us to draw intuitively appealing conclusions, which
are valid in any coherent representation insensitive system:
(i) the lower/upper probability of observing an event that has
not/always been observed before is zero/one;
(ii) if n remains fixed, then both the lower and upper probabil-
ity of observing A again do not decrease if mA increases;
(iii) in systems that are also regularly exchangeable: if mA re-
mains the same as n increases, then the lower probability
for observing A again does not increase.
Some representation insensitive exchangeable systems:
To start: all the P1X in a representation insensitive and ex-
changeable predictive system must be vacuous.
A subject that is too conservative to learn uses the regularly
exchangeable vacuous predictive system νN. All its predictive
lower previsions are vacuous, so Pn+1X ( f |m) :=min f .
A subject that believes that categories unobserved in the
past remain so in the future, uses the (not regularly) exchange-
able Haldane predictive system piN. For n> 0, all its predictive
previsions are linear and strongly tied to the observations:
Pn+1X ( f |m) = Sn+1X ( f |m) := ∑z∈X f (z)mzn .
Other systems can be formed as convex mixtures of the two
extreme ones above. We define mixing predictive systems σNε
with a [0,1]-bounded mixing sequence ε of length N and
Pn+1X ( f |m) := εnSn+1X ( f |m)+(1− εn)min f ;
note that implicitly ε0 = 0. Representation insensitivity is re-
tained after mixing; a sufficient condition for regular exchange-
ability is the reformulated ‘useful inequality’ εnn ≥ εn+1n+1
(
1+ εnn
)
.
The lower probability function of a mixing system is given
by ϕ(n,k) = εnkn. So, as εn = nϕ(n,1), a mixing system can
be defined by specifying the lower probability of observing any
non-trivial event that has been observed once in n trials; it is
the most conservative system with these lower probabilities.
The imprecise Dirichlet-Multinomial model: Any mixing
system that is specific or for which the ‘useful equality’ holds,
is uniquely characterized by some s > 0 such that εn = nn+s
and thus
Pn+1X ( f |m) = nn+sSn+1X ( f |m)+ sn+smin f .
This regularly exchangeable representation insensitive predic-
tive system is related to the imprecise Dirichlet-Multinomial
model with hyper-parameter s.
