The physical quantities (or powers thereof) in the hard-hexagon model that were computed exactly by Baxter are shown to be modular functions with respect to the number-theoretic group F~ [N]. This allows us to determine the analytic structure of x, the partition function per site in the thermodynamic limit, and p, the density, as functions of the activity ~.
INTRODUCTION
The hard hexagon model has been solved exactly by Baxter/~ 3~ (see also Baxter and Pearce (4) (5) (6) ). For reviews of the hard hexagon model see Baxter 17~ and Pearce. Is) Baxter gives explicit formulas for to, the partition function per site in the thermodynamic limit, the density p, and the activity as functions of a point r in the upper half-plane J4~. It is the purpose of this paper to show that these physical quantities (or powers thereof) are modular functions with respect to certain number-theoretic groups and then to use the known mathematical theory of modular functions to determine the analytic properties of to(z) and p(z) in the complex activity plane.
For the disordered regime, we show that in the finite ~ plane, ~c(z) and p(~) have on the physical sheet branch points only at the critical activity ~,. and at a nonphysical activity ZNe <0 with ]~NPI < ~,.. The analytic continuation of ~c(~) and p(~) gives a 24-sheeted covering of the x plane. The only possible branch points occur at ~ =0, z,., zNP, and o% with ~ = 0 being a holomorphic point on the physical sheet. The explicit behavior of K(z) and p(x) on the physical sheet in the neighborhood of x c and ZNP is given below in (4.3), (4.8) , (4.9) , and (4.11). This structure on the physical sheet appears to be the simplest structure possible consistent with the fact that there is a phase transition and general theorems concerning cluster expansions. (9) Furthermore, we remark that this analytic structure on the physical sheet is precisely that predicted by Gaunt (~~ on the basis of a Pad6 analysis of series expansions.
The key observation for this analysis is that the physical quantities (or powers of these quantities in certain cases) are modular functions. The This is discussed in Section 2. The activity function ~(~) is closely related to the Klein icosahedron function ~(~) and plays a distinguished role in our analysis, as discussed in Section 3. In Section 4 the analytic structure of ~c and p in the complex activity plane is discussed. Many aspects of this paper are rather technical and have therefore been relegated to the Appendices. In Appendix A some well-known properties of the Dedekind functions are summarized for the convenience of the reader. Our main reference here is Schoeneberg. (1~) Some elementary properties of the groups FI [N] and tables of local uniformizing variables are given in Appendix B. Also in Appendix B one finds tables that give the local expansions of the physical quantities at various cusps. Complete tables are given for the disordered regime, and for the ordered regime enough information is given for an analysis on the physical sheet. To prove Theorem 2.1, the generators of the groups FI [N] , N= 5, 15, 30 , and 45, are needed. Lists of generators are given in Appendix C along with the method used to find these generators. We could not find these results in the literature. Further information can be extracted from these tables than what is given in Section 4.
Finally, we mention that it follows from our results and general theorems from Riemann surface theory that in the disordered regime the equation of state can be given implicitly by
where P(x, y) is a polynomial in two variables. We show that the valence of K is 22 and the valence of p is 8, from which it follows that there exists a P of degree less than or equal to 8 in ~c and of degree less than or equal to 22 in p. The explicit determination of P is not done here. In the ordered regime, there will exist, for example, polynomial relations of the form P(,,~, R~) = 0, P(~', p~)=o (1.3)
(different P, of course), where R is the order parameter pl -/92 and p, is the sublattice density. ~1 3~
HARD HEXAGON MODEL
If ~= {zeC[Im(z)>O} denotes the upper half-plane, then
Baxter (1-3) has shown that in the disordered regime q2(5~) r/~l,ol(5z; 5) q(3.o)(6r; 6) tl(e,o)(6z"; 6)
where the physical values of r ~ ~ are Re r = 1/2, and in the ordered regime (2.4) and (2.6). Finally, f is holomorphic for ~ e~,gY and is meromorphic at the cusps. This follows from the corresponding properties of r/(" 0 and r/g(r; N).
KLEIN'S ICOSAHEDRON FUNCTION AND THE ACTIVITY FUNCTION
The Klein icosahedron function Ilz13)
is a modular function on F [5] . In fact, every modular function on F [5] is a rational function of ~(r); in particular, the absolute modular invariant function J(r) and r are related by the icosahedron equation (~2a31
where the polynomials u and w are
The icosahedron function ~'(~) is an analytic bijection from the compact Riemann surface J,~/F [5] onto C=Cw {oo}, and the modular invariant J is an analytic bijection fi'om o@/SL(2, 2) onto C2. lu~ Note that J is holomorphic for r e • and J(ioo)= oo.
Thus, we see that the activity is
ordered regime and the modular invariant J in terms of the activity ,. is
It follows from this last expression that J= oo at z = 0, 0% ~., ~NP, where
It is also useful to discuss the activity function z(r) in terms of fundamental domains. If o~1) denotes a fundamental domain for F~ [5] , then a fundamental domain ~ for F [5] can be chosen to be (~4)
[this follows from the coset decomposition (B. these five points are related via r~r+ 1 and are, in view of (3.7), equivalent points for F115]; hence, ~5 is univalent on f~/. Explicitly, .~)may be chosen to be (14) ( 3.9) where an inequivalent set of cusps is {ioe, 0, 2/5, 1/2}, Ni is the width of cusp i, W is the standard fundamental domain for SL (2, Z) , and (see Appendix B). To connect with the previous discussion of x(T), observe that at these cusps (see Table III ) ~ E {0, 0% ~c, zNp}-
K= K(x) AND p = p(x)
For re~, J'(r)r except at z=i, r=p (=e2rCi/3), and the points SL(2, Z)-equivalent to i and p. Recalling that J(i)= 1 and J(p)=0, we have (picking a branch) that r(J) is holomorphic in the cut J plane with branch points at 0, 1, co. Noting that tc and p are holomorphic in r, it follows from (3.5) that (again picking a branch) ~c = x(~) and p = p(~) are holomorphic in the cut z plane. The possible branch points are 0, oo, z,, xN~,, and those z for which J= 1 and J= 0. Thus, this quick analysis tells us which points to focus on. We now present a more detailed analysis.
Disordered Regime
In the disordered phase, ~c(t) and p(r) are modular functions on F1130 ]. The group F1130] is a subgroup of index 24 in F115 ] (see Appendix B); and so a fundamental domain for F1130 ] can be made from 24 fundamental domains, appropriately patched together, of F115]. This means that when we choose x as the independent variable, n = ~c(z) and p = p(z) will be a 24-sheeted covering of the x plane. One of these sheets will be the physical sheet.
We now show that the points arising from J=0, 1 are not branch points. In the modular group, z = i, p are elliptic fixed points; but in the congruence subgroups FIN] these are not fixed points, (1~) and the local variables are simply (r -i) and (z -p), respectively. From this and the fact that ~(~) is univalent on ~ we conclude that at r' [ =SL(2, Z)-equivalent point of p or i] we have
and so the series may be inverted to give v = r(x) holomorphic in some neighborhood of x'. Hence ~c=tc(~(x)) and p=p(v(z)) are also holomorphic. Thus, we have only to examine the points 0, 0% xc, XNP. Four inequivalent cusps of F~ [5] can be chosen to be ioo, 0, 2/5, 1/2 (see Appendix B). At each cusp we introduce a local uniformizing variable (Table I ) and use the transformation properties of t/(t) and r/g(r;N) to write a local expansion for x. These local expansions are given in Table III . To analyze ~c--x(x) and p = p(;~) we first find a set of F~[30] inequivalent cusps and group them into subsets of/'~[5]-equivalent cusps. This is done in Table II , Appendix B. There are 32 inequivalent cusps and hence 32 local expressions for • = ~c(t) and for p = p(v) (see Table IV and V). Most of these represent tc and p on unphysical sheets.
To determine the behavior in ~, we now eliminate the local uniformizing variable x (Appendix B defines "x"!). To determine K on the physical sheet, we must restrict r to lie in the fundamental domain W~13 as defined by (3.9) and not one of its images used to construct the fundamental domain ~-(~) of Table III where F(t) is a convergent power series in t, F(0)~ 0. Note (i) take x ~ x 3 in Table lII to get a local F~ [30] variable (see discussion in Appendix B) and (ii) x < 0 for t real. From Table IV it follows that the local expansion of ~c = ~(z) at the cusp 1/2 will be in powers of the variables x 3 and x 5. Thus, in terms of t, x will have the convergent Puiseux expansion .2)]. From Table IV we conclude that at the unphysical singularity XNp on the physical sheet
The coefficients K~ can be computed explicitly from the tables if so desired. It is this singularity that determines the radius of convergence of the physical small-x cluster expansion. On the other sheets the behavior at zr~p can be either a square-root branch point, cube-root branch point, or a pole.
The cusp 2/5 corresponds to z = oo on the physical sheet. Here ~r has a sixth-root branch point with a square-root and cube-root branch points on unphysical sheets. On two unphysical sheets x has a pole (look at cusps 7/30 and 13/30).
In Table V the local expansions for the density in the disordered regime are given. Proceeding as above, we see that, at x = ~c, P(z) has on the physical sheet a convergent expansion of the form The valence of a modular function is the number of ~ in a fundamental domain (including the cusps) that solve f(z)= c for a fixed c ~ C w { oo }. Since the valence is independent of c, we can choose a convenient value, say c= oo. From (2.1) we see that x(r) is holomorphic for re~ and is only co at the cusps. From Table IV we see that oo is assumed (counting multiplicity) 22 times. Similarly, the valence of p(r) is 8.
Ordered Regime
As in the disordered regime, the only possible branch points occur at 0, K~., ~Ne, and oo. Noting that [Fl [5] to a 72-sheeted covering. In the tables of Appendix B, we present a cusp analysis sufficient only to describe the behavior on the physical sheet.
In the ordered regime, it is in the neighborhood of the cusp at 0 that gives the behavior on the physical sheet of quantities (2. 
a(g)= {(11-oNh)e~'p~WN)
otherwiseifg=-0andhgs0m~ Table II ).
P2(x) = (x-
In the neighborhood of a cusp h/k, (h, k) = 1, we write
Then if h' solves the congruence hh' =--l(mod k) (B.6) 
A=(h k -(hh' + l)/k)
At' ='c (B.8)
The width of the cusp h/k of F 1[N] is defined to be the smallest integer K such that AU~A-Ie F1 [N] . A local uniformizing variable x of the cusp h/k
Observe that since h' is determined only mod k, x is determined up to a xth root of unity. This ambiguity is just a local change of coordinates and we will use this freedom to choose a local variable x that gives the "nicest" results.
In Table I a set of inequivalent cusps, cusp widths, and local uniformizing variables for F115] are given. In Table II the same data are given for F1130]. In Table III the local expansions of ~s(r) at each of the inequivalent cusps of Table I are presented. Note that the "x" is the local variable as defined in Table I . In Table IV the local expansions of ~c(r), disordered regime, at each of the inequivalent cusps of Table II are presented. Again, note that the "x" is the local variable appearing in Table II . a The lower sign refers to the second cusp. The local variable "x" is defined by Table II x {2, 1}/{6, 3} [10, 4] [ 15, 6] a The local variable "x" is defined by Table II To simplify the tables, we use the following notation in Tables III-V and VIII-X: The cusps chosen are those needed for an analysis on the physical sheet, a The local variable "x" is given in Table VIII 
APPENDIXC. GENERATORS FOR CONGRUENCE SUBGROUPS
The group F= SL(2, 7/) is generated by the two matrices 0 0 1 (these are the negatives of the matrices so named in Ref. The algorithm was implemented in the system CAYLEY Cannon (~7)) and run on VAXs at the University of Arizona.
The results are as follows: (18)). So we have minimal generating sets for/'~ [5] and /"1 [ 15 ] . Using programs for calculating presentations of subgroups of finite index in finitely presented groups and for transforming finite presentation (see Havas et a/. (19) ), it is possible to find relations among the generators in the generating sets for/"1130] and/"1145]. These relations can be used to get minimal generating sets. Since/"~ [15] is a subgroup of index 8 in/"t [5] , another approach is to start from a generating set for /"~ [5] and proceed similarly. The resulting generating set is less pleasing, since larger entries arise in the matrices.
NOTE ADDED IN PROOF

