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Resumen
En este trabajo de tesis hemos estudiado algunos sistemas con simetr´ıas exo´ticas, las cuales
son una peculiaridad de las 2+1 dimensiones de espacio-tiempo. Codificadas dentro de la
estructura exotica aparecen no conmutatividad de coordenadas, y una estructura de fases.
Este tipo de sistemas ha despertado intere´s en diversas areas de f´ısica en forma paralela.
Entre ellas se destacan: teor´ıa de representaciones proyectivas de grupos, f´ısica de anyones,
algunos sistemas de materia condensada, por ejemplo el efecto de Hall cua´ntico, teor´ıas de
gauge y de gravitacio´n planar, teor´ıa de campos no conmutativa, geometr´ıa no conmutativa y
meca´nica cua´ntica no conmutativa.
En esta tesis discutiremos sistemas con simetr´ıas exo´ticas no relativistas, enfoca´ndonos en
tres problemas concretos:
La simetr´ıa de Newton-Hooke exo´tica;
La relacio´n entre el sistema de Newton-Hooke exo´tico y el problema de Landau no
conmutativo;
Las simetr´ıas del problema de Landau no conmutativo, su extensio´n conforme y super-
sime´trica.
El grupo de Newton-Hooke exo´tico corresponde al l´ımite no relativista de los grupos de de
Sitter, y contiene como caso particular al de Galileo exo´tico. Para la simetr´ıa de Newton-Hooke
exo´tica hemos construido una accio´n de part´ıcula libre y hemos hecho un estudio completo de
las propiedades cla´sicas y cua´nticas. Este sistema esta´ ı´ntimamente relacionado con el problema
de Landau no conmutativo, que estudiamos aparte. Nosotros mostramos que en el problema
de Landau no conmutativo la inclusio´n de los grados de libertad de spin lleva a la integracio´n
natural del grupo de Newton-Hooke exo´tico con la simetr´ıa conforme y la supersimetr´ıa.
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Prefacio
En este trabajo de tesis hemos investigado sistemas planares con simetr´ıas no relativistas
exo´ticas. A nivel de la a´lgebra de simetr´ıa, en 2+1 dimensiones, aparece la posibilidad de con-
siderar una segunda extensio´n central, esto gracias a una cohomolog´ıa de Eilenberg-Chevalley
de las 2-formas no trivial.
El primer sistema que analizamos es la part´ıcula con simetr´ıa de Newton-Hooke exo´tica.
La simetr´ıa de Newton-Hooke aparece como el l´ımite no relativista de los grupos de de Sitter
(dS), de forma ana´loga a como la simetr´ıa de Galileo es el l´ımite no relativista del grupo de
Poincare´. Dependiendo de si se toma dicho l´ımite sobre AdS o dS, se llega al grupo de Newton-
Hooke oscilatorio o al hiperbo´lico. La estructura exo´tica aparece para el caso especial de 2+1
dimensiones, lo cual corresponde a una part´ıcula planar. Esta estructura exo´tica proporciona
algunas propiedades f´ısicas no observadas en otras dimensiones, como por ejemplo, permite
asociar de forma natural coordenadas no conmutativas con la segunda extensio´n central de
la a´lgebra. Adema´s en el caso trigonome´trico (oscilatorio) de la simetr´ıa exo´tica de Newton-
Hooke, aparece una estructura de fases que depende de los valores de los para´metros del
sistema. Existen tres fases, subcr´ıtica, cr´ıtica y supercr´ıtica. La fase subcr´ıtica reproduce,
tomando el limite plano, el sistema con simetr´ıa de Galileo exo´tica. En la fase cr´ıtica se
reducen los grados de libertad f´ısicos del sistema, esta fase separa las otras dos. En la fase
supercr´ıtica el sistema posee algunas propiedades inusuales como, por ejemplo, un espectro
de energ´ıa no acotado por abajo. Esta estructura de fases es ana´loga a la que aparece en el
sistema del problema de Landau no conmutativo.
Posteriormente, estudiamos las simetr´ıas de un oscilador aniso´tropo exo´tico. En este siste-
ma la anisotrop´ıa y la estructura exo´tica se complementan de tal forma que el sistema posee
simetr´ıa rotacional. La anisotrop´ıa esta´ cuantificada por un para´metro adimensional. Este sis-
tema uniparame´trico interpola de forma continua los sistemas de Newton-Hooke exo´tico (caso
iso´tropo) y el problema de Landau no conmutativo (caso maximalmente aniso´tropo). Coorde-
nadas no conmutativas, la estructura de fases y las peculiaridades de la fase supercr´ıtica son
propiedades gene´ricas del caso aniso´tropo.
Finalmente, estudiamos las simetr´ıas del problema de Landau no conmutativo. Analizamos
las extensiones conformes y la extensio´n supersime´trica, que esta´ relacionada con grados de
ix
x Cap´ıtulo 0 Prefacio
libertad de spin. La estructura del Hamiltoniano es tal que la energ´ıa es acotada de abajo para
cualquier fase. En la fase cr´ıtica los niveles de energ´ıa se separan infinitamente, dejando al
sistema congelado en el estado ba´sico, el cual gracias a la supersimetr´ıa tiene energ´ıa cero. De
este modo sale de forma natural una justificacio´n para la llamada “substitucio´n de Peierls”,
usada en el efecto cua´ntico de Hall.
Este trabajo de tesis esta´ basado en los art´ıculos [1, 2, 3].
Descripcio´n por cap´ıtulo
El cap´ıtulo 1 esta´ reservado a una introduccio´n elemental en el tema de las simetr´ıas
exo´ticas y la no conmutatividad.
Luego, en el cap´ıtulo 2 haremos una breve discusio´n de algunos de los conceptos ba´sicos
involucrados en los grupos cinema´ticos de simetr´ıa, la simetr´ıa de Newton-Hooke, las simetr´ıas
exo´ticas y conceptos afines. Fijaremos algunas notaciones y pondremos en contexto los grupos
cinema´ticos y las a´lgebras correspondientes.
Los tres cap´ıtulos siguientes 3, 4 y 5 incluyen los principales resultados de esta tesis. El
cap´ıtulo 3 trata sobre la simetr´ıa de Newton-Hooke exo´tica. Construimos el Lagrangiano para
la part´ıcula con esta simetr´ıa y estudiamos sus aspectos cla´sicos y cua´nticos. Luego, en el
cap´ıtulo 4 analizamos la relacio´n existente entre las simetr´ıas de Newton-Hooke exo´tica y la
del problema de Landau no conmutativo. Despue´s, en el cap´ıtulo 5 discutimos las simetr´ıas
del problema de Landau no conmutativo y su extensio´n conforme y supersime´trica.
Finalmente, esta´ incluido un ape´ndice donde se indican algunos aspectos del grupo SO(4)
inhomoge´neo.
Cap´ıtulo 1
Introduccio´n
Cuando miramos el mundo en 2+1 dimensiones cosas peculiares ocurren. Por lo general en
f´ısica, cuando disminuimos las dimensiones, o grados de libertad, los sistemas se simplifican.
La excepcio´n a esta regla son los sistemas planares, por un lado son ma´s simples que sus
ana´logos 3+1 dimensionales, pero a la vez, en muchos casos, poseen suficientes sutilezas,
que al final, conducen a una estructura ma´s rica que la de sus ana´logos 3+1 dimensionales.
¿Que´ es tan especial con 2+1 dimensiones?, o quiza´s lo especial sea nuestra propia realidad 3+1
dimensional... Lamentablemente las respuestas a estas preguntas no se encuentran al alcance
de esta tesis, pero el estudio de algunos sistemas planares con simetr´ıas exo´ticas presentados
aqu´ı es u´til en esta direccio´n.
Modelos con caracter´ısticas exo´ticas, tales como anyones, coordenadas no conmutativas
o paraestad´ıstica han aparecido de forma casi paralela desde diferentes areas de f´ısica, sin
embargo de una u otra forma parecen tener ciertos rasgos en comu´n. A continuacio´n daremos
un breve resumen de algunos sistemas exo´ticos.
Podemos empezar mencionando un caso particular de las 2+1 dimensiones. En el plano hay
so´lo un generador de rotaciones, con lo cual tenemos un grupo abeliano y no se obtiene una
cuantizacio´n del spin. En este contexto aparecen los anyones [4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. El
nombre proviene de que su estad´ıstica (anyonica) interpola entre la boso´nica y la fermio´nica.
Existe otro acercamiento para llegar a estad´ısticas no usuales.Las part´ıculas con estad´ıstica
boso´nica (o fermio´nica) deben satisfacer reglas de conmutacio´n (o anticonmutacio´n). Es po-
sible postular desde el inicio que tenemos campos que satisfacen relaciones que combinan las
de conmutacio´n con anticonmutacio´n, de este modo llegamos a part´ıculas con paraestad´ısti-
ca [14, 15, 16, 17, 18, 19]. Es posible modelar el grado de mezcla de la estad´ıstica boso´nica
y fermio´nica mediante un para´metro q, en este caso nos referiremos a las correspondientes
part´ıculas por “q−ones” [20]. Lo observado hasta ahora en la naturaleza son part´ıculas con
estad´ıstica boso´nica o fermio´nica, entonces haciendo el para´metro de paraestad´ıstica q pe-
quen˜o podemos estudiar una violacio´n leve a la estad´ıstica usual, que podr´ıa ser observable
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en sistemas experimentales gracias al refinamiento de las te´cnicas de laboratorio. Una ventaja
del acercamiento desde la paraestad´ıstica es, que a priori, no requiere tratar con un sistema
2+1 dimensional.
Por otro lado, podemos mencionar las extensiones centrales de las a´lgebras de simetr´ıa
cinema´ticas. Consideremos el caso ma´s discutido, que es el relativo a la simetr´ıa de Galileo.
Matema´ticamente las extensiones centrales se deben a una cohomolog´ıa no trivial de las a´lge-
bras. Para cualquier dimensio´n, y en particular en el caso de 3+1, Galileo acepta una extensio´n
central, la cual es asociada a la masa de la part´ıcula [21, 22]. Pero en el caso particular de
2+1 dimensiones y so´lo en este, la a´lgebra de Galileo acepta una segunda extensio´n central
[23], de aqu´ı el nombre extensio´n exo´tica. La naturaleza f´ısica de la estructura exo´tica era
ma´s bien desconocida. La relacio´n entre anyones y este tipo de simetr´ıas exo´ticas fue indicada
por primera vez por Jackiw y Nair [24], quienes mostraron co´mo es posible obtener boosts
de Galileo no conmutativos (que caracterizan a la a´lgebra de Galileo exo´tica), a partir de un
l´ımite no relativista especial de un anyon.
Esto nos lleva a la clase de sistemas correspondientes con coordenadas no conmutativas. La
primera instancia en que aparecieron en la literatura es gracias a Snyder [25], quien exploro´ esta
posibilidad en bu´squeda de algu´n mecanismo que sirviera para aminorar los problemas de
autoenerg´ıas divergentes 1. Despue´s de Snyder, pasaron cerca de cincuenta an˜os para que el
estudio de teor´ıas no conmutativas volviera a despertar intere´s, esta vez desde diversas a´reas
tales como, geometr´ıa no conmutativa [27], teor´ıas de gauge y D-branas [28], gravedad cua´ntica
[29, 30], modelo esta´ndar no conmutativo [31, 32, 33] y el estudio de las simetr´ıas de teor´ıas
de campos no conmutativas [34, 35, 36, 37, 38, 39].
Como l´ımite de bajas energ´ıas aparece la meca´nica cua´ntica no conmutativa [40, 41, 42,
43, 44, 45, 46, 47, 48, 49, 50]. Mucho intere´s existe en buscar sistemas tales que la no conmuta-
tividad produzca efectos no triviales y a la vez medibles. Como algunos ejemplos de sistemas
sensibles a la no conmutatividad podemos mencionar el efecto de Aharonov-Bohm en el plano
no conmutativo [45, 49] y el problema de Landau no conmutativo [46, 51, 52]. En particular,
es posible ver que el problema de Landau y la simetr´ıa de Galileo exo´tica reproducen las con-
diciones ideales para justificar la “substitucio´n de Peierls”, usada en la descripcio´n del efecto
de Hall cua´ntico [53, 54, 55, 56]. Sen˜alamos aqu´ı tambie´n que los aspectos de spin fracciona-
rio y no conmutatividad de coordenadas en 2+1 dimensiones esta´n relacionados ı´ntimamente
[24, 57, 58].
Los sistemas no conmutativos de meca´nica cua´ntica poseen simetr´ıas no relativistas de tipo
de Galileo. Es conocido que las representaciones de Galileo usadas en f´ısica son representaciones
proyectivas, que corresponden a que en la a´lgebra de Galileo aparece una extensio´n central,
la cual es asociada a la masa [21, 22, 23, 59, 60]. En el caso especial de 2+1 dimensiones la
1Para un breve relato de como Snyder llego´ esta idea, que originalmente se debe a Heisenberg, ver [26].
3a´lgebra de Galileo admite una segunda extensio´n central, por esto llamada exo´tica. Mucho
intere´s atrajo el estudio de las consecuencias f´ısicas de la extensio´n exo´tica de la a´lgebra de
Galileo [23, 24, 54, 55, 61, 62, 63, 64, 65, 66, 67, 68, 69], la cual mostro´ ser responsable de la
aparicio´n de coordenadas no conmutativas. Tambie´n mostro´ tener aplicacio´n en el efecto de
Hall cua´ntico [54, 55, 70, 53].
Otra simetr´ıa no relativista es la de Newton-Hooke. Los grupos de Newton-Hooke aparecen
como los modelos cosmolo´gicos no relativistas ma´s simples, en el sentido de que se obtienen
como l´ımites no relativistas de los espacios con curvatura constante de de Sitter. Sorprenden-
temente Newton-Hooke exo´tico ha sido estudiado so´lo en unos pocos trabajos [71].
El estudio de las extensiones centrales, y en particular de las exo´ticas, de las a´lgebras no
relativistas aparece motivado tambie´n desde el contexto de la correspondencia AdS/CFT no
relativista [72, 73, 74, 75, 76, 77, 78]. Este enfoque a la conjetura de Maldacena ofrece nuevas
posibilidades, ya que estos sistemas son en principio, accesibles experimentalmente. Se ha
indicado que el sistema de los fermiones fr´ıos en la unitaridad [77, 79, 80] es un buen candidato a
estudiar, ya que posee simetr´ıa de Schro¨dinger, que es una versio´n no relativista de la simetr´ıa
conforme [81]. La a´lgebra de Schro¨dinger contiene como suba´lgebra a Galileo centralmente
extendido, y la extensio´n central ha resultado ser una pieza clave para la identificacio´n de
geometr´ıas asociadas [82, 83]. La determinacio´n de geometr´ıas es necesaria para la posterior
bu´squeda de teor´ıas de gravedad duales. En este contexto el estudio de las extensiones exo´ticas
de Newton-Hooke es relevante, ya que pueden estar relacionadas a un conjunto ma´s rico de
geometr´ıas.
Finalmente, no podemos dejar de mencionar el caso especial de relatividad general en 2+1
dimensiones. La teor´ıa no posee grados de libertad propagantes, pero au´n as´ı ofrece soluciones
no triviales como el agujero de BTZ [84], el cual acepta una descripcio´n en te´rminos de teor´ıas
de gauge en 2+1 dimensiones mediante dos campos de Chern-Simons [85, 86].
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Cap´ıtulo 2
Simetr´ıas cinema´ticas
Las simetr´ıas esta´n detra´s de las propiedades que caracterizan un sistema f´ısico. Una clase
importante son las simetr´ıas del espacio-tiempo, llamadas cinema´ticas.
Los grupos cinema´ticos incluyen transformaciones de rotaciones, traslaciones en el tiempo y
espacio, y “transformaciones inerciales”, que expresan la isotrop´ıa del espacio, la homogeneidad
y la correspondencia de marcos de referencia inerciales respectivamente.
Las leyes de la f´ısica deben ser equivalentes para cualquier observador, y al ser las trans-
formaciones cinema´ticas las que conectan distintos observadores, lo usual es pedir que las
ecuaciones sean covariantes bajo el grupo dado. De este modo uno puede decir que el grupo
cinema´tico es el grupo de relatividad de la naturaleza.
En este contexto es necesario decir que la palabra relatividad la usamos en el sentido
de covariancia, y no en el sentido de tiempo relativo o absoluto. De hecho, como veremos,
matema´ticamente el espacio donde vivimos bien puede ser relativista, o no, e incluso puede
tener curvatura.
De este modo la existencia de este conjunto de simetr´ıas no fija la estructura precisa del
grupo. Au´n falta decir de que forma las leyes de la f´ısica transforman y si existe alguna
curvatura del espacio-tiempo. Estos dos aspectos esta´n descritos por la estructura del grupo.
Dentro de los grupos de relatividad ma´s discutidos en f´ısica esta´n Galileo y Poincare´, una
pregunta natural es, ¿existen otras posibilidades?, la respuesta es conocida gracias a Bacry y
Le´vy-Leblond [22].
Dentro de los grupos cinema´ticos que se obtienen, hay cuatro grupos no relativistas. Uno
de estos es el llamado “Newton-Hooke”, el cual tiene el sentido de l´ımite no relativista de un
espacio de de Sitter, de forma ana´loga a como la simetr´ıa de Galileo es el l´ımite no relativista de
la de Poincare´. Esto sera´ explicado en detalle en este cap´ıtulo. Para las simetr´ıas no relativistas
ha sido observado que, las representaciones con una interpretacio´n f´ısica apropiada, son las
llamadas representaciones proyectivas, las cuales tienen asociadas las a´lgebras de simetr´ıa con
extensiones centrales [21]. Las extensiones centrales de Galileo y de Newton-Hooke aparecen
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para cualquier dimensio´n de espacio tiempo, y esta´ asociada a la masa de la part´ıcula.
En la seccio´n 2.1 revisaremos los diferentes grupos cinema´ticos, su clasificacio´n y su inter-
pretacio´n f´ısica. Al final de la misma, comentaremos sobre las representaciones proyectivas.
Despue´s, en la seccio´n 2.2, profundizaremos en el grupo de Newton-Hooke. Luego, en la seccio´n
2.3, discutiremos algunos aspectos ba´sicos de la simetr´ıa de Galileo exo´tica.
2.1. Posibles cinema´ticas
La aproximacio´n al problema es desde el punto de vista de las a´lgebras de Lie. Llamaremos
a los generadores por H , Pi, Ji y Ki (i=1,2,3), que producen traslaciones en tiempo, espacio,
rotaciones y boosts en el eje i. Estudiaremos el caso de 3+1 dimensiones, pero muchas de las
conclusiones son va´lidas para cualquier dimensio´n mayor a dos.
Es posible determinar todos los grupos cinema´ticos bajo tres suposiciones f´ısicamente ra-
zonables:
(i) La primera es isotrop´ıa del espacio, significando que H es un escalar y Pi, Ji y Ki transformen
como vectores
[J,H] = 0, (2.1)
[J,P] = P, [J,K] = K, [J,J] = J, (2.2)
donde hemos usado las notaciones [A,B] = C como abreviaciones para [Ai, Bj ] = ǫijkCk.
(ii) La segunda es que paridad Π e inversio´n del tiempo Θ sean automorfismos de la a´lgebra
Π = {H → H,Pi → −Pi, Ji → Ji,Ki → −Ki}, (2.3)
Θ = {H → −H,Pi → Pi, Ji → Ji,Ki → −Ki}. (2.4)
Esta exigencia no es obligatoria, pero sirve para reducir el nu´mero de diferentes a´lgebras que obten-
dremos1. De hecho despue´s podemos pasar a las combinaciones lineales
P ′i = αPi + βKi + γJi, (2.6)
K ′i = α
′Pi + β
′Ki + γ
′Ji, (2.7)
donde α, β, γ, α′, β′ y γ′ son reales y αβ′−α′β 6= 0. Con estas combinaciones levantamos la segunda
condicio´n y accedemos a ma´s grupos [87].
1Podemos notar que la accio´n combinada Γ = ΠΘ, la cual puede reemplazar a Π
Γ = {H → −H,Pi → −Pi, Ji → Ji,Ki → Ki}, (2.5)
es intercambiada con Θ cuando Pi y Ki son intercambiados.
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(iii) Como tercera suposicio´n establecemos que las transformaciones inerciales sean un subgrupo no
compacto. Esto es totalmente razonable, de no hacerla podemos tener un boost lo suficientemente
grande tal que sea proporcional a la unidad, es decir, que sea equivalente a no hacer nada, lo cual
es f´ısicamente inaceptable. Notar que la condicio´n ana´loga para traslaciones no se hace, de hecho el
espacio bien puede ser compacto.
Como resultado aparecen ocho a´lgebras diferentes, correspondientes a once cinema´ticas distintas:
R1. Las dos a´lgebras de de Sitter (dS), AdS ∼= so(3, 2) y dS ∼= so(4, 1);
R2. La a´lgebra de Lie de Poincare´ (P);
R3. Dos a´lgebras de Lie de “Para-Poincare´” (P’). Una isomorfa a la a´lgebra de Poincare´ ordinaria2,
pero f´ısicamente distinta. La otra es isomorfa a la del grupo SO(4) inhomoge´neo, o tambie´n
llamado grupo Euclideano E(4), ver ape´ndice A;
R4. La a´lgebra de Carroll (C);
A1. Las dos a´lgebras de Newton-Hooke (NH);
A2. La a´lgebra de Lie de Galileo (G).;
A3. La a´lgebra de “Para-Galileo” (G’), isomorfa a la de Galileo usual bajo la identificacio´n P ↔ K;
A4. La a´lgebra “Esta´tica” (St).
Una caracter´ıstica en comu´n a todas estas a´lgebras, es que contienen las relaciones (2.1), el resto
de conmutadores esta´n dados en la tabla 2.1. Es importante comentar que aparte de las algebras de
de Sitter, Poincare´ y Galileo, el resto no son muy discutidas en la literatura.
R1 (dS) R2 (P) R3 (P’) R4 (C) A1 (NH) A2 (G) A3 (G’) A4 (St)
SO(4,1) SO(3,2) ISO(3,1) Inh.SO(4) Para-Poinc. Carroll NH+ NH− Galileo Para-Gal. Esta´tico
[H,P] K -K 0 K -K 0 K -K 0 K 0
[H,K] P P P 0 0 0 P P P 0 0
[P,P] J -J 0 J -J 0 0 0 0 0 0
[K,K] -J -J -J 0 0 0 0 0 0 0 0
[P,K] H H H H H H (I) (I) (I) (I) (I)
Tabla 2.1: Pare´ntesis caracter´ısticos para los diferentes grupos cinema´ticos. La notacio´n [P,K] = H
quiere decir [Pi,Kj ] = Hδij . El te´rmino (I) corresponde a posibles extensiones centrales, se anula
para las a´lgebras no extendidas. A pesar de que algunos grupos son isomorfos, su interpretacio´n f´ısica
cambia, tales casos son: P ′ ∼= P , G′ ∼= G.
2El isomorfismo se ve haciendo P → −K,K → P.
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Podemos ver que los grupos naturalmente quedan divididos en dos familias, “R” de tiempo relativo
y “A” de tiempo absoluto, caracterizadas por el conmutador [Pi,Kj ] = δijH para las a´lgebras R,
mientras que [Pi,Kj ] = (I) para las a´lgebras A, donde (I) significa que el conmutador es cero o
una carga central. Todas las a´lgebras tipo A admiten, para cualquier dimensio´n, cargas centrales I
[21, 60, 88], mientras que las de clase R no admiten extensiones centrales no triviales [59, 89] .
Es posible obtener una interpretacio´n f´ısica de estos espacios mediante el me´todo de las contraccio-
nes [90, 91, 92], el cual permite reemplazar simetr´ıas cinema´ticas “exactas” por las “aproximadas”.
El proceso de contraccio´n siempre produce cierta abelianizacio´n de la a´lgebra, por lo que en este
marco las a´lgebras de de Sitter son las u´nicas “exactas”3. La contraccio´n siempre esta´ definida con
respecto a un subgrupo dado de la a´lgebra y debido a que los u´nicos subgrupos comunes a todas las
a´lgebras son los generados por {Ji,H}, {Ji, Pj}, {Ji,Kj} y {Ji}, es posible hacer cuatro tipos de
contracciones.
1. Contraccio´n de velocidad-espacio
Esta´ definida por
K→ ǫK, P→ ǫP, ǫ→ 0. (2.8)
Esta contraccio´n es respecto al subgrupo generado por {Ji,H}. F´ısicamente significa considerar
velocidades pequen˜as e intervalos tipo tiempo grandes (ver Fig. 2.1).
Figura 2.1: Contraccio´n velocidad-espacio, c es la velocidad de la luz.
Corresponde a pasar de tiempo relativo a absoluto, y mapea uno a uno las a´lgebras de los tipos
R a las A,
3No se pueden obtener, v´ıa una contraccio´n, de ninguna otra de la tabla 2.1, aunque si mediante un proceso
llamado “expansiones” de la a´lgebra, el cual tiene la naturaleza opuesta a las contracciones.
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R1 → A1, R2 → A2, R3 → A3, R4 → A4.
Esta contraccio´n lleva de Poincare´ a Galileo, y lo que nos interesara´ ma´s adelante, de las a´lgebras
de de Sitter a las de Newton-Hooke. Ma´s precisamente, segu´n sea el caso, de AdS o dS, resultan
grupos de Newton-Hooke de tipo trigonome´trico o hiperbo´lico, respectivamente.
2. Contraccio´n de velocidad-tiempo
Debemos hacer
K→ ǫK, H → ǫH, ǫ→ 0. (2.9)
Esta contraccio´n es respecto al subgrupo euclideano tridimensional, generado por {Ji, Pj}. El
grupo contra´ıdo se puede interpretar como considerar bajas velocidades e intervalos tipo espacio
grandes (ver Fig. 2.2). De acuerdo con la definicio´n de esta contraccio´n obtenemos grupos que des-
Figura 2.2: Contraccio´n velocidad-tiempo.
criben intervalos que conectan eventos sin conexio´n causal, por lo tanto el intere´s f´ısico es reducido.
El mapeo de esta contraccio´n va de la siguiente forma
R1 → R3, R2 → R4, A1 → A3, A2 → A4.
Es u´til mencionar que obtenemos intervalos tipo espacio absoluto. Esta contraccio´n lleva de Poin-
care´ al espacio de Carroll.
3. Contraccio´n de espacio-tiempo
Se contrae respecto al grupo de rotaciones y boosts (grupo de Lorentz), generado por {Ji,Kj},
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P→ ǫP, H → ǫH, ǫ→ 0. (2.10)
F´ısicamente corresponde a considerar pequen˜as unidades de espacio y tiempo (ver Fig. 2.3). Los gru-
pos que aparecen describen propiedades locales y, a diferencia de los casos anteriores, para velocidades
arbitrariamente grandes.
Figura 2.3: Contraccio´n espacio-tiempo.
Los espacios resultantes se pueden entender como el l´ımite “plano” de los grupos originales, esta
contraccio´n produce el siguiente mapeo
R1 → R2, R3 → R4, A1 → A2, A3 → A4.
De acuerdo la interpretacio´n es natural llamar a R1, R3, A1 y A3 como grupos “cosmolo´gicos” y
“locales” a R2, R4, A2 y A4. Un resumen con las tres contracciones se puede ver en la tabla 2.2.
Tipo de contraccio´n Tipos de grupos
1. Velocidad - Espacio
Tiempo relativo : (dS) (P) (P’) (C)
Tiempo absoluto : (NH) (G) (G’) (St)
2. Velocidad - Tiempo
Espacio relativo : (dS) (NH) (P) (G)
Espacio absoluto : (P’) (G’) (C) (St)
3. Espacio - Tiempo
Cosmolo´gicos : (dS) (NH) (P’) (G’)
Locales : (P) (G) (C) (St)
Tabla 2.2: Resumen con las contracciones tipo 1,2 y 3, y la relativa interpretacio´n f´ısica de los
grupos. Cada contraccio´n de la columna izquierda lleva de la primera a la segunda l´ınea de la
columna derecha.
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Figura 2.4: Los ocho grupos cinema´ticos pueden ser situados en los ve´rtices de un cubo tridi-
mensional, luego las tres contracciones velocidad-tiempo, velocidad-espacio y espacio tiempo
actu´an por las aristas, y la contraccio´n general actu´a por la diagonal interna.
4. Contraccio´n general
En este caso el u´nico subgrupo que permanece invariable es el de rotaciones,
P→ ǫP, H → ǫH, K→ ǫK, ǫ→ 0. (2.11)
Esta contraccio´n combina las caracter´ısticas de las precedentes y, consecuentemente, partiendo de
cualquier grupo llegamos al grupo Esta´tico.
Un hecho destacable corresponde a que, sin la necesidad de hipo´tesis adicionales, cada uno de
los grupos mencionados pueden ser considerados como un grupo de transformaciones actuando en
coordenadas de espacio tiempo. Claro que esto resulta de las suposiciones ya hechas, de donde se
deduce que las rotaciones y las transformaciones de boosts forman un subgrupo para cualquiera de los
grupos cinema´ticos, ver tabla 2.1. Luego para cada grupo cinema´tico, existe un espacio inhomoge´neo
que corresponde al grupo cuociente entre el grupo en s´ı mismo y el subgrupo seis dimensional de
las rotaciones ma´s los boosts. De cualquier forma es necesario aclarar que la sola existencia de este
espacio inhomoge´neo no ofrece garant´ıas de que el grupo actu´e efectivamente, es decir, que cada
generador produzca transformaciones no triviales.
Gracias a que el grupo esta´tico es la versio´n ma´s abeliana de todos los grupos cinema´ticos,
podemos ver fa´cilmente el espacio inhomoge´neo asociado, mediante la regla de composicio´n,
(b′,a′,u′, R′)(b,a,u, R) = (b′ + b,a′ +Ra,u′ +Ru, R′R), (2.12)
donde
(b,a,u, R) = ebHea·Peu·Ken·J, (2.13)
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entonces todos los sistemas esta´n en reposo para cualquier marco de referencia inercial y las transfor-
maciones de boosts no producen ningu´n tipo de movimiento. A partir de (2.12) vemos que los boosts
actu´an trivialmente.
De la figura 2.4, es claro que los grupos de Para-Galileo (G’) o el Esta´tico (St) se pueden obtener
mediante la aplicacio´n combinada de las contracciones tipo 1 y 2,
P→ ǫP, H → ǫH, K→ ǫ2K, ǫ→ 0, (2.14)
sobre las a´lgebras de de Sitter (dS) o Poincare´ (P), respectivamente. Entonces, pueden describir
un modelo con intervalos tipo-espacio y tipo-tiempo reducidos, pero con velocidades totalmente
despreciables.
Sobre las extensiones centrales
Cada una de las a´lgebras tipo A aceptan una extensio´n central en el conmutador de traslaciones
y boosts, [P,K] = (I). De acuerdo con estas extensiones aparecen representaciones proyectivas de
los grupos correspondientes,
UrUs = Ω(r, s)Urs, (2.15)
donde Ur es un elemento del grupo en la representacio´n dada y Ω(r, s) toma valores complejos de
norma unidad, de tal forma de preservar las amplitudes de probabilidad cua´nticas. Ω es llamado
“factor local”. Dado que Ue = Id, tenemos
Ω(r, e) = 1 = Ω(e, s). (2.16)
Adema´s, en virtud de la asociatividad del producto Ur(UsUt) = (UrUs)Ut, Ω(r, s) debe satisfacer
Ω(r, s)Ω(rs, t) = Ω(s, t)Ω(r, st). (2.17)
A cualquier funcio´n que satisfaga (2.16) y (2.17) se le llama factor local. De la libertad de eleccio´n
de representativos del grupo, U ′r = φ(r)Ur, |φ(r)| = 1, tenemos que Ω′(r, s) dado por
Ω′(r, s) =
φ(r)φ(s)
φ(rs)
Ω(r, s), (2.18)
es equivalente a Ω(r, s). Una forma alternativa es trabajar con “exponentes locales” ω(r, s), relacio-
nados por
Ω(r, s) = exp iω(r, s), (2.19)
ana´logamente, llamaremos exponente local a cualquier funcio´n que satisfaga
ω(r, e) = 0 = ω(e, s), (mod 2π) (2.20)
ω(r, s) + ω(rs, t) = ω(s, t) + ω(r, st), (2.21)
podemos ver que trabajando con exponentes locales traspasamos la notacio´n multiplicativa a una
aditiva. Dos exponentes locales sera´n equivalentes cuando este´n relacionados v´ıa
ω′(r, s) = ω(r, s) + ∆cob(r, s), ∆cob(r, s) = ζ(r) + ζ(s)− ζ(rs). (2.22)
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La condicio´n (2.21) es la definicio´n de los dos-cociclos. Los dos-cociclos de la forma ∆cob(r, s)
son dos-cociclos triviales o dos-cobordes, ya que satisfacen la condicio´n de los dos-cocilos (2.21) por
construccio´n. Naturalmente podemos definir los dos-cociclos y dos-cobordes en notacio´n aditiva o
multiplicativa. En este lenguaje dos dos-cociclos son equivalentes cuando difieren en un dos-coborde.
Luego es posible construir grupos de cohomolog´ıas H2(G,U(1)) con las clases de equivalencia de los
dos-cociclos [60].
La importancia de las representaciones proyectivas en el grupo de Galileo ha sido observada
de la siguiente forma. En el caso de representaciones reales (exponentes locales triviales), aparecen
problemas al intentar definir coordenadas localizables [22, 93, 94]. En el caso del grupo de Galileo,
Ino¨nu¨ y Wigner [93] mostraron que bajo ninguna condicio´n las autofunciones pueden ser interpretadas
como funciones de onda de part´ıculas f´ısicas. Hamermesh [95], haciendo el converso, afirmo´ que el
operador de posicio´n so´lo se puede construir en el caso de representaciones proyectivas no triviales.
Es posible ver que las soluciones de la ecuacio´n de Schro¨dinger para la part´ıcula libre transforman
de acuerdo a las representaciones proyectivas del grupo de Galileo. Por estas razones, algunas veces,
se refieren a las representaciones proyectivas del grupo de Galileo por “representaciones f´ısicas”.
Es interesante contrastar el hecho de que las u´nicas representaciones f´ısicas de Galileo son pro-
yectivas, con el teorema que dice que para representaciones finitas del grupo cualquier factor local es
equivalente a 1 [59] (ver tambie´n [96], pag. 183-184). Por otro lado recordemos que hay un resulta-
do general de teor´ıa de grupos de Lie, que dice que cualquier representacio´n finita de un grupo no
compacto es necesariamente no unitaria.
Volveremos al tema de las representaciones proyectivas y las extensiones centrales de Galileo en
la seccio´n 2.3, donde mencionaremos otros dos aspectos muy relevantes a nivel f´ısico: la introduccio´n
de una regla de superseleccio´n asociada a la masa, y la ı´ntima relacio´n entre posibles geometr´ıas en
el contexto de la correspondencia AdS/CFT con las extensiones centrales de Galileo.
2.2. Grupos de Newton-Hooke
En esta seccio´n haremos una breve introduccio´n a uno de los grupos que nos interesara´ cuando
estudiemos las extensiones exo´ticas, este es el grupo de Newton-Hooke4.
Como ya se menciono´, los grupos de Newton-Hooke aparecen cuando hacemos una contraccio´n
de velocidad-espacio sobre los grupos de de Sitter, de hecho, aquella contraccio´n es la u´nica que lleva
de Poincare´ a Galileo, por lo que corresponde al l´ımite no relativista usual.
En esta seccio´n aprovecharemos de mostrar una forma alternativa a (2.8) para realizar la con-
traccio´n. Partiremos escribiendo la a´lgebra de adS (anti-de Sitter) en 3+1 dimensiones en su forma
covariante
[Mµν ,Mρσ] = (ηµρMνσ − ηµσMνρ + ηνσMµρ − ηνρMµσ) , (2.23)
[Mµν , Pρ] = (ηµρPν − ηνρPµ) , (2.24)
[Pµ, Pν ] = − 1R2Mµν . (2.25)
4Para una historia del nombre de este grupo ver [97]
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donde ηµν = diag(−,+,+,+). Este espacio naturalmente posee curvatura no trivial5. Es posible ver
que R tiene el sentido de radio de AdS y el escalar de Ricci toma el valor Ric = −12/R2. Como paso
intermedio, es u´til reescribirla descomponiendo en partes espaciales y temporales
[Ki,Kj ] = −ǫijkJk, [Ji,Kj ] = ǫijkKk, [Ji, Jj ] = ǫijkJk, (2.26)
[Ki,H] = Pi, [Ki, Pj ] = Hδij , (2.27)
[Ji,H] = 0, [Ji, Pj ] = ǫijkPk, (2.28)
[H,Pi] =
1
R2
Ki, [Pi, Pj ] = − 1R2 ǫijkJk, (2.29)
donde
H = P 0 = −P0, Ki = −M0i, Ji = 1
2
ǫijkMjk, (2.30)
aqu´ı i = 1, 2, 3 y ǫijk es el tensor totalmente antisime´trico de tres componentes con la normalizacio´n
ǫ123 = 1. La contraccio´n esta vez la tomaremos haciendo
Ki → ǫKi, H → 1
ǫ
H, R→ ǫR, (2.31)
notar que de esta forma tambie´n es necesario incluir en el rescalamiento al radio R. Como resultado
obtenemos la a´lgebra de Newton-Hooke NH− no extendida [22, 87, 99, 100, 101, 102, 103]
[Ki,Kj ] = 0, [Ki, Jj ] = ǫijkKk, [Ji, Jj ] = ǫijkJk, (2.32)
[Ki,H] = Pi, [Ki, Pj ] = 0, (2.33)
[Ji,H] = 0, [Ji, Pj ] = ǫijkPk, (2.34)
[H,Pi] =
1
R2
Ki, [Pi, Pj ] = 0. (2.35)
Podemos ver que las suba´lgebras asociadas con la isotrop´ıa del espacio permanecen inalteradas.
En cambio del conmutador de boosts con traslaciones vemos que tenemos un grupo asociado a un
espacio de tiempo absoluto. La u´ltima l´ınea de (2.32) la interpretamos como que la curvatura en las
direcciones
−→
ij se ha “aplanado” pero au´n sobrevive cierta curvatura en las direcciones
−→
0i .
Para determinar la ley de composicio´n del grupo debemos escoger una parametrizacio´n. Una
posibilidad es hacer
(t,x,v, Rn(θ)) = e
tHex·Pev·Keθn·J, (2.36)
donde Rn(θ) es una rotacio´n en torno a un eje n en un a´ngulo θ. Luego obtenemos
6
(t′,x′,v′, Rn′(θ
′))(t,x,v, Rn(θ)) = (t
′ + t, cos t
R
x
′ −R sin t
R
v
′ +R′x, (2.37)
cos t
R
v
′ − 1
R
sin t
R
x
′ +R′v, Rn′(θ
′)Rn(θ)). (2.38)
5Un hecho anecdo´tico comentado por Dyson [98], es que Bacry y Levy-Leblond fueron capaces de predecir
un espacio f´ısico con curvatura no trivial sin usar relatividad general ni geometr´ıa diferencial. A pesar de que el
paper aparece muchos an˜os despue´s del desarrollo de esas teor´ıas, su razonamiento es totalmente independiente.
6Para el ca´lculo es necesario usar eL A e−L = A+ [L,A] + 1
2!
[L, [L,A]] + 1
3!
[L, [L, [L,A]]] + ...
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Tomaremos el espacio-tiempo como el coset
(t,x) = (t,x,v, Rn(θ))/(0, 0,v, Rn(θ)), (2.39)
entonces las transformaciones de Newton-Hooke esta´n dadas por
x
′ = Rn(θ)x−Rv sin tR + a cos tR , (2.40)
t′ = t+ b. (2.41)
Estas transformaciones incluyen una dependencia no lineal en el tiempo, esto es porque los boost
ya no son movimientos con velocidad constante, lo cual es heredado de las propiedades de AdS, y a
su vez es una gran diferencia con Poincare´ y Galileo. Podemos ver que en el l´ımite plano R → ∞
recuperamos las transformaciones del grupo de Galileo. Ya sea para el grupo de Newton-Hooke o
el de Galileo, de (2.38) vemos la complejidad de la ley de composicio´n de estos grupos versus la de
Poincare´.
No es dif´ıcil ver que los campos vectoriales que producen las transformaciones de NH− (2.40,2.41)
esta´n dados por
XJi = ǫijkxj
∂
∂xk
, (2.42)
XH = − ∂
∂t
, (2.43)
XPi = cos
t
R
∂
∂xi
, (2.44)
XKi = R sin
t
R
∂
∂xi
, (2.45)
los cuales satisfacen la a´lgebra NH− (2.32-2.35).
Otra manera de ver este sistema es notando que las transformaciones (2.40,2.41) son simplemente
las simetr´ıas de un oscilador armo´nico iso´tropo con frecuencia de oscilacio´n 1/R
x¨i(t) +
1
R2
xi(t) = 0, (2.46)
las cuales se derivan del lagrangiano usual del oscilador armo´nico
L =
m
2
x˙2i −
m
2R2
x2i . (2.47)
Usando el teorema de Noether podemos obtener las integrales de movimiento asociadas a las trans-
formaciones de Newton-Hooke (2.40,2.41). Bajo rotaciones y traslaciones en el tiempo el Lagrangiano
(2.47) es invariante, mientras que para traslaciones espaciales y boosts es cuasi-invariante [104, 105],
es decir aparece un te´rmino de derivada total. Con esto obtenemos las expresiones
Ji = ǫijkxjpk, (2.48)
H =
m
2
p2i +
m
2R2
x2i , (2.49)
Pi = cos t/R pi +
m
R
sin t/R xi, (2.50)
Ki = m cos t/R xi −R sin t/R pi. (2.51)
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donde pi = ∂L/∂x˙i es el momento cano´nico conjugado a xi. El momento angular y el Hamiltoniano
son los usuales para un oscilador armo´nico. El generador de traslaciones de Newton-Hooke es Pi y
el de boosts Ki. Estos generadores forman, con respecto a los pare´ntesis de Poisson, la a´lgebra de
Newton-Hooke centralmente extendida por la masa m
{J,H} = 0, {J, Pi} = ǫijPj , {J,Ki} = ǫijKj , (2.52)
{H,Pi} = 1R2Ki, {H,Ki} = −Pi, (2.53)
{Ki, Pj} = mδij . (2.54)
Notar que Pi y Ki no conmutan con H, pero son integrales de movimiento en el sentido de dPi/dt =
{Pi,H} + ∂Pi/∂t = 0, y ana´logamente para Ki. En el l´ımite plano recuperamos las expresiones
usuales para los generadores de traslaciones y boosts Galileanos.
De (2.49) es muy intrigante notar que la energ´ıa cine´tica de la part´ıcula esta´ cuantizada, lo cual
evidentemente esta´ relacionado a la “compacidad” en el tiempo del espacio-tiempo de Newton-Hooke
(o al menos de la parte espacial). De cualquier forma la separacio´n entre niveles esta dada por
∆E =
~
R
, (2.55)
la cual puede ser extremadamente pequen˜a si R es del orden del tiempo de vida del universo.
2.3. Grupo de Galileo Exo´tico
Hemos comentado que las a´lgebras tipo A poseen extensiones centrales, y que de hecho son
fundamentales para describir sistemas f´ısicos que realizan aquellas simetr´ıas. De este modo, aparece
de forma natural el estudio de las extensiones exo´ticas. El nombre proviene de que para el caso de
2+1 dimensiones (y so´lo para este) las a´lgebras tipo A admiten dos extensiones centrales adicionales
[61, 62, 63, 64, 65, 66].
Comenzaremos escribiendo las transformaciones de Galileo en 2+1 dimensiones
x
′ = R(θ)x+ vt+ u, (2.56)
t′ = t+ τ, (2.57)
donde 7
R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
, u =
(
u1
u2
)
, v =
(
v1
v2
)
. (2.58)
No es dif´ıcil realizar la composicio´n de dos transformaciones
x
(τ,u,v,θ)−→ x′ (τ
′,u′,v′,θ′)−→ x′′, (2.59)
7Una descripcio´n alternativa es considerando numeros complejos (t,x) = (t, x1 + ix2), R(θ) = e
iθ, u =
u1 + iu2 y v = v1 + iv2.
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de donde se puede ver la ley de composicio´n del grupo G (Galileo)
(τ ′,u′,v′, θ′)(τ,u,v, θ) = (τ + τ ′, R(θ′)u+ v′τ + u′, R(θ′)v + v′, θ + θ′). (2.60)
Por simplicidad podemos considerar la siguiente realizacio´n finita
g(τ,u,v, θ) =


R(θ) v u
0 1 τ
0 0 1

 , (2.61)
luego la accio´n sobre el espacio homoge´neo esta´ dada matricialmente

x
′
t′
1

 =


R(θ) v u
0 1 τ
0 0 1




x
t
1

 . (2.62)
Los elementos neutro e inverso esta´n dados respectivamente por
e =


R(0) 0 0
0 1 0
0 0 1

 , g−1(τ,u,v, θ) =


R−1 −R−1v −R−1(u− vτ)
0 1 −τ
0 0 1

 , (2.63)
donde R−1 = R(−θ).
Como subgrupos tenemos:
1. Traslaciones de espacio-tiempo T
T =




1 0 u
0 1 τ
0 0 1



 , (2.64)
el cual es posible ver que es normal


R′ v′ u′
0 1 τ ′
0 0 1




1 0 u
0 1 τ
0 0 1




R′ v′ u′
0 1 τ ′
0 0 1


−1
=


1 0 R′u+ v′τ
0 1 τ
0 0 1

 . (2.65)
Es claro que T es isomorfo a R3, ya que es producto directo de los subgrupos de traslaciones
temporales Tt con las espaciales Tx,
T = Tt ⊗ Tx. (2.66)
2. El sector homoge´neo de Galileo G0, definido como
G0 =




R v 0
0 1 0
0 0 1



 . (2.67)
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G0 a diferencia de T no es invariante. Entonces podemos escribir G como el producto semidi-
recto de T con G0
G = T ⊗s G0. (2.68)
Podemos descomponer G0 au´n ma´s, con los subgrupos de rotaciones J y boosts K
J =




R 0 0
0 1 0
0 0 1



 , (2.69)
K =




1 v 0
0 1 0
0 0 1



 , (2.70)
se puede ver que K es subgrupo normal de G0, entonces G0 es el producto semidirecto de K
con J
G0 = K ⊗s J, (2.71)
luego podemos descomponer G de la forma
G = (Tt ⊗ Tx) ⊗s (K ⊗s J). (2.72)
Notar que G0 es isomorfo al grupo euclideano en dos dimensiones G0 ∼= EK(2). Por otra parte,
tambie´n tenemos el subgrupo euclideano de G, dado por las rotaciones y traslaciones espaciales
ETx(2) = Tx ⊗s J , pero a diferencia de EK(2), ETx(2) no es subgrupo normal de G.
3. Otro subgrupo normal de G esta´ dado por el producto directo del de traslaciones espaciales Tx
con el generado por los boosts K
N = Tx ⊗ K, (2.73)
N es el grupo abeliano maximal.
4. Tambie´n tenemos otro subgrupo de G formado por el producto directo del de traslaciones
temporales Tt con el de rotaciones J
Gps = Tt ⊗ J, (2.74)
luego N y Gps nos proporcionan una descomposicio´n independiente a 2.72
G = N ⊗s Gps = (Tx ⊗ K) ⊗s (Tt ⊗ J). (2.75)
Podemos descomponer un elemento g de la forma


R(θ) v u
0 1 τ
0 0 1

 =


1 0 0
0 1 τ
0 0 1




1 0 u
0 1 0
0 0 1




1 v 0
0 1 0
0 0 1




R(θ) 0 0
0 1 0
0 0 1

 , (2.76)
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entonces es claro que podemos parametrizar exponencialmente
g(τ,u,v, θ) = e−iτHeiu·Peiv·KeiθJ , (2.77)
como resultado obtenemos la a´lgebra de Galileo (no extendida) en 2+1 dimensiones
[J, Pi] = iǫijPj , [J,Ki] = iǫijKj , (2.78)
[Ki,H] = iPi, (2.79)
todos los conmutadores restantes son triviales. Notar que esta a´lgebra es el limite plano, R→∞, del
ana´logo 2+1 dimensional de (2.32-2.35).
Para estudiar las extensiones centrales de esta a´lgebra el procedimiento ma´s inocente y directo
corresponde a agregar elementos centrales 1 con coeficientes arbitrarios al lado derecho de todas las
relaciones de conmutacio´n (incluyendo las triviales) y luego de, (i) hacer re-definiciones de los P’s y
K’s, y (ii) exigir que se satisfagan las identidades de Jacobi para cualquier generador llegamos a una
familia de tres para´metros de extensiones centrales, las cuales aparecen en los conmutadores
[Pi,Kj ] = −imδij, (2.80)
[Ki,Kj ] = iκδij , (2.81)
[J,H] = ilδij , (2.82)
el resto de conmutadores permanece sin cambio. En lo que sigue nos restringiremos al caso l = 0. La
razo´n de esto lo podemos ver de la siguiente forma: si l 6= 0 entonces
eiθJHe−iθJ = H + lθ, (2.83)
pero para tener resultados ide´nticos para θ = 0 y θ = 2π debemos hacer l = 0 [68], para ma´s detalles
ver Seccio´n 3.6.1.
Podemos construir el grupo mediante exponenciacio´n,
g(z, w, τ,u,v, θ) = eizm, e−iwκ, e−iτH , eiu·P, eiv·K, eiθJ , (2.84)
donde el signo en la segunda exponencial del lado derecho es puramente convencional. La composicio´n
de dos elementos produce
g(z, w, τ,u,v, θ)g(z′ , w′, τ ′,u′,v′, θ′) = (2.85)
g(z + z′ + 12v
2τ ′ + vTR(θ)u′, w + w′ + 12v
TR(θ)v′, (2.86)
τ + τ ′,u+R(θ)u′ + τ ′v,v +R(θ)v′, θ + θ′). (2.87)
Es posible chequear que la siguiente representacio´n finita
g =


R v 0 u 1
2
εv
0 1 0 τ 0
v
TR 1
2
v
2 1 z w
0 0 0 1 0
0 0 0 0 1


, (2.88)
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reproduce correctamente (2.87). Una sutileza a comentar es que (2.87) y tambie´n (2.88) corresponden
de hecho a “true” representations, esto debido a que estamos considerandom y κ como generadores, y
no nu´meros propiamente tal, esto corresponde a trabajar en el grupo extendido [82, 83]. Es pertinente
remarcar esto debido al teorema que mencionamos al final de la Seccio´n 2.1: todos los factores de las
representaciones de rayos de grupos finitos son equivalentes a la unidad.
Cap´ıtulo 3
Simetr´ıa de Newton-Hooke exo´tica
En este cap´ıtulo estudiaremos la simetr´ıa de Newton-Hooke exo´tica. En la seccio´n 3.1 obtenemos
la a´lgebra doblemente extendida (centralmente), como contraccio´n de AdS3 y mostramos la existencia
de dos bases de generadores que nos sera´n u´tiles para el estudio de distintos aspectos. Despue´s, en
la seccio´n 3.2, derivamos el Lagrangiano para la part´ıcula que realiza esta simetr´ıa y realizamos un
estudio del punto de vista cla´sico de la dina´mica, el ana´lisis de v´ınculos y las simetr´ıas. Luego, en
la seccio´n 3.3, repetimos el ana´lisis en te´rminos de otras variables que adema´s facilitan el estudio de
algunas de las propiedades inusuales del sistema, debidas a la estructura exo´tica. En la seccio´n 3.4
realizamos la cuantizacio´n en espacio de fase reducido, y en la seccio´n 3.5 derivamos las ecuaciones
de onda, es decir la cuantizacio´n en el cuadro de Schro¨dinger. En la seccio´n 3.6 obtenemos las fases
proyectivas con las cuales transforma la funcio´n de onda. Despue´s, en la seccio´n 3.7, estudiamos
brevemente la simetr´ıa en espacio de fase extendido. En la seccio´n 3.8 comentamos sobre el paso al
caso hiperbo´lico. Finalmente, en la seccio´n 3.9, damos algunas conclusiones para el cap´ıtulo.
3.1. A´lgebra exo´tica de Newton-Hooke
Es posible obtener la a´lgebra exo´tica de NH− como contraccio´n de la algebra de AdS3. Para
realizar la contraccio´n no relativista primero descompondremos (2.23-2.25) (su ana´logo cua´ntico en
2+1) en partes espaciales y temporales
[P0,M12] = 0, (3.1)
[P0,M0i] = iPi, [P0, Pi] = −i 1
R2
M0i, (3.2)
[M12, Pi] = iǫijPj , [M12,M0i] = iǫijM0j , (3.3)
[M0i, Pj ] = −iδijP0, [M0i,M0j ] = −iǫijM12, (3.4)
[Pi, Pj ] = −i 1
R2
ǫijM12, (3.5)
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donde µ = 0, i; i, j = 1, 2, ǫ12 = 1. Reemplazaremos los generadores y el radio R de AdS3 por las
cantidades reescaladas
P 0 = −P0 → ωZ + 1
ω
H, M0i → ωKi, M12 → ω2Z˜ + J, R→ ωR. (3.6)
Tomando el l´ımite ω → ∞, obtenemos la a´lgebra exo´tica de Newton-Hooke ENH− con dos cargas
centrales Z y Z˜,
[H,J ] = 0, (3.7)
[H,Ki] = −iPi, [H,Pi] = i 1
R2
Ki, (3.8)
[J, Pi] = iǫijPj, [J,Ki] = iǫijKj , (3.9)
[Ki, Pj ] = iδijZ, [Ki,Kj ] = −iǫijZ˜, (3.10)
[Pi, Pj ] = −i 1
R2
ǫijZ˜. (3.11)
Esta a´lgebra ha sido considerada antes en [100, 101]. En el l´ımite plano R→∞ reproduce la a´lgebra
de Galileo exo´tica (2.80,2.81) (con l=0)[23, 61, 65].
De la cohomolog´ıa de Eilenberg-Chevalley de la a´lgebra de NH− no extendida (Z = 0 y Z˜ = 0)
es posible ver incluso que hay una tercera extensio´n en el conmutador [H,J ] = ˜˜Z, pero esta no es
posible obtenerla como contraccio´n de AdS3. Al incluir esta extensio´n se degeneran los Casimires
asociados a la energ´ıa y el momento angular, por este motivo no la consideraremos.
Los Casimires cuadra´ticos de ENH− pueden ser obtenidos de los dos Casimires cuadra´ticos de
AdS3
C1 = −PµPµ + 1
2R2
MµνM
µν = P 20 − P 21 − P 22 +
1
R2
(J20 − J21 − J22 ), (3.12)
C2 = −PµJµ = P0J0 − P1J1 − P2J2, (3.13)
donde
Jµ =
1
2
ǫµνλM
νλ (3.14)
con ǫ012 = +1. Notar que nosotros podemos considerar C1 y
1
R
C2 como Casimires de la misma
dimensio´n. Si tomamos la contraccio´n (3.6), la parte finita de la expansio´n nos da
C1 = 2
(
ZH +
1
R2
Z˜J
)
− P 2i −
1
R2
K2i , (3.15)
C2 = −ZJ − Z˜H − ǫijPiKj . (3.16)
La base de generadores {H,J, Pi,Ki, Z, Z˜} la llamaremos “covariante”, debido a que respecto a esta
base es supuesto que existe un espacio inhomoge´neo cuyas transformaciones son las de NH esta´ndar.
Es conveniente tambie´n representar ENH− en otra base, que llamaremos chiral. La existencia de
esta base esta´ basada en el siguiente isomorfismo de a´lgebras
AdS3 ∼ SO(2, 2) ∼ SO(2, 1) ⊕ SO(2, 1) ∼ AdS2 ⊕AdS2. (3.17)
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la primera relacio´n se ve haciendo Mµ3 = RPµ. De aqu´ı es claro que so´lo en 2+1 tenemos dos
extensiones centrales independientes, ya que podemos incluir una extensio´n central por cada AdS2.
Definiendo
J±µ =
1
2
(Jµ ∓RPµ), (3.18)
obtenemos una forma equivalente de la a´lgebra AdS3,
[J±µ , J
±
ν ] = iǫµν
λJ±λ , [J
+
µ , J
−
ν ] = 0, (3.19)
con los Casimires
C± = ηµνJ±µ J
±
ν = J
±
1
2
+ J±2
2 − J±0 2. (3.20)
Notar que R esta´ oculto en la definicio´n (3.18), por esto la base chiral se degenera para el l´ımite plano,
con lo cual, cuando ma´s adelante deseemos considerar este l´ımite, deberemos usar la base covariante.
En correspondencia con la contraccio´n no relativista realizada en la base covariante, reemplazamos
J±0 → −ω2Z± + J±, J±i → ωJ±i , (3.21)
y tomamos el l´ımite ω →∞. Como resultado obtenemos ENH− en la base chiral
[J ±i ,J±j ] = iǫijZ±, [J±,J ±i ] = iǫijJ ±j , [G+a , G−b ] = 0, (3.22)
donde G±a = Z
±,J ±,J ±i . Los Casimires son
C± = J ±i
2
+ 2Z±J ±. (3.23)
En correspondencia con la descomposicio´n (3.17), encontramos que la extensio´n central doble de
NH3− es suma directa de dos algebras centralmente extendidas NH
2
−, obtenidas por una contraccio´n
de sus respectivas partes AdS2.
Para ma´s adelante sera´ u´til la relacio´n entre generadores de ambas bases, chiral y covariante,
J± = 1
2
(J ±RH) , J±i =
1
2
(ǫijKj ∓RPi) , Z± = −1
2
(
Z˜ ±RZ
)
. (3.24)
3.2. Lagrangiano para el sistema con simetr´ıa de ENH−
Construiremos el Lagrangiano para la part´ıcula con simetr´ıa exo´tica de Newton-Hooke mediante
el me´todo de las realizaciones no lineales [106], para esto debemos elegir un coset apropiado G/H.
En nuestro caso G es el grupo NH− doblemente extendido y H es el grupo de rotaciones en dos
dimensiones. Podemos parametrizar los elementos del coset de la forma
g = e−iHx
0
eiPix
i
eiKjv
j
eiZc e−iZ˜c˜. (3.25)
Las coordenadas (de Goldstone) del coset dependen de τ que parametriza la linea de mundo de la
part´ıcula, mirar por ejemplo [107, 108].
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La uno-forma de Maurer-Cartan es
Ω = −ig−1dg = −LHH + LiPPi + LiKKi + LJJ − LZZ + LZ˜Z˜ , (3.26)
donde
LH = dx
0, LiP = dx
i − vidx0, LiK = dvi +
xi
R2
dx0, LJ = 0,
LZ = −dc− vidxi + v
2
i
2
dx0 +
x2i
2R2
dx0,
LZ˜ = −dc˜− 1
2
ǫij
(
vidvj +
1
R2
xidxj − 2
R2
xivjdx0
)
. (3.27)
La uno-forma (3.26) satisface la ecuacio´n de Maurer-Cartan dΩ+ iΩ ∧ Ω = 0.
El lagrangiano se obtiene como pullback de una combinacio´n lineal de las uno-formas no triviales
invariantes bajo rotaciones, LH , LZ , LZ˜ ,
L = µx˙0 +m
(
c˙+ vix˙i − v
2
i
2
x˙0 − x
2
i
2R2
x˙0
)
+ κ
(
˙˜c+
1
2
ǫij
(
viv˙j +
1
R2
xix˙j − 2
R2
xivjx˙0
))
, (3.28)
donde µ y m son constantes que tienen dimension de R−1 mientras κ es adimensional. El Lagrangiano
(3.28) es invariante bajo reparametrizaciones τ → f(τ), fijando el gauge mediante τ = x0 ≡ t y
descartando los te´rminos de derivada total, obtenemos
Lnc = m
(
vix˙i − v
2
i
2
− x
2
i
2R2
)
+
1
2
κǫij
(
viv˙j +
1
R2
xix˙j − 2
R2
xivj
)
. (3.29)
3.2.1. Dina´mica cla´sica
La variacio´n del Lagrangiano (3.29) en vi y xi produce las ecuaciones de movimiento
m(x˙i − vi) + κǫij
(
v˙j +R
−2xj
)
= 0, (3.30)
m
(
v˙i +R
−2xi
)−R−2ǫij(x˙j − vj) = 0, (3.31)
que equivalentemente, pueden ser presentadas en la forma
(x˙i − vi) + ρRǫij
(
v˙j +R
−2xj
)
= 0, (3.32)
(x˙i − vi) + ρ−1Rǫij
(
v˙j +R
−2xj
)
= 0, (3.33)
donde
ρ =
κ
mR
. (3.34)
Para ρ2 6= 1, estas ecuaciones implican
x˙i − vi = v˙i +R−2xi = 0 → x¨i + 1
R2
xi = 0. (3.35)
Un punto importante que podemos ver de las ecuaciones (3.30,3.31) es que vi = x˙i es generada
por la variacio´n del Lagrangiano (3.29) en una combinacio´n lineal de vi y xi, pero no en vi por
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si so´lo. Si nosotros tratamos de substituir su ecuacio´n en (3.29), como consecuencia obtenemos un
Lagrangiano con altas derivadas en xi, que produce ecuaciones para xi no equivalentes a (3.35) [109].
Como veremos ma´s adelante, del ana´lisis de v´ınculos, aparecen coordenadas no conmutativas, lo cual
implica trabajar en un espacio configuracional extendido, ana´logo al espacio de fases en este caso.
El sistema luce como un oscilador iso´tropo en ambos casos ρ2 < 1 y ρ2 > 1, sin embargo, el
u´ltimo caso esta´ caracterizado por algunas propiedades no usuales.
Para los valores cr´ıticos ρ = ε, ε = ±1, los cuales separan las fases subcr´ıtica, ρ2 < 1, y supercr´ıti-
ca, ρ2 > 1, las ecuaciones (3.32), (3.33) se reducen a so´lo una ecuacio´n vectorial
(x˙i − vi) + εRǫij(v˙j +R−2xj) = 0. (3.36)
Esto refleja la aparicio´n de una simetr´ıa de gauge para el caso cr´ıtico ρ2 = 1,
δσxi = σi(t), δσvi = εR
−1ǫijσj(t). (3.37)
La formulacio´n chiral es muy co´moda para la discusio´n del caso cr´ıtico, como ya lo veremos en la
seccio´n siguiente.
Para ρ2 6= 1, la transformacio´n de los para´metros
ρ→ ρ−1 (3.38)
provoca un intercambio de las ecuaciones (3.32) y (3.33). Ma´s adelante veremos que esto es debido a
una simetr´ıa de dualidad entre fases sub y supercr´ıtica, la cual sera´ ma´s transparente de establecer
en te´rminos de la formulacio´n chiral.
Para las simetr´ıas de Newton-Hooke dedicaremos una subseccio´n completa, despue´s de analizar
los v´ınculos que se deducen del Lagrangiano.
3.2.2. Ana´lisis de v´ınculos
El sistema dado por (3.29) tiene dos pares de v´ınculos primarios
Πi = πi +
κ
2
ǫijvj ≈ 0, (3.39)
Vi = pi −mvi + κ
2R2
ǫijxj ≈ 0, (3.40)
donde pi y πi son los momentos cano´nicos conjugados a x
i y vi. Los v´ınculos (3.39) satisfacen las
relaciones
{Πi,Πj} = κǫij , {Vi, Vj} = κ
R2
ǫij , {Πi, Vj} = mδij . (3.41)
De donde se puede ver que el determinante de la matriz de los pare´ntesis de Poisson de los v´ınculos
Aab = {φa, φb}, φa = (Πi, Vi), es
detA = m4(1− ρ2)2. (3.42)
En el caso no cr´ıtico la matriz es no degenerada, y (3.39), (3.40) forman un conjunto de v´ınculos de
segunda clase.
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Mediante el conteo de los grados de libertad podemos ver que efectivamente estamos describiendo
una part´ıcula planar. Originalmente tenemos 2×4 = 8 variables de espacio de fase dadas por las xi, vi
y sus momentos cano´nicos conjugados pi y πi, pero restando los cuatro v´ınculos de segunda clase
(3.39,3.40) nos quedamos con 4 grados de libertad que corresponden a los de una part´ıcula planar.
Para ρ2 = 1 la matriz se degenera, con lo cual aparecen v´ınculos de primera clase que analizaremos
separadamente.
El Hamiltoniano cano´nico esta´ dado por
Hcan =
m
2
(
v2i +
1
R2
x2i
)
+
κ
R2
ǫijxivj . (3.43)
suma´ndole una combinacio´n lineal de los v´ınculos primarios y aplicando el algoritmo de Dirac para
el ana´lisis de v´ınculos, para el caso no cr´ıtico llegamos a el Hamiltoniano total
H = pivi − πixi
R2
+
m
2
(
x2i
R2
− v2i
)
, (3.44)
{H,Πi} = Vi, {H,Vi} = − 1
R2
Πi. (3.45)
Las siguientes combinaciones lineales de las coordenadas del espacio de fase,
Pi = pi − κ
2R2
ǫijxj, Xi = mxi − πi + 1
2
κǫijvj , (3.46)
conmutan en el sentido de los pare´ntesis de Poisson con los v´ınculos (3.39) y (3.40), con lo cual son
observables y satisfacen las relaciones
{Pi,Pj} = − κ
R2
ǫij , {Xi,Pj} = mδij , {Xi,Xj} = −κǫij . (3.47)
Para κ 6= 0 los v´ınculos (3.39) forman un subconjunto de segunda clase. La reduccio´n a la
superficie que definen nos permite expresar πi en te´rminos de vi, resultando en los siguientes pare´ntesis
no triviales
{xi, pj} = δij , {vi, vj} = −1
κ
ǫij. (3.48)
En te´rminos de estos pare´ntesis,
{Vi, Vj} = −m
2
κ
(1− ρ2)ǫij . (3.49)
En correspondencia con (3.42), para ρ2 6= 1 los v´ınculos (3.40) son de segunda clase. Para ρ2 = 1 se
vuelven de primera clase, y consecuentemente la dimensio´n del subespacio f´ısico es menor en dos en
comparacio´n con el caso no cr´ıtico. Para ρ2 6= 1, podemos reducirnos tambie´n a la superficie dada
por (3.40), excluyendo vi, obtenemos para xi y pi
{xi, xj} = κ
m2
1
1− ρ2 ǫij, {xi, pj} =
1− 12ρ2
1− ρ2 δij, {pi, pj} =
m2
4κ
ρ4
1− ρ2 ǫij. (3.50)
La dina´mica es generada por el Hamiltoniano en espacio de fase reducido
H∗ =
1
2m
(
pi − κ
2R2
ǫijxj
)2
+
m
2R2
(1− ρ2)x2i (3.51)
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que corresponde a la restriccio´n del Hamiltoniano total (3.44), a la superficie dada por los v´ınculos
(3.39), (3.40).
De la forma expl´ıcita del Hamiltoniano (3.51) es claro que las fases subcr´ıtica, ρ2 < 1, y supercr´ıti-
ca, ρ2 > 1, tienen propiedades esencialmente diferentes: en el primer caso tiene el mismo signo que
la masa m, mientras que el segundo puede tomar valores de ambos signos.
Notar que la estructura simple´ctica del espacio de fase reducido (3.50) tiene una forma similar
a la del problema de Landau en el plano no conmutativo [54, 55, 110], ahondaremos en este tema
en el siguiente cap´ıtulo. Podemos ver que en el l´ımite plano R → ∞, la estructura simple´ctica y el
Hamiltoniano (3.51) toman la forma de las para la part´ıcula libre en el plano no conmutativo, la cual
esta´ descrita por la simetr´ıa de Galileo exo´tica [111].
3.2.3. Simetr´ıa de Newton-Hooke exo´tica
El Lagrangiano (3.29) es invariante bajo rotaciones y traslaciones en el tiempo,
x′i = xi cosϕ+ ǫijxj sinϕ, v
′
i = vi cosϕ+ ǫijvj sinϕ, (3.52)
t′ = t− γ. (3.53)
mientras que es so´lo cuasi invariante bajo las traslaciones y boosts de Newton-Hooke,
x′i = xi + αi cosR
−1t, v′i = vi − αiR−1 sinR−1t, (3.54)
x′i = xi + βiR sinR
−1t, v′i = vi + βi cosR
−1t, (3.55)
podemos ver que ambas transformaciones esta´n relacionadas haciendo una traslacio´n en el tiempo,
(3.54) se transforma en (3.55) haciendo el corrimiento t → t − π2R, acompan˜ado con un cambio en
los para´metros de transformacio´n αi → Rβi.
Estas transformaciones esta´n generadas por los siguientes campos vectoriales
XPi = cosR−1t
∂
∂xi
−R−1 sinR−1t ∂
∂vi
, XKi = R sinR−1t
∂
∂xi
+ cosR−1t
∂
∂vi
, (3.56)
XJ = ǫij
(
xj
∂
∂xi
+ vj
∂
∂vi
)
, XH = − ∂
∂t
. (3.57)
Estos campos forman la a´lgebra de Newton-Hooke
[XH ,XKi ] = −XPi , [XH ,XPi ] = +
1
R2
XKi , [XKi ,XKj ] = 0, [XPi ,XPj ] = 0, (3.58)
[XKi ,XPj ] = 0, [XJ ,XPi ] = ǫijXPj , [XJ ,XKi ] = ǫijXKj . (3.59)
Se puede ver que no aparecen cargas centrales en esta realizacio´n, y coincide (hasta el factor i) con
la a´lgebra de la seccio´n 3.1, pero sin las cargas centrales.
Usando el teorema de Noether obtenemos los generadores de traslaciones y boosts de Newton-
Hooke, los cuales aparecen dados en te´rminos de las variables observables (3.46),
Pi = Pi cos t
R
+
1
R
Xi sin t
R
, Ki = Xi cos t
R
−RPi sin t
R
, (3.60)
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mientras que el momento angular es
J = ǫij(xipj + viπj), (3.61)
y junto con el Hamiltoniano total (3.44) generan la algebra,
{H,J} = 0, {J, Pi} = ǫijPj , {J,Ki} = ǫijKj, (3.62)
{H,Ki} = −Pi, {H,Pi} = 1
R2
Ki, (3.63)
{Ki, Pj} = mδij, {Ki,Kj} = −κǫij , {Pi, Pj} = − κ
R2
ǫij. (3.64)
Este es el ana´logo cla´sico de la a´lgebra NH− exo´tica (3.7)–(3.11), donde los para´metros m y κ
juegan el rol de las cargas centrales Z y Z˜, respectivamente. Haciendo uso de la forma expl´ıcita de
las integrales H, J , Pi y Ki, se determina que sobre la superficie de v´ınculos los Casimires (3.15) y
(3.16) toman valor cero. Como resultado, en la fase no cr´ıtica, el Hamiltoniano y el momento angular
esta´n representados en te´rminos de las traslaciones y boosts por
H =
1
m(1− ρ2)
(
1
2
(
P 2i +R
−2K2i
)− ρR−1ǫijKiPj
)
, (3.65)
J =
1
m(1− ρ2)
(
ǫijKiPj − 1
2
ρR
(
P 2i +R
−2K2i
))
. (3.66)
En espacio de fase reducido con coordenadas xi, pi, las integrales Pi, Ki y J toman la forma
Pi = Pi cos t
R
+
1
R
X˜i sin t
R
, Ki = X˜i cos t
R
−RPi sin t
R
, (3.67)
J =
m2
2κ
((
xi +
κ
m2
ǫijpj
)2
− (1− ρ2)x2i
)
, (3.68)
donde
X˜i = mxi
(
1− 1
2
ρ2
)
+
κ
m
ǫijpj. (3.69)
Junto con el Hamiltoniano (3.51), ellos forman la misma a´lgebra cla´sica (3.62)–(3.64) con respecto
de la estructura simple´ctica reducida (3.50).
En los casos cr´ıticos ρ = 1 o´ ρ = −1, la simetr´ıa del sistema se reduce a NH− extendido en una
dimensio´n menor. Aqu´ı, por un lado el Hamiltoniano y el momento angular, y por otro las traslaciones
y boosts son linealmente dependientes,
ρ = 1 : H = R−1J =
1
2m
P 2i , Pi = −R−1ǫijKj , (3.70)
ρ = −1 : H = −R−1J = 1
2m
P 2i , Pi = R
−1ǫijKj . (3.71)
Notar que el signo de H queda ligado al signo del para´metro de masa m.
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3.3. Lagrangiano: una formulacio´n chiral
Asociadas a los generadores chirales (3.108) existen tambie´n unas coordenadas chirales. Estas son
convenientes para el ana´lisis de algunos aspectos cla´sicos y cua´nticos del sistema, ya que son ana´logas
de los modos normales del sistema.
Es posible obtener el Lagrangiano chiral mediante un simple cambio de variables y para´metros
X±i = xi ±Rǫijvj , (3.72)
µ± =
1
2R2
(mR± κ), (3.73)
con lo cual (3.29) toma la forma
Lch = L+ + L− = −1
2
µ+
(
ǫijX˙
+
i X
+
j +
1
R
X+i
2
)
− 1
2
µ−
(
−ǫijX˙−i X−j +
1
R
X−i
2
)
. (3.74)
que coincide con el Lagrangiano en formulacio´n covariante, Lnc, hasta una derivada total,
Lnc = Lch + d
dt
∆L, ∆L = m
2
xivi =
m
4R
ǫijX
+
i X
−
j , (3.75)
el cual se ha omitido cuando hemos pasado de (3.29) a (3.74), pero es importante en la teor´ıa cua´ntica.
EL Lagrangiano (3.74) tambie´n puede ser obtenido por el me´todo de las realizaciones no lineales
a partir de la forma chiral de la a´lgebra exo´tica de NH− (3.108). En este caso parametrizamos el
coset por
g = g+g−, (3.76)
con
g+ = e−ix
0R−1J+e−iR
−1X−
j
J+
j eic
+Z+,
g− = eix
0R−1J−eiR
−1X+
j
J−
j eic
−Z− . (3.77)
Notar que so´lo hay una variable de evolucio´n en el tiempo x0 para los dos sectores chirales. La
diferencia de signo en los exponentes con x0 se origina de la relacio´n H = (J + − J−)/R.
3.3.1. Dina´mica cla´sica: formulacio´n chiral
Para ρ2 6= 1 las ecuaciones de movimiento generadas por el Lagrangiano (3.74) son
X˙±i ±
1
R
ǫijX
±
j = 0. (3.78)
Entonces vemos que las coordenadas X+i y X
−
i tienen sentido de modos normales que realizan
rotaciones de ’derecha’ e ’izquierda’ de la misma frecuencia R−1,
X±i (t) = X
±
i (0) cosR
−1t∓ ǫijX±j (0) sinR−1t. (3.79)
donde X±i (0) son las condiciones iniciales. La evolucio´n de las xi y vi es una superposicio´n lineal de
esas dos rotaciones,
xi =
1
2
(X+i +X
−
i ), vi =
1
2R
ǫij(X
−
j −X+j ).
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De (3.73) podemos ver que los casos cr´ıticos ρ = 1 (ρ = −1) corresponden a µ− = 0 (µ+ = 0), con
lo cual las variables X−i (X
+
i ) desaparecen completamente de (3.74), transforma´ndose en variables
de gauge puras, mientras tanto X+i (X
−
i ) siguen la misma dina´mica dada por (3.36).
Las ecuaciones (3.78) obtenidas de la variacio´n de (3.74) in X±i , pueden ser reescritas de la forma
X±i ∓ RǫijX˙±j = 0, luego la coordenada X±i puede ser eliminada en te´rminos de la velocidad de
X±j , j 6= i. Entonces cualquier componente (fija) de los vectores X+i y X−i puede ser tratada como
variable auxiliar. Si seleccionamos i = 2 para ambos modos chirales, y substituimos
X±2 = ∓RX˙±1 (3.80)
en el Lagrangiano, obtenemos la forma equivalente (hasta una derivada total)
L = 1
2
µ+R
(
(X˙+1 )
2 − 1
R2
X+21
)
+
1
2
µ−R
(
(X˙−1 )
2 − 1
R2
X−21
)
. (3.81)
Aca´ podemos ver expl´ıcitamente que el Lagrangiano es la suma de dos osciladores armo´nicos de la
misma frecuencia, pero esconde la simetr´ıa de rotaciones 2D del sistema.
En el caso no cr´ıtico la transformacio´n (3.38), la cual asume el cambio mR↔ κ, produce
µ± → ±µ±, (3.82)
luego el Lagrangiano (3.74) es invariante bajo la transformacio´n (3.82) si es acompan˜ada por la
transformacio´n compleja
X+i → X+i , X−i → iX−i . (3.83)
La aparicio´n del factor imaginario i en la transformacio´n (3.83) esta´ relacionado con algunas propieda-
des no usuales de la fase supercr´ıtica ρ2 > 1 que luego comentaremos. Sin embargo, es u´til mencionar
que la transformacio´n discreta (3.82,3.83) no es una simetr´ıa usual del sistema, dado que involucra
tambie´n una transformacio´n de para´metros. De hecho la transformacio´n (3.83) corresponde a una
familia de transformaciones de similitud X+i → γ+X+i , X−i → γ−X−i , donde γ± son para´metros
nume´ricos, las cuales dejan invariante las ecuaciones de movimiento pero cambian el Lagrangiano.
Tales transformaciones no pueden ser promovidas a simetr´ıas a nivel cua´ntico [112].
3.3.2. Ana´lisis de v´ınculos, formulacio´n chiral
En la base chiral, del Lagrangiano (3.74), aparecen los v´ınculos
χ+i = P
+
i +
1
2µ+ǫijX
+
j ≈ 0, (3.84)
χ−i = P
−
i − 12µ−ǫijX−j ≈ 0. (3.85)
Aqu´ı P±i son los momentos cano´nicos conjugados a X
±
i ,
P±i =
1
2
(
pchi ±
1
R
ǫijπ
ch
j
)
. (3.86)
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Los momentos pchi y π
ch
i cano´nicamente conjugados a xi y vi esta´n relacionados a los momen-
tos correspondientes que aparecen del Lagrangiano en formulacio´n convariante (3.29), mediante la
transformacio´n cano´nica
pchi = pi −
m
2
vi, π
ch
i = πi −
m
2
xi, (3.87)
la cual esta´ asociada a la derivada total (3.75).
Los pare´ntesis no triviales entre v´ınculos son
{χ+i , χ+j } = µ+ǫij, (3.88)
{χ−i , χ−j } = −µ−ǫij . (3.89)
En el caso no cr´ıtico ρ2 6= 1, forman dos conjuntos de v´ınculos de segunda clase. Cuando µ+ = 0
(µ− = 0), los v´ınculos χ
+
i (χ
−
i ) cambian su naturaleza de segunda a primera clase, tomando la forma
χ+i = P
+
i ≈ 0 (χ−i = P−i ≈ 0). En este caso los grados de libertad correspondientes al modo ‘+’
(‘−’) son puro gauge, que es consecuencia de la desaparicio´n de la parte correspondiente L+ (L−)
del Lagrangiano (3.74).
El Hamiltoniano cano´nico correspondiente al Lagrangiano chiral (3.74) es
Hcan =
1
2R
(
µ+X
+
i
2
+ µ−X
−
i
2
)
. (3.90)
Definimos el Hamiltoniano total H = Hcan + u
+
i χ
+
i + u
−
i χ
−
i . Como consecuencia de la conservacio´n
de los v´ınculos se fijan los multiplicadores, u±i = ∓ 1RǫijX±j , y queda
H =
1
R
ǫij(X
+
i P
+
j −X−i P−j ). (3.91)
Este Hamiltoniano reproduce las ecuaciones de movimiento Lagrangianas para las coordenadas chi-
rales (3.78).
Las variables independientes que conmutan con los v´ınculos (que sera´n observables) son
λ+i = P
+
i −
1
2
µ+ǫijX
+
j , λ
−
i = P
−
i +
1
2
µ−ǫijX
−
j , (3.92)
{λ+i , χ±j } = {λ−i , χ±j } = 0. (3.93)
Entre ellas poseen pare´ntesis similares a los de los v´ınculos,
{λ+i , λ+j } = −µ+ǫij , {λ−i , λ−j } = µ−ǫij, {λ+i , λ−j } = 0. (3.94)
Podemos ver que los generadores de traslaciones y boosts de Newton-Hooke esta´n dados en
te´rminos de los observables (3.92)
Pi = λ
+
j ∆
+
ji(t) + λ
−
j ∆
−
ji(t), Ki = R
(
λ−j ∆
−
jk(t)− λ+j ∆+jk(t)
)
ǫki, (3.95)
con lo cual el conjunto de v´ınculos chirales es invariante bajo aquellas transformaciones
{Pi, χ±j } = {Ki, χ±j } = 0. (3.96)
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La reduccio´n a la superficie dada por (3.84) (cuando µ+ 6= 0) y/o (3.85) (cuando µ− 6= 0) resulta
en una exclusio´n de los momentos P+i y/o P
−
i . Los pare´ntesis de Dirac no triviales son
{X+i ,X+j } = −
1
µ+
ǫij, (3.97)
{X−i ,X−j } =
1
µ−
ǫij , (3.98)
y el Hamiltoniano en espacio de fase reducido
H∗ =
1
2R
(
µ+X
+
i
2
+ µ−X
−
i
2
)
(3.99)
coincide con la forma del Hamiltoniano cano´nico (3.90). En correspondencia con la formulacio´n
covariante, para el caso subcr´ıtico ρ2 < 1, µ± > 0 para m > 0 y µ± < 0 para m < 0, y la energ´ıa
toma valores del signo del para´metro m. En el caso supercr´ıtico ρ2 > 1 los v´ınculos µ+ y µ− tienen
signos opuestos, y la energ´ıa puede tomar cualquier signo.
3.3.3. Simetr´ıa de Newton-Hooke exo´tico cla´sica: formulacio´n chi-
ral
En correspondencia con (3.54), (3.55), en la base chiral las traslaciones y boosts de Newton-Hooke
tienen la forma
X±′i = X
±
i + α
±
i (t), (3.100)
donde
α±i (t) = ∆
±
ij(t)α
±
j (0) = ∆
±
ij(t)(αj ±Rǫjkβk), (3.101)
∆±ij(t) = δij cos
t
R
∓ ǫij sin t
R
. (3.102)
Las ∆±ij(t) son matrices de rotacio´n, ∆ij(t) ∈ SO(2). Los generadores de las transformaciones (3.100)
corresponden a los generadores chirales1 (3.24), podemos escribirlos en te´rminos de las variables λ±i ,
J±i = ∓Rλ±j ∆±ji(t). (3.103)
Las ecuaciones
∂J ±i
∂t
= ± 1
R
ǫijJ ±j (3.104)
garantizan que ellos son integrales de movimiento, d
dt
J ±i = ∂J
±
i
∂t
+ {J ±i ,H} = 0. En espacio de fase
reducido toman la forma
J±i = Rµ±ǫijX±j (0). (3.105)
El momento angular tiene la forma
J = ǫij(X
+
i P
+
j +X
−
i P
−
j ). (3.106)
1Hasta un coeficiente multiplicativo que es irrelevante, puesto que va en correlacio´n con los para´metros de
transformacio´n α±
i
(0).
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Notar la estructura similar que tiene con el Hamiltoniano (3.91). Las relaciones (3.96) y {J, χ±i } =
ǫijχ
±
j , {H,χ±i } = ± 1Rǫijχ±j muestran expl´ıcitamente la invariancia del subespacio f´ısico dado por los
v´ınculos (3.84), (3.85) bajo las transformaciones de Newton-Hooke.
En espacio de fase reducido, con las variables X+i y X
−
i (para ρ
2 6= 1), y estructura simple´ctica
(3.97,3.98), el momento angular toma la forma
J =
1
2
(
µ+X
+
i
2 − µ−X−i
2
)
, (3.107)
comparar con (3.90).
Junto a J ± = 12(J ± RH), donde H corresponde al Hamiltoniano total, las integrales (3.105)
generan el ana´logo cla´sico de la a´lgebra exo´tica de Newton-Hooke en su forma chiral (3.108)
{J ±i ,J ±j } = ǫijZ±, {J ±,J ±i } = ǫijJ±j , , (3.108)
donde
Z+ = −R2µ+, Z− = R2µ−. (3.109)
En el caso cr´ıtico µ− = 0 o µ+ = 0, la simetr´ıa se reduce a NH− centralmente extendido, generado
por J+, J+i y Z+, o por J−, J−i y Z−. En correspondencia con (3.70,3.71) tenemos
µ− = 0 : J − = 0, J−i = 0, (3.110)
µ+ = 0 : J + = 0, J+i = 0. (3.111)
3.3.4. Simetr´ıa SO(3) y SO(2,1) adicional
Mostraremos ahora, que el sistema posee una simetr´ıa adicional, la cual es expl´ıcita en la formu-
lacio´n chiral y, como veremos, su naturaleza depende de la fase.
Por comodidad definiremos las coordenadas adimensionales
√
|µ+|X+1 = Y1,
√
|µ+|X+2 = Y2,
√
|µ−|X−1 = Y3,
√
|µ−|X−2 = Y4. (3.112)
En te´rminos de estas coordenadas el Lagrangiano chiral toma la forma
Lch = −1
2
(
Y˙ TΩY +
1
R
Y T ηY
)
= −1
2
(
Y˙ AΩABY
B +
1
R
Y AηABY
B
)
, (3.113)
donde
ηAB =


ε+ . . .
. ε+ . .
. . ε− .
. . . ε−

 , ΩAB =


. ε+ . .
−ε+ . . .
. . . −ε−
. . ε− .

 , (3.114)
ε± son los signos de µ±, y las matrices η y Ω satisfacen las relaciones η
2 = 1, ΩT = −Ω, y ΩΩ = −1. El
te´rmino de potencial es invariante bajo las transformaciones Y → OY , OT ηO = η, que son rotaciones
SO(4) en el caso subcr´ıtico caracterizado por ε+ε− = +1, y pseudo-rotaciones SO(2,2)∼AdS3 en el
sector supercr´ıtico ε+ε− = −1. Por otro lado, el te´rmino cine´tico es invariante bajo transformaciones
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Sp(4), con Ω jugando el rol de matriz simple´ctica, Y → CY , CTΩC = Ω. Entonces la simetr´ıa
del Lagrangiano corresponde a la interseccio´n de SO(4) (o SO(2,2)) y Sp(4). Considerando una
transformacio´n infinitesimal δY = ωY , encontramos que la matriz constante ω tiene que satisfacer las
ecuaciones ωT η+ ηω = 0, ωTΩ+Ωω = 0. Un ana´lisis simple de esas ecuaciones, con una subsecuente
aplicacio´n del teorema de Noether, resulta finalmente en un conjunto de integrales dadas por H, J y
I1 =
1
2
ε+
√∣∣∣∣µ−µ+
∣∣∣∣ (P+2 X−2 − P+1 X−1 )+ 12ε−
√∣∣∣∣µ+µ−
∣∣∣∣ (X+1 P−1 −X+2 P−2 ) , (3.115)
I2 = −1
2
ε+
√∣∣∣∣µ−µ+
∣∣∣∣ (P+2 X−1 + P+1 X−2 )+ 12ε−
√∣∣∣∣µ+µ−
∣∣∣∣ (X+1 P−2 +X+2 P−1 ) . (3.116)
En espacio de fase reducido toman la forma
I1 =
1
2
√
|µ+µ−| (X+1 X−2 +X+2 X−1 ), I2 =
1
2
√
|µ+µ−| (X+2 X−2 −X+1 X−1 ). (3.117)
En el caso subcr´ıtico la integral I1 genera rotaciones 2D en los planos (Y1, Y3) y (Y2, Y4), mientras I2
en los planos (Y1, Y4) y (Y2, Y3). En el caso supercr´ıtico las rotaciones son cambiadas por transforma-
ciones de Lorentz en los mismos planos. Siendo independientes del tiempo, estas integrales conmutan
con el Hamiltoniano, {H, I1} = {H, I2} = 0, y junto con el momento angular reescalado
I3 =
1
2
J (3.118)
generan la siguiente algebra de Lie
{I1, I2} = ε+ε−I3, {I3, I1} = I2, {I2, I3} = I1. (3.119)
En el caso subcr´ıtico (3.119) es la a´lgebra de rotaciones so(3), mientras que en el caso supercr´ıtico es
una a´lgebra de Lorentz so(2, 1). Se puede ver que los pare´ntesis entre I1,2 y las traslaciones y boosts
de Newton-Hooke producen ciertas combinaciones de los u´ltimos.
3.3.5. Dualidad
Volvamos a analizar la relacio´n entre la fase sub y supercr´ıtica, a la luz de la transformacio´n de
dualidad, la cual puede ser presentada de tres formas equivalentes
ρ→ ρ−1; mR↔ κ; µ± → ±µ±. (3.120)
Esta dualidad induce una transformacio´n mutua entre las fases sub y supercr´ıtica, y entre las dos
fases cr´ıticas dadas por µ+ = 0, µ− < 0 y µ+ = 0, µ− > 0, mientras que deja invariantes las fases
cr´ıticas con µ− = 0, ver figura 3.1
De acuerdo con (3.24,3.73), la dualidad (3.120) induce las transformaciones
J ↔ RH, (3.121)
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Figura 3.1: Fases y dualidad.
Pi → P ′i =
1
2
(
(P1 + P2) + (−1)iR−1(K1 +K2)
)
, (3.122)
Ki → K ′i =
1
2
(
(−1)i+1(K1 −K2) +R(P2 − P1)
)
. (3.123)
En te´rminos de las integrales chirales (3.24), estas transformaciones son equivalentes a
J ± → ±J±, J+i → J+i , J −1 → J−2 , J−2 → J−1 . (3.124)
Recordando tambie´n (3.109), tenemos
Z± → ±Z±. (3.125)
Usando las relaciones (3.124), (3.125), concluimos que la transformacio´n de dualidad no cambia
la a´lgebra (3.108) de las integrales de movimiento, entonces es un automorfismo de la a´lgebra de
Newton-Hooke exo´tica.
Pero donde aparece una transformacio´n no trivial, es en el sector de la simetr´ıa adicional, donde
produce la transformacio´n mutua so(3) ↔ so(2, 1), en acuerdo con (3.134). Como veremos en la
siguiente seccio´n, esto es acompan˜ado por un cambio radical de la degeneracio´n de los niveles de
energ´ıa, de finita a infinita o viceversa.
3.4. Cuantizacio´n en espacio de fase reducido
De acuerdo con las relaciones (3.97,3.98), en el caso subcr´ıtico ρ2 < 1 con µ+ > 0, µ− > 0, uno
define dos conjuntos independientes de operadores de creacio´n y aniquilacio´n
a+ =
√
|µ+|
2
(X+2 + iX
+
1 ), a− =
√
|µ−|
2
(X−1 + iX
−
2 ), a
†
± = (a±)
† , (3.126)
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[a+, a
†
+] = 1, [a−, a
†
−] = 1, [a+, a−] = [a+, a
†
−] = 0. (3.127)
Hemos puesto µ± bajo signos de modulo teniendo en mente una futura generalizacio´n. Construiremos
el Hamiltoniano y momento angular eligiendo el orden normal en (3.99) y (3.107), obtenemos
H = R−1
(
a†+a+ + a
†
−a− + 1
)
, J = a†+a+ − a†−a− . (3.128)
El sistema cua´ntico es un oscilador armo´nico iso´tropo de frecuencia R−1.
La energ´ıa toma valores positivos, En+,n− = R
−1(n++n−+1), mientras que el momento angular
puede tomar valores de ambos signos, jn+,n− = n+ − n−, donde n± = 0, 1, . . . son los autovalores de
los operadores de nu´mero N± = a
†
±a±, N±|n+, n−〉 = n±|n+, n−〉.
En la fase subcr´ıtica ρ2 < 1 con µ+ < 0, µ− < 0, los operadores a+ y a− son realizados como
en (3.126) con la substitucio´n X+1 ↔ X+2 , X−1 ↔ X−2 . Esto provoca cambios globales de signo en el
Hamiltoniano y momento angular,
H = −R−1
(
a†+a+ + a
†
−a− + 1
)
, J = −a†+a+ + a†−a− . (3.129)
En el caso supercr´ıtico ρ > 1 (µ+ > 0, µ− < 0), el operador a+ esta´ definido como en (3.126)
mientras que a− es obtenido mediante la substitucio´n X
−
1 ↔ X−2 . Entonces
H = R−1
(
a†+a+ − a†−a−
)
, J = a†+a+ + a
†
−a− + 1. (3.130)
Este es un oscilador exo´tico con el Hamiltoniano y momento angular intercambiados. La energ´ıa
puede tomar valores positivos y negativos En+,n− = R
−1(n+−n−), n± = 0, 1, . . ., y no es restringido
de abajo, en cambio el momento angular puede tomar so´lo valores positivos, jn+,n− = n+ + n− + 1,
es decir, ambos modos son de ‘derecha’.
En el caso supercr´ıtico ρ < −1 (µ+ < 0, µ− > 0), el rol de los modos es cambiado, la energ´ıa
del modo X+ es negativa, mientras que para X− es positiva. En este caso a− esta´ definido como en
(3.126), mientras que a+ esta´ realizado mediante el cambio X
+
1 ↔ X+2 . Como resultado tenemos,
H = R−1
(
−a†+a+ + a†−a−
)
, J = −
(
a†+a+ + a
†
−a− + 1
)
. (3.131)
Nuevamente tenemos un oscilador exo´tico, pero en este caso ambos modos resultan ser de ‘izquierda’.
Podemos escribir en forma condensada las expresiones para el Hamiltoniano y el momento angular
para los cuatro casos,
H = R−1
(
ε+a
†
+a+ + ε−a
†
−a− +
1
2
(ε+ + ε−)
)
, J = ε+a
†
+a+ − ε−a†−a− +
1
2
(ε+ − ε−), (3.132)
donde ε± = sign µ±. Las fases sub- y supercr´ıticas son esencialmente diferentes desde el punto de
vista de la estructura de los niveles de la energ´ıa y el momento angular. De acuerdo con (3.132), los
niveles de energ´ıa y momento angular son
En+,n− =
1
R
(
ε+n+ + ε−n− +
1
2
(ε+ + ε−)
)
, jn+,n− = ε+n+ − ε−n− +
1
2
(ε+ − ε−), (3.133)
donde n± = 0, 1, . . ..
En la fase cr´ıtica con µ− = 0 tenemos un oscilador de un modo con En+ = ε+R
−1
(
n+ +
1
2
)
,
jn+ = ε+
(
n+ +
1
2
)
, mientras que para µ+ = 0 tenemos En− = ε−R
−1
(
n− +
1
2
)
, jn− = −ε−
(
n− +
1
2
)
.
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3.4.1. Degeneracio´n de los niveles y simetr´ıa adicional
Los operadores de subida y bajada, I+ = I1+ iI2 y I− = I
†
+, de la simetr´ıa adicional SO(3) (para
ε+ε− = +1), o SO(2,1) (para ε+ε− = −1),
[I+, I−] = ε+ε−iI3, [I3, I±] = ±iI±, (3.134)
corresponden a combinaciones complejas de las integrales cla´sicas (3.117) dadas por
ε+ε− = +1 : I1 + iε+I2 = a
†
+a−, (3.135)
ε+ε− = −1 : I1 + iε+I2 = ia†+a†−. (3.136)
En el caso subcr´ıtico ε+ε− = +1 cada nivel tiene degeneracio´n igual a 2jsub + 1, donde
jsub =
1
2
(n+ + n−) , (3.137)
y los correspondientes autoestados de energ´ıa esta´n caracterizados por los nu´meros cua´nticos n+ y n−
situados en l´ıneas rectas restringidas por ejes verticales y horizontales, ver figura 3.2. Los operadores
de subida y bajada de so(3) dados por (3.135) actu´an a lo largo de esas l´ıneas, caracterizadas por
n+ + n− = 2jsub, donde el Casimir de so(3), Cso(3) = I
2
1 + I
2
2 + I
2
3 toma el valor jsub(jsub + 1).
Figura 3.2: Niveles de energ´ıa constante.
En la fase supercr´ıtica ε+ε− = −1, y los niveles de energ´ıa constante corresponden a l´ıneas rectas
punteadas n+ − n− = const en la figura 3.2. Los operadores de escalera de so(2, 1) (3.136) actu´an
a lo largo de aquellas l´ıneas. Cada nivel es infinitamente degenerado, y el Casimir de so(2, 1), dado
por Cso(2,1) = I
2
1 + I
2
2 − I23 toma los valores −jsup(jsup − 1), donde
jsup =
1
2
(|n+ − n−|+ 1) . (3.138)
Cada una de esas l´ıneas tienen asociadas representaciones unitarias infinito-dimensionales semi-
acotadas de la a´lgebra so(2, 1), en las cuales el generador compacto de so(2, 1), correspondiente
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a I3 toma los valores i3 = ε+
1
2 (n+ + n− + 1). Esto puede ser presentado equivalentemente por
i3 = ε+(jsup + k), donde k = n− = 0, 1, . . . para n+ ≥ n−, y k = n+ = 0, 1, . . . para n− ≥ n+.
Entonces, tenemos las llamadas series de representaciones discretas D+jsup (para ε+ = +1) y D
−
jsup
(para ε+ = −1) de SL(2, R), en la terminolog´ıa de Bargmann [113].
3.5. Ecuaciones de onda, cuadro de Schro¨dinger
En esta seccio´n cuantizaremos el sistema mediante el me´todo de Gupta-Bleuler, lo cual nos
permitira´ construir un conjunto de ecuaciones de onda que realizan la simetr´ıa exo´tica de Newton-
Hooke. Usando estas identificaremos las fases proyectivas asociadas a las traslaciones y boosts de
Newton-Hooke exo´tico.
Por simplicidad, esta vez comenzaremos con la formulacio´n chiral, y despue´s la covariante, la cual
es necesaria para mirar el l´ımite plano (Galileo exo´tico).
3.5.1. Base chiral
Debemos considerar combinaciones complejas de los v´ınculos (3.84), (3.85) tales que:
conmuten entre s´ı,
a nivel cua´ntico sean de naturaleza de operadores de aniquilacio´n, teniendo as´ı, nu´cleos no
triviales,
el conjunto sea consistente con la dina´mica, es decir, que los conmutadores con el Hamiltoniano
sean proporcionales a las combinaciones elegidas de los v´ınculos.
Entonces, a nivel cua´ntico, estas combinaciones van a separar el subespacio f´ısico.
En correspondencia con la estructura de los pare´ntesis de los v´ınculos chirales (3.84), (3.85), para
ρ2 6= 1 es necesario distinguir cuatro casos en dependencia de los signos de µ±, los cuales son los
cuadros en la figura 3.1. Para µ+ > 0, µ− > 0, la eleccio´n apropiada para la combinacio´n lineal de
v´ınculos es
χ+1 + iχ
+
2 ≈ 0, χ−1 − iχ−2 ≈ 0. (3.139)
En representacio´n de coordenadas toman la forma de ecuaciones de onda(
∂Z¯+ +
µ+
4
Z+
)
Ψ = 0,
(
∂Z− +
µ−
4
Z¯−
)
Ψ = 0, (3.140)
donde ∂Z¯+ = ∂/∂Z¯+, ∂Z− = ∂/∂Z−, y hemos introducido dos variables complejas independientes
Z+ = X+1 + iX+2 , Z− = X−1 + iX−2 . (3.141)
La dina´mica es dada por la ecuacio´n de Schro¨dinger(
i∂t − 1
R
(Z+∂Z+ − Z¯+∂Z¯+ −Z−∂Z− + Z¯−∂Z¯−)
)
Ψ = 0, (3.142)
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donde el operador diferencial lineal en variables chirales complejas es el ana´logo cua´ntico del Ha-
miltoniano total (3.91). Las ecuaciones (3.140) y (3.142) corresponden al conjunto de ecuaciones de
onda para la part´ıcula con simetr´ıa exo´tica de Newton-Hooke.
La solucio´n de las ecuaciones de onda (3.140) es
Ψphys = exp
(
−µ+
4
|Z+|2 − µ−
4
|Z−|2
)
ψ(Z+, Z¯−). (3.143)
La accio´n de los operadores de Hamiltoniano y momento angular sobre los estados f´ısicos (3.143) se
reduce a
HΨphys = exp(.)
1
R
(Z+∂Z+ + Z¯−∂Z¯−)ψ(Z+, Z¯−), (3.144)
JΨphys = exp(.)
1
R
(Z+∂Z+ − Z¯−∂Z¯−)ψ(Z+, Z¯−), (3.145)
donde exp(.) se refiere a la exponencial de (3.143). Las autofunciones de la energ´ıa y el momento
angular son dadas por los estados (3.143) con funciones de onda monomiales ψ(Z+, Z¯−),
ψn+,n−(Z+, Z¯−) =
1√
n+!n−!
(√
µ+
2
Z+
)n+ (√µ−
2
Z¯−
)n−
, n+, n− = 0, 1, . . . , (3.146)
que corresponden a los autovalores de energ´ıa y momento angular En+,n− =
1
R
(n+ + n−), jn+,n− =
n+ − n−. Notar que un simple desplazamiento de la energ´ıa (igual a − 1R~, ~ = 1) aparece en
comparacio´n con la cuantizacio´n en espacio de fase reducido, el cual es consecuencia de una eleccio´n
particular del ordenamiento cua´ntico, aqu´ı hemos tomado un Hamiltoniano correspondiente a la
expresio´n (3.91).
Estos resultados esta´n en completa correspondencia con la cuantizacio´n en espacio de fase redu-
cido, (hasta el corrimiento de la energ´ıa), y lo que hemos obtenido aca´ es la representacio´n holomorfa
para el sistema del oscilador 2D.
El esquema de cuantizacio´n se generaliza directamente para los otros tres casos asociados a los
signos ε+ y ε− de los para´metros µ+ y µ−. Las ecuaciones de onda que separan los estados f´ısicos
esta´n dadas por las combinaciones lineales de v´ınculos χ+i y χ
−
i ,(
χ+1 + iε+χ
+
2
)
Ψ = 0,
(
χ−1 − iε−χ−2
)
Ψ = 0. (3.147)
En la tabla 3.1 resumimos todos los casos
Fase ε+, ε− m, κ V´ınculos ψ(., .)
ρ2 < 1 +1,+1 m > 0, |κ| < mR χ+1 + iχ+2 , χ−1 − iχ−2 ψ(Z+, Z¯−)
ρ2 < 1 −1,−1 m < 0, |κ| < mR χ+1 − iχ+2 , χ−1 + iχ−2 ψ(Z¯+,Z−)
ρ2 > 1 +1,−1 −∞ < m <∞, κ > |m|R χ+1 + iχ+2 , χ−1 + iχ−2 ψ(Z+,Z−)
ρ2 > 1 −1,+1 −∞ < m <∞, κ < |m|R χ+1 − iχ+2 , χ−1 − iχ−2 ψ(Z¯+, Z¯−)
Tabla 3.1: Diferentes condiciones de polarizacio´n.
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Las soluciones correspondientes que describen estados f´ısicos tienen forma similar a (3.143),
Ψphys = exp
(
−|µ+|
4
|Z+|2 − |µ−|
4
|Z−|2
)
ψ(., .), (3.148)
con los argumentos de la funcio´n ψ especificados en la tabla. La accio´n de H y J sobre esos estados
tiene forma similar a (3.144), (3.145): ellos son reducidos a la suma de dos operadores diferenciales
de primer orden, en variables correspondientes a los argumentos de la funcio´n ψ(., .). Los signos
que aparecen antes de los operadores indicados en la figura 3.1, y ellos corresponden a los signos
de (3.132). Los ana´logos de las funciones (3.146), los para´metros µ± son cambiados por sus valores
absolutos. El producto escalar es definido en todos los casos con la medida
D = |µ+µ−|
(2π)2
dX+1 dX
+
2 dX
−
1 dX
−
2 .
Con respecto a ese producto escalar las funciones de onda de la forma (3.143), (3.146) representan
una base ortonormal en el subespacio f´ısico del sistema.
En la fase cr´ıtica tenemos µ+ = 0, o´ µ−=0, y de acuerdo con el esquema cla´sico de las ecuaciones
cua´nticas complejas que especifican los estados f´ısicos son cambiadas por
∂
∂X+i
Ψ = 0, or
∂
∂X−i
Ψ = 0. (3.149)
El modo correspondiente X+ o´ X− desaparece completamente de la teor´ıa, y entonces obtenemos un
oscilador de un modo en representacio´n holomorfa.
Notar que las ecuaciones cua´nticas (3.147), que aqu´ı especifican los estados del subespacio f´ısi-
co, tienen el sentido del polarizaciones complejas para el oscilador 2D tratado con el marco de la
cuantizacio´n geome´trica [114], mientras las ecuaciones (3.149) tienen naturaleza de polarizaciones
reales.
3.5.2. Ecuaciones de onda en la base covariante y l´ımite plano
Las ecuaciones de onda y los estados f´ısicos en la base covariante pueden ser obtenidos direc-
tamente de los de la base chiral, tomando en consideracio´n una transformacio´n de fase (unitaria)
asociada con la derivada total en la cual difieren los Lagrangianos (3.75). Por ejemplo, en la fase
supercr´ıtica caracterizada por ε+ε− = −1, las funciones de onda f´ısicas tienen la forma
Ψphys = exp
(
−|κ|
4
(
v2i +
x2i
R2
)
− m
2
ǫijxivj + i
m
2
xivi
)
ψ(x1 + iε+x2, v1 + iε+v2, t). (3.150)
las cuales satisfacen las ecuaciones de onda
(V1 + iε+V2)Ψ(x, v, t) = 0, (Π1 + iε+Π2)Ψ(x, v, t) = 0, (3.151)
donde Vi y Πi esta´n dados por (3.39), (3.40), y hemos asumido que pi = −i∂/∂xi y πi = −i∂/∂vi.
La dina´mica esta´ dada por la ecuacio´n de Schro¨dinger(
i
∂
∂t
− ivj ∂
∂xj
+ i
1
R2
xj
∂
∂vj
− m
2
(
x2j
R2
− v2j
))
Ψ = 0, (3.152)
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en la cual, de acuerdo con las relaciones de consistencia (3.45), el Hamiltoniano total (3.44) juega el
rol de Hamiltoniano cua´ntico.
Recordando las relaciones (3.87), vemos que hay la siguiente correspondencia entre los v´ınculos
en la formulacio´n covariante, (3.39,3.40), y chiral, (3.84,3.85),
Vi ↔ (χ+i + χ−i ), Πi ↔ Rǫij(χ−j − χ+j ). (3.153)
Esto muestra que las ecuaciones (3.151) son combinaciones lineales de los v´ınculos chirales cua´nticos
(3.147) con ε+ε− = −1.
De manera similar, uno puede derivar ecuaciones de onda y estados f´ısicos en la base covariante
para la fase subcr´ıtica, donde ε+ε− = 1. Sin embargo, desde el punto de vista de el l´ımite plano
R → ∞ (que puede ser tomado so´lo en la fase subcr´ıtica), las ecuaciones de v´ınculos cua´nticas
(3.147) no son un punto de partida apropiado. La razo´n es que los v´ınculos del caso subcr´ıtico
(3.147) tienen signos diferentes para los modos izquierdo y derecho, mirar (3.139) para ε+ = ε− = 1.
Como consecuencia, no existe una combinacio´n lineal de esos v´ınculos tal que en el l´ımite plano nos
entregue dos ecuaciones de v´ınculos independientes. Para buscar los v´ınculos complejos apropiados, es
ma´s conveniente proceder directamente desde los v´ınculos en formulacio´n covariante (3.39) y (3.40).
Para fijar ideas, tomemos κ > 0, y entonces, ε+ = ε− = 1. La combinacio´n lineal Π1+iΠ2 tiene nu´cleo
no trivial a nivel cua´ntico y puede ser elegida para una de las ecuaciones que andamos buscando,
(Π1 + iΠ2)Ψ = 0. (3.154)
Para fijar el otro v´ınculo, consideremos una combinacio´n lineal de Vi y Πi,
V˜i = Vi − m
κ
ǫijΠj = pi +
κ
2R2
ǫijxj − m
κ
ǫij
(
πj − κ
2
ǫjkvk
)
, (3.155)
que es desacoplada de los v´ınculos Πi en el sentido de los pare´ntesis,
{V˜i,Πj} = 0, (3.156)
{V˜i, V˜j} = −m2κ (1− ρ2)ǫij . (3.157)
Las relaciones (3.156), (3.157) indican que lacombinacio´n V˜i es una extension de Dirac de Vi respecto
a los v´ınculos de segunda clase Πi ≈ 0 2. De acuerdo con (3.157), a nivel cua´ntico la combinacio´n
lineal V˜1 − iV˜2 tiene nu´cleo no trivial (es de naturaleza de operador de aniquilacio´n), y el v´ınculo
cua´ntico (3.154) puede ser suplantado por la ecuacio´n
(V˜1 − iV˜2)Ψ = 0. (3.158)
Las ecuaciones (3.45) nos dan los siguientes pare´ntesis de Poisson para el Hamiltoniano total
(3.44) con las combinaciones de v´ınculos seleccionadas
{H,Π1 + iΠ2} = −im
κ
(Π1 + iΠ2) + (V˜1 + iV˜2), (3.159)
{H, V˜1 − iV˜2} = −im
κ
(V˜1 − iV˜2) + m
2
κ2
(1− ρ2)(Π1 − iΠ2). (3.160)
2Comparar (3.157) con los pare´ntesis de Dirac (3.49).
42 Cap´ıtulo 3 Simetr´ıa de Newton-Hooke exo´tica
Al lado derecho aparecen las combinaciones complejas conjugadas de los v´ınculos elegidos. Esto
significa que la dina´mica generada por la ecuacio´n de Schro¨dinger, con el Hamiltoniano total como
operador de Hamiltoniano, no sera´ consistente con los v´ınculos (3.154,3.158). Uno puede sobrepasar
este obsta´culo si pasamos del Hamiltoniano total a uno corregido H → H˜, mediante la suma de
te´rminos cuadra´ticos en los v´ınculos,
H˜ = H − 1
κ
ǫijΠiV˜j +
m
2κ2
(Π1 − iΠ2)(Π1 + iΠ2) + 1
2m(1− ρ2)(V˜1 + iV˜2)(V˜1 − iV˜2). (3.161)
El Hamiltoniano corregido conmuta fuertemente con los v´ınculos Πi y V˜i, y, en particular, con las
combinaciones de los v´ınculos elegidas. Entonces la ecuacio´n de Schro¨dinger(
i∂t − H˜
)
Ψ = 0 (3.162)
sera´ consistente con los v´ınculos cua´nticos (3.154), (3.158): un estado f´ısico que satisface las ecua-
ciones de v´ınculos a t = 0 tambie´n lo hara´ para t > 0. Notar que debido a la conmutatividad del
Hamiltoniano corregido con los v´ınculos, este es una extension de Dirac del Hamiltoniano cano´nico
con respecto a todos los v´ınculos de segunda clase.
No mostraremos una forma expl´ıcita de los estados f´ısicos que satisfacen las ecuaciones cua´nticas
(3.154,3.158), en cambio discutiremos el l´ımite plano del sistema. Para R→∞, el Lagrangiano (3.29)
se reduce al de la part´ıcula libre en el plano no-conmutativo,
Lnc = mvix˙i −mv
2
i
2
+
1
2
κǫijviv˙j . (3.163)
El sistema (3.163) tiene simetr´ıa de Galileo exo´tico dado por las ecuaciones (3.7-3.11) con R = ∞.
En espacio de fase reducido el sistema es descrito por una estructura simple´ctica con coordenadas no
conmutativas,
{xi, xj} = κ
m2
ǫij, {xi, pj} = δij , {pi, pj} = 0, (3.164)
y por un Hamiltoniano libre
H∗ =
1
2m
p2i , (3.165)
los cuales son los l´ımites planos de (3.50) y (3.51).
Por otro lado, los v´ınculos (3.154), (3.158) y la ecuacio´n de Schro¨dinger (3.162) se reducen en el
l´ımite plano, respectivamente, a (
∂
∂v−
+
κ
4
v+
)
Ψ(x, v, t) = 0, (3.166)
(
∂
∂x+
− im
4
v− − im
κ
∂
∂v+
)
Ψ(x, v, t) = 0, (3.167)
(
i
∂
∂t
+
2
m
∂2
∂x+∂x−
)
Ψ(x, v, t) = 0, (3.168)
donde usamos las notaciones x± = x1 ± ix2, v± = v1 ± iv2. La solucio´n general a las ecuaciones de
v´ınculos es
Ψphys = exp
(
−κ
4
v+v−
)
ψ
(
x+ − i κ
m
v+, x−, t
)
, (3.169)
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y una solucio´n general a la ecuacio´n de Schro¨dinger siendo un autoestado del operador de momento
con autovalor ~p puede ser escrita de la forma
Ψ~p (~x,~v, t) = exp
(
−κ
4
(
v+v− +
~p 2
m2
)
− i ~p
2
2m
t+ i~p~x+
1
2
κ
m
p−v+
)
, (3.170)
= exp
(
−κ
4
(
~v − 1
m
~p
)2
+
i
2
κ
m
ǫijpivj − i ~p
2
2m
t+ i~p~x
)
, (3.171)
donde p− = p1−ip2. Una dependencia espec´ıfica en vi garantiza la normalizabilidad del estado (3.170)
en las variables de velocidad. Notar que (3.154) puede ser presentada en la forma (a1 − a2)Ψ = 0,
donde a1,2 son operadores de aniquilacio´n construidos en te´rminos de v1,2 y sus derivadas. Entonces,
esta ecuacio´n significa que los estados f´ısicos corresponden a n1 = n2, donde n1, n2 son autovalores de
los operadores de nu´meroN1 = a
†
1a1 y N2 = a
†
2a2, es decir, los estados f´ısicos tienen una “polarizacio´n
circular” definida en las variables de velocidad. Para κ = 0 la funcio´n de onda (3.171) se vuelve una
onda plana para la part´ıcula libre planar usual.
En conclusio´n de esta seccio´n encontramos una relacio´n del estado (3.171) con funcio´n de onda de
la part´ıcula libre exo´tica en representacio´n de Fock [111]. En el apronte de la representacio´n de Fock,
primero eliminamos a nivel cla´sico los momentos πi y luego cuantizamos a partir de la estructura
simple´ctica dada por (3.48). El subespacio f´ısico is dado en este caso por la ecuacio´n(
−2i ∂
∂x+
−mvˆ−
)
Ψ = 0, (3.172)
donde [vˆ−, vˆ+] =
2
κ
. Nosotros construimos vˆ± mediante operadores oscilatorios, vˆ− =
√
2κ−1 a,
vˆ+ = (v−)
†, [a, a†] = 1, descomponiendo el estado en te´rminos de los autoestados del operador
de nu´mero de la velocidad,
Ψ =
∞∑
n=0
φn(x)|n〉, (3.173)
y encontramos que para los estados f´ısicos todas las componentes φn con n > 1 pueden ser represen-
tadas en te´rminos de φ0,
φn = (−1)n
(κ
2
)n
2 1√
n!
(
pˆ−
m
)n
φ0, (3.174)
donde pˆ− = −2i∂/∂x+, ver ecuacio´n (3.6) en [111]. Teniendo en mente la correspondencia entre el
espacio de Fock y las representaciones holomorfas,
a† ↔ z, a↔ d
dz
, |n〉 ↔ exp
(
−1
2
|z|2
)
zn√
n!
, (3.175)
donde z es una variable compleja, identificamos v+ =
√
2
κ
z, y descomponemos
exp
(
1
2
κ
m
p−v+
)
(3.176)
en serie de Taylor. Como resultado encontramos que aquel estado f´ısico (3.170) es equivalente al
estado (3.173) con φn dado por (3.174). Notar que, de acuerdo con (3.172), el estado (3.173), (3.174)
44 Cap´ıtulo 3 Simetr´ıa de Newton-Hooke exo´tica
es un estado coherente del operador de aniquilacio´n en las velocidades vˆ− con autovalor operador-
valuado 1
m
pˆ−, y en la funcio´n de onda (3.170), es el factor (3.176) el que refleja la naturaleza de un
estado f´ısico.
3.6. Fase proyectiva y dos-cociclo
Ahora calcularemos la fase proyectiva correspondiente a la simetr´ıa exo´tica de Newton-Hooke.
Esta fase esta´ relacionada al dos-cociclo no trivial del grupo exo´tico de Newton-Hooke. Este cociclo
puede ser obtenido por ca´lculo directo, o de la cuasi-invariancia del Lagrangiano bajo traslaciones y
boosts [59, 60, 104]. Su presencia garantiza la invariancia de las ecuaciones de onda.
Consideremos el operador unitario
U(α, β) = exp i(αiPi − βiKi) (3.177)
en la base covariante, donde Pi y Ki se supone que son los ana´logos cua´nticos de las integrales cla´sicas
(3.60). Usando las relaciones de conmutacio´n (4.78) y (3.11) y eAeB = eA+Be
1
2
[A,B] 3, obtenemos la
ley de composicio´n siguiente
U(α, β)U(α′, β′) = e−iω2(α,β;α
′,β′)U(α+ α′, β + β′), (3.178)
donde un factor de fase no trivial es igual a (modulo 2πn, n ∈ Z) a
− ω2(α, β;α′, β′) = −1
2
(
κǫij
(
1
R2
αiα
′
j + βiβ
′
j
)
+m(αiβ
′
i − βiα′i)
)
. (3.179)
Un calculo directo muestra que (3.179) satisface una condicio´n de cero coborde
∆ω2 ≡ ω2(g2, g3)− ω2(g1g2, g3) + ω2(g1, g2g3)− ω2(g1, g2) = 0, (3.180)
la cual garantiza la asociatividad del producto (3.178). Aqu´ı g1, g2 son elementos del grupo, los cuales
en nuestro caso esta´n caracterizados por el conjunto de para´metros (αi, βi), (α
′
i, β
′
i), con una ley de
composicio´n g1g2 → (αi+α′i, βi+ β′i). Entonces ω2(α, β;α′, β′) es el dos-cociclo del grupo de ENH−
asociado a traslaciones y boosts de Newton-Hooke.
Ahora consideremos la accio´n del operador unitario (3.177) en las coordenadas xi, vi. En corres-
pondencia con (3.54,3.55), este genera las traslaciones y boosts de Newton-Hooke,
x′i = UxiU
−1 = xi +RAi(t), v′i = UviU−1 = vi + Bi(t), (3.181)
donde hemos introducido una notacio´n compacta para la rotacio´n en el ‘plano’ ( 1
R
αi, βi) de los
para´metros adimensionales,
Ai(t) = 1
R
αi cosR
−1t+ βi sinR
−1t, Bi(t) = βi cosR−1t− 1
R
αi sinR
−1t, (3.182)
3Va´lida para cualquiera operadores A y B tales que satisfacen [A, [A,B]] = [B, [A,B]] = 0.
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Ai(0) = 1Rαi, Bi(0) = βi. En te´rminos de (3.182), tenemos
αiPi − βiKi = A(x, v;α, β) +B(p, π;α, β), (3.183)
donde hemos separado las partes de coordenada y momento,
A(x, v;α, β) = −mBi(t)xi − κ
2
ǫij
(
R−1Ai(t)xj + Bi(t)vj
)
,
B(p, π;α, β) = RAi(t)pi + Bi(t)πi. (3.184)
Como resultado, la accio´n de (3.177) en una funcio´n de onda puede ser presentada en la forma
Ψ˜(x, v, t) ≡ U(α, β)Ψ(x, v, t) = e−iω1(x,v,t;α,β)Ψ(x′, v′, t), (3.185)
donde x′ y v′ son dados por (3.181), y la fase ω1 es dada (modulo 2πn, n ∈ Z) por
ω1(x, v, t;α, β) = mBi(t)
(
xi +
1
2
RAi(t)
)
+
κ
2R
ǫij (Ai(t)xj +RBi(t)vj) . (3.186)
ω1(x, v, t;α, β) es un uno-cociclo real valuado, fase proyectiva de NH−.
De (3.178) y (3.185) podemos ver que el dos-cociclo (3.179) puede ser escrito en te´rminos de la
fase proyectiva (3.186),
ω2(g1, g2) = ∆ω1 ≡ ω1(qg1 ; g2) + ω1(q; g1)− ω1(q; g1g2), (3.187)
donde q significa el conjunto (xi, vi, t), y q
g = gq una aplicacio´n de g a las coordenadas q, que en
nuestro caso corresponde a (x′i, v
′
i, t
′) con t′ = t y las coordenadas transformadas (3.181).
La fase proyectiva tambie´n esta asociada a la cuasi-invariancia del Lagrangiano respecto de las
correspondientes transformaciones cla´sicas de simetr´ıa [60]. Un chequeo directo muestra que en nues-
tro caso bajo las transformaciones (3.181), el Lagrangiano en formulacio´n covariante (3.29) transforma
como
L′nc = Lnc + δLnc, δLnc =
d
dt
(ω1(x, v, t;α, β)) . (3.188)
En el l´ımite plano R→∞ (3.186) se reduce a
ω01(x, v, t;α, β) = mβixi +
1
2
mβ2i t+
κ
2
ǫijβivj. (3.189)
El dos-cociclo en este caso es
− ω02(α, β;α′, β′) = −
1
2
(
κǫijβiβ
′
j +m(αiβ
′
i − βiα′i)
)
. (3.190)
Del mismo modo uno puede calcular la fase proyectiva en la base chiral. Aparece bajo la accio´n
del ana´logo chiral del operador unitario (3.177) en la funcio´n de onda chiral,
Ψ˜(X+,X−, t) ≡ Uch(α, β)Ψ(X+,X−, t) = e−iω˜1(X+,X−,t;α,β)Ψ(X+′,X−′, t), (3.191)
ω˜1(X
+,X−, t;α, β) = −1
2
µ+ǫijX
+
i α
+
j (t) +
1
2
µ−ǫijX
−
i α
−
j (t). (3.192)
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Aqu´ı α±i (t) esta´ definido por (3.101) y los generadores de traslaciones y boosts esta´n construidos de
acuerdo a (3.95). La transformacio´n (3.181) es cambiada en variables chirales como en (3.100). Al
igual que formulacio´n covariante, para la base chiral el corrimiento dependiente de t que es simetr´ıa
bajo traslaciones y boosts (3.100) produce un cambio en el Lagrangiano chiral(3.74), que es dado por
la fase proyectiva
L′ch = Lch +
d
dt
ω˜1(X
+,X−, t;α, β). (3.193)
Un ca´lculo del dos-cociclo usando la fo´rmula de Baker-Campbell-Hausdorff da el mismo resultado
que en la formulacio´n covariante (3.179), dado que este esta´ basado en la misma a´lgebra exo´tica de
Newton-Hooke, y en particular, en las mismas relaciones de conmutacio´n (4.78) y (3.11). La igualdad
de los dos-cociclos en ambas formulaciones tambie´n puede ser entendida desde el punto de vista de
transformaciones cano´nicas asociadas a la diferencia de derivada total (3.75) entre las dos versiones
de Lagrangianos. De hecho, en correspondencia con la relacio´n cla´sica (3.75), las fases proyectivas en
ambas formulaciones esta´n relacionadas por
ω˜1 − ω1 ≡ ρ(x, v, t;α, β) = −1
2
m(x′iv
′
i − xivi) =
mR
2
(Ai(t)vi + Bi(t)xi +Ai(t)Bi(t)) , (3.194)
donde x′i y v
′
i son dados en (3.181). La diferencia es un uno-cociclo real-valuado de la forma f(q
g)−
f(q).
Finalmente, comentaremos que la transformacio´n cano´nica (3.87) esta´ detra´s de la relacio´n si-
guiente entre las versiones covariante y chiral del operador unitario (3.177), que representa traslacio-
nes y boosts de Newton-Hooke,
Uch = e
−iρ(x,v,t;α,β)Unc, (3.195)
donde ρ(x, v, t;α, β) es definido en (3.194).
Veamos ahora la covarianza de las ecuaciones que hemos introducido. Aquellas pueden ser escritas
como
DaΨ(s, t) = 0, (3.196)
(i∂t −H)Ψ(s, t) = 0, (3.197)
donde s denota las coordenadas xi, vi o X
+
i , X
−
i para las formulaciones covariante o chiral, (3.196) es
un conjunto de dos v´ınculos cua´nticos, cuya forma depende del caso del sistema (sub o supercr´ıtico),
y el Hamiltoniano cua´ntico H es ajustado con ellos (para tener consistencia). La invariancia de la
teor´ıa bajo traslaciones en tiempo es obvia, y dado que para cualquier v´ınculo cua´ntico [J,Da] ∝ Da,
la invariancia de rotaciones tambie´n es obvia. Una conclusio´n ana´loga es va´lida para la simetr´ıa
adicional asociada a las integrales I1, I2. Adema´s, dado que los operadores Pi y Ki conmutan con
los v´ınculos cua´nticos, las ecuaciones de onda (3.196) son invariantes bajo las traslaciones y boosts
de Newton-Hooke. Finalmente , en correspondencia con la relacio´n cla´sica ∂Γi/∂t + {Γi,H} = 0,
Γi = Pi,Ki, a nivel cua´ntico el operador (3.177) conmuta con el operador i∂t−H. Entonces tenemos
(i∂t −H)Ψ(s, t) = 0, → (i∂t −H)UΨ(s, t) = (i∂t −H)e−iω1(s,t;g)Ψ(sg, t) = 0, (3.198)
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es decir la funcio´n de onda transformada (3.185) o (3.191) se vuelve una solucio´n de la ecuacio´n de
Schro¨dinger.
Resumiendo, la fase proyectiva garantiza la covarianza de nuestras ecuaciones de onda.
3.6.1. Cohomolog´ıa de Eilenberg-Chevalley de NH−
En esta seccio´n calcularemos la cohomolog´ıa de Eilenberg-Chevalley para las 2-formas del grupo
de Newton-Hooke en 2+1 dimensiones. El ana´logo 2+1 dimensional de la a´lgebra de Newton-Hooke
no extendida (2.32-2.35) esta´ dado por
[H,J ] = 0, (3.199)
[H,Ki] = −iPi, [H,Pi] = i 1
R2
Ki, (3.200)
[J, Pi] = iǫijPj , [J,Ki] = iǫijKj , (3.201)
[Ki, Pj ] = [Ki,Kj ] = 0, (3.202)
[Pi, Pj ] = 0. (3.203)
Consideremos un elemento del grupo
g = e−iHx
0
eiPix
i
eiKjv
j
e−iJθ, (3.204)
donde θ es una coordenada local en S1. La 1-forma de Maurer-Cartan esta´ dada por
Ω = −ig−1dg = −LHH + LiPPi + LiKKi + LJJ, (3.205)
donde
LH = dx
0, LiP = R
i
j(θ)(dx
j − vjdx0), LiK = Rij(θ)
(
dvj +
xj
R2
dx0
)
, LJ = −dθ.
(3.206)
con Rij(θ) =
(
cos θ sin θ
− sin θ cos θ
)
siendo una rotacio´n SO(2).
Existen dos 2-formas cerradas invariantes de rotaciones,
Ω2 = L
i
K ∧ LiP , dΩ2 = 0, (3.207)
Ω˜2 =
1
2
ǫij
[
LiK ∧ LjK +
1
R2
LiP ∧ LjP
]
, dΩ˜2 = 0. (3.208)
La cuales pueden ser expresadas localmente por
Ω2 = dΩ1, Ω1 = v
idxi − v
2
i
2
dx0 − x
2
i
2R2
dx0, (3.209)
Ω˜2 = dΩ˜1, Ω˜1 =
1
2
ǫij
(
vidvj +
1
R2
xidxj − 2
R2
xivjdx0
)
. (3.210)
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Las 1-formas Ω1 y Ω˜1 no son invariantes de izquierda (“left invariant”).
De hecho tambie´n hay una tercera forma cerrada invariante de rotaciones,
Ωˇ2 = LH ∧ LJ , dΩˇ2 = 0, (3.211)
que localmente se puede expresar
Ωˇ2 = dΩˇ1, Ωˇ1 = θdx
0. (3.212)
La 1-forma Ωˇ1 tampoco es invariante de izquierda. Entonces la cohomolog´ıa de Eilenberg-Chevalley
de grado dos es no trivial. Esto implica que la a´lgebra de Newton-Hooke en 2+1 dimensiones admite
una extensio´n central triple
[H,J ] = Zˇ. (3.213)
[Ki, Pj ] = iδijZ, [Ki,Kj ] = −iǫijZ˜, (3.214)
[Pi, Pj ] = −i 1
R2
ǫijZ˜, (3.215)
Sin embargo, nosotros hemos descartado la extensio´n central asociada al generador Zˇ. Tal extensio´n
triple de la a´lgebra NH3 no puede ser obtenida mediante una contraccio´n de AdS3, comparar (3.1)
con (3.213). En la presencia del tercer generador central Zˇ, los u´nicos Casimires de la a´lgebra son los
tres elementos centrales, y entonces, H y J no pueden ser presentados en te´rminos de los generadores
de traslaciones y boosts, ver [65, 101]. La tercera extensio´n central no nos da ninguna contribucio´n no
trivial para nuestro Lagrangiano de la part´ıcula exo´tica. Por otro lado, si agregamos una exponencial
extra con una nueva extensio´n central en el elemento del grupo (3.25), la forma de Maurer-Cartan
adquiere un nuevo te´rmino dy, donde y es el campo de Goldstone correspondiente, asociado a la
tercera carga central. Sin embargo la contribucio´n de este te´rmino al Lagrangiano es una derivada
total.
Otra implicacio´n de la cohomolog´ıa no trivial es que tenemos dos te´rminos de Wess-Zumino,
S1 =
∫
Ω∗1, S˜1 =
∫
Ω˜∗1, (3.216)
cuya combinacio´n lineal describe la dina´mica de la part´ıcula exo´tica; aqu´ı ∗ significa el pullback sobre
la l´ınea de mundo de la part´ıcula.
3.7. Simetr´ıas en espacio de fase extendido
Analizaremos las transformaciones de simetr´ıa globales del Lagrangiano extendido (3.28). La idea
es recuperar la invariancia del Lagrangiano bajo las traslaciones y boosts de Newton-Hooke, para
esto consideraremos inicialmente δτ = 0, pero δc, δc˜, δxi, δvi, δx
0 arbitrarias, y fijaremos δc y δc˜
de tal modo de cancelar los te´rminos de derivada total. La transformacio´n del Lagrangiano se puede
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escribir en la forma
δL = xi
[
−m
{
δv˙i +
1
R2
x˙0δxi
}
+
κ
R2
ǫij
{
δx˙j − x˙0δvj
}]
+vi
[
m
{
δx˙i − x˙0δvi
}
+ κǫij
{
δv˙j +
1
R2
x˙0δxj
}]
+δx˙0H +
d
dτ
[
mδc+
κ
2
δc˜ + xi
(
mδvi − κ
2R2
ǫijδxj
)
− κ
2
ǫijviδvj
]
, (3.217)
donde H es el Hamiltoniano cano´nico dado por (3.43).
Las transformaciones de simetr´ıa ma´s obvias esta´n dadas por x0-traslaciones, c-traslaciones, c˜-
traslaciones, y rotaciones en ı´ndice i, es decir δxi = −ǫijxj y δvi = −ǫijvj . Independiente de estas
aparecen las traslaciones y boosts de Newton-Hooke, si exigimos{
δv˙i +
1
R2
x˙0δxi
}
= 0,
{
δx˙i − x˙0δvi
}
= 0, δx˙0 = 0, (3.218)
δc = −xiδvi, δc˜ = ǫij
(
1
R2
xiδxj + viδvj
)
, (3.219)
el Lagrangiano es invariante. Las relaciones (3.219) se obtienen de cancelar independientemente los
te´rminos proporcionales a m y κ en la derivada total en (3.217). Las transformaciones linealmente
independientes que satisfacen (3.218) esta´n dadas por
Traslaciones: δxi = αi cos
x0
R
, δvi = − 1
R
αi sin
x0
R
, (3.220)
Boosts: δxi = Rβi sin
x0
R
, δvi = βi cos
x0
R
. (3.221)
Vı´a teorema de Noether es posible obtener los generadores a todas estas simetr´ıas
P0 = p0, Pc = pc, Pc˜ = pc˜, (3.222)
J = ǫijxipj + ǫijviπj, (3.223)
Pi =
[
pi − 1
R2
pc˜ǫijxj
]
cos
x0
R
− 1
R
[πi − pcxi − pc˜ǫijvj] sin x
0
R
, (3.224)
Ki = −R
[
pi − 1
R2
pc˜ǫijxj
]
sin
x0
R
− [πi − pcxi − pc˜ǫijvj] cos x
0
R
. (3.225)
Estos generadores satisfacen la algebra de Lie de Newton-Hooke exo´tico con Pc, Pc˜ y P0 jugando el
rol de cargas centrales
{Ki,Kj} = −2Pc˜ǫij , {Ki, Pj} = Pcδij , {Pi, Pj} = − 2
R2
Pc˜ǫij, (3.226)
{P0,Ki} = Pi, {P0, Pi} = − 1
R2
Ki, {P0, Pc} = 0 = {P0, Pc˜} , (3.227)
{Pc,Ki} = 0 = {Pc, Pi} , (3.228)
{Pc˜,Ki} = 0 = {Pc˜, Pi} , (3.229)
{Pc, Pc˜} = 0, (3.230)
{P0, J} = 0 = {Pc, J} = {Pc˜, J} , {Pi, J} = −ǫijPj , {Ki, J} = −ǫijKj , (3.231)
el factor 2 en (3.226) se debe so´lo a un asunto convencional en la definicio´n (3.222).
50 Cap´ıtulo 3 Simetr´ıa de Newton-Hooke exo´tica
3.8. Mapeo al caso hiperbo´lico
Hemos analizado el caso “trigonome´trico”, o oscilante, de la simetr´ıa exo´tica de Newton-Hooke.
Los resultados pueden ser traducidos de un modo simple para el caso “hiperbo´lico”, o expansivo,
de la simetr´ıa exo´tica de Newton-Hooke, el cual aparece como la contraccio´n de dS3 [100, 101]. La
a´lgebra de dS3 se puede obtener de la de AdS3 (3.1-3.5) mediante la substitucio´n R
2 → −R2. El
Lagrangiano correspondiente puede ser obtenido a partir del Lagrangiano en formulacio´n covariante
(3.29), mediante la misma substitucio´n. Como resultado, en el ana´logo de la relacio´n (3.42) que
caracteriza la a´lgebra de los v´ınculos, la cantidad m4(1−ρ2)2 se transforma en m4(1+ρ2)2. Entonces
en el caso hiperbo´lico los v´ınculos son de segunda clase para cualquier eleccio´n de los para´metros m
y κ, y el sistema exo´tico de Newton-Hooke tiene una sola fase, la subcr´ıtica.
3.9. Conclusiones del cap´ıtulo
Antes de dar algunas conclusiones incluimos una tabla que resume algunas de las notaciones
usadas en el cap´ıtulo.
Notaciones usadas en: Base covariante Base Chiral
Generadores de simetr´ıa y cam- H, J, Ki, Pi, Z, Z˜ J ±, J ±i , Z±pos vectoriales correspondientes XH , XJ , XKi , XPi, XZ , XZ˜
Variables de espacio de fase (y
xi, (pi), vi, (pii) X
±
i , (P
±
i )momentos cano´nicos conjugados)
V´ınculos Πi, Vi χ
±
i
Variables observables Pi, Xi λ±i
Generadores de simetr´ıa adicional I1, I2, I3
Operadores de creacio´n y aniqui-
a+, a
†
+, a−, a
†
−lacio´n en espacio de fase reducido
Coordenadas complejas de las x± = x1 ± ix2 Z± = X±1 + iX±2ecuaciones de onda v± = v1 ± iv2
Tabla 3.2: Resumen con algunas de las notaciones usadas en este cap´ıtulo.
En este cap´ıtulo hemos estudiado el sistema de Newton-Hooke exo´tico, el cual aparece como
l´ımite no relativista de los modelos cosmolo´gicos ma´s simples, los espacios de de Sitter.
La a´lgebra de simetr´ıa posee dos extensiones centrales. Una aparece en el conmutador entre
traslaciones y boosts, y en ese sentido es usual, ya que aparece para cualquier dimensio´n de espacio
tiempo. Su valor esta´ asociado a la masa de la part´ıcula no relativista, m.
La segunda so´lo existe en 2+1 dimensiones, por esto es algo ma´s peculiar, y se le llama exo´tica.
Aparece en el conmutador de los boosts, y tambie´n hasta un coeficiente , en el de momentos
[Ki,Kj ] = −iκǫij , [Pi, Pj ] = −i κ
R2
ǫij. (3.232)
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El ana´logo plano, R → ∞, del grupo de Newton-Hooke exo´tico es Galileo exo´tico. Este ha sido
estudiado y, por ejemplo, se ha visto que κ puede ser asociada a coordenadas no conmutativas.
Igualmente para el caso de Newton-Hooke exo´tico aparece no conmutatividad de coordenadas, pero
adicionalmente aparece una estructura de fases ligada a la razo´n ρ = κ
mR
, en las cuales el sistema
exhibe propiedades f´ısicas distintas. Subcr´ıtica para ρ2 > 1, supercr´ıtica ρ2 < 1 y cr´ıtica ρ2 = 1.
Evidentemente el caso plano ρ2 = 0, Galileo exo´tico, so´lo vive en la fase subcr´ıtica.
Los para´metros m y κ pueden ser promovidos a variables dina´micas si los tratamos en el Lagran-
giano (3.28) como el momento cano´nico conjugado de las variables c y c˜. Como resultado, diferentes
fases del modelo se realizara´n en diferentes sectores del espacio de fase extendido. Notemos que
este feno´meno es similar al observado anteriormente en la gravedad de Lovelock [115] y teor´ıas de
Chern-Simons puras en altas dimensiones [116].
Hemos analizado el caso “trigonome´trico”(perio´dico) de la simetr´ıa de Newton-Hooke exo´tica en
2+1 dimensiones. El resultado puede interpretarse en una forma sencilla para el caso “hiperbo´lico”de
NH3 exo´tico, la que aparece bajo contraccio´n de dS3 [100, 101]. La a´lgebra dS3 aparece a partir de
la a´lgebra AdS3 (3.1)–((3.5) mediante la sustitucio´n simple de R
2 → −R2. Es posible encontrar el
correspondiente Lagrangiano a partir de nuestro Lagrangiano no-chiral (3.29) mediante la misma
sustitucio´n. Como resultado, en analog´ıa con la relacio´n (3.42) que caracteriza la a´lgebra de las
ligaduras, la cantidad m4(1− ρ2)2 se cambiara´ por m4(1+ ρ2)2. Por tanto, en el caso hiperbo´lico, las
ligaduras forman un conjunto de ligaduras de segunda clase para cualquier eleccio´n de los para´metros
m y κ, y el correspondiente sistema de Newton-Hooke exo´tico tiene so´lo una fase.
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Cap´ıtulo 4
Oscilador aniso´tropo exo´tico
En el cap´ıtulo anterior hemos mencionado algunas similitudes entre los sistemas de Newton-
Hooke exo´tico y el problema de Landau no conmutativo. En el presente cap´ıtulo construiremos
expl´ıcitamente un sistema de oscilador armo´nico aniso´tropo que incluye como casos particulares
Newton-Hooke exo´tico (caso iso´tropo) y el problema de Landau no conmutativo (una frecuencia no
nula y la otra igual a cero).
En la seccio´n 4.1 derivaremos el Lagrangiano del oscilador planar aniso´tropo. En la seccio´n 4.2
discutiremos la forma chiral de la simetr´ıa exo´tica de Newton-Hooke del sistema. En la seccio´n 4.3
analizaremos la simetr´ıa del oscilador aniso´tropo exo´tico en la formulacio´n covariante. Luego, en la
seccio´n 4.4 mostraremos que es posible obtener el sistema meca´nico del oscilador aniso´tropo a partir
de un sistema de campos de Chern-Simons masivos. En la seccio´n 4.5 analizamos la posibilidad de
tener el ana´logo hiperbo´lico exo´tico del sistema. En la seccio´n 4.6 discutimos una simetr´ıa de tipo
AdS4 oculta. Finalmente, en la seccio´n 4.7 cerramos el cap´ıtulo con algunas conclusiones.
4.1. Oscilador armo´nico planar y el problema de Landau
no conmutativo
El Lagrangiano cano´nico en el “espacio de fases” para el oscilador armo´nico uno-dimensional de
masa m y frecuencia ω esta´ dado por
Lcan =
µ
2
(
ǫijX˙iXj − α
R
X2i
)
, (4.1)
donde m = α−1µR, ω = αR−1, y α es un para´metro adimensional. La variable X1 puede ser
identificada como la coordenada de una part´ıcula uno-dimensional, y entonces X2 proporcional a
su momento lineal. La estructura simple´ctica, {Xi,Xj} = 1µǫij, y el Lagrangiano (4.1) poseen una
simetr´ıa de rotaciones dos-dimensional en el espacio de fase. Tomando la suma de n copias de (4.1) con
para´metros independientes µ’s y α’s, obtenemos un sistema generalizado de n osciladores armo´nicos
no interactuantes con diferentes frecuencias.
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Consideremos el caso n = 2, y tomemos el Lagrangiano en la forma
L+− = −µ+
2
(
ǫijX˙
+
i X
+
j +
α+
R
X+i
2
)
− µ−
2
(
−ǫijX˙−i X−j +
α−
R
X−i
2
)
, (4.2)
donde suponemos que R > 0 y que µ± puede tomar valores de cualquier signo. Por el momento no
asumiremos restricciones en los para´metros α±. La dina´mica de (4.2) es generada por
X˙±i ± ω±ǫijX±j = 0. ω± = α±R−1, (4.3)
mientras la estructura simple´ctica es
{X+i ,X+j } = −
1
µ+
ǫij, {X−i ,X−j } =
1
µ−
ǫij, {X+i ,X−j } = 0. (4.4)
En el caso especial elegido, n = 2, el ı´ndice de espacio de fase i puede ser reinterpretado como
un ı´ndice de la parte espacial de un espacio-tiempo de tres dimensiones. Con tal reinterpretacio´n, el
Lagrangiano (4.2), como tambie´n las ecuaciones de movimiento (4.3) y la estructura simple´ctica (4.4),
poseen simetr´ıa de rotaciones espaciales SO(2) expl´ıcita. Esto corresponde a la parte diagonal de la
la evidente simetr´ıa rotacional chiral SO(2) × SO(2) de (4.2). La parte no diagonal es identificada
con la simetr´ıa de traslaciones en el tiempo, ver (4.39) y (4.40) ma´s abajo.
Como resultado, el sistema (4.2) nos provee con una descripcio´n invariante de rotaciones para el
oscilador armo´nico planar aniso´tropo.
En este punto, queremos aclarar bajo que condiciones el oscilador aniso´tropo puede ser inter-
pretado como un sistema de part´ıcula planar con coordenadas xi y velocidad vi, relacionadas por la
ecuacio´n dina´mica usual
x˙i = vi. (4.5)
De acuerdo con (4.3), para tal sistema de part´ıcula, las variables X+i y X
−
i tienen sentido de modos
normales, o chirales.
Para este objetivo, primero notemos que la transformacio´n α± → −α∓, µ± → −µ∓, X+i ↔ X−i
no cambia las ecuaciones de movimiento y el Lagrangiano, y es suficiente asumir que (α++α−) ≥ 0.
Si (α+ + α−) = 0, los dos modos chirales tienen exactamente la misma evolucio´n. Este caso puede
ser excluido dado que no nos permite introducir xi y vi relacionadas por (4.5). Teniendo tambie´n
en consideracio´n que α± aparece so´lo en la combinacio´n α±/R, sin pe´rdida de generalidad podemos
poner
α±(χ) = cosχ(cosχ± sinχ), −π
2
< χ <
π
2
. (4.6)
Con la normalizacio´n elegida en (4.6), tenemos1 0 < (α+ + α−) ≤ 1 y −1 ≤ (α+ − α−) ≤ 1.
Ahora podemos introducir las coordenadas y velocidades para un sistema de part´ıcula en un
espacio de dos dimensiones,
X±i = α∓xi ±Rǫijvj, (4.7)
xi =
1
α+ + α−
(
X+i +X
−
i
)
, vi =
1
R(α+ + α−)
ǫij
(
α−X
−
j − α+X+j
)
, (4.8)
1Sin embargo, en lo que sigue sera´ ma´s conveniente trabajar en te´rminos de α±, implicando la representacio´n
uno-parame´trica (4.6).
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las cuales satisfacen (4.5). El el caso gene´rico, en correspondencia con (4.4), las coordenadas xi
describen un plano no conmutativo,
{xi, xj} = 1
(α+ + α−)2
µ+ − µ−
µ+µ−
ǫij. (4.9)
Las componentes del vector de coordenadas xi son conmutativas solo cuando µ+ = µ−. Como vere-
mos, so´lo en este caso los boosts de Galileo conmutan mutuamente. Los otros pare´ntesis son
{xi, vj} = 1
R2(α+ + α−)2
M
µ+µ−
δij , {vi, vj} = 1
R2(α+ + α−)2
B
µ+µ−
ǫij , (4.10)
donde
M = R (µ+α− + µ−α+) , B = µ+α2− − µ−α2+ . (4.11)
La dos-forma simple´ctica correspondiente a (4.9) y (4.10) tiene una estructura simple,
σ =Mdvi ∧ dxi + 1
2
R2(µ+ − µ−)ǫijdvi ∧ dvj + 1
2
Bǫijdxi ∧ dxj. (4.12)
En te´rminos de las coordenadas xi, la anisotrop´ıa se revela en la dina´mica acoplada de las com-
ponentes x1 y x2,
x¨i + (ω+ − ω−)ǫij x˙j + ω+ω−xi = 0, (4.13)
donde ω± esta´n definidos en (4.3). Esto puede ser comparado con las ecuaciones de segundo orden
para los modos chirales, X¨±i + ω
2
±X
±
i = 0. La dina´mica de x1 y x2 es desacoplada so´lo en el caso
iso´tropo (χ = 0)
α+ = α− = 1. (4.14)
En te´rminos de las variables xi y vi, el Lagrangiano (4.2) toma, hasta un te´rmino de derivada
total, una forma covariante
L =M
(
x˙ivi − α+α−
2R2
x2i −
N
2Mv
2
i
)
+ (µ− − µ+)
(
α+α− ǫijxivj − R
2
2
ǫijviv˙j
)
+
B
2
ǫijxix˙j , (4.15)
donde N = R (µ+α+ + µ−α−). Notar que M y N tienen unidades de masa, mientras B de campo
magne´tico. El te´rmino ǫijviv˙j , con coeficiente proporcional a (µ+−µ−) en (4.15) es responsable de la
no conmutatividad de coordenadas (4.9). F´ısicamente este describe un acoplamiento tipo magne´tico
para las velocidades. Los te´rminos x˙ivi y ǫijxix˙j, con coeficientes M y 12B, correspondientes a los
pare´ntesis no triviales entre xi y vi, y a la no conmutatividad de velocidades ver la primera y segunda
relacio´n en (4.10).
Las ecuaciones de movimiento obtenidas por la variacio´n de (4.15) en xi y vi, son, respectivamente,
M
(
v˙i +
α+α−
R2
xi
)
= ǫij(Bx˙j + (µ− − µ+)α+α− vj), (4.16)
R2(µ+ − µ−)
(
v˙i +
α+α−
R2
xi
)
= ǫij (Mx˙j −N vj) . (4.17)
Si µ+ = µ−, entonces, {xi, xj} = 0, (4.17) toma la forma (4.5), es decir una ecuacio´n algebraica
para vi. En este caso v1 y v2 se vuelven variables auxiliares y consecuentemente pueden ser elimi-
nadas usando sus ecuaciones de movimiento a partir de (4.15). Como resultado, (4.15) pasa a ser
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un Lagrangiano regular, de segundo orden L(x, x˙), que describe el problema de Landau usual en la
presencia de un te´rmino de potencial armo´nico adicional.
Es necesario notar que, aunque para µ+ 6= µ− la ecuacio´n (4.5) tambie´n aparece como conse-
cuencia del sistema de ecuaciones (4.16) y (4.17), esta no es producida por la sola variacio´n del
Lagrangiano en vi. En caso de substituir vi, usando (4.5), en el Lagrangiano (4.15), podemos obtener
un Lagrangiano con altas derivadas, no equivalente, que genera ecuaciones diferentes de (4.13).
En el caso iso´tropo (4.14), el sistema (4.15) se reduce a la part´ıcula exo´tica de Newton-Hooke,
que hemos discutido en el cap´ıtulo anterior [1].
Ahora mostraremos que el caso de anisotrop´ıa ma´xima,
χ = ε
π
4
: αε = 1, α−ε = 0, ε = +,−, (4.18)
corresponde al problema de Landau no conmutativo, el cual esta´ descrito por el Hamiltoniano
H =
1
2m
P2i , (4.19)
la estructura simple´ctica
{Xi,Xj} = θ
1− β ǫij, {Xi,Pi} =
1
1− β δij , {Pi,Pj} =
B
1− β ǫij, (4.20)
y las ecuaciones de movimiento
X˙i = 1
m∗
Pi, P˙i = B
m∗
ǫijPj. (4.21)
Aqu´ı B es el campo magne´tico, β = θB, m∗ = m(1−β) juega el rol de masa efectiva, mientras que θ
es un para´metro, que para B = 0 caracteriza la no conmutatividad de coordenadas y tambie´n la de
boosts para la part´ıcula libre exo´tica [54, 55, 110]. El Lagrangiano correspondiente a (4.19) y (4.20)
esta´ dado por
LNLP = PiX˙i − 1
2m
P2i +
1
2
θǫijPiP˙j + 1
2
BǫijXiX˙j . (4.22)
Comparando (4.15) y (4.22), encontramos que en el caso maximalmente aniso´tropo (4.18) el
primer sistema se reduce al segundo, haciendo la siguiente correspondencia entre las variables y
para´metros:
xi = Xi, vi = 1
m∗
Pi, (4.23)
µε = |B(1− θB)|, µ−ε = |B|sgn(1− θB), R =
∣∣ω−1∣∣ , (4.24)
ε = sgn (B(β − 1)) , ω = B
m∗
. (4.25)
Teniendo esta correspondencia, y usando la transformacio´n (4.8), nosotros obtenemos la forma
chiral del Lagrangiano (4.22) para el caso α+ = 0, α− = 1 (ε = −1),
L+−NLP = −
B
2
ǫijX˙
+
i X
+
j −
B(1− β)
2
(
−ǫijX˙−i X−j + ωX−i
2
)
, (4.26)
el cual genera las ecuaciones de movimiento
X˙+i = 0, X˙
−
i − ωǫijX−j = 0. (4.27)
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En te´rminos de las variables Xi y Pi, los modos chirales esta´n dados por
X+i = Xi +
1
m∗|ω|ǫijPj, X
−
i = −
1
m∗|ω|ǫijPj . (4.28)
El modo chiral X+i es una integral de movimiento que no depende expl´ıcitamente del tiempo (com-
parar con las integrales de movimiento chirales (4.32) en el caso gene´rico). Este puede ser identificado
como coordenada del centro de giro.
El caso α+ = 1, α− = 0 (ε = +1) puede ser obtenido v´ıa cambios obvios en correspondencia con
las relaciones (4.24), (4.25). En este caso el modo chiral X−i juega el role de coordenada de centro de
giro, mientras X+i tiene la misma ley de evolucio´n que el modo chiral X
−
i en el caso previo ε = −1.
El l´ımite plano
R→∞, (µ+ − µ−)→ 0, Rµ+(α+ + α−)→ m, R2(µ+ − µ−)→ θm2, (4.29)
aplicado a (4.15), produce la part´ıcula libre exo´tica,
Lθ = m
(
x˙ivi − 1
2
v2i
)
+
1
2
θm2ǫijviv˙j , (4.30)
que esta´ descrita por las ecuaciones de movimiento x˙i = vi, v˙i = 0, y lleva la a´lgebra de Galileo
doblemente extendida [54, 55]. Si, como en el caso gene´rico (4.15), tratamos de substituir vi usando
la ecuacio´n vi = x˙i producida por la variacio´n de (4.30) en xi, obtenemos un modelo de altas derivadas
no equivalente [68] con grados de libertad de spin adicionales [67, 111].
4.2. Simetr´ıas: formulacio´n chiral
Para identificar las simetr´ıas de nuestro sistema, procederemos desde el Lagrangiano en formula-
cio´n chiral (4.2). Integramos las ecuaciones de movimiento (4.3),
X±i (t) = ∆
±
ij(t)X
±
j (0), ∆
±
ij(t) = δij cos(α±t/R)∓ ǫij sin(α±t/R), (4.31)
y construimos las integrales de movimiento,
J±i ≡ Rµ±ǫijX±j (0) = Rµ±ǫij∆±jk(−t)X±k , (4.32)
J ± ≡ ±µ±
2
(
X±i (0)
)2
= ±µ±
2
(
X±i
)2
, (4.33)
donde X±i = X
±
i (t). Las cantidades J±i son integrales de movimiento que incluyen dependencia
expl´ıcita del tiempo y satisfacen las ecuaciones d
dt
J±i = ∂∂tJ±i + {J ±i ,H} = 0, donde
H =
1
2R
(
µ+α+X
+
i
2 + µ−α−X
−
i
2
)
(4.34)
juega el rol de Hamiltoniano. A diferencia de las integrales (4.32) lineales en X±i , las integrales
cuadra´ticas (4.33) no incluyen dependencia expl´ıcita del tiempo.
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Las integrales (4.32) y (4.33) generan la a´lgebra
{J +,J +i } = ǫijJ+j , {J +i ,J +j } = Z+ǫij , (4.35)
{J −,J −i } = ǫijJ−j , {J −i ,J −j } = Z−ǫij , (4.36)
donde Z± = ∓R2µ± tienen sentido de cargas centrales, y los pare´ntesis restantes son iguales a cerro.
Esta es la forma chiral de la a´lgebra exo´tica de Newton-Hooke (2+1) dimensional, presentada como
la suma directa de dos a´lgebras de Newton-Hooke centralmente extendidas 1+1 dimensiones. Los
Casimires cuadra´ticos de esta a´lgebra son
C± = J±i
2
+ 2Z±J± . (4.37)
Nos gustar´ıa remarcar que la a´lgebra exo´tica de Newton-Hooke (4.35), (4.36) en el caso gene´rico
(4.6) tiene exactamente la misma forma que en el caso particular iso´tropo (4.14), la cual recordemos
que en el cap´ıtulo anterior aparecio´ como l´ımite no relativista de AdS3.
Las integrales (4.32) y (4.33) generan las transformaciones de simetr´ıa de los modos chirales2,
{X+i ,J +j } = −R∆+ij(t), {X−i ,J −j } = R∆−ij(t), (4.38)
{X+i ,J +} = −ǫijX+j , {X−i ,J −} = −ǫijX−j . (4.39)
Debido a la presencia de la dependencia expl´ıcita del tiempo de las integrales chirales (4.32), las
transformaciones de simetr´ıa (4.38) son tambie´n dependientes del tiempo. Bajo ellas, el Lagrangiano
(4.2) es cuasi-invariante.
El Hamiltoniano y el momento angular son identificados como ciertas combinaciones lineales de
las integrales cuadra´ticas, que generan traslaciones en el tiempo y rotaciones espaciales,
H =
1
R
(
α+J+ − α−J−
)
, J = J+ + J −. (4.40)
Estas formas de H y J esta´n detra´s de la anisotrop´ıa en la dina´mica y la simetr´ıa rotacional del
sistema (4.2).
Para el caso (4.18), uno de los generadores chirales, J+ or J−, desaparece del Hamiltoniano.
Como resultado, el modo chiral correspondiente tiene dina´mica trivial como coordenada de centro
de giro, X˙+ = 0, o X˙−i = 0, ver (4.27), y uno de los dos vectores (4.32) se transforma en integral de
movimiento que no depende expl´ıcitamente de del tiempo.
Notar que en el caso excluido α+ = −α−, los generadores de traslaciones en el tiempo, H,
y rotaciones, J , se vuelven (hasta una constante multiplicativa) el mismo, lo cual imposibilita la
introduccio´n de la coordenada xi y la velocidad vi relacionados por (4.5).
Discutamos brevemente las simetr´ıas a nivel cua´ntico. Definimos los operadores
a− =
√
|µ+|
2
(
X+2 + iX
+
1
)
, a+ =
(
a−
)†
, b− =
√
|µ−|
2
(
X−1 + iX
−
2
)
, b+ =
(
b−
)†
, (4.41)
2Donde hemos omitido los para´metros de transformacio´n infinitesimales.
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los cuales obedecen las relaciones de conmutacio´n [a−, a+] = ǫ+, [b
−, b+] = ǫ− y [a
±, b±] = 0, donde
ǫ± = sgn(µ±). Para µ+ > 0 (µ+ < 0) y µ− > 0 (µ− < 0), los operadores de tipo oscilatorio a
+ (a−) y
b+ (b−) son identificados como creacio´n y aniquilacio´n. Con la prescripcio´n de orden sime´trico, (4.33)
y (4.40) nos da el Hamiltoniano y momento angular en la forma
R H = ǫ+α+ a
+a− + ǫ−α− b
+b− +
1
2
(ǫ+α+ + ǫ−α−) , (4.42)
J = ǫ+ a
+a− − ǫ− b+b− + 1
2
(ǫ+ − ǫ−) . (4.43)
De aqu´ı se ve que en el caso aniso´tropo gene´rico, as´ı como tambie´n para ENH−, [1] y NLP [110], el
sistema exhibe tres tipos de comportamiento en dependencia de los valores de los para´metros µ±.
Dado que los autovalores de los operadores de nu´mero toman valores enteros no negativos, na,
nb = 0, 1, ..., encontramos que cuando ǫ+ = ǫ−, J puede tomar valores de ambos signos, es decir
su espectro es no acotado. Este caso lo llamaremos fase subcr´ıtica. El espectro de H en esta fase es
acotado de abajo (cuando µ+, µ− > 0), o de arriba cuando (para µ+, µ− < 0).
Cuando los signos de µ+ y µ− son opuestos, el espectro de J es acotado de un lado. Esta sera´ la
fase supercr´ıtica. En esta fase el espectro de H es no acotado, excepto el caso de NLP. El caso de
NLP es muy especial : su energ´ıa esta´ acotada en ambas fases sub y supercr´ıtica, debido a que uno
de los modos chirales tiene frecuencia cero, y consecuentemente no contribuye a la energ´ıa.
Hay otra fase, donde los para´metros µ+ o µ− toman valor cero. En tal fase uno de los modos
desaparece del Lagrangiano (volvie´ndose un grado de libertad de gauge puro), y el sistema se trans-
forma en un oscilador uno-dimensional, cuya simetr´ıa es descrita por la a´lgebra de Newton-Hooke
1+1 dimensiones centralmente extendida [1]. Esto es una fase cr´ıtica que separa las otras dos, y
es caracterizada por el valor trivial que toma una de las cargas centrales, Z+, or Z−. En el NLP
esto corresponde a la fase relacionada al efecto de Hall cua´ntico. Nosotros notamos aqu´ı que en la
fase cr´ıtica, en cambio, dos casos deben ser distinguidos. Cuando digamos, µ− = 0 y α+ = 1, el
Hamiltoniano es no trivial y genera una rotacio´n del modo chiral restante, X+i , que coincide (hasta
un desplazamiento de gauge) con xi. Cuando µ− = 0 y α+ = 0, el Hamiltoniano es igual a cero, y el
modo chiral tiene dina´mica trivial, X+i (t) = X
+
i (0) (para una discusio´n de la fase cr´ıtica en el NLP,
mirar [110]). En ambos casos, α+ = 1 y α+ = 0, xi y vi satisfacen la relacio´n (4.5), pero ellas son
variables linealmente dependientes en correspondencia con la disminucio´n del nu´mero de grados de
libertad f´ısicos del sistema.
Desde el punto de vista de la dina´mica y las simetr´ıas, como en el caso del problema usual
del oscilador aniso´tropo dado por un Lagrangiano regular, tambie´n es necesario distinguir casos
especiales. Como se sigue de (4.8) y (4.31), la trayectoria de part´ıcula xi(t) es cerrada so´lo cuando
α+/α− es un nu´mero racional. Detra´s de esta propiedad esta´ la simetr´ıa adicional.
En el caso iso´tropo (4.14), el sistema de la part´ıcula de ENH es caracterizado por una simetr´ıa
adicional asociada con las integrales a+b− y a−b+, las cuales, como H y J , no incluyen dependencia
expl´ıcita del tiempo. En te´rminos de los modos chirales, ellos son combinaciones lineales de los
operadores hermı´ticos (X+1 X
−
2 +X
+
2 X
−
1 ) y (X
+
2 X
−
2 −X+1 X−1 ). En las fases sub y supercr´ıtica, ellos,
junto al momento angular J generan las simetr´ıas so(3) y so(2, 1), las cuales son responsables de
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la degeneracio´n finita o infinita de los niveles de energ´ıa. Esta simetr´ıa adicional es de la misma
naturaleza de la discutida en el cap´ıtulo anterior [1].
Ana´logamente, en el problema de Landau no conmutativo, tenemos una simetr´ıa adicional so(2, 1).
Si, digamos, α+ = 0, α− = 1, y µ+ > 0, los generadores so(2, 1) son dados por las integrales
cuadra´ticas I0 =
1
4{a+, a−}, I+ = 12a+2 y I− = 12a−2,
[I0, I±] = ±I±, [I+, I−] = −2I0. (4.44)
Todos los niveles de energ´ıa son infinitamente degenerados.
En el caso aniso´tropo con α+/α− = p/q, p, q = 1, 2, . . ., p 6= q, las frecuencias de los modos chira-
les son conmensurables, y el sistema tiene las integrales de movimiento adicionales j+ = (a
+)q(b−)p
y j− = (a
−)q(b+)p. En este caso los niveles tienen degeneracio´n adicional finita, o infinita, en depen-
dencia de si estamos en la fase sub o supercr´ıtica. Estas integrales, junto con el momento angular
generan una deformacio´n no lineal (de hecho polinomial) de so(3), o so(2, 1) de la a´lgebra,
[J, j±] = ±(q + p)j± , (4.45)
[j+, j−] =
q∏
k=1
[a+a− + (1− k)ǫ+]
p∏
ℓ=1
[b+b− + ℓǫ−]−
q∏
k=1
[a+a− + kǫ+]
p∏
ℓ=1
[b+b− + (1− ℓ)ǫ−] , (4.46)
donde
a+a− =
ǫ+
(α+ + α−)
(RH + α−J)− 1
2
, b+b− =
ǫ−
(α+ + α−)
(RH − α+J)− 1
2
, (4.47)
en las cuales el Hamiltoniano juega el rol de elemento central, [H,J ] = [H, j±] = 0. Eso es completa-
mente ana´logo a la propiedad bien conocida del oscilador planar aniso´tropo usual (no exo´tico), con
frecuencias conmensurables [117, 118, 119, 120].
4.3. Simetr´ıa exo´tica de Newton-Hooke: formulacio´n cova-
riante
Aca´ determinaremos las transformaciones de simetr´ıa en te´rminos de las variables asociadas a la
coordenada y velocidad de la part´ıcula, xi, y vi, y los generadores correspondientes. En particular,
identificaremos las integrales que en el l´ımite plano se transforman en los generadores de traslaciones
conmutativas y boosts no conmutativos, y encontraremos la a´lgebra que forman con H yd J .
Para identificar los generadores de traslaciones y boosts, notemos que debido a la naturaleza
vectorial, ellos deben ser combinaciones lineales de las integrales J±i . De acuerdo con (4.38) y (4.8),
las transformaciones producidas por J±i , son
{xi,J ±j } = ∓R(α+ + α−)−1∆±ij(t), {vi,J±j } = α±(α+ + α−)−1ǫik∆±kj(t), (4.48)
donde ∆±ij(t) fue definido en (4.31). Entonces, en orden de recuperar las transformaciones de Galileo
en el l´ımite plano (4.29), {xi, Pj} = δij , {xi,Kj} = −δijt, {vi, Pj} = 0, {vi,Kj} = −δij, obtenemos
Pi =
1
R
(
α+J −i − α−J+i
)
, Ki = −ǫij
(
J+j + J −j
)
. (4.49)
4.3 Simetr´ıa exo´tica de Newton-Hooke: formulacio´n covariante 61
Notar que la relacio´n (4.49) entre Pi, Ki y J±i tiene estructura similar a la entre H, J y J ±, ver
(4.40). Las transformaciones de simetr´ıa generadas por Pi y Ki pueden ser calculados mediante (4.48)
y (4.49).
En correspondencia con (4.5) y (4.13), las traslaciones en el tiempo toman la forma
{xi,H} = vi, {vi,H} = −α+α−
R2
xi − α+ − α−
R
ǫijvj, (4.50)
donde, en correspondencia con (4.15),
H = α+α−
( M
2R2
x2i + (µ+ − µ−)ǫijxivj
)
+
N
2
v2i . (4.51)
El segundo te´rmino en la ley de transformacio´n para la velocidad es proporcional a las transforma-
ciones de rotaciones {vi, J} = −ǫijvj , y desaparece en el caso iso´tropo. Es u´til notar que la estructura
del momento angular,
J =
B
2
x2i +
1
2
R2(µ+ − µ−)v2i +Mǫijxivj , (4.52)
reproduce la estructura de dos-forma simple´ctica (4.12).
La a´lgebra de simetr´ıa generada por H, J , Pi y Ki es
{Ki,Kj} = −Z˜ǫij, {Pi, Pj} = − 1
R2
(
R (α+ − α−)Z + α+α−Z˜
)
ǫij , {Ki, Pj} = Zδij, (4.53)
{Ki, J} = −ǫijKj , {Pi, J} = −ǫijPj, {H,J} = 0 , (4.54)
{Ki,H} = Pi + (α+ − α−)
R
ǫijKj, {Pi,H} = −α+α−
R2
Ki , (4.55)
donde
Z = (α+Z
− − α−Z+)R−1 =M, Z˜ = −(Z+ + Z−) = R2(µ+ − µ−), (4.56)
y M es definida en (4.11). Los Casimires (4.37) toman aca´ la forma equivalente
C± =
(
Pi ∓ α±
R
ǫijKj
)2
− 2
(
Z ± α±
R
Z˜
)(
H ± α∓
R
J
)
. (4.57)
Cuando µ+ = µ−, la carga central Z˜ toma valor cero, y los boosts de Galileo conmutan. Es
exactamente el mismo caso cuando las coordenadas de la part´ıcula son conmutativas, mirar (4.9).
Ana´logamente, la conmutatividad de los boosts y traslaciones aparece cuando las otras cargas cen-
trales desaparecen, Z = M = 0. En este caso las coordenadas xi y velocidades vi conmutan, ver la
primera relacio´n en (4.10).
Para el caso particular (4.18) del problema de Landau no conmutativo la forma expl´ıcita de la
a´lgebra generada por H, J , Pi y Ki puede ser obtenida de (4.78-4.57) mediante las relaciones de
correspondencia (4.23-4.25). Aqu´ı so´lo notamos que los generadores de traslaciones se reducen al
modo chiral conservado, el cual es identificado con las coordenadas de centro de giro, mirar (4.49).
Este genera traslaciones r´ıgidas (independientes del tiempo), δxi = δai, δvi = 0, bajo las cuales el
Lagrangiano (4.22) es cuasi-invariante.
En el caso gene´rico, los generadores H, J , Pi y Ki, y las cargas centrales Z y Z˜ son combinaciones
lineales de las integrales chirales J ± y J ±i y las cargas centrales Z+ y Z−, mirar (4.40), (4.49) y (4.56).
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Entonces, existe una transformacio´n lineal entre los generadores en base covariante del oscilador
exo´tico aniso´tropo, caracterizado por los para´metros α±(χ), y los generadores en base covariante del
grupo exo´tico de Newton-Hooke (caso sime´trico) (4.14). Expl´ıcitamente tenemos
(
RH
J
)
α+,α−
=
(
A+ A−
0 1
)(
RH
J
)
α+=α−=1
, (4.58)
(
RPi
Ki
)
α+,α−
=
(
A+δij A−ǫij
0 δij
)(
RPj
Kj
)
α+=α−=1
, (4.59)
(
RZ
Z˜
)
α+,α−
=
(
A+ −A−
0 1
)(
RZ
Z˜
)
α+=α−=1
, (4.60)
donde
A± = 1
2
(α+ ± α−).
Estas relaciones implican que el caso general del oscilador exo´tico aniso´tropo, incluyendo el pro-
blema de Landau no conmutativo, son descritos, de hecho, por la misma a´lgebra de simetr´ıa. Por
otro lado, haciendo uso de (4.58-4.60), los generadores y cargas centrales del caso aniso´tropo gene´rico
tambie´n pueden ser expresados como combinacio´n lineal de los del problema de Landau no conmu-
tativo.
4.4. Lagrangiano de Chern-Simons masivo
En esta seccio´n mostraremos como es posible obtener el sistema del oscilador aniso´tropo exo´tico
a partir del l´ımite de una teor´ıa de campos de Chern-Simons masivo.
Consideremos un Lagrangiano de Chern-Simons U(1) con un termino de masa
L = L (Aµ;µ, ω) = −µ
[
ǫµνλAµ∂νAλ + ωη
µνAµAν
]
, (4.61)
donde µ y ω son para´metros (por suposicio´n distintos de cero) y ηµν = diag(−,+,+). Para realizar
el conteo de grados de libertad de este sistema es necesario hacer el procedimiento de Dirac para
sistemas degenerados.
Reescribamos (4.61)
L = −µ
[
ǫ0ij
(
A˙iAj + 2A0∂iAj
)
+ ωηµνAµAν
]
− µǫ0ij∂j (A0Ai) , (4.62)
hasta un termino de divergencia total podemos considerar la densidad Lagrangiana dada por
L = −µ
[
ǫij
(
A˙iAj + 2A0∂iAj
)
+ ωηµνAµAν
]
, (4.63)
donde ǫij = ǫ0ij . Definimos los momentos cano´nicos conjugados
πµ :=
∂L
∂A˙µ
,
{
Aµ (x) , π
ν
(
x
′
)}
t=t′
= δνµδ
(
x− x′) , (4.64)
4.5 ¿Existe el caso aniso´tropo hiperbo´lico? 63
usando (4.63) obtenemos
π0 = 0, πi = −µǫijAj, (4.65)
de donde aparecen tres v´ınculos primarios
φ0 = π0 ≈ 0, φi = πi + µǫijAj ≈ 0, (4.66)
la densidad Hamiltoniana cano´nica esta dada por
Hc = µ
[
2A0ǫ
ij∂iAj + ωη
µνAµAν
]
= µ
[
2A0ǫ
ij∂iAj − ωA20 + ωA2i
]
, (4.67)
de la condicio´n de consistencia para π0 ≈ 0 obtenemos un nuevo v´ınculo que junto a (4.66) forman
un conjunto de segunda clase
φ3 = ǫij∂iAj − ωA0 ≈ 0, (4.68)
este v´ınculo corresponde a la ecuacio´n de movimiento que se obtiene de (4.63) para µ = 0.
En resumen tenemos el sistema definido la estructura simple´ctica (4.64), cuatro de v´ınculos de
segunda clase dados por (4.66,4.68) y por el Hamiltoniano total dado por
H = Hc + uaφa, (4.69)
donde ua son multiplicadores de Lagrange cuyos valores quedan fijos mediante la exigencia de la
conservacio´n de los v´ınculos. Entonces el nu´mero de grados de libertad f´ısicos por punto del espacio
son dos. De este conteo podemos esperar que en cierto l´ımite podamos recuperar el Lagrangiano
(4.2) a partir de la suma de dos Lagrangianos de Chern-Simons masivos. En efecto, podemos ver que
cuando Aµ no depende de las componentes espaciales de x podemos reproducir el Lagrangiano del
oscilador armo´nico aniso´tropo exo´tico mediante la combinacio´n
L+− = l´ım
∂i=0
{L (A+µ ;−µ+, ω+)+ L (A−µ ;µ−,−ω−)} . (4.70)
4.5. ¿Existe el caso aniso´tropo hiperbo´lico?
Una pregunta natural se relaciona con la posibilidad de obtener el ana´logo aniso´tropo exo´tico
con soluciones hiperbo´licas. Al igual que en la seccio´n 3.8, para pasar al caso hiperbo´lico es necesario
hacer la substitucio´n
R→ iR. (4.71)
Si realizamos este cambio en las ecuaciones de movimiento (4.13) obtenemos
x¨i + i (λ+ − λ−) ǫijx˙j − λ+λ−xi = 0 (4.72)
donde λ± = α±/R, notar que (4.72) es un sistema de ecuaciones complejas. La solucio´n se obtiene
de forma ana´loga que para (4.13). Podemos reemplazar el ansatz xi = ci e
λt, donde ci son constantes
(reales si consideramos valores reales para las coordenadas), como resultado obtenemos dos ecuaciones
algebraicas (homoge´neas) para λ. Para tener soluciones no triviales para los ci el sistema debe ser
64 Cap´ıtulo 4 Oscilador aniso´tropo exo´tico
degenerado (det = 0), de esto obtenemos una ecuacio´n de orden cuatro para λ cuyas soluciones esta´n
dadas por
λ = ±λ+, ± λ−. (4.73)
De aca´ vemos que (4.72) tiene las soluciones de tipo hiperbo´licas buscadas. Pero la anisotrop´ıa,
(λ+ − λ−) 6= 0 tuvo como consecuencia una ecuacio´n compleja.
Por otra parte es claro que podemos tener un sistema hiperbo´lico aniso´tropo correspondiente,
por ejemplo, a ecuaciones del tipo
x¨1 − λ2+x1 = 0, (4.74)
x¨2 − λ2−x2 = 0, (4.75)
pero claramente en este caso perdemos simetr´ıa de rotaciones espaciales (interpretacio´n de part´ıcula).
De hecho es posible ver que ocurre al considerar una ecuacio´n del tipo (4.72) no es posible obtener
soluciones hiperbo´licas aniso´tropas si se consideran coeficientes reales. Pongamos
x¨i +Aǫij x˙j +Bxi = 0 (4.76)
donde A y B son coeficientes arbitrarios. Reemplazando el ansatz xi = ci e
λt y resolviendo la ecuacio´n
para λ obtenemos
λ = ±
√−A2 +√− (A2 + 4B)
2
, ±
√−A2 −√− (A2 + 4B)
2
, (4.77)
si A = 0 entonces tenemos un caso iso´tropo (ya sea trigonome´trico o hiperbo´lico). Entonces A no
puede ser cero, luego el factor
√−A2 nos dice que la u´nica posibilidad de tener soluciones de tipo
hiperbo´lico es que A sea imaginario puro como en (4.72).
Es importante considerar (4.76) porque es la ecuacio´n ma´s general posible que se puede obtener
de hacer modificaciones en los para´metros del Lagrangiano (4.15).
Otra posibilidad es analizar la a´lgebra de simetr´ıa, a nivel cla´sico tenemos
{Ki,Kj} = −Z˜ǫij, {Pi, Pj} = − 1
R2
(
R (α+ − α−)Z + α+α−Z˜
)
ǫij, {Ki, Pj} = Zδij , (4.78)
{Ki, J} = −ǫijKj, {Pi, J} = −ǫijPj, {H,J} = 0 , (4.79)
{Ki,H} = Pi + (α+ − α−)
R
ǫijKj , {Pi,H} = −α+α−
R2
Ki , (4.80)
de aca´ vemos algo muy importante: si consideramos el caso aniso´tropo, (α+ − α−) 6= 0, entonces
aparecen dos te´rminos lineales en R. Entonces, desde este punto de vista, considerar el cambio
R→ iR produce problemas con la hermiticidad de algunos generadores de simetr´ıa.
4.6. Simetr´ıa AdS4 oculta
Los generadores de traslaciones, Pi, y boosts, Ki, de la a´lgebra exo´tica de Newton-Hooke son
combinaciones lineales de las integrales chirales J ±i (4.32), que incluyen dependencia expl´ıcita del
tiempo. Por el contrario, H y J son combinaciones lineales de las integrales cuadra´ticas (4.32), (4.33),
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que no dependen expl´ıcitamente del tiempo. Las simetr´ıas adicionales discutidas al final de la seccio´n
4.2 son tambie´n generadas por las integrales que no dependen expl´ıcitamente del tiempo, que son
cuadra´ticas en J±i . Si nosotros complementamos esas cuatro integrales cuadra´ticas que no depen-
den expl´ıcitamente del tiempo, con otras seis, que siempre se pueden construir por combinaciones
cuadra´ticas de J ±i , y que en el caso gene´rico si dependen expl´ıcitamente del tiempo, obtenemos
una simetr´ıa mas amplia AdS4 ∼ so(3, 2) ∼ sp(4). Con respecto a los diez generadores de so(3, 2),
ciertas combinaciones lineales de las cantidades cuadra´ticas LaLb, a = 1, . . . , 4, La = (J+i ,J −j ), las
integrales J±i forman un spinor de Majorana [121, 122]. Del punto de vista de la a´lgebra so(3, 2), el
Hamiltoniano H y el momento angular J del oscilador exo´tico aniso´tropo son simplemente una com-
binacio´n lineal de los generadores “espaciales” del espacio-tiempo abstracto 3+2 dimensional, y del
generador de rotaciones en el plano de las dos coordenadas tipo tiempo [122]. Notamos que el sistema
(4.2) puede estar relacionado a la versio´n con gauge fijado del modelo de la part´ıcula invariante de
gauge Sp(4) [123].
4.7. Conclusiones del cap´ıtulo
Hemos mostrado que el oscilador armo´nico exo´tico es caracterizado por exactamente la misma
forma chiral de la a´lgebra exo´tica de Newton-Hooke (4.35,4.36), como en el caso iso´tropo. En la
formulacio´n chiral la anisotrop´ıa se revela en las transformaciones de simetr´ıa, ver (4.38) y (4.31),
que esta´n asociadas con la anisotrop´ıa de la estructura del Hamiltoniano (4.40). En la formulacio´n
covariante la anisotrop´ıa se manifiesta en las transformaciones de simetr´ıa, y en la estructura de la
a´lgebra de simetr´ıa. Lo que es importante es que la anisotrop´ıa y la estructura exo´tica se conjugan
de tal forma de que la invariancia rotacional no se pierde, a diferencia del oscilador aniso´tropo usual.
La presencia de dos para´metros independientes µ+ y µ− esta detra´s de la naturaleza no conmutativa
del modelo (4.9).
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Cap´ıtulo 5
Problema de Landau no conmutativo
El problema de Landau no conmutativo (NCLP) ha sido estudiado en el contexto del efecto de
Hall cua´ntico [54, 55, 56], y f´ısica de ayones [110]. En el caso sin spin este posee tres fases diferentes
[110] 1, una subcr´ıtica (β < 1) y una supercr´ıtica (β > 1) separadas por una fase cr´ıtica cuando
β = 1. Estas fases son ana´logas a las de Newton-Hooke exo´tico. Aqu´ı β = θB es el producto de un
campo magne´tico homoge´neo B = const y el para´metro de no conmutatividad θ. Dimensionalmente
tenemos [B] = ℓ−2 y [θ] = ℓ2 con lo cual β es adimensional. En el caso gene´rico de campo magne´tico
inhomoge´neo B(x), todas las tres fases pueden estar presentes en el espacio de fase total.
La simetr´ıa conforme no relativista [81, 125, 126] esta´ atrayendo mucho intere´s, particularmente
en el contexto de la correspondencia AdS/CFT [77, 79, 83, 76]. El problema de Landau usual (θ = 0)
tiene simetr´ıa conforme no relativista. Lo que nos lleva a la pregunta ¿que´ sucede con esta simetr´ıa
en el caso no conmutativo?. A priori la respuesta no es obvia. La razo´n es que la simetr´ıa conforme
involucra invariancia de escalas, mientras que el para´metro de no conmutatividad θ introduce una
escala de longitud independiente a las que introducen los para´metros de masa y de campo magne´tico.
Sin embargo la invariancia de escala es esperable, al menos, en la fase sub cr´ıtica, cuyas propiedades
son, en muchos aspectos, similares a las del problema de Landau usual con θ = 0. Pero no es claro
que ocurre con esta simetr´ıa en la fase subcr´ıtica, y en particular para una part´ıcula de spin-1/2.
El problema de Landau conmutativo para un electro´n no relativista de spin 1
2
tiene supersimetr´ıa
N = 2 [127, 128]. La simetr´ıa conforme so(2, 1) es extendida a una simetr´ıa superconforme osp(2|2),
con el momento angular como carga central [126, 129]. Sin embargo, en el problema de Landau no
conmutativo, el momento angular se comporta en una manera esencialmente distinta para las fases
sub y supercr´ıticas: toma valores de ambos signos para β < 1, pero de un solo signo cuando β > 1
[110].
Algunas referencias donde discuten supersimetr´ıa y no conmutatividad son [130]-[136], en par-
ticular se discuten la superextensio´n de Galileo exo´tico y las simetr´ıas de Schro¨dinger, y tambie´n
algunos aspectos del problema de Landau no conmutativo. Cuestiones relacionadas a la superexten-
1Las fases sub y supercr´ıticas han sido estudiadas antes en [124]. Sin embargo, el marco de trabajo utilizado
all´ı es so´lo valido para campo magne´tico homoge´neo, ver [51]. Ni las extensiones conformes ni supersime´tricas
fueron consideradas en esos art´ıculos.
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sio´n de las simetr´ıas de conformes de Newton-Hooke y el problema de Landau no conmutativo no
son consideradas all´ı.
Este cap´ıtulo esta´ dedicado al estudio de las simetr´ıas del problema de Landau no conmutativo
superextendido para una particula de spin-1/2 con razo´n giromagne´tica g = 2.
Este cap´ıtulo contiene lo siguiente. En la seccio´n 5.1 construimos el sistema supersime´trico para
el caso de campo magne´tico arbitrario. Luego, para el estudio de las fases y las simetr´ıas nos restrin-
giremos al caso homoge´neo. En la seccio´n 5.2 discutimos las fases, mostramos sus diferencias y como
la supersimetr´ıa “regulariza” la fase cr´ıtica. En la seccio´n 5.3 discutimos la extensio´n de las simetr´ıas
por las dilataciones y las expansiones. En la seccio´n 5.4 cambiamos a otra base de generadores de
la a´lgebra de simetr´ıa que nos permite observar diferencias esenciales en la suba´lgebra conforme
respecto de las diferentes fases. En la seccio´n 5.5 damos las conclusiones del cap´ıtulo.
5.1. Extensio´n supersime´trica
Construiremos una extension N = 2 supersime´trica para el caso de campo magne´tico constante
arbitrario, es decir que pueda depender de x.
El Lagrangiano de primer orden de una part´ıcula “exo´tica” sin spin, en un campo magne´tico
B = B(x) [2, 54, 55], esta dado por
L = Pix˙i − 1
2m
P 2i −
θ
2
ǫijP˙iPj − B
2
ǫijx˙ixj , (5.1)
del cual salen, a nivel cua´ntico, las relaciones de conmutacio´n,
[xi, xj ] = i
θ
1− β ǫij, [xi, Pj ] = i
1
1− β δij , [Pi, Pj ] = i
B
1− β ǫij , (5.2)
donde ǫij es el tensor antisime´trico con ǫ12 = 1
2. El para´metro θ esta´ relacionado con la no con-
mutatividad de coordenadas y tiene unidades de longitud al cuadrado ℓ2. La dimensio´n del campo
magne´tico, B(x), es ℓ−2. β = β(x) = θB(x) es entonces adimensional. Los grados de libertad de spin
se introducen complementando (5.2) con
{Si, Sj} = 1
2
δij , [Si, xj ] = 0, [Si, Pj ] = 0. (5.3)
Las coordenadas xi y el momento Pi son boso´nicos, mientras que los operadores de spin-1/2 Si son
variables fermio´nicas. Las relaciones (5.2)-(5.3) especifican una estructura cua´ntica consistente (las
identidades de Jacobi son va´lidas para un campo magne´tico inhomoge´neo arbitrario [51]).
En el caso cr´ıtico β = 1 la dos-forma diferencial boso´nica asociada con (5.2) se vuelve degenerada
y, en el caso sin spin, requiere una consideracio´n especial [54, 55, 110]. En el NCLP extendido que
consideraremos a continuacio´n, la fase cr´ıtica β = 1 se obtendra´ al reducir el sistema al subespacio
(infinitamente degenerado) de energ´ıa cero.
2Hemos elegido unidades ~ = 1 = c y carga ele´ctrica igual a uno.
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Los operadores fermio´nicos
Q1 =
√
2
m
PiSi, Q2 =
√
2
m
ǫijPiSj (5.4)
generan una sl(1|1) super-a´lgebra [137],
{Qa, Qb} = 2Hδab, [Qa,H] = 0, (5.5)
donde
H =
1
2m
P 2i − ωS3, ω =
B
m∗
, m∗ = m(1− β), (5.6)
y S3 esta´ definida por
S3 = −iǫijSiSj . (5.7)
Escogiendo H como el Hamiltoniano, obtenemos un sistema que generaliza al caso no conmutativo
la supersimetr´ıa N = 2 usual de una part´ıcula de spin-1/2, con una razo´n giromagne´tica g = 2, en
un campo magne´tico arbitrario [137]. El operador S3, como las supercargas Qa, es una integral de
movimiento, la que actu´a como un operador Γ de Z2-graduacio´n para la supersimetr´ıa de N = 2,
Γ = 2S3, Γ
2 = 1. Se puede escoger, en particular, una representacio´n donde S3 es proporcional a la
matriz de Pauli diagonal, S3 =
1
2σ3.
5.2. Tres fases del NCLP superextendido
De ahora en adelante consideraremos campo homoge´neo B = const 6= 0. Es conveniente definir
una combinacio´n lineal de los operadores boso´nicos xi y Pi,
Pi = Pi −Bǫijxj . (5.8)
Para campo magne´tico distinto de cero, el conjunto formado por los Pi y Pi es una alternativa al
conjunto inicial de variables boso´nicas. La ventaja es que Pi conmutan con los Pj . De la forma del
Hamiltoniano (5.6) podemos inferir que Pi son integrales de movimiento. Dado que [xi,Pj ] = iδij y
[Pi,Pj ] = −iBǫij, (5.9)
los Pi, i = 1, 2, son identificados como generadores de traslaciones no conmutantes. Otro operador
boso´nico
J =
1
2B
(P2i − (1− β)P 2i )+ S3 = B2
(
xi +
1
B
ǫijPj
)2
− 1− β
2B
P 2i + S3, (5.10)
es identificado como el momento angular, dado que este genera las rotaciones, [J,Ri] = iǫijRj for
Ri = xi, Pi, Si.
Poniendo εz = sgn(z), definimos los operadores de creacio´n y aniquilacio´n boso´nicos
a+ = (a−)† =
√
|1−β|
2|B|
(
P1 − iεBε(1−β)P2
)
, b+ = (b−)† = 1√
2|B|
(P1 + iεBP2) , (5.11)
f+ = (f−)† = S1 − iεBε(1−β)S2. (5.12)
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Sus relaciones de (anti)-conmutacio´n no triviales son
[
a−, a+
]
= 1,
[
b−, b+
]
= 1,
{
f−, f+
}
= 1. (5.13)
La definicio´n de los operadores de creacio´n y aniquilacio´n depende, en vista de (5.2) y (5.9), en los
signos del campo magne´tico y de la cantidad 1− β que define la fase del sistema. La dependencia es
incluida en la definicio´n de los operadores fermio´nicos. Esto no permite representar el Hamiltoniano
en ambas fases sub- (β < 1) y super- (β > 1) cr´ıticas en forma universal,
H = |ω| (Na +Nf ) . (5.14)
Aqu´ı hemos introducido los operadores de nu´mero boso´nicos Na = a
+a− y Nb = b
+b−, y fermio´nico
Nf = f
+f−, con autovalores na, nb = 0, 1, . . ., y nf = 0, 1, respectivamente. El momento angular
tiene la forma,
J = εB
(
Nb +
1
2
)
− εBε(1−β) (Na +Nf ) . (5.15)
De acuerdo a (5.14), en ambas fases no cr´ıticas el sistema tiene un espectro supersime´trico N = 2
t´ıpico, con estado ba´sico correspondiente a na = nf = 0, y dobletes supersime´tricos de energ´ıa con
nu´meros cua´nticos na > 1, nf = 0, y na − 1, nf = 1, respectivamente. Cada nivel del energ´ıa tiene
una degeneracio´n de energ´ıa infinita adicional (nb = 0, 1, . . .), asociada a la invariancia de traslaciones
generada por los Pi.
Por otro lado, la ecuacio´n (5.15) revela la diferencia esencial entre las dos fases no cr´ıticas. En la
fase subcr´ıtica, el momento angular toma valores semi-enteros de cualquier signo, mientras que en la
fase supercr´ıtica valores semi-enteros de so´lo un signo (el signo del campo magne´tico).
Es u´til notar que la diferencia entre las dos fases no-cr´ıticas se revela tambie´n en otro aspecto.
Procediendo de la estructura cua´ntica (5.2), uno puede construir las variables vectoriales qi y pi con
relaciones de conmutacio´n cano´nicas [qi, qj ] = [pi, pj ] = 0, [qi, pj ] = iδij . Ellos pueden ser presentados,
hasta una transformacio´n unitaria, en una forma simple en te´rminos de los operadores mutuamente
conmutantes Pi y Pi,
qi =
1
B
ǫij
(
Pj −
√
1− β Pj
)
, pi =
1
2
(
Pi +
√
1− β Pi
)
. (5.16)
En el l´ımite B → 0, qi se vuelve la coordenada cano´nica para una part´ıcula libre en el plano no
conmutativo, qi = xi +
θ
2ǫijPj , y pi = Pi, ver referencias [54, 55, 67, 110]. La ecuacio´n (5.16) nos
provee con coordenadas cano´nicas y momentos en ambas fases sub y supercr´ıticas. Sin embargo, en
el caso supercr´ıtico, a diferencia del subcr´ıtico, los operadores (5.16) son no hermı´ticos.
Consistentemente con (5.6), en el l´ımite β → 1 la frecuencia tiende a infinito, |ω| → ∞. La fase
cr´ıtica β = 1 puede ser obtenida por reduccio´n del sistema al nivel de Landau ma´s bajo E = 0,
donde na = nf = 0. En esta fase el sistema esta´ descrito por las variables oscilatorias b
± (que son
las complexificaciones de los generadores de traslaciones no conmutantes Pi), y H = 0. Tomando
en cuenta las ecuaciones (5.7) y (5.12), encontramos que S3 =
1
2εBε(1−β), es decir, la proyeccio´n de
spin esta fija. Curiosamente, su valor depende de la fase desde donde se hace la reduccio´n. En la fase
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cr´ıtica los grados de libertad de spin, como tambie´n los asociados a las variables oscilatorias a±, se
congelan, y la supersimetr´ıa desaparece.
La algebra de Virasoro puede ser realizada en te´rminos de las integrales boso´nicas restantes b±
[138]. Restringie´ndonos a las integrales de orden no mayor a 2 en los operadores b±, nos provee con
la a´lgebra de simetr´ıa del grupo Euclideano planar, generada por el momento J = εB(Nb+
1
2 ), y por
los generadores de traslacio´n no conmutantes Pi, mirar ecuaciones (5.9) y (5.13).
En lo que sigue supondremos β 6= 1.
5.3. Simetr´ıas
Identificaremos otras simetr´ıas del sistema, adicionales a las ya descritas en la seccio´n previa.
Para esto, consideraremos las ecuaciones Hamiltonianas de movimiento,
x˙i =
1
m∗
Pi, P˙i = ωǫijPj , S˙i = ωǫijSj. (5.17)
En las fases sub- y super- cr´ıticas la evolucio´n es de la misma forma, pero (suponiendo un signo dado
para el campo B) el signo de la masa efectiva, m∗, (y el de la frecuencia, ω,) es opuesto para β < 1
y β > 1. Sorprendentemente, se puede producir el mismo efecto mediante una reflexio´n temporal,
t→ −t. La integracio´n de las ecuaciones de movimiento entrega,
xi(t) =
1
B
(
ǫijPj −∆−1jk (t)Pk(0)
)
, Pi(t) = ∆
−1
ij (t)Pj(0), Si(t) = ∆
−1
ij (t)Sj(0). (5.18)
Donde ∆ij(t) = cosωt δij − sinωt ǫij es una matriz de rotacio´n, ∆−1ij (t) = ∆ji(t) = ∆ij(−t) es su
inversa, y 1
B
ǫijPj = 1B ǫijPj(0) = xi(0) + 1B ǫijPj(0).
Ahora, identificaremos los generadores de boost como las integrales que, cuando actu´an sobre
xi(0) y x˙i(0), producen la forma necesaria de las transformaciones infinitesimales, [xi(0),Kj ] = 0,
[x˙i(0),Kj ] = −iδij . Esto da Ki = m∗ (xi (0) + θǫijPj (0)). Usando la solucio´n de las ecuaciones de
movimiento, los generadores pueden ser rescritos en te´rminos de las variables xi y Pi,
Ki = m∗
(
xi +
1
B
ǫijρjkPk
)
, ρjk ≡ (δjk − (1− β)∆jk (t)) . (5.19)
Los generadores de boost (5.19) son integrales de movimiento dina´micas, en el sentido que dependen
expl´ıcitamente del tiempo, d
dt
Kj = ∂∂tKj + 1i [Kj ,H] = 0.
Para θ = 0, (5.19) reproduce correctamente los generadores de boosts del problema de Landau
usual [69]. En el caso libre B = 0, (5.19) se reduce a los generadores de boost usuales de una part´ıcula
libre en el plano no-conmutativo.
Los conmutadores entre Pi y Ki esta´n dados por
[Ki,Kj ] = −iθm∗2ǫij, [Ki,Pj ] = im∗δij , [Pi,Pj ] = −im∗ωǫij, (5.20)
y sus relaciones de conmutacio´n con H son
[Pi,H] = 0, [Ki,H] = i (Pi + ωǫijKj) . (5.21)
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Las integrales boso´nicas H, J , Pi y Ki generan la a´lgebra de simetr´ıa de Newton-Hooke, en la cual
ω es un para´metro, mientras C = m∗ y C˜ = θm∗2 son cargas centrales [2]. Los conmutadores con las
super-cargas Qa muestran que ellas son invariantes bajo traslaciones, pero no bajo boosts,
[Pi, Qa] = 0, [Ki, Qa] = i (δa1Σi + δa2ǫijΣj) . (5.22)
Hemos identificado un nuevo generador vectorial fermio´nico Σi = (1− β)
√
2mSi (0). Esto nueva-
mente corresponde a una integral dina´mica,
Σi = (1− β)
√
2m∆ij (t)Sj. (5.23)
Las relaciones de anti-conmutacio´n,
{Σi,Σj} = Cδij , C = C − ωC˜ = m(1− β)2 > 0, (5.24)
implican que Σi es la ra´ız cuadrada de una adecuada combinacio´n lineal de cargas centrales positi-
vamente definidas.
Las relaciones de conmutacio´n de Σi con Ki, Pi, J y H son
[Σi,Kj ] = 0, [Σi,Pj ] = 0, [J,Σi] = iǫijΣj, [Σi,H] = iωǫijΣj. (5.25)
Como se sigue de, (5.22), los Σi heredan la dependencia temporal expl´ıcita de los Ki. Los anti-
conmutadores con las super-cargas Qa son
{Σi, Qa} = (δa1δij − δa2ǫij) (Pj + ωǫjkKk) . (5.26)
Las integrales H, J , Pi, Ki, Qa y Σi generan una supera´lgebra tipo Lie cerrada, extendida central-
mente por C y C˜, en la cual la frecuencia, ω, juega el rol de para´metro.
Ahora nos preguntaremos por la simetr´ıa conforme. Para identificar sus generadores, primero
consideraremos los ana´logos directos de los generadores de dilatacio´n y simetr´ıa especial conforme
(expansio´n) de una part´ıcula libre [76],
D =
1
4m∗
(KiPi + PiKi) , K = 1
2m∗
K2i . (5.27)
Las relaciones de conmutacio´n,
[K,H] = 2iD, [D,H] =
i
2
(
(2− β)H + ω (J + (1− β)S3 − ωK)
)
, (5.28)
[K,D] =
i
2
(
(2− β)K −m∗θ (J − (1− β)S3 +m∗θH)
)
, (5.29)
generalizan las relaciones “exo´ticas” encontradas anteriormente para una campo “Moyal” de una
part´ıcula sin spin libre [125].
En contraste con el caso libre y sin spin usual, θ = B = 0, los conmutadores no cierran a un a´lgebra
so(2, 1). Pero, ya que J y S3 conmutan con H, D y K, uno podr´ıa concluir que tenemos una especie
de extensio´n central de so(2, 1). Como veremos a continuacio´n, esto es so´lo cierto en la fase subcr´ıtica,
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mientras en la fase supercr´ıtica la a´lgebra no compacta so(2, 1) se cambia por la a´lgebra compacta
so(3). Ya que ω juega el rol de para´metro en la simetr´ıa de Newton-Hooke en el caso conmutativo
θ = 0 las relaciones (5.28), (5.29) corresponden a un a´lgebra so(2, 1), centralmente extendida por
J + S3. En cambio, en el caso no conmutativo θ 6= 0, no tenemos una estructura algebraica de Lie,
debido a la dependencia de los coeficientes en (5.28) y (5.29) de las cargas centrales de la simetr´ıa
de Newton-Hooke exo´tica. En la siguiente seccio´n consideraremos una eleccio´n alternativa de los
generadores que linealizan la estructura super-algebraica.
Para identificar la estructura super-algebraica completa, tambie´n necesitaremos los conmutadores
de D y K con los otros generadores de la simetr´ıa super-extendida de Newton-Hooke exo´tica. Los
conmutadores con Pi, Ki y Σi son
[K,Pi] = iKi, [K,Ki] = im∗θǫijKj, [K,Σi] = 0, (5.30)
[D,Pi] = i
2
(Pi + ωǫijKj) , [D,Ki] = i
2
m∗θǫij (Pj + ωǫjkKk) , [D,Σi] = 0, (5.31)
donde, nuevamente, esta´ manifiesta la no-linealidad. Los conmutadores con las supercargas Qa,
[K,Qa] = iZa, [D,Qa] =
i
2
(
(1− β)Qa + ωǫabZb
)
, (5.32)
generan un nuevo conjunto de supercargas escalares Za,
Z1 =
1
m∗
KiΣi, Z2 = 1
m∗
ǫijKiΣj, (5.33)
con anticonmutadores
{Za, Zb} = 2(1 − β)δab (K +m∗θS3) . (5.34)
Las relaciones de (anti)-conmutacio´n de Za con otros generadores de simetr´ıa,
[Za,H] = iQa, [Za,K] = im
∗θǫabZb, [Za,D] =
i
2
(1− β) (Za +m∗θǫabQb) , (5.35)
[Za,Pi] = i (δa1δij + δa2ǫij) Σj, [Za,Ki] = im∗θ (δa1ǫij − δa2δij)Σj , (5.36)
{Za,Σi} = (1− β) (δa1δij − δa2ǫij)Kj , {Za, Qb} = 2D δab − (J + (1− β)S3 − ωK +m∗θH) ǫab,
(5.37)
muestran que se obtiene una estructura super-algebraica cerrada, y no se generan nuevas integrales
independientes. En el caso conmutativo θ = 0 esta estructura super-algebraica se reduce a la super-
a´lgebra de Schro¨dinger estudiada en [126].
5.4. Base alternativa
En esta seccio´n mostraremos que, cambiando la base de los generadores de simetr´ıa conformes,
la no linealidad debida a la presencia de las cargas centrales en los coeficientes en las relaciones de
(anti)conmutacio´n puede ser removida, y con eso obtenemos una extension superalgebraica de Lie
de la simetr´ıa conforme. El procedimiento de linealizacio´n puede ser extendido para incluir tambie´n
los generadores de traslaciones y boosts, y las supercargas vectoriales Σi.
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Consideraremos
J 0 = 1
ω
H +
1
2
(J + S3), (5.38)
J 1 = ε1−β
2
√|1− β|
(
2− β
ω
H + J + (1− β)S3 − ωK
)
, (5.39)
J 2 = 1√|1− β| D, (5.40)
en vez deH,D,K. Notar que J 1 y J 2 dependen no trivialmente del para´metro de no conmutatividad
θ v´ıa β. Todas las tres integrales (5.38-5.40) dependen so´lo de las variables boso´nicas a±, b± pero no
de los operadores fermio´nicos f±,
J 0 = 12εB(Nb + ε1−βNa) + 14εB(1 + ε(1−β)), (5.41)
J 1sub = 12εB (a+(0)b+ + a−(0)b−) , J 2sub = −i2 (a+(0)b+ − a−(0)b−) , (5.42)
J 1sup = 12εB (a+(0)b− + a−(0)b+) , J 2sup = i2 (a+(0)b− − a−(0)b+) , (5.43)
donde los sub´ındices sub y sup se refieren a las fases sub- y super- cr´ıticas, y a±(0) = a±e∓i|ω|t. Las
relaciones de conmutacio´n de J µ, µ = 0, 1, 2, son dadas por
[J 1,J 2] = −iε1−βJ 0, [J 2,J 0] = iJ 1, [J 0,J 1] = iJ 2. (5.44)
En el casi sub-cr´ıtico es la a´lgebra so(2, 1) ∼ su(1, 1), pero en el super-cr´ıtico los operadores (5.38-
5.40) forman so(3) ∼ su(2).
Junto a la nueva base de operadores boso´nicos, definimos tambie´n las siguientes combinaciones
de las supercargas escalares Qa y Za,
Q+a =
1
2|ω|
(
(1 +
√
|1− β|)Qa + ω√|1− β|ǫabZb
)
, (5.45)
Q−a =
1
2|ω|ǫab
(
(1−
√
|1− β|)Qb − ω√|1− β|ǫbcZc
)
. (5.46)
Entonces, en la fase subcr´ıtica, obtenemos las relaciones de (anti-)conmutacio´n
{Q+a ,Q+b } = 2εBδab (J 0 + J 1) , {Q−a ,Q−b } = 2εBδab (J 0 − J 1) , (5.47)
{Q+a ,Q−b } = 2εB
(
δabJ 2 + ǫab 1
2
(J + S3)
)
, (5.48)
[J 1,Q±a ] = − i2Q∓a , [J 2,Q±a ] = ± i2Q±a . (5.49)
En cambio en el caso super-cr´ıtico encontramos
{Q+a ,Q+b } = 2εBδab
(
1
2
(J + S3)− J 1
)
,
{Q−a ,Q−b } = 2εBδab
(
1
2
(J + S3) + J 1
)
, (5.50)
{Q+a ,Q−b } = 2εB (ǫabJ 0 − δabJ 2) , (5.51)
5.4 Base alternativa 75
[J 1,Q±a ] = ∓ i2ǫabQ±b , [J 2,Q±a ] = i2ǫabQ∓b . (5.52)
En ambas fases, tambie´n tenemos
[J 0,Q±a ] = ± i2Q∓a , [S3,Q±a ] = iǫabQ±b . (5.53)
Queremos enfatizar que todas estas relaciones son lineales, como fue dicho antes.
Notar que los conmutadores de las super-cargas con J 0 son los mismos para las fases sub- y super-
cr´ıticas, pero no as´ı las con J 1 y J 2. Las relaciones (5.47), (5.48) y (5.50), (5.51) son transformadas
mutuamente haciendo el cambio J 0 ↔ 12(J + S3), J 1 ↔ −J 1 y J 2 ↔ −J 2.
Las relaciones (5.44) y (5.47-5.53) muestran que el sistema esta´ descrito por la simetr´ıa super-
conforme osp(2|2) centralmente extendida en la fase subcr´ıtica, y por la ana´loga extension super-
algebraico de Lie de la simetr´ıa compacta so(3) en la fase supercr´ıtica. En ambos casos el momento
angular J juega el rol de carga central en esas supera´lgebras, mientras que R = 2S3 es el generador
de simetr´ıa-R.
Tomemos
E+i =
√
|1− β|
2|ω| Pi, E
−
i =
1√
2|ω| (Pi + ωǫijKj) (5.54)
en vez de los generadores de traslaciones y boosts. Los (anti-)conmutadores no triviales de las inte-
grales E±i y Σi entre s´ı mismos son dados por (5.24) y
[E+i , E+j ] = −
i
2
εBCǫij , [E−i , E−j ] =
i
2
εBε(1−β)Cǫij . (5.55)
Sus relaciones de (anti-)conmutacio´n con el resto de generadores, J µ, J , S3 y Q±α , son
[J 0, E±i ] = ± i2ǫijE±j , [J, E±i ] = iǫijE±j , [S3, E±i ] = 0, (5.56)
[E+i ,J µ] = − i2ε(1−β)
(
δµ1ǫij + δ
µ2δij
) E−j , [E−i ,J µ] = i2 (δµ1ǫij − δµ2δij) E+j , µ = 1, 2, (5.57)
[S3,Σi] = iǫijΣj, [J,Σi] = iǫijΣj , [J µ,Σi] = 0, (5.58)
[E+i ,Q±a ] = i2εB (−δa1ǫij ± δa2δij) Σj, [E−i ,Q±a ] = i2εBε(1−β) (±δa1ǫij ∓ δa2δij)Σj , (5.59)
{Σi,Q+a } = (δa1δij − δa2ǫij) (E+j + E−j ), {Σi,Q−a } = (δa1ǫij + δa2δij) (E+j − E−j ). (5.60)
Los ı´ndices de generadores boso´nicos en (5.54) corresponden a los signos en sus conmutadores con
J 0 en (5.56).
De acuerdo con (5.24) y (5.55), las integrales pares, E±i , y las impares, Σi, generan a´lgebras de
Heisenberg dos dimensionales con C como carga central, la cual, en el caso conmutativo θ = 0, se
vuelve la masa, m. Esta es la u´nica carga central de la a´lgebra de simetr´ıa completa resultante dada
por (5.24), (5.44), (5.47-5.53), (5.55-5.60). Para θ = 0 nos provee con una forma alternativa para la
super-a´lgebra de Schro¨dinger [126].
Permı´tanos enfatizar que la linealizacio´n de las super-extensiones de las simetr´ıas de Newton-
Hooke exo´tica y simetr´ıa conforme es lograda mediante la inclusio´n de la dependencia de θ en los
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coeficientes de cambio de base. El para´metro de no conmutatividad es una funcio´n de las cargas
centrales de la simetr´ıa de Newton-Hooke exo´tica, θ = C˜/C2.
Notar que mientras las super-cargas escalares Q±a generan, v´ıa relaciones de anti-conmutacio´n,
las integrales escalares pares J µ y J + S3, sus relaciones de anti-conmutacio´n con Σi reproducen
los generadores vectoriales pares E±i . El generador R = 2S3 de la simetr´ıa R esta´ relacionado a
la supercarga vectorial Σi v´ıa uno de los operadores de Casimir de la a´lgebra, iǫijΣiΣj + RC, que
aqu´ı toma valor cero.
5.5. Conclusiones del cap´ıtulo
Hemos observado que los niveles de energ´ıa son infinitamente degenerados en todas las tres fases,
debido a la invariancia bajo las traslaciones magne´ticas. En las fases sub- y super- cr´ıticas los niveles
exitados de energ´ıa poseen una degeneracio´n doble adicional, asociada con la super-simetr´ıa N = 2.
Gracias a la super-simetr´ıa la fase cr´ıtica de borde puede ser obtenida v´ıa una reduccio´n simple del
sistema al estado ba´sico. En esta fase un grado de libertad boso´nico y los fermio´nicos se congelan, y
SUSY desaparece. La simetr´ıa asociada con las integrales, de orden no mayor a dos, en los grados de
libertad boso´nicos residuales forman el grupo Euclideano de transformaciones en dos dimensiones,
generado por las traslaciones no conmutativas y las rotaciones. El momento angular aqu´ı toma valores
de un signo, que coincide con el del campo magne´tico.
Las dos fases no cr´ıticas poseen propiedades esencialmente distintas. El momento angular toma
valores semienteros de ambos signos en la subcr´ıtica, y de un solo signo para la supercr´ıtica. En ambas
fases las coordenadas y momentos cano´nicos vectoriales pueden ser construidos de las coordenadas
y momentos no conmutativos iniciales. En la fase subcr´ıtica ellos son hermı´ticos, pero no para el
caso supercr´ıtico. En la fase subcr´ıtica la parte boso´nica de la simetr´ıa super-conforme esta´ descrita
por la a´lgebra no compacta so(2, 1) ∼ su(1, 1), mientras que en el caso supercr´ıtico se cambia a
so(3) ∼ su(2).
Cuando tratamos de unificar la extensio´n central doble de la simetr´ıa super-extendida de Newton-
Hooke con la simetr´ıa conforme, las constantes de estructura de la super-a´lgebra resultante se transfor-
man en ciertas funciones dependientes de las cargas centrales. Una estructura lineal super-algebraica
de Lie puede ser obtenida mediante el cambio de base con coeficientes dependientes del para´metro
de no conmutatividad θ. La super-a´lgebra de Lie resultante tiene so´lo una carga central.
Cap´ıtulo 6
Conclusiones generales y problemas
abiertos
La simetr´ıa de Newton-Hooke oscilatorio aparece como l´ımite no relativista de AdS. Los sistemas
f´ısicos que realizan esta simetr´ıa esta´n asociados a representaciones proyectivas del grupo de Newton-
Hooke. Las a´lgebras de simetr´ıa de estos grupos esta´n centralmente extendidas por un generador
asociado a la masa de la part´ıcula.
La simetr´ıa exo´tica de Newton-Hooke esta descrita por la a´lgebra de Newton-Hooke extendida
por dos cargas centrales, lo cual so´lo es posible en 2+1 dimensiones de espacio tiempo. Como conse-
cuencias de la estructura exo´tica aparecen coordenadas no conmutativas, representaciones proyectivas
adicionales y una estructura de fases donde el sistema exhibe propiedades f´ısicas esencialmente distin-
tas. La fase subcr´ıtica reproduce en el l´ımite plano la simetr´ıa de Galileo exo´tica. En la fase cr´ıtica el
sistema posee menos grados de libertad f´ısicos. La fase supercr´ıtica tiene algunas propiedades peculia-
res, la energ´ıa tiene un espectro no acotado y el momento angular uno acotado. Esto esta´ relacionado
con una simetr´ıa de dualidad que relaciona la fase sub con la supercr´ıtica. En este sentido la simetr´ıa
de Newton-Hooke exo´tica trigonome´trica (oscilante) es ma´s “rica” que la hiperbo´lica (expansiva), o
incluso la de Galileo exo´tica, ya que estas dos u´ltimas so´lo viven en una fase subcr´ıtica.
Esta estructura de fases y la no conmutatividad aparece de forma similar en el problema de
Landau no conmutativo. La investigacio´n de las simetr´ıas del problema de Landau no conmutativo
nos llevo a determinar que su a´lgebra de simetr´ıa es isomorfa a la de Newton-Hooke exo´tico. Ma´s au´n,
es posible determinar un sistema uniparame´trico que interpola continuamente ambas simetr´ıas, es el
oscilador armo´nico aniso´tropo exo´tico. La gracia de este u´ltimo es que la anisotrop´ıa y la estructura
exo´tica se conjugan de tal modo que la isometr´ıa del espacio se preserva (simetr´ıa de rotaciones), con
lo cual puede ser asociado a un sistema de part´ıcula no relativista. El oscilador aniso´tropo tambie´n
posee de forma gene´rica coordenadas no conmutativas y la estructura de fases.
Aunque la a´lgebra de simetr´ıa del problema de Landau es isomorfa a la de Newton-Hooke exo´tico,
esto no quiere decir que ambos sistemas sean f´ısicamente equivalentes. De hecho hay una propiedad
muy simple del problema de Landau no conmutativo que destaca la diferencia entre ambos sistemas,
la energ´ıa es acotada de abajo para cualquiera de sus fases subcr´ıtica, cr´ıtica y supercr´ıtica. En vir-
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tud de las aplicaciones que ha mostrado el problema de Landau no conmutativo en el efecto de Hall
cua´ntico, aparece de forma natural el estudio de las simetr´ıas extendidas por los generadores confor-
mes de Schro¨dinger, y tambie´n superextendidas de tal forma de incorporar grados de libertad de spin.
La a´lgebra de (super)simetr´ıa resultante contiene ciertas funciones no lineales de los generadores, por
lo que su (super)estructura de Lie se rompe. Sin embargo, debido a que la no linealidad aparece en
las cargas centrales (constantes), es posible reescalar los generadores de tal modo de recuperar la
superestructura de a´lgebra de Lie. Como resultado queda so´lo una carga central independiente.
Algunos problemas abiertos
A continuacio´n daremos un listado de problemas que pueden extender el trabajo de esta tesis, y
de problemas abiertos relacionados
Uno puede esperar que, mediante el me´todo de las realizaciones no lineales, sea posible construir
un Lagrangiano relativista que en cierto l´ımite se reduzca al modelo la part´ıcula con simetr´ıa
de Newton-Hooke exo´tica. Entonces, una pregunta interesante es a que´ corresponden, a nivel
relativista, las fases que exhibe el sistema de Newton-Hooke exo´tico.
El Hamiltoniano del sistema de Newton-Hooke exo´tico en la fase supercr´ıtica tiene formalmente
la misma estructura que el Hamiltoniano correspondiente al sistema con altas derivadas de
Pais-Uhlenbeck [139]. Este sistema ha sido considerado durante muchos an˜os como un ejemplo
de un modelo con estados fantasmas, y por tanto f´ısicamente inaceptable. Recientemente, se
mostro´ que, usando las reglas de meca´nica cua´ntica pseudohermı´tica, es posible obtener una
teor´ıa cua´ntica razonable [140]. Es interesante estudiar si es posible aplicar las ideas de meca´nica
cua´ntica pseudohermı´tica al sistema de Newton-Hooke exo´tico, y observar, por ejemplo, que
nos dice sobre la estructura del espacio de Hilbert y del espectro del momento angular.
Otro problema interesante es el estudio de una posible relacio´n entre la simetr´ıas de Newton-
Hooke exo´tica y algunas soluciones de relatividad general. Como candidato aparece como una
posibilidad el agujero negro BTZ [84], ya que este es localmente como un espacio AdS3, y
adema´s porque el agujero BTZ posee distintas fases en dependencia de los valores de su masa
y su momento angular. En esta linea, se ha visto que hay una relacio´n entre una familia de
soluciones de relatividad general de tipo Go¨del con el problema de Landau [141, 142]. Si tal
relacio´n existiese, ser´ıa interesante clarificar a que´ corresponde la simetr´ıa de dualidad del
sistema con simetr´ıa de Newton-Hooke exo´tica en el agujero BTZ.
El problema de Landau no conmutativo ha sido relacionado con el efecto de Hall cua´ntico,
mediante la “substitucio´n de Peierls”. En el efecto de Hall cua´ntico aparecen cuasi-part´ıculas
anyonicas que llevan cargas ele´ctricas fraccionarias. Este tipo de part´ıculas son asociadas a
una razo´n giromagne´tica ano´mala g 6= 2. En [143] se mostro´ que es posible generalizar la
supersimetr´ıa del Hamiltoniano de Pauli para los casos g = 2k, con k un entero positivo,
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obtenie´ndose supera´lgebras no lineales. En este contexto es muy interesante el estudio de las
extensiones supersime´tricas no lineales [144, 145, 146] del problema de Landau no conmutativo.
Una pregunta abierta es ¿que´ esta detra´s de la no linealidad que aparece en el sector conforme
de la a´lgebra de simetr´ıa del problema de Landau no conmutativo?. Mediante un cambio de
base se mostro´ que era posible linearizar la a´lgebra, y co´mo esto nos conduc´ıa a a´lgebras de
tipo so(2, 1) o so(3) en las fases sub y supercr´ıtica respectivamente. Es primera vez que se
encuentra una a´lgebra conforme de tipo compacta, por lo que es interesante realizar un estudio
ma´s profundo.
La simetr´ıa de Schro¨dinger que posee el problema de Landau no conmutativo y el sistema
con simetr´ıa de Newton-Hooke exo´tica nos permite situar estos modelos en el marco de la
correspondencia AdS/CFT no relativista, en este contexto aparecen varios problemas intere-
santes. La identificacio´n de geometr´ıas aparece vinculada a la extension central de la a´lgebra
de Schro¨dinger [82, 83], la cual corresponde la masa y es la u´nica admisible en dimensiones
mayores o iguales a cuatro. Entonces la pregunta natural es si es posible identificar nuevas
geometr´ıas en 2+1 dimensiones, donde tenemos una extensio´n central adicional. De hecho la
respuesta a esta interrogante quiza´s puede ayudar a esclarecer los problemas mencionados en
los dos puntos anteriores.
80 Cap´ıtulo 6 Conclusiones generales y problemas abiertos
Ape´ndice A
SO(4) Inhomoge´neo
La a´lgebra de E(4) esta´ dada por
[Mab,Mcd] = ηacMbd − ηadMbc − ηbcMad + ηbdMac, (A.1)
[Mab, Tc] = ηacTb − ηbcTa, (A.2)
[Ta, Tb] = 0, (A.3)
donde ηab = diag(+,+,+,+).
Es posible reescribir esta a´lgebra haciendo las identificaciones
M12 = J1, M23 = J2, M31 = J3, (A.4)
M43 = P1, M41 = P2, M42 = P3, (A.5)
{T1, T2, T3, T4} = {K2,K3,K1,−H} , (A.6)
donde Ji son rotaciones, Pi traslaciones, Ki boosts y H traslaciones en el tiempo de un espacio en
3+1 dimensiones que satisfacen
[Pi,Kj ] = δijH, [Pi,H] = Ki, (A.7)
[Ji,Kj ] = ǫijkKk, [Ji,H] = 0, (A.8)
[Ji, Jj ] = ǫijkJk, (A.9)
[Ji, Pj ] = ǫijkPk, (A.10)
[Pi, Pj ] = ǫijkJk. (A.11)
Esta a´lgebra corresponde a una de las a´lgebras de “Para-Poincare´”, del tipo R3, ver la tabla 2.1.
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