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Abstract
When two fluid drops come close enough together to touch, surface tension quickly
pulls the drops together into one larger drop. This is an example of a singular fluid flow,
as the topology of the interface changes at the moment of contact. Similarly, when a
pair of bubbles touch, the surface topology changes and a singular flow begins. Since
the stress from surface tension depends on the surface curvature, these singularities are
often characterised by divergent fluid velocities. Experimental observation or numerical
simulation of these flows is therefore difficult due to the high velocities and small
lengthscales.
In this thesis, I will find multi-scale theoretical solutions for the singular flows
during the initial stages of the coalescence of bubbles and drops, solving for the velocity
field in the fluid and the rate of coalescence. Each solution has several lengthscales,
and on each lengthscale, we must solve some form of the Navier–Stokes equations.
I will employ a variety of analytical and numerical techniques to solve for the flow
on each scale. These asymptotic solutions are valid at early times; future numerical
simulations of the subsequent flow could be initialised with these solutions, rather than
the actual singularity.
In the course of solving for these singular flows, I will also describe the solution
for the motion of a stretched fluid edge, the retraction of a narrow fluid wedge, the
capillary flow around a parabola, and the effect of a time-dependent force on a fluid
half-space. These fundamental flows have applications outside of coalescence, which I
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Drops and bubbles are found everywhere in nature, in industry and in everyday life.
Just while doing the washing up, I can see droplets fall from a dripping tap and
splash into the washing-up bowl, while soap bubbles clump together to form a foam
which gradually breaks down as the walls of soap film between the bubbles burst.
With a slow enough flow rate from the tap, or by dribbling a stream of water off the
edge of a plate, I can send a tiny droplet bouncing across the surface of the water.
Suddenly, it disappears, coalescing with the ‘sea’ of water in the bowl. This coalescence
event sometimes produces an underwater bubble, which may rest at the surface before
suddenly bursting. Why are these events so fast? What would happen with a different
liquid than water, or a different size of drop or bubble? I will try to answer these
questions in this thesis.
In nature, drop coalescence occurs in clouds, where droplets aggregate before falling
as rain. As these raindrops run down a window, they merge together to form larger
drops. The drops gather with others, running downhill to form streams and rivers until
they reach the sea. When a wave breaks out in the ocean, spray and foam are formed.
This is captured beautifully in Hokusai’s The Great Wave off Kanagawa, in which the
artist shows the white foam on the breaking wave and the spray of droplets formed
(see figure 1.1). A moment later, when the wave hits the ocean, it will mix air into the
water in the form of underwater bubbles. Some of these will merge and rise, and some
will dissolve into the ocean, taking with them any atmospheric gases. The fate of the
carbon dioxide transferred to the water column in this way is an important factor in
climate models (see [8] for a review of drops and bubbles in the environment).
2 Introduction
Fig. 1.1 The Great Wave off Kanagawa, by Hokusai. Reproduced from Wikimedia
Commons.
In ink-jet printing, tiny drops of ink are formed by a ‘pinch-off’ instability. These
are deposited onto a page to form the printed image. The break-up and coalescence of
these drops determines the clarity of the final printed image (for a review, see [32]).
A key feature of these small drops and bubbles is their surface tension. This force
tends to pull fluid masses into rounded shapes; a small rain droplet is not a cartoon
tear-drop shape but closer to a sphere [e.g. 4]. This happens because a sphere minimises
the surface area between the fluid and its surroundings for a given volume of fluid. For
a falling drop, the shape is deformed by the pressure of the airflow around the drop.
Similarly, an underwater bubble of air will also tend to be spherical unless deformed
by gravity or by some shear flow in the fluid (see [53] for a review of sheared drops
and bubbles).
When the surfaces of two fluid masses meet, the shape often changes quickly. There
is a change in topology as a new surface is formed, and surface tension acts to minimise
the area of this new surface. For example, rain droplets which touch will quickly merge
to form a larger fluid mass. A soap bubble, a fluid mass with an inner surface and an
outer surface, will burst if those two surfaces touch. Water from a dripping tap will
pinch off into droplets. The gas in a bubble resting at the surface of beer or champagne
is separated from the atmosphere by a thin film of fluid; if this drains enough for the
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film to burst at a point, then surface tension will quickly pull back on the remainder of
the film.
The motion may be resisted by viscosity or by inertia. The viscosity of a fluid
measures its ‘stickiness’; honey, molasses and magma are examples of very viscous
fluids, while water and air are much less viscous, and are sometimes even thought of as
‘inviscid’, that is, lacking viscosity. The dynamics of a very viscous ‘inertialess’ fluid
are likely to be very different from the dynamics of an inviscid fluid.
The size of the system is also important for determining the resistance to motion.
The mass of a droplet of radius a scales with its volume proportional to a3, while the
viscous stress on the surface scale proportional to a2. Inertia is therefore more likely
than viscosity to determine the dynamics for a larger fluid droplet.
We therefore expect a wide range of possible flows for different fluids and different
coalescence settings. Indeed, there has been much previous work on various problems
associated with coalescence and rupture, which we will now review.
1.2 Literature review
In 1891, Lord Rayleigh gave a lecture at the Royal Institution on the use of a new
technique called ‘instantaneous photography’ [55]. This process involves taking pho-
tographs with very short exposure times. During the lecture, Lord Rayleigh generated
an electrical spark in a Leyden jar, and illuminated various experiments for a fraction
of a second. He produced some amazingly sharp images of a rising column of bubbles,
of the break-up of a liquid jet and of the bursting of a soap film. In each case, the
photographs reveal the true nature of the flow; the rising bubble column is made
of several individual pancake-shaped bubbles, the undulations on the surface of the
liquid jet are visible even before it breaks into a string of droplets, and the edge of the
retracting soap film is thickened when compared with the undisturbed sheet ahead.
At around the same time, Worthington used instantaneous photography to take
amazing photographs of the splash formed by a drop impacting on a liquid surface
[74], capturing the ‘crown’ of the splash, the jet that forms in the middle of the impact
crater, and the subsequent break-up of that jet. Worthington used a ‘timing-sphere’
released at the same time as the drop, which hit a metal plate and triggered the flash.
By adjusting the height of the plate, Worthington could precisely control when the
photograph was taken relative to the moment of impact.
Ranz employed a similar method to find the speed of the edge of a retracting soap
film [54]. He used a ‘timing guillotine’; a system of switches activated by a sliding block,
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to take two separate images separated by about 1/2750th of a second. Comparing the
position of the edge in the two images, gives the velocity (about 7ms−1 for Ranz’s
experiments).
Theoretical work on bursting soap films has tried to predict this velocity, and tried
to explain the dependence on the fluid parameters. Rayleigh’s lecture is sometimes cited
for the historical calculation; in fact, he briefly refers to the existence of some work by
Dupré [21]. Dupré calculated the velocity of the edge based on conservation of energy,
with the kinetic energy of the edge supplied by the surface energy of the removed
film. This calculation was later corrected by Culick, who reasoned that energy is not
conserved since there is viscous dissipation in the sheet [16]. Instead, the momentum







where ρ and h are the density and thickness of the fluid sheet, and γ is the coefficient
of surface tension. At about the same time and working independently, Taylor arrived
at the same conclusion for the velocity, as part of a series of papers on the dynamics of
thin sheets [66–68]. The velocity (1.1) is sometimes referred to as the Taylor-Culick
velocity.
This approach was generalised by Keller [33], who conserved mass and momentum
for a sheet with some general initial power-law shape. A later paper by Keller et al. [34]
resolved the potential flow in the growing blob at the edge of the sheet as fluid enters
from the sheet ahead. Sünderhauf et al. [62] show that, although the Taylor–Culick
velocity is independent of the viscosity, the approach to this velocity from rest does
depend on the dynamic viscosity µ.
We define the Ohnesorge number to be Oh = µ/√ρaγ where µ is the dynamic
viscosity, ρ is the density, a is a typical lengthscale of the flow and γ is the coefficient
surface tension. This compares the importance of inertia and viscosity for a particular
fluid. The experiments of Rayleigh and Ranz on bursting fluid sheets used relatively
inviscid fluids with Oh ≪ 1. In contrast, Debrégeas et al. [19] investigate the bursting
of very viscous sheets and very viscous bubbles [18], that is, sheets with Oh ≫ 1.
The dynamics is very different; rather than moving with a constant velocity, the edge
accelerates exponentially.
Numerical computation has been used to model these flows. Brenner and Gueyffier
consider the retraction of a two-dimensional fluid edge for a range of fluid parameters
[9]. They simplify the Navier–Stokes equations to a one-dimensional approximation
1.2 Literature review 5
in the sheet, and integrate numerically to find the evolution of the shape of the sheet
edge, identifying three cases; the sheet may thicken uniformly, may form an elongated
blob at the edge, or may form capillary waves away from the edge. Savva and Bush
adapt this method to an axisymmetric geometry with some additional assumptions on
the shape [57].
When two bubbles touch, a hole is formed in the sheet between them, and this hole
is quickly pulled wider by surface tension. Bubble coalescence is therefore related to
the sheet-bursting problem, as both involve the rupture of a thin sheet of fluid. The
hole joining two coalescing bubbles was imaged by Stover et al. [65]. Later experiments
by Paulsen et al. [50] focus on the initial stage of coalescence and vary the material
properties of the fluid. They find a dependence on the viscosity not present in the
previous experiments with Oh ≪ 1. A variation of this problem in which a rising
bubble coalesces with the underside of an air-coated hydrophobic slide is described by
de Maleprade et al. [17].
There has also been work on the motion of a fluid wedge, a sheet of linearly-growing
thickness. Keller and Miksis give a similarity solution for the retraction of an inviscid
wedge [35], and asymptotic results for the retraction of slender inviscid wedges were
found by Ting and Keller [73]. The corresponding similarity solution for inertialess
wedges was found by Miksis and Vanden-Broeck [39]. Billingham has worked on the
retraction of fluid wedges and cones for a fluid with both viscosity and inertia [5, 6].
Billingham’s solution has similarity scalings on two separate lengthscales, and the flow
is different from both the inviscid solution and the inertialess solution. We will review
Billingham’s work on the retraction of two-dimensional wedges of fluid in detail in
chapter 4 below.
Billingham’s solutions neglect the effect of an outer fluid. This effect was studied by
Sierou and Lister, who describe the break-up of an inertialess fluid thread surrounded
by a second fluid [59]. They identify a similarity solution for the shape and velocity as
the thread pinches off, for various values of the viscosity ratio between the two fluids.
Sierou and Lister were also able to include the effect of an outer fluid in a solution
for the retraction of inviscid cones [60]. Here, the outer fluid and the inner fluid are
both inviscid, with different densities. Sierou and Lister vary the density ratio, and
find the effect on the capillary waves on the surface of the retracting cones.
Related work on the post-rupture retraction of a liquid thread has been carried out
by Eggers [22]. Here, any effect of the outer fluid is neglected, but the effects of both
viscosity and inertia in the inner fluid are taken into account. There are two scales to
the solution; a large scale where viscosity and inertia balance, and a small local scale
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proportional to the radius of the thread where viscosity dominates and the tip of the
thread is rounded off.
The experimental technique of taking multiple photographs to reveal the motion
during a fluid flow has developed further with the new technology available in the
digital age. Experiments by Aarts et al. [1], studying the coalescence of water droplets,
use a digital camera to achieve a frame rate of 1.2×105 frames per second. Experiments
by Thoroddsen et al. [70, 71] use a specialised high-speed digital camera developed by
Etoh et al. [24, 25], capable of a frame rate of a million frames per second. This is
used to capture the early stages of bubble coalescence [70] and drop coalescence [71].
These high frame rates are necessary for coalescence problems, since the flow begins
suddenly and happens quickly. Even with these frame rates, it is difficult to see the
flow, since the disturbed region is very small at early times.
To study drop coalescence and related phenomena in more detail, a new technique
was developed by Burton et al. [10]. The experiment investigates the pinch-off of a
thread of liquid mercury; during this flow, the thread narrows very quickly. Burton et al.
applied a direct current over the mercury thread and measured the electrical resistance
during pinch-off. By comparing this with a theoretical model for the resistance of a
thin wire, they could infer the thickness of the mercury thread. A similar method was
later used to infer the width of the bridge joining two coalescing oil lenses floating
on water [11] and for the coalescence of two water drops [12]. The results from the
electrical technique have been compared with the results from high-speed imaging to
check that the methods agree [47, 48, 50]. Experiments by Paulsen et al. vary the
fluid parameters of the drops, searching for the different stages or regimes of drop
coalescence [49].
For drop coalescence, the theoretical work aims to predict the rate of growth of the
fluid bridge joining the drops. We will call the radius of the bridge rb. An exact solution
for the coalescence of two-dimensional inertialess drops was found independently by
Hopper and Richardson [28–30, 56]. This remarkable solution resolves the full motion
of the fluid from the moment of contact to the eventual relaxation towards a single
circular drop. During the initial stage, while the fluid bridge between the drops is
small, the fluid bridge grows as rb ∝ (γt/µ) log 1/t, where t is the time since contact.
Later work has included the effect of an outer fluid of comparable viscosity; no
exact solution has been found, but Eggers et al. [23] have solved numerically for the
initial stage. Their solution describes a fluid bridge which grows as rb ∝ (γt/µ) log 1/t
again, with a toroidal blob of the outer fluid trapped at the edge of the fluid bridge.
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Eggers et al. also make the claim that inertia is negligible at early times for a
general fluid. They argue that the Reynolds number, based the radius of the fluid




is small while rb is small. They therefore conclude that inertia is initially negligible
during drop coalescence at early times. This argument can be adapted to predict a
cross-over time after which inertia may enter the problem, and there has been much
work on the coalescence of inviscid drops. A scaling law for inviscid coalescence is given
by Eggers et al. [23], and a numerical simulation was later carried out by Duchemin et
al. [20]. Thompson and Billingham [69] include the effect of an outer fluid, and show
that the surface does not reconnect. In the inviscid version of the problem, the fluid
bridge grows as rb ∝ t1/2.
These two coalescence laws were previously thought to be a full description of the
initial stages of drop coalescence [48]. By the argument of Eggers et al., viscosity would
dominate at early times, and then after some cross-over time, inertia would dominate,
and coalescence would proceed as rb ∝ t1/2. However, recent experiments by Paulsen et
al. show that this is not the case [49].
Paulsen et al. study coalescence experimentally and numerically, varying the fluid
viscosity to explore the different stages of coalescence at different Ohnesorge numbers
Oh = µ/√ρaγ, with a the radius of each drop. In the experiments, the drops are
held from two nozzles, and slowly brought together until coalescence takes place (see
figure 1.2). The prediction from Hopper and Richardson’s theory is that the inertialess
solution should describe the initial stage of coalescence. For Hopper and Richardson’s
solution, this involves some motion in the bulk of each drop at early times. But the
experiments showed that, for a fluid with moderate Oh, there is no such motion; the
bulk of each drop is held stationary by its inertia. However, the fluid bridge does not
grow as rb ∝ t1/2 during this initial stage, so the inviscid theory does not describe the
experimental observations either.
The flow with both inertia and viscosity is therefore very different from the solution
neglecting either effect. We will explore this idea in this thesis, and find a new solution
including both inertia and viscosity.
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Fig. 1.2 Reproduced from Paulsen et al. (2014) [50]. Photos of coalescence with two
different fluids. (a) Two pendant drops before coalescence. (b) During coalescence with
Oh = 440, with the initial image subtracted. The bulk of each drop moves as predicted
by Hopper and Richardson. (c) During coalescence with Oh = 0.32. The bulk of each
drop is stationary.
1.3 Aims and outline of this thesis
This thesis will address two separate fluid flows; the coalescence of bubbles and drops.
In each case, we will include the effects of both inertia and viscosity. Our solutions
will describe any real fluid with finite, non-zero Ohnesorge number.
1.3.1 Bubble coalescence
Experiments by Paulsen et al. [50] show that the radius of the hole between two coa-
lescing bubbles always grows proportional to t1/2 during the initial stage of coalescence.
The prefactor of t1/2 depends on the fluid viscosity in a way that is not explained by a
previous model of bubble coalescence by Keller [33]. Key questions are:
• What is the initial growth rate of the hole between two coalescing bubbles?
• How does the growth rate depend on the viscosity?
• Is Keller’s model valid in the limit of low viscosity?
• What is the flow in the sheet ahead of the edge?
In chapter 2, we will find a family of similarity solutions for bubble coalescence with
inertia and viscosity. These solutions predict the velocity in the fluid sheet between the
bubbles, the thickness of the sheet and the rate of retraction of the edge of the hole.
We will compare this rate of retraction with experiments, with asymptotic models and
with numerical simulations of the full Navier–Stokes equations.
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The edge of the fluid sheet in this solution is rounded over some small radius
proportional to the thickness of the sheet. In chapter 3, we will solve for the detailed
shape of this retracting edge, and show that the shape is independent of any lateral
stretching along the edge. As an example, we will solve for the growth of a hole in
a bursting suspended sheet of viscous fluid. This will explain the observations of
Debrégeas et al. [19].
1.3.2 Drop coalescence
Previous theoretical solutions for drop coalescence have either neglected inertia [e.g.
23, 28, 56] or neglected viscosity [e.g. 20, 69]. Experiments by Paulsen et al. [49] show
that the initial dynamics do not agree with either approximation. Key questions are:
• What is the initial growth rate of the fluid bridge between two coalescing drops?
• How does the initial stage depend on viscosity and inertia?
• Are the previous models valid in any limit?
• When does the initial stage cross over to a different, later stage?
In chapter 4, we will review related work by Billingham on the retraction of fluid
wedges with both inertia and viscosity [6]. In particular, we will discuss Billingham’s
asymptotic solution for wide wedges (the case with a narrow crack of air). We will
make some modifications, showing how an exact Stokes solution [31] can be applied to
the problem.
Then in the following two chapters, we will adapt Billingham’s solutions for wedges
to drop coalescence. In chapter 5, we will find a similarity solution for the initial stage
of inertialess drop coalescence in two and three dimensions. The asymptotic solution
in two dimensions can be compared with Hopper and Richardson’s exact solution
[28, 56], and the solution in three dimensions can explain some of the dynamics seen
in the experiments. In chapter 6, we will introduce inertia, combining the ideas of
Billingham’s wedge solution and the asymptotic analysis from chapter 5. We will derive
a new asymptotic description for drop coalescence with inertia and viscosity.
1.4 Publications
An abridged version of the work in chapter 2 was published as [41]. I also contributed





Fig. 1.3 (a) The fluid is initially stationary. (b) The plate begins to move at speed U
at time t = 0, and causes a flow u(y, t)ex in the fluid above the plate.
the transient motion was not included in the paper, but is presented below as section
2.7. The work in chapter 3 was published as [42]. Two papers are in preparation, based
on some of the work in chapters 5 and 6.
1.5 An example of a flow with inertia and viscosity
Since the flows in this thesis involve both inertia and viscosity, we will first review a
famous example of a flow where inertia and viscosity are both important. Insight from
this example will help us to identify the structure and the flow in more complicated
problems.
We consider the rectilinear fluid flow above a plate moving with speed U , with the
fluid initially at rest, and the plate set in motion instantaneously at time t = 0. The
initial condition and the subsequent flow are sketched in figure 1.3.
The no-slip boundary condition is u = Uex at y = 0, and the initial condition is









This is the heat equation for the velocity, and so we expect the velocity to ‘diffuse’ out
from y = 0. Before we solve this differential equation, it will be instructive to consider
the inertialess and inviscid versions of the problem. We will see that neither of these
has a satisfactory solution.
1.5 An example of a flow with inertia and viscosity 11





with solution u = A + By where A and B are independent of y. If we apply the
boundary condition u = U at y = 0, this sets A = U . We are left with a family of
flows u = U +By, and none of these solutions satisfies the initial condition.





Together with our initial condition, this gives u = 0 for all time; the inviscid fluid is
unaffected by the moving boundary. We are unable to apply the boundary condition
u = U on the plate.
So neither the inertialess nor the inviscid model can properly explain the fluid
motion above a moving plate in a way that satisfies our boundary condition and initial
condition. To find a proper solution, we must include both the effects of inertia and
viscosity in our model, and return to the equation of motion (1.3).
We make progress by introducing the similarity variable η = y/
√
νt, and we will









This second-order ordinary differential equation has the solution




where erf is the error function and A and B are unknown constants.
The boundary condition on y = 0 gives A = U . Then for any fixed y > 0, the limit
t → 0 gives the initial velocity as A−B. By the initial condition, this is zero, and so




where erfc is the complementary error function. This solution is shown at various times
(with ν = 1 and U = 1) in figure 1.4. At early times, the motion is limited to a region
near the moving plate, while at late times the velocity at any given point tends to U .
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Fig. 1.4 Solution for the rectilinear flow above a moving plate, given by (1.8) at
equally-spaced times from t = 1 to t = 20 with ν = 1.
We can also consider the spatial dependence of the flow at a fixed time. At any
particular time, the solution sufficiently near the plate is u ≈ U , which is comparable
with the inertialess ‘solution’ found above. For y sufficiently large, the velocity decays
exponentially to zero, and the half-life for this decay is proportional to the length
(νt)1/2. This is the natural lengthscale for the problem, which we could have constructed
just by balancing the terms of (1.3), scaling time derivatives with 1/T and spatial
derivatives with 1/L. We note that the far-field solution u = 0 is comparable with the
inviscid ‘solution’ found above.
This same structure will re-occur throughout this thesis, with viscosity and inertia
balancing on a lengthscale proportional to (νt)1/2, and with far-field decay to an inviscid





Bubbles are found in a wide variety of geophysical, industrial and biological settings.
In a magma chamber, bubbles may form, grow and rise through the magma. When
they burst at the surface, the violent motion disrupts the magmatic froth [64]. In the
ocean, bubbles are mixed into the water column by breaking waves. These bubbles
may subsequently burst at the surface, throwing droplets up to form marine aerosol [7].
Similarly, bursting bubbles at the surface of a glass champagne produce tiny droplets
which give the drink its characteristic smell.
The bubbles may instead come close enough together to touch. When the surfaces
meet, a hole is formed in the fluid sheet between the bubbles, and surface tension acting
on the tightly-curved edge of this hole pulls the hole wider. This process of bubble
coalescence affects the distribution of bubble sizes in a bubbly suspension, which will in
turn affect the rate of gas transfer between the bubbles and the fluid. This is important
for bubbles in the ocean, which contain carbon dioxide from the atmosphere, and may
transfer this gas to the ocean.
There has been much previous work on the related problem of a bursting fluid sheet.
Taylor and Culick describe the retraction of the edge of a fluid sheet under surface
tension [16, 67]. They model the retracting rim as a growing mass of fluid swept up by
the edge, moving at a uniform speed. Balancing the force of surface tension with the
14 Bubble coalescence
rate of change of momentum gives the simple differential equation












More recently, Keller extended these ideas to the retraction of a inviscid mass of fluid
with an initial power-law shape [33]. For a sheet of fluid with thickness growing as







These simple scaling laws all neglect viscosity. Recent experiments by Paulsen et
al. [50] observe bubble coalescence with at a range of viscosities. The radius of the
hole joining the bubbles grows as rE ∝ t1/2 in all of the experiments. There are distinct
scaling laws for very viscous and very inviscid fluids.
We could also consider the coalescence of a spherical bubble with a half-space. This
would model the coalescence of a small bubble undeformed by gravity, coalescing with
a planar interface. Experiments by de Maleprade et al. [17] image the coalescence of a
bubble with a thin flat layer of air on a hydrophobic slide, which is analogous to the
special case of a planar interface. As with two bubbles, the hole joining the bubble to
the air on the slide grows as rE ∝ t1/2.
2.1.2 Overview
Inspired by the experiments of Paulsen et al. [50], we will look for a similarity solution
for bubble coalescence that includes viscosity and inertia.
First, we will consider the coalescence of two spherical bubbles of equal radius. We
will neglect any effect of a fluid in the bubbles, and solve for the flow in the thin sheet
of fluid between the bubbles. Let the fluid density be ρ, the dynamic viscosity be µ,
the surface tension coefficient be γ.
We will see that rE ∝ (νt)1/2 ≪ a at early times, and that the typical thickness of
the sheet is much less than rE. This justifies the use of the extensional flow equations to
describe the flow in the thin fluid sheet. This long-wavelength approximation reduces










Fig. 2.1 Scales for bubble coalescence. (a) On the scale of the bubble radius, there
is little flow. (b) The hole joining the bubbles grows as rE ∝ (νt)1/2. (c) The edge is
curved on a scale proportional to the thickness hE.
sheet, over some lengthscale proportional to the thickness of the sheet. We will define
hE to be the sheet thickness on intermediate scales between the long lengthscale of the
sheet and the short lengthscale of the thickness of the sheet. As part of our solution,
we will show that such a thickness hE is well-defined and consistent between the scales.
On the small lengthscale hE near the edge, the surface is tightly curved, and a
free-surface Stokes flow driven by surface tension sets the shape. We will show that
the net force from surface tension can be inferred from intermediate scales without
resolving the detailed shape of the curved edge. The scales of the problem are shown
in figure 2.1.
We will therefore solve for the flow and sheet thickness over a radial lengthscale
proportional to rE, neglecting the tightly-curved edge and modelling the force from
surface tension with a stress applied at the edge of the sheet.
In §2.2, we will derive equations for the velocity and the sheet thickness over a
radial lengthscale proportional to rE, and we will show that rE ∝ t1/2. We expand the
equations of motion in the far-field in §2.3 and near the edge in §2.4, before solving
numerically in §2.5. We will find asymptotic solutions for Oh ≪ 1 and Oh ≫ 1 in §2.6,
and compare the results of this simple model with a full Navier–Stokes simulation in
§2.7. We compare our asymptotic solution for Oh ≪ 1 with Keller’s model in §2.8, and
discuss the applicability of the solution as a whole in §2.9. Finally, in §2.10, we repeat














Fig. 2.2 Cross-section of the axisymmetric fluid sheet.
2.2 Equations of motion
Since the initial condition and the forcing are axisymmetric, we expect the flow to be
axisymmetric. We define cylindrical co-ordinates (r, θ, z) with r radial, θ azimuthal
and z axial along the line joining the bubble centres, as shown in figure 2.2. We write
the velocity as u = u(r, z, t)er + w(r, z, t)ez and the thickness of the sheet as h(r, t).








The initial shape of the free surface is a pair of spheres of radius a touching at a
single point. During the initial stage of coalescence, while the radius of the hole is
much less than a, we will approximate the initial shape with a power of r. We expand
















We will work with this parabolically-curved sheet for the similarity solution. Using
rE, the radius of the edge of the hole, as a typical lengthscale for the radial extent
of the flow, the typical thickness of the sheet is r2E/a. Since this typical thickness is
much less than the radial lengthscale, the sheet is long and thin. By the local mass







Since, in addition, the fluid sheet is bounded by free surfaces, there is little shear in
the sheet, and we can take the radial velocity to be constant across the sheet thickness,
writing u = u(r, t) for the radial velocity. We write h(r, t) for the thickness of the sheet











Fig. 2.3 Schematic of the forces on a section of the sheet, of radial extent dr and
azimuthal extent dθ.








We can now solve for the pressure in the sheet. We will neglect any effect of the
fluid in the bubbles, such as any stress from any flow in the bubbles. Also, since the
curvature of the surface away from the edge is low, we neglect any normal stress from










Now consider the forces on a section of the sheet, as shown in figure 2.3. We take a
section of the fluid at with radial extent dr and azimuthal extent dθ. The acceleration
of the fluid in this section of the sheet is DuDt , and the mass is ρhrdθ. The radial forces
are hrdθσrr|r+drr , and the forces from the hoop stresses are hdrσθθ|
θ+dθ/2
θ−dθ/2. Balancing







(hrσrr) − σθθh, (2.10)
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where the radial and azimuthal components of the stress tensor in cylindrical co-
ordinates are
















































which is the standard momentum equation for axisymmetric extensional flow in agree-
ment with e.g. [51, 57].




The thin-sheet approximation fails near the edge of sheet on a scale proportional
to the thickness of the sheet. Our solution must match to the flow on this smaller
scale. The detailed shape of the curved edge on the smaller scale depends on a coupling
between the force from surface tension and the kinematic boundary condition, and
solving for this flow would involve solving the full Stokes equations (without a thin-sheet
approximation). The far-field of this small-scale flow would then give the net force
from surface tension.
Here, we will show that the net force from surface tension is independent of the
actual shape of the curved edge, and is 2γ. Crucially, this means that we do not need
to solve for the detailed shape of the edge, or the flow on the inner scale. Instead, we
will derive a stress boundary condition for the flow on the outer scale without resolving
the full solution on the inner scale.
To prove this fact about the effect of surface tension, we must integrate the force
distribution −γκn around the edge. We parametrise the two-dimensional edge shape
with the arc-length s as (X(s), Y (s)), so that the tangent is (X ′, Y ′), the normal is





Fig. 2.4 The net force from surface tension acting on any tightly-curved edge is 2γ.





(X ′Y ′′ −X ′′Y ′) (−Y ′, X ′) ds (2.15)
=γ
∫
(X ′′, Y ′′) ds (2.16)
=γ [(X ′, Y ′)]s2s1 , (2.17)
and so for a curved edge such as that shown in figure 2.4, the net force is 2γer. This










We also have initial conditions; the fluid is stationary, and the sheet thickness is
given by (2.5). We write these in the form
h(r, t) → r
2
a
, u(r, t) → 0 as t → 0. (2.19)
Now we will seek a similarity solution. The boundary conditions and the momentum
equation motivate balances for the velocity scale U(t), the thickness scale H(t) and
the radial lengthscale L(t) as
U ∼ L
t








Now we solve these for L, U and H;





, H ∼ γt
µ
. (2.21)
We note that this scaling predicts that the hole will grow as t1/2, which is the time-
dependence law seen in the experiments.
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We define similarity variables





U(η), h = γt
µ
H(η). (2.22)
Note that this choice of scaling is not unique since there is a dimensionless number
Oh = µ/√ρaγ. To find the dependence of rE on Oh, we must solve the momentum
equation (2.13).
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U ′ + Uη + 1
η
2 − U
(U ′ + U2η
)
, (2.27)
which gives a non-linear differential equation for U alone.
The boundary conditions at the edge become







at η = ηE. (2.28)











2.3 Far-field solution 21
It is not sufficient just to have U → 0 as η → ∞ because the prefactor is proportional








and so we can write the initial condition as
ηU(η) → 0 as η → ∞. (2.31)
This condition applies for early times at fixed r, or equivalently at large r for fixed t.
The initial shape condition simply becomes
H ∼ Oh2η2 as η → ∞, (2.32)
which includes the Ohnesorge number.









U ′(η̂) + U(η̂)/η̂ + 1
η̂/2 − U(η̂) dη̂. (2.33)
This gives the thickness of the sheet in terms of the thickness at the edge and the
velocity profile.
In summary, we have a second-order non-linear ordinary differential equation for U
given by (2.27). The far-field velocity condition (2.31) and the edge velocity condition
(2.28) give solutions to this differential equation with varying ηE. We expect a one-
parameter family of solutions parametrised by the edge position ηE. With the integral
(2.33), we can deduce the thickness for each solution and then, from the far-field growth
of H, we can deduce the corresponding value of Oh.
2.3 Far-field solution
To solve the momentum equation (2.27), we must find the solutions which decay
properly in the far-field, satisfying the far-field condition (2.31). First, we will find the
rate at which such a solution decays in the far-field.
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Fig. 2.5 Solid line; the hypergeometric function F2(3/2, 2, η2/16). Dashed line; its
far-field asymptotic behaviour, 64η−3.
In the far-field, we know that U decays. So we will have U ≪ η and U ′ ≪ 1 for







U ′ + U8 = 0, (2.34)






















where F2 is the confluent hypergeometric function of the second kind1 and Iν are
the modified Bessel functions of the first kind. The far-field condition (2.31) sets
B = 0, leaving a one-parameter family of solutions parametrised by A. The function
F2(3/2, 2, η2/16) is shown in figure 2.5 and decays as 64η−3 for large η. So the velocity




We note that, in physical variables, this is exponential decay over the lengthscale
(νt)1/2; the solution describes the diffusion of momentum from the edge of the sheet
outwards. This exponential decay is also seen for solutions to the heat equation, as in
the introduction.
1HypergeometricU in Mathematica
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2.4 Expansion near the edge
The integral (2.33) diverges unless 1 + U/η + U ′ = 0 at ηE, and since U(ηE) = ηE/2 at
the edge, we must therefore have U ′(ηE) = −3/2. Now the stress boundary condition
(2.28) with U ′ = −3/2 gives H(ηE) = 2/5 for the non-dimensional thickness at the
edge. We will see in chapter 3 that this is consistent with the detailed solution on the
small scale of the edge. In dimensional terms, this corresponds to hE = 2γt/5µ.
We can expand further with
H =25 +H1(η − ηE)
α + O((η − ηE)α+1, (η − ηE)), (2.37)
U =ηE2 −
3(η − ηE)
2 + U1(η − ηE)
β + O((η − ηE)β+1, (η − ηE)2), (2.38)
where H1 and U1 are constants and where α and β are exponents with α > 0 and
β > 1. In addition, we suppose that β < 2. Now we consider the leading-order terms





and so we conclude that 5H1α = Bβ and β = α+ 1. Then the momentum equation
(2.27) has leading-order terms
0 = U1β(β − 1)(η − ηE)β−2 −
25H1α(η − ηE)α−1
8 , (2.40)
and so we have U1β(β − 1) = 25H1α/8. These simultaneous equations for H1 and U1
only have a non-zero solution if β = 13/8. This gives a consistent expansion near the
edge:
H =25 +H1(η − ηE)





13 (η − ηE)
13/8 + O((η − ηE)2). (2.42)





We intend to integrate (2.27) inwards from large η, but there is a numerical difficulty;
we have seen that the velocity decays exponentially in the far-field. A naive approach
to initialise with the far-field behaviour (2.36) would fail, as the exponentially small
velocity is likely to be rounded to zero. Instead, we will take a logarithm, and solve for
the function V such that U = exp(V ). Then O(1) variations in the function V will
capture the exponential variations in the velocity U . We make this substitution in
the momentum equation (2.27) to find a second-order non-linear ordinary differential
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)
. (2.43)
We integrate this differential equation inwards with the MATLAB routine ode45.
The velocity is initialised with the far-field behaviour (2.36). We run the integration
multiple times, varying the parameter A to explore the family of solutions. We integrate
inwards through decreasing values of η until we reach a point with U = η/2, where we
stop the integration. This gives a solution that satisfies the edge velocity boundary
condition at some ηE.
With this velocity profile, we can calculate the sheet thickness. We integrate (2.33)
numerically with our solution for U and U ′. In the far-field, we know that H must
grow as Oh2η2, so we can infer the numerical value of Oh for a particular solution from
the far-field growth of H. This gives the relationship between the edge position ηE and
the Ohnesorge number Oh. By varying A, we find solutions with various Oh, and the
corresponding solutions for the velocity and sheet thickness.
To find the solution for a particular value of Oh, we could perform a binary search
on A, varying the parameter in the far-field in search of a solution with the correct
far-field shape. With this method, we can find the sheet thickness and velocity for any
value of Oh. Some representative solutions are shown in figure 2.6.
The dimensionless position of the sheet edge, ηE, is shown in figure 2.7 with a solid
line. There are two clear asymptotic limits for Oh ≪ 1 or Oh ≫ 1. In each limit, there
is some power-law for the dependence of ηE on Oh. We will find asymptotic solutions
in each limit in §2.6 below.
Now we investigate the lengthscales in the solution. In figure 2.8, we plot the
similarity solutions again, with the η-axis rescaled by a factor of ηE, and the velocity
2.5 Numerical solution 25





























Fig. 2.6 (a) Shape and (b) velocity for the numerically-calculated similarity solutions






























Fig. 2.7 Solid line; numerically-calculated similarity solutions for ηE = rE/(νt)1/2 over
a range of Oh. Dashed lines; asymptotic expressions for small and large Oh given by
(2.61) and (2.72). Squares; ηE inferred from the experiments of Paulsen et al. described
in §2.5.2. Circles; ηE from the full Navier–Stokes solutions described in §2.7.
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Fig. 2.8 (a) Shape and (b) velocity for the similarity solutions, with the velocity rescaled
by a factor of ηE, each plotted a function of η/ηE, for Oh = 10−3, 10−2, 10−1, 100 and
101.




. We note that ηE is a
representative lengthscale of the solution for Oh > 1, but for Oh ≪ 1, the solutions in
figure 2.8 develop a new lengthscale which is shorter than ηE. This will be explored
in more detail below, when we find an asymptotic solution for Oh ≪ 1 in §2.6.1.
Here, we note that although the lengthscale in the solution is shorter than expected
in dimensionless terms, the sheet is still long and thin at early times; the argument
that justified the use of the extensional flow equations was based on a separation of
dimensional lengthscales by their growth with time, and holds even for sheets that
appear to be short or thick in the dimensionless variables. This will be discussed
further below.
2.5.2 Comparison with experiment
We can compare these results with the experiments by Paulsen et al. [50]. The squares
in figure (2.7) show the experimental retraction rates from [50], converted to non-
dimensional edge positions ηE, with the value of Oh calculated from the experimental
values of µ, ρ, a and γ. There is good agreement between the experiments and the
similarity solutions, which is remarkable for such a simple model. There is perhaps
a slightly different gradient to the trend for each asymptotic limit. This is discussed
below.
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2.6 Asymptotic solutions
We’ve seen that the there is some power-law dependence of ηE on Oh for small and for
large Oh. In this section, we will find the structure of the solution and solve reduced
forms of the momentum equation in each limit.
2.6.1 Oh ≪ 1
The solutions with Oh ≪ 1 have a short lengthscale ahead of the edge at ηE ≫ 1,
indicating the presence of a boundary layer ahead of the moving edge. We therefore
look for an asymptotic solution with a boundary-layer structure.
In this limit, the edge of the sheet is moving quickly into fluid with a low viscosity
that is initially at rest. The boundary layer forms as momentum diffuses out from
the fast-moving edge. We expect the dominant balance to be between the convective
term and the diffusive term of the Navier–Stokes equations, which occurs if ηU ′ ∼ U ′′.
taking η ∼ ηE but U ′ ∼ U/L, we derive the lengthscale L = η−1E . On this scale, we
expect U ∼ ηE since the boundary condition at ηE requires that U = ηE/2. We must
solve the momentum equation to find the variation in velocity through the boundary
layer. This will describe the acceleration of a fluid from rest to the speed of the edge
over the short length of the boundary layer.











This is a non-linear second-order differential equation which can be solved exactly for
V = 1 + (1 − 8α)e
α(x−x0)
2 (1 + eα(x−x0)) , (2.45)
where α and x0 are arbitrary constants. The constant x0 represents a change of
origin, and is present because the differential equation is autonomous. The constant α
represents the decay rate as we leave the boundary layer, and we will solve for that
constant now.
We want the solution which decays to zero as x → ∞. If α < 0 then V → 12 as



































Fig. 2.9 Solid lines; the (a) rescaled velocity and (b) sheet thickness in the boundary
layer, for the similarity solutions with Oh = 3 × 10−5, 3 × 10−4, 3 × 10−3 and 3 × 10−2.
The boundary-layer co-ordinate x is defined by η = ηE + xη−1E , and the constant x0 is
calculated with (2.55). Dashed lines; the asymptotic solution for the velocity in the
boundary layer (2.46) and the corresponding sheet thickness (2.58).
must have α = 1/8. The velocity is therefore the sigmoid
V = 12 (1 + e(x−x0)/8) , (2.46)
which is shown in figure 2.9(a) with a red dashed line.
But now there is a problem: as x → −∞,
V ∼ 12(1 − e
(x−x0)/8), (2.47)
which never reaches 12 . So we cannot apply our edge condition V =
1
2 . We might
have anticipated this, as we know that at the edge U ′(ηE) = −3/2 = O(1), whereas
our boundary-layer solution with the scalings U = O(ηE), L = 1/ηE can only have
U ′ = O(η2E). We must instead match to an ‘inner-inner’ region near the edge, in which
U ′ = O(1). The solution on this inner-inner scale will set the remaining constant x0.
We rescale with the new scaling U = 12η + ω(x)/ηE so that ω
′(x) = O(1) at the
edge. The momentum equation (2.27) becomes
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Fig. 2.10 Phase portrait for the dynamical system (2.49). Black dashed lines; exact
solutions (2.51) Red dash-dotted line; the solution with ωx = ω/8 for large negative ω.










The phase portrait in (ω, ωx)-space is shown in figure 2.10. Two exact solutions are
shown with dashed lines; they satisfy
ωx =
ω






ω = 6 + e(x−x1)/12 or ω = 24 + e(x−x2)/32, (2.51)
where x1 and x2 are constants. The system is autonomous, so there is an arbitrary
choice of origin for x.
There is a node at (ω, ωx) = (0,−3/2) and a saddle at (0,−1/4); one of the exact
solutions is the separatrix for the saddle point. There is a one-parameter family of
solution curves that satisfy the boundary condition (ω, ωx) = (0,−3/2) at x = 0.
In order to match to the sigmoidal solution, we must find the solution which has
ωx ∼ ω/8 when ω is large and negative and has (ω, ωx) = (0,−3/2) at x = 0. We note
that this is neither of the exact solutions above in (2.51). We can find a solution with
the correct far-field behaviour by integrating inwards from a point with large negative
30 Bubble coalescence





























Fig. 2.11 Solid lines; the (a) velocity and (b) shape, for the similarity solutions with
Oh = 3×10−5, 3×10−4, 3×10−3, 3×10−2. Dashed lines; the solution to the dynamical
system (2.49) and the corresponding expression for the sheet thickness (2.56).
(ω, ωx) and ωx = ω/8. The phase portrait shows that we should start with ω < −8 so
that our initial condition is on the correct side of the separatrix. In fact, we shoot
from ω = −1012, starting with an arbitrary value of x = 300. We shoot inwards until
ω = 0, and then choose the origin for x so that x = 0 at the edge. The solution for the
velocity is shown in figure 2.11(a) with a red dashed line.
We can now infer the constant x0 from the far-field behaviour of ω(x). The numerical
solution has ω ∼ −17.44ex/8 for large x, and so







On intermediate scales, the sigmoidal velocity (2.46) has














x0 = − 28.4 + 16 log ηE. (2.55)
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We have therefore determined the constants for the sigmoidal solution.
To check the boundary-layer solution, we can compare the similarity solutions
found above with the asymptotic solution for the velocity. In figure 2.9(a), we plot
the asymptotic solution for the sigmoidal velocity in the boundary layer with a red
dashed line, and compare this with the similarity solutions for Oh = 3 × 10−5, 3 × 10−4,
3 × 10−3 and 3 × 10−2. For the similarity solutions, we have calculated x0 with the
equation (2.55). There is very good agreement between the numerically-calculated
velocity profiles and the asymptotic sigmoid.
We can also compare the velocities on the inner-inner scale, rescaling the numerically-
calculated similarity solutions according to ω = (U − η/2)ηE. The rescaled solutions
are shown in figure 2.11, and compared with the solution to the dynamical system,
shown with a dashed red line. There is excellent agreement again, over a range of x.
As Oh decreases, the agreement improves over a larger range of x. This corresponds to
the slow change in x0; for decreasing Oh, ηE increases according to some power-law,
and so x0 grows logarithmically with Oh according to (2.55). There is therefore a wider
range of 0 < x ≪ x0 and a wider range of applicability of the inner-inner region.
We can now calculate an asymptotic expression for the sheet thickness and hence
the relationship between ηE and Oh. Integrating (2.33) in the inner-inner region for












and we integrate this numerically to find the thickness in this region. This is shown in
figure 2.11(b) with a red dashed line.
In the region where x ∼ x0, we must include the contribution to (2.33) from the


















where we have chosen δ such that 1 ≪ δ ≪ x0. Then with the sigmoid solution for V
as above (2.46), the integral becomes




















+ 18 dx ≈ −0.2688, (2.59)
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and the resulting sheet thickness is shown with a red dashed line in figure 2.9(b). In
both figures, there is excellent agreement between the asymptotic solutions and the
similarity solutions.
The sheet thickness therefore decays to the constant (2/5) exp(−0.2688 − x0/8).
Outside this region, the fluid is stationary, and the sheet is undisturbed with its initial
thickness Oh2η2, which we can approximate with Oh2η2E. Matching the sheet thickness
(2.58) to this far-field value gives
2
5e
−0.2688−x0/8 = Oh2η2E, (2.60)
and using the expression for x0 above reduces this to
ηE = 1.807Oh−1/2, (2.61)
which is, as expected, a power-law relationship between the Ohnesorge number and
the retraction rate of the sheet edge. This asymptotic expression is shown with a
dashed line in figure 2.7, and agrees very well with the numerically-calculated similarity
solutions in the limit Oh ≪ 1.








which is independent of the viscosity. We will compare this below to other asymptotic
results from the literature.
2.6.2 Oh ≫ 1
When Oh ≫ 1, we expect viscous stresses to dominate and inertia to play no role. The
similarity scalings above (2.22) are unwieldy for this problem as they depend explicitly
on the kinematic viscosity. In this section, we will define new scalings based on the
stress condition, the velocity boundary condition and the far-field sheet thickness;
γ ∼ µUH
L
, U ∼ L
t
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U(η̃), h = γt
µ
H(η̃), (2.65)
which are different from the scalings above by a factor of Oh, and are independent of
the density. Without inertia, we have the Stokes equations







U ′ + U/η̃ + 1
η̃/2 − U
)(







′ + U/η̃ + 1
η̃/2 − U . (2.67)
The boundary conditions at the edge are
U(η̃E) =
η̃E
2 and 1 = −H(η̃E)
(





and the far-field conditions are
η̃U → 0, H ∼ η̃2 as η̃ → ∞. (2.69)
In the far-field, the momentum equation becomes




with solutions U = Aη̃−2 + B. We have η̃U → 0, so B = 0. The velocity therefore
decays algebraically as U = Aη̃−2 for η̃ → ∞.
As above, we can solve for the velocity numerically, integrating from the far-field to
a point with U = η̃/2. Rather than varying A to search for the correct far-field decay
as above, we can instead exploit a symmetry of the Stokes equations not present in the
full non-linear problem. If we find the solution with A = 1 say, then we can rescale
η̃ = kη̄, U = kŪ , η̃E = kη̄E, (2.71)
and this gives a new solution to the Stokes equations. We choose k so that the far-field
shape H ∼ η̃2 is satisfied. The resulting shape and velocity profile are shown in































increasing Oh increasing Oh
Fig. 2.12 Solid lines; the (a) shape and (b) velocity for the similarity solutions with
Oh = 1, 10, 102, 103, rescaled to the viscous similarity solution variables. Dashed lines;
the solution to the Stokes equations.
with large Ohnesorge number. There is very good agreement between the solutions,
justifying the approximation that inertia could be neglected everywhere.
The edge position is η̃E = 0.8895, which corresponds to
ηE = 0.8895Oh−1, (2.72)
which is shown in figure 2.7 with a dashed line. There is very good agreement between
the similarity solutions and the asymptotic expression.







for Oh ≫ 1. This asymptotic result is independent of the density.
2.7 Comparison with full Navier–Stokes solution
A group at Purdue University has also solved for the dynamics of bubble coalescence
numerically [2]. Their approach makes fewer simplifying approximations, and attempts
to solve the full Navier–Stokes equations without approximation, coupled to the full
curvature for the surface. This approach has some advantages and disadvantages over
our similarity solution approach, which we outline here before discussing their solution.
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Firstly, the full Navier–Stokes model does not make any form of thin-sheet or
long-wavelength approximation. Both the radial and axial components of the flow are
calculated, and the full dependence of these velocity components on the radial and axial
co-ordinates is accounted for. This could allow the full numerical solution to include
the effects of higher-order terms in the flow, which we neglected above. To this end,
the full numerical solution uses the full curvature across the surface everywhere, rather
than neglecting the surface curvature away from the edge. This is computationally
expensive.
The full numerical solution can in theory describe coalescence beyond the initial
stage, including the full relaxation towards a single spherical bubble of radius 3
√
2a.
There are some challenges associated with the full numerical approach. Our
asymptotic model shows that there are many separate lengthscales for the initial stage
of coalescence, and this requires a grid which resolves small scales near the edge of the
sheet, while also resolving the large radial lengthscale of the bubbles. This is difficult
for early times, and impossible for the initial condition since a pair of touching spheres
is a geometrically singular configuration. The full numerical solution must be initialised
from some ‘nearby’ configuration, and there will be some transient behaviour as the
solution adjusts to the true dynamics.
The model used by Anthony et al. [2] uses advanced computational techniques to
solve the Navier–Stokes equations. The code was developed by Christodoulou et al.
[14] and has previously been used for drop breakup and coalescence [43, 44, 49]; the
full details are beyond the scope of this discussion, and can be found in [2].
The surface shape is initialised with some small hole of radius rE joining the bubbles
with rE ≪ a. A natural choice would be for the sphere centres to be separated by
a distance 2a, as for two touching spheres. However, the initial condition used by
Anthony et al. has the sphere centres separated by 2a + r2E/a. The thickness of the
fluid sheet has been arbitrarily increased by a constant r2E/a when compared with the
distance between two spheres (2.5). This will cause some transient behaviour while the
added thickness is comparable with the sheet thickness.
Anthony et al. extract the growth rate of the hole; neglecting the initial transients
and the late-time relaxation to a single sphere, they fit a power-law to the growth.
With a fixed exponent of 12 (that is, fitting rE ∝ t
1/2), they find a growth rate for the
initial stage. Their results are shown with circles in figure 2.7. There is very good
agreement across the range of Oh between the similarity solutions and the full solutions,




Fig. 2.13 Keller’s model; fluid is swept up into a blob of mass M moving at uniform
speed u.
2.8 Comparison with Keller’s model
Previous work by Keller [33] gives an alternative solution for bubble coalescence when
Oh ≪ 1. Neglecting viscosity entirely, Keller assumes that the fluid is collected into
an expanding ‘blob’ or ‘rim’ of fluid, sketched in figure 2.13. Keller also assumes that
the velocity in the rim has a uniform radial velocity uer. If the fluid ahead of the
rim is undisturbed, then the volume of fluid swept up by the expanding rim is simply
given by the initial volume of the sheet in r < rE. Working with a sector dθ of the





























Since (32/3)1/4 ≈ 1.807, this is in agreement with the asymptotic solution above.
Our asymptotic solution above shows that, even with a small amount of viscosity,
Keller’s assumptions still hold. Our asymptotic structure shows that the sheet thins
rapidly in the inner-inner region, while the velocity remains almost constant. This
gives a boundary layer in which the majority of the mass is moving at the same speed.
Our model also describes the convection-diffusion balance which smooths the velocity
profile ahead of the edge, where the sheet is thinned.
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We can even extend Keller’s model to describe the transient effect of the un-
usual initial shape used for the full Navier–Stokes simulations by Anthony et al. [2].





for some constant h0, which Anthony et al. vary before choosing h0 = r2E/a. Once
again, we recall that h0 = 0 for two touching spheres, as in our model above. With
















We can non-dimensionalise rE in this model with the bubble radius a, and the
times with tρ = (ρa3/γ)1/2. This choice removes all the fluid parameters from
(2.78), leaving only the dimensionless number h0/a. We integrate the differential
equation numerically for various values of h0/a, starting from rest with no accu-
mulated mass. The resulting growth of the hole is shown in figure 2.14(a) for
h0/a ∈ {0, 10−6, 9 × 10−6, 1.9 × 10−5, 9.9 × 10−5, 1.99 × 10−4}, for comparison with
[2]. We note that the larger the value of h0/a, the longer the transient before the
solution approaches the similarity scaling rE/a ∝ (t/tρ)1/2. The more extra fluid there
is, the longer it takes before that volume of fluid is negligible compared with the mass
accumulated. We may also note that even the solution with the ‘correct’ value for a
pair of touching spheres, h0/a = 0, has some transient behaviour. This is due to the
fact that the numerical solution has been initialised from rest with no accumulated
mass.
This transient behaviour can be qualitatively compared with the output of the full
Navier-Stokes simulations from [2]. The curves shown in figure 2.14(b), adapted from
[2], are the simulations with Oh = 0.1. We see that there is some qualitative agreement,
indicating that the full numerical simulations suffer from the transient effects discussed
here.
In summary, the full numerical simulations of bubble coalescence carried out by
Anthony et al. have been initialised with more mass and less velocity than the similarity
solution has at a corresponding value of the bridge radius. The transient behaviour
observed in [2] for moderately small Oh can be understood in terms of a sheet of fluid
accelerated by a force 2γ per unit azimuthal length, and a simple one-dimensional











































t / (ρa3 / γ)1/2
Fig. 2.14 (a) The result of integrating (2.78) numerically for various values of h0/a
given in the text. (b) The corresponding full Navier-Stokes simulations with Oh = 0.1
(reproduced from [2], figure 2).
2.9 Discussion











t1/2 if Oh ≪ 1.
(2.79)
The result in the limit Oh ≪ 1 is in slight disagreement with the experimental
observations of Paulsen et al. [50], in which the prefactor is closer to 1.4. This may be
due to surfactant on the interface, which is likely to be accumulated at the edge of the
expanding hole, where it will tend to decrease the coefficient of surface tension. We
note that the diffusion of a surfactant could be easily included in the model presented
above, since it would also involve a lengthscale proportional to t1/2. Whether or not
this could accurately model the actual surfactant dynamics is a question for future
work.
The initial stage of coalescence described here requires rE ≪ a. For Oh ≫ 1, the
asymptotic expression for rE shows that we need t ≪ aµ/γ for this to be the case.
For Oh ≪ 1 the question of asymptoticity is more complicated. Our asymptotic
solution in §2.6.1 shows that the solution develops a new, short lengthscale near the
edge. In dimensionless terms, this new lengthscale is proportional to η−1E . For the









which is only true while t ≪ Oh3µa/γ. The corresponding condition on the edge
position is rE ≪ Oh2a, and since Oh ≪ 1, this is a much stricter inequality than
rE ≪ a (which is also necessary).
We can now critically evaluate some of the experiments and numerical simulations
that have been done for the initial stage of bubble coalescence. Many of the numerical
simulations carried out by the Purdue group [2] are initialised with rE > Oh2a, and as
such cannot capture the initial stage of coalescence. Experimental observations with
rE ≪ Oh2a are very difficult for even moderately small Oh.
After the initial stage, coalescence will continue as the surface tends to a single
sphere. For viscous fluids with Oh ≫ 1, the initial stage ends when the fluid bridge is
comparable in size to the radius of the bubbles. The surface will then relax to a sphere
of radius 3
√
2a over a timescale proportional to µa/γ.
For more inviscid fluids with Oh ≪ 1, the initial stage ends when the ‘blob’ of
accumulated fluid is no longer slender. The asymptotic solution in §2.6.1 above describes
the initial retraction of a long, thin mass of fluid. At the cross-over time, this mass of
fluid is no longer slender, and in the subsequent motion, we expect surface tension to
round off this mass of fluid towards a round rim. We expect this round rim of fluid to
move at a uniform speed, and so by the argument of Keller, the growth of the hole
will be given by rE = (32/3)(aγ/ρ)1/2t1/2. This is the same speed as before; the only
difference is the geometry of the blob of fluid. As a result, the cross-over from the initial
stage to the non-slender stage would be hard to observe from the time-dependence of rE
alone. The numerical simulations by Anthony et al. for rE ≫ Oh2a show a non-slender
blob of fluid accumulating at the edge [2]. It would, be interesting to see a numerical
simulation initialised with the slender shape described in §2.6.1, to confirm the change
in geometry at a cross-over time proportional to Oh3µa/γ.
For bubbles with unequal radii, our solution can easily be adapted by simply
changing the value of a. For bubbles of radius a1 and a2, first we note that the










, where ā = 2a1a2
a1 + a2
. (2.81)
In this expression, ā is the harmonic mean of a1 and a2. Since we can neglect the
curvature of the sheet while rE ≪ a1, a2, the initial stage of coalescence proceeds as
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that of a pair of bubbles each with radius ā. To find the dynamics for a particular pair
of bubbles, we would calculate the corresponding Ohnesorge number µ/
√
ρāγ and read
off the rate of coalescence from figure 2.7.
In the special case of one bubble coalescing with a flat surface, we consider the
limit a2 → ∞. In this limit, ā → 2a1. This case is relevant to the experiments of de
Maleprade et al. [17]. They observe the spreading of a bubble on a super-hydrophobic
slide coated with a thin layer of air. The Ohnesorge number is low, and the experimental
observation is that the hole joining the bubble to the air on the slide grows as






where a is the radius of the bubble. This is close to the prefactor (64/3)1/4 ≈ 2.15
predicted by our theory.
2.10 Two-dimensional bubble coalescence
We can also consider coalescence of bubbles in two dimensions. The equations are
simplified by the absence of a hoop stress, and we carry out the same analysis as the
three-dimensional case above. This simplifies matters for the asymptotic solution for
Oh ≪ 1 in two dimensions to the extent that we are able to solve the dynamical system
on the inner-inner scale exactly. This gives an analytical expression for the asymptotic
dependence of ηE on Oh, which agrees precisely with a Keller-like argument. This is
somewhat more satisfactory than the argument above, where the constant is precisely
(32/3)1/4 by the argument of Keller, but is only found numerically by the argument of
§2.6.1. The two-dimensional case therefore shows more clearly the relationship between
Oh ≪ 1 and Oh = 0.
2.10.1 Equations of motion
With the scalings





U(η), h = γt
µ
H(η) (2.83)
as above, the equations of motion are now
H ′ = H
(









′ + UU ′
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with boundary conditions
U = ηE2 , HU
′ = −12 at η = ηE, (2.85)
and far-field conditions
H ∼ Oh2η2, ηU → 0 as η → ∞. (2.86)
as above.







′ + UU ′
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= U ′′ +
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1 + U ′
η/2 − U dη. (2.88)
This integral diverges unless U ′ = −1 at the edge. If this is the case, then we must
have H = 1/2 at the edge by the stress boundary condition.
2.10.2 Far-field solution







U ′ + U8 = 0, (2.89)











































Fig. 2.15 Numerically-calculated ηE for coalescence of two-dimensional bubbles
2.10.3 Numerical solution
As above, we shoot inwards from the far-field behaviour, varying A to find the one-
parameter family of solutions to the momentum equation (2.87), then we integrate
(2.88) numerically to find the thickness and the value of Oh. The results for ηE as a
function of Oh are shown in figure 2.15.
2.10.4 Asymptotic solution for Oh ≪ 1
When Oh ≪ 1, we expect a similar boundary layer structure to that described above
for coalescence in three dimensions. Where U ∼ ηE, we write U = ηEV (x), with











as above, with solution
V = 12(1 + e(x−x0)/8) . (2.93)
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Once again, this fails near the edge, where U ′ = O(1). Near the edge, we rescale with
U = 12η + ω(x)/ηE. The momentum equation (2.87) becomes








which is autonomous and can be converted to a dynamical system as before. More
directly, there is an exact family of solutions
ω = 12 + Aex/8 (2.95)












dx′ = −x8 , (2.96)
so H = 12e
−x/8.
We match the inner solution to the sigmoid with 12/ηE = (ηE/2)e−x0/8. In the




































In the far-field, the sheet thickness tends to 12/η2E. We know that the far-field
thickness is Oh2η2E, so we must have
ηE = 121/4Oh−1/2, (2.100)
which gives the dashed line in figure 2.15.
44 Bubble coalescence
2.10.5 Asymptotic solution for Oh ≫ 1
When Oh ≫ 1, we neglect inertia everywhere, and scale the momentum equation as
above for the three-dimensional viscous asymptotic solution. This gives ηE ∼ 1.11/Oh,
shown with a dashed line in figure 2.15.
2.10.6 Comparison with Keller’s model
We can construct a simple ‘blob’ model for the retraction of an initially parabolic sheet
































t1/2 if Oh ≪ 1 (2.103)
for bubble coalescence in two dimensions.
In both the three-dimensional and the two-dimensional cases, the edge is rounded
over the small scale of the thickness of the sheet at the edge, which is proportional
to γt/µ. In the three-dimensional case, this edge is stretched by the hoop stress as it
moves, with some time-dependent rate of stretching. For a ring of fluid of expanding





which is 1/(2t) for the three-dimensional case. There is no such stretching for the
two-dimensional case.
In order to resolve the shape of the curved edge in each case, we might expect that
it would be necessary to solve for each edge shape separately, either with or without
stretching. In fact, we will find in chapter 3 that there is a universal similarity solution
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for the retraction of stretched curved edges, and so the shape of these edges is the






In chapter 2, we used a force balance argument to neglect the shape of the curved
edge. The asymptotic separation of lengthscales allowed us to solve for the flow in
the bulk of the sheet, modelling the force from surface tension with a stress condition
at the edge of the sheet. Near the edge, the thin-sheet approximation used in the
bulk of the sheet must fail, and the dominant lengthscale will be the thickness of the
sheet. In this chapter, we will solve for the flow on the scale of the thickness of the
sheet, and the shape of the curved edge. We will not be able to use the thin-sheet
approximation, and we must solve the full Stokes equations, driven by the stress on
the surface due to surface tension. This flow, coupled with the shape through the
kinematic boundary condition, will give the evolution of the shape of the retracting
edge. For bubble coalescence, this will give the shape of the edge of the sheet, on the
scale of the thickness, as shown in figure 3.1.
We could solve for the particular problem of the sheet edge in three-dimensional
bubble coalescence, for which there is a stretching rate E = 1/(2t) along the sheet edge
as discussed above. Instead, we will solve for an arbitrary time-dependent stretching
rate E(t). This solution will then be applicable not only to bubble coalescence in three










Fig. 3.1 Scales for bubble coalescence. In the previous chapter, we solved for the shape
on the (νt)1/2 scale. Here, we will solve for the shape on the scale proportional to hE
near the edge.
3.1.2 Context
A previous attempt by Brenner and Gueyffier [9] to describe the shape of a retracting
edge used a thin-sheet approximation to resolve the shape. Their method is to keep
the full curvature in the thin-sheet equations, without the corresponding terms of the
velocity or pressure. There is no reason for this asymptotically inconsistent approach
to give the right shape for the edge. The proper thin-sheet approximation would be to
apply a stress condition at the edge of the sheet, with a finite thickness at the edge, as
above with our solution for bubble coalescence.
Stretched fluid edges appear in industrial settings. Whenever a fluid sheet falls, or
is pulled, through air, surface tension tends to round the edges of the sheet. The glass
redrawing process involves a sheet of molten glass which is pulled through rollers in
order to stretch it thinner. If the sheet is thin, then progress can be made by solving
for the flow in the bulk of the sheet [e.g. 45, 46]. Our edge solution will describe the
curved edges that invariably develop due to surface tension along the free edges of the
sheet.
Our edge solution will also be applicable to a range problems with bursting sheets.
Debrégeas et al. [19] report experiments on bursting with suspended sheets of very
viscous polydimethylsiloxane (PDMS). The experiment begins with a thin sheet of
PDMS held in a circular ring, which is burst at the centre of the sheet with a sharp
needle. The hole grows and the sheet retracts. Debrégeas et al. present experimental
evidence that the initial growth of the hole is exponential in the elapsed time, and give
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an argument based on dissipation to support this exponential growth rate. We will use
our edge solution to solve for the shape of the bursting sheet and the rate of growth of
the hole, explaining the initial exponential growth.
3.1.3 Overview
We will solve for the Stokes flow in a retracting fluid edge, driven by surface tension
and with constant stretching along the edge. Later, we will justify neglecting inertia
in sufficiently thin sheets, and show how to adapt this solution to time-dependent
stretching and fluid parameters.
By subtracting a particular solution associated with the stretching, we will reduce
the problem to a two-dimensional Stokes flow driven by surface tension. We will solve
this numerically with a boundary integral method, and advect the surface towards the
similarity solution with the kinematic boundary condition.
In §3.2, we derive equations of motion for the problem. We expand these in the
far-field in §3.3, and we solve the problem numerically in §3.4. The consistency of the
solution and the range of possible applications are discussed in §3.5. In §3.6, we apply
the edge solution to a problem with a bursting sheet.
3.2 Equations of motion
Let the dimensional pressure and velocity be p̂ and û. The Stokes equations are
0 = −∇̂p̂+ µ∇̂2û, ∇̂ · û = 0, (3.1)
where µ is the dynamic viscosity. We will use a Cartesian co-ordinate system with the
ẑ-axis along the edge of the sheet, the ŷ-axis across the thickness of the sheet and the
mid-plane of the sheet in the (x̂, ẑ)-plane, as shown in figure 3.2.
We write X̂(ŝ, t̂) for the position of the surface, where ŝ is the arc-length and t̂ is
time, and then the kinematic boundary condition is
∂X̂
∂t̂
· n̂ = û · n̂, (3.2)
where n̂ is the outward normal to the surface, as shown in figure 3.2.
The dynamic boundary condition is















Fig. 3.2 The sheet is stretched along the edge with rate E. The mid-plane of the sheet
is the (x̂, ẑ)-plane, with ẑ along the edge. The ŷ-axis is normal to the mid-plane. The
shape is given by (X̂, Ŷ ) and the far-field thickness is 2h∞.
where κ̂ = ∇̂ · n̂ is the surface curvature and γ is the coefficient of surface tension.
We will consider the retraction of a sheet with uniform thickness in the far-field
2h∞(t̂), as shown in figure 3.2, so that Y → h∞ as s → ∞. We will take the sheet to
be uniform along the edge, so that h∞ is independent of ẑ. As part of our solution,
we will determine h∞(t̂). Our sheet is stretched along its length, so that ∂ŵ∂ẑ = E say.
Then up to choice of origin in the ẑ-direction, we have ŵ = Eẑ.
Since the motion in the ẑ-direction is accounted for by the stretching, we are left
with a two-dimensional problem for the components in the (x̂, ŷ)-plane. We write
ûH = (û, v̂) for this cross-sectional velocity, for which the Stokes equations are
∇̂H · ûH = −E, 0 = −∇̂H p̂+ µ∇̂2HûH , (3.4)





. The dynamic boundary
condition is
σ̂ · n̂ = −γκ̂n̂, (3.5)
as the normal lies in the (x̂, ŷ)-plane. The kinematic boundary condition is
∂X̂
∂t̂
· n̂ = ûH · n̂. (3.6)
Now we consider the far-field of the edge. Since the forces must balance for a
Stokes flow, the far-field stress must balance the net force from surface tension. So
2h∞σ̂xx = 2γ. Together with mass conservation and the lateral stretching rate E, this
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(−x̂, ŷ) − E2 (x̂, ŷ) , p̂ ∼
γ
2h∞
− µE as x̂ → ∞, (3.7)
up to a solid-body motion, which we have chosen to be zero.
This far-field velocity, with the kinematic boundary condition, gives the differential






This describes the rate that the sheet thickens as a result of surface tension and the
stretching. We see that surface tension compresses the sheet in the x̂-direction and
tends to thicken the sheet. Meanwhile, if the sheet is stretched with E > 0, then this
tends to pull the sheet thinner. The general solution is



























If E(t̂) ≡ E0 is constant in time, then this simplifies to







and so, if E0 > 0, then h∞ → γ/(2µE0) as t → ∞. This is the minimum thickness that
the sheet can be stretched to by the stretching rate E0, while it retracts under surface
tension.
With E0 = 0, the solution is h∞ = γt̂/4µ. This agrees with the edge thickness for
two-dimensional bubble coalescence above (we recall that the thickness is 2h∞ = γt/2µ
in §2.10).
If instead E = 1/(2t̂), which is the time-dependent stretching rate for three-





With the additional condition that h∞ → 0 as t → 0, this gives h∞ = γt̂/5µ, which
agrees with the thickness above in §2.4.
Now we return to the problem of determining the shape of the edge and the
associated velocity field. The velocity ûH does not satisfy the Stokes equations for
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E ̸= 0, as ∇̂H · ûH = −E. But if we write
(ū, v̄) = (û, v̂) + E2 (x̂, ŷ), p̄ = p̂+ µE, (3.12)
then the velocity ū = (ū, v̄) does satisfy the Stokes equations. Moreover, the dynamic
boundary condition becomes
σ̄ · n̄ = −γκ̂n̄, (3.13)
where n̄ = n̂ is the normal, and the stretching E has been removed from the problem
for the velocity at any instant. Now consider the kinematic boundary condition;
∂X̂
∂t̂
= ū · n̄ − E2 X̂ · n̄. (3.14)
We can also remove the stretching rate from this boundary condition by rescaling
lengths and times. Let













= ū · n̄, (3.16)
which removes E and h∞ from the problem entirely. With the stretching rate prescribed,
we can solve for h∞ and then integrate γ/µh∞ to find the time rescaling. For three-
dimensional bubble coalescence, as an example, we have seen above that h∞ = γt̂/5µ.
Integrating (3.15) gives t = 5 log t̂ up to a choice of constant. As another example,
with E ≡ E0 > 0 constant, h∞ is given by (3.10), and the time rescaling is







up to a constant.
With these scales, we need only solve a single problem independent of h∞ and E,
and then this single solution will apply to the surface-tension–driven retraction of any
stretched edge, for any stretching rate E(t̂).









3.2 Equations of motion 53
so that in the far-field, u → 0. This introduces some stress into the dynamic boundary
condition:
σ · n = −κn +
−1 0
0 0
 · n, (3.19)
and the kinematic boundary condition becomes
∂X
∂t
· n = u · n − 12 (x, 0) · n. (3.20)
We now have a non-dimensional problem to solve, with the velocity decaying in the
far-field.
In summary, we take the physical variables x̂, û, p̂ and t̂ and non-dimensionalise by
(û, v̂) = γ
µ
u + γ4µh∞















With these variables, we must solve
− ∇p+ ∇2u = 0, ∇ · u = 0, (3.24)





· n = −κn +
−1 0
0 0
 · n, (3.25)
and kinematic boundary condition
∂X
∂t
· n = u · n − 12(x, 0) · n, (3.26)
with far-field conditions
u → 0, p → 0 as x → ∞, and Y → 1 as s → ∞. (3.27)
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3.3 Far-field asymptotic solution
In the far-field, we can expand further by considering the variation in the sheet thickness
as Y → 1. We write
u = ∂ψ
∂y
and v = −∂ψ
∂x
, (3.28)
where ψ is the streamfunction. By the Stokes equations (3.24), this must satisfy
the biharmonic equation ∇4ψ = 0. On the surface, Y (x) ≈ 1 and the normal is
n ∼ (−Yx, 1) since |Yx| ≪ 1.
Now we linearise the kinematic boundary condition to y = 1. Since the velocity
decays, we assume |ψ| ≪ 1, and we keep the first-order terms in Yx and ψ. The





dx on y = 1. (3.29)
Similarly, the dynamic boundary condition becomes











= dYdx on y = 1. (3.30)
where the normal stress is driven by the small curvature of the surface, and the
tangential stress balances the small stress from the leading-order linear flow in the
far-field. Recall that although the leading-order flow is large, the tangential stress is
small since the normal is almost in the y-direction.
Now we take an x-derivative of the normal stress condition so that we can eliminate
p with the Stokes equations. Also, we can use the kinematic boundary condition to


























on y = 1. (3.31)
We must solve ∇4ψ = 0 with these boundary conditions. Without the surface
stress, we would expect exponentially decaying solutions to the biharmonic equation.
The boundary conditions suggest that we might make progress by expanding for large
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where we will show that the λi are complex eigenvalues of the free-surface problem, and
the functions ϕi,0(y) are the eigenfunctions. Then the terms j ≥ 1 are the corrections
due to the surface stress. We will show that the offset constants σi are necessary
as the forcing of the correction is resonant, with the same spatial structure as the
eigensolutions of the free-surface problem. By symmetry in the mid-plane of the sheet,
we expect ϕi,j(y) to be odd in y.
We consider the leading-order term, j = 0, for the ith mode, and find the biharmonic






ϕi,0 = 0. (3.33)
There are four solutions, of which only two are odd functions of y, and so we write
ϕi,0(y) = Ai,0y cosλiy +Bi,0 sin λiy, (3.34)
for some constants Ai,0 and Bi,0. The boundary conditions (3.31) become a system of




 = 0, where Li =
 sin λi − cosλi
sin λi + λi cosλi λi sin λi
 . (3.35)
The surface stresses will enter at further algebraic factors of x. At leading-order, we
have free-surface eigenvalue problem for λi. There are non-trivial solutions only if
detLi = 0, which requires
sin 2λi + 2λi = 0. (3.36)
We number the roots of (3.36) in order of increasing real part, with λ1 ≈ 2.106 + 1.125i,
λ2 ≈ 5.356 + 1.552i and so on. With these eigenvalues,
ϕi,0(y) = Ai,0 (y cosλiy + tan λi sin λiy) . (3.37)
At the next algebraic order, j = 1, and the next order of the biharmonic equation
gives
ϕi,1(y) = Ai,0σiy2 sin λiy + Ai,1y cosλiy +Bi,1 sin λiy. (3.38)
The first term is driven by the leading-order flow through the Stokes equations and
the other terms are the complementary solutions of the biharmonic equation. The
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 σi cosλi − secλi
σi(2 cosλi − λi sin λi) − secλi
 , (3.39)
which is a singular matrix problem for Ai,1 and Bi,1. The matrix Li is the same as the
leading-order free-surface problem. The right-hand side lies in the image of Li only if




2) + tan2 λi
)
sin λy + Ai,1(y cosλiy + tan λi sin λiy). (3.40)
This solution includes a multiple of the stress-free eigensolution at this order. The
magnitude Ai,1 of this stress-free function cannot be determined by the imposed stress,
and will be set at the next algebraic order.
We now proceed through algebraic orders by induction. For j ≥ 2, suppose that we
know Bi,k in terms of Ai,0 for all k < j and that we know Ai,k in terms of Ai,0 for all
k < j − 1. Then the boundary conditions at the jth order give
Li(Ai,j, Bi,j) = Ai,0e1 + Ai,j−1e2, (3.41)
where e1 and e2 are vectors depending on λi. There is a solution only if the right-hand
side lies in the image of Li, and this requirement gives an expression for Ai,j−1 in terms
of Ai,0. The corresponding solution to the matrix problem (3.41) gives Bi,j. We can
therefore induct to arbitrary algebraic order for each λi.
The leading-order expressions for the displacement and the velocity on the surface
are the real parts of
(u, v) ∼ A1,0e−λ1xx1/2(cosλ1, λ1 secλ1), Y ∼ 1 + 2A1,0 secλ1e−λ1xx−1/2. (3.42)
This corresponds to a series of counter-rotating eddies with wavelength 2π/Im(λ1) ≈
5.59 times the sheet half-thickness, while the magnitude of the flow decays exponentially
over the lengthscale 1/Re(λ1) ≈ 0.475 times the sheet half-thickness. This is similar to
Moffatt’s solution for eddies in a zero-angle wedge [40]. Here there is an additional
factor of x1/2 from the resonant free-surface forcing, and a series of further algebraic
corrections.
With the first ten terms of the asymptotic expansion, the streamfunction is shown
in figure 3.3. Numerically, the series seems to converge for x ≳ 2.
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Fig. 3.3 Streamlines for the ten-term asymptotic expansion, showing the counter-
rotating eddies. The contours shown here are not equally spaced.
3.4 Numerical solution
Armed with the far-field behaviour, we can now solve for the detailed shape of the
edge numerically. We will use the boundary integral equation for a Stokes flow [e.g.
52], which gives the relationship between the velocity and stress on the surface. The
boundary integral equation requires us to integrate over a surface enclosing the fluid.
We will use the far-field asymptotic behaviour derived above for the far-field of the
boundary integral. This allows us to include the effect of the far-field, while only
solving numerically for the velocity in some finite region.
We divide the sheet into two regions: a local region S1 = {(X, Y ) : X−X(0, t) ≤ 4}
and a far-field region S2 = {(X, Y ) : X −X(0, t) > 4}. In S1, we solve for the velocity
u by numerically inverting the boundary integral equation. The boundary integral
equation for a point y on the surface is
∫
S
J (y − x) · σ · n dsx +
∫
S
u · K(y − x) · n dsx =
1
2u(y), , (3.43)
where the tensors J and K are defined by
J (x) = 14π
(
−I log |x| + xx
|x|2
)
, K(x) = − xxx
π|x|4
, (3.44)
and σ · n is given by the dynamic boundary condition. The integral is over points x
on the surface, with respect to the arc-length s.
We discretise S1 with grid points at points with co-ordinates (X(si), Y (si)) for
1 ≤ i ≤ n. By the reflectional symmetry, we only need to paramterise the half of the
surface with Y > 0, and we choose s to be zero at the nose; Y (s1) = 0. Between the
grid points, we interpolate X(s) and Y (s) with quintic splines over the arc-length s.
Here, we use splines for X and Y separately, rather than fitting splines to Y as a
function of X, since we expect Y ∼ X1/2 at the nose, which is difficult to capture with
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splines (we cannot spline X as a function of Y since the far-field shape is not invertible
near Y = 1; the asymptotic expressions above show that the shape oscillates around
Y = 1 in the far-field).
The splines for the initial shape are calculated iteratively; starting with an initial
guess for the splined shape and the values of si at each grid point, we calculate the
arc-length along the spline and update the si values. Repeating this process a few times
gives a quintic spline with the correct arc-length at each point. We have symmetry
conditions on the splines at s = 0, and we set Y ′(sn) and Y ′′(sn) to match to the
asymptotic form for the far-field shape derived above, using the first ten terms of the
series.
In S2, we know the asymptotic form of the shape and the velocity field. We use
this asymptotic form to integrate the boundary integral equation (3.43) numerically
over x in S2. This gives the far-field contribution to the integral.
For the local contribution, we must integrate over x in S1. There is an issue of
convergence; for any given y on the surface, the first integrand in (3.43) diverges
at sx = sy, where J(y − x) · σ · n ∼ log |sy − sx| σ(y) · n. This singularity is in
fact integrable, but is difficult to calculate numerically, as the integrand has large
cancelling terms. To avoid this issue, we subtract the function log |sy − sx| σ(y) · n
from the integrand on panels where the integrand diverges. This subtracted term
can be integrated analytically, and the well-behaved remainder can be found with
seven-point Gaussian quadrature.
The second integral in (3.43) depends on the unknown velocity u; the contribution
is linear in the velocity components, and we must find the linear map from the velocity
components to the integral contributions at each point on the surface. We discretise
the integral by considering a set of test functions for the velocity. For each component
of the velocity at each grid point in S1, we set a test function to one at that point and
zero on the other points. We interpolate the velocity with quintic splines and again
use Gaussian integration to find the contribution to the integral. The result of this
discretisation is a matrix problem for the velocity components in S1. We invert this
matrix for the velocity in S1.
We advect the surface with the kinematic boundary condition (3.26), using a time
step of order 10−2. After each advection step, we rescale the shape so that Y (sn) − 1
matches the asymptotic expression derived above. We repeat and step forward in time
up to t = 30 to allow any transients from the initial shape to decay.
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Fig. 3.4 The numerically calculated steady-state solution to (3.24)–(3.27) (solid lines)
and its far-field behaviour (dashed lines). (a) The self-similar shape of the retracting
edge. (b) The decay of the shape to its far-field thickness Y = 1. (c) The full curvature
κ of the surface. (d)–(e) The velocity components u = (u, v), defined by (3.21). (f)
The maximum of the normal velocity at each time step. In (b)–(e), the asymptotic
solution found in section 3.3 is shown for comparison.
We initialise the shape with a rectangle of fluid rounded by a semicircular cap.
With 51 points spaced so that ∆s ≈ 0.1, the far end of the rectangle is initially at
X(sn) ≈ 4.4.
The shape relaxes to the steady-state solution shown in figure 3.4(a). The edge
of the sheet is at X(0) = −0.312, and we recall that the origin of X (the frame of
reference) was chosen such that the far-field velocity is given by (3.7). This choice
implies that the steady-state shape must have the same area as a rectangle of height
2 with its end at X = 0. The sheet thickness does not monotonically decay to the
far-field thickness; the maximum half-thickness is Y = 1 + 1.5 × 10−3 at X = 2.03, as
shown in figure 3.4(b). Changing the number of points used to discretise the surface
does not affect these constants, so we can be confident that we have resolved the shape
accurately.
We can compare the shape and velocity with the far-field asymptotic series given
above, calculating the amplitude A1,0 of the series from the final velocity components
(u(sn), v(sn)). Figure 3.4(b) shows the asymptotic decay of the surface shape to its
far-field thickness, and there is good agreement between the numerically calculated
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similarity solution and the asymptotic series. We compare the full curvature with YXX
in figure 3.4(c), showing that the approximation κ ∼ YXX holds far from the edge. The
velocity components are shown in figure 3.4(d)–(e). The numerically calculated values
agree well with the far-field asymptotic series not only at sn, where the series is set to
match the velocity components, but also in some overlap region where X −X(0) ≳ 2.
This verifies the accuracy of the solution.
The similarity solution is stable; changing the initial shape of the sheet does not
affect the resultant steady state. Moreover, our numerical solution shows the decay
rate of the slowest-decaying mode. Figure 3.4(f) shows the maximum absolute value
of the normal component of the velocity at each time step. After some shorter-lived
transients, the residual normal velocity decays exponentially with time. We fit an
exponential to the data between t = 5 and t = 10 and find that the slowest mode decays
proportional to e−0.50t (shown as a dashed line in figure 3.4(f)). We can therefore be
sure that the solution has converged to the required accuracy by time t = 30.
3.5 Discussion
This universal solution valid for all stretching rates E. We have confirmed that the
far-field is the linear flow predicted from force balance, and shown that the next
correction to this velocity decays exponentially. It would presumably be difficult to
observe this exponentially decaying flow experimentally, or to see the eddies in the flow
associated with the oscillatory decay of the velocity.
We have shown that surface tension causes a variation in thickness of just 0.15%
near the edge, and moreover that this perturbation to the sheet thickness decays
exponentially over the lengthscale of the sheet thickness. The sheet is therefore
extremely flat in the far-field of this edge solution. This thickening of the edge is
distinct from effects in the bulk of the sheet, such as the bubble coalescence solutions
in the previous chapter. In that problem, for small Oh, the sheet thickness varied over
a lengthscale proportional to t1/2 as the fluid ahead of the edge was held at rest by
inertia. O’Kiely et al. [45] describe edge thickening in a retracting edge, where the
retraction is limited not by inertia, but by conditions on the flow impeding motion
normal to the edge. In their study, the lateral extent of the edge is much larger than
the thickness, so the edge solution above will describe the solution on the scale of the
sheet thickness. Over the longer lengthscale of the lateral extent of the sheet, the
boundary conditions on the ends of the sheet act to hold back the sheet, causing fluid
to accumulate into a thickened rim.






Fig. 3.5 Notation for a bursting film confined to a circle of radius R, with rE the radius
of the hole and h(r, t) the thickness of the sheet.
The solution above neglects inertia. The lengthscale of the flow is h∞, and the time
scale is µh∞/γ. Comparing terms of the Navier–Stokes equations, we see that inertia is
negligible if ρ/T ≪ µ/L2, which is the case if Oh2 ≫ 1, where Oh = µ/
√
ρh∞γ is the
Ohnesorge number. This can be alternatively posed as a condition on the thickness of
the sheet; if h∞ ≪ µ2/ργ then inertia can be neglected.
In the work above, we neglected any variation of the sheet along the edge, and
took the fluid parameters µ and γ to be constant. If µ and γ vary with time, the
solution above still holds at any instant in time. The differential equation (3.8) for h∞
will still hold with time-dependent µ and γ. If the sheet varies slowly along the edge
(with typical lengthscale of the variation much larger than h∞), then we can adapt the




in place of the time derivatives ∂
∂t
to track the fluid parameters seen by a fluid parcel moving along the sheet edge.
3.6 Application to bursting
Because the edge solution is valid for all stretching rates, we can apply it to other
problems with curved edges, even with an unknown stretching rate. For example,
consider the bursting of a viscous axisymmetric liquid sheet with uniform initial
thickness h0, contained within a circular ring of radius R. If the sheet is burst at the
centre of the circle, then we could consider the axisymmetric evolution of the hole in
the sheet. Surface tension acting on the tightly curved edge of the hole will quickly
pull the hole wider. We write rE(t) for the radius of the hole (using a subscript E since
this is the position of the edge). We write u(r, t) and h(r, t) for the radial velocity and
the thickness of the sheet.
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Experiments by Debrégeas et al. [19] on this problem with a very viscous PDMS
solution show that the radial velocity u ∝ 1/r at early times, while the hole grew
exponentially; rE ∝ exp (αt), with the growth rate α observed to be proportional
to γ/µh0. Debrégeas et al. attribute this exponential behaviour to viscoelasticity.
However, later work has suggested that a viscous sheet would behave in this way. Savva
and Bush [57] adapted Brenner and Gueyffier’s model for a two-dimensional edge [9] to
the axisymmetric case. As with Brenner and Gueyffier’s model, this work attempts to
use a thin-sheet approximation even where it is not valid (near the edge). In addition,
Savva and Bush neglect variation in the film thickness outside of some curved cap of
prescribed shape. Their solutions also include inertia, which will be negligible for a
sufficiently viscous sheet by the argument above.
We will neglect inertia and solve the Stokes equations in the thin film, driven by
surface tension at the edge, the shape of which is given by the similarity solution above.
We will find the velocity, and show that u ∝ 1/r at early times. Then we will show
that the film remains of uniform thickness, and solve exactly for the growth of the hole,
confirming the initial exponential growth seen in the experiments, and predicting the
subsequent growth of the hole confined by the circular ring.
The Stokes equations for a thin film are given above for bubble coalescence. The


























where we have neglected inertia, and neglected the pressure due to curvature in favour
of the larger pressure driving the flow.










This has two solutions, so at that instant
u = Ar + B
r
(3.48)
for some A and B, independent of r.
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= − 2Ah, (3.50)
which is constant in space at the particular instant under consideration. So remarkably,
any solution to the Stokes equations in this geometry with a flat film will keep the film
flat, since the change in thickness is the same everywhere. Since the film is initially
flat, we conclude that it remains flat for all time, and that the velocity has the form
(3.48), where A and B may depend on time.
Debrégeas et al. consider an infinite sheet, and if we require the velocity to decay
in the far-field, then we would have u ∝ 1/r. Here, we will include the effect of
confinement. The confining circular ring imposes u(R) = 0 and so B = −AR2. The









where h is the thickness of the sheet. So we have
A = − γ
µh(3 +R2/r2E)
. (3.52)
and the velocity is





















We can find the growth of the thickness of the sheet from (3.50) or from the edge
solution above (3.8), with E = ṙE/rE and recalling that h∞ is half the thickness of the




























dt h = 0, (3.58)
so the volume (R2 − r2E)h is a constant; since the initial thickness is h0 while the hole is
much smaller than R, we must have (R2 − r2E)h = R2h0. We are left with one ordinary












3η2 + 1 . (3.60)
This can be integrated exactly for
τ − τ0 =
2η2








and inverted for η(τ);
η =
√
1 − 44 +W (4 exp(2(τ − τ0)))
, (3.62)
where W (z) is the Lambert-W function which satisfies W (z) expW (z) = z. This
solution is shown in figure 3.6; at early times the hole grows slowly, and then it quickly
rips open, before slowing as the confining circle begins to have an effect.
At early times, the hole grows as







3.6 Application to bursting 65















Fig. 3.6 Solid line; The growing radius rE of a bursting hole, confined within a circular
ring of radius R. The non-dimensionalised radius is η(τ) = rE/R, and the non-
dimensionalised times τ = γt/µh0. Red dashed line; the asymptotic behaviour (3.63).
This simple model agrees with the behaviour seen in the experiments, and continues the
solution to times when the size of the hole is comparable to R. The Stokes equations
explain the exponential growth, without the need for viscoelasticity. In addition, we
have explained why the film remains flat, even with a confining ring. This solution is
valid while the sheet thickness is smaller than the radius of the hole and the radial






In chapter 2, we solved for the thin-sheet flow between coalescing bubbles. For that
problem, the fluid motion was limited to a thin sheet, and the Navier–Stokes equations
reduced to the extensional flow equations for the thin sheet. For drop coalescence, we
will need to solve for fluid flows that are three-dimensional in nature and not restricted
to a thin sheet. Before we attempt the solution for drop coalescence, it will be useful
to review some related work on the retraction of fluid wedges by Billingham [5, 6].
Billingham solves for the motion of a fluid mass which is initially in a wedge with
half-angle α. The wedge retracts under the influence of surface tension.
When α ≈ 0, the fluid is limited to a thin sheet and when α ≈ π, the fluid fills
almost all of the space. Billingham’s asymptotic theory for the solution for wide wedges
will be useful for our work on drop coalescence in chapters 5 and 6. In particular, we
will see that some of the flows in this chapter can be applied directly to parts of the
drop coalescence problem.
Here, we will review the structure of Billingham’s solution and the asymptotic
solutions for narrow and wide wedges. There are a few places where we can make
technical improvements to Billingham’s solution; in particular, we will replace a
complicated numerical solution for a free-boundary Stokes flow with an analytical














Fig. 4.1 Co-ordinates for the initial wedge shape. The x-axis is along the centreline of
the wedge, and the y-axis is normal.
4.2 Overview
Billingham considers the early-time motion of a fluid mass initially at rest in some region
−α < θ < α, where θ is the polar angle [6]. We will focus on the two-dimensional
version of the problem, with the fluid initially in a wedge (rather than the three-
dimensional version, where |θ| < α defines a cone). Let ρ be the density of the fluid, µ
be the dynamic viscosity and γ be the coefficient of surface tension.
We define Cartesian axes with the x-axis along the centreline of the wedge, and the
y-axis normal, as shown in figure 4.1. Note that our co-ordinate system is different
from that of [6], where the y-axis is along the centreline of the wedge. We write Y (x, t)
for the surface position, and the initial wedge is at Y = x tanα. During the subsequent
motion, we write the position of the tip of the wedge as x0(t) (Billingham writes
Y (0, t)).
Surface tension drives a flow which is opposed by the viscosity and the inertia of the
fluid. We have seen above that a balance of the unsteady term of the Navier–Stokes
equations with the viscous term gives the lengthscale L, where ρ/t ∼ µ/L2, that is,
L ∼ (νt)1/2.
On smaller scales, we expect the viscous stress to dominate and the Stokes equations
to hold. This suggests that the velocity near the tip will be proportional to γ/µ, the
capillary velocity.
With this reasoning, we define an outer region with x, y = O((νt)1/2) where inertia
and viscosity will both play a role, and an inner region x ∼ x0 + O(γt/µ), y ∼ O(γt/µ)
where the Stokes equations will hold. The scales are shown in figure 4.2. We note
that (νt)1/2 ≫ γt/µ for sufficiently early times, so this structure is an asymptotic
description of the initial stage of wedge retraction.
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α
r = O( (νt)1/2 ) r = x
0
 + O( γt/μ )
μ, ρ
γ
Fig. 4.2 Scales of the solution for the initial stage of wedge retraction. On the outer
scale, inertia balances viscosity. On the inner scale, a Stokes flow sets the shape of the
tip of the retracting wedge.
The outer diffusive scale will describe how inertia limits the motion of the wedge;
since the wedge has mass, it cannot be easily accelerated by the force from surface
tension. We review Billingham’s solution on the outer scale in §4.3.
The inner scale describes the shape of the curved tip of the wedge. In the previous
chapter, we solved for the shape of an edge with a constant far-field thickness. Here,
the curved surface must tend to the right far-field shape set by the outer scale. Surface
tension acting on the curved surface on this inner scale drives the flow, and the solution
on this scale gives the distribution of that stress as well as the net effect on the larger
scale.
We must solve for the unsteady Stokes flow on the outer scale to find the flow which
decays to zero in the far-field, and we must solve for the Stokes flow on the inner scale
to resolve the detailed shape. These flows match together to determine the rate of
coalescence; in particular, the tip position x0 is set by the matching.
We note that, inspired by slender-body theory, Billingham chooses to write x0 =
K(γt/µ) log(1/t) + O(γt/µ) for some initially unknown K. Here, to show how the
matching works that determines this leading-order position, we will not assume a
particular form for x0, but we will instead derive the leading-order solution for x0 by
asymptotic matching.
4.3 Solution on the outer scale
The problem on this scale is shown in figure 4.3. The flow is driven by surface tension









Fig. 4.3 Co-ordinates for the outer problem. The surface is near the initial wedge.
with
x = (νt)1/2x̃, y = (νt)1/2ỹ, Y = x tanα + γt
µ




Now consider the terms of the Navier–Stokes equations. Since the lengthscale on
the outer scale is (νt)1/2 ≫ γt/µ, while the velocity is only proportional to γ/µ, we
can neglect the non-linear term u · ∇u of the Navier–Stokes equations, and this gives




= −∇p+ µ∇2u, ∇ · u = 0. (4.2)
With the non-dimensionalisation above, the unsteady Stokes equations become
− 12 x̃ · ∇̃ũ = −∇̃p+ ∇̃
2ũ, ∇̃ · ũ = 0. (4.3)
The deviation from the initial wedge shape is small on this scale as γt/µ ≪ (νt)1/2.
So we can linearise the boundary conditions to the initial wedge, and solve for the flow
in the wedge −α < θ < α with boundary conditions on θ = ±α.
The normal to the surface, n, is therefore approximately (− sinα, cosα). With this
approximation, the kinematic boundary condition is
∂Y
∂t
= uy − ux tanα, (4.4)
where (ux, uy) are the velocity components. In terms of the non-dimensional variables,
this is
Ỹ − 12 x̃
dỸ
dx̃ = ũy − ũx tanα. (4.5)
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Since the surface is almost flat, we can neglect the stress from surface tension away
from the tip, as in chapter 2 for our thin-sheet solution for bubble coalescence. The





 = 0, (4.6)
where σ̃ = −p̃I + µ(∇̃ũ + (∇̃ũ)T ). The normal and tangential components are
− cosα sinα σ̃xx + cosα sinα σ̃yy + (cos2 α− sin2 α)σ̃xy = 0, (4.7)
sin2 ασ̃xx + cos2 ασ̃yy − 2 cosα sinα σ̃xy = 0, (4.8)
and in terms of the pressure and velocity, these are





























The problem so far is homogeneous; there is no flow unless we specify the conditions
at the origin. Formally, we should solve for the generic solution on the inner scale and
find its far-field behaviour. However, without solving for the details of the inner shape,
we can employ the argument that we used before in §2.2 to deduce the net force from
surface tension. In that section, we showed that the net effect of surface tension is a
Stokeslet in the far-field. In two dimensions, the Stokeslet flow is
u = F4πµ ·
(




and the stress tensor is
σ = −F · x x x
πr4
. (4.12)
Importantly, we note that if x · n = 0 then σ · n = 0. So the Stokeslet velocity satisfies
the stress boundary condition on the initial wedge.
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This Stokeslet flow from the inner scale sets conditions which apply at the origin for
the outer scale flow. In addition to the Stokeslet, there could be a solid-body motion
on intermediate scales, since this also satisfies the Stokes equations with stress-free
boundary conditions on the wedge surfaces. This solid-body motion will be set by the
solution on the outer diffusive scale.
Billingham imposes a Stokeslet of unknown strength at the origin, and names the un-
known solid-body motion Kb∞. With our choice of θ, the corresponding streamfunction
is
ψ̃ = −2Kr̃ sin θ log r̃ +Kb∞r̃ sin θ, (4.13)
for constants K and b∞. K is set by the solution on the inner scale, while b∞ is set by
the response on the outer scale. In dimensional terms, the velocity components are













µ(x2 + y2) . (4.15)
Billingham now solves numerically for the response b∞ in terms of the wedge angle
α and the Stokeslet strength K. This requires the solution of the unsteady Stokes
equations (4.3) with the stress boundary conditions (4.9). Billingham converts the
problem for velocity components and the pressure to an equivalent problem for the
streamfunction and the vorticity ω̃, defined by
∇̃2ψ̃ + ω̃ = 0. (4.16)




(r̃ω̃) = 0, (4.17)



























and they apply on θ = ±α.
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In the far-field, we want
ψ → 0, and ω → 0 as r → ∞. (4.19)
At the origin, the streamfunction and vorticity are
ψ ∼ −2Kr̃ sin θ log r̃ +Kb∞r̃ sin θ, ω ∼
4 sin θ
r
as r → 0. (4.20)
Billingham rescales the solution by a factor of K to remove that constant from
the numerical solution and, since it is numerically difficult to solve for a divergent
streamfunction, subtracts the driving Stokeslet from ψ and ω. The problem is then to
find the streamfunction which grows in the correct manner in the far-field. Billingham
solves this numerically with a finite-differences method, and extracts the value of b∞
from the solution near the origin.
This solid-body motion affects the matching, since is describes the ‘extra’ velocity at
the tip. A Stokes flow without this outer scale would be free to include any solid-body
motion, but here, inertia on the outer scale describes the distance that the tip can
actually retract, while the bulk of the wedge remains stationary. We will solve for the
tip position x0 below, but first we review Billingham’s numerical solution on the inner
scale.
4.4 Solution on the inner scale
On the inner scale, there is a surface-tension–driven free-boundary flow. Billingham
solves for this flow numerically with a boundary integral method similar to that used
above for the retracting edge in §3.4.
In a frame moving with the edge, we write
x = x0 +
γt
µ
x̄, y = γt
µ
ȳ, Y = γt
µ
Ȳ (x̄), p = µ
t




In this moving frame, we expect a similarity solution for the shape of the tip of the
wedge, with ū = O(1) velocity, driven by surface tension acting around the tip.
We now deviate from Billingham’s solution; rather than inferring the Stokeslet
strength K from the numerical solution on the inner scale, we will make a theoretical
argument for the exact value of K.
We argued above that the flow in the far-field of this scale is a Stokeslet together
with some solid-body motion. But we can go further; we know that the force from
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surface tension is given precisely by the change in tangent vector around the surface.
From the wedge geometry, the net force from surface tension is 2γ cosαex in dimensional
variables. Now the forces on a Stokes flow must balance, so the integral of the Stokeslet






cos2 θ dθ = 2 cosα (4.22)
in non-dimensional variables. We deduce that
F = 2π cosα
α + sinα cosα. (4.23)
Now from the streamfunction for a Stokeslet, we infer K = F/8π, so
K = cosα4 (α + sinα cosα) . (4.24)
Figure 4.4 shows this solution for K(α), and reproduces Billingham’s numerical
solution. These curves agree very well. Billingham also gives three asymptotics for K,
based on asymptotic solutions for α close to zero, π/2 and π. For 0 < ϵ ≪ 1, these are





= − ϵ2π + O(ϵ
3), K(π − ϵ) = − 14π + O(ϵ), (4.25)
which all agree with (4.24).
The actual velocity of the tip of the wedge is given by matching the solution on
the inner scale to the outer velocity. Here, we will match at leading order in time. On
intermediate scales, we have seen that the velocity is a Stokeslet plus a solid-body
motion, and we have two expressions for that velocity from the inner and the outer



















The expression on the left is the far-field velocity on the inner scale, including the term
ẋ0 due to the moving frame, and where K is given by (4.24). The expression on the
right is the velocity on the outer scale near the origin, and the O(γ/µ) corrections





















Fig. 4.4 Adapted from figure 5.3 of [6]. We compare Billingham’s numerical solution for
K (solid black line) with the exact solution (red dashed line; (4.24)). The asymptotic
expression for K ≈ π/2 is shown with a black dashed line.















This agrees with the asymptotic form x0 ∼ −Kt log t used by Billingham. The O(γ/µ)
constant depends on b∞ and also on the numerical solution on the inner scale, and is
given by Billingham in [6].
We recall that the asymptotic structure requires γt/µ ≪ (νt)1/2. This holds for early
times, while t ≪ µ3/ργ2. For those times, the logarithmic term of (4.27) dominates
and the neglected terms are small. The solution is therefore asymptotically consistent.
4.5 Billingham’s solution for narrow wedges
We will now review the asymptotic expressions that Billingham gives for narrow and
for wide wedges. In these cases, the proximity of the free surface to the x-axis can be
exploited to simplify the geometry of the problem.
For narrow wedges with α ≪ 1, Billingham splits the inner scale in two. We will
write α = ϵ ≪ 1 as reminder that α is small. Near the tip of the wedge, the flow is
driven by the surface stress distribution from surface tension. This causes the tip to










Fig. 4.5 Scales for narrow wedges
thickens. This is comparable with the inner scale that Billingham considers for a
general wedge. On a larger scale, the wedge must match to its initial shape Y = ϵx.
This happens over the lengthscale x ∼ γt/µϵ, while the thickness of the wedge is
proportional to γt/µ.
There is therefore an ‘inner’ scale with x ∼ γt/µϵ, and an ‘inner-inner’ scale with
x− x0 ∼ γt/µ. These scales are shown in figure 4.5.
On the outer scale, the unsteady Stokes equations describe the effect of inertia and
set the solid-body motion b∞. On the inner scale, the Stokes equations describe the
thickening of the sheet and the matching from the curved tip to the far-field wedge.
On the inner-inner scale, a Stokes flow driven by surface tension gives the detailed
shape of the curved tip, and gives the net force which drives the flow on larger scales.
We will now review Billingham’s solution on each of these scales.
4.5.1 Outer scale
On the outer scale, since 0 < ϵ ≪ 1, Billingham can expand the streamfunction and
the vorticity in terms of θ as
ψ̃ = A0(r̃)θ + O(θ3), ω̃ = B0(r̃)θ + O(θ3), (4.29)
although we note that the expansion in [6] is in terms of θ̄, which is related to our
choice of θ by θ̄ = −θ/ϵ.
The stress boundary conditions (4.18) are satisfied if
B0 + 2
d2A0
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We can eliminate B0 with the first of these equations, and then the second becomes a







for constants k1 and k2, following Billingham’s notation (up to a sign and a factor of






du+ k2 = 0. (4.32)
We expand the integral (4.31) for small r, and match to the forcing condition at the
origin, ψ ∼ −(2r̃ log r̃ − b∞r̃) sin θ. This gives







du− 2 log 4 + 2 log r̃
)
+ k2, (4.33)
where Eγ is the Euler–Mascheroni constant 0.5772 . . . . The coefficient of log r̃ gives
k1 = −ϵ in agreement with Billingham’s result. However, we do not recover Billingham’s
result for k2. We have instead











b∞ = 2 log 4 − Eγ ≈ 2.19537, (4.35)
where Billingham has b∞ =
∫∞
1/16 e−u/u du− 1/16 ≈ 2.194. Despite this, Billingham’s
value for b∞ is correct to within 0.1%, and the difference is not noticeable in the
numerically calculated values of b∞ shown in Billingham’s figure 4.2.
4.5.2 Inner scale
On the inner scale, Billingham models the velocity with a uni-directional plug flow
ux(x). The Stokes flow is driven by a force on the edge from the tightly curved surface
on the inner-inner scale. Billingham solves for the velocity and the slender shape















Fig. 4.6 Scales for the retraction of wide wedges with α ≲ π.
4.5.3 Inner-inner scale
On the inner-inner scale, Billingham solves for a free-surface Stokes flow driven by
surface tension. Since the variation of thickness of the wedge happens over the longer
lengthscale of the inner scale, the appropriate far-field condition is for the thickness to
be constant. The flow is coupled to the shape through the normal stress on the surface,
which depends on the curvature, and through the kinematic boundary condition.
This problem is satisfied by the universal edge solution found in chapter 3, with zero
lateral stretching. The far-field velocity of the edge solution shows that K = 1/(8α),
in agreement with the solution for K above.
Billingham solves for the edge shape numerically, approaching the edge with a
continuation parameter through a series of wedges. The final shape agrees well with
the similarity solution found in chapter 3.
4.6 Billingham’s solution for wide wedges
Now we consider the retraction of very wide wedges, with half-angle α ≲ π. We will
redefine ϵ = π − α ≪ 1 as a reminder that α is close to π. In this case, the fluid
occupies nearly the whole space, with a thin crack between the free surfaces.
We will define new co-ordinates for this asymptotic problem, rotating the axes so
that the free surfaces are near the positive x-axis, as in figure 4.6. Note that this is
different from Billingham’s choice of co-ordinates where the free surfaces lie near the
negative y-axis. We have chosen co-ordinates for consistency with the work on drop
coalescence below in chapter 6.
Since ϵ ≪ 1, we can linearise the free surface to the x-axis, except for some small
region near the tightly curved tip. This suggests that we should split the Stokes region
into two regions; an inner region where we linearise the free-surface to the x-axis, and
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a small inner-inner region where the surface is tightly curved. This inner-inner scale
will be proportional to the radius of curvature of the surface, which we must solve for.
The structure of the solution is shown in figure 4.6.
Billingham solves for the unsteady flow on the outer diffusive scale as before. This
will set the solid-body motion Kb∞ which applies in the far-field for the flow on
smaller scales. On the inner scale, the Stokes equations govern the flow, with the free
surface linearised to the x-axis. Finally, a Stokes flow on the inner-inner scale of the
tightly-curved tip of the wedge gives the detailed shape of the tip and the resulting
flow. Surface tension acting on the tightly-curved surface drives the flow on that scale,
and gives the force which is applied to larger scales.
4.6.1 Outer scale
On the outer diffusive scale, Billingham’s numerical solutions show that b∞ → 1.82 as
α → π. It might be possible to solve for this flow analytically with some transform,
but since the matching only requires the single constant b∞, we will not attempt an
analytical solution here.
4.6.2 Inner scale















x̄, y = γt
µ
ȳ, u = γ
µ
ū. (4.36)
Here, we have included in x0 the leading-order term as a function of time. In this
section, we will find the leading-order dependence of x̄0 on ϵ.
Since we will linearise the boundary conditions to the x-axis, the far-field Stokeslet
and solid-body motion will satisfy the stress boundary conditions not only in the
far-field but throughout this scale. We know that the solution on the inner-inner scale
gives a Stokeslet with K = −1/4π and some solid-body motion, and the leading-order
solution on the inner scale is therefore a Stokeslet with K = −1/4π at x̄0, together
with a solid-body motion that matches to the far-field velocity from the outer scale.
In order to find the effect on the surface shape, we must expand further. Following
























p̄ = − x̄− x̄0
πr̄2
+ ϵp̄1 + O(ϵ2), (4.39)
where r̄2 = (x̄−x̄0)2+ȳ20 and ψ is the streamfunction for the next-order flow. Billingham
notes that the numerical solutions have x̄0 ≫ 1 (in Billingham’s notation, −ȳ0 ≫ 1);
we will see that x̄0 ∼ log 1ϵ . We let δ = (x̄0)
−1 and expand in δ ≪ 1:
x̄ = x̄0 + δ−1x̃, ȳ = δ−1ỹ, r̄ = δ−1r̃, ψ = δ−2
(




The streamfunction must satisfy the biharmonic equation, so at leading order we
have ∇̃4ψ̃0 = 0, where ∇̃ is the gradient operator taken with respect to r̃
Now Billingham shows that the surface stress from the leading-order Stokeslet and
the linearisation are both smaller than the stress associated with ψ̃0 by a factor of
δ. We can therefore neglect the surface stress at this order, and we have stress-free
boundary conditions for ψ̃0. In terms of polar co-ordinates, with θ the angle above the






























The kinematic boundary condition is




where the free surface is at Y (x) = ϵδ−1χ(x̃). In the far-field, we want Y ∼ ϵx so we
must have χ ∼ x̃ as x → ∞. We have symmetry conditions on y = 0:
∂ψ̃0
∂x
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Fig. 4.7 The Stokes solution satisfying stress-free boundary conditions on the x-axis
for x > 0, and symmetry conditions on x < 0, with streamfunction given by 4.44.
The stress-free solution to ∇̃4ψ̃0 = 0 satisfying the symmetry conditions is the
streamfunction (





and the corresponding velocity field is shown in figure 4.7. For ψ̃0, we take a multiple
k1, say, of this solution. Now we integrate the kinematic boundary condition for
χ = −2k1
(
x̃1/2 + (1 + x̃) arctan x̃1/2
)
+ k2(1 + x̃), (4.45)
where k2 is the constant of integration. Since we want χ(0) = 0, we must have k2 = 0.
Matching the shape to the far-field wedge χ ∼ x̃ then gives k1 = −1/π, closing the
problem. So the shape on this scale is




(δx)1/2 + (1 + δx) arctan(δx)1/2
)
. (4.46)
This shape is shown in figure 4.8. Near x = 0, the surface is curved as Y ∼ 4ϵδ−1/2x1/2/π.
As a result, the radius of curvature of the surface is proportional to ϵ2δ−1.
In order to understand the matching to the inner-inner scale, we should first consider
the solution on intermediate scales, where the surface is curved into the parabolic
shape Y = 4ϵδ−1/2x1/2/π. The solution should be simpler on this scale, since we
can approximate the shape with the parabola, while still linearising the boundary
conditions to the x-axis.
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Fig. 4.8 Billingham’s solution for the surface shape on the inner scale for a wide
retracting wedge.
4.7 Single-cut Stokes solutions
In this section, we will consider the retraction of a slender parabolic cut. This solution
will apply on intermediate scales for the retraction of wide wedges between the inner
and the inner-inner scale. In later chapters, we will see that this flow is useful for a
range of drop coalescence problems. This work is a review of Billingham’s work on
the problem, presented in §7 of [6]; Billingham derives this solution for α ≫ 1, but
neglects some parts of the solution for the application to wide wedges. We will discuss
this below.
In a frame moving with the parabola, we suppose that the free surface is at
Y (x) = (rcx)1/2 for some constant rc. This constant is proportional to the curvature of
the parabola at the tip, and we will call it the ‘radius-of-curvature lengthscale’. For
the retraction of wide wedges, rc is the inner-inner scale on which we cannot linearise
the free surface to the x-axis.
For the problem with general rc, we note that on scales with r ≫ rc, we have Y ≪ x
and so the free surface is near the x-axis. We can therefore linearise the free-surface
boundary conditions to the axis. We will model the effect of the tightly curved tip
with a Stokeslet, so that near r = 0
ψ ∼ −r sin θ log r2π + u∞r sin θ, (4.47)
where u∞ is some solid-body motion in the x-direction.
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As we have seen above, this Stokeslet and solid-body motion satisfy stress-free
boundary conditions on the x-axis. Now we will consider the corrections due to the
actual position of the surface. There are two sources of small terms in the stress
boundary conditions; firstly from the linearisation, since the Stokeslet has some stress
on the actual surface, and secondly from surface tension acting on the curved parabolic
shape. We expect both of these correction terms to scale with √rc, since both the first
term of the linearisation and the stress from surface tension are linear in the surface
position.



















































In order to satisfy the Stokes equations, we need ∇4ψ = 0. Inspired by functions of
r in the boundary conditions, we look for solutions proportional to r1/2 log r or r1/2.
































where A, B, C and D are arbitrary constants. The solution proportional to D is the
stress-free solution found above (4.44), and the other three velocity fields are shown in
figure 4.9.
84 Wedge retraction






























Fig. 4.9 The Stokes flows given by the streamfunction (4.51) corresponding to each
of the coefficients A, B and C. The flow given by the term proportional to D is the
stress-free solution shown in figure 4.7.
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Now we can compare coefficients in the boundary conditions with this combination
of solutions (4.51). We find
−4A− 3C = − 1
π













We see that the solutions with coefficients A and B have some normal stress, while the
term with coefficient C has no normal stress, but some tangential stress. All the terms
appear in the kinematic boundary condition, including the free-surface solution with
coefficient D.
We can solve these equations for
A = 18π , B =
3
8π , C =
1














































This solution on intermediate scales should be ubiquitous for parabolically-curved
surfaces, in cases where the radius of curvature is asymptotically separated from the
outer flow. In particular, for Billingham’s wide wedges, we have seen that the surface is
tightly curved into a parabola near the tip on the inner scale. The solution presented
here will hold on intermediate scales smaller than x0 but larger than ϵ2δ−1.
This slender parabola solution should therefore be the far-field flow for the smaller
scales. But Billingham imposes the far-field
ψ̃ ∼ 12π r̃ log r̃ sin θ −
b∞









which is missing some of the terms of the intermediate solution. Billingham has kept
the stress-free eigenfunction, but neglected the surface-stress–driven terms. On the
larger scale these are smaller by a factor of log δ, but they grow as log r and so they
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change order on intermediate scales. This is a problem for Billingham’s inner-inner
numerical solution, where the incorrect far-field flow (4.57) is imposed on the numerical
solution.
Instead of solving the inner-inner problem numerically, we will use an exact Stokes
flow to describe the solution on the radius-of-curvature lengthscale.
4.8 Capillary retraction of a parabola
In the previous section, we solved for the flow around a slender parabola, linearising
the surface to the x-axis. We will now improve on this result by solving for the flow
around an arbitrary parabola, without linearisation.
Remarkably, there is an exact similarity solution in which the surface is a streamline,
so that the parabola remains parabolic as it retracts. This is the inner-inner solution
for Billingham’s wedge retraction problem, and we will see in a later chapter that it
is also applicable to drop coalescence. We will show that the far-field flow includes a
Stokeslet, a solid-body motion and the flows proportional to r1/2 log r and r1/2 found
above (4.56).
This exact solution was first given by Hopper [31]. Hopper solves for a more general
flow, with the parabola opening at some rate as it moves. Here, since the parabolic tip
moves at speed proportional to γ/µ but only opens at a rate proportional to ṙc ≪ γ/µ,
we can neglect the opening motion. We therefore only need the ‘steady’ solution so
that, in the frame moving with the tip, the parabolic shape does not change. We
note that even with a stationary shape, there is some flow driven by surface tension,
which slips past the stress-free surface. The solution presented here will closely follow
Hopper’s solution, with some simplifications for the steady case.
For a given parabolic free surface Y = (rcx)1/2, we first non-dimensionalise the
problem by scaling the velocity with γ/µ and the lengths by rc;
u = γ
µ
ū, p = γ
rc
p̄, x = rcx̄, y = rcȳ, Y = rcȲ , (4.58)
and we will immediately drop the bars. The parabolic free-surface is now at Y 2 = x.
Now we define z = x+ iy where i =
√
−1, and we will show that the fluid domain
is the image of the upper half-plane ℑ(ζ) > 0 under the conformal map
z = w(ζ) := ζ2 + iζ. (4.59)
The effect of this conformal map is illustrated in figure 4.10. To show that the image




Fig. 4.10 The conformal map z = w(ζ) maps the upper half plane in ζ-space to the
fluid domain in z-space.
of the upper half space is the region exterior to the parabola, we take a point in the
upper-half plane ζ = ξ + iη such that η > 0, with image
w(ζ) = (ξ2 − η2 − η) + i(2ξη + ξ). (4.60)
Now
ℑ(w(ζ))2 − ℜ(w(ζ)) = η(η + 1)(4ξ2 + 1) > 0, (4.61)
and so the image of any point in the upper half-plane is outside the parabola. Now
suppose that two such points ζ1 and ζ2 are both mapped to the same point. Then
ζ21 + iζ1 = ζ22 + iζ2, (4.62)
and so
(ζ1 − ζ2) (ζ1 + ζ2 + i) = 0. (4.63)
Since both ζ1 and ζ2 lie in the upper-half plane, we cannot have ζ1 + ζ2 = −i. So
ζ1 = ζ2 and the pre-image is unique.
With this map, we transform the problem from z-space to ζ-space. Following the
general theory of Hopper [29, 30], we write the velocity components (u, v) in terms of
the Kolosov-Muskhelishvili potentials ϕ and ψ with
u+ iv = 12(ϕ(z) − zϕ
′(z) − ψ(z)), (4.64)
where z is given by w(ζ).
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Now we transform the boundary conditions to the ζ-plane, where they will apply
at η = 0. The kinematic boundary condition is, for a general map w,
ϕ(ξ) − w(ξ)
w′(ξ)











is the change in ξ following a physical parcel of fluid along the surface. For
our problem, ∂ξ
∂t
is unknown as the fluid can slip along the surface, but we know that
∂w
∂t
= 0 for the steady solution. The stress conditions are given by surface tension as
ϕ(ξ) + w(ξ)
w′(ξ)
ϕ′(ξ) + ψ(ξ) = i w
′(ξ)
|w′(ξ)| . (4.66)




















(u− ζ)|w′(u)| for ℑ(ζ) > 0. (4.68)
















Then the boundary conditions give the potentials ϕ(ζ) and ψ(ζ) in terms of G(ζ);
ϕ(ζ) =iw′(ζ)G(ζ), (4.70)







and so the velocity is
u+ iv =12i
(
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Fig. 4.11 Velocity field for Hopper’s parabola solution.






, and the velocity field is shown
in figure 4.11. We can check that on η = 0, we have ζ = ζ̄ so w(ζ̄) = w(ζ) and the
streamfunction is constant. So the free surface is a streamline, as we wanted for our
steady solution.
To check that this solution agrees with the outer single-cut solution in section §4.7,
we need to find the far-field of this exact flow around a parabola. We will expand
the streamfunction in terms of z, keeping both the leading order term, and the terms
smaller by a factor of z−1/2 or z−1/2 log z. We have





w(ζ̄) − w(ζ) =ζ2 − ζ̄2 + iζ̄ − iζ


























+ O(z−3/2 log z), (4.76)
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where we have made used the inverse map





z − i2 . (4.77)












































































+ O(r−1/2 log r), (4.80)
uy ∼
xy
2π(x2 + y2) + O(r
−1/2 log r). (4.81)
With the notation of section 4.7 above, this solid body motion corresponds to u∞ =
−(log 4)/π. This will be important when matching the velocity to the solution on
larger scales, both for wide wedges and then later for drop coalescence.
The remaining terms in the streamfunction proportional to r1/2 and r1/2 log r agree
with the solution for a slender single cut found above (4.56), with u∞ = −(log 4)/π.
This is therefore the correct inner-inner solution that matches to the far-field solution
on larger scales.
4.9 Updated solution for wide wedges
Returning to the problem of the retraction of a wide wedge, we will now match the
solution on the radius-of-curvature lengthscale to the solution on the inner scale. We
recall that the solution in 4.8 was rescaled, and was found in a frame moving with
the tip of the parabola. We can compare the x-component of the velocity between
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where the left-hand side is the velocity from Hopper’s parabola solution, and the
right-hand side is a Stokeslet with a solid-body motion set by inertia on the outer scale.










+ γ log 4
πµ
+ γb∞4πµ. (4.83)





























where b∞ ≈ 1.82 from the outer solution. We invert this for x̄0, either numerically, or













where the Lambert-W function satisfies W (z) exp(W (z)) = z. We can compare this
final result for the rate of retraction with Billingham’s numerical solutions for small ϵ.
For this comparison, we recall that our choice of coordinates was different from that in
[6], so that Billingham’s ȳ0 is equivalent to our −x̄0. We reproduce Billingham’s plot
of ȳ0 as figure 4.12(a). Billingham’s caption for the figure indicates that the dashed




log ϵ+ 12π log
(
− 12π log ϵ
)
+ ỹ0, (4.87)
where ỹ0 is an O(1) constant from the inner-inner solution. Billingham’s discussion of



















Fig. 4.12 (a) Billingham’s solution for the retraction rate, reproduced from figure 7.1
of [6]. Numerical solutions (solid line) and Billingham’s asymptotic (dashed line). The
label on the y-axis has been changed from Y (0) to −x̄0 here. (b) Attempts to re-create
Billingham’s asymptotic in figure 7.1. Blue line: (4.87) with ỹ0 = −0.381. Red line:
(4.87) with ỹ0 = −0.461.
for ỹ0, but the value ỹ0 = −0.381 in (4.87) does not give the asymptotic expression
plotted in figure Billingham’s figure 7.1; it gives an asymptotic expression shown with
a blue line in figure 4.12(b). Billingham has clearly plotted the asymptotic expression
with a different constant.
If we subtract a factor of 1/4π from −0.381, we get something closer to the dashed
line in figure 4.12(a). It is possible that, while working on the inner-inner problem,
Billingham made a substitution for the constant ỹ0 −K0, and intended to report that
constant as −0.381. This would explain the extra factor of 1/4π, and imply a real
numerical value for ỹ0 ≈ −0.461 for Billingham’s inner-inner problem. This gives the
red line in figure 4.12(b), which is much closer to the dashed line plotted by Billingham.
We plot our asymptotic expression (4.86) in figure 4.13b with a red dashed line.
While the updated asymptotic line is further from the numerical results than Billing-
ham’s asymptotic prediction for this range of ϵ, it seems possible that the trend in
the numerical results is towards the updated asymptotic line for small ϵ. The smallest
value of ϵ in the numerical solutions is about 0.04, and it would be interesting to see if
the numerical results continue to approach the new asymptotic expression for smaller
ϵ.
We can also make a prediction for the curvature at the tip of the wedge from the
exact parabola solution on the radius-of-curvature scale. We have seen that the surface
is curved on the smallest scale as Y = (rcx)1/2 with
√









ε = π - α
-1
Fig. 4.13 Solid black line; Billingham’s numerical solution for −x̄0. Black dashed
line; Billingham’s asymptotic expression. Red dashed line; the updated asymptotic
expression (4.86).






which is shown in figure 4.14 with a red dashed line. Once again, the difference between
the numerical results and the asymptotic expression is larger than with Billingham’s
asymptotic expression for this range of ϵ. However, the updated asymptotic expression
does not cross the numerical solution line, and the numerical results could still tend to
the new asymptotic expression for smaller ϵ.
4.10 Discussion
Billingham solves for the initial stage of retraction of wedges with viscosity and inertia.
The solution involves an outer scale on which inertia balances viscosity, and an inner
scale where the Stokes equations hold. Matching the velocity between the two scales
determines the rate of retraction of the wedge tip. Billingham also gives asymptotic
results for very narrow and very wide wedges, each of which uses a linearisation of the













ε = π - α
Fig. 4.14 Reproduced from figure 7.3 of [6]. Black solid line; Billingham’s numerical
solution for the curvature at the tip. Black dashed line; Billingham’s asymptotic
expression. Red dashed line; the asymptotic (4.88)
In this chapter, we reviewed the solution and the asymptotic limits, and made some
technical improvements to the solution. We solved for the constant K with a force
balance argument rather than numerically, and we applied Hopper’s exact solution for
the retraction of a parabola to the radius-of-curvature scale for the asymptotic solution
for wide wedges.
The use of this exact solution gives neat expressions for the position of the wedge
(4.86) and the curvature at the tip (4.88). The updated solution also gives an exact
expression for the flow on the smallest scale, and clarifies the matching between the
parabola solution and the Stokes solution on the inner scale. We have shown that the
solution on intermediate scales is a combination of four Stokes solutions proportional
to r1/2 or r1/2 log r. These were in fact identified by Billingham, but the asymptotic
solution for wide wedges in [6] neglects some parts of the solution. We have shown that
all of these four solutions appear on intermediate scales, rather than just the stress-free
solution.
Billingham’s paper [6] ends with an appendix describing difficulties applying the
asymptotic solutions for narrow and wide wedge retraction to the coalescence of bubbles
and drops. We have seen that the asymptotic solution for narrow wedges involves the
universal solution for a retracting edge, which was also relevant for bubble coalescence
in chapter 2. We will now show how the asymptotic solution for wide wedges is relevant
for drop coalescence.
Chapter 5
Drop coalescence without inertia
5.1 Introduction
5.1.1 Context
Just after two drops touch, they are in contact over some ‘fluid bridge’ of radius rb say,
as sketched in figure 5.1. The surface at the edge of this fluid bridge is tightly curved
at early times. Surface tension acts on this tightly-curved surface, driving a flow that
quickly pulls the fluid bridge wider. At later times, the surface will relax towards one
spherical drop.
The initial stage of coalescence, just after contact, has attracted significant interest
in recent years [e.g. 1, 23, 28, 47, 49, 56]. This is an example of a fluid singularity, as
the topology of the surface changes at the moment of contact between the drops. The
curvature is initially very large and so the resulting flow driven by surface tension is
also large. This motion is difficult to resolve with experimental imaging techniques or
with numerical simulations [49]. We will therefore look for theoretical descriptions of
drop coalescence.
In two dimensions, there is an exact solution for the fluid flow and the shape of the
surface during coalescence for two inertialess drops. This solution was independently
found by Hopper and Richardson [28, 56]. The flow is driven by surface tension
and resisted by viscosity, and during the initial stage the fluid bridge grows as rb ∼
(γt/πµ) log(1/t), where γ is the coefficient of surface tension, µ is the dynamic viscosity
and t is the time elapsed since contact.
Eggers et al. [23] present an argument to suggest that inertia should be negligible
for drop coalescence with any fluid at sufficiently early times. The Reynolds number





Fig. 5.1 Sketch of two coalescing drops, in contact over some fluid bridge of radius
rb. The density is ρ, the dynamic viscosity is µ, the initial drop radius is a and the
coefficient of surface tension is γ.
based on the radius of the fluid bridge rb, the velocity ṙb and the kinematic viscosity ν
is rbṙb/ν. At early times, if rbṙb is small, then the Reynolds number is small.
However, experiments by Paulsen et al. [49] show that the bulk of each drop is
initially stationary. This is contrary to the exact two-dimensional Stokes solution,
which has some motion in the bulk of each drop. Moreover, Paulsen et al. argue that
inertia cannot be neglected; suppose that the mass of each drop, 4πρa3/3, were to
accelerate. By Newton’s second law, this would require a force, which must come from
the fluid-bridge scale. Paulsen et al. argue that the force is bounded by 2πγrb, and
that this force is not sufficient to cause the acceleration in the two-dimensional Stokes
solution.
We will show that both of these arguments are flawed. The Reynolds number
constructed by Eggers et al. is appropriate on the scale of the fluid bridge, but there is
a larger scale on which inertia matters. The force considered by Paulsen et al. is not
a bound on the force over the fluid bridge, and is in fact balanced locally by viscous
stresses in all the cases we consider below.
We will eventually seek an asymptotic solution for drop coalescence in three
dimensions with inertia and viscosity. But first, to demonstrate the method, we will
find an asymptotic solution for inertialess drop coalescence. A comparison with the
exact solution [28, 56] will justify the use of the asymptotic method in the more
complicated case of coalescence with inertia, for which no exact solution is known.
As an added bonus, we will find a simple closed-form expression for the velocity
during the initial stage of inertialess drop coalescence. Although Hopper and Richard-
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son’s exact solution [28, 56] does determine the velocity, it is given implicitly in terms
of integrals which must be calculated numerically.
Our analysis of the inertialess problem will also identify several solutions of the
Stokes equations. A linear combination of these solutions gives the flow for inertialess
drop coalescence, and we will see later that a different linear combination will give the
flow for drop coalescence with inertia.
5.1.2 Overview
In §5.2 we will describe the lengthscales of the solution for coalescence in two dimensions
without inertia. We will solve for the similarity solution on the scales of the fluid bridge
in §5.3, and solve for the flow near the edge in §5.4. The calculation on the fluid-bridge
scale neglects certain stresses on the free surface, which we address in §5.6. We match
the two flows together in §5.5 and extract the growth of the fluid bridge rb(t).
For two-dimensional inertialess coalescence, there is an exact solution. We compare
the asymptotic solution with the exact solution in §5.7, and discuss the agreement
between the two in §5.8.
The advantage of the asymptotic solution is that we can adapt it to three dimensions.
We find the appropriate three-dimensional asymptotic solution for inertialess coalescence
in §5.9.
5.2 Structure of the asymptotic solution
We will consider the early-time behaviour for the coalescence of two inertialess drops,
with equal initial radius a. The solution will be asymptotic in the small parameter t,
the time elapsed since contact.
At early times, there is separation of lengthscales between the fluid bridge and the
radius of each drop. We will therefore seek a similarity solution on the fluid-bridge
scale. This will match to some flow in the bulk of each drop. Since the surfaces of the
two drops are initially close together, the surface is tightly curved at the edge of the
fluid bridge.
We must therefore match our similarity solution on the fluid-bridge scale to a Stokes
flow on the inner scale where the surface is tightly curved. We will show that, on this
inner scale, Hopper’s solution for the retraction of a parabola describes the flow, as
in section §4.9 for wide wedges. Then matching the velocities will give the rate of
retraction. The scales of the problem are shown in figure 5.2.
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Fig. 5.2 Scales for the coalescence of viscous drops. The flow in the bulk of each drop
matches to the similarity solution on the fluid-bridge scale, which is driven by the







Fig. 5.3 Co-ordinates for the similarity solution on the fluid-bridge scale. The fluid
bridge lies in −rb < x < rb. The free surfaces of the drops are near y = 0 for |x| > rb.
For wedge retraction, we have seen that the tip retracts a distance proportional to
(γt/µ) log(1/t). Inspired by this result, we will assume that rb ≫ γt/µ for the initial
stage of drop coalescence (to be checked from the actual solution).
5.3 Similarity solution on the fluid-bridge scale
We take co-ordinates (x, y) with the x-axis along the fluid bridge and the y-axis along
the centreline of the drops, as shown in figure 5.3. The free surface is at ±h(x) for
x > rb. On scales smaller than the radius of the drops, the initial circular shape of the
drops is approximately h ∼ x2/2a. On the fluid-bridge scale x ∼ rb, so h ∼ r2b /a. Since
r2b /a ≪ rb, we can linearise the boundary conditions on to the line y = 0.
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As a result, the surface is tightly curved at x = ±rb, with a radius of curvature much
smaller than rb. We can estimate the radius of curvature as rc ∼ h2/rb ∼ r3b /a2. Since
this lengthscale is much smaller than rb at early times, we have asymptotic separation
between the fluid-bridge scale and the radius of curvature scale.
In analogy with Billingham’s asymptotic solution for wide wedges, the fluid-bridge
scale plays the role of the inner scale, while the radius-of-curvature scale plays the role
of the inner-inner solution. As with the wide wedge asymptotic solution, we model the
force from the tightly-curved surface with a point force on the larger scale. Here, the
surface is tightly curved in two places, at x = ±rb on the x-axis. We model the force
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We have shown before that a Stokeslet has no stress on a plane through its point
of application. Here, both parts of the free surface lie on the plane y = 0, so each
Stokeslet satisfies the no-stress conditions on the free surface.
Also, this pair of Stokeslets has no normal velocity on the free surface at leading
order, since uy = 0 when y = 0. At the next order, our similarity solution must have
some normal velocity on the surface, since the free surface must vary from its far-field
shape h ∼ x2/2a down to h = 0 at x = rb. The correction velocity uc that gives this
motion must scale with rbṙb/a. We note that, at early times, this velocity is smaller
than the Stokeslet velocity, so this really is an asymptotically small correction. We
will now find the similarity solution for uc to find the surface shape on the fluid-bridge
scale. This will give the curvature at the edge of the fluid bridge. This is analogous to
the inner Stokes flow for the wide wedge asymptotic solution in section 4.6.2.
The Stokes equations for uc are
− ∇p+ µ∇2uc = 0, ∇ · u = 0, (5.2)
and the kinematic boundary condition, neglecting terms that are quadratically small
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We can non-dimensionalise the co-ordinates and the velocities with





ū, p = µṙb
a
p̄, (5.4)
The pressure has been scaled to balance the stress in the Stokes equations, which
become
− ∇̄p̄+ ∇̄2ū = 0, ∇̄ · ū = 0. (5.5)
For the leading-order solution, we linearised the free-surface to y = 0. We might
expect that the next-order correction from the linearisation would enter the problem
for ū. But in fact, we will show that the surface stress from the linearisation is small,
and only enters the problem at the next order. Expanding the stress for the pair of
Stokeslets, the stress at (x, h) is
σ · n = 2γ
π
(xhx − h)










where n ≈ (hx,−1) is the normal pointing out of the fluid. The stress is therefore of
order O (γ/a). But the pressures we are considering, scaling as in (5.4), are of size
µṙb/a. Since we expect ṙb ≫ γ/µ at early times, the stresses proportional to µṙb/a are
much larger than γ/a. So at this order, we have stress-free boundary conditions; at
further orders there will be corrections due to the surface stresses, with the associated
velocity proportional to γrb/µa. We will discuss this additional correction further in
§5.6 and appendix A.
The stress-free boundary conditions for the non-dimensionalised problem are
−p̄+ 2∂ūy
∂ȳ






=0 on ȳ = 0, |x̄| > 1. (5.8)
By symmetry between the drops, we must have no tangential stress or normal velocity





=0 on ȳ = 0, |x̄| < 1, (5.9)
ūy =0 on ȳ = 0, |x̄| < 1. (5.10)
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We could, if we wanted, replace the boundary conditions on x̄ < 0 with symmetry
conditions on the centre-line x̄ = 0:
ūx = 0, and
∂ūy
∂x̄
= 0 on x̄ = 0. (5.11)




= ūy on ȳ = 0, x̄ > 1. (5.12)








and then if we take the curl of the Stokes equations (5.5) with this streamfunction
then we have the biharmonic equation
∇4ψ = 0. (5.14)










=0 on ȳ = 0, (5.16)
∂ψ
∂x̄
=0 on ȳ = 0, |x̄| < 1, (5.17)






= 0, on x̄ = 0. (5.18)
We will solve for ψ using elliptic cylindrical co-ordinates, defined by
x̄+ iȳ = cosh(ξ + iη), (5.19)
where we restrict −∞ < ξ < ∞, 0 < η < π. We will write ζ = ξ + iη. The contours
of ξ are confocal ellipses, and contours of η are the hyperbolas orthogonal to these
ellipses, sketched in figure 5.4. The advantage of this co-ordinate system is that it
maps the fluid bridge to ξ = 0 and the free surface to η = 0. So rather than a problem
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Fig. 5.4 Contours of the elliptic cylindrical co-ordinate system defined by (5.19).
with different boundary conditions on different parts of the axis, we have separate
boundary conditions on separate axes in ζ-space.
The Laplacian in these co-ordinates is
∇2 = 1



















1 − 3 coth2 ξ
) ∂ψ
∂η
+ 6 coth ξ ∂
2ψ
∂ξ∂η
=0 on η = 0, (5.21)
∂2ψ
∂η2
















=0 on ξ = 0, (5.23)
∂ψ
∂η
=0 on ξ = 0, (5.24)
where we have taken the x-derivative of the normal stress condition and eliminated
the pressure with the Stokes equations. This removes the arbitrary constant from the
pressure, and gives a problem in terms of the streamfunction alone.
A large family of solutions to the biharmonic equation can be found by taking the
real and imaginary parts of certain complex functions. First, we note that if f(z) is an
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f = 0. (5.26)
So the real and imaginary parts of f satisfy Laplace’s equation ∇2ψ = 0.











and so ∇4g = 0, so the real and imaginary parts of g(z) satisfy the biharmonic equation.
By choosing suitable analytic functions f(z) and taking the real and imaginary parts
of f(z) and z̄f(z), we can find a large family of solutions.
Working with functions from this family, and with some trial and error, we can find
two solutions to the biharmonic equation which satisfy all the boundary conditions
(5.21)–(5.24). They are
ψ1 =
sinh3 ξ cos η
sinh2 ξ + sin2 η
and ψ2 = cos η (ξ cosh ξ − sinh ξ) . (5.28)
The velocity fields corresponding to ψ1 and ψ2 are shown in figure 5.5. The velocity
field corresponding to ψ1 tends to a constant solid-body motion in the far-field. We
can find this constant by expanding the streamfunction;
ψ1 ∼ cosh ξ cos η as ξ → ∞, (5.29)
and since x = cosh ξ cos η, this corresponds to the velocity ūx = 0, ūy = −1.
The velocity field corresponding to ψ2 grows in the far-field. We can expand ψ2 as
ψ2 ∼ cos η (ξ cosh ξ − cosh ξ) as ξ → ∞, (5.30)
and since ξ ∼ log(2
√
x2 + y2) in the far-field, this is
ψ2 ∼ x log
√
x2 + y2 − x as x2 + y2 → ∞, (5.31)
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Fig. 5.5 The Stokes flows given by streamfunctions ψ1 and ψ2 (5.28).
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which corresponds to the velocity
ux ∼
xy
x2 + y2 , uy ∼ − log
√
x2 + y2 + y
2
x2 + y2 as x
2 + y2 → ∞. (5.32)
This is the two-dimensional Stokeslet velocity. There must be some normal stress
distribution over the fluid bridge for this flow to balance this Stokeslet.
The streamfunction ψ2 corresponds to the solution given by Timoshenko and
Goodier for the displacement of a stretched elastic hyperbola with a specified force
across the neck [72, pp. 204–206]. By analogy, we could think of the streamfunction
ψ1 as the solution for a specified strain with no stress over the neck.
For drop coalescence without inertia, the solution on the outer drop scale must
satisfy the Stokes equations. Since the forces on the outer Stokes flow must balance,
we cannot have any force on the outer flow from the fluid bridge. So there must
be no Stokeslet in the far-field of the fluid-bridge scale, and so we cannot have any
multiple of ψ2 on the fluid-bridge scale. We therefore take a multiple of ψ1 alone as
the streamfunction on this scale. With ψ = Aψ1, the kinematic boundary condition
becomes
h̄− 12 coth ξ
∂h̄
∂ξ
= −A coth ξ, (5.33)
which we integrate for
h̄(ξ) = 2A cosh ξ sinh ξ, (5.34)
where we have applied h̄ = 0 at ξ = 0. In order for the shape to match to the far-field
shape h ∼ x2/2a, we must have A = 14 , and so
h(x) = x2a
√
x2 − r2b . (5.35)
This is the shape of the surface on the scale of the fluid bridge. We note that there is











This displacement corresponds to the velocity in the far-field, which is a solid-body
motion with magnitude rbṙb/2a.
On the drop scale, we must technically solve for the free-surface Stokes flow in a
circular drop which matches to this solid-body motion. But this is trivially satisfied by
a solid-body motion throughout the drop; the bulk of each drop moves with spatially-
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uniform velocity at leading order. Further corrections, smaller than the flows considered
here, will drive smaller flows in the bulk of each drop.
Now to close the problem for rb(t), we must consider the flow on smaller scales. The
linearisation which we applied to the boundary conditions fails near the edge of the
fluid bridge, where the surface is curved as h2 ∼ rc(x− rb) with rc = r3b /2a2. In order
to find the rate of coalescence, we must solve for the Stokes flow on an inner-inner
scale with (x− rb) ∼ rc and y ∼ rc. Asymptotic matching between this smaller scale
and the fluid-bridge scale will give a matching condition for ṙb.
5.4 Inner-inner scale
On the inner-inner scale, we rescale with







The velocity scale here has been chosen so that the stress balances the imposed stress
from surface tension. With this rescaling, the far-field shape is now Ỹ 2 = x̃. Since the
velocity γ/µ is much larger than ṙc, the kinematic boundary condition is
ũ · ñ = 0, (5.38)
and the shape is steady at this order. This is precisely the problem solved by Hopper
[31] for the surface-tension–driven retraction of a parabola, which we reviewed above
in §4.8. We can therefore simply quote the solution above for the velocity on the
inner-inner scale. The far-field velocity is
ũx ∼ −
1







+ O(r̃−1/2 log r̃) (5.39)
ũy ∼
x̃ỹ
2π(x̃2 + ỹ2) + O(r̃
−1/2 log r̃). (5.40)
We will now match the velocities between the inner-inner scale and the fluid-bridge
scale to close the problem.
5.5 Matching
We have two expressions for the velocity on scales between rc and rb; the velocity on
intermediate scales can be described either with the Stokeslet flow near the edge, or
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with the far-field velocity of the retracting parabola. From the parabola solution, we
have





(x− rb)2 + y2
rc




log 4 + 12
)
, (5.41)







(x− rb)2 + y2 +
(x− rb)(x− rb)
(x− rb)2 + y2
)
+ γ2πµ (log 2rb − 1) . (5.42)














This gives the growth of the fluid bridge during the initial stage.
5.6 Next-order corrections due to surface stress
In the similarity solution above, we neglected the surface stresses. There are two
sources of these surface stress terms. Firstly, the surface is not flat, so surface tension
acts on the curved interface to produce some stress. Also, the surface is not quite on
y = 0, and so the leading-order Stokeslet has some stress on the actual surface.
These surface stresses will drive a smaller flow; the velocity we considered above
was proportional to rbṙb/a, whereas the velocity driven by these surface stresses is
proportional to γrb/µa, which is smaller by a factor of log(1/t) using the solution for rb
above. We know the leading-order surface displacement, so we know the form of the
stress on the x-axis.
We have different boundary conditions inside and outside the fluid bridge, and we
can solve for the flow with Tranter’s method. Appendix A gives the details of the
calculation. Near the edge, the solution matches to the r1/2 and r1/2 log r terms in the
far-field of the parabola solution, in agreement with the single-cut solution in §4.7.
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t=0.03 t=0.1 t=0.3 t=1 t=3
Fig. 5.6 Shapes during Hopper and Richardson’s exact solution for inertialess drop
coalescence in two dimensions. Times have been non-dimensionalised with respect to
µa/γ.
5.7 Comparison with exact solution
We will now compare this asymptotic solution with the exact solution found by Hopper
and Richardson [28, 56]. If the asymptotic solution compares well with the exact
solution at early times, this will justify the use of similar asymptotic methods to
describe three-dimensional coalescence or coalescence with inertia.
5.7.1 Hopper and Richardson’s solution
Working with complex co-ordinates z = x+ iy, Hopper and Richardson write the fluid
domain as the image of the unit disc |ζ| < 1 under the conformal map z = w(ζ), where
the map w(ζ) is given by







for |ζ| ≤ 1, (5.45)












and where K(k) =
∫ π/2
0 (1 − k2 sin2 θ)−1/2 dθ. Some representative shapes during
coalescence are shown in figure 5.6. The corresponding times have been inferred by
numerically inverting the implicit equation (5.46).
It will be useful in the following to briefly review the solution method. Here, we
will follow the notation of Richardson [56]. An equivalent derivation can be found in
the papers on drop coalescence by Hopper [26–29]. Much of theory is shared with the
solution for the retraction of a parabola above in §4.8, in which we reviewed work by
Hopper [30, 31].
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We write the velocity as
u+ iv = ϕ(z) − zϕ′(z) − χ′(z). (5.47)
The surface stress boundary condition is
ϕ(z) + zϕ′(z) + χ′(z) = γi2µ
dz
ds , (5.48)
where s is the arc-length around the surface. Now we write z = w(ζ) to map the unit
circle to the fluid domain, for some analytic function w(ζ), and we define
Φ(ζ) = ϕ(w(ζ)), and X(ζ) = χ′(ϕ(ζ)). (5.49)
In terms of these new variables, the boundary condition becomes
Φ(ζ) + w(ζ)Φ̄
′(1/ζ)








where the notation f̄(z) means f(z̄), which is analytic if f(z) is analytic. Now we split
the right-hand side into analytic parts with
1
(w′(ζ)w̄′(1/ζ))1/2 = F+(ζ) − F−(ζ), (5.51)






(τ − ζ)(w′(τ)w̄′(1/τ))1/2 dτ, (5.52)




w̄′(1/ζ) − X̄(1/ζ) +
γ
2µF−(ζ)ζw
′(ζ) on |ζ| = 1.
(5.53)
The expression on the left-hand side is analytic inside the unit circle, and the right-hand
side is the analytic continuation into |ζ| > 1. The kinematic boundary condition is
∂w
∂t
= 2Φ(ζ) + γ2µ (2F+(ζ) − F+(0)) ζw
′(ζ). (5.54)
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with b and C unknown functions of time, we can use the analytic continuation to solve
for the coefficients. This map is relevant to drop coalescence, because for b ≈ 1, the
unit circle is mapped to a pair of circles in contact over a small region. Richardson
considers the function
G(ζ) = Φ(ζ) + γ2µF+(ζ)ζw
′(ζ), (5.56)
which appears in both the boundary condition (5.53) and in the kinematic boundary
condition (5.54). Comparing the principal parts at ζ = 1/b and at ζ = −1/b gives
the analytic function G(ζ). Finally, the kinematic boundary condition gives the
time-dependence of b and C. This gives the solution for w(ζ) above, where n = b2.
5.7.2 Comparison
The free surface is given by the image of the unit circle. In particular, ζ = 1 maps
to the edge of the fluid bridge. So expanding w(eiθ) for small θ gives the free-surface














This agrees with the parabola shape at the edge found in the asymptotic solution
above.
Hopper and Richardson do not calculate the velocity directly, giving the potentials
implicitly. We can calculate the potentials ϕ and χ numerically by first integrating for
F±(ζ). Since we know G(ζ), we can then solve for Φ(ζ) and then X(ζ). This lets us
calculate the velocity at any point in the fluid domain in z-space, at any time t.
As a comparison, we calculate the velocity on the fluid-bridge scale. To check
the similarity solution above, we subtract the Stokeslet velocity from the numerically-
calculated velocity, and we plot the remainder in figure 5.7(a). For this calculation, we
set n = 1 − ϵ with ϵ = 10−3. The velocity is qualitatively similar to the velocity field
associated with ψ1 that we found above.
More precisely, we can compare ux along the y-axis. As we decrease ϵ, we expect
to see the velocity collapse to the similarity solution found above. Figure 5.7(b) shows
5.8 Discussion 111































































Fig. 5.7 (a) Hopper and Richardson’s solution when ϵ = 10−3 on the fluid-bridge scale,
with the Stokeslets subtracted. (b) The velocity ux along the y-axis for ϵ = 10−2, 10−3
and 10−4 (dashed lines), rescaled by rbṙb and compared with uc calculated above (solid
line). (c) The difference between the rescaled exact solution and uc at each value of ϵ,
multiplied by log rb to collapse the next correction.
the numerically-calculated values of the velocity for ϵ = 10−2, 10−3 and 10−4. There is
some collapse, but the next correction term decays slowly with ϵ.
As a check of the size of the next term, we can subtract the similarity solution
from the numerically-calculated solution, and we multiply the remainder by log rb. The
plot in figure 5.7(c) shows that the next correction does indeed collapse with such a
rescaling. This justifies our claim above that the next correction is smaller by a factor
of log rb. The corresponding asymptotic solution for the velocity is found in appendix
A.
We can also compare our final result for rb with the exact solution. To do this, we
must approximate the integral (5.46) for small t. This gives the early-time relationship








in agreement with the similarity solution above.
5.8 Discussion
We have found an asymptotic solution for the coalescence of inertialess drops in two
dimensions. This solution involves multiple lengthscales, and is only valid for early
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Inspired by retracting wedges, we assumed that during the initial stage, ṙb ≫ γ/µ.
The solution for rb justifies this approximation. As a result, the neglected surface
stresses on the fluid-bridge scale are asymptotically small.
The solution neglects inertia. For a general fluid with inertia and viscosity, Eggers
et al. argue that, since the fluid bridge is initially small, the viscous stress dominates on
the fluid-bridge scale, and the inertialess solution will apply. We will show in chapter
6 that, while the viscous stresses dominate on the fluid-bridge scale, there is a larger
scale on which inertia matters.
This asymptotic solution for inertialess drop coalescence in two dimensions holds
while rb ≪ a. This is true while t ≪ aµ/γ. For these times, we have seen that the
asymptotic solution is a good approximation to the exact solution found by Hopper
and Richardson.
5.9 Three-dimensional asymptotic solution
We will now adapt the solution to the coalescence of three-dimensional drops. The
structure is similar to the two-dimensional case; we will find a similarity solution on
the fluid-bridge scale, and match this to Hopper’s parabola solution on the radius-of-
curvature scale at the edge of the fluid bridge.
The problem will be axisymmetric, and we will work with cylindrical co-ordinates
(r, θ, z) so that z is along the line joining the drop centres, and r is the radial distance
from that line. The co-ordinates are shown in figure 5.8.
5.9.1 Ring of Stokeslets
The edge of the fluid bridge is tightly curved in the (r, z) plane. In addition, the surface
is curved azimuthally around the circle r = rb on z = 0. Since the curvature in the
(r, z) plane is much larger than the azimuthal curvature (since 1/rc ≫ 1/rb), we can
neglect the contribution to the surface stress from the azimuthal curvature.
We must solve for a flow driven by the force from surface tension at the edge of the
fluid bridge, with no stress on the free surface, and no normal velocity or tangential
stress on the fluid bridge. In two dimensions, we showed that the appropriate leading-
order solution was a pair of outward-pointing Stokeslets. Here, we will show that the
axisymmetric version is a ring of outward-pointing Stokeslets around the circle r = rb
on z = 0.








Fig. 5.8 Co-ordinates for the axisymmetric coalescence of three-dimensional drops. The
z-axis is the line joining the drop centres, and r is the radial distance from that line.
In three dimensions, the Stokeslet flow due to a point force F at the origin has
stress




On any plane through the origin, we have x·n = 0, and so σ·n = 0. A three-dimensional
Stokeslet therefore has no stress on any plane through its point of application.
On the fluid-bridge scale, the free surface lies near the plane z = 0, and we can
linearise the stress-free boundary conditions to the plane. Then a ring of Stokeslets at
r = rb on z = 0 will satisfy the linearised stress-free boundary conditions to leading
order, since each part of the ring of Stokeslets has no stress on the plane z = 0. In
addition, the ring of Stokeslets satisfies the stress condition on the fluid bridge.
Now we consider the velocity. Since the Stokeslet velocity for a point force F at
the origin is







we note that if F · n = 0 and x · n = 0 then u · n = 0. So our ring of radially-pointing
Stokeslets has no normal velocity on the plane z = 0, including the fluid bridge r < rb.
This Stokeslet ring is therefore the leading-order solution for the flow due to surface
tension on the fluid-bridge scale, by essentially the same reasoning as above for a pair
of Stokeslets in two dimensions.
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Near the edge, we will need an expression for the velocity of the ring of Stokeslets.
This requires integration to find the effect of the Stokeslet distribution. We expect to
recover the two-dimensional Stokeslet, up to some solid-body motion, near the edge of
the fluid bridge.
On the plane z = 0, we will find the radial component of the velocity on θ = 0











r − rb cos θ
−rb sin θ
 (r − rb cos θ)
R(θ)3
 rb dθ, (5.63)
















where K and E are the complete elliptic integrals of the first and second kind. Taking










+ 3 log 2 − 2
)
for 0 < r − rb ≪ rb, z = 0. (5.65)
We have therefore recovered the velocity for a two-dimensional Stokeslet, together
with a solid-body motion. This will be useful when we match the velocity to the
radius-of-curvature scale.
5.9.2 Similarity solution on the fluid-bridge scale
Our leading-order solution on the fluid-bridge scale is a ring of Stokeslets. But this has
no normal velocity on the free surface. As with two-dimensional coalescence, we must
solve for the next-order velocity proportional to rbṙb/a, in order to find the motion of
the surface from its far-field shape h ∼ r2/2a down to h = 0 at r = rb.
We must solve the Stokes equations
− ∇p+ µ∇2u = 0, ∇ · u = 0, (5.66)
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with stress-free boundary conditions on the free surface, and symmetry conditions on
the fluid bridge. These are
−p+ 2µ∂uz
∂z








=0 on z = 0, r > rb, (5.68)
and
uz =0 on z = 0, r < rb, (5.69)
∂ur
∂z
=0 on z = 0, r < rb. (5.70)







and the far-field displacement is
h ∼ r
2
2a as r → ∞, (5.72)
with h(rb) = 0.
Now we scale the velocity, the pressure and the displacement according to scales
based on the far-field shape, the kinematic boundary condition and the Stokes equations:





ū, p = µṙb
a
p̄, (5.73)
The Stokes equations become
− ∇̄p̄+ ∇̄2ū = 0, ∇̄ · ū = 0. (5.74)




= ūy on z̄ = 0, r̄ > 1. (5.75)
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We work with oblate spheroidal co-ordinates z̄ + ir̄ = sinh(ξ + iη). This is the
axisymmetric analogue to the co-ordinates used above for the two-dimensional problem.
The contours of ξ are confocal oblate ellipsoids, and the contours of η are the orthogonal
hyperboloids of one sheet. In these co-ordinates, the streamfunction must satisfy











with λ = sinh ξ, ζ = cos η. (5.77)
We look for analogue solutions to ψ1 and ψ2 found above (5.28). After some trial and
error, we can find two solutions which satisfy the Stokes equations and all the boundary
and symmetry conditions. They are
ψ3 =
λ3(1 − ζ2)
λ2 + ζ2 and ψ4 = (1 − ζ
2)(λ− (1 + λ2) arctanλ), (5.78)
and the corresponding velocity fields are shown in figure (5.9).
In the far-field,
ψ3 ∼λ(1 − ζ2) as ξ → ∞, (5.79)
∼ r
2
(r2 + z2)1/2 as r




(r2 + z2)3/2 , uz ∼ −
r2 + 2z2
(r2 + z2)3/2 . (5.81)
This is a three-dimensional Stokeslet flow.
The second streamfunction has the far-field behaviour




as ξ → ∞, (5.82)
∼ − π2 r
2 + 2 r
2
(r2 + z2)1/2 as r
2 + z2 → ∞. (5.83)
which gives a solid-body motion in addition to some Stokeslet:
ur ∼ 2
rz
(r2 + z2)3/2 , uz ∼ π + 2
r2 + 2z2
(r2 + z2)3/2 . (5.84)
We take a linear combination of the streamfunctions with ψ = Aψ3 + Bψ4. As
above in two dimensions, we must have no net Stokeslet in the far-field, as the flow
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Fig. 5.9 The Stokes flows given by streamfunctions ψ3 and ψ4 (5.78).
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on larger scales is a Stokes flow for which the forces must balance. In order for the
net force in the far-field to vanish, we must have A− 2B = 0. With this condition, we
can integrate the kinematic boundary condition (5.75) and apply the far-field shape to


















This is the similarity solution for the shape of the surface on the fluid-bridge scale. Near
the edge of the fluid bridge, the surface is curved as h2 = rc(r−rb), with rc = 32r3b /9π2a2.
This sets the radius of curvature of the surface.
5.9.3 Inner-inner scale
On the radius-of-curvature scale near the edge, we can neglect the azimuthal curvature
since it is much smaller than the curvature of the surface in the (r, z)-plane, because
1/rb ≪ 1/rc. If we neglect the curvature of the fluid bridge, then we have a parabolically
curved surface with no variation along the edge of the fluid bridge. The problem is
therefore two-dimensional under these approximations.
The solution is therefore Hopper’s parabola solution [31] again, suitably rescaled to
agree with the parabolic shape set by the flow on the fluid-bridge scale.
Finally, we can match between the fluid-bridge scale and the radius-of-curvature
scale to find rb(t).
5.9.4 Matching
The matching follows the same logic as above in the two-dimensional case. We know
that the velocity on the fluid bridge scale is a ring of Stokeslets to leading order, and
this gives one expression for the velocity on intermediate scales (5.65). We also know
that the solution on the inner-inner scale is the parabola solution above, and the
far-field of that flow gives another expression for the velocity on intermediate scales.






− γ log 4
πµ
= − γ2πµ log
x− rb
rb
+ γ2πµ (3 log 2 − 2) , (5.86)
where the expression on the left-hand side is the velocity from the rescaled parabola
solution, and the expression on the right-hand side is from the Stokeslet ring. We can
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This expression for rb closes the problem, giving the rate of coalescence and the size of
each scale.
5.9.5 Discussion
We have adapted our similarity solution for the initial stage of drop coalescence from
two dimensions to three dimensions. This required new solutions of the Stokes equations
in a particular cut geometry in three dimensions. On the radius-of-curvature scale near
the edge of the fluid bridge, we used Hopper’s solution for the retraction of a parabola
[31].
Matching the flows together gave rb ∝ (γt/µ) log(1/t), as for two-dimensional
coalescence without inertia. The velocity in the bulk of each drop is
2γ2t log2 t
3π2µ2 (5.89)
for three-dimensional coalescence. This is comparable with the velocity above for
two-dimensional coalescence, with a different numerical prefactor.
This solution neglected inertia. We will now adapt the asymptotic structure of the
solution to include the effect of inertia.

Chapter 6
Drop coalescence with inertia
6.1 Introduction
6.1.1 Motivation
At the end of the previous chapter, we saw that the solution for inertialess drop
coalescence involves some solid-body motion in the bulk of each drop given by (5.89).
The velocity in the bulk of each drop is proportional to t log2 t, and we recall that the
solution was asymptotically consistent for sufficiently early times.
Paulsen et al. [49] report experiments with pendant drops of radius roughly 1mm.
By slowly bringing the drops together, Paulsen et al. initiate coalescence without
much initial motion. Images taken from the side show the subsequent motion of the
drops in the drops as they coalesce. For the experiments with a very viscous fluid, the
photographs show that just after coalescence there is indeed some solid-body motion in
the bulk of each drop. This is in agreement with the initial stage of the exact solution
[28, 56]. However, for fluids with a more moderate viscosity, the experiments show
that the bulk of each drop is stationary while the fluid bridge grows. Paulsen et al.
attribute this to the inertia of the fluid, which acts to hold the drop stationary.
Paulsen et al. sketch an argument for how inertia should affect coalescence. By their
reasoning, the vertical force from surface tension on each drop is −2πγrb, multiplying
the force per unit length −γ by the circumference of the fluid bridge 2πrb. But this
neglects the effect of the viscous stress on the fluid bridge. Consider Hopper’s solution
for the retraction of a parabola, reviewed above in §4.8. Following the reasoning of
Paulsen et al., the vertical force on the upper half of the fluid y > 0 would be −γ from
surface tension. But this neglects the viscous stress along the boundary {y = 0, x < 0}
which exactly balances the force from surface tension; there is in fact no net vertical




(a) (b) (c) (d)
Fig. 6.1 The force argument due to Paulsen et al. [49], and a counterexample. (a)
Paulsen et al. claim that the force on the upper drop is given by surface tension
alone. (b) If this were true, the parabola solution of §4.8 would have a force −γ on the
upper-half-space. (c) In fact, the parabola solution has some viscous stress distribution
S on the boundary {y = 0, x < 0}. (d) Analogously, there could be some viscous stress
over the fluid bridge during coalescence.
force on the fluid in y > 0. For drop coalescence, there could be any amount of
viscous stress over the fluid bridge, giving any force on the drop. This argument and
counterexample are sketched in figure 6.1.
We will therefore seek a new theoretical description of drop coalescence that explains
the roles of viscosity and inertia. We will use ideas from the previous chapters on
wedge retraction and the coalescence of inertialess drops.
We saw in chapter 5 that the initial stage of inertialess drop coalescence can be
explained with a similarity solution on the fluid-bridge scale, matching to an exact
Stokes flow for the surface-tension–driven flow around the tightly-curved surface. The
far-field condition on the fluid-bridge scale was given by the fact that the flow in the
bulk of each drop was a Stokes flow, and so there could be no net force on each drop.
In chapter 4, we reviewed Billingham’s asymptotic solution for the retraction of a
fluid wedge with inertia and viscosity. That solution had two separate lengthscales;
an inner lengthscale on which the Stokes equations described the flow, and an outer
diffusive lengthscale (νt)1/2 on which inertia balanced viscosity and the unsteady Stokes
equations governed the flow. The unsteady Stokes flow on this diffusive outer scale
provided a far-field condition for the inner Stokes flow through a solid-body motion
Kb∞.
We will now adapt these ideas to the problem of drop coalescence with inertia.
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Fig. 6.2 Spatial scales for the initial stage of drop coalescence with inertia and viscosity.
On the scale of the drops r ∼ a, there is some irrotational flow, as vorticity has only
diffused out from the point of contact by a distance proportional to (νt)1/2. There is an
unsteady Stokes flow on the (νt)1/2 scale describing the diffusion of vorticity, and this
flow sets the far-field condition for the flow on smaller scales. On the fluid-bridge scale,
r ∼ rb, there is a Stokes flow that matches to the imposed far-field velocity from the
outer diffusive scale. This matches to a particular surface-tension–driven flow around
the tightly-curved edge of the fluid bridge, which has radius of curvature proportional
to rc.
6.1.2 Structure of the solution
We will consider an asymptotic solution with a variety of lengthscales which are
asymptotically separated at early times. The scales are shown in figure 6.2. In general,
the flow on smaller scales drives the motion on larger scales, while the resulting flow
on larger scales sets boundary conditions on the solution on smaller scales.
As in the moving-plate problem in §1.5, and as in Billingham’s solution for wedges,
we will include a (νt)1/2 lengthscale where inertia balances viscosity. On this diffusive
outer scale, we will solve the unsteady Stokes equations, as Billingham does for wedge
retraction. This will give the manner in which the velocity decays to zero, and explain
how the bulk of each drop is essentially stationary during the initial stage of coalescence.
Then we will consider the flow on the fluid-bridge scale, as we did for inertialess
coalescence in chapter 5. On this scale, the viscous stresses will dominate and the
Stokes equations will describe the flow. There is a parallel between the fluid-bridge
scale and Billingham’s O(t) scale.
For inertialess coalescence, we used the fact that the far-field had no net force. Here,
we will need to solve for the unsteady flow on the outer scale, and then use this as a
matching condition for the fluid flow on the fluid-bridge scale. This is analogous to
the way Billingham’s solid-body motion Kb∞ from the outer diffusive scale affects the
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motion on the inner scale. However, where Billingham could simply add a corresponding
solid-body motion to the solution on the inner scale, here we must satisfy symmetry
conditions on the fluid bridge, and so the solution is more involved.
The flow on the fluid-bridge scale will give the similarity solution for the shape of
the surface, and in particular the radius of curvature rc of the edge. Surface tension
acting on this tightly-curved surface drives the flow. As above with wide wedges and
inertialess drop coalescence, we will apply Hopper’s exact solution for the retraction of
a parabola to the problem on the smallest ‘inner-inner’ scale.
The solution is asymptotic at early times, while a ≫ (νt)1/2 ≫ rb ≫ rc. We will use
asymptotic matching to match the flows together, and we will determine the growth of
the fluid bridge, rb(t).
6.1.3 Context
We will show that the outer flow on the diffusive lengthscale (νt)1/2 satisfies the
unsteady Stokes equations above a free surface. We will consider the flows that are
driven by a normal point force or a dipole at the origin, and show how these are relevant
to the drop coalescence problem. Previous work has identified various fundamental
solutions to the unsteady Stokes equations [13, 37, 38, 58, 61]. In particular, Chan
and Chwang give an expression for the unsteady Stokes flow due to a point force in
three dimensions [13]. However, their solution does not satisfy stress-free boundary
conditions on our free surface. Work by Lu and Chwang gives the unsteady Stokes
flow due to a point force near a free surface. However, this does not include the case of
a normal force acting on the surface [37, 38].
Billingham’s work on the unsteady Stokes flow in a cone with half-angle close to
π/2 is closely related to the drop coalescence problem [5]. In that paper, Billingham
considers the effect of a particular normal force distribution on a free surface. For drop
coalescence, we will require the solution for a point dipole localised at the origin with
some time-dependence, and this is not included in Billingham’s work [5].
The Stokes solution on the inner scale is related to work by Eggers et al. [23].
The numerical solution in that paper on the fluid-bridge scale revealed the rate of
coalescence for inertialess drops surrounded by another fluid. Our solution will neglect
any effect of the outer fluid, but will include the effect of inertia through the inclusion
of the outer diffusive scale. Our method is also different; whereas Eggers et al. solve for
the motion numerically with the Stokes boundary integral, we will linearise the surface
and find an analytical similarity solution to the Stokes equations in this simplified
geometry.
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6.2 Diffusive lengthscale
First, we must solve for the flow on the diffusive lengthscale, where inertia balances
viscosity. This will give the way that the flow driven by surface tension decays on
larger scales, as inertia holds the bulk of each drop stationary.
6.2.1 Problem set-up
The problem is axisymmetric, so we use cylindrical co-ordinates (r, θ, z) defined (as
above) with the z-axis along the line joining the drop centres, and r the radial distance
from that line. The velocity components are (ur, 0, uz) where ur and uz are each










so that ψ = rϕ is the streamfunction.





+ u · ∇u
)
= −∇p+ µ∇2u, and ∇ · u = 0. (6.2)
If we scale distances with some lengthscale L and times with the elapsed time t, then






which happens on the lengthscale L ∼ (νt)1/2. We will call this the ‘diffusive lengthscale’,
and write rν for the length (νt)1/2. On this scale, viscosity and inertia are in balance.
If the velocity is sufficiently small, then we can neglect the non-linear term of the




= −∇p+ µ∇2u, ∇ · u = 0. (6.4)
Now we consider the free-surface boundary conditions. These apply on the surfaces
of the drops, but since rν ≪ a during the initial stage, the drop surfaces are near to the
plane z = 0. We will therefore linearise the boundary conditions to the plane z = 0.
The forcing from smaller scales appears at the origin on this scale. As we argued
above that we do not initially know the force distribution over the fluid bridge, we
126 Drop coalescence with inertia
will model the effect on the diffusive scale with a general time-dependent normal point
force at the origin. As part of our solution, we will solve for the stress distribution on
the fluid bridge and the time-dependent net force. We will model the leading-order
effect of surface tension acting on the tightly-curved edge of the fluid bridge with an
infinitesimally small ring of tangential stress at the origin. Since the unsteady Stokes
equations are linear, we can consider the dipole and point force separately.
In this section, we will consider the effect of a point force or a point dipole acting
on a fluid half-space, above an otherwise free surface, with the fluid initially at rest.
For the point force, we will have no tangential stress on the free surface, and normal
stress localised at the origin with Dirac’s delta function. For the dipole, we will have
no normal stress on the free surface, and we take the limit of a small ring of tangential
stress.
6.2.2 Unsteady Stokeslet in three dimensions
We will solve the axisymmetric unsteady Stokes equations with a Hankel–Laplace













where the functional δ(r)/r is defined by
∫ ϵ
0 R(r) (δ(r)/r) rdrdθ = 2πR(0) for any
function R(r) and any ϵ > 0. The upward force on the fluid is therefore 2πF (t). We
take a Hankel–Laplace transform, and the inverse transform gives






p̃(s, k, z)J0(kr)k dk ds, (6.6)






ϕ̃(s, k, z)J1(kr)k dk ds, (6.7)






h̃(s, k)J0(kr)k dk ds, (6.8)
where c is a constant chosen so that the poles of p̃ and ϕ̃ lie to the left of the integration
contour. We note that the Hankel transforms for p and ϕ are of different orders. Now
Laplace’s equation for the pressure and the r-component of the momentum equation
become




and − k2p̃+ p̃zz = 0, (6.9)
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using subscripts for derivatives. The solution which decays in the far-field is
p̃ = ρsA(s, k)e−kz, ϕ̃ = −A(s, k)e−kz +B(s, k)e−mz, (6.10)
for some functions A(s, k) and B(s, k) to be determined by the boundary conditions
(6.5). Transforming each boundary condition gives
− p̃− 2µkϕ̃z = −f̂(s) and ϕ̃zz + k2ϕ̃ = 0, (6.11)
where f̂(s) =
∫∞
0 e−stF (t) dt is the Laplace transform of the forcing. We substitute the







where m = (k2 + s/ν)1/2. Meanwhile, the kinematic boundary condition becomes
sh̃(s, k) = −kϕ̃(s, k, 0). Transforming back gives







4k3m− (k2 +m2)2J0(kr)k dk ds (6.13)






(k2 +m2)e−kz − 2k2e−mz
4k3m− (k2 +m2)2 J1(kr)k dk ds (6.14)







4k3m− (k2 +m2)1/2J0(kr)k dk ds. (6.15)
which is a closed-form solution for the pressure, potential and surface displacement.
We can find the asymptotic behaviour for x, y ≪ rν with a divide-and-conquer
method for the k-integral. There are two contributions to the integral; a large-k
contribution representing the local effect, and a small-k term describing the effect of
the history of the unsteady flow. More details of the calculation are given in appendix
B. We find










where c1 ≈ 0.6561 is derived in the appendix. The first term is the potential for the
expected Stokeslet at the origin. The other term represents a solid-body motion at the
origin, with a magnitude which depends on the history of the forcing. This solid-body
motion is present as a result of the far-field condition; in order for the velocity to decay
in the far-field, there must be some additional solid-body motion at the origin.
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Fig. 6.3 Unsteady Stokeslet for F (t) = H(t). (a) Contours of rϕ. (b) Comparison along
the cone z = r of −ϕ (solid line) against the asymptotic expressions (dashed lines;
(6.18))
In the far-field, a similar divide-and-conquer method for r, z ≫ rν gives




F (τ) dτ. (6.17)
The fluid is initially at rest, and vorticity has only diffused outwards by a distance
proportional to rν, so the far-field is an irrotational flow. The magnitude of this far-field
flow depends on the history of the forcing through the integral
∫ t
0 F (τ) dτ .
We can calculate the streamfunction numerically for any F (t). As an example, take
µ = 1, ρ = 1 and F (t) = H(t), the Heaviside step function. For t > 0, the asymptotic
expressions (6.16) and (6.17) become





for r, z ≪ rν and ϕ ∼ −
rt
(r2 + z2)3/2 for r, z ≫ rν.
(6.18)
We calculate the inverse Hankel–Laplace transform (6.7) with seven-point Gaussian
integration, taking c = 1 in the Laplace transform. The streamlines are contours of
rϕ, and are shown at time t = 1 in figure 6.3(a). The numerically-calculated potential
compares well with the asymptotic expressions on the cone z = r (figure 6.3(b)).
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6.2.3 Unsteady dipole in three dimensions
Now we solve for the flow due to an axisymmetric dipole at the origin. The stress
boundary conditions are now
− p+ 2µ∂uz
∂z











where the functional δ′(r)/r is defined by
∫ ϵ
0 R(r) (δ′(r)/r) rdrdθ = −2πR′(0) for any
function R(r) and any ϵ > 0. The dipole strength is G(t).
Taking the same Hankel–Laplace transform as above (6.6, 6.7), the boundary
conditions (6.19) become




= −k2 ĝ(s), (6.20)
where ĝ(s) =
∫∞
0 e−stG(t) dt is the Laplace transform of the dipole strength. The
pressure and potential are given by the same general solution to the unsteady Stokes
equations above (6.10), and the boundary conditions become new algebraic equations
for A and B.













The solution for the transformed pressure and potential is
p̃ = sĝ(s) k
2me−kz
ν {4k3m− (k2 +m2)2} , and ϕ̃ = ĝ(s)
k(k2 +m2)e−mz − 2k2me−kz
2µ {4k3m− (k2 +m2)2} .
(6.22)
and so









4k3m− (2k2 + s
ν
)2J0(kr)k dk ds, (6.23)






k(k2 + s2ν )e
−mz − k2me−kz
4k3m− (2k2 + s
ν
)2 J1(kr)k dk ds, (6.24)








k3m− k2(k2 + s2ν )
4k3m− (2k2 + s
ν
)2J0(kr)k dk ds. (6.25)
We can use the same divide-and-conquer method again to find the asymptotic
behaviour for r, z ≪ rν. This is more involved than before, as several terms are the
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same order. We find that for r, z ≪ rν,

































where the constant c2 ≈ −0.9111 is derived in appendix B. The first term is the
potential for the expected Stokes dipole at the origin. The other terms are the response
from the inertia. The terms in braces are the Stokes flow driven by the inertia of the
leading dipole. The remaining terms are a solid-body motion set by the history of the
forcing. The corresponding surface displacement is


















In the far-field, we can use a divide-and-conquer method to find the rate of decay











We can calculate ϕ numerically for any given dipole strength G(t). As an example,
we take µ = 1, ρ = 1 and the dipole strength G(t) = H(t). The contours of the
streamfunction rϕ at time t = 1 are shown in figure 6.4(a). For t > 0, the asymptotic
expressions (6.26) and (6.28) become
ϕ ∼ rz4(r2 + z2)3/2 −
r
64t for r, z ≪ rν and ϕ ∼
4t3/2r(4z2 − r2)
π1/2(r2 + z2)7/2 for r, z ≫ rν.
(6.29)
A comparison on the cone z = r shows good agreement between the numerically-
calculated potential and the asymptotic expressions (figure 6.4(b)).
For drop coalescence, the driving dipole is given by a ring of radial Stokeslets
around the edge of the fluid bridge. A calculation in appendix C shows that this gives
a dipole with strength G(t) = γr2b .
6.3 Fluid-bridge scale
On the fluid-bridge scale, we have rb ≪ (νt)1/2 and so viscosity dominates. As above
with our fluid-bridge scale solution for inertialess coalescence, there is a leading-order
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Fig. 6.4 Unsteady dipole for G(t) = H(t). (a) Contours of rϕ. (b) Comparison on the
cone z = r of ϕ (solid line) against the asymptotic expressions (dashed lines; (6.29))
Stokeslet flow driven by the ring of tightly-curved surface at the edge of the fluid bridge.
We have see in section §5.9.1 that a ring of Stokeslets satisfies stress-free boundary
conditions on the plane z = 0.
Now we will solve for the similarity solution on the fluid-bridge scale. The outer
flow on the diffusive scale has set up a flow at the origin which our inner solution
must match. On the fluid-bridge scale, the solution must describe the velocity which
matches to the flow in each drop, but also have no normal velocity on the fluid bridge.
This flow will give the displacement of the surface, from zero at the edge of the fluid
bridge, out to its far-field displacement set up by the outer flow.
The surface stresses drive a further correction flow, as does the inertia of the Stokeslet
ring. We will show below in §6.4 that these correction terms are asymptotically smaller































for the largest term in the solid-body motion from the outer diffusive scale, and for the
corresponding surface displacement.
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As above for the coalescence of three-dimensional drops without inertia, we work
with oblate spheroidal coordinates, z + ir = rb sinh(ξ + iη). The two solutions with no
stress on the boundaries are
ψ3 =
λ3(1 − ζ2)
λ2 + ζ2 and ψ4 = (1 − ζ
2)(λ− (1 + λ2) arctanλ). (6.32)
We use a linear combination of these Stokes solutions, writing ψ = u∞r2b (Aψ3+Bψ4).
The velocity tends to the correct value, u∞, if we take B = 1/π. Now we write the
leading-order surface position as h1 = h∞H(ξ), and the kinematic boundary condition
becomes
H − 12 coth ξ
∂H
∂ξ




We integrate this for
H(ξ) = (A−B)
(
cosh2 ξ arctan sinh ξ + sinh ξ
)
+ 2B arctan sinh ξ, (6.34)
where we have applied H(0) = 0. The far-field shape does not grow as r2 in the far-field





(ψ3 + ψ4) , (6.35)










This tends to h∞ for large r, matching the displacement in the far-field.
We can find the force over the fluid bridge by looking for the far-field Stokeslet
present in ψ3 and ψ4. For the solution here, the force over the fluid bridge is
F = −12µrbu∞ez. (6.37)
We note that this does not have magnitude 2πγrb, as claimed by Paulsen et al. [49].
6.4 Corrections due to inertia and surface stresses
In finding this similarity solution, we have neglected the surface stresses from the
Stokeslet ring and from surface tension acting on the curved shape (6.36). As before
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with inertialess drop coalescence, these stresses appear at the next order and drive a




There is an additional source of correction terms; the inertia of the leading-order
Stokeslet ring drives a flow. Considering the neglected terms of the Navier–Stokes










At the next order, we have the Stokes equations for the correction velocity driven by
the inertia of the Stokeslet ring, which appears in the equations as a body force. The
correction velocity is therefore proportional to ṙbrbργ/µ2. Once again, this is smaller
than u∞.
We can solve for these corrections due to inertia and surface stresses with Tranter’s
method. The details of the solution are given in appendix C. The solution driven by
the surface stress matches to the single-cut solution found in §4.7 near the edge of the
fluid bridge. The solution driven by inertia matches to the remaining far-field terms in
(6.26) from the unsteady outer scale.
6.5 Matching
As before with inertialess coalescence, we can neglect the azimuthal curvature on the
inner-inner scale, and this gives a local two-dimensional problem for the flow due to
surface tension. We define local coordinates (x, y) with the origin on the edge of the
fluid bridge, the x-axis in the local radial direction, and the y-axis in the axial direction.
We will write (ux, uy) for the corresponding velocity components. The surface is at
y = h(x). On scales smaller than rb near the edge of the fluid bridge, the surface is
parabolically curved as h2 ∼ rcx, with rc = 8h2∞/π2rb. The Stokes flow solution is once
again Hopper’s exact solution for the retraction of a parabola, which we described
above in §4.8.
We will now match the velocity fields between the Stokeslet ring and the rescaled








+ 3 log 2 − 2
)
(6.40)
134 Drop coalescence with inertia















log 4 + 12
)
+ ṙb (6.41)























eγ2t log (π2µ2ν/γ2t) . (6.44)
This gives the growth of the fluid bridge and the rate of coalescence. Neglecting O(t)







t̄ log 1/t̄ , (6.45)
where Oh = µ/√ρaγ is the Ohnesorge number.
6.6 Drop scale
We have seen that the velocity decays on the diffusive scale, so the velocity in the bulk
of each drop is small. We can now solve for the actual velocity in the drops, driven by
the flow on the diffusive scale.
Since a ≫ rν, the inertial terms of the Navier–Stokes equations dominate on the
drop scale, and we must solve for an inviscid flow. If we write u = ∇Φ then the
potential Φ must satisfy Laplace’s equation ∇2Φ = 0.
We will use the far-field asymptotic expressions (6.17) and (6.28) to compare the
decaying unsteady dipole and Stokeslet in order to find the largest contribution to the
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On the drop radius scale, the unsteady Stokeslet therefore dominates as rνr2b t ≪ rbu∞t.
We must solve ∇2Φ = 0, finding the solution which matches to the far-field velocity
of the unsteady Stokeslet, and which has a constant pressure on surface of the sphere,
which has radius a. We can solve this analytically; the potential is simply
Φ = −
∫ t









This gives the flow in the bulk of the drop during the initial stage of drop coalescence.
6.7 Electrical problem
Recent experiments infer the size of the fluid bridge through measurements of the
resistance of the electrical flow through the fluid bridge [12, 49]. If we neglect the
curvature of the drops, then the leading-order resistance comes from the electrical flow
on the fluid-bridge scale through the region of contact between the drops. Paulsen et
al. [49] and Case and Nagel [12] try to solve for this electrical flow numerically, but
there is a simple analytical solution that we can use, which we will find here.
The electrical potential ϕ satisfies ∇2ϕ = 0 and tends to ±∆V/2 in the bulk of





The current density j satisfies Ohm’s law j = −σ∇ϕ.
First, we non-dimensionalise with




We will solve Laplace’s equation with oblate spheroidal co-ordinates, looking for a




ϕ̄′′(ξ) + ϕ̄′(ξ) tanh ξ
)
cos 2η + cosh 2ξ , (6.51)
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and so





for some constants A and B. As ξ → ±∞, we want ϕ̄ → ±12 , so we must have A = 2/π
and B = 0.












dr = 2. (6.53)
In dimensional terms, we have a current 2∆V σrb associated with the potential drop
∆V , so the resistance is
R = 12σrb
. (6.54)
Case and Nagel [12] solve numerically for the resistance of the fluid bridge, and
arrive at the conclusion that the resistance is given by (6.54) exactly (no numerical
results are given). That paper attributes this to the resistance of the hemisphere; our
solution shows that the resistance arises from the electrical flow through the circle of
contact, independent of the outer geometry (which contributes a smaller resistance).
This next correction depends on the exact interface shape and the geometry of the
drops (e.g. on the curvature and the connection with the electrical circuit).
The numerical pre-factor calculated by Paulsen et al. [48] is 2/3.62, which is
wrong by 10%. Errors have probably entered from the use of a particular form for the
next-order correction.
6.8 Discussion
This solution is asymptotic, and only valid at early times. To find out when the initial
stage gives way to some further dynamics, we can consider the order of the scales.
During the initial stage, we have
rb ≪ (νt)1/2 ≪ a. (6.55)
There are two ways that this asymptotic solution can break down. It may be the case
that rb ∼ (νt)1/2, which occurs when
γt
µ





The other possibility is that (νt)1/2 ∼ a. This occurs at a time when










if Oh < 1 (6.58)
and vice versa, where Oh = µ/(ρaγ)1/2 is the Ohnesorge number. So for inviscid fluids
with Oh ≪ 1, we expect the asymptotic solution to break down when the fluid bridge
meets the diffusive scale. This happens when t ∼ µ3/ργ2 and the fluid bridge is of size
rb ∼ Oh2a. Since Oh ≪ 1, this happens before rE ∼ a, so the fluid bridge is still small
when the initial stage ends.
For more viscous fluids with Oh ≫ 1, we expect the solution to break down when
the diffusive scale meets the radius of the fluid bridge. This happens when t ∼ a2ρ/µ,
when the fluid bridge is of size rb ∼ Oh−2a. Since Oh ≫ 1, this happens before rE ∼ a,
so once again the fluid bridge is small when the initial stage ends.
It is interesting to consider the motion of the drops after the initial stage. In the
viscous case Oh ≫ 1, vorticity has now diffused out through the bulk of each drop, and
in the subsequent motion, vorticity diffuses through the fluid on a timescale proportional
to a2ρ/µ. In the subsequent motion, we therefore expect the Stokes equations to hold
for the flow in the bulk of each drop. We could then use the inertialess solution of
chapter 5 to describe the flow, at least while rb ≪ a.
For more inviscid fluids with Oh ≪ 1, it is less clear what subsequent flow we
should expect. At the cross-over time, the fluid bridge is now comparable with the
diffusive lengthscale, and so we should consider the possibility that inertia matters on
a scale near the edge of the fluid bridge. Balancing the inertial and viscous terms of
the Navier–Stokes equations, using the capillary velocity γ/µ, we see that




This is also the size of the fluid bridge at the cross-over time. It is no longer clear that
the surface is tightly curved, as motion on this small scale could change the shape of
the surface, or cause reconnection ahead of the fluid bridge.
The cross-over time µ3/ρ2γ is a much earlier time than that seen in experimental
studies [48] for the crossover to the inviscid dynamics. We note that if the lengthscale
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µ2/ργ is important in the subsequent motion, then there will be another cross-over
when this lengthscale becomes comparable with the typical gap between the drops
r2b /a. If rb is still proportional to γt/µ, then this would happen at a cross-over time
proportional to µ2(a/ργ3)1/2. This is the cross-over time observed by Paulsen et al.
[48].
We can therefore hypothesise the existence of an asymptotic solution for the
intermediate stage of drop coalescence, with an irrotational motion on the scale of the
fluid bridge, except possibly for a narrow wake behind the edge of the expanding fluid
bridge. On scales proportional to µ2/ργ near the edge of the fluid bridge, we expect
an Oseen flow to govern the motion of the fluid surface, driven by surface tension on
the interface.
Investigating the existence of this intermediate stage should be the focus of future
work on the dynamics of drop coalescence. Asymptotic analysis may confirm the
structure suggested above, and careful experimental or numerical work may reveal the
lengthscales of the flow.
6.9 Two-dimensional asymptotic solution
For completeness, we will consider the remaining case of two dimensional drop coales-
cence with inertia. There is some suggestion in the literature that two-dimensional
and three-dimensional flows should be comparable; Eggers et al. [23] solve for a
two-dimensional flow, and Paulsen et al. [49] compare the two-dimensional solution for
inertialess drop coalescence with the three-dimensional experiments. This section will
serve as a cautionary tale; we will show that the leading-order time-dependence of rb for
two-dimensional coalescence is not the same as it is for the analogous three-dimensional
problem.
6.9.1 Structure of the solution
The spatial structure of the solution is the same as the three-dimensional case above.
As before, we must solve for the outer unsteady flow on the diffusive scale. We
do this in two dimensions for a general Stokeslet and general dipole with a Fourier–
Laplace transform. On the fluid bridge scale, we adapt our similarity solution from the
inertialess case, taking different multiples of the free-surface eigenfunctions. As always,
the flow on the scale of the radius of curvature of the surface is given by Hopper’s
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solution for the capillary flow around a parabola, and matching the velocity sets the
rate of coalescence.
6.9.2 Unsteady Stokeslet in two dimensions
We will work with Cartesian coordinates (x, y) so that the fluid lies in the half-space
y > 0. For the flow due to a point force, we have no tangential stress on y = 0, and
we will represent the normal stress with a delta function. We will solve the unsteady
Stokes equations in y > 0 subject to these boundary conditions, looking for the solution








and take a Fourier–Laplace transform for the pressure and streamfunction. The inverse
transform gives






cos(kx)p̃(s, k, y) dk ds, (6.61)






sin(kx)ψ̃(s, k, y) dk ds, (6.62)






cos(kx)h̃(s, k) dk ds, (6.63)
where c is a real constant chosen so that poles of the integrand lie to the left of
the s-contour. Now Laplace’s equation for the pressure and the x-component of the
momentum equation become
ρsψ̃y = kp̃+ µ(ψ̃yyy − k2ψ̃y) and − k2p̃+ p̃yy = 0, (6.64)
in which we use subscripts to denote derivatives. The solution that decays in the
far-field is given by
p̃ = ρsA(s, k)e−ky and ψ̃ = −A(s, k)e−ky +B(s, k)e−my (6.65)
for some functions A(s, k) and B(s, k) to be determined by the boundary conditions,
where m = (k2 + s/ν)1/2. The boundary conditions on y = 0 are
− p+ 2µ∂uy
∂y
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where F (t) is the time-dependent force on the fluid. These transform to
− p̃− 2µkψ̃y = −f̂(s) and ψ̃yy + k2ψ̃ = 0, (6.67)
where f̂(s) =
∫∞
0 e−stF (t) dt is the Laplace transform of the forcing. The boundary
equations become algebraic equations for A and B, and the solution givesA
B
 = −f̂(s)





p̃ = −sf̂(s) (k
2 +m2)e−ky
ν {4k3m− (k2 +m2)2} , ψ̃ = f̂(s)
(k2 +m2)e−ky − 2k2e−my
µ {4k3m− (k2 +m2)2} . (6.69)
Using a divide-and-conquer method for the k-integral, we can find the asymptotic
behaviour for x, y ≪ rν. There are two contributions to the integral; a large-k
contribution representing the local effect, and a small-k term describing the effect of


















where c3 ≈ −0.9367 is derived in appendix B. The first term is the streamfunction for
the expected Stokeslet at the origin. The other terms give a solid-body motion at the
origin which depends on the history of the forcing. This solid-body motion is present
as a result of the far-field condition; in order for the velocity to tend to zero in the
far-field, there must be some additional solid-body motion at the origin.
We can use a similar divide-and-conquer method to find the behaviour for x, y ≫ rν.
In this case, only the small-k contribution is significant, and it gives




F (τ) dτ. (6.71)
The fluid is initially at rest, and vorticity has only diffused to a distance proportional
to rν, so the far-field is an irrotational flow, satisfying ∇2ψ = 0. The magnitude of this
flow depends on the history of the forcing.
We can calculate the streamfunction numerically for any F (t). As an example,
take µ = ρ = 1 and F (t) = H(t), the Heaviside step function. The Laplace transform
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Fig. 6.5 Unsteady Stokeslet in two dimensions for F (t) = H(t). (a) Contours of ψ. (b)
Comparison along the line y = x of −ψ (solid line) against the asymptotic expressions
(dashed lines)
is f̂(s) = s−1, and we calculate the integral numerically with seven-point Gaussian
integration. The streamlines at time t = 1 are shown in figure 6.5(a). For t > 0, the
asymptotic expressions become
ψ ∼ x2π log
√√√√x2 + y2
r2ν
+ c3x2π for x, y ≪ rν, ψ ∼ −
tx
π(x2 + y2) for x, y ≫ rν, (6.72)
and we note that rν = 1 at time t = 1. Comparing ψ with the asymptotic expressions
along the line y = x in figure 6.5(b), we see that the numerically-calculated values
agree well in the appropriate limits.
6.9.3 Unsteady Dipole in two dimensions
The stress on the interface is
− p+ 2µ∂uy
∂y








using subscripts for components. The dipole strength G(t) would be 12F (t)d(t) for
the dipole found by taking the limit as d → 0 of a pair of point forces ±F (t)ex
acting at x = ±12d(t), with half of the force carried by the upper half-space. The
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kinematic boundary condition for the surface displacement h is ∂h
∂t
= uy, neglecting
terms quadratically small in u and h.
Differentiating the normal stress condition with respect to x before transforming
each boundary condition gives





where ĝ(s) is the Laplace transform of G(t). We substitute the general solution into







Transforming back, we have









4k3m− (k2 +m2)2 dk ds, (6.76)







2me−ky − k(k2 +m2)e−my
4k3m− (k2 +m2)2 dk ds, (6.77)









2 +m2) − 2k2m
4k3m− (k2 +m2)2 dk ds. (6.78)
Once again, a divide-and-conquer method for the integral gives the asymptotic
behaviour near the origin, for x, y ≪ rν, as








where c4 ≈ 0.1360 is derived in the appendix. The first term is the streamfunction for
the expected Stokes dipole. The second term is a solid-body motion at the origin. As
before, this solid-body motion is necessary at the origin for the velocity to decay in
the far-field, and this velocity depends on the history of the forcing.











which is an irrotational flow as before.
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Fig. 6.6 Unsteady dipole in two dimensions for G(t) = H(t). (a) Contours of ψ. (b)
Comparison along the line y = x of ψ (solid line) against the asymptotic expressions
(dashed lines)
As an example, we can take µ = 1, ρ = 1 and G(t) = H(t). The streamlines at time
t = 1 are shown in figure 6.6(a). For t > 0, the asymptotic expressions for ψ become
ψ ∼ xy2π(x2 + y2) −
c4x
π3/2rν
for x, y ≪ rν, ψ ∼
16rνtx(3y2 − x2)
3π3/2(x2 + y2)3 for x, y ≫ rν.
(6.81)
This comparison is shown in figure 6.6(b) along the line y = x, and the numerically-
calculated streamfunction agrees well with the asymptotic expressions.
6.9.4 Fluid-bridge scale
For two-dimensional drop coalescence, the effect of surface tension acting on the
tightly-curved surface at the edges of the fluid bridge, on the fluid-bridge scale, is a
pair of Stokeslets at x = ±rb of strength ±2γ. We have shown before that this pair
of Stokeslets satisfies no-stress boundary conditions on y = 0. We now consider the
additional flow that is driven by the outer flow on the diffusive lengthscale.
On the diffusive scale, the pair of Stokeslets can be approximated as a dipole of
strength G(t) = 2γrb. We have just seen that, as a result of inertia, this sets up a flow
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at the origin with streamfunction
ψ ∼ γrbxy








which consists of the Stokes dipole together with a solid-body motion. We will show
that rb ∝ t log 1t during the initial stage, so we expect the solid-body motion to have
size proportional to rb/rν ∼ t1/2, up to factors of log t. The surface displacement will
therefore be proportional to t3/2.
On the fluid-bridge scale, we will solve for a stress-free similarity solution with
velocity of magnitude t1/2 to match to the outer flow. We write
x = rbx̄, u = t1/2ū, h = t3/2H (x̄) , ψ = t1/2rbψ̄. (6.83)
We found two Stokes solutions in this doubly-cut geometry above (5.28); they are
ψ1 =
sinh3 ξ cos η
sinh2 ξ + sin2 η
and ψ2 = cos η (ξ cosh ξ − sinh ξ) . (6.84)








We integrate the kinematic boundary condition and choose the solution which does not














and this gives the curvature near the edge in terms of A. Now we can set A by requiring
the far-field velocity to match to the flow from the outer unsteady scale. At leading
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This sets A in terms of rb. We will now determine rb to leading order by matching to
Hopper’s parabola solution on the inner-inner solution.
6.9.5 Matching
As before, we rescale the parabola solution and match the velocity between the inner-











log 4 + 12
)
∼ − γ2πµ log
r
rb
+ γ2πµ (log 2 − 1) , (6.89)



















This in turn gives a leading-order expression for A, as we can now approximate the































We saw above in chapter 5 that the two-dimensional and three-dimensional problems
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if we neglect O(t) terms. This supported the claim of Eggers et al. that two-dimensional
and three-dimensional coalescence should have the same asymptotic behaviour [23].
However, we have now seen an example where the asymptotic expressions differ at
















which is slower by a factor of 2.
The argument of Eggers et al. is therefore incorrect; two-dimensional analogue
problems do not always have the same asymptotic behaviour as the three-dimensional
versions. We can summarise the difference with a simple scaling argument based on
the analysis above. For three-dimensional coalescence, surface tension acting on the






and so, on the outer scale, this is proportional to γr2b /µνt. The unsteady Stokes flow
on the outer diffusive scale includes a solid-body motion at the origin of this order
(and in fact, also a logarithmically larger term, which we will ignore for this simple
scaling argument). We expect this flow to move the surfaces apart by a distance
proportional to γr2b /µν. The radius of curvature at the edge of the fluid bridge is
therefore proportional to γ2r3b /µ2ν2. Slender body theory suggests that the motion of












The nature of the matching is also different between the two cases, and this is in part
to the difference between the Stokeslet flow in two dimensions and three dimensions.
For the three-dimensional problem, the force on the fluid bridge was unimportant for
the matching since the Stokeslet flow decays in three dimensions. On the other hand,
for the two-dimensional problem, the Stokeslet flow grows with distance, and matches
to the far-field velocity driven by the unsteady outer flow.
Chapter 7
Conclusions
7.1 Summary of results
When two spheres of one fluid, surrounded by a second fluid, come close enough together
to touch, a change of topology occurs, and the spheres are joined through a neck, with
high curvature at the edge of the neck. Surface tension acts on this tightly-curved edge
pulls the neck wider and the spheres closer together. This is coalescence.
We have solved for the fluid motion during the initial stage of coalescence in
two extreme cases; firstly neglecting any effect of a fluid inside the spheres, and then
neglecting any effect of a fluid outside the spheres. In these two cases, we have identified
the lengthscales of the flow and solved appropriate forms of the Navier-Stokes equations
analytically or numerically on each scale. Matching these solutions together gives an
asymptotic solution, valid for sufficiently early times; we have identified the initial
motion, while the neck is small.
7.1.1 Coalescence of bubbles
If the fluid inside the spheres has negligible viscosity and inertia, then we can apply
the results of chapter 2, in which we called the spheres ‘bubbles’. In that chapter, we
found a similarity solution for the fluid velocity and the thickness of the sheet between
the bubbles. This asymptotic solution holds while the hole joining the bubbles is












t1/2 if Oh ≪ 1, (7.1)
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where Oh = µ/√ρaγ is the Ohnesorge number with a the bubble radius, γ the coefficient
of surface tension, and µ and ρ the dynamic viscosity and the density of the fluid
outside the bubbles. For all Oh, the hole grows as rE ∝ t1/2, with a prefactor which we
found numerically.
We also found a similar result for the coalescence of circular bubbles in two
dimensions; rE ∝ t1/2 for all Oh in this case.
7.1.2 Coalescence of drops
If the fluid outside the spheres has negligible viscosity and inertia, then we can apply
the results of chapter 6, in which we called the spheres ‘drops’. In this case, there is
an outer diffusive scale proportional to (νt)1/2 over which vorticity diffuses out from
the point of contact between the drops, where ν is the kinematic viscosity and t is the
elapsed time. On the scale of the fluid bridge joining the drops, the effect of inertia is
negligible. We solved for the Stokes flow on the scale of the fluid bridge joining the
drops, and solved for the unsteady Stokes flow on the outer diffusive scale. We found






eγ2t log π2µ2ν/γ2t (7.2)
while the fluid bridge is sufficiently small.
7.2 Future work
7.2.1 General coalescence problems
We have solved for coalescence where one of the fluids has negligible viscosity and
inertia. In general, fluids have some viscosity and inertia, and future work could address
the case of coalescence of spherical drops of one fluid surrounded by a comparable
second fluid.
Eggers et al. [23] give the solution for the coalescence of two dimensional drops in a
fluid with the same viscosity, but neglect inertia. It would be interesting to know how
inertia modifies this flow; we might expect that inertia would matter on a diffusive
outer scale proportional to t1/2, and that the unsteady Stokes equations would govern
the flow on such a scale, as above. The solution would be affected by the thin viscous
layer of fluid between the drops, which would perhaps impede the normal motion of
the interface. If the outer flow cannot move the interface, then we might expect the
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flow on the inner Stokes scale to be relatively unaffected by the presence of inertia, in
contrast to the solution above.
In this general case, an initial stage in which inertia matters in both fluids will last
only while (νt)1/2 ≪ a, where ν is the larger kinematic viscosity of the fluids, before
vorticity has diffused out to the scale of the drops. In fact, the initial stage might end
much earlier, and there may be a complicated picture of crossover from a general initial
stage to either the bubble coalescence solution above, the drop coalescence solution
above, or to something like the matched-viscosity solution of Eggers et al. [23]. Only
by solving for the flow would we know where these crossovers occur.
7.2.2 Next stages of coalescence
We have solved for the flow during the initial stage of coalescence, for sufficiently early
times. Future work could identify the subsequent flows, after the initial stage has
ended.
For example, in the work on drop coalescence, we identified a crossover time after
which the radius of the fluid bridge is larger than (νt)1/2. After this, the asymptotic
structure above does not hold. But since the fluid bridge is still much smaller than
the radius of the drops, we might expect some asymptotic solution to be possible,
exploiting that separation of scales.
Such a solution might itself involve several distinct lengthscales, and there might
be further crossovers and stages of coalescence before the radius of the fluid bridge is
comparable to the radius of the drops. This potential for future work to identify further
crossovers gives us hope that we could perhaps justify the crossover times observed
experimentally, for example by Paulsen et al. [50].
This is an exciting time to work on coalescence problems, as advances in numerical
and experimental techniques mean that there is likely to be new examination of the
initial stages of coalescence, as smaller scales and quicker events can be imaged and
simulated. Whatever the landscape of crossovers turns out to be, it is clear that there
is more theoretical work to be done to explain all the possible flows that can arise.
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Next-order correction for 2D
coalescence without inertia
Our similarity solution on the fluid bridge scale neglects the surface stresses. As a
result, we saw that the exact solution due to Hopper and Richardson only decayed to
the similarity solution slowly, with the next term only slightly smaller. Here, we solve
for the next correction due to the surface stresses.
There are two sources of surface stress; from the leading-order Stokeslets and from
surface tension acting on the curved surface. These stresses of order γh/r2b drive a flow
of size γh/µrb ∼ γrb/µa. This is smaller than the leading-order velocity by a factor of
ṙbµ/γ ∼ log(8a/rb)/π.
A.1 Solution with Tranter’s method
Non-dimensionalise all distances with rb, and the velocities with γrb/µa. We solve the
Stokes equations in y > 0. The boundary conditions on y = 0 are known stress on
|x| > 1 and symmetry on the fluid bridge (no tangential stress or normal velocity on
|x| < 1). In non-dimensionalised variables, these are
−p+ 2∂v
∂y











(x− 1)hx − h
(x− 1)2 −
(x+ 1)hx − h
(x+ 1)2
)
for |x| > 1, (A.2)








= 0 for |x| < 1, (A.4)
158 Next-order correction for 2D coalescence without inertia
where we have chosen the pressure so that N(x) → 0. The shape h is given by the
leading-order solution h = x
√
x2 − 1.
We want to solve this with Tranter’s method, but there is a technical problem;
the stresses are divergent and so the integrals in Tranter’s method do not converge.
To work around this, we subtract a solution to the Stokes equations that diverges in
the right way at the edge. In section §4.7, we solved for the Stokes flow around a
single narrow parabolic cut with surface tension, and so here we employ a pair of the
















































where x = 1 + r1 cos θ1 = −1 − r2 cos θ2 and y = r1 sin θ1 = −r2 sin θ2. This removes
the largest singularities of the normal and tangential stresses. We also subtract a
solid-body motion and a multiple of the stress-free solution ψ1 above (5.28), given by
ψ1 =
sinh3 ξ cos η
sinh2 ξ + sin2 η
. (A.6)
With all these subtracted terms, we write
ψ = ψABCD − kSBMx+ k1ψ1 + ψ̄ (A.7)
for the streamfunction, and similarly for the pressure. The boundary conditions become
−p̄+ 2∂v̄
∂y

























(x2 − 1)3/2 +
√
2
π(x− 1)3/2 for |x| > 1, (A.9)








=0 for |x| < 1. (A.11)
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We will write N(x) and T (x) for the applied stresses on the right-hand sides of (A.8)
and (A.9) respectively.





ψ̃ sin kx dk, p̄ =
∫ ∞
0
ψ̃ cos kx dk. (A.12)
The solution to the transformed Stokes equations is
p̃ = Ae−ky, ψ̃ = −Ay2k e
−ky +Be−ky, (A.13)







sin kx dk =
T (x
′) for |x| > 1




Bk2 sin kx dk =0 for |x| < 1, (A.15)∫ ∞
0
Bk sin kx dk = − 12
∫ ∞
x
N(x′) dx′ for |x| > 1, (A.16)
where we have taken the x-derivative of the velocity condition to remove the constant
kSBM , and we have taken the x-integral of the normal stress condition, choosing the
constant so that the integral decays in the far-field.
The tangential stress condition gives A in terms of B and the tangential stress T ;




T (x′) sin kx′ dx′ − 2k2B, (A.17)
so we just need to solve for B(k). We do this with Tranter’s method.
We write sin kx as (π/2)1/2J1/2(kx)
√
kx and the problem for B is in the form solved
by Sneddon [63] with α = 1/2, ν = 1/2. The solution is














which we will calculate numerically, making use of asymptotic expressions for the

























−8 + 12π − 3 log 2
6π for 0 < x− 1 ≪ 1




for x ≫ 1,
(A.20)








































The asymptotic behaviour of N(x) gives
C(ρ) ∼
0.4305 + 0.9375 log(ρ− 1) for 0 < ρ− 1 ≪ 10.2951ρ−3/2 log ρ− 0.2668ρ−3/2 for ρ ≫ 1, (A.23)
and then we calculate





replacing C(ρ) with its asymptotic expressions for extreme values of ρ. We find
B ∼

0.07791k−3/2 + 0.08979k−3/2 log k for k ≪ 1








for k ≫ 1.
(A.25)
Now we need to find kSBM to satisfy the normal velocity condition on the fluid
bridge. The velocity at the origin is
− kSBM = v(0, 0) =
∫ ∞
0
Bk dk = 0.1089, (A.26)
where we have integrated numerically, using the asymptotics for extreme k.
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so that the kinematic boundary condition,
∂h
∂t






2 +H = h1
∂vS
∂y
+ v − uSh′1. (A.29)
Now recall that v = vABCD + kSBM + k1v1 + v̄, where
vABCD = −
8 + 3 log(x− 1)





























+ vABCD + kSBM + k1v1 + v̄ − uSh′1
x′3
dx′. (A.32)
Since we do not want H to grow as x2 in the far-field at this order, we must have
0 = −4.4962π +
2
2π − k1 + 0.1841, (A.33)
which sets
k1 = −0.2131, (A.34)
completing the solution.
A.2 Velocity on the centreline
To check the solution, we calculate v on x = 0. We need
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Fig. A.1 (a) Hopper and Richardson’s solution on the fluid bridge scale with the
Stokeslets subtracted. (b) The first correction scales with rbṙb/2a, with the next
correction driven by the surface stress. (c) Subtract the first correction and the next
term collapses when rescaled. The red line is the velocity calculated in this appendix.














x′2 + y2 dx
′, (A.37)
and we recall that
T (x) = − 4
π
1
(x2 − 1)3/2 +
√
2
π(x− 1)3/2 . (A.38)









2(1 + y2)1/4(y sin arctan y2 − cos
arctan y
2 )
(y2 + 1)3/2 . (A.39)
We must still integrate the term involvingB numerically, using the asymptotic behaviour
for large k again. This gives the velocity shown with a red line in figure A.1(c). The
exact solution, with the leading-order Stokeslet and similarity solution subtracted,
collapses extremely well onto the curve for the next correction.
Appendix B
Asymptotics for unsteady flows
In section 6.2, we found Hankel–Laplace transforms for the pressure, potential and
surface displacement. To match these flows to the solution on smaller scales, we need
the asymptotic behaviour at the origin, and to find the flow on larger scales, we need
the asymptotic behaviour in the far-field. In this appendix, we use a divide-and-conquer
method to find the required asymptotic expressions from the transformed quantities.
We then repeat the calculation for the two-dimensional flows considered in section
6.9.
B.1 3D point force
The solution derived above (6.15) is







4k3m− (k2 +m2)2J0(kr)k dk ds (B.1)






(k2 +m2)e−kz − 2k2e−mz
4k3m− (k2 +m2)2 J1(kr)k dk ds (B.2)







4k3m− (k2 +m2)1/2J0(kr)k dk ds. (B.3)





(k2 +m2)e−kz − 2k2e−mz
4k3m− (k2 +m2)2 J1(kr)k dk. (B.4)
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(2k̂2 + η̂2)e−k̂β − 2k̂2e−(k̂2+η̂2)1/2β
4k̂3(k̂2 + η̂2)1/2 − (2k̂2 + η̂2)2
J1(k̂)k̂ dk̂. (B.5)
For r ≪ (νt)1/2 and |ŝ| = O(1), we have η̂ ≪ 1. So we can split the k-integral at some
δ such that η̂ ≪ δ ≪ 1. Then asymptotic expressions for the exponentials and the







































4u3(u2 + 1)1/2 − (2u2 + 1)2 +
1
2 du ≈ 0.6561. (B.9)













































which is the asymptotic expression given above as equation (6.16).
B.2 3D dipole 165
B.1.2 Far-field
For r, z ≫ (νt)1/2, we split the k-integral at ∆ with 1 ≪ ∆ ≪
√































F (τ) dτ. (B.17)
which is given above as equation (6.17). Similarly, the pressure becomes

















(r2 + z2)3/2 ds (B.19)
= z(r2 + z2)3/2F (t). (B.20)
B.2 3D dipole
For the three-dimensional dipole, we have the inverse transform (6.25)







4k3m− (k2 +m2)2J0(kr)k dk ds, (B.21)








2 +m2)e−mz − k2me−kz
4k3m− (k2 +m2)2 J1(kr)k dk ds (B.22)









4k3m− (k2 +m2)2 J0(kr)k dk ds. (B.23)







2 +m2)e−mz − k2me−kz
4k3m− (k2 +m2)2 J1(kr)k dk. (B.24)
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2 + η̂2)e−(k̂2+η̂2)1/2β − k̂2(k̂2 + η̂2)1/2e−k̂β
4k̂3(k̂2 + η̂2)1/2 − (2k̂2 + η̂2)2
J1(k̂)k̂ dk̂. (B.25)
For r ≪ (νt)1/2 and |ŝ| = O(1), we have η̂ ≪ 1. So we can split the k-integral at δ
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√
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estĝ(s)s log s ds = −
∫ t
0









dτ − (Eγ + log t)G′(t), (B.27)
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so








































2 + 1) − u2(u2 + 1)1/2
4u3(u2 + 1)1/2 − (2u2 + 1)2
)
+ u1 + u2 du−
1
2 − log 2 +
1
2Eγ (B.29)
≈ − 0.6947. (B.30)
B.2.2 Far-field
















)3/2 3r(4z2 − r2)





























which is given above as equation (6.28).
Similarly, the pressure















)3/2 z(9r2 − 6z2)





























B.3 2D point force
We have








4k3m− (k2 +m2)2 dk ds, (B.41)







2 +m2)e−ky − 2k2e−my
4k3m− (k2 +m2)2 dk ds. (B.42)






2 +m2)e−ky − 2k2e−my
4k3m− (k2 +m2)2 dk. (B.43)





2 + η̂2)e−k̂β − 2k̂2e−(k̂2+η̂2)1/2β
4k̂3(k̂2 + η̂2)1/2 − (2k̂2 + η̂2)2
dk̂. (B.44)
For x ≪ (νt)1/2 and |ŝ| = O(1), we have η̂ ≪ 1. We can split the k-integral at δ such


























1 − 12 log(1 + β
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estf̂(s) log s ds = −
∫ t
0

































































F (τ) dτ. (B.56)
Similarly, the pressure













x2 + y2 ds, (B.58)
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and so
p ∼ y
π(x2 + y2)F (t). (B.59)
B.4 2D dipole
We have









4k3m− (k2 +m2)2 dk ds, (B.60)







2me−ky − k(k2 +m2)e−my
4k3m− (k2 +m2)2 dk ds, (B.61)








2 +m2) − 2k2m
4k3m− (k2 +m2)2 dk ds. (B.62)






2me−ky − k(k2 +m2)e−my
4k3m− (k2 +m2)2 dk. (B.63)





2(k̂2 + η̂2)1/2e−k̂β − k̂(2k̂2 + η̂2)e−(k̂2+η̂2)1/2β
4k̂3(k̂2 + η̂2)1/2 − (2k̂2 + η̂2)2
dk̂. (B.64)
For x ≪ (νt)1/2 and |ŝ| = O(1), we have η̂ ≪ 1. So we can split the k-integral at δ





2k̂2(k̂2 + η̂2)1/2 − k̂(2k̂2 + η̂2)
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Next-order corrections for 3D
coalescence with inertia
C.1 Stokeslet ring
First, we will need an expression for a ring of radial Stokeslets around the circle of





p̃0(k, z)J0(kr)k dk, ϕ0 =
∫ ∞
0
ϕ̃0(k, z)J1(kr)k dk (C.1)























p̃0 = −2µkA0(k)e−kz, ϕ̃0 = B0(k)e−kz + A0(k)ze−kz. (C.4)
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Now we apply the boundary conditions. We have no normal stress, and tangential










= −γδ(r − rb), (C.5)
and these transform to


















Note that this has no vertical velocity on the fluid bridge. In the far-field, where














(r2 + z2)3/2 , (C.9)
which is the potential for a Stokeslet dipole used above.
We will use this Hankel representation of the Stokeslet ring as a neat form for the
body force from inertia.
C.2 Forcing from inertia
The inertia of this ring of Stokeslets drives a correction flow, with the fluid acceleration







J1(kr) {J ′1(krb)krbṙb + J1(krb)ṙb} e−kz(1 − kz) dk. (C.10)
We write ϕ1 and p1 for the potential and pressure of the flow due to this body force.
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Here, we have subtracted the large growing flow in the far-field.
Taking a Hankel transform, we write p̄1 =
∫∞
0 p̃1J0(kr̄)k dk, and ϕ̄1 =
∫∞
0 ϕ̃1J1(kr̄)k dk
and the Stokes equations become
− k2p̃1 + p̃1z̄z̄ = 0 and kp̃1 + (ϕ̃1z̄z̄z̄ − k2ϕ̃1z̄) = T (k)e−kz̄(1 − kz̄), (C.12)
where T (u) = 12(J
′
1(u) + J1(u)/u), with solution
p̃1 = −2kA1(k)e−kz̄, ϕ̃1 = B1(k)e−kz̄ + A1(k)z̄e−kz̄ −
T (k)
4k2 z̄e
−kz̄ (1 + kz̄) , (C.13)
where A1 and B1 are functions of k to be determined by the boundary conditions. We
take the radial derivative of the normal velocity condition in order to transform it.
As a result, our solution will have some constant normal velocity on the fluid bridge,

















J1(kr̄)k dk = −
1
4r̄2 for r̄ > 1. (C.16)


















for r̄ > 1, (C.18)
where E(m) is the complete elliptic integral. This is a dual integral equation for B1(k),
with the forcing partly in the form solved by [15] and partly in the form solved by [36].

























(χ2 − τ 2)1/2 , (C.20)
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4k2 z̄(1 + kz̄)
)
e−kz̄J1(kr̄)k dk. (C.21)
Expanding C(τ) and B1(k) gives the velocity on the fluid bridge and the far-field










which agrees with the far-field solution. On the fluid bridge, we find
ϕ̄1(r̄, 0) ∼ c6r̄ −
1
16 r̄ log r̄, (C.23)
where the constant is approximately c6 ≈ 0.0312. Adding ϕ∗ removes the logarithmic





(ψ3 − ψ4) − r̄2
)
, (C.24)
to remove this solid-body motion without introducing a solid-body motion in the
far-field. This gives a solution that satisfies all the boundary conditions.
C.3 Forcing from surfaces
The stress on the surface drives a Stokes flow of size u = O(u∞/ log rb). The stresses














































=0 for 0 < r < rb, (C.27)
uz =0 for 0 < r < rb, (C.28)
where h1 is the leading-order surface displacement given by equation (6.36), and
where E(m) and K(m) are complete elliptic integrals. Near the edge we know that
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h21 ∼ rc(r − rb) with rc = 8h2∞/π2rb. The stresses diverge at r = rb so we subtract a




























In particular, we have chosen a streamfunction which satisfies the normal stress
boundary condition for all r > rb. The remaining flow therefore has no normal stress
outside r > rb and no vertical velocity inside r < rb, and so we take a Hankel transform












where A2(k) is known in terms of the tangential stress boundary condition. This
correction term has no normal velocity outside the r > rb, and so does not affect the
surface shape.
C.4 Surface shape
The leading-order surface shape is given by h1 above (equation (6.36)). Here we












where u0 is the Stokeslet ring, ϕ1 is the flow driven by the inertia of the Stokeslet ring,
ψ6 is the flow driven by the surface stresses and ψ3 is the stress-free solution which
decays in the far-field. The leading-order surface displacement is h1, and we write the
correction as h2 = (r2b /a)H2(r̄) where a is the initial radius of the drops and r̄ = r/rb.
We apply the boundary conditions H2(1) = 0 and H2(r̄) ∼ 12 r̄
2 as r → ∞,
determining the constant of integration and the free parameter K. Writing f(r̄) for









178 Next-order corrections for 3D coalescence with inertia














Fig. C.1 Next-order surface shape h2 at Oh = 1.









−3.10 × 10−2 + 2K
)
= 12 . (C.34)
The dimensionless quantity νh∞/r2b ṙb depends on the size of rb. Using our asymptotic
for rb, this number is π/32. Then K = 8Oh2/π − 0.302 where Oh = µ/
√
ρaγ is the
Ohnesorge number. This determines the last constant, and we have the surface shape
correct to order r2b /a. As an example, the second-order shape with Oh = 1 is shown in
figure C.1.
