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A general multivariate central limit theorem of M. G. Hahn, P. Hahn, and M. J. 
Klass (1983, Ann. Probub. 11 277-301) gives conditions relating the one-dimen- 
sional marginals of the summands in an infmitesimal triangular array to those of 
the limit law. This theorem is applied here to the sample sums obtained by 
sampling without replacement from a sequence of finite multivariate populations. 
An important subcase of this result is where the sequence of populations’ values are 
restricted to a finite set. Here the limit laws are shown to be a natural 
generalization of the multivariate Poisson distribution. 0 1988 Academic PKSS, IIIC. 
A classical approach to a multivariate central limit theorem is to use the 
Cramer-Wold device to reduce the problem to the univariate situation. 
M. G. Hahn, P. Hahn, and M. J. Klass [2] (hereafter referred to as HHK) 
have taken this approach with a general central limit theorem. In d dimen- 
sions, they give necessary and sufficient conditions for convergence of 
centered row sums from an infinitesimal, row-wise independent triangular 
array to an arbitrary infinitely divisible law. In this note, we apply their 
theorem to the case of sampling without replacement (denoted WOR) from 
each of a sequence of finite multivariate populations. 
Many authors, beginning with W. Madow [6], then P. Erdiis and 
A. Renyi [ 11, J. Hajek [3], and others have considered one-dimensional 
normal convergence of such sample sums. Some, for example J. Hajek [3], 
B. Rosen [7], and M. Jirina 143, have dealt with non-normal limits, also 
in one dimension. J. Hajek [3] has considered the multivariate case but 
normal limits only. We present necessary and sufficient conditions giving 
convergence of the sample sum to any multivariate infinitely divisible 
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law when the sequence of populations satisfies certain intinitesimality 
properties. 
We shall see that the three conditions for convergence (corresponding to 
the Poisson, normal and constant components) are quite complicated. 
There are two levels of simplification which will be mentioned since they 
have important areas of application. First is that for any limit law 
satisfying the pointwise translation property of HHK, the third and most 
complex of the conditions can be dropped. Many infinitely divisible laws 
possess this property; for instance, multivariate normal, stable of index 
(x # 1 (see HHK) and laws where the Levy measure is concentrated on a 
finite set. A second level of simplification arises when we apply the theorem 
to the case where the sequence of populations’ values are restricted to a 
finite set. For example, in a counting problem, the finite set might be the 
vertices of the d-dimensional unit cube. Here the central limit theorem 
takes an especially simple form-the limit law has no normal component, 
the Levy component has support on the same finite set which contains the 
populations’ values and the constant term is determined by the Levy 
component. In the counting problem, we call the distribution of the sample 
sum generalized multivariate hypergeometric, analogous to the multivariate 
binomial when sampling is with replacement. 
1. THE GENERAL THEOREM 
We begin with notation for the sequence of finite populations. For each 
N > 1, we abbreviate the values in Rd of a population of size N by X,,, = 
(X,%3 .-X,,&RdxN. The sample size n is implicitly a function of N. 
Further, let x,, =XNIN/N and s~=(X,X:,-NB,,it~,)/(N- 1). In order 
to simulate a simple random sample without replacement, we follow 
J. Hajek [3]. Let V,, . . . . V,, . . . be independent random variables, each 
uniformly distributed over (0, 1) and we restrict ourselves to the event of 
probability one, where Vi # V,, i# j. Now let R,, , . . . . RN, denote the 
ranks of V,, . . . . V, and let QN be the N x N diagonal matrix with kth 
diagonal entry ZCRNk G n,. Then our sample sum is given by 
yN = f XNkz[R,vkGn, =XNQNIN. 
k=l 
We are concerned with limit laws of the sample sum Y,. The approach 
to be used is similar to that of J. Hajek [3] and B. Rosen [73, i.e., to 
reduce the problem to one concerning sums of independent random 
variables. To this end, we define 
ZN = 2 XNkz[Vk<n,N, 
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which has independent summands. The following is an extension of Hajek’s 
fundamental Lemma 2.1. 
LEMMA 1. If, for d= 1, J nX,, +O and J nSZ,-+O, then 
E( Y, - 2,)” + 0. Thus, zf the above conditions hold coordinatewise for the 
multivariate population, then either Y, and Z, have the same limit 
distribution or neither converges in distribution. 
We now turn to the problem of finding conditions on the sequence of 
finite populations so that the sample sum Y, will converge in distribution 
to an arbitrary infinitely divisible law y. We precede the theorem with 
related notation. If y is infinitely divisible, then we represent it by 
y w  [a, C, ~1, where a E R”, Z is d x d nonnegative definite, and p is a Levy 
measure over Rd. Further, let S ’ ~’ denote the unit ball in Rd. For ,I a 
measure on Rd and 8 E S”-- ‘, let I, denote the projection of 1 onto { 03: 
t E R}. Also, for a measure J on R, let C, = { .Y: A{ x} = 0). 
THEOREM 1. Let the sequence of finite 
while n/N -+ 0, (2) AR, -+ 0, and (3) Y 
opulations satisfy (1) n -+ 00 
n Sk --* 0. Also, let y N [a, Z, p] 
and (v,+,} c Rd. Then Y, - v,,,, -+ ZJ y zf and only tf for every 8 E 0, 0 a 
countable dense subset of S” - ‘, 
(i) (n/N)N,.,. -‘ue[y, cc) for every y>O with ~EC,‘~, where 
Ne,,.= #(kdN: X(,,tQy), 
o anii) lim, j 0 lim sup, + 7z I(W) Cik:l~:,el GEl wx,,xr,,e - 0’C8( = 
, 
(iii) for some z > 0 with + z E n, E o CILO, 
Proof Since sampling is without replacement, in order to use 2.5 of 
HHK, we must check a priori that (a) Y ,,, - Z, -+ ’ 0 and (b) the sum- 
mands of Z, form an infinitesimal system. We have (a) by direct 
application of (2) and (3) to Lemma 1. For (b), the summands of Z, are 
&kZCvk.nlNll which is infinitesimal either if max ((X,,,k (/ -+ 0 or if 
n/N + 0. We require only the latter, in (1). 
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Thus, to complete the proof, we must only show the equivalence of (i), 
(ii), and (iii), h e r e to (I), (II), and (III) of 2.5 in HHK for the summands of 
Z,. We first obtain (i) equivalent to (I) by the following. Let OE 0, r>O, 
.V E CPO. Then 
= lim XN6,, 
N-ice 
For (ii) equivalent to (II), we use the fact that 
Assuming (ii), we have 
lim lims,;p 
c-0 
f var(X’,, 1, r;l G nlNl 
k=l 
= lim lim sup 8’ 
E-0 N-cc I ( 
C 
(k.lX’,,el GE \ 
xNk xi,) e-etze/ 
since n/N + 0. Finally (ii) gives this last term converging to zero. The 
reverse direction is obtained by reversing the steps. 
(iii) is equivalent to (III), since 
n c x’,,e 
=’ (k:(X;k,,e(S?) 
by exactly the same reasoning as in the preceding argument. 1 
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2. CONVERGENCE TO POISSON-TYPE LIMIT LAWS 
In this section, we explore the application of 2.5 of HHK to the situation 
where the values that each X, takes are limited to a finite set in Rd. We 
begin by defining a multivariate generalization of the Poisson distribution 
which will prove useful. 
DEFINITION. We say that y N [a, C, ~1 is of the Poisson type if C = 0 
and there exists {A,, xi} p= 1, li > 0 and xi E R” such that a = 
C$‘=i 2,(x,/(1 + //Xi//*)) and p=Cj’=, Aid,,. We write y*g{Ai, Xi}. 
THEOREM 2. Let (X,) be a row-wise independent infinitesimal array of 
random vectors in Rd such that there exists a finite set T= (0, x1, . . . . x,} 
with P[X, E T] = 1 for all l<j<N and NZ 1. Then 
Cjt 1 xNj + PP{Ai,xi} if and only if cy= 1 P[X, =xi] --f li for all 
lfi<p. 
The proof is a direct application of 2.5 in HHK. In fact, analogous to the 
infinitely divisible laws of the general central limit theorem, the limit laws 
of the central limit theorem above coincide exactly with the laws of the 
Poisson type. 
We now wish to apply this result to the problem of convergence in sam- 
pling without replacement in the case where the sequence of populations’ 
values are limited to a finite set. The following lemma will enable us to 
apply Lemma 1. 
LEMMA 2. In the case d = 1 where XNk E T = { 0, x, , . . . . xP > for all N and 
all k, let M=max(JxiJ: l<i<p} and let Ni denote #(k,<N: XNk=xi}. 
Then 
(1) IxN. I < (M/N) C f= I Ni and 
(2) S’, d (lOM*/N) xi”= 1 N;. 
The proof is obtained via a routine calculation. 
THEOREM 3. In the case d> 1, let the sequence of finite populations be 
such that for all N and all k, X,, E T= (0, x,, . . . . xP} and let Ni be as in 
Lemma 2. If 
(1) n+ co while n/N+0 and 
(2) h,‘h’) Cf= 1 Ni + 0, 
then Y, + 9 9’(Ai, xi} [f and only if 
(3) (n/N) N, +li, 1 did8. 
683./24/l -9 
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The proof is similar to that of Theorem 1. 
When T is the vertices of the d-dimensional unit cube, we can think of 
the ith coordinate of X,, as recording whether or not the kth unit of the 
Nth population possesses the ith property in a list of d properties of 
interest. Then the ith coordinate of Y, totals the number of units in the 
sample which possess this property. When the properties partition the Nth 
population into disjoint subsets, Y, has the multivariate hypergeometric 
distribution (see, for example, Johnson and Kotz [S]). Otherwise, we call 
the distribution of Y N in this case generalized multivariate hypergeometric. 
When sampling is with replacement, a similar theorem holds and Y, 
possesses the multivariate binomial distribution. In all of these cases, 
Theorem 3 tells us that the limit laws of the sample sum are multivariate 
Poisson. 
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