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Introduction
Modeling spatial dependence in linear regression frameworks for continuous dependent variables has received much attention over the last three decades and specications of cross-sectional spatial correlation in form of a linear model with a spatial lag or spatial error term has become a standard tool in econometrics. Excellent up-to-date overviews can be found in the monographs of Ariba (2009) and LeSage and Pace (2009) as well as in the handbook edited by Anselin, et al. (2010) .
Spatial models for discrete dependent variables such as counts or binary and multinomial outcomes have received less attention in the spatial econometrics literature. This might be explained by the fact that the introduction of spatial dependence in traditional discrete dependent variable models greatly complicates estimation and specication testing (see, e.g., Anselin, 1999) . However, research eorts focusing on spatial models for discrete variables and developing appropriate methods for their estimation have markedly expanded in recent years as they are sorely needed for empirical studies in social sciences analyzing phenomena involving discrete outcomes of interacting agents.
Early spatial applications for binary outcomes are found in Case (1992) and McMillen (1992) who consider probit models where the underlying latent model is specied as a spatially dependent process so that the likelihood takes the form of an analytically intractable high-dimensional integral whose dimension is equal to the sample size n. For estimation Case (1992) relies on Maximum-Likelihood (ML) based upon a normalized version of the latent model accounting for the heteroscedasticity induced by spatial dependence but ignoring the spatial correlation in the binary outcomes, while McMillen (1992) proposes an ML approach based on an Expectation-Maximization (EM) algorithm avoiding direct evaluations of the high-dimensional likelihood integral. More recent studies propose to estimate spatial probit models by Bayesian Markov-Chain Monte-Carlo (MCMC) techniques (see, e.g., Smith and LeSage, 2004, and Franzese et al., 2010) or by simulated ML based upon the GHK importance sampling procedure developed by Geweke (1991) , Hajivassiliou (1990) and Keane (1994) (see, e.g., Beron and Vijverberg, 2004) . As illustrated by the Monte-Carlo (MC) study in Beron and Vijverberg (2004) ML parameter estimates under the standard implementation of GHK are quite accurate for moderate sample sizes n, but become very time consuming for large ns as it involves the Cholesky-factorization of n × n precision matrices. In order to overcome the high computational costs of standard GHK for spatial probits, Pace and LeSage (2011) propose a GHK implementation, which exploits the fact that in typical spatial applications (with spatial units having only a small number of direct neighbors) those covariance (or precision) matrices are sparse. ML-GHK as well as Bayesian MCMC are also applied for the estimation of spatial probit models for multiple outcomes, such as the multinomial probit model (see Bolduc, 1997) and the ordered probit specication (see LeSage and Pace, 2009) .
Existing spatial models for discrete count data can broadly be specied as observation-driven or parameter-driven. An early observation-driven approach to model spatially dependent count data is the auto Poisson model proposed by Besag (1974) , where the expected value of the count variable is specied as a function of neighboring counts. Direct extensions of this spatial count data approach, which is amenable to standard ML estimation, are the specication of Kaiser and Cressie (1997) based upon a truncated (Winzorized) Poisson distribution and the semi-parametric Negative-Binomial (Negbin) specication proposed by Basile et al. (2010) . Observation-driven count data models where the expected value of a count variable is specied as a function of spatially lagged expectations are analyzed by Hays and Franzese (2009) and Lambert et al. (2010) . In order to estimate those models the former study rely on a nonlinear Least Squares (LS) approach and the Generalized Method of Moments (GMM), while Lambert et al. (2010) use a two-step limited information ML (LIML) procedure. For an overview of further spatial observation-driven count data models see Lambert et al. (2010) .
An early parameter-driven approach for spatially dependent count variables is found in Clayton and Kaldor (1987) who propose a Poisson model where the expected values of the count variable depends on a latent stochastic and spatially correlated process accounting for cross-sectional spatial random eects. Further closely related count data models with spatial random eects are proposed by LeSage et al. (2007) and Gschlöÿl and Czado (2008) . While parameter-driven approaches to model count data are typically more exible to include dierent forms of spatial dependence and often easier to analyze w.r.t. the spatial eects than the class of observation-driven models, they are more dicult to estimate. In fact, as it is the case for the spatial probit models, ML estimation of parameter-driven count-data models requires high-dimensional numerical integration. In order to circumvent this integration, Clayton and Kaldor (1987) apply an empirical Bayes estimator based upon quadratic local approximations of the log-likelihood function, while LeSage et al. (2007) and Gschlöÿl and Czado (2008) rely on a Bayesian MCMC posterior analysis.
In the present paper, we consider a simulated ML approach for a broad class of parameter-driven models for discrete dependent variables with spatial correlation. This class of models is characterized by discrete conditional densities for the dependent variable given a latent stochastic state variable which is specied as a spatial linear regression model allowing for dierent forms of spatial dependence (spatially lagged states, spatial autoregressive errors, spatial moving average errors, or spatial random eects). This class includes spatial probits for binary and multiple outcomes as well as parameterdriven count data models with spatial eects.
For the high-dimensional interdependent integration required for ML estimation of this class of models we propose to use the Ecient Importance Sampling (EIS) procedure developed by Richard and Zhang (2007) . EIS is a high-dimensional MC integration technique, which is based on simple LS approximations, designed to maximize the numerical accuracy of MC likelihood estimation. The specic implementation of EIS we develop follows the idea of Pace and LeSage (2011) in that it explicitly exploits the sparsity of the precision (or covariance) matrix of the errors in the reduced-form state equation typically found in spatial applications. This keeps numerically accurate EIS likelihood evaluation computationally feasible even for large sample sizes (n = 5000 + ). When applied to spatial probit models, the proposed EIS approach covers the spatial GHK implementation introduced by Beron and Vijverberg (2004) as a special case obtained by omitting the LS optimization step.
However, the applicability of EIS is, in contrast to GHK, not restricted to truncated high-dimensional Gaussian integrals dening the likelihood of spatial probits, so that it can be used for a much broader class of spatial models compared to GHK. A further attractive feature of spatial EIS is that it is highly generic in that its basic structure does not depend on a specic discrete conditional density of the dependent variable or the specic form of spatial dependence. Hence, changes in the spatial model being analyzed typically require only minor adjustments of a baseline spatial EIS implementation.
In order to illustrate the spatial EIS approach, we consider ML estimation for spatial probit, Poisson and Negbin models. In particular, ML based on spatial EIS is illustrated through a set of MC experiments analyzing its statistical and numerical properties for a large sample size. Furthermore, we use our procedure to estimate a spatial probit model for US presidential voting decisions and spatial count data models for rm investment location decisions.
The remainder of this paper is structured as follows. The class of parameter-driven discrete dependent variable models with spatial correlation is introduced in Section 2. Section 3 describes ML estimation based on spatial EIS and discusses its numerical and statistical performance. Empirical applications to a spatial probit model for US presidential voting decisions and spatial count data models for rm location decisions are presented in Section 4. Section 5 concludes.
Discrete Dependent Variable Models with Spatial Correlation
The class of models with spatial correlation we consider is characterized by a discrete conditional density f (y i |λ i ) for the dependent variable y i observed for spatial unit i (i = 1, ..., n) given a latent stochastic state variable λ i . Conditional on the states λ = (λ 1 , ..., λ n ) the dependent variables y = (y 1 , ..., y n ) are assumed to be stochastically independent. The specication assumed for the state variables is a Gaussian linear spatial regression model designed to account for spatial correlation in y and to include observable exogenous variables. Here, we focus on the two most popular variants of the linear regression model with spatial correlation. First, the spatial autoregressive lagged dependent variable model (SAL), which includes spatially lagged dependent variables on the r.h.s. of the regression equation, and second, the spatial autoregressive error model (SAE), which permits spatial autocorrelation in the errors of the regression model (see, e.g., LeSage and Pace, 2009 ). The reduced forms of the SAL and SAE model for the vector of states λ are given by
with SAL:
SAE:
where u = (u 1 , ..., u n ) is a vector of Gaussian (reduced form) errors with precision matrix H, the vector m = (m 1 , ..., m n ) represents the conditional mean of λ given the exogenous variables in the (n × ) matrix X with an -dimensional vector of regression coecients β, the variable I denotes the identity matrix, and σ > 0 is a scale factor. The (n × n) matrix W contains non-stochastic and pre-determined spatial weights w ij specifying the distance or contiguity relation between the spatial units i and j, and the scalar ρ represents the spatial autoregressive parameter measuring the importance of spatial correlation. Specically, under the SAL model ρ measures the strength of global spatial feedback and feed-forward eects of shocks between locations, while under the SAE specication ρ controls spatial correlation in the error process. In typical applications the spatial weights are non-negative numbers with w ij > 0 for spatial units which are direct neighbors and w ij = 0 for others (by convention the diagonal elements w ii are set to zero). Since spatial units can be assumed to have only a small number of nearby neighbors, the spatial weight matrix W as well as (I − ρW ) and the precision matrix H are sparse matrices containing a large portion of zeros. A sucient condition for invertibility of (I − ρW ) is that ρ ∈ (1/ζ min , 1/ζ max ), where ζ min and ζ max are the smallest (on the real line) and largest eigenvalue of W , respectively (see, LeSage and Pace, 2009, Chap. 4.3.2.) . Before we discuss some discrete conditional densities for f (y i |λ i ), we shall mention that the SAL and SAE specications (1)-(3) are examples and that other members of the family of linear spatial regression models including a combination of SAL and SAE or spatial moving average processes, can be easily accommodated by our estimation approach. Such alternatives are discussed, e.g., in LeSage and Pace (2009, Chap. 2).
Spatial Probit Models
If the observed discrete dependent variable y i reects a binary choice outcome such that y i ∈ {0, 1}, the latent state λ i can be interpreted as a utility or prot dierence, with y i = 1 if λ i ≥ 0 and y i = 0 for λ i < 0. The corresponding conditional distribution of y i given the signal λ i is a degenerated distribution with a probability density function (pdf) which can be written as
where 1(·) denotes an indicator function. Equation (4) together with Equations (1)-(3) dene spatial probit models where for identication the scaling parameter σ is set equal to 1. Such spatial probit models have attracted considerable attention in the spatial-econometric literature (see, Case, 1992 and McMillen, 1992 , for early contributions and LeSage and Pace, 2009, for a textbook treatment).
Applications of spatial probit models include analyses of the voting decisions of US counties in presidential elections (Smith and LeSage, 2004) , the diusion of legislative term-limits among US states and the World-War I entry decisions (Franzese et al., 2010) . Various extensions of binary spatial probit models can be framed in our set-up, including a spatial ordered probit model as discussed in LeSage and Pace (2009, Chap. 10.2) and the multinomial probit model with spatial correlation as proposed by Bolduc et al. (1997) .
Spatial Count Data Models
In situations where y i represents a count variable with y i ∈ {0, 1, 2, 3, ...}, we can assume for the conditional distribution of y i |λ i a Poisson distribution with an appropriate link function b, whereby the mean of the conditional Poisson distribution for y i |λ i , denoted by θ i , is expressed as b(θ i ) = λ i .
Using a log-link function b(θ i ) = ln(θ i ), which ensures the positivity of the mean θ i without parametric restrictions on the parameters of the state model (β, ρ, σ 2 ), the conditional pdf for y i is given by
The Poisson models dened by Equations (1)- (3) and (5) adapt naturally the class of parameterdriven models for time-series of count-data with serial dependence introduced by Zeger (1988) to cross-sectional count-data processes with spatial dependence. As such the parameter-driven spatial count-data specications (1)-(3) and (5) are closely related to the Poisson models with latent spatial random eects proposed by LeSage et al. (2007) and Gschöÿl and Czado (2008) and dier from the observation-driven spatial Poisson model of Lambert et al. (2010) , which species the mean of the Poisson distribution θ i as a measurable function of spatially lagged θ i s and the regressors. In fact, the spatial Poisson model proposed by Lambert et al. (2010) represents a special case of the parameterdriven SAL Poisson model dened by Equations (1), (2), and (5) since it obtains by specifying the process of the states λ in Equation (1) without the vector of errors u, which is tantamount to assume in Equation (2) that the variance parameter tends to zero (σ 2 → 0). The spatial Poisson models proposed in the abovementioned studies are applied to analyses of knowledge spill-overs measured by patent citation (LeSage et al., 2007) , the number of claims for policyholders of insurance companies (Gschöÿl and Czado, 2008) , and the location choice of rms (Lambert et al., 2010) .
Under the Poisson distribution (5) the dispersion index (dened as the ratio between the variance and the mean) equals one. However, count data often exhibit substantial overdispersion with a dispersion index being signicantly larger than 1, which cannot be captured by a conditional Poisson distribution even if marginalization of the conditional mean can generate by itself an over-dispersed unconditional distribution. Hence, it might be important to replace the Poisson by a conditional distribution which allows for overdispersion, such as the negative binomial (Negbin). For a log-link function the conditional pdf of a Negbin distribution for y i is given by
where Γ(·) denotes the Gamma function. The over-dispersion is a decreasing function of the parameter s > 0 and the Poisson distribution in Equation (5) obtains as s → ∞.
Spatial Tobit Models
Tobit models are used in situations where a subset of observations for the dependent variables y i are censored with, say, y i = λ i if λ i > 0 and y i = 0 if λ i ≤ 0 such that y i ∈ R + (see, e.g., Winkelmann and Boes, 2006) . This implies that for the uncensored observations with y i = λ i , the state variable is directly observed, while for the censored ones with y i = 0 the state remains latent.
Let {y i , i = 1, ..., n } be the subset of censored observations, and {y i , i = n + 1, ..., n} the set of uncensored observations, then the conditional distribution of y i given the state λ i for the censored y i 's is a degenerated distribution with a pdf which can be written as
This implies that the likelihood contribution of the censored variables has the same form as the likelihood of the spatial probits of Section 2.1. The corresponding probit probabilities are obtained under the conditional normal distribution for the unobserved states (λ 1 , ..., λ n ) given the observed ones (λ n +1 , ...., λ n ) obtained from Equation (1), while the likelihood contribution of the uncensored observations is that of a linear Gaussian spatial regression model. Such a spatial Tobit model with a SAL specication for λ is applied by LeSage and Pace (2009, Chap. 10 ) to model interregional origin-destination commuting ows using a data set where the ow variable is zero for 15 percent of the observations.
EIS Likelihood Evaluation
In order to estimate the parameters for specications from the class of spatial discrete dependent variable models introduced in Section 2 we propose to use ML based upon the EIS Monte-Carlo integration technique introduced by Richard and Zhang (2007) .
The likelihood for the spatial discrete dependent variable models obtains by integrating the conditional joint pdf of the dependent variables y and the errors of the states u given the regressors X with respect to u. Factorizing the joint Gaussian density for the errors f (u) given by Equations (1)- (3)`back-recursively' yields
where
.., u n ) with u (n+1) = ∅ and u (1) = u. It follows that the likelihood integral to be evaluated can be written as
with
where ψ regroups the model parameters and f (y i |u i , X) denotes the conditional density of y i given (u i , X) obtained from the conditional density f (y i |λ i ) (see Equations 4-7). Under a probit and a
Poisson model, e.g., we have
The EIS algorithm facilitates numerically accurate MC-evaluations of likelihood integrals of the form as given by Equations (9) and (10), and relies upon a sequence of auxiliary regressions used to obtain recursively an IS density for u that closely mimics the target density kernel i ϕ i which needs to be integrated.
Based upon the factorization of the likelihood integrand used in Equations (9) and (10) we propose an EIS implementation for the spatial models under consideration which diers from existing EIS algorithms in two critical ways. First, the fact that we use the factorization of the likelihood integrand obtained from the back-recursive decomposition of the density for u given in Equation (8) requires that the EIS-algorithm has to be implemented such that it constructs the IS density forward-recursively. In contrast, existing EIS implementations, as that in Liesenfeld and Richard (2010) , are back-recursively as they would be based on a decomposition of the likelihood integrand using the reverse factorization of the joint density for u given by f (u) = n i=1 f (u i |u i−1 , ..., u 1 ). The reason for using a forward rather than a backward-recursive version of EIS is that for applications to spatial probits the former represents a direct generalization of the spatial GHK implementations proposed by Beron and Vijverberg (2004) and Pace and LeSage (2011) , so that we can compare them directly to EIS.
The second dierence of the EIS implementation we propose for the spatial models introduced in Section 2 relative to existing ones, is that it relies on a parametrization of the target density kernel obtained by using the precision matrix of the latent states (H) rather than its covariance matrix (Σ = H −1 ) as used by typical EIS applications (see, e.g., Zhang, 2007, and Liesenfeld and Richard, 2010) . This EIS adapted to work with the precision matrix takes advantage of the fact that for the spatial specications under consideration the precision matrix is, in contrast to the covariance matrix, a sparse matrix (see Equations 2 and 3). Since matrix operations for sparse matrices require, in general, less operation counts and reduced memory requirements than for dense matrices, the sparsity of the precision matrix can be exploited to reduce signicantly the computing time relative to an EIS implementation based on the dense covariance matrix. Of course, if we were considering spatial specications where it is the covariance matrix Σ which is sparse rather than the precision matrix H, we would need to use the standard EIS implementation based on the covariance matrix in order to ensure computational eciency. An example for such a specication is the spatial moving average process, where the covariance of the reduced form error u has the form Σ = σ 2 (I − ρW )(I − ρW ) . (For a discussion of the computational advantages of the GHK exploiting the sparsity of precision (or covariance) matrices, see Pace and LeSage, 2011) .
In Section 3.1 we outline the basic principle of EIS, and in Section 3.2 we illustrate its implementation for the spatial probit and Poisson models. Once the algorithm is implemented for a probit or a Poisson model, it can be easily adapted to other specications of the class of discrete spatial models as it would require only minor modications of a baseline spatial EIS implementation. (9) and (10) is based on a backrecursive sequence of auxiliary importance sampling densities for u i given u (i+1) of the form
Basic Principle of EIS EIS MC integration for the likelihood factorized as in Equations
for i = 1, ..., n, where {k i (u (i) ; a i ), a i ∈ A i } is a preassigned class of parametric density kernels with (analytically) available integrating factors in u i denoted by χ i (u (i+1) ; a i ). The likelihood integral in Equation (9) is then transformed into its importance sampling representation given by
where χ 0 (·) ≡ 1, and the corresponding IS MC likelihood estimate obtains as
The objective of EIS is to select a parametrizationâ ∈ A that minimizes in Equation (14) for each i the MC variation of the ratios ϕ i χ i−1 /k i dening the IS weights w (s) . According to the EIS principle of Richard and Zhang (2007) a near optimal solution to this minimization problem for the back-recursive importance sampling representation of the likelihood integrand in Equation (13) obtain as solutions of the following forward-recursive sequence of least squares (LS) problems:
where {ũ (s) } S s=1 denotes S trajectories drawn from an initial IS sampling density g(u; a (0) ). (Under the reverse factorization of the target density kernel mentioned above, EIS would construct instead a sequence of auxiliary sampling densities g i for u i given (u i−1 , ..., u 1 ) which would require a backrecursive version of the sequence of EIS regressions in Equation (15), see Richard and Zhang, 2007.) As initial samplers we can use densities obtained from local approximations to ϕ i χ i−1 or densities associated with density kernels for u (i) included in ϕ i . In the probit case we will use the GHK sampling densities and for the Poisson application an appropriate second-order Taylor-series approximation (TSA). As discussed in Richard and Zhang (2007) , the sequence of EIS regressions (15) is iterated overâ = (â 1 , ...,â n ) until a xed-point solution is obtained. In order to achieve a xed-point convergence forâ, the trajectories {ũ (s) } S s=1 generated under dierent values for a must be obtained by transformation of a set of Common Random Numbers (CRNs). Note thatâ is an implicit function of the model parameters ψ. Therefore, complete reruns of the EIS algorithm is required for each new ψ value. The use of CRNs across those reruns ensures continuity of the MC likelihood approximation L(ψ) with respect to ψ.
Spatial EIS Implementation
The implementation of the sequential EIS scheme described in Section 3.1 to the likelihood of a particular model begins with selecting the class of parametric density kernels
included in ϕ i represents a Gaussian kernel in u (i) , a natural choice for k i is the class of Gaussian kernels. If k i is selected as a Gaussian kernel in u (i) it follows that its integrating constant χ i w.r.t. u i as given in Equation (12) itself includes a Gaussian kernel in u (i+1) . This together with the fact that the family of Gaussian distributions is closed under multiplications suggests to specify k i as the product of the Gaussian kernels included in ϕ i χ i−1 and an additional Gaussian kernel designed to best approximate the non-Gaussian terms in ϕ i χ i−1 via the EIS regression in Equation (15). In the following we will provide the functional forms of those Gaussian EIS kernels k i and their integrating factors χ i which can be used for the EIS implementation for spatial probit and Poisson models.
The corresponding closed-form expressions for k i , χ i , and the resulting EIS densities g i are obtained from standard Gaussian algebra, which essentially consists of combining, regrouping and integrating Gaussian kernels, and are derived in a sequence of lemmas provided in the Appendix. The MATLAB codes for the spatial EIS implementations are available at http://www.stat-econ.uni-kiel.de.
Spatial Probit Models: Under the spatial probit models given by Equations (1)- (3), and (4), the function ϕ i denes according to Equations (10) and (11) a (truncated) Gaussian kernel in u (i) , such that we can select a Gaussian kernel for k i which includes ϕ i . Due to the presence of the indicator function in ϕ i , the resulting integral χ i of k i in u i given u (i+1) takes the form of a product of a Gaussian kernel in u (i+1) and a Gaussian cumulative distribution function (cdf) in a linear combination of the elements in u (i+1) . In order to recursively derive its actual expression, we use the following parametrization for χ i−1 :
where Φ(·) denotes the standardized normal cdf and (P * i−1 , q * i−1 , r * i−1 , c i−1 , d i−1 ) are functions of the coecients characterizing the EIS kernel k i dened below. Their actual closed-form expressions are derived in Lemma 3 in the Appendix. It follows from Equation (16) that the product to be approximated by k i has the form ϕ i χ i−1 = ϕ i χ * i−1 Φ(ω i ), where Φ(ω i ) is the sole non-Gaussian term. Accordingly, we dene k i as
where k * i denotes a Gaussian kernel in the linear function ω i of u (i) designed to approximate Φ(ω i ). It is parameterized as
where a i = (α i , β i , κ i ) denes the EIS auxiliary parameter. Note that the conditional Gaussian density f (u i |u (i+1) ) included in the EIS kernel (19) denes a Gaussian density kernel for u (i) whose parameters depend on the precision matrix H i of the normal distribution for u (i) , which obtains from the N(0, H −1 ) distribution of u = u (1) assumed in Equation (1). Since χ 0 ≡ 1, the rst factor to be approximated by k 1 is ϕ 1 χ 0 = ϕ 1 , so that we can select the initial EIS kernel as
) which generates a perfect t and obtains by setting in Equation (19) the corresponding parameters to P * 0 = 0, q * 0 = 0, r * 0 = 0, and a 1 = 0.
The selection of the EIS density kernel k i as given by Equations (19) and (20) implies that all Gaussian factors common to k i and ϕ i χ i−1 cancel out in the EIS regression (15). It follows that this regression for unit i reduces to the simple LS regression obtained by the combination of the three Gaussian kernels in Equation (19) is given by
where (P i , q i , r i ) are appropriate functions of the EIS auxiliary parameter a i , the coecients (P * i−1 ,
) characterizing χ i−1 , and the precision matrix H i of the Gaussian density for u (i) dening the moments of f (u i |u (i+1) ) in Equation (19). Their closed-form expressions are derived in Lemma 4 in the Appendix. The corresponding EIS sampling density g i (u i |u (i+1) , a i ) obtains by dividing the kernel k i in Equation (22) by its integral in u i and is a truncated normal density given in Lemma 5.
In summary, the sequential computation of the χ i−1 -parameters in Equations (16)- (18) and of the k i -parameters in Equation (22) dene the following EIS recursion: In recursion step i the coecients (P * i−1 , q * i−1 , r * i−1 ) are combined via Equation (19) with the EIS parameterâ i = (α i ,β i ,κ i ) from the EIS regression (21) and the precision matrix H i of u (i) to obtain the coecients (P i , q i , r i ) characterizing the EIS sampler g i as well as the coecients (P * i , q * i , r * i , c i , d i ) required for the next EIS recursion step i + 1. This sequence of recursion steps for i = 1, ..., n is initialized by setting P * 0 = 0, q * 0 = 0, r * 0 = 0 andâ 1 = 0 and is iterated over the EIS parameters {â i } upon the EIS regression until a xed-point solution for the optimal EIS parameters is obtained. At convergence, the EIS-likelihood estimate is computed as given in Equation (14) with IS weights which simplify tõ
where {{ũ
are S independent trajectories from the sequence of EIS densities {g i (u i |u (i+1) ,â i )} n i=1 .
As mentioned above, the spatial GHK implementation of Beron and Vijverberg (2004) and Pace and LeSage (2011) represents a special case of our proposed EIS procedure. It uses as IS density
with an integrating factor, which has the form
where c * i and d * i are functions of z i , m i , and of the mean and variance associated with the Gaussian density f (u i |u (i+1) ). This Gaussian IS density kernel used by GHK and its integrating factor obtain by setting in the EIS recursionâ i = 0 for i = 1, ..., n, from which follows that the GHK-procedure is numerically less ecient than EIS (see, also Liesenfeld and Richard, 2010) . In the EIS application below, we use this GHK sampler as the initial sampling densities g i (u i |u (i+1) , a (0) i ) with a (0) i = 0 to initialize the xed-point iterations over the EIS parametersâ = {â i }. It follows from Equations (24), and (25) that the IS weights used to obtain the GHK likelihood estimate according to Equation (14) are given byw
The relevance of the sparsity of the precision matrix H = H 1 for the vector of errors u = u (1) , mentioned above, is through the fact that this sparsity translates into the complete sequence of precision matrices {H i } n i=1 of the normal distributions for the u (i) s obtained from the N(0, H −1 )-distribution for u, which enter the sequence of matrix operations required for the EIS recursion. By exploiting this sparsity using sparse matrix functions available in software packages such as GAUSS or MATLAB, the computational time of running the EIS recursion for a large number of recursion steps (n = 1000 + ) are dramatically lower than for the EIS recursion that obtains when using the dense covariance matrix Σ = H −1 . Furthermore, note that the computation of the matrices P i and P * i−1 in Equations (17) and (22) critically depends on the rst row of the (n − i + 1 × n − i + 1)-dimensional precision matrix H i (see Lemmas 3 and 4). Hence, we can greatly reduce the total number of oatingpoint operations during the sparse matrix operations required for the EIS recursion by maximizing the sparsity of the rst row of H i , when H i is a large matrix which is the case for low values of the index i. For this purpose we reorder, before running the EIS recursion, the rows and columns of H by using a symmetric approximate minimum degree permutation which concentrates the non-zero elements of H in its lower right corner (see Amestoy et al., 1996) . Spatial Poisson Models: The EIS implementation for the spatial Poisson models given by
Equations (1)- (3), and (5) requires only minor modications of that for the probit models. According to Equations (10) and (11), the function ϕ i consists of the product of the Gaussian kernel in u (i) dened by f (u i |u (i+1) ) and the non-Gaussian term given by the Poisson density f (y i |u i , X). This suggests to select k i as a Gaussian kernel to include f (u i |u (i+1) ) and a Gaussian approximation to f (y i |u i , X) as a function in u i . It follows that its integrating constant χ i is itself a Gaussian kernel in u (i+1) . Since there is no indicator function in ϕ i and in the selected k i , which was the case under the probit models, the functional form of χ i−1 for the Poisson models simplies to
where the parameters (P * i−1 , q * i−1 , r * i−1 ) have the same form as under the probit models see Remark 1 to Lemma 3 of the Appendix. Since χ 0 ≡ 1, the initial values are P * 0 = 0, q * 0 = 0, r * 0 = 0. Accordingly, we can dene the EIS density kernel as
where k * i denotes a Gaussian kernel in the linear function λ i = m i + u i of u i designed to approximate the sole non-Gaussian term in ϕ i χ i−1 given by f (y i |u i , X). It is parameterized as
Under this selection for k i , the EIS regression as given in Equation (15) reduces to the LS regression
The functional form of the Gaussian kernel k i which obtains from Equations (27)- (29) is given by
where the corresponding closed-form expressions for the parameters (P i , q i , r i ) are given in Lemma 4. The EIS density g i for u i |u (i+1) associated with the kernel in Equation (31) is an (untruncated)
Gaussian density see Remark 2 to Lemma 5.
All in all, the EIS-recursion for Poisson specications is essentially the same as that for probit models except for the fact that the functional form of the parameters (P i , q i , r i ) and the terms entering the EIS regressions need to be adjusted to changes of the functional form of ϕ i χ i−1 when moving from the Probit to the Poisson specication. In order to initialize the xed-point iteration over the EIS parameterâ, we use for g i (u i |u (i+1) , a
i ) the Gaussian density obtained by using in Equations (28)-(31) for ln k * i (λ i , ·) a second-order TSA of ln f (y i |u i , X) around u i = 0. The IS weights used to compute the EIS likelihood estimate for the Poisson models according to Equation (14) are given bỹ
i are S independent trajectories from the sequence of EIS densities
If we replace the conditional Poisson density in Equation (5) by the conditional Negbin density in Equation (6), we only need to modify accordingly the dependent variable in the EIS regression (15), which requires to change only a few lines in the program code.
Since the joint EIS sampling density g(u;â) = n i=1 g i (u i |u (i+1) ,â i ) for the spatial count-data models consists of untruncated conditional Gaussian densities g i , the implementation of the spatial EIS for those models can be computationally simplied. Rather than constructing the components g i of the joint EIS density g(u;â) sequentially unit by unit i via the combination of the coecients matrices (P * i−1 , q * i−1 , r * i−1 ) of the integrating constants χ i−1 with the EIS parameterâ i = (α i ,β i ,κ i ) from the EIS regression (30) and the precision matrix H i of u (i) , we can construct the joint EIS density g(u;â) in a single step after running the sequence of independent EIS regressions. In fact, we can rewrite the joint EIS sampling density obtained from the sequential EIS-recursion according to Equation (12) together with Equations (28)- (29) as
where k * i is given by Equation (29), f (u) represents the Gaussian density (8), and χ n (a n ) is the integrating factor of the EIS density for the last unit g n (u n ; a n ) = k(u n ; a n )/χ n (a n ). Hence, the joint Gaussian EIS density obtains directly in a single step from the Gaussian density kernel for u given by f (u)k * (λ, a) with an integrating factor which obtains analytically from the corresponding multivariate Gaussian integral in u so that χ n (a n ) = R n f (u)k * (λ, a)du. This computational simplication avoiding the sequential combination of large matrices when constructing the sequence of the conditional EIS densities g i increases the computational speed of the spatial EIS by the factor 45.
Note that this simplication of the spatial EIS implementation is not feasible for the probit models since the conditional EIS densities g i are truncated Normals which implies that the integrating factor for the corresponding joint EIS density g(u; a) is an n-dimensional Gaussian cdf.
Monte Carlo Study
We proceed by presenting a MC study designed to explore the sampling distribution and numerical accuracy of the ML estimator based on EIS for spatial probit and Poisson models. In our design we consider for the probit as well as the Poisson model both, the SAL and the SAE specication given by Equations (2) and (3), where the regression function (Xβ) for unit i is specied as
The regressors x i are assumed to be i. 3), where σ is the scaling parameter in the precision matrix H (which is set equal to one for the probit models to ensure identication). For all four specications we vary the degree of spatial correlation by taking ρ = 0.75 or ρ = 0.85, and considered dierent sample sizes ranging from a moderate size of n = 100 to a fairly large size of n = 5000. Here we will represent only the results for n = 5000 which represents the most challenging situation for EIS.
Based on those data-generating processes (DGP) we construct the sampling distribution of the ML-EIS estimator, distinguishing between the statistical and the numerical sampling distribution (see, Richard and Zhang, 2007) . The (conventional) statistical sampling distribution of the ML-EIS estimator is obtained by repeating the ML-EIS estimation for 50 dierent data sets using a single set of CRNs for EIS. In contrast, the numerical properties of the ML-EIS estimates as MC approximations to the true but infeasible ML estimates are analyzed by repeating the ML-EIS estimation for the rst of the simulated data sets using 50 dierent sets of CRNs. For the probit specications we compare the statistical and numerical properties of the ML-EIS estimator to those of the ML estimator based on the corresponding spatial GHK procedure described above. For the Possion models, however, no such direct ML based competitor is readily available.
The ML-EIS estimator is implemented using a simulation sample size of S = 20 and three xedpoint EIS iterations. One likelihood EIS evaluation for the probit models with a sample size of n = 5000 takes about 45 s on a Intel i7 Core computer with 2.67 GHz for a code written in MATLAB and that for the Poisson models using the simplied implementation of EIS only 1 s. Since the GHK, which we consider for the probit models, does not include a LS optimization step like that used by EIS, it is for a given simulation sample size S typically numerically less accurate but computationally faster than the EIS procedure (see, Liesenfeld and Richard, 2010) . In order to make ML-GHK directly comparable to ML-EIS, we select for GHK a simulation sample size such that the computing time for a likelihood evaluation is nearly the same as for EIS with S = 20. This amounts to be S = 500.
For all ML-EIS and ML-GHK estimation we use the BFGS optimizer.
Spatial probit models: The results of our MC experiments for the spatial probit models are summarized in considering the fairly small simulation sample size of S = 20 used to estimate a 5000-dimensional likelihood integral.
Next, we note that the statistical sampling distribution of the ML-GHK estimator with S = 500
also reported in Table 1 shows signicant biases with RMSEs which are for all parameters and all DGPs substantially larger than those associated with ML-EIS. The largest RMSEs of the ML-GHK estimator are observed for the parameters of the SAE specication with a strong spatial dependence (ρ = 0.85). We also note that the ML-GHK estimates exhibit fairly large numerical standard deviations and severe biases relative to the true ML estimates. At the same time, the numerical biases are in close accordance to their corresponding statistical biases, which suggest that the statistical biases observed for the ML-GHK estimates for the parameters are driven by numerical biases of the ML-GHK estimates as MC approximations to the true ML values.
A reason for this fairly poor performance of GHK for the spatial probit models with a sample size as large as n = 5000 is that the GHK IS density as dened in Equations (24) and (25) represents a poor global approximation to the very high dimensional target density kernel u (i) ). In order to verify this conjecture we analyzed for the GHK and EIS likelihood estimator their respective normalized IS weights given byw (s) =w (s) / S τ =1w (τ ) , wherew (s) is given by Equations (23) and (26), respectively. The optimal IS density with a perfect global t to the target density kernel would produce IS weights given byw (s) = 1/S ∀s. Figure 1 plots the histogram of the normalized IS weights for the GHK and EIS procedure both implemented with S = 500 and applied to the SAE probit specication with ρ = 0.85 where we set the parameters in ψ equal to their true values. The histogram of the normalized GHK IS weights shows an extremely skewed distribution, indicating that only two of the 500 simulated u's carry weights which are eectively dierent from zero (one with a weight of 0.39 and the other with a weight of 0.61), while the remaining weights are essentially zero. This corroborates our conjecture that the GHK IS density poorly approximates the target density kernel. In contrast, the histogram of the EIS weights indicates a much better behaved EIS density.
We also note that our GHK results are consistent with the ndings of Pace and LeSage (2011) who report a similar distribution of the GHK IS weights for a spatial probit model applied to large data sets (n = 100, 000). As a remedy they propose to replace the standard GHK likelihood estimator, which is according to Equations (14) and (26) 
However, the reliability of this MC likelihood approximation critically depends on the correlation structure of the
under the GHK-IS density. In fact, if the elements in that sequence are mutually uncorrelated,L would produce unbiased likelihood estimates. However, this condition is hard to verify theoretically and would need to be checked empirically for each application. Table 2 . They show that for all four DGPs and for all parameters the statistical distribution of the ML-EIS estimates with a simulation sample size as low as S = 20 is well centered around the true parameter values. As to the numerical accuracy, the results obtained from the repeated parameter estimation using dierent sets of CRNs for one simulated data set indicate a high numerical accuracy of ML-EIS with numerical standard deviations which are signicantly smaller than their statistical counterparts and (numerical) means which are very close to the true ML values.
All in all, the simulation results suggest that the ML-EIS estimator based on a simulation sample size of S = 20 is a reliable estimator for the parameters of spatial probit and Poisson models under an SAL and an SAE assumption for a sample size as large as n = 5000.
Empirical Applications
We now turn to simple empirical applications, where we use ML-EIS to estimate a spatial probit model for US presidential voting decisions (Section 4.1) and spatial count data models for rm investment location decisions (Section 4.2).
Spatial Probit for the 1996 Presidential Election
Following LeSage and Pace (2009, Chap. 10) we use an SAL probit specication as given by Equations (1), (2), and (4) to model the voting decisions from the 1996 US presidential election in each of the n = 3110 US counties, where y i = 1 if in county i the Democratic candidate Clinton won the majority of votes and y i = 0 for counties won by the Republican candidate Dole. Spatial dependence in the election outcomes at the county level may well be expected since voters located at similar regions in the US may tend to exhibit a similar voting behavior, so that the observed outcome of the election in one county is similar to the voting behavior observed in nearby counties. The spatial weight matrix W is constructed as for our MC study using the counties' geographical coordinates (latitude and longitude) which are transformed via a Delaunay triangulation to assign to each county six neighbors.
As explanatory variables in the vector x i we use the log of the urban population and the following four education variables expressed as a proportion of the county population with degrees: the population with some years at college, the population with associate degrees, the population with college degrees, and the population with graduate or professional degrees. The data are taken from James LeSage's spatial econometric toolbox (http://www.spatial-econometrics.com).
The ML-EIS parameter estimates based upon a simulation sample size of S = 20 and 3 EIS xedpoint iterations are reported in Table 3 alongside with the ML-GHK estimates with S = 500. Also reported are the estimates of the average marginal eects which are computed as (see, e.g., Beron
and Vijverberg, 2004)
where φ(·) denotes the standardized normal density function, A ij is the element (i, j) of the matrix A = (I − ρW ) −1 , and h i is the precision of the marginal distribution of the error u i obtained from the joint N(0, H −1 )-distribution for the vector u (see Equation 1 ). The marginal eects as given by Equation (35) jointly account for the direct impact of a change in x i β on λ i and its indirect impact caused by the spatial interdependence and captured by the matrix A.
The numerical standard deviations reported in Table 3 obtained from 50 ML-estimations under dierent CRNs conrm the result of the MC study that ML-EIS is numerically much more accurate than ML-GHK. The ML-EIS estimate for ρ indicates signicant spatial dependence in the counties' voting behavior which is in line with the Bayesian MCMC results reported by LeSage and Pace (2009 ,   Table 10 .3) for the voting behavior in the 2000 US presidential election. We also note that the ML-EIS estimate for ρ is substantially larger than its ML-GHK counterpart. This appears to be consistent with the downward bias of the ML-GHK estimates of the spatial correlation parameter found in our MC study. Next, we see that the ML-EIS estimates for the β parameters and the associated marginal eects are generally smaller in absolute values than the corresponding ML-GHK estimates and lead to dierent conclusions with respect to the statistical signicance at the 1% level for the impact of the variable college degree compared to the ML-GHK estimates. The only two variables for which ML-EIS indicates a signicant eect are the variable some college with a negative impact on Clinton winning and the variable graduate/professional degree with a positive eect, which seems to suggest that the higher the education level of a county population the higher the probability of voting for
Clinton. Finally, observe that ML-EIS estimation yields a maximized log-likelihood value which is substantially larger than that obtained by using ML-GHK. This reects the fact that the GHK MC approximation of the (log)likelihood values for probit models tend to be downward biased (see, also Liesenfeld and Richard, 2010) .
Spatial Count Data Models for Firm Location Choice
We now present an empirical application where we use the parameter driven spatial SAL count data specications as dened in Section 2.2 to model rm location choices in the US manufacturing industry at the county level (n = 3078) in the lower 48 United States. A reason to expect spatial dependence in the rm location choices is that site selection in a given region may simultaneously be determined by rm birth events in neighboring regions due to localization economies, and modeling such dependence would provide detailed information about regional linkages supporting local industry clustering and regional economic development (see Lambert et al., 2010) . Our application is based upon the same dataset as that used in the study of Lambert et al. (2010) , who propose to model rm location choices by an observation-driven spatial Poisson specication, which obtains from our SAL Poisson model given by Equations (1), (2), and (5) Since count data often exhibit over-dispersion, which cannot be fully captured by a conditional
Poisson distribution, we also tted the corresponding SAL Negbin model to the rm investment data, which allows for over-dispersion in the conditional distribution for y i |λ i . As explained in Section 3.2, the replacement of the Poisson density in Equation (5) over-dispersion (s < ∞).
Conclusions
We have developed a generic simulation-based ML approach for parameter estimation in a broad class of parameter-driven models for discrete dependent variables with spatial correlation. Under this class of models the dependent variable is driven by a latent stochastic state variable which is assumed to follow a linear spatial regression model. The estimation approach is based on the Ecient Importance Sampling (EIS) technique for MC approximations of the likelihood, which is adapted to spatial settings. Computational eciency of the spatial EIS implementation even for large sample sizes is due to the ability to exploit the sparsity of the precision (or covariance) matrix of the spatially correlated errors of the reduced form representation for the linear spatial regression model typically found in spatial cross-sectional applications with spatial units having only a small number of direct neighbors.
The spatial EIS is illustrated with ML estimation of spatial binary probit, Poisson and Negbin models with spatially lagged states (SAL) and spatial autoregressive errors (SAE). In a set of MC experiments we have shown that our proposed ML-EIS approach is numerically very accurate even for sample sizes as large as n = 5000 and produces reliable parameter estimates. With empirical applications to a spatial probit model for US presidential voting decisions and spatial count data models for rm investment location decisions we have illustrated the power of this approach.
Even if we have limited ourselves to illustrate spatial EIS with binary probits, Poisson and Negbin models with spatial SAL and SAE specications, it is due to its very generic structure easily applicable to other spatial specications for discrete and limited dependent variables including spatial ordered and multinomial probits, spatial Tobit models, and spatial binomial models as well as other forms of spatial dependence. This would require only minor adjustments in the spatial EIS implementations we used for the binary probit or the Poisson model. All in all, we believe that the spatial EIS procedure provides a useful tool for the analysis of spatial models beyond the class of spatial linear Gaussian models for continuous dependent variables.
Appendix: Technical Details
This Appendix derives in a sequence of lemmas the recursive closed-form expressions for the EIS density kernels k i dened in Section 3.2, their integrating factors χ i and the resulting EIS sampling densities g i .
Let u ∈ R n be jointly normally distributed with mean vector µ = P −1 q and covariance matrix Σ = P −1 .
Its density is denoted by
Let u, µ, q, Σ and P be partitioned conformably with one another into
, P = P 11 P 12
with u i ∈ R ni , i = 1, 2.
Lemma 1. The conditional density for u 1 given u 2 and the marginal density for u 2 obtained from the multivariate normal distribution in Equation (A-1) are given by
Proof. The partitioned inverse of P can be written as
It follows immediately that
Lemma 2. Let n 1 = 1, z ∈ {−1, 1}, and m ∈ R 1 . Then
where Φ(·) denotes the standardized normal cdf and
Proof. Equation (A-9) follows from the partitioning in Lemma 1. Integration of f (u 1 |u 2 ) is carried out under the standardizing transformation
where z 2 = 1.
Let P i and q i in the (truncated) Gaussian density kernel as given by Equation (22) be partitioned conformably with
+ ln |P which simplies into the expression for r * i as given in Equation (A-15) by application of the partitioned inverse expression for P −1 i as given by Equation (A-6) and by using the partitioned determinant for P i , given by |P i | = |P Then the parameters (P i , q i , r i ) of the density kernel of the EIS sampling density k i (u (i) , a i ) in Equation (22) (probit case) are given by tions (19) and (28) The reported numbers for ML-EIS are mean, standard deviation (in parentheses) and RMSE (in brackets). The simulation sample size for EIS is S = 20 and for GHK S = 500. The true ML values are the ML-EIS estimates based on S = 1000. The reported numbers for ML-EIS are mean, standard deviation (in parentheses) and RMSE (in brackets). The simulation sample size for EIS is S = 20. The true ML values are the ML-EIS estimates based on S = 1000. 
