Abstract-Spatial multiplexing techniques send independent data streams on different transmit antennas to maximally exploit the capacity of multiple-input multiple-output (MIMO) fading channels. Most existing multiplexing techniques are based on an idealized MIMO channel model representing a rich scattering environment. Realistic channels corresponding to scattering clusters exhibit correlated fading and can significantly compromise the performance of such techniques. In this paper, we study the design and performance of spatial multiplexing techniques based on a virtual representation of realistic MIMO fading channels. Since the non-vanishing elements of the virtual channel matrix are uncorrelated, they capture the essential degrees of freedom in the channel and provide a simple characterization of channel statistics. In particular, the pairwise error probability (PEP) analysis for correlated channels is greatly simplified in the virtual representation. Using the PEP analysis, various precoding schemes are introduced to improve performance in virtual channels. Unitary precoding is proposed to provide robustness to unknown channel statistics. Non-unitary precoding techniques are proposed to exploit channel structure when channel statistics are known at the transmitter. Numerical results are presented to illustrate the attractive performance of the precoding techniques.
This idealized channel model allows tractable and elegant capacity analysis and space-time code design. In practice, however, the channel coefficients between different transmit-receive antenna pairs exhibit correlation due to clustered scattering in realistic environments and the relatively small antenna spacings. In such realistic conditions, the capacity of MIMO channels can be substantially lower depending on the level of correlation [7] , [8] . Therefore, a channel model that accurately captures the characteristics of the propagation environment is needed for realistic capacity assessments as well as for designing space-time modulation and coding techniques that are matched to channel statistics. Parametric physical models (see, e.g., [9] ) based on array processing techniques that explicitly model signal copies arriving from different directions provide one such approach. However, the nonlinear dependence of these models on physical channel parameters, such as angles of departure/arrival, makes them rather difficult to be incorporated in transceiver design, explicit capacity calculations and space-time code design.
In this paper we propose a framework for spatial multiplexing in correlated MIMO channels using a virtual representation for MIMO channels that has been introduced recently [8] . The virtual representation captures the essence of physical modeling without its complexity, provides a tractable linear channel characterization, and offers a simple and transparent interpretation of the effects of scattering and array characteristics on channel capacity and diversity. The virtual representation corresponds to a fixed coordinate transformation with respect to spatial basis functions defined by fixed virtual angles of arrival/departure. The resulting virtual channel matrix represents the channel by beamforming in fixed directions. In the context of space-time coding, the most attractive feature of the virtual channel matrix is that different scattering clusters correspond to different non-vanishing sub-matrices with approximately uncorrelated entries. Analogous to the i.i.d. idealized statistical model, the virtual channel matrix captures the essential degrees of freedom in correlated MIMO channels via the powers in its non-vanishing uncorrelated entries. Thus, the virtual channel representation provides a powerful tool for studying the impact of correlated fading on modulation and coding for MIMO channels. It also provides a natural framework for combining beamforming ideas from array processing with space-time coding techniques.
Our approach to spatial multiplexing in correlated MIMO channels is motivated by the analysis of the pairwise error probability (PEP) in the virtual channel representation. As we will see, the key problem in correlated channels is that some particular codeword error vectors may lie in the channel null space thereby increasing the PEP. The virtual channel matrix, due to its uncorrelated non-vanishing entries, clearly exposes the interaction between the signal space and the channel that causes such degradation in spatial multiplexing performance. Based on our analysis, precoding the transmitted codewords emerges as a simple and effective way for dealing with correlated fading. When the channel statistics are unknown at the transmitter, precoding via unitary matrices is proposed for rotating the transmitted codewords to avoid collisions between the codeword error vectors and the channel null space. When channel statistics are known at the transmitter, the structure of non-vanishing entries in the virtual channel correlation matrix is exploited to develop precoding techniques via non-unitary matrices that rotate and scale the codeword vectors to avoid collisions with the channel null space as well as to match transmitted signal power to the relative channel power in different spatial dimensions.
Precoding techniques have been investigated by several researchers in related contexts. Precoding to rotate the signal constellation and improve robustness of spatial multiplexing is considered in [10] for a polarized channel, and in [11] in the presence of spatial correlation for the special case of two transmit and two receive antennas. Both above schemes consider diagonal precoding matrices and both assume knowledge of the (non-diagonal) channel correlation matrix at the transmitter. Linear precoding is considered in [12] for space-time coded system with known fading correlations, and in [13] for transmit diversity with random fading channels. The key advantage of our precoding schemes is due to the uncorrelated nature of the virtual channel matrix: the virtual channel correlation matrix is diagonal regardless of the correlation structure of the original channel matrix. As we will see, this greatly simplifies PEP analysis and also offers direct insights for matching signaling schemes to channel characteristics. In a sense, the proposed precoding techniques effectively combine beamforming ideas with space-time coding via the virtual channel representation.
The paper is organized as follows. In Section II, we provide a brief review of the virtual channel representation. In Section III, we provide a general framework for PEP analysis in correlated MIMO channels based on the virtual channel representation. Section IV focuses on the performance of spatial multiplexing techniques in correlated channels, and discusses the mechanisms underlying the degradation of performance in such channels. Motivated by the analysis in Sections III and IV, precoding techniques are proposed in Section V that effectively account for correlated fading depending on whether channel statistics are known at the transmitter or not. Numerical results illustrating the performance of precoding techniques are presented in Section VI. Section VII presents some concluding remarks.
The following notation is used throughout the paper. We use * for conjugate, T for transpose, H for conjugate transpose, tr(·) for the trace operator, vec(·) for stacking columns of a matrix, ⊗ for Kronecker product [14] Fig. 1 . A schematic illustrating the virtual representation of a physical scattering environment. The virtual representation corresponds to beamforming in fixed directions determined by the resolution of the arrays.
umn of the matrix S.
II. VIRTUAL CHANNEL REPRESENTATION
We consider a narrowband MIMO system with M t transmit antennas and M r receive antennas. In the absence of noise we have y = Hs where s is the M t -dimensional transmitted vector, y is the M r -dimensional received vector and H is the M r × M t channel matrix coupling the transmit and receive antennas. The idealized statistical model corresponding to a rich scattering environment assumes that the elements of H are i.i.d. complex Gaussian random variables. However, the elements of H are correlated in realistic environments and the statistics of H are dictated by the scattering and array characteristics, such as angular spreads of scattering clusters and antenna spacing [7] , [8] . In this paper, we use the virtual channel representation introduced in [8] to capture the statistical structure of correlated fading channels imposed by clustered scattering environments.
A schematic illustrating the virtual channel representation is shown in Fig. 1 . Consider one-dimensional uniform linear arrays (ULAs) of antennas at both the transmitter and receiver for simplicity, and assume that far-field assumptions apply. The channel matrix can then be described via the array steering and response vectors given by
where θ represents the angle variable and is related to the physical angle ϕ (measured with respect to the horizontal axis as illustrated in Fig. 1 ) as θ = d sin(ϕ)/λ, where λ is the wavelength of propagation and d is the antenna spacing. The vector a R (θ R ) represents the signal response at the receiver array due to a point source in the direction ϕ R . Similarly a T (θ T ) represents the array weights needed to transmit a beam focused in the direction of ϕ T . Note that the steering and response vectors in (1) are periodic in θ with period 1. Parameterized physical models represent H via signal propagation over multiple paths (see, e.g., [8] , [9] )
where β l is the fading gain, θ R,l represents the angle of arrival (AoA), and θ T,l represents the angle of departure (AoD) associated with the l-th path. The virtual representation, on the other hand, exploits the finite dimensionality of the signal space 1 to use spatial beams in fixed, virtual directions (as illustrated in Fig. 1 ) to capture the effect of the scattering environment [8] . The virtual channel representation can be expressed as
where
are full-rank matrices defined by the fixed virtual angles {θ T,n } and {θ R,m }. Uniform sampling of θ in the principal period (θ ∈ [−0.5, 0.5)) is a natural choice for virtual spatial angles Realistic propagation environments can be modeled via a superposition of scattering clusters with limited angular spreads (see, e.g., [8] , [15] ). The virtual channel matrix H V provides an intuitively appealing "imaging" representation for such environments: different clusters correspond to different nonvanishing sub-matrices of H V . Furthermore, it is shown in [8] that the non-vanishing elements of H V are approximately uncorrelated under the usual assumption of uncorrelated physical scattering. The virtual channel matrix clearly reveals the capacity and diversity afforded by a given scattering environment. The capacity multiplier provided by a cluster is determined by the size/rank of the corresponding sub-matrix and depends on the number of virtual angles that lie within the angular spread of the cluster. The number of non-vanishing entries in each sub-matrix determines the diversity afforded by the cluster and depends on the nature of scattering within the cluster.
A valuable representation of (3) is obtained by stacking the columns of H as
using the identity vec(ABC) = [C T ⊗ A]vec(B). Let R = E(hh H ) denote the correlation matrix of h and R V the correlation matrix of h V = vec(H V ). R and R V are related by
where σ elements of H V , R V is approximately diagonal. We assume R V to be exactly diagonal in this paper. 2 Furthermore, R V may have some zero elements on the diagonal corresponding to the vanishing elements in H V due to clustered scattering. We note that R and R V are unitarily equivalent since the Kronecker product of two unitary matrices is also unitary. Thus, (6) is an eigendecomposition of R and (5) is the corresponding Karhunen-Loeve-like representation for each channel realization. Therefore the non-vanishing diagonal elements of R V that capture the power in the non-vanishing elements of H V also determine the eigenvalues of R. As we will see later, this is a very powerful property of the virtual channel matrix from the viewpoint of PEP calculations.
III. PAIRWISE ERROR PROBABILITY IN SPATIAL MULTIPLEXING SYSTEMS
In this section we review spatial multiplexing, and derive the pairwise error probability (PEP) for spatial multiplexing in correlated channels via the virtual representation.
A. Review of Spatial Multiplexing
Spatial multiplexing is a modulation technique for MIMO communication systems in which independent streams of data are multiplexed in space and subsequently demultiplexed at the receiver [1] , [6] . During every discrete-time symbol period, the encoder multiplexes
n=0 from a unit energy constellation to form a complex vector codeword s. The components of this vector codeword are modulated, upconverted, and launched into the channel.
Neglecting symbol timing errors and frequency offsets, the M r × 1 received signal vector after matched filtering and sampling can be written as
where v is the vector realization of i.i.d. complex circularly symmetric AWGN processes with distribution N (0,
, where I Mr denotes the identity matrix of dimension M r , and ρ is the total signal power. The channel H is assumed to be perfectly known at the receiver (via training symbols, e.g.) but unknown to the transmitter. As will become clearer, limited information about the statistics of H at the transmitter can be fruitfully exploited. We assume the use of the maximum likelihood (ML) decoder at the receiver.
B. Pairwise Error Probability (PEP)
For random channels the metric of interest is typically the average probability of error. Exact calculation of the symbol or bit error probability for spatial multiplexing systems, however, is difficult [11] , [16] . One solution commonly employed [17] is to upper bound the desired error probability using the union bound and the PEP.
denote the probability that s (m) is decoded at the receiver erroneously as s (k) for a given H. Let
2 /2 to upperbound the PEP, and the fact that h has complex normal distribution with zero mean and covariance R, it can be shown that [18] 
This is strictly true only for R nonsingular. As we pointed out, R is often singular or nearly singular due to clustered scattering. To avoid difficulties with the singular distribution we can proceed with the above derivation assuming thatR = R + I and then can let go to zero to arrive at the result in (8) . A more formal derivation of (8) is presented in [16] , [19] .
Substituting (6) into (8) using the virtual representation, following the identity |I + AB| = |I + BA|, and using the distributive property of the Kronecker product, we have
, and λ r denotes the r-th eigenvalue of C (m,k) .
C. Signaling in the Virtual Channel
Define the DFT of the codeword error correlation matrix as
which is rank-1 and
is the DFT of the error vector e (m,k) . From (9), we see that the PEP is governed by the interaction between R V and Q (m,k) ⊗ I M r . The virtual channel representation thus suggests the DFT as a natural precoding matrix so that the codewords directly interact with the scattering characteristics captured by H V . That is, we consider transmitted signals of the form s = A T s V so that the channel equation (7) becomes
where y V = A H R y and similarly for v V . The above equation says that at the transmitter we first apply a DFT (A T ) to the transmitted codewords s V before launching them onto the channel and at the receiver we first apply a DFT (A H R ) to the received vector y before decoding s V . Thus, (11) corresponds to signaling and reception directly in the virtual (Fourier) domain as illustrated in Fig. 2 . Our subsequent development is in the context of (11) . In this context, the transmit and receive antennas correspond to the virtual transmit and receive elements (corresponding to beams in virtual directions) and the matrix Q (m,k) * becomes the codeword error correlation matrix (R (m,k) ) corresponding to the actual transmitted vectors (not their DFT as in (10)). 
D. Rank and Eigenvalue Characterization
According to the rank and determinant criteria [3] [20], the error rate performance is a function of the rank and the product of the eigenvalues of C (m,k) . The diversity advantage is determined by the rank which we can bound as
since Q (m,k) is a rank-1 matrix. In realistic channels corresponding to clustered scattering, R is not diagonal but R V is still diagonal due to the properties of the virtual representation [8] . Note that the maximum rank of R V is M t M r and thus the absence of coding across time limits spatial multiplexing to a diversity advantage (defined as the minimum rank of all possible C (m,k) ) that is at most equal to M r . Space-time coding can increase the rank of Q (m,k) to M t thereby restoring the diversity loss. In addition to the rank of Q (m,k) , the nature of scattering can also reduce the diversity advantage. This is because some diagonal elements of R V may be zero or near-zero depending on the scattering geometry and antenna spacing [8] . However, due to the inherent difference in the ranks of R V and Q (m,k) ⊗ I Mr , R V could have many vanishing (or small) diagonal entries and still yield the maximum diversity advantage (M r ). It all depends on the interaction between R V (channel statistics) and
We suppress the superscript (m, k) for simplicity of notation. First note that for
Furthermore the non-vanishing eigenvalues of a product of matrices are not changed by changing the order of matrices. Now
where note that M r × M r matrices R V (n) in the last equality are diagonal matrices. Thus, the eigenvalues of C (m,k) are given by the diagonal entries of the matrix in (14) which are given in (13).
The above theorem has a very insightful interpretation: the r-th eigenvalue is equal to a weighted sum of the powers of all virtual transmit antennas coupled to the r-th virtual receive antenna (via the r-th row of H V ). The weighting is given by the magnitude squares of the error vector components, {|[q] n | 2 }, corresponding to different virtual transmit antennas. Note that the r-th eigenvalue may be zero if either [R V (n)] r,r = 0 for all n (r-th row of H V is zero) or if q n = 0 for those values of n for which [R V (n)] r,r = 0. At high SNRs the PEP in (9) can be bounded as
and thus the diversity gain is R and the coding gain is [
1/R . Note that both the diversity and coding gains depend on both the error codeword properties as well as channel characteristics as evident from Theorem 1. For given R V , to maximize diversity gain we would like to have as many elements of error vectors q ∈ E be non-vanishing for which the corresponding [R V (n)] r,r is nonzero, where E denotes the set of all possible codeword error vectors. To maximize coding gain, in addition we would like each |[q] n | to be as large as possible over the entire set E.
IV. SPATIAL MULTIPLEXING IN THE VIRTUAL CHANNEL
In this section we use the PEP analysis in the previous section to get further insight into the performance of spatial multiplexing in correlated channels.
Achieving the upperbound in (12) assumes that column space of Q (m,k) ⊗ I Mt is not contained in the null-space of R V . However, due to the unconstrained nature (relative to general space-time coding) of codeword error vectors in spatial multiplexing and due to the vanishing diagonal entries of R V in clustered scattering, full intersection between the column space of Q (m,k) ⊗ I Mt and the range space of R V cannot be guaranteed. This results in loss of diversity gain which we quantify in this section.
Exploiting the diagonal nature of R V and the structure of the codeword error vectors in spatial multiplexing, we can obtain an exact expression for the diversity advantage that holds in a variety of situations in which the same constellation is used at all virtual transmit antennas.
Theorem 2: Exact diversity advantage. For spatial multiplexing using the same constellation at each virtual transmit antenna, the minimum rank of C (m,k) over E satisfies
where I(·) is the indicator function and is a threshold value for determining the essentially non-vanishing entries of
by the distributive property of Kronecker products. Thus the rank of C is determined by the rank of
Clearly the worst set of error vectors are of the form in which q is non-zero in only one element (unit error vector). In the case that the same constellation is used on all virtual antennas, all such error vectors are possible. Suppose that q is only non-zero in the n-th element. From (17) , the rank of R V [q ⊗ I M r ] for such an error vector is determined by the non-vanishing diagonal elements in R V (n) which is exactly the expression corresponding to the index n in (16) . Thus, the minimum rank corresponds to R V (n) with the smallest number of non-vanishing elements. And this is achievable since all such unit error vectors are possible. This yields the equality in (16).
Theorem (16) gives a convenient and explicit expression for the worst-case diversity advantage as a function of the scattering environment. The actual diversity gain can be larger depending on the interaction between the channel and the error codeword vectors. The proof of the theorem yields useful insights in this regard. In particular, it shows that if the n-th virtual transmit antenna is not coupled at all to the receivers -R V (n) = 0 (the n-th column of H V is identically zero) -no symbols should be transmitted on that virtual transmit antenna; that is, [s V ] n should be zero. This is because those transmissions are not observable at the receiver at all. This is important in practice since some of the virtual transmit elements might be weakly coupled to the receivers and should not be used for transmission.
In such cases, data should only be multiplexed on the virtual transmit antennas corresponding to relatively strong columns of R V . As our numerical results demonstrate, accounting for such weakly coupled virtual transmit antennas can result in significant improvement in performance. A related important insight is to avoid unit error codeword vectors. Unfortunately, since the symbols at different virtual transmit antennas are independent in spatial multiplexing, all such error vectors are possible. As we discuss in the next section, applying a precoding transform to the transmitted vectors is an effective way to avoid such error vectors. More importantly, since we cannot introduce dependencies between transmitted symbols in spatial multiplexing, such a precoding approach is the only way of avoiding unit error codeword vectors.
V. UNITARY AND NON-UNITARY PRECODING In this section, we leverage the insights from PEP analysis to propose unitary and non-unitary precoding that improve the robustness of spatial multiplexing in correlated channels.
A. Unknown Channel Statistics -Unitary Precoding
Our PEP analysis shows that the key source of performance degradation is the existence of unit error vectors and the vanish-ing diagonal entries of R V due to clustered scattering. Furthermore, R V may not be available at the transmitter. In such cases, it is of interest to develop techniques that minimize the occurrence of unit error vectors and also make spatial multiplexing robust to the vanishing diagonal elements of R V .
Designing general space-time coding schemes that are robust to correlated channels is an interesting open problem. In spatial multiplexing, since the transmitted vectors are not spatially coded, we are left with the option of applying a precoding transform to the transmitted vectors. In this paper, we focus on linear precoding transforms. Let W be a M t × M t precoding matrix that is applied to the output of the spatial multiplexer. Instead of transmitting codeword s V , we transmit Ws V in Fig. 2 . The receiver observes
The goal of this section is to find W, without knowledge of R V or H V , to improve the error rate performance of the communication link. Due to lack of knowledge of R V , we choose W to be unitary since it does not change the spatial distribution of power. A similar approach has been taken in [10] , in which a precoding matrix is used to improve the robustness of spatial multiplexing systems in polarization channels. Their precoder assumes knowledge of a non-diagonal R V , parameterized by the crosspolarization discrimination, but otherwise serves to precondition the transmitted signal vectors. In our case the precoder is designed to be robust to the non-vanishing diagonal entries of R V .
From the structure of the virtual representation, a DFT precoder may sound tempting; that is s = s V (we remove the A T in Fig. 2 (a) T which is detrimental to the PEP from Theorem 2. However, with some modification a DFT precoder may be useful, as elaborated below.
From the proof of Theorem 2, diversity advantage is compromised when there are cancellations in the product R V (q⊗I M r ). Furthermore, such cancellations are particularly acute for unit error vectors. We define a robust unitary precoder as one that satisfies the conditions in the following definitions. Let (not be confused with the in Theorem 2) be a design parameter.
• Define J(W) = min q∈E,n=0,··· ,Mt−1 |[Wq] n |. A robust unitary precoder satisfies J(W) ≥ for n = 0, 1, . . . , M t − 1 and for all q ∈ E, for some > 0.
• An optimal robust unitary precoder is one that maximizes the threshold over the space of candidate precoders; that is
An optimal precoder may not be unique. It is clear from Theorem 2 that a robust unitary precoder ensures that all elements of Wq are sufficiently non-vanishing for all q ∈ E. Then, from (13) in Theorem 1 we see that all non-vanishing elements in R V contribute to the eigenvalues and thus contribute to the diversity gain by maximizing the rank. (Note that q is replaced with Wq in (13) with precoding.) An "optimum" precoder makes the modulus of all elements of q ∈ E as large as possible to maximize the magnitude of eigenvalues in (13) . This contributes to both the diversity gain and coding gain.
Finding an optimum robust unitary precoder is difficult since W o depends on the number of transmit antennas as well as the specific type of constellation. Optimization is difficult since robust unitary precoders satisfy a max-min criterion where both the maximum and minimum are effectively taken over discrete spaces. However, a unitary W can be represented using a reduced set of coefficients. We use this fact to propose two different unitary precoders.
1) Diagonal Precoder:
The simplest class of unitary matrices take the form
Clearly W H W = I M t by design and there are only M t − 1 free parameters since we can assume the first coefficient is 1 without loss of generality. However, this precoder does not solve the problem of avoiding unit error codeword vectors. In conjunction with a DFT precoder, though, this simple precoder may be effective. Suppose that we transmit signals of the form s = WA T s V . From (7) and (18), the channel equation in this case becomes
The intuition behind this precoder is that the matrix A H T WA T (which is analogous to an all pass filter) will smear the error vectors over all frequencies (virtual angles) so that all elements of A H T WA T q (which replaces q in (13) in this case) will be non-vanishing for both unit error vectors as well as constant error vectors (which cause problems in a DFT precoder).
For reasonable M t , we propose the following exhaustive search technique. Search 1. Uniformly quantize the phase values to Φ = {2πn/N } N −1 n=0 and let W be the set of N Mt−1 candidate precoding matrices. Choose the W ∈ W such that (19) is satisfied.
We consider an example of a spatial multiplexing system with QPSK symbols and M t = M r = 2. The optimal precoding matrix is found and the simulation results are shown in Fig. 4 in Sec. VI, where we show significant improvements with precoding. Given the performance improvements, a natural question is whether a non-diagonal unitary W can even further improve performance.
2) General Unitary Precoder: Consider a general unitary precoding matrix W. Since the criterion in (19) does not readily admit a closed form solution, a numerical search is needed. One approach is to characterize a unitary matrix using a canonical representation, say using the Givens rotations, as in [11] . We then quantize the angles of the rotations to enumerate a family of candidate precoding matrices and optimize. For large numbers of antennas this becomes computationally intensive due to the number of parameters that need to be quantized. In this case we propose the following design based on a random search. Search 2. Generate a set of random complex M t ×M t matrices from the complex Gaussian distribution. Let W be the set of orthogonal matrices constructed from the QR decomposition of the random matrices [21] . Choose the W ∈ W such that (19) is satisfied.
Clearly Search 2 is not guaranteed to be optimal. We find, however, that it is relatively easy to find a good W as we will show in Sec. VI
B. Known Channel Statistics -Non-Unitary Precoding
Robust precoders do not exploit knowledge of the channel statistics and structure at the transmitter -the precoding matrix is designed to make the system robust to channel structure in clustered scattering environments. We now present a general non-unitary precoding design which can incorporate knowledge of channel structure at the transmitter. The second order statistics of the channel, captured by R V , typically change more slowly than the channel realizations, and thus it may be possible to convey R V back to the transmitter.
Consider a non-unitary precoding matrix
where W is a unitary precoding matrix (as in the previous section), and p n is chosen to satisfy the power constraint
W is a non-unitary matrix. When D = I M t ,Ŵ becomes unitary. D could be interpreted as a scaling or power allocation matrix. Since we have the knowledge of R V at the transmitter, instead of the robustness criterion we seek aŴ that minimizes the maximum PEP (9) for all possible error vectors. Let D and W denote sets of candidate D and W matrices respectively. We define an optimal non-unitary precoding matrix as one that minimizes the maximum PEP of codeword error DWq
The use of unitary or non-unitary precoding can be motivated by considering the geometry of signal constellations and channel statistics. An example of signal error vector constellation is illustrated in Fig. 3(a) . Since H V may be sparse, the channel matrix has a certain "null space", captured by the vanishing diagonal elements of R V in the context of PEP. If an error vector lies in this channel null space, it cannot be detected at the receiver and significantly compromises the PEP. In order to improve performance, unitary precoding rotates the error vector constellation to some angle to avoid error vectors (particularly unit error vectors) lying in the channel null space. This corresponds to making as many elements ofq in (23) non-vanishing as possible over all q ∈ E. This contributes primarily to diversity gain and some to coding gain. Without knowledge of channel statistics at the transmitter, unitary precoding can provide robust performance since it tries to minimize the projection of error vectors onto the channel null space. When the transmitter has knowledge of R V , non-unitary precoding not only prevents an error vector from lying in the channel null space, but it also increases the projection of all the error vectors onto the channel range space via judicious choice of {p n }. This corresponds to making p n |[q] n | 2 as large as possible in (23) over all q ∈ E. This increases the coding gain compared to unitary precoding. A schematic illustrating the effects of unitary and non-unitary precoding is shown in Fig. 3(b) and (c). A similar channel geometry explanation was also given in [11] , where only a particular 2 × 2 system with diagonal precoding was considered.
To further convey the intuition of unitary and non-unitary precoding, consider a concrete example of a 4
where · stands for non-vanishing elements with variance 0.02, and × stands for non-vanishing elements with unit variance. As we mentioned earlier, non-vanishing elements of H V correspond to the nature of scattering. In this example, [s V ] 1 is weakly supported by h V (1) due to low power in h V (1). over other transmit angles (corresponding to h V (2) and h V (4) with more power). Unitary precoding is designed to achieve this goal. On the other hand, [s V ] 1 couples with receivers so weakly that it may not be used for transmission at all. Therefore, instead of equally distributing transmit power among all the virtual transmit angles, it is natural to allocate more transmit power to the more reliable transmit angles if such a priori information is available at the transmitter. The diagonal weighting matrix D in non-unitary precoding is designed to achieve this goal. It is also clear that in the extreme case of a fully populated H V , which is analogous to an i.i.d. channel [8] , neither unitary precoding nor non-unitary precoding would be needed. A numerical search is generally needed to obtainŴ. When the dimension is large, the search forŴ that jointly optimizes W and D may be very computationally intensive. An alternative suboptimal solution is the following. Using a W that is an optimal robust precoder has a number of important advantages. First, if R V is not available, then the transmission is still robust. Second, there are fewer parameters to optimize in D than in W. Since the channel statistics change over time on a relative slower time scale than changes in channel realizations, the optimization of D can be done in real-time. We now give another optimization criterion for D based on mutual information. 3 Assume that the codewords s V are complex
. Therefore, it can be shown using Jensen's and Hadamard inequalities, the average mutual information between y and s is [2] I(y,
. The optimal D then maximizes (25) under the power constraint. This is a standard water-filling problem [23] , and the solution is
here (x) + denotes the positive part of x and µ is chosen so that
C. Virtual Transmit Antenna Selection
The mutual information based power allocation procedure in (26) explicitly illustrates an important point that is implicit in (22) . In some cases, a particular virtual transmit angle will contribute a negligible amount of power to the receiver (e.g. the first virtual antenna in (24) ) making this virtual angle infeasible -the power budget may not be sufficient to allocate any power to this virtual antenna. This problem can be alleviated by applying a technique known as stochastic antenna subset selection [24] . The idea is to allow only a subset of K t of the M t virtual angles to be used. The size of K t can be determined a priori from R V and then Search 3 can be performed over candidate subset. Alternatively, the number and locations of nonzero p n in (26) can be used to determine the active virtual transmit antennas, and then Search 3 can be used to find D for these antennas.
VI. NUMERICAL RESULTS

A. Unitary Precoding Without Channel Statistics
In this experiment we consider a spatial multiplexing system with QPSK symbols and M t = M r = 2. We consider the performance with and without precoding as a function of 3 In [22] it is argued that maximizing mutual information also minimizes PEP. the number of non-zero diagonal elements of R V . We denote R V with k non-zero elements as R
. We used 100, 000 Monte Carlo simulations to estimate the average symbol error rate for each R V .
First consider the case of no-precoding as illustrated in Fig.  4 . The symbol error rate is about 0.5 for R 1 V and R 2 V since the symbol stream transmitted from the second virtual antenna is lost in the null-space of the channel. For the case of R 3 V , there is a first-order diversity, since the minimum rank is 1 as follows from Theorem 2. Finally, R V = I 4 corresponds to a rich channel and yields a second-order diversity gain and maximum coding gain. Now we show how even diagonal precoding improves the diversity advantage in sparse-scattering environments. By quantizing the angles with N = 100, we used Search 1 to find the following optimal diagonal precoding matrix with = 0.6299
The performance improvement obtained using this precoder is illustrated in Fig. 4 and compared with the case of no precoding. Even with a single non-zero element, as predicted by Theorem 2, there is a first-order diversity gain since both data streams get coupled to the non-vanishing [H V ] 1,1 due to rotation. As R V fills out with 2, 3, and 4 non-zero diagonal entries there is a second-order diversity advantage as predicted by Theorem 2. Since each additional non-zero element increases the received power, there is an increase in coding gain as predicted by Theorem 1. Now consider a general unitary precoder. Using Search 2, we searched over 10, 000 random 2 × 2 matrices and found the following optimal precoding matrix with = 0.6488 From Theorem 1, we expect that there is a marginal coding gain compared to precoder (27) due to the marginal difference in . In Fig. 5 we compare the precoder (28) to (27) and find that they have comparable performance. This is possible due to the sub-optimality of the search procedure and also due to the fact that our design criterion is not exactly motivated by the PEP. The comparison shows that the diagonal precoder jointly used with DFT has the advantage of less intensive search and comparable performance to the general unitary precoder.
B. Non-Unitary Precoding With Channel Statistics
To illustrate how non-unitary precoding can further improve the interaction between the codeword and the channel, we compare a unitary precoder with a non-unitary precoder that exploits knowledge of R V . First we search for unitary precoder that yields the W in (28). Then we use (22) 
C. Impact of Precoding on Degenerate Virtual Channels
We have shown that precoding can improve the performance of spatial multiplexing in correlated channels. Now we use an example to explicitly illustrate the diversity and coding advantage due to precoding using Theorem 1 and 2. We use three different possible 2 × 2 representations for H V : row-degenerate, column-degenerate, and diagonal:
For H 1 V , Theorem 2 shows that the minimum diversity advantage of this system is 1, and the only eigenvalue is given by Theorem 1 as λ = q 2 , which is determined by the chosen constellation. Clearly, the precoder cannot improve performance since both the diversity advantage and the minimum eigenvalue are fixed. Without precoding, H 2 V provides no diversity gain by Theorem 2. However, with precoding, Theorem 1 reveals that C has two non-zero eigenvalues
2 , so the diversity gain is increased to 2, and the degenerate column suggests a trivial power allocation scheme. The coding gain is further improved by using non-unitary precoding. Similarly for H 3 V , without precoding, diversity advantage is 1 according to Theorem 2, and this is improved to 2 by precoding according to Theorem 1. The coding gain is given by (λ 1 λ 2 ) 1/2 = |[Wq] 1 [Wq] 2 |. Theorem 1 shows that we also improve the coding gain by maximizing the eigenvalues by our search criterion. The comparison of three virtual representation with and without precoding is shown in Fig. 6 and confirms our intuition and analytical results.
D. Virtual Transmit Antenna Selection Based on Second-Order Channel Statistics
In this experiment we conclude by comparing all the proposed precoding approaches in a spatial multiplexing system with QPSK symbols and M t = M r = 4 for the channel with the virtual representation in (24) .
Consider two scenarios: with and with-out subset selection.
In the first case, all four virtual transmit antennas are used (M t = 4).
In the second case, based on the weak coupling of virtual transmit antenna [s V (1) (2) , h V (3), h V (4)}, and M t = 3.
Using Search 1 with N = 100, we found optimal diagonal precoding matrices for M t = 3 and M t = 4. Using Search 2 with 10, 000 candidate matrices we found optimal general unitary precoding matrices for M t = 3 and M t = 4. For the nonunitary precoding scenario, D was determined by the power allocation scheme (26). The error rate curves for all these scenarios are shown in Fig. 7 . The case with no precoding provides minimal diversity gain as expected. Unitary precoding without channel statistics provides diversity gain as predicted by Theorem 2. Due to the weak coupling of the first virtual angle, the power on [s V ] 1 is wasted. Subset selection fixes this problem but at the expense of rate since now 3 symbols and not 4 are sent in each time period. Interestingly, non-unitary precoding with power allocation has dramatically improved performance both with and without subset selection. The reason is that in either case the power is distributed only on the three major virtual angles. Without subset selection, due to the presence of unitary precoding, the information stream that would have been transmitted on the first virtual antenna is mixed on the remaining three antennas and can still be decoded. Finally, note that the allocation (26) is obtained by maximizing the mutual information with a Gaussian codebook; it does not necessarily optimize the error performance when restricted to finite alphabet constellations. Thus better precoder optimizations based on R V may even further improve performance.
VII. CONCLUSIONS
We have investigated the design of spatial multiplexing techniques for correlated fading channels via the virtual channel representation. We derived bounds for the PEP in spatial multiplexing using the virtual channel matrix H V . The approximately uncorrelated nature of H V greatly simplified this analysis. In particular, we derived exact expressions for the minimum rank of the matrix governing the PEP, as well as exact characterization of its eigenvalues. The analysis in the virtual representation yields many useful insights on the interaction between the codeword space and the channel and its effects on performance. In particular, a key insight to avoid performance degradation in correlated channels is to avoid unit error codeword vectors and to exploit virtual transmit antennas that are strongly coupled to the channels. These insights are leveraged to develop effective multiplexing techniques for correlated MIMO channels. Unitary precoding is proposed to make spatial multiplexing robust to channel correlation when channel statistics are unknown at the transmitter. When channel statistics are known at the transmitter, we showed that power allocation coupled with unitary precoding is a simple and effective means for exploiting this information. Currently, we are investigating extension of the work for space-time trellis coding and linear dispersion coding for correlated MIMO channels.
