The FP7 EU project ISi-PADAS (Integrated Human Modelling and Simulation to support Human Error Risk Analysis of Partially Autonomous Driver Assistance Systems) endeavours to conceive an intelligent system called PADAS (Partially Autonomous Driver Assistance System) for aiding human drivers in driving safely by providing them with pertinent and accurate information in real time about the external situation and by acting as a co-pilot in emergency conditions. The system interacts with the driver through a Human-Machine Interface (HMI) installed on the vehicle using an adequate Warning and Intervention Strategy (WIS). In this paper, the design of the PADAS HMI as well as a decisiontheoretic approach for deriving an optimal WIS are described.
Introduction

The FP7 EU project ISi-PADAS (Integrated Human Modelling and Simulation to support Human Error Risk Analysis of Partially Autonomous Driver Assistance
Systems) aims at conceiving an intelligent system called PADAS (Partially Autonomous Driver Assistance System) in order to aid human users to drive safely, by providing them with pertinent and accurate information in real time about the external situation and by acting as a co-pilot in emergency conditions [7] . The system interacts with the driver through a Human-Machine Interface (HMI) installed on the vehicle using an adequate Warning and Intervention Strategy (WIS). Such a system constitutes an innovation in the field of PADAS, since it intervenes continuously from warning up to automatic braking in the whole longitudinal control of the vehicle (e.g., it can prevent a collision with a leading vehi-cle by bringing the vehicle to a halt independently of driver's action). This system is called LOSS (Longitudinal Support System).
Overview of ISI-PADAS Project
In this context, a specific PADAS has been developed and implemented in the simulator, including the interfaces between the driver and the system: different approaches for tactile, visual and acoustic interfaces are investigated, in order to provide the right information in the right way at the right time. This includes both the intervention of the assistance system and the warnings to the drivers.
Such a system is focused on the assistance to the user in longitudinal driving task and it is thereby called Longitudinal Support System (or LOSS, in short). Two types (or modes) of LOSS have been considered: the Advanced Forward Collision Warning (FCW+, in short) and the Advanced Adaptive Cruise Control (ACC+, in short) which are both constituted by 3 functions: Forward Collision Warning (FCW) or Adaptive Cruise Control (ACC); Assisted Braking (AB); Emergency Braking (EB). In particular, this PADAS can provide assistance through the whole longitudinal driving task, from warning the driver (FCW) up to automatic braking action (EB) in imminent critical conditions.
The Approach of HMI Design in the ISI-PADAS Project
Human-Machine Interaction (HMI) is the discipline concerned with the design, evaluation and implementation of interactive computing systems for human use and with the study of major surrounding phenomena. The interface is responsible of effectively translating between the human and the machine to allow the interaction to be successful and this effectiveness can be measured by the concept known as "usability" or "quality of use": the extent to which a system, product or service can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use (ISO 9241-11, 1998).
As a result, the need to keep users at the center of the process is outlined, which is the basis of the Human-Centred Design (HCD) approach. ISO 13407 (1999) provides guidance on HCD activities throughout the life cycle and indicates the following considerations: an active involvement of users and a clear understanding of user and task requirements; an appropriate allocation of function between users and technology; the iteration of design solutions and a multi-disciplinary design. As a consequence, to realize LOSS following a HCD approach, the PADAS system is comprised of four capabilities: it can convey visual signals, it can emit audio signals in the form of beeps or alarms, it makes use of a specifically-developed tactile platform to provide hap-tic signals in the form of vibrations and it can de-celerate the vehicle (being particularly useful if the driver is not providing adequate deceleration to avoid a collision).
The WIS of LOSS constitutes a set of rules in the form of a software module that determines, at each time step, the manner in which to exercise these HMI capabilities. In this paper, the design of the LOSS HMI as well as a decisiontheoretic approach for deriving an optimal WIS for LOSS are described. This way, the HMI of the new LOSS is specified, identifying which information is made accessible to the driver at each time and in which way it is being provided. An optimal WIS achieves the objective of LOSS while being as discreet or as noninterfering as possible, thus attempting to minimize its interactions with the driver and its control over the vehicle's deceleration. The decision-theoretic approach consists of modelling the driver-system interaction as a Markov Decision Process (MDP) considering that an optimal control policy for this MDP constitutes an optimal WIS for LOSS. The effects of PADAS interaction on the driver, when exercised, can be quite complex, hence requiring a robust, methodical yet adaptive approach to determine an optimal WIS. Driver's reaction to the HMI of the host vehicle constitutes the "environment" of the MDP. The algorithm will then construct an optimal policy based on this data, meaning that the WIS for LOSS is optimal for the "average" human driver (averaged from all the human drivers who participated in the driving simulator experiments conducted within ISi-PADAS in which simulators were equipped with a PADAS system).
The HMI of LOSS Application
LOSS system is conceived to provide assistance to the driving task by supporting both tactical and operational levels (Michon, 1985) , since its range of functionalities goes from informative messages to intervention actions. Taking this into account, LOSS HMI (FCW+ and ACC+) is defined, by specifying interface outputs and the kind of interaction mediating between the driver and the system. Table 1 FCW+ interface definition while system operation FCW+ warning icons in its various levels are consistent and based on FCW ISO Standard (ISO/FDIS 15623, 2001), adapting headway area and using red colour to convey urgency to the driver (Table 1) . Additionally, text is used in danger and emergency situations, when the driver is requested to brake or is informed about a system intervention. Regarding the acoustic interface, a sound is used for the provision of collision warnings (with variable frequency and duration). Regarding haptics, patterns must be meaningful to the driver in high time constraint situations and thus, it is proposed to use middle temporal frequency for caution and high temporal frequencies for danger levels. Continuous haptic pattern (with high amplitude) is proposed for emergency level to indicate urgency. Table 2 ACC+ interface definition while system operation
FCW+ system
FCW + interface definition HMI channels Situation criticality (from NORMAL-green to EMERGENCY-red through CAUTION-yellow and DANGER-orange) (NOTE: CW stands for Collision Warning)
ACC+ system
ACC + interface definition
The case of the ACC+ HMI design (Table 2 ) follows the same principles as the ones used for FCW+, keeping consistency and using ACC ISO Standard (ISO/PWI 15662, 2007) as a basis. In addition, text is used along with the ACC + informative icons either to indicate selected speed. Appropriate information in an emergency situation is provided to keep the driver in the loop, using visual information in combination with acoustic and haptic feedbacks that attract drivers attention to the road situation (specially, haptics are provided on the floor since drivers would not be pressing the accelerator pedal).
Thus, following a HCD view, the LOSS HMI design has been based on adopting two different but consistent solutions for FCW+ and ACC+ respectively.
An MDP Approach for Designing the HMI of LOSS
Thus far, the design of the actions, available to the system to help the driver in avoiding collisions, has been described. Now the attention is torn to the decision rules according to which the system employs these actions. The decision rules form a warning and intervention strategy (henceforth, a strategy).
A strategy must be seen as a function that constantly determines the system's interaction with the driver. As such it has set of inputs and a set of outputs, which is nothing but its set of actions. A strategy describes the following cycle: 1) Collect or sense input i; 2) Determine an action o according to the strategy and the input; 3) Apply o; 4) Go to 1.
An action of a strategy is a pair (h, b) where h is an integer representing a code for an audio-visual-haptic signal (as described in the previous sections) and b є [0, 1] represents a fraction of maximum brake pressure.
An optimal strategy is one that achieves the system's objective in order to minimize collision probability on a longitudinal route. In this section, a mathematical approach for determining an optimal strategy is presented. the problem is conceived as a Markov decision process (MDP) [6] an important mathematical model for formulating problems of sequential decision making.
In defining a problem as an MDP, it is characterized as the control of a Markov chain. The control unfolds over discrete time steps. In each step, the problem occupies a state from a set of N states and the decision maker (the controller) chooses one of the K actions available. The probability that the problem is in a given state in a time step is conditional only on the state of the problem and the action chosen by the controller in the previous time step. This is the Markov property. In each time step, the controller incurs a cost that is a function of the state and the action chosen in that time step. The objective of the decision maker is to take such actions as to minimize the expected (discounted) cost over an infinite number of time steps. The decision maker uses a policy for taking decisions, which is a function that maps actions to states. An optimal policy is one that achieves the decision maker's objective.
In modeling the LOSS system as an MDP, each time step as a duration of 300 milliseconds. The state in a time step is defined as the headway, which is the ratio d/v, where d is the distance between the two vehicles and v is the velocity of the host vehicle. It is limited to be in the interval [0s, 50s] (headway above 50s is considered to be 50s). Thus the set of states in this MDP is an infinite one. In order to render it finite, the interval is exhausted into disjoint partitions of unequal sizes. As an example: [0s, 0.5s), [0.5s, 1s), [1s, 1.5s), [1.5s, 2s), and so on. These partitions are the states of the MDP.
As stated before, an action consists of a pair (h, b) where h is a signal code and b is the suggested fraction of braking pressure. h takes values from a set of integers representing the various signal codes available. b takes values in the interval [0, 1]. In order to render the set of actions finite, only a subset of points is considered from this interval. To be precise, the set is {0, 0.05, 0.1, …,0.85, 0.9, 0.95, 1}. As for control costs, a cost of 1 is imposed for taking any action when the headway is less than 2 seconds, and 0 cost otherwise. For the LOSS system, thus, a policy is a function that maps each headway partition to a pair of the type (h, b) . So, the policy for the MDP is a warning and intervention strategy. Let f be the strategy. Its functioning describes the cycle:
1. Compute the headway θ t = d t /v t 2. Determine the action (h, b) = f(θ t ) to be taken 3. Convert h into the corresponding audio-visual-haptic signal and transmit it to the driver via the HMI 4. Apply the suggested braking pressure b 5. Wait for 300 milliseconds 6. Go to 1
Computing an Optimal WIS
An optimal policy for an MDP is one that minimizes the β-discounted costs and it can be determined as follows: for β ∈ (0, 1), the β-discounted costs of the N states form an N-vector (V 1 , V 2 ,..., V N ) such that for i = 1, 2, ..., N, Thus, the optimal WIS is computed as follows:
1. Model the problem as the MDP described above.
Determine the probabilities k ij
P through the data. The optimal policy p* for the MDP is an optimal WIS.
Discussions and Conclusions
This paper has presented the approach followed by ISI-PADAS project, for the design and optimization of the warning and intervention strategies of the PADAS, called LOSS, using a Markovian Decision Process model. The HMI has been designed following the Human Centered Design methodology, which has defined the form of interactions between human driver and the system (that is, the visual information, the auditory signals and the tactile warnings). The MDP-LOSS has defined the contents of the information to be provided by the system to the driver and in particular: the risk associated to the external situation and based on 5 different levels; the value of deceleration (in %) needed to be applied on the brakes, in order to avoid (or at least to minimize the consequence of) the impact.
At the best of our knowledge, this approach is quite new in automotive domain and it is completely based on the driving and environmental data. At the moment, the optimal policy p* has been obtained and it is now integrated into the two driving simulators (of DLR and URE). In the next experimental phase, it is necessary to prove and assess that such an approach allows a more "realistic" and efficient strategies for the continuous longitudinal support function, giving best performances with respect to more "traditional" methods and assuring higher acceptability by the user's point of view.
Concerning the future works envisaged into the project concern two main directions: one for the HMI strategies and one for the MDP topics. Following the mentioned HMI strategy, it is also relevant to refer to some research directions that may indicate future lines of investigation:
• How to provide the driver with useful and timely warning information that leads to high levels of comprehension and compliance • Identify any long-term effects of PADAS use on driver behaviour.
• How to integrate these warnings from multiple PADAS while maintaining a manageable level of workload for the driver, identifying associated workload demands • Investigate the impact of false alarm rates on driver behaviour and how to deal with them.
For what concerning the MDP, as aforementioned, the efficiency and the acceptability of the MDP-LOSS, implemented in driving simulators, has to be tested with human subjects. If the results will be positive, MDP-LOSS wil be the first example of design warning and intervention strategies of a longitudinal support function, based entirely on the data and following a statistical approach. Moreover, other activities include:
• More detailed definition and assessment of the states and actions for the two modes FCW+ and ACC+
• Evaluation and assessment of other variables and parameters to define the states (e.g. the TTC can be merged with deceleration of the vehicles or with the HD variable)
• Investigation of other methods to solve the MDP system, like the Reinforcement Learning Since the project is at the half of its duration, the experiments of the next months will start providing some good indications about the way to follow.
