Abstract. Suppose M is a real-analytic submanifold of complex Euclidean n = space and consider the following question: Given a real-analytic function/ defined on M, is/ the restriction to M of an ambient holomorphic function? If M is a C.R. submanifold the question has been answered completely. Namely,/is the trace of a holomorphic function if and only if/ is a C.R. function. The more general situation in which M need not be a C.R. submanifold is discussed in this paper.
1. Introduction. Given a submanifold M of complex Euclidean «-space C, it is desired to characterize all complex valued functions on M which are the restriction to M of ambient holomorphic functions. Such a function is called the trace of a holomorphic function, and we will refer to the characterization of these functions as the holomorphic trace problem.
In general, the holomorphic trace problem appears to be quite difficult; in fact, even the case of a C°° curve in C seems untractable. Here we will consider only real-analytic submanifolds of C and address the local problem:
Which complex valued functions in a neighborhood of some point p belonging to a real-analytic submanifold M c C are the restriction to M of a holomorphic function defined in some ambient neighborhood of pi Here we should note that if M is a uniqueness set for holomorphic functions on C, then a solution to the local holomorphic trace problem implies a solution to the global problem.
Because holomorphic functions are real-analytic on their domains of definition in C, their traces must be real-analytic functions on M. Thus we /= § vf«r*» in some neighborhood of (0, 0) and IU= i VW-
Here, as elsewhere in the paper, we use the usual multi-index notation for power series in several variables.
We observe that in some neighborhood of each point of M \ {(0, 0)}, z, agrees on M with the holomorphic function z2/zx.
Because M is a uniqueness set for holomorphic functions on C2, / is the trace of an ambient holomorphic function in a neighborhood of (0, 0) if and only if bß = 0 for all ß = (ßx, ßj such that /?, < ß2.
This solves the holomorphic trace problem for the cup in C2 and also suggests the possible nature of the general solution; namely, an infinite collection of conditions on the coefficients of a power series representation for the given function. Examples 5.2 and 5.3 will serve to further illustrate this phenomenon. Theorem 4.6 is the solution to the holomorphic trace problem for a general class of submanifolds.
To demonstrate the flavor of Theorem 4.6 we provide an alternative approach to the trace problem for the "cup", M c C2. Consider the vector fields License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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Yx=4--h J-and y2 = J-+ l J-+ J-.
(1.1) 3^i 2, 9z, 9z2 z, 3zj a¿-2 v '
By direct calculations one can show for each q G M \ {(0, 0)}, { YXq, Y2q} is a basis for the tangent space to M at q and Yx Y2= Y2YX. A quick inspection of the form of Yx and Y2 in (1.1) yields necessary conditions for a given function / to be the trace of a holomorphic function on M; namely, for each pair of nonnegative integers a, and a2, Yx'Y22f\M \ {(0, 0)} extends real-analytically to all of M. The sufficiency of these conditions is guaranteed by Theorem 4.6, and the calculations in Example 5.1 show that this solution agrees with our previous solution for the cup. §2 reformulates the holomorphic trace problem in terms of a local parametric representation for the submanifold M. This reformulation is Problem 3, which leads to the algebraic problem of factoring a given holomorphic function through a given holomorphic mapping. §3 is concerned with this problem and contains the key ideas of this paper, with Theorem 3.5 being the main result of the section.
§4 contains the technical machinery necessary to interpret analytically the algebraic results of §3. The above-mentioned Theorem 4.6 is the solution to the holomorphic trace problem for about half of all possible real-analytic submanifolds, and is the major result of this paper. In §5 the theory is explicitly applied to the case of a general 2-dimensional real-analytic submanifold of C2. Here three examples are presented, including Example 1.1 above. §6 concludes the paper with a brief discussion of the complex envelope and comments on the cases left open by Theorem 4.6.
I would like to express my gratitude to my associates at the University of Kentucky for their interest and helpful discussions. In particular, I am grateful to Avinash Sathaye for his comments regarding Lemmas 3.6 and 3.7, and to Ken Kubota for his suggestions concerining Remark 6.4. I am also indebted to Paul Eakin for his interest in my work, and to Michael Freeman for his encouragement and advice.
2. The holomorphic trace problem. We must establish some notation which will be used throughout the remainder of the paper. For any positive integer m, Rm, respectively Cm, will denote the germ of real, respectively complex, Euclidean w-space at the origin O. For notational convenience we will also let Rm, respectively Cm, denote a particular representative for the germ Rm, respectively Cm, whose choice is determined by the context. We will let dim,, respectively dimc, denote real, respectively complex, dimension. In addition, x = (xx,..., xm) or y = (v" ... ,ym) will consistently denote vectors with real coordinates, while z = (z" ..., zm) or w = (wx,..., wm) will denote vectors with complex coordinates. C[<x" ..., xm)] will denote the ring of germs at O of complex valued real-analytic functions on Rm and C[<z" ..., zm>] the ring of germs at O of holomorphic functions on C". When convenient, C[(x" ..., xm>], respectively C[<z" ..., zm>], will be identified with the ring of convergent power series in the variables xx,..., xm, respectively z" ..., zm, centered at O with complex coefficients. It should be understood that the particular interpretation of C[<(x,.xm)] or C [<z,.zm)] will be determined by the context. Finally, for any positive integer k, Mk will denote the germ at O of a ^-dimensional realanalytic submanifold. As above, Mk may also denote a particular representative for the germ Mk, hence we can always assume O G Mk and dim^M* = k.
We can now formulate the holomorphic trace problem. We have reduced the original Problem 1 to the "new" Problem 3, in which we need consider only germs of holomorphic functions. We are thus motivated to suppress the submanifold altogether and consider a more general algebraic question concerning holomorphic functions. We will return to the consideration of a submanifold in §4.
3. Necessary and sufficient conditions that a holomorphic function factor through a holomorphic mapping. The question posed for the given Ô in Problem 3 can be posed for any holomorphic map. In this section we drop the '"""" and relax any rank conditions 0 must satisfy in order to come from a parametrization. For convenience it is still assumed that <P(0) = O.
Let k and n be positive integers and for each / = 1, 2,..., « suppose tpj E C [<z,.zk}] is a nonunit. Let $>: C* -» C be defined by *-(9i,...,ft). For any q G C* \ £($; A) and/ = 1, 2,..., k we let Zyq denote the vector associated to q by the field Zj.
We now list several important properties of {Z" ..., Z"} which follow directly from (3.5) and the fact that H is locally biholomorphic. Given / G C[(z" ..., zk)] we will now seek necessary conditions on / in order that there may exist a solution to the question posed at the beginning of this section. Thus suppose F E C[(wx,..., wn)] and/ =F°$, We assume the following restrictive hypothesis on $. Hypothesis, rk $ = n. By Remark 3.2 we must then have k > n; however, we may still have rk $[$](0) < n. We will see in §4 that this hypothesis is quiite reasonable for our application to submanifolds.
Under the hypothesis rk $ = n it follows from (3.4) and (3.8) that Zj (<p¡) = 8jfor each i,j = 1,2,...,«, and Zj (cp,) = Ofor each i = 1, 2,..., n andj = n + 1,..., k.
(3.9)
Suppose E is a closed nowhere dense subset of C* and (Z" ..., Zk) is a collection of holomorphic vector fields defined on C* \ E which satisfies (3.6),
, q>") is a power series in qp,, if/ = 1, 2,..., n, if/ = n + 1,..., k.
<P" (3.10) (3.7), and (3.9)./= F«i = %.., and it follows from (3.7) and (3.9) that
The left side of (3.10) is initially defined only on C* \ E, whereas the right side is defined holomorphically on all of C*. Thus we have a nontrivial condition on/, namely for each/ = 1, 2,..., n, Zj(f) extends holomorphically to all of C* (i.e. across E) and for each/ = n + 1,..., k, Zj(f) = 0.
Notice, for each/ = 1,2,... ,n not only does Z-(/) extend holomorphically to all of C*, but it is also a holomorphic function, dF/dwjt composed with í>.
Suppose for some positive integer v and every n-tuple of nonnegative integers a = (a" ... ( 3 11) We conclude the following set of necessary conditions on/.
Conditions C. For any n-tuple of nonnegative integers a = (a,,..., a"), ZX'Z22... Zf(f) is holomorphically extendible across E to all of Ck, and for eachj -n + I,.... k, Zj(f) = 0.
We now provide an answer to the question that began this section.
Theorem 3.5. Let $: C* -» C be a holomorphic mapping with $(0) = O and rk $ = n. Then there exists a closed nowhere dense subset £cC* and a collection of holomorphic vector fields {Z" ..., Zk) defined on C* \ E which satisfies (3.6), (3.7), and (3.9). Moreover, if E is any closed nowhere dense subset of Ck, (Z" . . . , Zk) is any such collection of vector fields, and We have just shown the existence of the set E and the vector fields (Z,,..., Zk], as well as the necessity of Condition C in part (i). Moreover, (ii) follows immediately from (3.11). Thus the theorem will be proved when we show the sufficiency of Condition C in (i). To do this we will need some algebraic machinery. For a general 4> with rk $ < n, the sufficient conditions of Remark 3.9 are not necessary.
Example 3.10. $ = (z" zxz2, z,zf).
Let/: C2 -»C be given by/(z" Zz) = z, + z,z2 + z,z2. Clearly there is an F E C[<w>" w2, w3>] such that F«$=/; namely, .FOv,, vv2, w3) = wx + w2 + w3. However, there does not exist G in either C[(wx, w2>], C[(w>" w3>], or C[<w2, w3)] such that /=(?•$.
Thus / does not satisfy the conditions of Remark 3.9.
Nevertheless, if rk $-[$](z) *s constantly s then we may assume £■($; A) is empty and the first set of conditions in Remark 3.9 is trivially satisfied. Moreover, the conditions Zs+X(f) = • • • = Zk(f) = 0 are "equivalent" to the Rank Theorem; that is, $ is biholomorphically equivalent to projection onto the first ¿-coordinates and f= F ° $ for some F if and only if / is independent of the last k -s coordinates.
Theorem 3.5 answers the algebraic question which began this section in the situation rk <& = n. We saw in §2 that this algebraic question is related to the holomorphic trace problem as stated in Problem 3. Thus we will use the results of this section, especially Theorem 3.5, to derive a solution to the trace problem. However, if such F exists, then by (2.6) /»$ = F»$; that is, / is the trace of F on Mk.
Our task is two-fold. We must first interpret the condition "rk 4> = n". Secondly, we must translate Condition C applied to / ° 4> into conditions on the original function /. The idea is simple. Suppose Z"... ,Zk are the holomorphic vector fields defined on an open dense subset of C* and used in Condition C. Their "real parts" Xx,..., Xk will be defined on an open dense subset of Rk. We use $ to push Xx,... ,Xk forward to Mk. The result will be real-analytic vector fields Yx,..., Yk, defined on an open dense subset of Mk, which yield conditions on / analogous to Condition C applied to / ° $.
For any point q belonging to C* (respectively, Rk or Mk), TqCk (respectively, TqRk or TqMk) will denote the complexified tangent space to C* (respectively, R* or Mk) at q. We always let i denote the complex structure arising from complexification while J denotes the complex structure induced on the tangent space by the complex structure of the underlying space. For example, suppose {z" ..., zk) are the coordinates of C* and z,-= Xj + iy, for (4.1)
We will employ the notation TqCk = [Zq G T^iZ, = JZq} and T^C = {ZqE TqC*|iZq = -JZq}. It is well known that TqCk = TqC* 0 rq"C* and (3/3z,,..., d/dzk] is a basis for TqC*, while {3/3z" ..., 3/3^} is a basis for rq'C*. Thus for Zq G TqC* there exist {a,-}*., and {£,})", contained in C such that
We let Zq denote conjugation with respect to the i-structure and Zq denote conjugation with respect to the J-structure; that is, Thus we have rçc*' = r;c* = t$? .
(4.4)
In addition, we let HqMk denote the largest J-linear subspace of TqMk; that is, HqMk = TqMk n JTqMk, the complex tangent space to Mk at q. It is well known that HqMk = HqMk 8 H'q'Mk, where J^M* = T'qC n 7/qM* and H^Mk = T^C n TqM*.
HqMk defines the system of Tangential Cauchy Riemann equations for Mk at q For notational convenience we will consistently let p denote the unique point in R* such that $(p) = q. We then define an integer valued function on R*by l(p)^2dimcHqMk. We now present the main result of the paper. 5. Application of results to examples of 2-dimensional submanifolds of C2. In order to apply the results of §4 to a given submanifold we must construct vector fields Yx,..., Yk satisfying properties (1) and (2) of Theorem 4.6. The proofs of Theorems 3.5 and 4.6 provide a method whereby such fields can be constructed. We will now explicitly construct such vector fields for a general 2-dimensional real-analytic submanifold of C2.
Let M2 be a 2-dimensional real-analytic submanifold of C2. That is, Ä = £ [$] . We now assume the hypothesis "rk_4> = 2." Note det A = det Ä, £($) = (z£ C?|det i(z) = 0}, and Ä~l = ^ _1 off £($). Let Z" Z2 be the vector fields defined by (3.5); recall for this case H = (<p" $¿. We compute (Z"Z2) = (3/3z"a/3z2)P'1 on C2 \ £■($). It follows from (4.3) and (4.13) that We will now provide several examples, beginning with the example which started this paper. In particular, we will derive the vector fields (1.1).
Example 5.1. "Cup": M2 = {(xx + ix2, x\ + x2)\xx, x2 E R). Example 5.3. "Parabola":M2 s {(xx + ix2, xf)\xx, x2 E R2}. For Example 5.3 we consider <£>: R2 -> C2 given by 3>(;c" x¿ = (x, + ix2, x2). Again assuming/ is independent of z2 we compute
