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Summary
The primary aim of the work described in this thesis was to examine 
the possibility of obtaining amplification from a transferred electron 
device oscillating in the limited space charge accumulation (LSA) mode.
An X-band relaxation LSA oscillator circuit was constructed and initial 
tests revealed the presence of simultaneous oscillations at two unrelated 
frequencies; the normal large amplitude oscillation, characteristic of 
the LSA mode and a subsidiary low amplitude oscillation at a higher 
frequency. Following this observation the higher frequency was suppressed 
and the circuit then used as a negative conductance reflection amplifier 
at the frequency of the suppressed component of oscillation. Typically 
a gain of about 15dB could be obtained over a 3dB bandwidth of 50 MHz.
The characteristics of the amplifier are given together with 
measurements of the admittance presented to the non-linear conductance of 
the LSA diode. The general circuit behaviour suggests that the mechanism 
causing gain is the bulk negative conductance exhibited by the device 
when it is biased above the threshold voltage. A theoretical model has 
been developed to illustrate the features of such an oscillator-amplifier 
and the characteristics of this model are discussed in comparison with 
the experimental circuit performance.
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- viii -
ft active layer length
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R, d.c. device resistanced
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fundamental oscillation frequency
R effective resistance to an incident signal across ans
oscillating LSA diode 
S voltage standing wave ratio
t iris thickness
t sub-threshold portion of the oscillation period
T total oscillation period
v average carrier velocity
v high field carrier saturation velocity
3
field constant in the analytical approximate v-E characteristic 
of GaAs 
Vp b Co.'S voltage
d.c. voltage across the device 
Vn voltage amplitude at the nth harmonic
VQ pulser charge line potential
V,^ threshold voltage
W iris width
X circuit reactance at the nth harmonic
n
Y characteristic admittance
o
Yt terminal load admittance
ZQ characteristic impedance
logarithmic evanescent field decay factor
permittivity of GaAs
wavelength
wavelength corresponding to the fundamental oscillation 
frequency
waveguide wavelength 
positive differential mobility 
negative differential mobility 
low field mobility
characteristic impedance of free space 
field reflection coefficient 
charge density
positive dielectric relaxation time constant 
negative dielectric relaxation time constant 
angular frequency.
Chapter 1
Introduction
The discovery of the ’Transferred Electron Effect* by J.B.
Gunn in 1963 began an era of research into bulk effect electronic 
oscillators with operating frequencies in the microwave band.
Conventional transistors available in 1963 were limited in operation 
to frequencies below approximately 500 MHz and even to date transistors 
are able to provide only small power gain in the gigahertz region. 
Consequently the operation of bulk devices with an upper frequency 
limit of about 100 GHz excited considerable interest as potential 
elements for use in communications and radar systems.
During the past decade a sound theoretical understanding of 
the transferred electron effect has been established and many practical 
oscillators and amplifiers have been developed incorporating *Gunn* 
diodes as the active elements. The exact operation of these devices 
varies considerably depending upon the crystal parameters and those of the 
associated circuit. In a complete analysis of Gunn oscillators it is 
evident that there are several distinct groups of oscillators each 
with a common mode of operation. One of the most interesting modes of 
oscillation is the LSA mode because it is capable of providing high 
output powers without many of the limitations inherent in the other
oscillation modes. In bulk samples of GaAs several kilowatts of X-band
’ (2 ) pulsed power have been reported by Jeppsson and Jeppesen and others
from LSA mode oscillations. At present several hundred watts at X-band
frequencies can be obtained from commerciably available devices made
from epitaxial GaAs material.
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The contents of this thesis has been arranged into four main 
sections. The first contains a brief review of the details of 
transferred electron oscillator operation relevant to the proceeding 
chapters, followed by a discussion of the conception and ideas behind 
the project. No attempt has been made to present a detailed back­
ground to the field of transferred electron device operation as this
information is readily available in published texts such as those by
(3) (4)CarroU , Bulman et al and also this work has been covered in
depth in theses of the University of Surrey in particular that by
(5)
Wasse . In the second section the experimental amplifier is 
described, and the results are presented and discussed in the third 
section. The fourth and final section contains details of some 
theoretical circuit modelling undertaken to complement the 
experimental results and a concluding explanation of the mechanism 
of amplification is given.
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Chapter 2
Review of Transferred Electron Operation Details 
Relevant to the LSA mode
2.1. Principles of the Transferred Electron Effect
Subjecting a semiconductor crystal to a uniform electric field
accelerates the conduction electrons and the energy they absorb from
the field is distributed to the lattice by electron lattice collisions.
Under low field conditions the electrons are in thermal equilibrium
with the lattice because the rate of energy absorbed from the field
equals the rate of energy loss to the lattice by electron phonon
C 6 }
interactions. However Frohlich demonstrated that in a single 
conduction valley there is a maximum rate of energy loss by electron- 
optical phonon interactions and so for fields above a critical value 
the mean electron energy will start to rise above that of the lattice.
(7) (8)Ridley and Watkins and independently Hilsum examined
theoretically the effects of these so called *hot electrons* in a two
valley conduction band system,in which electrons in the lower valley
have a higher mobility than those in the upper valley. If at low
fields the ionized donor electrons occupy the bottom of the lower
conduction valley then as the field is increased the electrons heat
up and occupy energies above the minimum.
As the electron temperature is raised, electrons with energies 
equal to the sub-band minimum will transfer because of the higher 
density of states. Since the mobility of carriers has decreased such a
- If -
system will exhibit a negative differential mobility* Calculations
(8)by Hilsum indicated that certain group III-V compound semi­
conductors show this behaviour as they possess the required band 
structure. It is important that the energy difference between valence 
band edge and the lowest point of the conduction band is significantly 
larger than the energy difference between the conduction band minimum 
or impact ionization will result. Figure (2.1) shows the band 
structure of GaAs which satisfies the above requirements.
(9)Following this work Ridley published a theoretical analysis 
of the consequences of a d.c. field applied across a material with 
a negative differential mobility and concluded that the field would 
not be uniform but stable high field mobile domains would form* In 
1963 J.B. Gunn ^  observed current oscillations in bulk GaAs when 
biased with a constant field between 2-M- kv.cnT1 and this work 
stimulated a number of experiments, particularly those of Gunn and
Hutson until ultimately it was verified that the "Gunn Effect"
mechanism was that correctly predicted by the Ridley-Watkins, Hilsum 
modeli The commercial prospects of Transferred Electron Oscillators 
to produce frequencies in the microwave region excited industrial 
research and considerable work has been carried out in this field 
in the last decade; most of which has euployed GaAs.
Following Gum^s discovery, measurements of the average carrier
velocity as a function of applied field were initiated. Ruch and
C12) 1
Kino experimentally determined the v-E characteristics by injecting
electrons into insulating GaAs using an electron beam and observing
the drift current as a function of applied field. These results were
found to be in good agreement with a theoretical approach by Butcher
-  5 -
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(1^)and Fawcett m  which the Boltzman equation is solved using
computational techniques. Figure (2.2) shows a typical v-E 
characteristic for GaAs which exhibits approximately an Ohmic low 
field behaviour up to a threshold field electron
transfer to the upper satellite valley resulting in a decrease of the 
average carrier velocity for fields above E For very high fields, 
above Ev « 25 ky.cm"'1 further scattering mechanisms saturate the 
carrier velocity at a value of =* 107cm.sec~1. Detailed analyses of 
the domain transit mode of operation have been presented by a number
(14)
of authors most notable being the work of McCumber and Chynoweth 
and Heeks
2,2. Domain and Accumulation Layer Modes
Gunn observed that the frequency of current oscillation
was inversely related to the length of the GaAs sample and by further
experimentation using a capacitive probe technique he observed
(9)travelling domains as predicted by Ridley . These e?q>eriments 
established that with a sufficiently high product of doping profile
to active length i.e. n i l  > lO^cirr2 the domains reached a stable
amplitude.
In a sample of GaAs biased with a constant voltage supply Vg, 
such that Eg = Vg/& > where I is the active layer width, the 
presence of a spatial doping fluctuation will cause a local increase 
in electric field. Carriers moving into this region of high field 
will accumulate as their velocity decreases. Since the velocity of 
carriers in this region is less than that outside a depletion region
forms just ahead of the accumulation layer. Thus a dipole domain
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forms growing as it travels towards the anode absorbing more of the 
applied potential as it increases in size and this forces the field 
in the remainder of the active region down below threshold. When the 
carrier velocity in the high field region equals that in the rest of 
the device the domain continues to travel towards the anode but ceases 
to grow and the amplitude remains stable.
Experiments show that the nucleation point of a travelling domain 
normally occurs near the cathode contact. The exact explanation of 
cathode nucleation is not clear but it is likely that contacting 
methods will introduce a high resistivity region at the contact, 
possibly through arsenic loss adjacent to the metallization.
When the domain reaches the anode it is quenched by the high 
conductivity region and the field across the crystal rises again 
to the value Eg and the cyclic process of the growing, travelling 
domain is repeated. The external current will be constant during 
the domain transit and will rise to a sharp maximum when the domain 
is collected at the anode falling rapidly again as a new domain is 
formed near the cathode. Consequently the period of the current 
oscillation is related to the domain transit time across the active 
region of the crystal and is approximately
I « {  (2.1)
s
where v is the carrier saturation velocity. This mechanism is the 
underlying principle of the so called 1Domain Transit Time mode’.
/ 1C \
Original theoretical attempts by Kroemer and others to
simulate stable oscillating solutions with GaAs type crystals biased
above E ^ in which a uniform doping profile was assumed, led to 
the prediction of cyclic accumulation layer growth and propagation 
across the device. This type of oscillation was not observed
(14)
experimentally because, as indicated by McCumber and Chynoweth , 
such a system would be unstable in the presence of any spatial doping
(14)
nonuniformity. As an example McCumber and Chynoweth demonstrated
by simulation that with a doping notch as small as one part in 105 over 
a length of 1 pm a depletion layer will form ahead of the accumulation 
layer and a dipole domain is generated. This sensitivity of the 
accumulation layer mode to the doping profile makes it of little practical 
significance in long transit time devices. However in space charge 
limited modes the formation of a dipole can be prevented by rapid 
modulation of the bias field, and so accumulation layer growth is 
important.
2.3. Limited Space Charge Accumulation Mode. LSA
(16 )Computer simulation by Copeland of the behaviour of a GaAs
diode in a resonant circuit as shown in Figure (2.3), led to the 
prediction of a high power mode of oscillation in which the frequency 
was primarily determined by the circuit resonance. In this mode of 
operation the diode is biased into the negative mobility region and 
the circuit is so arranged that the resultant time varying electric 
field falls below threshold for a small but sufficient portion of 
each cycle to ensure the dispersal of the accumulated space charge, 
which has built up during the rest of the cycle, hence the acronym 
LSA.
To obtain the true current and voltage relationship of the 
oscillator requires the solution of the non-linear differential equations
- 1 0 -
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describing -the system which is complex. However from the a priori 
assumption that stable oscillations exist the critical operating para­
meters may be quantified. Figure (2.*+) shows the v-E characteristic 
with the assumed sinusoidal voltage swing across the device terminals 
superimposed. The further assumption is made that the doping 
uniformity is good and domain growth is therefore inhibited.
If the electric field is above threshold for a sufficiently 
short time so that the inevitable accumulation layer growth is small 
and the propagation distance before extinction is much less than the 
active length, then the field across most of the sample will be 
uniform. To ensure that space charge control is maintained after 
one cycle, the accumulation must be allowed to disperse completely 
during the time that the electric field falls below threshold.
Because the positive low field differential mobility is over an 
order of magnitude larger than the negative differential mobility, 
the time in each cycle that the electric field is above threshold 
can be the major portion of the cycle without space charge control 
being lost.
The net result of a low accumulation layer growth and propagation 
distance together with complete space charge decay during each cycle 
is that the dynamic I-V characteristic will be to a first approximation 
a direct scaling of the v-E characteristic and such a device will 
behave as a broad band negative resistance, the frequency of operation 
of which will be determined primarily by the circuit.
The condition that space charge quenching occurs in each cycle is 
given by
(2.3)
where T = —■ , f being the oscillation frequency. Dividing the period
into two sections9 the time that the field is below threshold t and
P
the time above is T - t^as shown in Figure (2.4), the integral may be 
re-written
J,p - *}
T-t
P
y dt > 0 
n (2.3)
0 0
assuming constant values for the average differential mobility in
where y^ is negative. Then the relative charge growth and decay as 
a function of time will be given simply by the equation 
ne dv .
where a is the charge density, n the free carrier density, e the 
permittivity of the material and e the electronic charge. From this 
equation it is seen that charge accumulation occurs during the 
portion of the cycle that the field is above threshold and charge 
decay for the portion of the period that the field is below. The 
dielectric relaxation time constant for the field above threshold t is
the two time regions 0 to t and t to T, assigned y^ and y^ respectively
e dE
• t
(2.4)
n
given by,
e
(2.5)T
n
| x | must be large with respect to the period for the charge accumulation 
to be relatively small.
n ney
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Below threshold the carrier relaxation time constant t . is
P
given by
T = — —  , (2.7)
P nep
which must be short with respect to the period to ensure that the space 
charge accumulated is completely dissipated in as short a portion of 
the cycle as possible, i.e.
1 »  _JL_ (2.8)
f ney
P
Inserting the parameters relevant to GaAs this results in an
expression for a range of n/f for satisfactory LSA operation, suggested
. . (17)originally by Copeland
2 x 10**< ~ <  2 x 105sec.cnf3 (2.9)
A theoretical upper frequency limit on LSA operation results
from consideration of the quadrature component of conduction current
which will arise when the electron inter valley scattering time is
(18 )significant in relation to the period of oscillation. Rees has
shown that this will put an effective limit to the frequency of LSA 
operation at approximately ^0 GHz. This value is only an estimate as the 
exact electron scattering times cannot be measured experimentally*
The large field swing necessary for stable LSA oscillation
. . .  (17)must grow from initially applying the bias. Copeland found that
his experimental LSA oscillators began in a transit time mode which
switched after several cycles to LSA operation at the circuit resonant
frequency. Some sort of domain is most likely to cause the initial
oscillations and in long samples there will be a high probability
-  1 Ur
of avalanche breakdown of tho device occurring before the space 
charge controlling LSA field oscillations are established. Problems 
of starting LSA oscillators led to the development of several novel 
circuit configurations such as those described by Copeland and
solutions to the problem is to connect the circuit inductance in 
series with the device and bias. This results in a non-sinusoidal 
waveform relaxation oscillator which has an extremely short starting 
time.
LSA Relaxation Oscillator Operation
A simple equivalent circuit model of an LSA relaxation oscillator 
circuit with typical values for X-band operation is shewn in Figure 
(2.5a). The bias voltage Vg is chosen so that the diode is biased into 
the negative slope of the I-V characteristic. That is
where the constant N lies in the range 1 < N < 20. The bias supply is 
fed through the series inductance to the LSA diode and the circuit 
load conductance 6^ which are connected in parallel. The diode element 
is represented by the parallel combination of the self capacitance C 
and the non-linear differential conductivity G^ of the chip. Figure 
(2.5b) shows the form of versus the applied voltage V.
When the bias is applied the voltage across the device initially 
at zero rises almost ejq>onentially towards V^, with a time constant t 
determined by the circuit inductance and load conductance.
Spiwak and Kennedy However one of the most practical
(2.10)
T « L(Gd + Gl) (2.11)
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Below threshold is positive and almost constant. However as 
V(t) aPProac^es Vth9 ^d ^al -^s to zero and becomes negative for 
greater than V^ .  Consequently as the voltage passes through V ^ 
the current through drops sharply. The supply current cannot 
change quickly because of the series inductance and so the capacitive 
current increases causing the voltage across the device to rise 
rapidly. For high voltages |g |^ will fall below G^ and will
reach a maximum value and decay back towards Vg. The process now 
reverses as decreasing causes an increase of G^. As before the
series inductance restricts the rapid change of supply current and so 
is forced down quickly by the capacitive current flow, now in 
the opposite direction.
The overall effect of the series inductance is to cause a very 
rapid change of voltage through the negative portion of G^. A 
transient voltage waveform of the circuit shown in Figure (2.5) is 
shown in Figure (2.6), which was obtained using a numerical technique 
to solve the non-linear differential equation describing the voltage 
V as a function of time. The details of this analysis are described 
in Chapter 9. This solution is only valid for true LSA operation 
as the dynamic current-voltage characteristic which has been assumed 
was obtained by scaling the instantaneous velocity-field characteristics 
shown in Figure (2.2). Hence the conditions pertaining to the n/f 
ratios applicable to this mode, discussed previously for sinusoidal 
LSA operation, also apply in this case. However the range is extended 
slightly with the non-sinusoidal waveform because the portion of the 
oscillation period that the device is below threshold is longer than 
for single frequency operation and also the time that the voltage is in
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the high negative differential mobility region is reduced. Jeppesen
successful LSA operation should occur for doping to frequency ratios
The term ’relaxation oscillation’ is generally applied to an 
oscillator with a waveform displaying an asymptotic behaviour over a 
considerable portion of the cycle followed by a discontinuous jump 
to a new value. Consequently this aperiodic portion of the cycle is a 
direct function of some relaxation time constant and so the frequency 
is inversely related to the relaxation time. This type of oscillation 
is important for successful LSA operation because there is almost no 
build-up time from the start of oscillations until the amplitude 
reaches maturity9 thus minimising the time during which damaging space 
charge effects may occur. A natural consequence of the multi-harmonic 
waveform is that the oscillation fundamental frequency does not 
coincide with the circuit resonant frequency of3
The frequency of operation is generally a function of the bias 
voltage as this controls the rate of rise of the asymptotic portion 
of the cycle. In the case of the simple LSA model the period of 
oscillation is approximately given by
and Jeppsson
(21) have analysed this mode thoroughly and suggest that
in the range 1 - 5 x 105sec.cm“3.
= -A- . 1
2ir /L/C
as shown by Groszkowski
, (22) and van der Pol (23)
(2.12)
where G0 (dv
1 di of the device for V < V
th*
- 19 -
which is due to Jeppesen and Jeppsson
(21)
The first part of the
expression involving the inductance and the low field device conductance 
Gq is simply a result of the exponential voltage rise from zero to 
threshold, approximately given by
and the second term is merely half the sinusoidal oscillation period 
for a parallel combination of L and C. Assuming the validity of the 
above expression for the period, it is seen that the frequency is 
dependent on the bias voltage, which further emphasises the lack of 
significance of the circuit resonance.
Practical realization of the circuit shown in Figure (2.5) for 
operation at microwave frequencies is extremely difficult to achieve 
as the circuit elements are distributed and inherently frequency 
dependent, giving rise to a frequency dependent inductance presented 
to the device. Also because of the multi-harmonic output in circuit 
design, it is necessary to consider the circuit admittance at all the 
harmonics present.
-t/LG
(2.13)
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Chapter 3 
Possible LSA Mode Amplifiers
In general a circuit element exhibiting self oscillations may 
under certain conditions be operated as an amplifier. Transferred 
electron devices have been employed in a number of different 
amplification modes. The intention of this study was to investigate 
the possibility of using an LSA oscillating diode as an amplifier.
In this chapter reports of proposed LSA amplifiers are discussed and 
the ideas behind the conception of this investigation are outlined.
3.1. Discussion of the Previous Work on LSA Amplifiers
Since space charge effects are minimised to negligible proportions 
in LSA operation, the device may be represented by a non-linear 
conductance with a region of negative slope. Thus when biased above 
threshold field the diode is effectively a broad band negative 
conductance. Because of the high power capabilities associated with 
the LSA mode together with an inherent freedom from frequency limitations, 
the use of such an element as an amplifier appears to be extremely 
attractive.
(24)
A simple LSA amplifier was reported by Hashizume and Kataoka 
They found that the travelling domains in a transit time device could 
be suppressed by the application of a large amplitude signal at a 
frequency higher than the transit time frequency. Under these conditions 
they observed that the signal used to suppress the high field domains 
was amplified. They concluded that the diode was driven into an LSA
- 21 -
mode at the frequency of the signal which was subsequently amplified
by the bulk negative conductance of the device. Almost the same
(17)effect is shown m  Copeland's transient waveform of an LSA
oscillator starting in the domain mode and switching after a few
cycles to LSA operation at a higher frequency, determined by the
cavity resonance. The essential difference between the two circuits
(24)
being that the Hashizume and Kataoka circuit is not resonant
at the signal frequency and the load conditions do not permit 
sustained oscillations at that frequency.
(25)Previously Hines reported a similar experimental amplifier
in which a transit time device was driven into an LSA type of mode.
As indicated in this work and in a subsequent theoretical paper on
(26)
general non linear amplifiers by Hines such an amplifier system
incorporating an LSA diode which has a high n.£. product must be 
stabilized in the absence of an applied field. This may be achieved 
either by ensuring that the bias is delayed until the signal of 
sufficient amplitude is present or by allowing free running LSA 
oscillations to exist. The latter system may be classified as a 
locked-oscillator amplifier, of use mainly with frequency modulated 
signals.
An LSA anplifier not limited to high signal levels was first
(17) . (27)
proposed by Copeland and subsequently observed by Spiwak
This amplifier employs the broad band small signal negative conductance
exhibited at the bias port of the oscillating device. It is seen from
Figure (2.4) that if the bias is increased, provided that the fields in
the cavity can adjust to the higher bias level and the oscillator is
stable, then the average electron current will have decreased. Therefore
the current is in antiphase with the voltage and the device is
effectively a negative conductance and may be used to provide signal
(3 7)amplification. Copeland ' concludes that for frequencies above
fQ/Q, where fQ is the LSA oscillation frequency and Q is the quality
factor of the cavity, the conductance will become positive. The
reason given is that unless the LSA field amplitude can change
appreciably within one period of the signal oscillations, the
conductance exhibited by the diode to an additional signal will be
the positive time average d.c. conductance of the diode. Following
(27)this theoretical analysis Spiwak published experimental evidence
of low frequency amplification from a diode oscillating in the LSA 
mode; supporting Copeland*s predictions. A maximum gain of 19 dB 
was obtained by signal reflection from the bias port at a frequency of 
60 MHz with the diode oscillating in a waveguide cavity at 50 GHz.
Also Spiwak reported that the gain decreased to zero at a signal 
frequency of approximately
(17)Copeland*s explanation of the gain fall-off with
frequency seems consistent with the simple model of the gain mechanism 
given above. On the basis of this model a frequency limit around fQ/Q 
would be expected because the bias point is now modulated faster than 
the response time of the LSA fields within the cavity. This results in the 
peak current decreasing and the voltage increasing, but for signals with a 
random phase relationship to the LSA r.f field,on average the terminal 
conductance presented to the incident signal is positive and equal to 
the time average d.c. conductance of the device. This discussion is 
simplified considerably by the assumptions that the incident signal 
causes only minor perturbations of the LSA field and that the ratio 
of the signal to LSA frequency is irrational.
( 28 )A more general approach was carried out by Foulds and
(17)
continued by the author using a similar analysis to Copeland1s
The field across a sample of GaAs was assumed to be described by the
sum of the d.c. bias field Eg, the r.f. field EQsin (2Trf0t) due to
the oscillator and a smaller r.f. signal field E sin (27rf t + cf>)s s
where the constants y^and vg represent the low field mobility and the 
high field saturation velocity respectively. E^ is a field constant 
which determines the threshold field value.
The r.f. powers absorbed at the LSA frequency fQ and the signal
frequency f by a single electron were then computed from the integrals, s
where T is the total repetition period of the field cycle and e is the 
electronic charge. Using these values the effective resistances 
presented to the device at both frequencies were found from,
E(t) = EB + Eosin + Essin <2lTfs+ } (3.1)
The average electron velocity was then calculated using the
(29)
empirical velocity-field characteristic used by Thim and others
(3.2)
(3.3)
and
v ^ s i n  (2tffst + <|>) dt (3.4)
R0 = 2nAP(f .
(3.5)
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and
<V2)l
Rs - s j #
(3*6)
where Ji is the active device length, n the carrier doping density 
and A the area of the device. Space charge control conditions were 
assumed to exist when
These calculations necessitated that the frequencies fg and f
were related by the ratio of two small integers, in order to evaluate
the integrals* Consequently thaphase relationship <J> is not completely
random and the results show that R is strongly dependent upon q.s
However for f approximately equal to 2fQ the results indicate that
R is negative for all values of <j> which were chosen. The appearance s
of this negative resistance to the signal was considered adequate 
justification for an experimental investigation of an LSA oscillator 
used to amplify signals above the oscillation frequency. The computer 
analysis described was not pursued in depth and no formal results 
have been included.
(3.7)
Chapter 4
Experimental LSA Oscillator - Amplifier Circuit
4.1. Practical Design Criteria
The GaAs material available had a free carrier concentration of
1 - 2 x 1015cm“3 and consequently for good LSA relaxation operation
within the previously mentioned range this set the fundamental frequency
range at between 2 and 20 GHz. To prevent the oscillator performance
from being degraded by intervalley scattering delay effects it was
decided to operate at the low end of the allowable frequency range, so that
frequency components up to at least the fifth harmonic would be lower
(18 )
than the 40 GHz limit suggested by Rees
For operation in this frequency range it is extremely difficult to 
obtain a single element non-distributed inductance as shown in Figure 
(2.5), page (15). However if the circuit is designed to allow independent 
tuning at each of the oscillator harmonics so that the inductive 
susceptance can be adjusted to be equal at each frequency component, 
then the circuit will be equivalent to the lumped model of Figure (2.5).
It is only practically feasible to attempt control of the load at the 
fundamental, second harmonic and perhaps the third harmonic frequency.
Such a circuit will approach the relaxation behaviour of the simple 
equivalent circuit model. The design adopted was a thick rectangular 
X-band iris circuit which is shown in Figure (4.1). This circuit was 
developed originally at Cornell University and has been analysed in 
detail by Jeppsson and Jeppesen
4*
Electrical Engineering Department, Cornell University, Ithaca, 
New York 14850, U.S.A.
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The bias is applied across the series connection of the iris and 
encapsulated diode, the wave-trap being incorporated to prevent microwave 
power from coupling into the bias line. The circuit parameters were 
chosen so that the fundamental oscillator frequency is below the cut-off 
frequency of the waveguide (- 6.6 GHz), so that the fundamental fields 
are confined to the vicinity of the iris and are unaffected by matching 
elements in the waveguide. The high harmonics generated propagate into 
the waveguide, tuning being provided by the variable impedance probe and 
X-band short circuit shown in Figure (4.2). With this circuit arrangement 
an inductive load may be realised at each of the first three harmonics 
resulting in satisfactory relaxation LSA operation.
4.2. Complete circuit of the Experimental Amplifier
In order to investigate the performance of the LSA oscillator 
circuit as an amplifier it was coupled to a circulator in the conventional 
reflection amplifier configuration used for single port microwave ampli­
fiers. Figure (4.3) shows the complete circuit. The function of the 
circulator is to separate the reflected signal from the incident signal. 
Reflection gain will occur if the oscillator circuit conductance is 
negative at the signal frequency. This may be verified by considering the 
usual expression for p, the electric field reflection coefficient of a 
wave travelling down a line of characteristic admittance Y , terminated 
by an admittance Y^ ,.
(4.1)
where = G + jB then
(Yq- G) - jB
(4.2)P = (Y + G) + jB
o
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Power gain = |p2 |
Y 2+ G2+ B2- 2Y G
1 p2 | = ——----------2 _  (H.3)
Y 2+ G2+ B2+ 2Y G 
o o
clearly for reflection gain to occur, i.e. |p2 1 > 1, the conductance G 
of the reflecting termination must be negative. For a given value of 
negative conductance the power gain will be a maximum if B can be 
reduced to zero. Also as |g | approaches Y^ then |p2 | tends to infinity. 
The reflected signal from the oscillator was monitored in arm 3 of the 
circulator and compared in amplitude with the reflection from a short 
circuit inserted at the plane XX in arm 2 as shown in Figure (4.3).
4.3. Device Material Characteristics and Mounting Techniques
The GaAs used in this work was purchased from Cayuga Associates
as a ready contacted slice. The material had been grown by liquid phase
epitaxy onto a.single crystal wafer of heavily doped GaAs as described by
(31)Christensson et al . Figure (4.4) shows schematically the different
■j.
layers in the slice. The n Sn-doped ’’buffer layer” is grown onto the 
substrate to prevent diffusion of impurities from the substrate layer 
into the active region. The active layer grown above has a free carrier' 
density of 1.6 x 10i5.cm“3, a thickness of 102 pm, and low field mobility 
of 8.3 x 103cm2.Volt"1.Sec”1. Onto this an n+ Te-doped layer acts as a 
contacting surface. An Au-Ge eutetic is evaporated onto the completed « 
slice and alloyed into the material. The Ge diffuses faster than the 
Au resulting in an ohmic contact to the active layer. A final Au 
layer is evaporated on top for mechanical connection purposes.
Cayuga Associates, Inc., Ithaca, N.Y., U.S.A.
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The frequency of operation of a relaxation LSA oscillator is dependent 
upon both the lovi field resistance and the self capacitance of the device 
as was previously mentioned in Chapter 2. As these two parameters are not 
independent, a compromise value had to be selected. With the material 
available a typical chip area of 1 x 10~3cm2 was used, which resulted in 
a low field resistance of 5ft and a capacitance of 0.11 pf. When biased 
at a typical operating point of 2-4 times the threshold field the d.c. 
device resistance lies between 20-40 ft, xvhich results in a reasonable 
match to the bias pulse unit.
The GaAs slice.was cut using a continuous loop stainless steel saw 
with an alurnina-glycerol slurry as the cutting agent. For handling 
convenience the chips were mounted into varactor packages, as shown in 
Figure (4.5), using indium solder. The top connection was made with a thin 
gold strap which was welded to one side of the S4 package and soldered 
to the other. In order to keep the parasitic lead inductance to a 
minimum a wide gold strap was used (= 300 pm), approximately the same 
dimension as the side of the chip. Diodes were mounted in this fashion 
with the active layer connected to the tape as well as those with the 
active layer against the S4 metal post.
4 ^ • Bias Circuit
Although efficiencies in excess of 20% may be achieved from an LSA 
oscillator, the high power density involved causes a large amount of heat 
to be generated in the device and this must be removed since the characte­
ristics of the device are degraded with increasing temperature. Excessive 
heating results in loss of space charge control and eventually the device 
breaks down through impact ionization. At present this restricts the LSA
mode to pulsed applications as the heat flux involved from a C.W. LSA 
device is too high to be removed satisfactorily with conventional heat 
sinking techniques.
The pulse unit employed in this work is shown in Figure (4.6a).
The pulse is derived by discharging a line of length Z which has been
charged to a voltage V . The line of length Z between Z and the diodeo s c
serves to separate the primary pulse from any reflections, which will
occur if the diode impedance is not equal to Zo , the characteristic
impedance of both lines Z and Z . The energy stored in Z is given byO S  o
e 4. ^ = I (4.4)stored 2 c o
where C is the capacitance per unit length of line. Assuming for clarity
of analysis that the line Z > 2 ,Z } then all the stored energy will flows c
in a pulse into the line Z . The voltage of the pulse is given bys
Z V
° .V = (4.5)pulse Z + Z o 2
o o
with a corresponding current given by
V
I . • (4.6)pulse 2 ZQ
Therefore the energy contained in the pulse is,
V 2
e . = - V  -t (4.7)
pulse 4 «z0
where t is the pulse length. Applying the conservation of energy,t may be 
found.
E = E
stored pulse 
V 2
Q- 
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2C.Z .£ = t
o c
?*r
substituting for Zq = / ~  
t = 2.1c
2.A
= (4*9) c
where is the velocity of a TEM wave in the line.
An equivalent circuit representation of the bias system is shown 
in Figure (4.6b) including the diode voltage monitoring T. V^9 the 
voltage across the diode is given by.
Vd = so+2Rd
where R, is the d.c, resistance of the LSA device. The threshold field 
d
.for GaAs is approximately SkV.cm"1 and for a material of uniform doping 
density 100 pm in width, this corresponds to a voltage of 30 Volts. To 
achieve this value assuming that R^ is constant and equal to 5ft, the low 
field value, Vq must be 360 volts for a charge line of 50ft characteristic 
impedance. If Vq is increased just above this value the diode resistance 
will increase to a new value R^ because of the negative differential 
resistance region of the material. Typically R^ has a value of 30ft when 
the device is operating as an LSA oscillator and so the voltage across the 
device will jump to a value of * 98 volts, given by the previous equation, 
which is an effective bias in excess of 3*^^. Consequently a 600 volt 
power supply is required to track the diode bias voltage over the range 
0 to 8.Vth.
- 35
A desirable feature of the pulse unit is that it should produce 
sharp edged rectangular pulses. The switch used was a mercury wetted 
relay which has a switching time of less than 1 nsec. and is capable 
of handling charge voltages of up to 800 volts. Most of the work was 
carried out using a 250 nsec. pulse length. However when unfavourably 
loaded avalanching frequently occurred in the device and so to reduce the 
probability of burn-out a shorter line with a pulse length of =* 100 nsec. 
was used during initial tuning operations.
To prevent microwave power from coupling into the bias line an 
anodized aluminium slug of approximately A/4 length at the fundamental 
oscillation frequency was incorporated in the bias port as shown in 
Figure (4.1). The anodized section of line has an extremely low characte­
ristic impedance and so acts as an effective short circuit to the funda- 
\ mental oscillation frequency. A value of somewhat less than A/4 was 
chosen to prevent second harmonic coupling into the bias which would 
otherwise be unaffected by such a wave-trap. A further design consideration 
of the wave-trap is that the parallel capacitance should be small enough 
to pass the fast rise-time bias pulse.
4.5. Iris CircuitDesign
Designing a microwave multi-harmonic oscillator circuit is extremely
(22)complicated. Groszkowski shows that for an oscillating device
that has a dynamic I-V characteristic exhibiting no hysteresis, in other 
words that the characteristic is loopless, i.e.
4 IdV = 0 (4.11)
;T
which to a first approximation is applicable to a ’true’ LSA oscillator.
then.the .following relations between the harmonic current and voltage
amplitudes must hold
(4.12)
T n|V I2 B = 0 
1 n> n
(4.13)
n=l
where I and V are the current and voltage amplitudes. X and B the 
n n x n n
circuit reactance and susceptance9 at the nth harmonic component of the 
oscillation frequency. In the simple case of a sinusoidal oscillator 
equation (4.12) and (4.13) reduce to
X = 0 
or B = 0 3
which defines the frequency by the usual zero reactance or susceptance
resonance condition. However this simplification cannot be applied in
the case of a relaxation LSA oscillator since the space charge control
dVdynamics require a large during the portion of the cycle that the 
device voltage is in the region of high negative differential conductance. 
The non-sinusoidal nature of the output is a function of the non-linearity 
in the I-V characteristic of the active element. The frequency of operation 
is dependent upon the form of the active element, as implied in equation
(4.13) by the presence of V^, and cannot be determined by consideration 
of the circuit alone.
In view of the problems associated with designing a successful 
LSA oscillator, a known circuit design was adopted for this work. The 
circuit chosen had been developed empirically by a research group at
JL
Cornell University . Because of the well behaved LSA relaxation
(see footnote on page (29))
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oscillator performance obtained by the Cornell group, the circuit was 
reproduced and used as the basic oscillator unit in this work. The 
circuit consists of a thick iris in X-band waveguide, with an integral 
double step ridge waveguide transformer, incorporated to reduce the mis­
match between the oscillating diode and the rectangular X-band waveguide.
A schematic view of the iris is shown in Figure (4.7) and the table 
beneath contains the relevant circuit dimensions. A detailed theoretical 
analysis of the fields within the structure is difficult to obtain and 
has not been attempted, however the principal features of the circuit 
are described in this section and reviewed briefly again in Chapter 7 
in connection with the measured circuit admittance.
Originally the iris circuit was designed with sinusoidal operation 
in mind and the parameters were calculated on that basis. The assumption 
was made that the oscillation frequency was determined by the shunt 
resonance condition between the iris inductance and the capacitance of 
the device and mount. This set the design frequency of the two quarter- 
wave transformers, and the relative values of the characteristic admittances 
of the transformer sections were adjusted to provide the appropriate 
parallel load conductance to the device. At this stage in the circuit 
development the multi-harmonic effects were not fully recognised, and the 
difference observed between the oscillation frequency and the calculated 
resonance frequency of the circuit was attributed to the presence of an 
electronic capacitance when the diode was operating, which effectively 
doubled the self capacitance of the device. Despite this incorrect 
interpretation in the operation of the oscillator, experimental work by 
Jeppsson and Jeppesen has shown that the design criteria chosen
does lead to very successful and well behaved LSA relaxation oscillator
- 3 8 -
CS!
n
o
JQ
o 
Jq 
| 
q
.02i j
CO
MT
CM
CDr>.
2-
28
6 
i
css
L_
fd
in
CO
CD
Y,rd
CM
CDt>*
CD
ofd
CM
ooOS
%
CMto
CM
CDl>*
n MTID
CM
1 
D
I
M
E
N
S
I
O
N
cm
co
<
h-
yj
0
to
E
Q
z:
<
co
1
sr
F
I
G
U
R
E
- 39 -
performance. The convenience of the iris circuit is that it provides 
a low parallel inductance and conductance to be presented to the LSA 
diode. Also the resultant low Q of the iris circuit allows the multi- 
harmonic waveform to exist, which is necessary for a rapid build-up of 
oscillations when the bias is first applied.
As mentioned previously the fundamental frequency, f , is below the 
cut-off frequency of the waveguide and therefore the fundamental fields are 
confined within the iris, which can be regarded as a short length of 
parallel plate transmission line short circuited at each end. To 
ensure that the load presented to the diode is inductive, the iris 
dimension W, must be less than ^G/23 where A^ is the TEM wavelength at 
the frequency f . The iris dimension used in this work corresponds to 
an effective electrical length from the diode to the short circuit of 
- A/3 at 6.6 GHz, the cut-off frequency of the waveguide. The equivalent 
circuit of the oscillator at f is shown in Figure (4.8). The characte­
ristic impedance of the iris transmission line Z , is
Z = -• /*£ a 126ft ,
o t . e
where h is the iris height and t the thickness. The resultant inductance,
L} at the centre of the iris is given by,
jwL = j I ZQtan |  (4.15)
o
where w = 2Trf and W is the iris width. Since W «  A /2 then o o
L - tt • -r • W x 10~9H . for W in cms,
t
which for the values shown in Figure (4.7) gives an inductance L * 1.6 nH.
A 5% difference is obtained in the value of L if the equivalent circuit
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model is extended to include the effects of the ridge transformer sections,
The second and higher harmonics are above the waveguide cut-off 
frequency and are coupled into the waveguide through the double step 
quarter wave ridge waveguide sections. A simplified view of the trans­
former is shown in Figure (4.9) together with a table of the characte­
ristic parameters of the two ridge sections. The cut-off frequency and
characteristic admittance values were calculated using the approximate
(32)expressions derived by Chen . The admittance at an infinite frequency 
Y 9 is related to the admittance at the operating frequency Yj-, by.
2
Y _ = Yf c -If) (4.16)
where f is the cut-off frequency of the ridge waveguide. However 
because the cut-off frequency is appreciably lower than the operating X- 
band frequency3 the admittance to a first approximation may be considered 
as constant and equal to Y .
In analysing the basic features of the iris section9 for simplicity 
it is assumed that the X-band waveguide output ports are terminated in 
matched loads on both sides of the iris. If each section of ridge wave­
guide is the same length &3 then the shunt admittance Y 9 across the diode
§
due to the waveguide load admittance of Y^ when transformed through the 
ridge sections is given approximately by9
V [V  j Y tanBiS + j Y2tan3&
CM
II
h V  s Y tan8£o
3 +3 Yi
[Y + j Y tan$£|0 J 1
Y.+ j Y tan3A1 J o
tan 3 A
(4.17)
where Y, s Y. and Y are the characteristic admittances of the different 1 ' 2 o
waveguide section as shown in Figure (4.9) and 3 27Tf where f is the
- 42 -
frequency and c the TEM propagation velocity. This expression is 
approximate because the junction capacitances and the effects of 
dispersion have been neglected. At the frequency f, such that 3& = tt/4 
then equation (4.17) reduces to
Y =
rY ^  
JL 
Y
1'
Y (4.18)o
inserting the relevant values gives a value for Y^ = 2.25 Yq .
To appreciate the variation of the transformed admittance around
the quarter wave frequency9 Y has been calculated from equation (4.17)
&
assuming Y and Y^ to be constant, for values of 3£ from 0 to 2tt. Figure
(4.10) shows a Smith chart plot of Y normalized to Y s the dots occurring
S 2
at 1 degree intervals in 3&. As shown in the diagram the match to the
Y admittance ridge section is improved at the A/4 point by the presence 
2
of the transformer, from the starting value of 0.167 Y to 0.375 Y .
2 2
Also it is interesting to note that the conductance does not change
appreciably for frequencies around the quarter wave frequency. If the
harmonic oscillation frequency is not exactly at the design frequency,
the resultant susceptance may be tuned out by an additional susceptance of
opposite sign in the waveguide provided by the tuning elements. For
example9 a frequency increase of 10% results in an admittance value
shown by point p on the diagram. A conjugate match is obtained with
the additional negative susceptance shown by the imaginary term in the
admittance at point q. The resultant susceptance is again zero and the
conductance value has increased from 0.375 Y to 0.438 Y . a change of
2 2
approximately 16.7%.
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So far the assumption has been that the two sections of the trans­
former are exactly the same length. This is not the case in the iris 
circuit used., as seen from the data given in Figure (4.7). The physical 
difference in the length of the two ridge waveguide sections reduces 
somewhat in electrical terms because of the different wavelengths in 
each section. However despite allowing for dispersion effects, there is 
still an appreciable difference in the quarter wave design frequency of 
the two sections. The overall effect of this design feature is to
reduce the frequency sensitivity of the transformed admittance Y , and
§
therefore increase the frequency band width that the waveguide admittance 
Yq is transformed to Y by a simple factor, similar to the exact quarter 
wave condition given in equation (4,18).
In summary the iris behaves as a shunt inductance at the funda­
mental and second harmonic frequencies, because both these frequencies 
are cut-off within the iris, and also it provides a very small shunt 
conductance at the fundamental frequency, which allows a high funda­
mental voltage amplitude to exist. The parallel load conductance is 
slightly more at the second and third harmonic frequencies, which 
propagate in the waveguide and may be tuned with the variable short 
circuit plunger and the variable position probe.
4.6. Filter Design and Construction
In order to observe the power from a signal reflected by the 
oscillator circuit it was necessary that the oscillator-generated power 
was filtered from the waveguide output as shown in Figure (4.3). A 
variable frequency X-band filter was not available and so it was decided 
that in the first instance a simple evanescent wave high pass filter
-  i|5 -
would be constructed in order that the reflected signal could be observed at 
frequencies above the highest harmonic at which the oscillator produced 
significant power.
The filter was essentially a section of reduced breadth X-band 
waveguide. Making the simplifying assumption that the system is loss­
less the electric field within the waveguide will be attenuated by a 
factor e per unit length; a for an Hri wave is given by
g
a = 2rr W -
2 rf}2
01 
(4.19)
where b' is the broad wall dimension of the waveguide, f is the frequency 
of the wave and c is the TEM wave propagation velocity. The attenuation 
in power over a length 2 is approximately given by.
Attenuation - 20 log.n 
(in dB) 1U
-a . 
e g (4.20)
20 0 
2.3 ag 9
which for unit wavelength (TEM) may be written as.
2
Attenuation/unit X -
407T
2.3 - 1 (4.21)
Q
where fc = , is the cut-off frequency of the waveguide for mode
propagation. Figure (4.11) shows the variation of attenuation as a 
function of (fc/f) given by equation (4.21), from which it is seen that 
for frequencies lower than 0.75 fc a section of waveguide one wavelength 
long introduces an attenuation in excess of 48 dB.
A variable filter of this type was constructed from a moving vane 
attenuator. The resistive vane was replaced by a brass plate, which was 
machined to a sliding fit within the waveguide walls. Figure (4.12) shows
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the transmission spectrum of the completed filter above f . Once f > fc 
then the wave will propagate in the filter section. Not all the incident 
power is immediately transferred through the narrow section, because of the 
large mismatch of the characteristic impedances of the full width and 
restricted width waveguides. However the mismatch will disappear when 
the restricted region is n g/2 long. Bearing in mind that X varies 
rapidly with frequency near cut-off one can see why there are several 
peaks in the transmission response. Correspondingly minimum power is 
transferred when the restricted waveguide is an odd number of quarter 
wavelengths long.
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Chapter 5 
Circuit Performance
5.1. General Oscillator Characteristics
The oscillator operated in the LSA relaxation mode as discussed by 
(21)Jeppesen and Jeppsson . The mode of operation was identified from 
the circuit design, 'considerations already discussed, the device length 
compared to the frequency of operation and the characteristic relation 
between the oscillation period and the bias voltage. The device length of 
102 ym has a corresponding transit frequency of k 1 GHz and stable opera­
tion was obtained by bias voltage tuning over the range 3.5 to 5.0 GHz, 
which clearly indicates operation in a circuit controlled mode.
As mentioned previously the circuit load conductance at the 
fundamental frequency is light, there being no provision for extracting 
of fundamental frequency power. However the higher harmonics propagating 
in the waveguide delivered some 4 to 8 watts of pulsed power, predominantly 
second harmonic in frequency with a corresponding efficiency of between 
2 and 4%.
5.2. Time Average I-V and Bias Tuning Characteristics of the Oscillator
Figure (5.1) shows the average diode current during the pulse 
plotted against the applied voltage. The current pulse was obtained 
from a Tektronix current probe inserted in the bias line close 
to the device. The low field conductance from the figure, is seen 
to be approximately constant at 0.2 mho up to the threshold voltage 
of 30 volts. In an LSA oscillator the current waveform reaches its
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maximum value when the voltage across the device is at V ^ and a value 
of approximately one half the maximum value when the voltage is a maximum, 
corresponding to the carrier saturation velocity. Consequently the d.c. 
or time average component of the current waveform observed in this bias 
measurement, when biased above V is appreciably higher than the true 
instantaneous current at the bias voltage. Therefore Figure (5.1) is not 
a true dynamic I-V characteristic and the peak to valley ratio (defined 
as the ratio of maximum current to minimum for V > V of this figure 
is significantly smaller than will be seen on a true dynamic I-V plot.
Tuning over the range 3.5 to 5.0 GHz was achieved by increasing 
the bias voltage, as is characteristic of the LSA relaxation mode of 
oscillation. From the equations given previously in Chapter 2 for the 
period of oscillation T, it is seen that this is directly proportional 
to a logarithmic function of the bias voltage V^,
f VB 1T a logg V - V ] 
B thJ
(5.1)
Figure (5.2) shows the experimental period-bias variation, which 
has been plotted to show that it has the same form as equation (5.1), 
which adds confirmation that the oscillator is operating in the LSA 
relaxation mode. The slope of the plot provides the constant of propor­
tionality s which according to equation (2 .12) is approximately given by the 
product of the circuit inductance and the low field device conductance.
From Figure (5.2) this leads to a value of 1.1 nH for the circuit inductance, 
which is in reasonable agreement with the theoretical value of the circuit 
inductance, calculated at 1.6 nH from circuit considerations alone.
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5.3. Discussion of Missing Bands in the Tuning Range
The tuning range quoted contained discrete bands in which stable 
operation could not be maintained without some slight circuit adjustment, 
These missing bands are to be expected because of the frequency dependent 
nature of the load admittance, The LSA relaxation waveform contains 
substantial harmonic components, which are essential to ensure that space 
charge control conditions are maintained, however because of interyalley 
scattering time limitations and also the presence of parasitic shunt 
admittances, the harmonic components present in the waveform will be zero 
above the third or possibly fourth harmonic. Consequently an increase of 
circuit conductance at one of the higher harmonics as the frequency is 
tuned will result in a reduction of that particular harmonic voltage.
This in turn will increase the time that the device is within the maximum 
negative differential conductance region of its characteristic and the 
effect could well lead to device breakdown due to lack of space charge 
control.
Apart from the influence of the circuit conductance, variations in
the load susceptance can produce a similar effect. This may be explained
( 22)by considering GroszkowskiJs relationship between the harmonic
voltage amplitude V^, and the circuit susceptance B^, which was used 
earlier as equation (4.13) in Chapter 4, namely,
• (5-2)
n=l
Making the simplifying assumption, (which is consistent with the experi­
mental behaviour), that the LSA waveform contains only first and second 
harmonic components, then equation (5.2) reduces to,
H V j ^ B j  + 2|V2 |2B2 « 0 (5.3)
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For LSA oscillations to be maintained for a different operating 
frequency, a new set of conditions are required, which must again satisfy 
equation (5.3). However if the change of with frequency is less than 
the change of B^, then the ratio of V /V must decrease, and this will 
result in a reduction of the space charge dissipation time and an increase 
in the space charge accumulation time during each cycle, which may lead 
to device breakdown.
5.M-. Fundamental Frequency Spectrum of the Oscillator
The fundamental oscillation frequency was cut-off to the waveguide
and therefore in order to sample the fundamental frequency component a
small hole was drilled in the iris wall and a magnetic field coupling
loop inserted. Initially the spot frequency measurements were carried out
using a calibrated coaxial wavemeter, the detected output of which was
monitored on a real-time display oscilloscope. Spectral analysis of a
pulsed oscillator with a low repetition rate poses many problems of
obtaining and interpreting the response. After considerable difficulty
(33)
and reference to the relevant Hewlett Packard Application Notes , the
spectrum analyser was used successfully to monitor the frequency of the
oscillator and the relative change in harmonic power as the circuit
elements were adjusted. Figure (5.3) shows the typical sina/a frequency
I 3o
spectrum of the fundamental oscillation at H.15 GHz pulsed for nsec. 
at a repetition rate of - 50 Hz. The ordinate scale is proportional to 
log^Q of the power. The figure shown is the envelope of the display, 
which was obtained from the analyser output terminal connected via a 
peak detector to an X-Y recorder. The high side lobe level was due to 
the presence of some frequency modulation and the asymmetry was a result of 
a small amount of residual amplitude modulation.
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-50 -AO -30 -20 -10 f *10 *20 *30 *40 *50
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5•5• Bias Pulse Shaping
Typical frequency chirp across the pulse was 15 MHz. The frequency 
increased linearly with time due to the device heating up during the pulse 
The frequency ^ temperature dependence results from the decrease in low 
field mobility, ijq , with increasing temperature shown by Ruch and Faw­
cett From the expression for the period of oscillation of an LSA
relaxation oscillator given before.
T = f “ LG0l0g,e V - V B th'
+ tt/Ec
where Gq has been replaced for Gq+ G^ because in general G^/Gq << 1.
Since G « u 9 then a reduction in G results in an increase in the o o o
frequency. Taking a value of the conductance temperature coefficient
(5)used by Wasse of - 0.00290C”X then from the typical circuit parameters 
this results in a calculated df/dT =* 4 Compensation of the
frequency increase across the pulse was achieved by applying a negative 
slope to the bias voltage. The passive shaping network used is shown in 
Figure (5.4). A linear slope was obtained by choosing a sufficiently 
large RC time constant.
Another deficiency in the bias system was caused by a variation of the
relay resistance which caused variations of the pulse amplitude from
pulse to pulse. A bias clipping network similar to that employed by 
/ 35)
Wilson was constructed, the circuit of which is shown in Figure (5,5). 
Although the performance of the circuit was reasonably satisfactory., the 
bias voltage range was restricted by the reverse voltage breakdown 
characteristics of the Schottky barrier diodes used. Also, if the
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clipping diodes failed and shorted out the d.c. reference supply would 
be connected directly across the LSA diode.
5.6. Circuit Response to an Injected Signal
The output from the operating LSA oscillator was predominantly 
second and third harmonic in content and so the filter was set to cut-off 
at a frequency just above the third harmonic. Reflection gain was then 
looked for at frequencies above the filter cut-off. For certain settings 
of the bias, generally low values of approximately 2 to 4 V together 
with necessary circuit tuning adjustments the LSA output was predominantly 
second harmonic, the third being reduced in power to a few milliwatts.
In this case the filter was reset to allow investigation of the circuit 
reflection properties down to a frequency just above the second harmonic.
Initial tests gave no sign of signal gain, the signal being reduced
slightly in amplitude on reflection. However the reflection spectrum of
the passive unbiased oscillator circuit indicated one of the major
problems. The oscillator circuit was not matched to the waveguide and
thus very little of the incident signal field would appear across the
device. By appropriate insertion of the waveguide probe (to a depth
d = 0.75a, where a is the narrow wall dimension of X-band waveguide) this
match was improved tc give a reflection coefficient |p| - 0 over a narrow
bandwidth at several frequencies across the range of 7 to 12 GHz. This
set of circuit absorption frequencies were related through the corresponding
waveguide wavelength A to the iris to probe dimension £ shown in Figure
g
(4.2) by.
n A J 2  - % (5.4)
g
where n is integer.
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The coupling into the iris from the waveguide now seemed satisfactory 
but the high probe penetration increased the frequency variation of the 
load admittance presented to the LSA diode and this resulted in wider 
missing bands in the bias tuning range discussed previously.
Further tests yielded no apparent active response from the oscillator 
despite critical tuning of the circuit parameters. For certain settings 
of the waveguide probe stable LSA oscillations could not be maintained.
In an attempt to reduce the sensitivity of the oscillator to the settings 
of the probe, a second oscillator circuit was designed incorporating a 
facility for varying the load admittance presented to the diode at the 
fundamental frequency as well as the second and third harmonics. The 
modified circuit that was constructed is shown in Figure (5.6). The 
ridge section of waveguide behind the diode allowed propagation of the 
funadamental frequency and was tuned in length by a non-contacting 
anodized aluminium A/4 plunger. This plunger was machined to fit the 
waveguide up to the ridge on either side leaving a section of reduced 
height X-band waveguide above,into which the higher harmonics could 
propagate. A second narrow non-conducting plunger A/4 in length at the 
second harmonic frequency allowed some degree of second harmonic tuning.
The 50& coaxial coupler was included primarily to allow load conductance 
variations at the fundamental.
The circuit was difficult to handle as there were too many variable 
elements9 each with some degree of interdependence. Although operation 
as an oscillator was reasonably successful this circuit was abandoned 
as far as the amplifier work was concerned 9 and attention returned to the 
simpler original circuit. Since the modified circuit was not used in 
the subsequent investigations the circuit design criteria and parameters
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chosen have not been included.
5.7. Circuit Adjustments Leading to Reflection Gain
Returning to the original circuit the oscillator was adjusted to 
provide a minimum output of third harmonic in order that the circuit 
could be tested for reflection gain down to the second harmonic. For 
a particular set of circuit adjustments the output above the second 
harmonic frequency was reduced to a level of  ^ 3 mw, which was thought 
to be third harmonic of 12.45 GHz. However on measuring the frequency 
and power of the output pulse it was found that the majority of the power 
was at a frequency of - 9.5 GHz. The third harmonic power, which was 
detected by increasing the cut-off frequency of the filter to attenuate 
the 9.5 GHz component, was found to be « 0.2 mW. The oscillator was 
clearly able to produce stable oscillations at two unharmonically related 
frequencies simultaneously.
Following this observation the subsidiary oscillation was suppressed, 
by slight alterations of the probe depth and the bias voltage, and the 
circuit then tested for reflection gain over a frequency range around the 
frequency of the suppressed oscillation of  ^9.5 GHz. This attempt led 
to linear amplification over a narrow band centred at a frequency of 
-9.5 GHz.
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Chapter 6 
Amplifier Characteristics
With the oscillator stable at 4.15 GHz and the filter set at a 
cut-off frequency of approximately 9.0 GHz, the circuit exhibited gain 
over a 50 MHz, 3 dB bandwidth centred at9.476 GHz. General data of the 
original amplifier and those which were subsequently set up is shown 
in Figure (6.1). A preliminary study of the external characteristics 
of the amplifier is presented, followed by some anomalous effects observed 
during attempts to produce a second amplifier circuit.
6.1. Gain
The amplifier gain was found to be very sensitive to variations of 
the bias voltage. For a given input power level, as the bias was increased 
the gain increased up to a maximum, after which the device became unstable. 
Using the maximum available input power of 30 mw, obtained from a reflex 
klystron, the bias was adjusted for the highest output power attainable 
consistent with stable operation. This resulted in a gain of - 14 dB,
The gain was then measured as a function of the input signal power using 
the following procedure. With the oscillator off the input (arm 1) and 
output (arm 2) attenuators were set to zero attenuation and the sliding 
short circuit inserted across the waveguide* see Figure (4.3) on page (28). 
The input and output powers were measured using a conventional bolometer 
power meter and compared to obtain the insertion loss of the system 
including the circulator, which was found to be less than -2 dB. The out­
put was rectified and fed to an oscilloscope and the amplitude of the 
voltage displayed provided the 0 dB gain reference level. Following this
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calibration procedure the short circuit was removed, the oscillator bias 
applied and the input signal source turned on. For a given set of bias 
and circuit adjustments the gain was given simply by the sum of the two 
attenuator settings, adjusted together to maintain the same 0 dB reference 
power level fed to the crystal detector in the output arm. This double 
attenuator method was used as it placed no reliance on the square law 
characteristics of the crystal detector.
Figure (6.2a) shows the gain versus input power with the bias voltage 
adjusted for maximum gain with an input power of 30 mw. The gain is seen 
to be reasonably constant at a level of * 14 dB. Figure (6.2b) shows 
the gain versus power for several incident power ranges optimised by the 
bias for stable operation with the maximum input power far each range.
The discontinuities mark the points at which the bias was changed. It is 
seen that at low input power levels, corresponding to a slightly higher 
bias voltage, the gain was considerably higher than 14 dB, up to a maximum 
of 28 dB. The graphs show that for a given bias level the gain remains 
constant and is dependent in magnitude upon the maximum allowable bias 
voltage. During these experiments there was still some residual output 
at 9.476 GHz with zero input signal power, of peak value less than 3 mw 
occurring at the beginning and end of the bias pulse, but this value 
was very small compared to the output amplified signals. No measurable 
third harmonic or higher frequency components of the LSA oscillation were 
found in the waveguide output or close to the diode in the region of the 
iris.
6.2. Circuit-Bias Interactions
From observing the LSA oscillation fundamental and second harmonic 
frequency components, there was no sign of any appreciable amplitude or
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frequency change in either when the circuit was used as a simultaneous 
oscillator-amplifier. However a slight increase in the bias voltage and 
a corresponding slight decrease in diode current was noticed when the 
circuit was operating as an amplifier, indicating that the extra power 
to provide signal gain was extracted directly from the d.c. supply. As 
was expected the frequency of the LSA oscillation increased slightly, 
corresponding to the bias voltage increase*
In general despite the C.W. nature of the input signal, reflection 
gain did not occur immediately the LSA diode was biased on. Figure (6.3) 
of the rectified r.f. output pulse envelope shows the time delay before 
the circuit began to operate as an amplifier. The delay was thought to 
be due to a slight positive ramp on the pulse giving a higher bias 
towards the end of the pulse and so using the pulse shaping network 
already described, the bias was purposely given a negative slope in 
order to make the beginning of the pulse substantially higher than the 
end. Using various choices of components in the shaping circuit together 
with bias voltage adjustments, gain could be achieved after a shorter 
delay than shown in Figure (6.3) but there still remained an ultimate 
delay of - 20 nsec. which could not be altered by profiling the bias 
pulse in the above manner.
6.3, Bandwidth and Tuning
As discussed in Chapter 5.6 in order to couple the signal power 
into the iris, the probe was inserted across the waveguide to a depth of 
approximately three quarters of the total waveguide height and this resulted 
in a set of sharp absorption bands in the reflection spectrum of the 
unbiased diode circuit, which for the successful amplifier circuit is
- 6 6 -
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shown in..Figure-~(-6".'4). The modulus value of the square of the reflection 
coefficient is proportional to the reflected power, and using the sweep 
frequency facility of a B.W.O. unit Figure (6.4) was obtained by monitoring 
the reflected power from the output arm of the circulator, and normalizing 
this power to that reflected when the sliding short circuit was inserted 
across the waveguide.
These measurements show that the passive circuit absorption 
frequencies are related to the distance A, between the waveguide probe 
tuner and the centre of the iris through equation (5.4) and that it is 
only over a narrow band around 9.5 GHz that the diode circuit is reaso­
nably matched to the waveguide. The probe admittance, which is almost 
entirely susceptive, when transformed to the iris, acts as a transformer. 
Consider a line of characteristic admittance Yq with a shunt susceptance 
b.YQ connected across the line as shown in Figure (6.5), then the norma­
lised admittance transformed a distance d towards the source will be given
v - (l+jbHjtangd (Pt
(-d) ~ l+j(l+jb)tan3d 
where 3 = 4r- rationalizing,
v _ l-btan3d+btan$d+tan23d . (b-b2tan3d-btan23d)
( "* 3 * -i \ b • 2 /
(l-btan3d)2+tan23d (l-btan3d)2+tan23d
Y^_^ will be reai if.
b tan23d + b2tan3d - b = 0 . (6.3)
For large values of b the two solutions are approximately given by,
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tan 3d = (6.4) i.e. d - n A/2
tan3d = -b (6.5) d « (2n+l) A/4
Under these conditions then
(6.6) for d s n A/2
Y * 1+b2 ^ _1_
l+Sb^+b1* b2
(6.7) d ~ (2n+l) A/4
In these experiments since the cold diode admittance (- 0.2 mho) is 
much larger than the characteristic waveguide admittance (- 0.002 
mho)9 then near match conditions will occur for d - n A/2 , which 
is consistent with the observed match frequencies in the reflection 
spectrum. If the effect of the ridge waveguide transformer is 
includeds this results in a further increase in the admittance by 
a factor of “ 2.25. The effective Q of the cavity is established by 
measuring the resonance bandwidth correponding to |p| = which
results in a Q value calculated from the |p|2 versus frequency plot 
of Q - 200. The 3 dB gain bandwidth of 50 GHz appears to be consistent 
with this very narrow bandwidth caused by the input coupling 
resonance.
It was thought that the diode would provide gain to an input 
signal at the other frequencies that the circuit was reasonably 
matched to the diode, but no reflection gain was observed. However 
it was interesting to note that with an 8.87 GHz and 10.30 GHz 
input signal some circuit interaction was observed. The reflected 
output was detected and displayed as an r.f. envelope on an oscillo­
scope and on tuning the incident signal through the resonance frequency, 
the reflected signal began to vary in amplitude cyclically, the
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variation travelling in time across the pulse. This frequency beating 
effect was attributed to the input mixing in the LSA diode with a 
small residual oscillation output at 8.87 or 10.30 GHz, which was 
subsequently demodulated by the crystal detector.
The frequency at which gain occurred could be altered by moving 
the probe along the waveguide, that is changing but moving the 
probe from the optimum position changed the circuit load at the second 
harmonic frequency, leading eventually to instability in the oscillator. 
A maximum tuning range of 60 MHz was achieved by this means. An 
alternative method was used in an attempt to avoid the problems caused 
by moving the probe. A dielectric rod was inserted in the waveguide 
between the probe and iris, for convenience the centre slot in the 
probe section of waveguide being used. The effective shunt capacitance 
of this rod will alter the resonant frequency of the probe-iris cavity 
and so tune the gain centre frequency. The second harmonic frequency 
of the oscillator is not matched into the waveguide, and so the 
VSWR will be significant at this frequency within the iris-probe 
section. Consequently the admittance presented to the diode at 2f will 
be affected by the additional susceptance of the rod. However because 
of the non-unity VSWR, if the rod is placed at an electric field 
minima then the change of circuit admittance at the diode will be 
minimized. Due to the dispersive nature of the waveguide there will 
exist a position on the longitudinal axis of the waveguide where 
the electric field is a minimum at the second harmonic, and a 
relatively high value at the gain frequency. For simplicity consider 
the effect of the susceptance, b, of the rod on the admittance 
presented to the diode by the circuit at the gain frequency if it is
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inserted at a position of an electric field maxima. Before inserting the 
rod the admittance value at the maximum is,
y ( z ) = T  ( 6 -8)
where S is the VSWR defined as ratio of voltage maximum to voltage minimum.
This point is an admittance minimum and is a distance of (2n+l)A/4 from
the diode, as it has already been established that the diode is an 
integral number of half wavelengths from the probe at an admittance 
maximum. The addition of the rod results in,
Y
Y( Z ) = - # + j b  (6-9)
which transformed to the diode, neglecting the ridge waveguide transformer, 
may be written as
Y,. , = S Y
diode o
•“ i-j s'
O
.14
O
(6.10)
Assuming that is small and that -p- S < 1 then 
0 o
Ydiode = S Yo U'J (6-X1)o
Therefore the rod has added some susceptance to the admittance at 
the diode, which will change the resonant frequency of the cavity. Extending 
a similar argument to the second harmonic frequency, if the rod position 
is placed at an electric field minimum at this frequency, then the 
admittance at the position of the rod will be
Y (z) = S'Yq + j b (6.12)
where S' is the VSWR in the absence of the rod at the second harmonic
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frequency9 which may be re-writtens
y(z) = s ’Yo (1 + j T~ • &  (6-13)
b 1
Provided that y—  • g- «  1 then the admittance at the position of the rod 
o
will be
Y - S'Y (6.14)o
Including the effect of the ridge waveguide transformer certainly 
increases the complexity of the expressions for the admittance presented 
to the diode9 however the argument given is essentially unaltered because 
the match frequency is determined primarily by the waveguide cavity9 that 
is the waveguide section between the probe and the front of the ridge 
waveguide transformer.
Using this technique the tuning range was extended to c 80 MHz but 
again outside this range the oscillator became unstable. The results of the 
bandwidth and tuning measurements indicate that the circuit load should 
be measured in detail to allow an assessment of the contribution of each 
element in the operation of the active device. This analysis was carried 
out and the results are given in the next chapter.
Replica Amplifier Circuits
The original amplifier circuit was extremely difficult to set up, 
the operation being critically dependent upon the correct circuit adjust­
ments. Consequently before attempting to measure the circuit admittance, 
which involves dismantling part of the circuit, it was decided to construct 
a replica of the original amplifier in order to preserve at least one 
operational circuit for further reference. The original amplifier circuit
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was set aside and an exact copy of the waveguide circuit made. After 
considerable efforts to obtain amplification eventually the second 
amplifier circuit was correctly adjusted and reflection gain observed, 
the operational characteristics being exactly the same as the original. 
Subsequently several different diodes of different cross sectional areas 
were used successfully as amplifiers in this circuit, the operating 
characteristics being virtually unchanged, provided that stable LSA 
oscillations were obtained at a frequency of 4.15 GHz by bias tuning alone.
From the previous reflection spectrum experiments with the cold 
circuit, it was thought that if the distance, A, between the probe and 
iris was reduced sufficiently to produce the same harmonic load conditions 
then, because this would change the resonant match frequency to the input 
signal, gain would be obtained at a different frequency. The longitudinal 
travel on the movable waveguide probe was limited and so in order to 
reduce A sufficiently a third iris circuit was made in a much shorter 
length of waveguide. Using a diode which had provided amplification in 
the replica circuit of the original amplifier, where A - 15 cm, reflection 
gain of - 15 dB was obtained at 10 GHz with the oscillator operating at 
higher bias voltage at a frequency of 4.41 GHz. The length A in this 
circuit was - 9.5 cm. As before a residual oscillation at the gain 
frequency was observed for a zero input signal level if the probe was 
moved in the vertical plane from the optimum setting. Generally the 
behaviour of this circuit was similar to the lower frequency circuits, 
however one major difference was that the oscillator did not become unstable 
for a bias voltage corresponding to maximum gain. Instead the bias could 
be taken up to the level where gain occurred and then as it was increased 
further, the gain maximized at 15 dB for 30 mw of input power and then 
fell t o — 0 dB.
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6.5. Harmonic Locking Effects
Operation of the original LSA oscillator circuit as an amplifier 
was critically dependent upon the tuning elements, there being three 
primary mechanical adjustments to be made, together with the bias setting. 
At this stage of the circuit analysis the function of the probe seemed 
clear in that it provided the matching conditions required for signal 
injection to the LSA diode and also the correct load at the second 
harmonic oscillation frequency. On the other hand the significance of 
the waveguide short circuit appeared to be less obvious from the measure­
ments made on the circuit so far. Any movement of the short circuit 
plunger led to unstable oscillator operation, indicating that the change 
of susceptance at the diode caused by moving the plunger was sufficient 
to prevent LSA conditions from existing within the device.
On removing the short circuit section and replacing it with a wave­
guide matched load, as shown in Figure (6.6), the oscillator was well 
behaved and tuned smoothly with the bias, there being a noticeable 
reduction of ’missing bands’. Although the characteristics of the 
oscillator were improved by this change, amplification was no longer 
obtained. However when the circuit was operated at a higher bias level 
corresponding to an LSA frequency of 4.5 GHz, the presence of the input 
signal at the input match frequency of - 9.5 GHz caused an abrupt switch 
in the LSA fundamental frequency to a value of - 4.75 GHz, exactly half 
the input signal frequency.
Although interesting,this second harmonic frequency locking effect 
was considered of secondary importance to the primary aim of investigating 
the original reflection amplifier, which although clearly allied to the
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locking phenomena possessed several basic differences. Consequently the 
experiments carried out on frequency locking were by no means comprehensive 
and the results are discussed qualitatively rather than quantitatively.
Provided that the probe to iris section was adjusted to match the 
input signal to the diode, injected signals in the range 9.1 to 9.5 GHz 
frequency locked the LSA fundamental via the second harmonic for LSA 
oscillations between 4.3 to 4.5 GHz. Injection locking occurred only for 
frequencies that were well matched into the oscillator circuit, and the 
observed narrow locking bandwidth for a given circuit setting corresponded 
to the absorption frequency bandwidth measured on the passive circuit by 
the swept frequency reflection technique described previously.
Although a given input signal power level was required to cause 
locking to occur, unlike the characteristics of more conventional phase- 
locked oscillators, this power requirement was virtually independent of 
the frequency range over which locking was taking place. Further increases 
of input from this level had no appreciable effect on the oscillator out­
put. The performance may be summarised with the following set of typical 
data:- locking from 4.40 to 4.75 GHz was achieved with an input power 
of 5 mw at 9.5 GHz, resulting in a second harmonic waveguide output of 
1 watt at 9.5 GHz, which corresponds to a locking gain of K 23 dB. Generally 
the second harmonic power increased with the change of fundamental caused 
by locking, typically 1-3 dB. However the power at the second harmonic 
frequency, under lock conditions, was not significantly different to the 
second harmonic power at the same frequency in the absence of the locking 
signal, the fundamental frequency being increased by bias tuning. In 
these experiments a spectrum analyser was not used and consequently, 
because of the nature of the high pass filter, frequency locking to a lower 
fundamental was not investigated.
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The comprehensive analysis of oscillators published in 1934 by van 
(23)der Pol includes a discussion on the frequency locking of relaxation
oscillators9 the conclusion being that because of the absence of circuit 
resonances at the operating frequency, broad locking ranges will be 
observed together with locking effects at sub-harmonics of the input 
signal.
The mechanism of frequency locking an LSA relaxation oscillator may be
explained by considering the LSA voltage waveform shown in Figure (6.7).
If the voltage across the device at time tj is suddenly forced above
threshold by an externally superimposed voltage, then this will trigger the
next cycle at an earlier time than would have occurred without the external
pulse. Alternatively if the trigger voltage is negative with respect to
the LSA oscillations at t , then the next cycle will be delayed. Any
periodic triggering signal majr cause this locking effect either at the
frequency or at a sub-harmonic frequency of the input signal. Clearly the
change of oscillation frequency must change the harmonic voltage amplitudes
(36)
and as reported by Copeland 9 this will introduce a change in the
( 37)efficiency of the oscillator. In the case of second harmonic locking Tan 
predicts an improvement of fundamental efficiency, however this was not 
observed in these experiments probably because of the low power levels 
used for locking in comparison with the residual second harmonic power of 
the oscillator.
Further work on the locking effects of the LSA relaxation oscillator 
circuit was discontinued at this stage and attention returned to the problem 
of analysing the original linear amplifier.
Chapter 7
Circuit Load Analysis
The amplifier analysis so far has been able to explain some of the 
cKaracteristics of the circuit behaviour, although the detailed operation 
remains unclear. In order to obtain a better understanding of the 
operation of the circuit the complex admittance presented to the LSA diode 
was measured at the oscillation and gain frequencies. In this chapter 
these measurements are described and the results discussed in relation 
to the observed operational performance of the circuit.
7.1. Measurement Technique
To determine the load admittance presented to the non-linear 
conductance of the LSA diode, the circuit admittance at a radial reference 
surface outside the diode encapsulation must be establised, and then 
transformed to the chip through an equivalent circuit representation of the 
package, and finally the susceptance due to the cold capacitance of the 
diode itself must be added.
An apparently straightforward way of obtaining the required load 
admittance is to measure the admittance of each of the waveguide elements 
as a function of frequency, around the frequencies of interest, and then 
to transform these measurements along the appropriate lengths of waveguide, 
through the centre of the iris, and to the plane of the diode. How­
ever the equivalent representation of the waveguide iris and ridge 
structure was not known in adequate detail and combined with the errors 
involved in determining the exact parameters of the probe and short 
circuit, the measurements were not sufficiently reproducible for the values 
obtained to be reliable.
Following the decision to discontinue the measurements using the
above approach, a more direct technique was applied. The method is
( 38)essentially that described by Getsinger , in which the circuit is
left unaltered with the exception of the diode, which is replaced by a
coaxial probe adaptor, as shown schematically in Figure (7.1). The
measured TEM wave terminal admittance of the 50 ft line is related to the
required radial admittance at the outer surface of the diode package,
shown in the diagram, by a lossless transformation. The appropriate
transformation may be established as a lumped element equivalent circuit
from theoretical considerations, or alternatively the transformation
may be determined by calibrating the TEM wave admittance of the adaptor,
against known radial loads. This technique was first proposed by 
(39)Griffin and avoids many of the problems associated with the former
method. However the measurements described in this chapter have been 
determined assuming a single inductive element transformation, which was 
considered adequate because of the small physical size of the adaptor 
compared to the wavelengths at the particular frequencies of interest.
7*2. Apparatus
The adaptor used in these measurements consisted of a machined 
Omni Spectra Miniature (OSM) socket of ZQ = 50 ft, which had a probe 
diameter of 1.27 mm and extended across the iris gap of 2.54 mm. The 
diameter of the probe was somewhat less than the 2.0 mm diameter of the 
encapsulation reference plane of the packaged diode. Conventional slotted 
line techniques were used to determine the terminal admittance of the 
adaptor. The complete measurement system is shown in Figure (7.2).
The frequency of the B.W.O. source was determined with an accuracy 
of better than 0.001% with a Hewlett Packard frequency counter. However
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2
the counter could not be used with an amplitude modulated signal and 
so to facilitate frequency settings at 5 MHz intervals a calibrated 
coaxial wavemeter was used in an absorption configuration, the output 
being monitored on a high gain oscilloscope.
The standard technique, originally described by Roberts and von 
H (4.0)
Hippie , was employed for measuring high voltage standing wave ratios, 
which were present over certain frequency ranges owing to the large 
mismatch between the transmission line characteristic impedance of 50 Q 
and that of the waveguide, typically 500 Q at the centre of X-band. This 
method involves measuring the distance 6 between two points along the 
slotted line, on either side of an electric field minimum in the standing 
wave pattern, where the field amplitude is a factor K larger than the 
electric field at the minimum. The magnitude of the voltage standing 
wave ratio S, is given by
where X is the wavelength in the transmission line. Clearly the accuracy 
in the determination of S is dependent upon the accuracy of measuring the 
factor K and also 6. A clock gauge was mounted on the VSWR carriage and 
this allowed 6 to be determined to within ± .05 mm. To ensure an accuracy 
of better than ± 5% in the measurement of 6 the smallest appropriate 
value of K was chosen so that the measured 6 was at least 1.0 mm. K was 
determined from the VSWR amplifier with an accuracy of - ± 5%. The 
combination of the errors involved in determining S from the measurements 
of 6 and K may be estimated from the following expression,
where G = y  . Carrying out the necessary partial differentiation of
(7.1)
(7.2)
equation...(7 -X) and' substituting into equation ( 7.2) thi s gives,
—  —f
K2 1
2
.1*
2
K1 1 Cos 0 cos 0s “V K2- cos20
mm **
Lid K2- cos20 sin 0 
—
[AG] (7.3)
Typically this results in an estimated accuracy of « ± 7% for an error of 
±^5% in both 6 and K for K2= 4. The distance d from a voltage minimum 
in the slotted line to a reference point within the line, nX/2 from the 
load plane, was determined by connecting a short circuited dummy 
adaptor in place of the probe adaptor plus circuit, and measuring the 
distance that the voltage minimum had advanced towards the load. A 
total error of ± 0.05 mm was involved in this measurement. From the 
values of S, d and X the terminal admittance was calculated from the 
usual transmission line admittance transformation equation.
7.3. Results
The measurements of the circuit admittance were made over a range 
of frequencies around the three frequencies of interest, these being the 
fundamental (4.15 GHz), the second harmonic frequency (8.3 GHz) and the 
amplifier gain frequency of 9,5 GHz. The admittance variations as a 
function of frequency were measured for the complete circuit and found 
to be rather complex and for this reason the measurements have been presented 
in such a way as to indicate the effects of the individual elements of 
the total circuit. The circuit was progressively simplified by removing 
the waveguide elements in turn and replacing them with waveguide matched 
loads. At each stage in the process of reducing the circuit complexity, 
the circuit admittance was measured. The untransformed admittance, 
measured at the plane XX of Figure (7.1), is shown separated into a 
shunt conductance G and a shunt susceptance B in Figures (7.3) to (7.6) 
for the following circuit configurations:-
Figure No
(7.3) Complete circuit
(7.4) Complete circuit less the short circuit section
(7.5) Complete circuit less the probe section
(7.6) Iris only
So far neither the mode nor the package transformations, which will change 
the numerical details slightly, have been included, however despite this 
omission the overall behaviour will not be altered significant^ and 
there are several features worth mentioning at this stage.
Figure (7.3a) shows that around the fundamental oscillation 
frequency, as expected the circuit is mostly susceptive, the small but 
non-zero conductance arising from losses in the iris walls and the bias 
circuit. The effective inductance • calculated from the measured 
susceptance agrees closely with the 1.6 nH value calculated theoretically 
in Chapter 4.5. Predictably because the fundamental fields were evanescent, 
no change in the admittance was observed when the waveguide tuning 
elements were replaced by matched loads and so no further admittance plots 
at the fundamental frequency are shown in the Figures (7.4) to (7.6).
Figure (7.3b) shows that the circuit is still a negative susceptance 
at the second harmonic frequency, however the load conductance is much 
larger than at the fundamental because this frequency propagates into 
the waveguide, and power is coupled out. As discussed previously the 
iris will present an inductive susceptance at this frequency, as the iris 
width W<V2, however the waveguide tuning elements will also contribute 
to the total susceptance because the frequency is above the waveguide 
cut-off. The series resonance at - 8.06 GHz is that responsible for 
the incident signal match condition into the cold circuit shown in the
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reflection spectrum of Figure 6.4 on page (68). At zero susceptance, 
the conductance is ~ 0,13 mho, which is equivalent to a shunt resistance 
of « 7.5 fl, a value close to the 5 ft low field resistance of the LSA 
diodes used. Figures (7.4a) and (7.5a) show that this resonance is 
still present when either the short circuit or the probe is removed and 
replaced with a matched load. However when both elements were removed, 
the resonance was absent, as shown conclusively by Figure (7.6a).
Clearly the situation is complicated by the close proximity of the two 
series resonant circuits of the probe and short circuit sections. Since 
this circuit resonance does not play a part in the operation of the 
circuit, as it is appreciably lower than the second harmonic frequency no 
attempt has been made to establish the detailed formation of the admittance 
of this resonance.
The admittance around the gain frequency of 9.5 GHz, shown in 
Figure (7.3c), is extremely frequency dependent. The plot contains three 
resonances, a parallel resonance at 9.51 GHz with two series resonances 
on either side at 9.465 and 9.593 GHz. A comparison of Figures (7.3c) 
and (7.4b) shows that neither the higher series resonance nor the parallel 
resonance were present when the short circuit plunger was removed and 
replaced with a matched load. A similar comparison of Figures (7.3c) and 
(7.5b) shows that the lower series resonance and the parallel resonance 
were not present when the probe was removed. Finally, Figure (7.6b) 
shows that the circuit is essentially a pure conductance when both the 
waveguide tuning elements were removed. The low Q parallel resonance 
shown by the susceptance curve was thought not to be particularly 
significant because of the extremely small values of susceptance involved.
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In ..summary, Figure (7.4b) indicates that the presence of the probe 
presents a series resonance at 9.465GHz as anticipated earlier from the 
match conditions developed in Chapter 6.3, and Figure (7.5b) indicates 
that the short circuit plunger presents a series resonance at 9.593 GHz*
The parallel resonance at 9i51 GHz, which is only present when both tuning 
elements were in place* is the coupled resonance caused by the interaction 
of the susceptances in the short circuit and probe sections which are of 
opposite sign. In Figure (7.7) the susceptance functions of Figures (7.3c), 
(7.4b) and (7.5b) have been plotted showing clearly how the coupled 
parallel resonance is generated at 9.51 GHz from the two series resonances.
A simple lumped element equivalent circuit, which illustrates the behaviour 
of the circuit is shown in Figure (7.8). The equivalent series resistance 
in the waveguide short circuit-iris section is much less than the 
corresponding resistance in the waveguide probe-iris section, which is to be 
expected as the circuit loss arises only because of the finite conductivity 
of the waveguide walls. In the iris-probe section, the series resistance 
represents the coupling into the waveguide, which at the series resonant 
frequency, because of the transformer effects of the high susceptance 
probe of bZQ , has a value of approximately ZQ/b29 that is a transformer 
turns ratio of l:b.
No further conclusions can be obtained from these measurements 
concerning the operation of the circuit until the admittance has been 
transformed to obtain the admittance presented to the non-linear conduction 
of the GaAs chip.
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7.M-. Mode Transformation and Package Equivalent Circu.it
Figure (7 *9 ) shows schematically the geometrical configuration of
the measured TEM admittance plane in relation to the required radial
admittance plane9 which is coplanar with the outside of the diode package.
The measured admittance Y^ is clearly related to the radial admittance
Y^ by a lossless transformation, which may be expressed as,
K
where a and 3 are constants for a given frequency. Referring to Figure
the measured admittance may be regarded as consisting of the circuit 
admittance plus the waveguide admittance added due to the presence of the 
probe across the rectangular section of the iris. Using either representation 
one obtains an estimated value of Lp- 0.35 nH for the inductance of 3. The 
value of a, the transformation ratio between the TEM and radial mode admit­
tance has been taken as unity since the dimensions of the adaptor are 
small compared with the wavelength considered. Therefore from the measured 
values the admittance presented to the package was calculated using the 
relation.
~  = a ~  + e, 
M R
(7.4)
(7 .9), if r^< then by short circuiting Y^, = —  and 6 is effectively
a constant inductive impedance since h «  A/2. Although in these
experiments r^> r^, the value of 3 will still be inductive as short 
circuiting r^ will generate an inductive impedance at Y^. Alternatively
Y,
1
(7.5)
R 1
Y,M
for Lp = 0.35 nH and w = 2irf.
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Having -established the effective radial admittance presented by the 
circuit to the outside of the diode encapsulation an equivalent circuit 
representation of the package is required in order to calculate the total
(ill)
admittance presented to the non-linear conductance of the chip. Owens
has derived a mount independent equivalent circuit of the S4- package using
( 38)some of the concepts proposed by Getsinger , to account for the trans­
formation of the field from the coaxial line mode within the package
to the radial mode at the outer surface of the package. As pointed out 
(5)by Wasse the dimensions of the SM- type encapsulation vary considerably
from different manufacturers. Consequently the values chosen for the
(5)equivalent circuit were those obtained by Wasse from a similar set of
Cm)
experiments to those carried out by Owens , as the packages used m
( 5 )this work were almost the same as those used by Wasse . Figure (7.10a) 
shows the package and probe transformation equivalent circuit used, together 
with the circuit values. Purely for interest the admittance values were 
also transformed through to the chip using the classical S*+ encapsulation 
shown in Figure (7.10b) and it was noted that over the frequency ranges 
involved there was very little difference between the resultant values 
obtained using either the circuit of Figure (7,10a) or (7.10b).
7.5. Total Admittance Presented to the Non-linear Conductance of the 
LSA Diode
Taking the total circuit admittance from Figure (7.3) and transforming 
this through the adaptor equivalent negative inductance, the S4 package 
and the self capacitance of the GaAs chip as shown in Figure (7.10a), this 
gives the total admittance presented to the non-linear conductance of the 
LSA diode. These results are shown in Figure (7.11).
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At the fundamental frequency of 4.15 GHz Figure (7.11a) shows that
the admittance across the negative conductance is inductive, and that the
form of the admittance is essentially the same as that shown in Figure
(7.3a). At the second harmonic frequency, the measured circuit admittance
referred through the adaptor and package was still inductive, but when
the self capacitance of the diode was included, the admittance changed
to capacitive as shown in Figure (7.11b). The change of sign of the
susceptance from the fundamental to second harmonic frequency is consistent
(22)with Groszkowski's relation as written in the simplified form of
equation (5.3), i.e.
ivx!2b x + 2|v J 2b 2 - 0 ,
which illustrates that the susceptances must be of opposite sign for this 
equation to be satisfied with first and second harmonic components alone. 
Also the circuit susceptance is seen from Figure (7.11b) to increase much 
more over a given frequency range than the fundamental susceptance over the 
corresponding frequency range. Then, since dB^/df < 2dB2/df, this implies 
that the second harmonic amplitude will decrease in comparison with the 
fundamental as the frequency is increased. This results in a reduction of 
the sub-threshold portion of the LSA cycle, which ultimately will lead to 
the LSA conditions breaking down.
Figure (7.11c) shows the admittance around the gain frequency, which 
has not changed in form. However the overall effect of the transformation 
from the measurements of Figure (7.3c) has been to displace all three 
resonances to slightly lower values. The parallel resonance has moved to
9.476 GHz, corresponding exactly in frequency with the gain centre frequency 
of the amplifier. It is seen that the conductance at this frequency is
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G /20, where G is the low field conductance of the LSA device, and it o 5 o 9
is this very heavy loading that suppressed the original oscillation at
9.476 GHz. Also circuit match conditions for the unbiased diode will 
not occur at 9.476 GHz* because of the low conductance in comparison with 
the value of Gq . However at the probe series resonance frequency, the 
conductance value corresponds to a resistance of ^ 9 J2, which is close to 
the device low field resistance of * 5 Q. A detailed reflection plot of 
the waveguide input signal, with the bias off, around the gain frequency 
is shown in Figure (7.12), which confirms that the input signal match 
occurs at 9.46 GHz, the probe resonance frequency, and the maximum gain 
occurs at the higher frequency parallel resonance at 9.476 GHz.
The admittance plot shown in Figure (7.11c) offers a relatively 
simple explanation of the narrow bandwidth and the limited tuning range 
of the amplifier, and also why gain did not occur at the other incident 
signal match bands, seen looking in from the waveguide. An exact assess­
ment of the bandwidth cannot be obtained directly from Figure (7.11c) as 
this is the admittance presented to the non-linear conductance of the LSA 
diode and not the required admittance presented by the entire circuit 
when looking in at the waveguide input port. However despite this, a 
qualitative assessment of the bandwidth may be made from considering the 
modulus value of the susceptance, which increases on either side of the 
gain frequency to a value comparable with the load conductance at the
frequencies of f ± 1 5  MHZ. Also circuit gain occurs at the coupled &
parallel resonance, with a particular value of conductance necessary for 
maximum gain. Consequently a movement of the probe alone will result in 
a change of the circuit conductance away from this optimum value. The 
parallel resonance will follow the series resonance of the probe as the 
positive susceptance component generated by the short circuit waveguide
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section is almost constant. To tune effectively over a broad frequency 
range requires a simultaneous adjustment of both waveguide tuning elements 
in order to retain the appropriate admittance frequency function at the 
operating parallel resonant frequency. Finally9 from these results it 
appears necessary for the circuit to contain a value of conductance, at 
resonance, of substantially less than Gq , which does not occur at any 
of the probe series resonant frequencies and therefore gain cannot be 
expected to occur at these frequencies.
7.6. Further Measurements Concerning the Waveguide Probe
The assertion made so far has been that changing the probe depth 
alters the load conductance at the gain frequency, that is at the parallel 
resonant frequency point. Figure (7.13) shows the variation of the 
admittance for three different settings of the probe. (These plots have 
not been transformed through the adaptor nor the package and are simply the 
admittance presented to the terminal plane of the 50 Cl line). As 
indicated by the measurements, the conductance decreases with increasing 
probe penetration into the waveguide. A slight decrease in frequency 
also results; suggesting an increase in susceptance with probe depth.
This observed variation of the conductance and susceptance is in
agreement with the variations of the probe admittance within the wave-
(42)
guide, taken from Marcuvitz . The plot shown in Figure (7.14) is the
normalized waveguide admittance at the plane of the X-band probe, backed
by a waveguide matched load, which was calculated from the values of the
(42)
probe equivalent circuit parameters given by Marcuvitz . The 
calculations refer to 9.375 GHz, the set of data closest to 9.5 GHz, for 
a probe diameter of 1/16 inch as used in this work. The conductance is
- 102 -
seen to decrease with depth and the susceptance to increase up to a depth 
of =* 0.85a, where a is the narrow wall dimension of X-band waveguide.
As mentioned at the beginning of this chapter, the admittance 
measurements attempted in the waveguide looking towards the probe backed 
by a matched load were not sufficiently reproducible to be very reliable. 
However from Figure (7.14) a typical value of susceptance of the probe at 
a depth of - 0.75a, normalized to the characteristic admittance of the 
waveguide, is + 7. At the input signal match frequencies, the probe is 
thought to present a real admittance of - b2 to the front section of the 
iris ridge waveguide transformer. Such a large value of conductance 
alters the X/4 admittance of the ridge transformer from that discussed 
previously in Chapter 4.5 for an X-band matched load. As shown in 
Figure 4.10 on page (43) the plain waveguide admittance transformed 
through the ridge sections provides an essentially constant conductance, 
with a small frequency dependent susceptance over a broad frequency range 
around the quarter wave design frequency of the transformer. To illustrate 
the different behaviour of the transformer with a high conductance load, 
the analysis used to derive Figure (4.10) was repeated with the alteration 
of Yq to b Yq, which for simplicity was assumed constant. The calculated 
admittance presented to the LSA diode by this high conductance in the 
waveguide was then plotted as a function of frequency at 1° intervals in
27ff
3Z where 3£ = —~  and Z is the length of each ridge section, and is 
shown in Figure (7.15) normalized to the second ridge section. From the 
figure it can be seen that the zero susceptance point corresponding to 
% = X/4, occurs at the real admittance point of * 18, corresponding to an 
admittance of 0.2 mho, which equals the value of the low field device 
conductance. Clearly the input signal match will be good at this frequency
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NORMALIZED ADMITTANCE OF AN X-BAND PROBE 
(1/16 INCH DIA:) BACKED BY A MATCHED LOAD,
AS A FUNCTION OF PENETRATION (DATA TAKEN 
FROM MARCUVITZ^D)
FIGURE 7-14
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for the unbiased circuit. The essential difference between the Figures 
(4.10) and (7.11) is that with a high conductance load the transformer 
operates over a much narrower bandwidth. The frequency sensitivity of the 
probe coupled with that of the transformer results in the sharp resonances 
observed in the reflection spectrum of the incident signal in the cold 
circuit.
\
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NORMALIZED ADMITTANCE OF A LOAD bY0(where 
b = 7) TRANSFORMED THROUGH TWO NON 
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6 Y0 RESPECTIVELY (NORMALIZED TO THE LATTER) 
AS A FUNCTION OF FREQUENCY. EACH SPOT
INDICATES A 1 degree INTERVAL IN 2 r r f l
FIGURE 7-15
Chapter 8
Discussion of the Gain Mechanism
It has been shown in Chapter 6 that the LSA relaxation oscillator 
circuit does amplify an incident signal over a narrow frequency range 
but the mechanism of operation had yet to be established. The primary 
aim of this chapter is to review the possible modes of amplification 
which could conceivably be occurring and present supporting experimental 
evidence for each.
8.1. Some General Circuit Considerations
A circuit producing linear reflection gain can by definition be 
regarded as a negative terminal conductance presented to the input signal. 
This negative conductance is essentially an r.f. power source of the same 
frequency as the input signal3 the magnitude of the source being linearly 
controlled by the input signal power. From conservation of energy 
considerations some auxiliary power source in the circuit must supply 
the required power for the amplified signal. This auxiliary power source 
may be either a d.c. or an r.f. supply and the frequency conversion 
process is achieved by a non-linear circuit element. In the case of an 
LSA oscillator there are two basic power sources, the primary d.c. supply 
and the secondary r.f. oscillator power at the various oscillator 
harmonics. Therefore the amplified signal output power of G*Pj^? where 
G is the power gain and the input signal power, results in a total 
power loss from the operating circuit of.
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which must be derived directly from either or both of the power sources 
in the oscillator circuit.
The LSA diode may be regarded as a broad band negative conductance 
device, the d.c. to r.f. power conversion being accomplished by the 
transferred electron process. Consequently,as discussed in Chapter 3, 
the oscillating device may present a negative conductance to an input 
signal over a sufficient portion of the LSA cycle to provide overall 
amplification of the input, in which case the d.c. supply is the auxiliary 
power supply, being used directly to provide the required power to 
amplify the signal.
Alternatively the small accumulation of space charge occurring 
during each oscillating cycle, giving rise to a time varying capacitance, 
may be sufficient to produce parametric amplification of the input signal, 
and many of the external characteristics of the circuit behaviour are 
typical of a parametric amplifier. In this case the energy source for the 
output signal is derived from the r.f. power of the oscillator and not 
directly from the d.c. supply.
These two fundamental processes are the possible gain mechanisms 
that have to be considered. In a theoretical analysis the two amplifying 
processes are quite distinct. Hoxvever in an experimental system such 
as the circuit being investigated, many of the characteristics are similar 
and a salient test designed to identify which particular process is in 
operation cannot necessarily be applied, because of the critical nature 
of the circuit conditions that must be satisfied to ensure that device failure 
does not occur.
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8.2. Negative Conductance Parametric Amplifiers
The active element in a parametric amplifier is a non-linear 
admittance, which is pumped by a large r.f. signal at a frequency of f , 
so that the admittance parameters vary periodically with time at the 
pump frequency. Clearly in these terms the oscillating LSA diode is a 
self pumped non-linear admittance and as such the amplification is obtained 
from a parametric circuit element. However the question to be answered is 
whether the parameter producing gain is the time varying conductance, which 
is negative over a portion of each LSA cycle or the time varying susceptance 
resulting from the accumulation and decay of space charge occurring within 
each complete LSA cycle.
Figure (8.1) shows the conventional circuit configuration for a
(14.3 )
three frequency parametric amplifier, taken from Howson and Smith , 
in which Y(t) is the time varying admittance. In general, if Y(t) 
comprises only a non-linear susceptance pumped at one frequency f , the
JT
circuit will produce negative conductance effects at the signal frequency 
fg, while f > fg . This condition does not hold in these experiments in 
which the diode is self pumped primarily at a frequency of 4.15 GHz and 
also at 8.3 GHz, which may be regarded as an effective pumping signal, 
with amplification at 9.5 GHz. However the presence of a non-linear 
conductance in Y(t), which need not necessarily be negative at f , as 
well as the non-linear susceptance, can result in a negative conductance 
presented simultaneously to an input signal of fg> f and at the idler 
frequency f. = f - mf . In this case the non-linear admittance absorbs3- S p
power from the pump source and directly from the d.c. supply. Assuming 
that the device exhibits a positive conductance at f and f., then it is
S X
essential that circuit admittance is low at all frequencies except f and
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to ensure that the pump power absorbed into the non-linear susceptance 
is transferred only into power at the signal and idler frequencies.
The LSA diode is primarily a non-linear conductance, and as such 
resistive frequency mixing will necessarily occur between the pump 
frequency and the signal. Therefore regardless of any non-linear 
susceptance parametric effects, the circuit will generate sum and 
difference frequencies of the signal and oscillator harmonics. Using the 
iris sampling loop* used previously to detect the fundamental frequency 
of the oscillator9 the lower sideband frequencies of 5.35 GHz and 1.2 GHz 
were detected with the spectrum analyser set to maximum sensitivity. The 
higher sideband frequencies of 13.65 GHz and 17.80 GHz were not detected, 
however this was thought to be due to the lower efficiency of the coupling 
loop and the larger parasitic shunt admittances across the diode at the 
higher frequencies, which together reduced the signals to a level 
comparable with the noise of the system.
Having established the presence of the lower sideband frequencies, 
either of which could correspond to an idler circuit resonance frequency, 
the diode load admittance was measured at both frequencies. However there 
was no evidence of any circuit resonances at either of these frequencies. 
As discussed previously, the circuit presents an inductive load at 
frequencies below the cut-off frequency of the X-band waveguide. Using 
the same measurement procedure as before, the circuit load at 5.35 GHz 
was found to be inductive as expected. At the lower frequency of 1.2 GHz 
a similar result was obtained, the iris circuit behaving as a short 
length of short circuited parallel plate transmission line as discussed 
in Chapter 4.5. It would have been particularly interesting if gain 
had occurred at the expense of the r.f. fields already present, but no
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appreciable change was seen in the oscillator power at either the 
fundamental or the second harmonic frequency. The only apparent change 
in the oscillator characteristics when amplifying was a slight increase 
in the bias voltage, and a corresponding reduction in the average bias 
supply current.
It is apparent from the above that the circuit does not appear to 
behave as a conventional time varying susceptance parametric amplifier. 
The alternatives to be considered are that either the device is acting 
as a d.c. negative conductance amplifier, as discussed at the start of 
this work, or that some other effects are occurring as a result of the 
negative differential conductance of the GaAs, giving rise to an apparent 
signal gain.
8.3. An LSA-Transit Time Hybrid Qscillator-Amplifier
The concept of a hybrid LSA-transit time mode amplifier arose from 
the observation that in both the 9.5 GHz and the 10.0 GHz amplifiers, the 
difference between the gain frequency and the LSA second harmonic 
frequency was almost the same, 1.2 GHz and 1.18 GHz respectively, which 
is close to the theoretical frequency of the same diode operating in a 
transit time mode. The active layer was 102 pm across, corresponding to 
a periodic transit frequency of f^ - 1 GHz. Normally because of the high 
n.Ji product the diode would undergo avalanche breakdown, if it was 
operated in a transit time mode alone. However it is conceivable that if 
the LSA conditions were not satisfied during each cycle, that is
9 (8.2)
where T is the LSA oscillation period, then the device may be able to
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support simultaneously a non-ideal LSA type of mode and a transit-time 
frequency accumulation layer oscillation. This operation has some simi-
(p
larity with the hybrid oscillation mode reported by Huang and Mackenzie 
with the exception that in this case the transit time space charge effects 
are not completely quenched within one ’LSA’period. Assuming that such 
a dual frequency hybrid mode oscillator is possible, then because of the 
internal mixing effects produced by the non-linear conductance of the 
GaAs chip, the oscillator output will contain sum and difference 
frequencies of the two oscillations.
Apparent amplification at a frequency above the LSA oscillation 
frequency may be obtained from such a hybrid oscillator, if the following 
circuit conditions can be satisfied. The circuit is adjusted so that LSA 
conditions are just satisfied.
and also a resonant circuit is arranged across the oscillating diode at a 
frequency of
where f is the input signal frequency and mfQ is a particular harmonic
conditions can be satisfied for frequencies such that Kfg f Ifq where K
and I are small integers, then an input signal at f will upset the LSA
s
conditions because of the random phase relationship between f and f , and 
this will make the integral in equation (8.3) negative. As long as the 
LSA conditions are not drastically violated it may be possible for stable 
oscillations to continue with an additional simultaneous transit time
(8.3)
(8.4)
of the fundamental LSA oscillation frequency of fQ . Provided these
oscillation at Now because of the relationship given in equation (8.4)
the circuit will produce power at f , and bearing in mind the large 
signal LSA oscillations, this power could well be significantly higher 
than the input signal, hence the circuit would appear to amplify the signal.
Initially such an amplifying process seems unlikely, however on
further consideration, many of the characteristics of the experimental
circuit may be explained simply with this hypothetical model. For
example, such an oscillator circuit could be tuned to display simultaneous
oscillations at f^ and f , which would generate an apparent oscillation at
f because of the non-linear mixing and the presence of the parallel 
s
resonance at f . The observed critical dependence of the circuit gain on 
s
the bias voltage and on the circuit tuning is also consistent with the 
proposed circuit mechanism.
However despite the supporting evidence, some of the characteristics
of the experimental circuit appear to contrast with the expected behaviour
of this model. For example, the input signal in the proposed model has
no fixed phase or frequency relationship with the output signal. However
the output frequency was found to follow exactly the input frequency
across the bandwidth of the amplifier. Also any circuit disturbance on
such a critically optimised LSA oscillator should have the same effect as
the input signal, and, if the proposed model is correct, output should be
excited at f , but again this was not observed in the experimental circuit, 
s
In a typical test, the circuit was heated with a hot air blower, which has
the effect of reducing the low field conductance and consequently decreasing
the space charge dissipation factor in the LSA cycle. As ejected the
device frequency rose slightly with the increased temperature and at a
critical temperature avalanche breakdown occurred, there being no sign
of any oscillator output at f^ or f during the experiment. In a second
1 s
test of this type, the difference frequency of fT was injected across the
diode by coupling through the bias port and also direct^ into the iris
with the magnetic field loop, but again no output signal was excited at
f despite minor adjustments to the circuit tuning, 
s
Changing the active layer length of the diode results in a change
in the transit time frequency. Therefore, for amplification to occur at the
same value of f as before, then according to the hybrid amplifier model s
the LSA frequency must be increased9 in which case the test can readily 
be carried out on the original circuit by simply replacing the diode and 
re-tuning the LSA frequency with the bias voltage. Unfortunately this 
test gave inconclusive results. The only GaAs material available, which 
was suitable for operation in the LSA mode, was that already in use and 
a second slice, with the same structure as described in Chapter 4.3, 
except for an active layer dimension of 119 ym instead of 102 ym. The 
wider diode was tried in place of the original devices but LSA oscillations 
could not be maintained above 4 GHz in either amplifier circuit.
Summarising the above, a hybrid oscillator of this type does offer 
a fairly plausible explanation for the observed gain, but when compared 
closely with certain characteristics of the experimental circuit several 
inadequacies appear. However without much more, detailed experimentation 
one cannot categorically rule out an amplification mechanism of this type.
8 o 4. Broad Band Negative Conductance Amplifier
As mentioned previously an LSA diode is essentially a wide band 
device with a non-linear conductance, which has a large negative slope over 
a substantial portion of its I-V characteristic. Thus it is conceivable 
that simultaneous oscillation and amplification may be obtained from the
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transferred electron process within the GaAs crystal, giving direct d.c. 
to r.f. conversion at both the LSA oscillation frequency and the signal 
frequency. The viability of this simultaneous oscillation-amplification 
mechanism is examined theoretically in the next chapter, however it is 
interesting to consider the characteristics of such a system in comparison 
with those of the dual frequency hybrid mode oscillator, which has just 
been discussed.
civ
The LSA relaxation waveform has a high (^) value across the
maximum negative differential conductance portion of the I-V characteristic
of the device, and so the portion of each cycle that the small signal
conductance is a high negative value is short in comparison with the
remainder of the ‘curve. However for the total time that V > V, in the
th
c l X  e l lLSA period, then < 0 and signal gain may occur. (^ )  is a periodic
function of time and so the circuit must be critically matched to provide
dl
maximum gain. Consequently because of the dependence of (^) upon the 
voltage and differential voltage waveforms, the performance of the 
amplifier will be critically dependent upon the bias voltage and the 
circuit loading.
The majority of the characteristics of the experimental circuit are 
consistent with this bulk effect negative differential conductance amplifying 
process, including the measured gain linearity. But the experimental 
evidence in support of this amplifying model is not substantially more 
than that supporting the hybrid oscillator model and neither can be claimed 
absolutely as being the correct representation of the circuit behaviour.
Chapter 9
Theoretical LSA Relaxation Oscillator
At the start of this project, as described in the latter part of 
Chapter 3, a theoretical simulation of an LSA oscillator was used to 
assess the effects of impressing a small signal at a frequency higher 
than the oscillation frequency on to an operating LSA diode. However the 
type of analysis which was used imposes severe restrictions on the LSA 
frequency and waveform, which are not imposed on an LSA diode in a 
relaxation oscillator circuit. Also in the analysis, steady state 
oscillation conditions are assumed to exist, no account being taken of 
the initial build-up of oscillations.
In order to predict accurately the behaviour of an LSA diode from
the initial application of the bias voltage, a complete time domain
transient analysis must be carried out, in which a mutual interaction is
allowed between the LSA diode and the associated resonant circuit. An
equivalent circuit model of the microwave circuit is required, either as a
lumped element model, or as a distributed transmission line circuit. In
an exact simulation, the I-V characteristic of the diode should be obtained
by solving the basic equations governing the electron flow in the
direction of the applied field; namely Poisson's equation and the current
continuity equation. However,complete computer simulations carried out
(21)by Jeppesen and Jeppsson show that the dynamic characteristic
obtained is close to that given by a direct scaling of the instantaneous 
velocity-electric field characteristic. In this chapter a simple LSA 
relaxation oscillator model is described, which was set up to study the 
behaviour of the circuit in an attempt to understand some of the features 
displayed by the experimental oscillator-amplifier circuit.
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9.1. Oscillator Circuit and Solutions
The oscillator circuit used has already been introduced in Chapter 
2 a Figure (2.5) and it is redrawn here for convenience and shown as 
Figure (9.1). The LSA diode is divided into a self capacitance C and a 
voltage dependent conductance G^. The circuit surrounding the diode 
consists of three additional elements, which are the bias supply Vg9 the 
series inductor L, and the shunt load conductance G^. The diode voltage
if
V is given by the differential equation obtained by applying Kirchoff}s 
Law to the circuit3
instantaneous v-E characteristic. Taking the analytical approximation of 
the v-E function used previously as equation (3.2) and scaling this to 
correspond to a device of low field conductance Gq = 0.2 mho, as used in 
these experiments5 the device I-V characteristic is given by.
where £ is the active device length, y is the low field mobility, v theo s
Substituting I = in equation (9.1) and differentiating,one obtains
the basic non-linear equation of the circuit. i,e.
(9.1)
The diode conductance G^ is assumed to be a direct scaling of the
(9.2)
saturation velocity and where E^ is a field constant of M-KV.cm"1.
(9.3)
where V has been normalised to the time variable t has been changedD
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V ( t )
G,(v)
G^ j (v) = G0 = 0-2-u- 
( AT V(t) = 0 )
A SIMPLE LUMPED ELEMENT EQUIVALENT 
CIRCUIT OF AN LSA OSCILLATOR
FIGURE 9-1
Solutions sought to equation (9.3) are those which produce self starting 
stable oscillations when the switch is closed at 9 = 0. The initial 
boundary conditions are simply, V =0, = 0 for 0 = 0 .  There are a
variety of methods in which the solutions to equation (9.3) may be obtained. 
Two different methods were applied, a graphical and a numerical method, 
the latter ultimately proving the more successful.
The first method tried was the isocline method,taken from Cunnin-
(4 5)
gham , for solving non-linear differential equations which have 
oscillating solutions in the phase plane (V, V plane), which is sub­
sequently transferred by integration into the time plane, giving the 
solution to equation (9.3). With the substitution y = ~  equation (9.3) 
may be written as a first order differential equation in the phase plane, 
y V i.e.
Plotted on the y ^ V plane the solution curve of this equation tends to a 
limit cycle, which corresponds to the required stable periodic oscillating 
solution of equation (9.3).
Assuming a linear relation between y and V over a short increment of
(9.5)
V equation (9.5) is plotted for constant values of , Then, across
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each of the isoclines short straight lines of arbitrary length, with 
slopes corresponding to the particular isocline are drawn, representing 
short sections of the solution curve. The solution to equation (9.5) is 
then found by selecting a starting value of y and V and joining the 
adjacent short sections of the solution curve together to form a continuous 
smooth curve.
To illustrate the technique the isocline construction and the phase
(23)
plane diagram for van der Pol's equation,
- e(1 - x2) + x = 0 , (9.6)
is shown in Figure (9.2) for e = 5. Only the upper half plane and limit 
cycle have been drawn. The solution curve of equation (9.5) rapidly 
tends to the limit cycle, which is characteristic of the fast oscillation 
build-up time in the relaxation oscillator. Having obtained the phase 
plane diagram a relatively simple incremental integration procedure gives 
the solution curve to equation (9.3) in the time plane.
The method is tedious to use and attempts to adapt it to numerical 
techniques were found difficult because of problems encountered with 
singularities. For example the practical starting conditions for the 
circuit are, y = 0 when V = 0, however these cannot be used as initial 
values with this method because of the singularity at the origin. It was 
decided to try a second method employing established numerical methods 
for solving this type of non-linear differential equation, in an effort 
to reduce the time taken to obtain the solution.
LIMIT 
CYCLE 
J £  .
I SINGULARITY
G =5
ISOCLINE CONSTRUCTION & PHASE-PLANE DIAGRAM 
FOR VAN DER POLS EQUATION FOR 6=5. ONLY 
THE UPPER HALF PLANE & THE LIMIT CYCLE ARE 
SHOWN,THE FIGURE BEING S K E W  SYMMETRIC 
IN THE LOWER HALF PLANE
FIGURE 9 -2
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Equation (9.3) may be written as an equivalent first order system 
by the two simultaneous equations,
Having reduced the equation to two simultaneous first order equations the 
Runge-kutta method can be used. Basically this numerical procedure may 
be used with any first order differential equation of the form
which is solved from the initial values of x = x and d» = & . o n  theo v Yo
assumption that between <f> = <*>o and <f> = <J>q + A<f>, f (x,$) may be represented
the method may be found in standard texts on numerical analysis, such as
included in this thesis. The Runge-kutta method is particularly adaptable
at the initial point because no historical values of the solution are
required to compute subsequent values. Generally for computational speed
together with simple self contained checking procedures, other methods
such as the predictor-corrector method are preferred to the Runge-kutta,
after the first few points in the solution have been evaluated. However
for this type of oscillatory equation, the Runge-kutta procedure is very
stable and has been used exclusively in obtaining the required solutions
to equation (9.3). To check that the computer programme was working
(23)correctly the solution to van der Pol’s equation (9.6) was computed
for various values of e and compared with the solutions published by
V* = p = f (V,0) (9.7)
(9.8)
4
by a Taylor series truncated after the term in (A$) . The full details of
(46) (47)those by Wilkes and Daniel and Moore , and so have not been
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(23)van der Pol 5 which were calculated with analytical and numerical 
techniques. The optimum time step £9 was chosen by successively reducing 
it in value until the solutions of subsequent calculations converged.
9.2. Characteristic Solutions
The numerical solutions of equation (9.3), obtained for various 
values of bias voltage and load conductance, were found from the starting 
values of = 0* V = 0, for 6 = 0, for increasing steps in G until the
oscillation period and amplitude were stable. Throughout these computations 
the constants L, C and Gq were not changed from 1.6 nH, 0.1 pf, and 0.2 mho 
respectively. Figure (9.3) shows the characteristic voltage waveform 
across the device for a bias voltage of Vg = ^*^th an<^  a ^oac^  conductance 
of =0. Superimposed on the waveform of each of the Figures (9.3) to
(9.8) is the Fourier series reconstitution of the waveform, limited to 
terms up to and including the fourth harmonic frequency. The close agree­
ment illustrates that the voltage harmonic components V , and hence the 
harmonic output power, given by |Vm |2 .GT/2, is essentially negligible 
above the fourth harmonic.
The typical asymmetric shape indicates the presence of higher
harmonics, most significantly the second harmonic and as a result the
fundamental frequency of ~ 6-. 4 GHz is considerably lower than the parallel
L-C resonant frequency of 12.33 GHz. After each stable oscillation
solution was calculated, a self consistent computational check on the
solution was carried out. The check involved the comparison of the stable
oscillation period calculated from the waveform,and that given by
(22)Groszkowski's relationship of equation (4.13), which may be re-written
in a form to solve for the period T, from the circuit parameters of Figure
(9.1) and the harmonic voltage amplitudes.
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i.e.
1
(9.9)
where j Generally j was limited to 10, however despite this low
value the period calculated using equation (9.9) was found to agree to 
within s 3% of the period obtained from the computed voltage waveform.
9.3. Bias and Load Conductance Tuning
As discussed in Chapter 2.4,increasing the bias voltage increases
the oscillation frequency by reducing the portion of the cycle that the
voltage is below threshold, as shown in the waveforms of Figures (9.4) and
(9.5), which were obtained for bias levels of = 5 and 8 respectively.
(21)
Jeppesen and Jeppsson derive an expression for the period-bias
dependence.
which has been quoted before as equation (2.12). The terms on the right 
hand side of the equation represent the time that the device voltage is in 
the sub-threshold region, and the time that the device voltage is in the 
high field region, where the device is effectively a constant current 
source. In the derivation of equation (9.10) the time that the device is 
biased in the high negative conductance region is assumed short in 
comparison with the remainder of the cycle and therefore negligible. This 
assumption is valid for values of G^/Go «  1 and for moderately high bias 
voltages, and as such, under these conditions the expression provides 
a reasonable qualitative assessment of the bias tuning.
T = L G log o
(9.10)
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At low bias levels the rate of voltage transit through the region
of high negative differential conductance is no longer insignificant
relative to the remainder of the cycle. To illustrate this point the
oscillation period has been calculated for various bias voltages with
Gr taken as 1/200 G . and the results are coirpared graphically in Figure 
Li O
(9.6) with the expected period obtained from equation (9.10).
Increasing GT results in a marked reduction of the oscillation
period, as shown by the voltage waveforms in Figures (9.7) and (9.8),
which were obtained with Vn = 3 V., , for GT = 0.005 and 0.01 mhoB th L
respectively. It can be seen from these figures that increasing G^ has
the effect of reducing the maximum oscillator amplitude on either side
of the bias voltage, as one would expect. The subsequent change in period
arises primarily because of the shorter sub-threshold portion of the
cycle, occurring because the device voltage no longer falls to zero but
to a value V^/x, where x > 1. The first term of equation (9.10) represents
the time taken for a current of I., = G V.. to be established in theth o th
inductance L. To account for the effects of G^ it would be better to 
replace the first term with,
tp = L<Go + V loge
VB
V - (-^Ov ,
B 1 x ' th'
(9*11)
where x = f(GT). Clearly the increase in the inductive time constant 
from LGq to b(GQ + G^) has an insignificant counteractive effect on the 
oscillation period in comparison with the strong dependence of V ^ / x  upon
V
It was noted that x -*■ 2 when the oscillator was loaded with the 
maximum permissible value of G^ consistent with stable oscillations.
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Therefore tp is given by
tp = L(Go + Gl) th 1 (9.12)2V - V 
B th
(31)assuming that V^/V ^ »  1. It is interesting that Christensson et al 
use a similar expression for the oscillation period as equation (9.10). 
However they argue that the device current does not fall below 1.^/2 
because of space charge accumulation during the super threshold portion 
of the period. This leads to the same expression for tp as given by 
equation (9.12).
Another important influence of GT on the oscillator is that as GT
Jj h
is increased9 in the high negative differential conductance region is
reduced and so overall the diode exhibits a large negative differential
conductance over a greater proportion of each cycle. It must be stressed
again that space charge accumulation effects have not been included in this
analysis. The basic condition for space charge control is that9
o
and so in order to check that the waveform of the oscillator satisfies
this inequalitys the differential conductance versus time was calculated
d\) di
and is shown for Vp = 3 and G^ = 0 in Figure (9.9). Since a 
it is clear from the figure that the inequality is satisfied without it 
being necessary;- to evaluate the integral. The second LSA criteria that 
the voltage remains in the high negative differential mobility region for 
a small portion of each cycles also appears to be satisfied.
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Physical Interpretation of the Computed Solutions
In an elementary study of oscillators, generally one assumes that 
the harmonic content in the output waveform is low and the waveform 
therefore approximately sinusoidal. On this basis the characteristics of 
the oscillator are determined primarily by the circuit conditions. For 
example consider an equation of the form,
LC 2 3  + LCt + G(V))|r + V = 0 (9.13)
dt2 L 'dt
which has a periodic solution in V and is self-starting if G(V) at V = 0 
is negative and greater in magnitude than G^. To reach a stable amplitude 
in V»G(V) must reduce with increasing V until the amplitude reaches a 
value that G(V) < G., from which an approximate value of V can be
Jj
determined. Provided that L(GT + G(V)) is small, equation (9.13) will 
tend to
d^V
LC —  + V = 0 (9.14)
dt2
which has a sinusoidal solution of frequency determined by the circuit 
resonance condition B = 0*
Clearly the departure from these simple relationships in the case of 
a highly non-sinusoidal waveform oscillator circuit is appreciable and the 
intuitive understanding of the circuit performance is lost. However in a 
general treatment of non-linear oscillator, Tan and Foulds establish
a set of equations which may be used to solve the terminal voltage and 
current of the non-linear element from the basic assumption that the 
voltage and current are stable and periodic. Also the relations derived 
are particularly useful in regaining an understanding of the underlying 
principles of non-sinusoidal oscillators.
Considering a non-linear element coupled to a circuit* as shown in 
Figure (9.10), Tan and Foulds show that if the voltage and current
are periodic, that is
V = y V e-)n“t ; i = y I e*"0*  
L n L n—CO
then by forming the summation £ (jn)V^ 1^ a one obtains the following
expressions relating the device current and voltage with the harmonic 
current and voltage amplitudes in the circuit
where 6 = wt, and m is integer. If V is written as V = Vq + V1cos(0+^>1) 
V2c o s(20+<|>2) + .... etc, then |Vn |2 becomes |Vn |2/4 equation (9.15). 
Using this form of voltage and current, the first three equations in the 
set have particular physical significance in the interpretation of the 
behaviour of the oscillator circuit. For m = 0 equation (9.15) may be 
re-written,
n=0
I (jn)n |V |2 (G + (-l)mG ) + j(B - (-1)\) = Sm (9.15)" _ 1 n 1 ( n n n n j m
m
(9.15)
(9.16)
This is the conservation of energy equation applied to the circuit over 
a period of one cycle.
(22)For m = 1 equation (9.15) reduces to the Groszkowski relation.
NON­
LINEAR
DEVICE
V(t) CIRCUIT
FIGURE 9-10
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which if the device characteristic is loopless, equation (9.17) is zero, 
then
00 B
1 n |VJ * f  =0
n=0
(9.18)
This equation states that the total energy stored magnetically in 
the circuit over one cycle is equal to the total energy stored electrically. 
For a sinusoidal oscillator this condition is satisfied by the zero 
susceptance resonance condition, which clearly need not necessarily apply 
at each harmonic frequency if the waveform is non-sinusoidal. For m = 2 
the differential conductance of the non-linear element is brought explicitly 
into the integrand and equation (9.15) becomes,
co G
I n2 |V |2
n=0 ' n ‘ 2
A r2* di dV
2tt 0 dVo d0k ✓
de (9.19)
It is difficult to envisage how the LSA oscillator circuit functions 
at all, when the differential conductance of the device remains positive 
for such a large portion of each cycle and has a large positive time 
average value, as shown in Figure (9.9). With equation (9.19) this 
question is resolved, however in order to obtain some confidence in the 
equation let it be applied at first to a simple sinusoidal oscillator. 
Then, assuming that V = V^cos 0 equation (9.19) can be re-written as.
V 2 -1 
1 2
GI = " 2 ?
_1_ 
2tr
2tt
%  *V 2sin2G d0 
dV 1
(9.20)
2 tt dl
dV
dx -
2tr
dl
dV
cos 20 d0
dl .
Assuming is constant and negative = - then G1 - G^, which is the 
condition that was derived earlier for the simple sinusoidal case. The
frequency is simply given by equation (9.18),which for a single harmonic 
frequency component reduces to
B
0 i.e. = 0 as before.
Generally equation (9.19) may be considered as the r.f. power genera- 
tion equation, since considering the sign of the evaluated integral from 
the right hand side of the equation, this indicates whether*the circuit will
the oscillator circuit has a net conductance of zero and as such cannot 
be used simultaneously to amplify an incident signal. But this condition 
does not apply to a highly non-sinusoidal oscillator and so to assess the 
performance of such an oscillator, equation (9.19) must be considered 
afresh.
In order for |Vn |2 to be large, the integral of equation (9.17) must
be negative and large. Figure (9.11) s] :or
is seen from the voltage waveform that
is negative and a maximum, also is small in the sub-threshold
ell
region in which is positive and large. Therefore the integral of 
equation (9.19) will be negative, which is confirmed by calculation from 
the computed solutions. Clearly a great deal of care must be taken in 
interpreting the behaviour of non-sinusoidal oscillations and parallels 
with sinusoidal operation should be avoided.
generate or absorb r.f. power. The result that G^ - * 0 suggests that
VR = 3V.. and GT = 0.001 mho. Consider: of
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9.5. Oscillator - Amplifier Model
The oscillating device is seen to exhibit a negative differential
conductance for V > V ^ and as such the circuit of Figure (9.1) may be
redrawn to allow for the injection of an input signal as shown in Figure
(9.12). If the input signal frequency is chosen so that f = l/2m/LC,s
and is small in relation to the LSA oscillation and therefore does not
change the oscillating waveform appreciably, then the current from the
signal source i (t) will be given approximately by, s
is(t) =
Gl G(t)
GL+G(t)
V cos(2Trf t + 6) (9.21)s s
where G(t) = of the LSA diode. During the portion of the period that
is negative, i (t) will be negative and power at f will be supplied 
GV S S
by the non-linear LSA diode, rather than dissipated by it.
As mentioned,G(t) varies considerably with GT and VD , the values of
ii D
which may be chosen to increase the time average negative conductance of
the diode. Figure (9.13) shows a typical plot of G(t) versus time for
VD = 3V.. and G. = 0.01 mho. The addition of G. increases the high 
D tn Li Jj
negative portion of the total conductance in comparison to that shown in 
Figure (9.9). The optimum choice of Vg and Gg for maximum gain is 
complicated by the interaction between the two parameters. In general 
the higher the bias, the shorter is the portion of each period that the 
LSA diode is in the high conductance state, but also the time that the 
voltage is within the high negative region, relative to the remainder
of the cycle, is reduced. Increasing Gg has the same effect on the period 
without increasing the voltage transit time through the maximum negative 
region. Overall it appears that Vg should be kept low and a maximum
-142-
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permissible value of used to maximise the time average negative 
conductance effects.
It must be noted that increasing may result in the LSA conditions 
breaking down before oscillations are seen to cease, using this model, in 
which space charge accumulation effects have not been considered. There­
fore ideally a full simulation should be carried out, in which the space 
charge dynamics are considered and the input signal is not restricted to 
small signal levels. However despite the simplified approach which has 
been used, the analysis illustrates the possibility of obtaining negative 
conductance gain from an LSA diode over a portion of the LSA cycle.
- 145 -
Chapter 10
A Theory for LSA Amplification Based on a Bulk Negative Conductance Effect
In the previous chapter it has been shown that an LSA diode 
oscillator will present a small-signal negative conductance to an 
impressed signal whilst the oscillating voltage is above V ^,and that 
over a significant portion of this time the conductance has a large 
negative value, dependent upon the bias voltage and the load conductance. 
From this theoretical work, together with the ideas suggested by Ottavi 
et al the details of a bulk negative conductance amplifier are
developed and the characteristics reviewed. Finally the physical inter­
pretation of this type of amplifying process is discussed in relation
to reports of similar work, and a comparison is made with the original
Copeland - Spiwak LSA amplifier.
10•1• Bulk Effect Amplification
Assuming that the input signal in the reflection amplifier does not 
seriously perturb the large signal LSA oscillations, then the complete 
circuit of Figure (4.13) may be represented by the transmission line 
equivalent circuit shown in Figure (10.1). The LSA oscillator circuit 
is represented by the terminal admittance Y(t), comprising a periodically 
varying conductance G(t), as shown in Figure (9.13) and a time invariant 
susceptance B. In general B may also be periodic in time because of the 
finite space charge accumulation and decay occurring during each LSA 
cycle, but the variation is small and so for simplicity will be neglected. 
The additional susceptance Bc = f(w), represents the circuit tuning 
susceptance.
CIRCULATOR
_ 1 _  
Y(t)
I E (t) —
j2nf
/ "<LSA
OSCILLATOR
CIRCUIT
Eq 8
NPUT TUNING 
SUSCEPTANCE
AMPLIFIER CIRCUIT 
FIGURE 10-1
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The reflection coefficient for an incident wave travelling down the 
line towards the oscillator is given by equation (4.1) in which Y^ is 
replaced by G(t) + j(B + Bc), then
(Y - G(t))2+ (B + B >2
o c
(Y. + G( t) ) 2+ (B + B )2
— O C —
(10.1)
Clearly |p(t) | will be a maximum if Bc is tuned to resonate out the 
circuit susceptance B,i.e. (B + Bc )->0, then
p(t) =
V  G(t)
Yq+ G(t) 9
(10.2)
which is totally real. The small signal conductance G(t) = — • is periodic 
with the frequency of the LSA oscillation period T, and may be written in 
the form
GCt) = I
. 2im . 
3 -sr- *t
n=-c°
(10.3)
Thus P(t) may be similarly expressed,
P(t) =
Y - I G e o L n n=-co
.. 2jrn 
T3 —  -t
Y + y G e o L n 
n=-°°
• 2i!n , 
3 *t
Therefore
p(t) = I
n=-®
P ® Kn (10.4),
where 4 = 0 for B + B^= 0. The reflected wave is then given by,
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E (t) = p(t)E er o
j2Trfs*t
and is seen to consist not only of the signal at the original input
frequency, (n = 0), but also additional sidebands. The reflected power
gain at the signal input frequency f is given by
s
which must be greater than unity for overall signal gain to occur. 
Therefore provided the exact form of G(t) is known, then from equation 
(10.6) the reflection gain may be determined.
To simplify the analysis the I-V characteristic may be linearised 
into three regions as shown in Figure (10.2). Having made this simpli­
fication, the G(t) waveform reduces to a rectangular step function as 
shown in Figure (10.3). In region (1) the voltage is below V ^ and the 
conductance is positive - Go„ In region (2) for the voltage range 
Vth < V < 3Vth9 neSa'tive and large - - G^, corresponding to the
high negative differential conductance region. In region (3) for
V > 3V^ , the differential conductance reduces to - G . As the cycle 
th c
progresses and the voltage reaches a maximum and then falls back toward 
V ^ ,  the conductance changes occur in reverse, the second half cycle 
being an exact reflection of the first. Then equation (10.6) becomes
f (p(t))2dt
• n
■T
Power (10.6)
o
Power Gain = 2 (10.7)
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where
Y - G  Y + G, Y + G
_ O C) _ _ O D v _ O C .
Pa "  Y + G *  1 * Pb Y -  G, ~ ; Pc " Y -  G
O O O D O C
Clearly since |pK | and |p | are both greater than unity the circuitD C
can produce gain. The gain is controlled by the choice of Yq together 
with the relative ratios of t^ and t to T, the LSA period. In 
practice Yq is not changed but a transformer element, such as the wave­
guide probe tuner which was used in this experimental circuit, is 
incorporated to vary the effective characteristic admittance as seen by 
the time varying conductance G(t).
10.2. Characteristics
Theoretically the circuit should be capable of producing very high 
gains if Yq is either approximately equal to G^ or Gc . In the case of 
Yq being less than G^ or Gc the circuit will no longer be small signal 
stable and so oscillations at the zero susceptance frequency are likely
to be generated during the time that Yq < - . If Yq is chosen to be
close to G^ but larger in value, then the circuit will be stable at the 
input frequency throughout the entire cycle, but significant gain will 
occur only during t^, since Gc < G^ < Yq . Assuming in this case that 
|pc | - 1 and t^/T «  1, which appear to be valid from inspection of 
Figure (9.13), then equation (10.7) reduces to
t.
Power Gain = 1 + 2 |pjJ2 (10.8)
and taking a typical value of 1/1H for 2 t^/T obtained from Figure (9.13)
the instantaneous gain during t^ corresponding to an overall gain of 
15 dB must be - 23 dB.
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The presence of a negative conductance reduces the total circuit
conductance and so increases the Q of any resonant circuit in the path
of the incoming signal, resulting in an inverse relationship between
the gain and bandwidth. The bandwidth of the amplifier may be improved
by choosing a value of Yq so that the circuit gain is spread over a
larger portion of the cycle than merely t^. Inevitably this means that
Y will lie in the range G < Y < G, and therefore oscillation at the o ° c o b
input signal frequency will occur during t^. In the LSA oscillator model
used in the last chapter, G^ c
rdl' over a significant portion of eachdVk /
cycle,yet no resonant frequency oscillations were present in the waveform, 
However this dees not invalidate the above assertion because no noise or 
signal source was included in the simulation and consequently despite 
the circuit being small signal unstable, no external effects result.
As already discussed in Chapter 9, increasing the bias voltage
reduces t relative to T - t , but increases between V.. and 3V,, a a dt th th
resulting in a reduction of t^ relative to t . A similar decrease in the 
sub-threshold portion of the cycle relative to the complete cycle is 
obtained by increasing Yq and keeping the bias within the high negative 
differential conductance region of the characteristic. Therefore by 
independently varying Vg and Yq the gain may be controlled.
10.3. Asynchronous Oscillators
It has been stated already in Chapter 5.7 that the first experi­
mental oscillator circuit delivered some power at the signal frequency 
even with no input signal. Clearly the circuit was able to oscillate 
with a large field LSA oscillation at 4.15 GHz and simultaneously at 
9.476 GHz with a much smaller amplitude. Asynchronous oscillations
- 152 -
of this type have been discussed by several authors. In a theoretical
analysis of a non-linear conductance element coupled to two resonant
circuits, Schaffner concludes that asynchronous oscillations are
not self starting and as such are unlikely to be observed experimentally.
( 51)Also Reich has shown that in a double resonant circuit, the tendency
is for one frequency component to grow in amplitude and the other to
decay, ultimately resulting in only one stable oscillation frequency.
Both these approaches use lumped element equivalent circuit models. Hoffins 
(52)
and Ishii have reported simultaneous asynchronous self oscillations
in waveguide mounted tunnel diode oscillators, and they attribute the 
operation primarily to the frequency dependent load, which is similar to 
that used in these experiments.
10.4. Physical Interpretation
(17)Copeland pointed out that an oscillating LSA diode presents a
negative conductance at the bias port over a frequency range from d.c.
(27)
up to fQ/Q, which was subsequently verified experimentally by Spiwak
The negative conductance below fQ/Q occurs because the average voltage
and current of the device lie along the negative slope region of the time
average I-V characteristic, such as that shown in Figure (5.1) on page (49).
Therefore, the voltage across the device comprises the LSA oscillation
component modulated at the signal frequency, with gain occurring over the
majority of the signal cycle. The frequency limit of f /Q stated by 
(17 )Copeland may be argued on an intuitive basis as discussed previously
in Chapter 3. However it is interesting to consider the effective bias 
port conductance at frequencies above
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Assuming that the signal frequency is much higher than the LSA 
frequency, then the effect of the LSA oscillation is to modulate the 
conductance of the diode, which results in gain occurring during the 
portion of the LSA cycle that the device is biased above V Hence the 
output from the bias port will consist of the signal frequency modulated 
by the LSA oscillations, with the gain occurring only over a portion of 
each cycle.
Consider an LSA oscillator, which has been set up to produce bias
circuit oscillations at the highest signal frequency of f = f /Q, ass o
well as the LSA oscillations at fQ . The roles played by the separate
frequencies may be interchanged by adjusting the relative circuit
conductances at f and f to increase the amplitude of oscillation at s o
f and reduce the oscillation at f until the LSA conditions are s o
maintained at f and not fQ . The higher oscillation frequency is now
related to the new LSA frequency by QfQ and therefore the frequency
range for bulk negative conductance amplification may be extended from
(17 )
that given by Copeland to f < £q/Q or f > QfQ . The implications
are that the signal frequency must either be slow enough to allow the 
LSA fields to adjust to the new effective bias, or that the signal 
variations are fast with respect to the cavity response time so that LSA 
oscillation is not perturbed. In an LSA relaxation oscillator in which 
the oscillation frequency is much lower than the circuit frequency, the 
quality factor of the circuit takes on a different significance than 
that applied to sinusoidal oscillators, however the conclusions regarding 
the frequency limits around f are basically the same.
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Chapter 11 
Conclusions
It has been shown that an LSA relaxation oscillator can oscillate 
at two apparently unrelated frequencies, the output of the lower frequency 
being dominant. The smaller oscillation output can be suppressed by 
overloading with a suitably large conductance, and the circuit then 
used as a negative resistance reflection amplifier at the frequency 
of the suppressed component of oscillation. The operation is very 
narrow band, but with input powers up to 30 mW, (the maximum available) 
for a given bias setting the gain is constant and is typically in 
excess of 15 dB. Similar results have been obtained from two different 
waveguide circuits using different LSA diodes, one operating at a gain 
frequency of ~ 9.5 GHz and the second at =* 10.0 GHz.
Despite a careful examination of the operational data together with 
a detailed examination of the passive circuit, from experimental analysis 
alone there remains some doubt regarding the exact physical mechanism 
responsible for providing the signal amplification. However from a 
critical assessment of the various modes of amplification which could 
conceivably be operating, the characteristics appear to be more consistent 
with a bulk negative conductance effect than any other. This proposed 
explanation is based on a model suggested by Ottavi et al in which
reflection gain occurs throughout the portion of the LSA cycle that the 
device voltage is above threshold and the differential conductance 
negative.
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The simple LSA oscillator model developed has provided a useful 
insight into the characteristics of the LSA mode and also it has provided 
the framework for development of the amplification model. Although 
such a model may be used with confidence to predict the performance of 
a circuit operating well within the various circuit and frequency 
restraints applicable for LSA operation, considerable care must be taken 
in the interpretation of the results when the circuit conditions make 
the LSA conditions uncertain.
The simple model described does not place any particular restrictions 
as to the frequency or the bandwidth at which gain might be expected.
But the critical circuit tuning necessary to provide simultaneously 
a good match between the negative conductance of the diode and the 
waveguide, and also the correct loading at the LSA harmonic output, 
places a practical restriction on the bandwidth depending upon the 
particular circuit used.
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