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SOMMAIRE
La littérature récente coilsacrée à l’étude des séries chronologiques à valeurs
entières est de plus en plus abondante. Diverses méthodes ont été proposées pour
étudier de telles séries. Dans ce travail, nous nous intéressons à un modèle déve
loppé par Alzaid et Al-Osh (1993), le processus de Poisson généralisé autorégressif
d’ordre 1, pour modéliser des séries chronologiques à valeurs entières non néga
tives. Ensuite, nous discuterons de l’estimation des paramètres de ce modèle selon
trois méthodes, soit celles des moments, de quasi-vraisemblance et du maximum
de vraisemblance conditionnelle. Afin d’observer le comportement des estima
teurs, nous simulons ce modèle pour différentes valeurs des paramètres et nous
comparons l’efficacité asvmptoticue des estimateurs des paramètres. finalement,
nous appliquons les résultats obtenus à cieux séries chronologicues réelles repré
seitant le nombre de pannes d’ordinateurs par semaine et le ilombre de sinistres
survenus par mois.
Mots clés : Distribution de Poisson généralisée, distribution quasi-binomiale,
processus autorégressif, processus de Poisson généralisé, moments, ciuasi-vraisemhlance,
maximum de vraisemblance coilditionnelle. efficacité asymptoticiue.
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SUMMARY
Recent literature on the stucly of integer-valueci time series is very ricli. Va
nous methocis have beell proposed to study such senies. In this work, we are
interested in a model developed by Alzaid and A1-Osh (1993), the generalizeci
Poisson autoregressive process of order 1, to mode! time senies with nonnegative
integer values. We next discuss estimation of the parameters of this model with
the method of moments, quasi-likelihood and conditional maximum likeÏihood.
In order to observe the behavior of the estimators, we simulate this model for
varions values of the parameters and we compare the asymptotic efficiency of the
estimators of the parameters. finally, we apply the resuits obtained to two real
time senies, representmg the number of computer breakdowns per week and the
number of daims occuring in a month.
Keywords : Generalized Poisson distribution, quasi-binomial distribution, au
toregressive process, generalized Poisson process, method of moments, quasi
likelihood, coilditional maximum likelihooci, asvmptotic efficiency.
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INTRODUCTION
Historiquement, les séries chronologiques ont principalement servi à modéliser
les fluctuations d’un phénomène où les observations ont été recueillies pendant un
certain laps de temps. Puisqu’il arrive souvent que des observations suffisamment
rapprochées dans le temps soient corrélées entre elles, les techniques statistiques
faisant appel à l’indépendance des observations ne peuvent s’appliquer.
L’approche utilisant les séries chronologiques consiste à caractériser la dé
pendance par modélisation. Dans plusieurs situations, nous sommes amenés à
observer le nombre d’événements qui surviennent par période de temps. De telles
observations sont nécessairement non négatives et à valeurs entières. Les mé
thodes d’analyse développées pour les séries chronologiques à valeurs continues
ne donnent pas en général des résultats satisfaisants pour de telles séries.
Plusieurs séries, en finance ou en assurance, prennent des valeurs entières non
négatives. Quoiqu’on puisse leur applicyuer les techniques des séries à valeurs conti
nues, il apparaît toutefois souhaitable de développer des modèles qui prennent en
compte le caractère entier de la série.
Consul (1990) a comparé la distribution de Poisson généralisée, dénotée GPD.
suggérée par Consul et Jain (1973) avec plusieurs distributions connues et a conclu
que la loi GPD est un modèle plausible pour les données relatives aux fréquences
de sinistres (voir Ambagaspitiya et Bala.krishnan (1994)).
9Des modèles simples peuvent être utilisés pour modéliser ou générer des suites
de variables aléatoires discrètes dépendantes avec la distribution marginale de
Poisson géuéralisée . Alzaid et A1-Osh ont étudié un modèle de Poisson généra
usé autorégressif d’ordre 1, dénoté GPAR(l), en 1993. Ce processus peut être
vu comme une extension du processus de Poisson autorégressif d’ordre 1, dé
noté PAR(1) de A1-Osh et Aizaici (1987), Alzaicl et Al-Osli (1988) et McKenzie
(1985,-1988) dlui ont étudié des processus stationnaires discrets avec distribution
marginale de Poisson.
La distribution de Poisson généralisée peut être utilisée comme une distribu
tion alternative pour modéliser un processus à valeurs entières quand l’indice de
dispersion n’est pas proche de l’unité.
Dans ce mémoire. nous nous intéressons à l’étude de trois méthodes d’estima
tion des paramètres du processus GPAR(1), qui sont la méthode des moments,
la méthode de quasi-vraisemblance et la méthode du maximum de vraisemblance
conditionnelle.
Ce mémoire est constitué de quatre chapitres. Dans le premier, nous décrivons
quelques généralités sur les processus stochastiques et nous présentons également
le modèle PARti). Dans le second chapitre, nous décrivons, d’une part quelques
propriétés des lois de Poisson généralisée et quasi-binomiale. D’autre part, nous
définissons le processus GPAR(1) et décrivons les méthodes d’estimation des
paraniètres de ce modèle. Dans le troisième chapitre, nous présentons quelques
résultats de simulations, le biais des paramètres par la méthode des moments et
celle du maximum de vraisemblance conditionnelle et la comparaison de l’efficacité
asymptotique des esthnateurs des paramètres selon les trois techniques. Dans le
dernier chapitre. nous appliquons la méthodologie développée à deux séries réelles
représentant le nombre de pannes d’ordinateurs par semaine et le nombre de
sinistres survenus par mois.
Chapitre Ï
PROCESSUS DE POISSON AUTORÉGRES$IF
D’ORDRE 1
Dans ce premier chapitre, nous présentons brièvement le modèle de Poisson
autorégressif d’ordre 1 introduit par Al-Osh et Alzaid (198f). Ce modèle a été
largement utilisé pour modéliser les séries chronologiques à valeurs entières non
négatives où les variables sont dépendantes, ce qui peut survenir dans le domaine
de l’assurance. Avant de présenter ce modèle, nous décrivons, dans la prochaine
section, quelques généralités sur les processus stochastiques qui nous seront utiles
par la suite.
1.1. PRocEssus STOCHASTIQUES
Dans un premier temps, nous énonçons des définitions pour un processus sto
chastique et une série chronologique. Ensuite, nous définissons la stationnarité au
sens strict et au sens large d’une série et les fonctions d’autocovariance et d’au
tocorrélation.
Définition 1.1.1. Un processus stochastique est ‘une famille de variabtes aléa
toires {X, t T} définies sur un même espace de probabitité.
Remarque 1.1.1. En générat, t’ensembÏe T est égal à Z ou à R.
1Définition L1.2. Une série chronotoqzque est une collection de données indexées
par te temps.
Remarque 1.1.2. Nons pouvons d’ire qu’une série chronologique est une réalisa
tion d ‘un processus stochastique.
Définition 1.1.3. Un processus est dit stationnaire a’u sens strict si ta
loi conjointe des probabzÏités de
-t2+k•, ..., est indépendante de k, ceci
pour tout n e {1,2,
..}, pour tout k E Z et pour tout t1,t9, ...,t dans Z.
Définition 1.1.4. Un processus {X} est dit stationnaire au sens large si
(Ï) E[X]2 <oc pour tout t E Z
(2,,) E[X] in pour tout t E Z, où in est une constante;
(3) Cov[Xt, Xi_k] = 7x(t, t — k) est indépendante de t, pour tout k E Z.
Sa fonction d ‘autocovariance de délai k, dénotée Yx (k), est la covariance entre
X et
7x(k) = Cov[X,Xt_k], k E Z,
et sa fonction d’autocorrélation de délai k, dénotée py(k), est donnée par
px(k) = 7x(L) = Corr[Xt,Xt_k], k E Z.
7x (O)
Notons que 7x(—k) = 7x(k) et, par conséquent, px(—k) = px(k).
Définition 1.1.5. La fonction d’autocorrélation partielle, dénotée par {çbkk h =
1,2,
...}. est définie par = P/Pk, où
1 Pi P2 ... Pk-i
Pi 1 Pi PI—2
(Ï) Pk
= P2 Pi 1 . . . p est ta matrice (k x k) d’autocor
Pk—Y Pk—-2 Pk—3 .. 1
rélation définie positive pour une série stationnaire de longueur k (avec
= nxti)).
(2) P est ta matrice P avec ta dernière cotonne remplacée par (Pi -
Remarque 1.1.3. Dans ta théorie des séries chronologiques, ta stationnarité au
sens targe est plus utilisée que ta statzonnarité au sens strict.
1.2. PRocEssus DE POISSON AUTORGRESSIF D’ORDRE 1
Nous préseiltons dans cette section le modèle de Poisson autorégressif d’ordre
1, noté PAR(l) introduit par A1-Osh et AlzaicÏ (1987) et étudié par plusieurs
chercheurs, en particulier l\’icKenzie (198$). Le processus PAR(1) fait intervenir
l’opérateur de Steutel et van Harn (1979).
Définition 1.2.1. Soit X une variable aléatoire à valeurs entières non négatives.
Soit e (0, 1). Soit {}j une suite de variables aléatoires indépendantes et
identiquement distribuées selon une toi de Bernoulli de paramètre c, et indépen
dantes de X. Alors l’opérateur o est défini par
r si
coX=
10 sinon.
Remarque 1.2.1. Notons que, conditionnellement à X = r, c o X est de loi
binomiale de paramètres (x, cr).
Définition 1.2.2. Soit {X, t e Z)- un processus à valeurs entières non négatives.
Le processus {X,t e Z} est un processus PAR(Ï) s’il satisfait
= c ° Xi_1 + rt,
où
(1) X0 suit une loi de Poisson de paramètre \/(1
—
(2,) {r} est une suite de variables aléatoires indépendantes et distribuées
selon une loi de Poisson de paramètre ).
(3,) les suites sous-jacentes dans l’opérateur o sont indépendantes de {e}.
6Le modèle de Poisson autorégressif peut être interprété comme un processus
de naissance et de décès. Chaque individu au temps (f 1) a une probabilité a
(le continuer à vivre juscu’au temps t. où le nombre de naissances suit une distri
bution de Poisson de moyenne ,\.
Dans la proposition suivante, nous étudions une propriété importante qui ca
ractérise le modèle PAR(1).
Proposition 1.2J. La distribution marginale du processus PAR(1) suit une toi
de Poisson.
DÉMoNsTRATIoN. Rappelons que le modèle PAR(1) s’écrit comme
X = o X1 + 6t.
Pour déterminer la fonction de probabilité de X1 = o Xo + E1, commençons
d’abord par celle de a o Xo,
IP[ooXo=r] = P[noXo=,r,X0EN]
= IP[ci o Xo n]IP[Xo = n]
—
)fl_e
—
puisque (o o X0X0 = n) suit une loi binomiale de paramètres (n, a) et X0 suit
une loi de Poisson de paramètre \/(1 — ci). D’où
o X0 œ] [/t
- )]x Xflz
— e/f1)[/(1 — )]x
— j!
après le changement de variable j = n —
Puisciue
= 1,
on obtient
—o X0 /
la distribution de Poisson de paramètre /(1
— o’) . Comme E admet une loi
de Poisson de paramètre ,\, indépendante de a o X0, nous concluons que X1 =
c o X0 + suit une loi de Poisson de paramètre o/(1 — c) + \ = )/(1
— ). La
même démonstration sera valable pour les autres variables X2, X3 Le processus
{ X} admet donc comme distribution marginale la loi de Poisson de paramètre
/\/(1-).
D
Le modèle PAR(l) a servi à la modélisation des séries chronologiques à va
leurs entières non négatives dans différents domaines, par exemple en assurance
pour l’indemnisation des travailleurs à court terme à cause des blessures dans leur
travail (freeland et McCahe (2001)) et en médecine pour une série d’incidence de
maladies infectieuses. Ces données proviennent du bureau régional des maladies
infectieuses de la région de Montréal pour la période du 1 janvier 1986 au 31
décembre 1993 (Cardinal, Roy et Lambert (1999)). En pratique, nous rencontrons
souvent des séries qui ont un comportement de surclispersiori ou sous-dispersion,
(i.e. VarIX] est supérieure ou inférieure à E[X]). Cette dernière caractéristique
fait l’objet de notre recherche.
Nous présentons, dans le chapitre suivant, un modèle illtroduit aussi par Alzaid
et Al-Osh (1993) qui tient compte de cette particularité.
Chapitre 2
PROCESSUS DE POISSON G]NÉRALISÉ
AUTOR1GRE$SIF D’ORDRE 1
Dans le présent chapitre, nous présentons le modèle de Poisson généralisé auto-
régressif d’ordre 1, dénoté GPÀR(1), introduit, par Alzaid et Al-Osh (1993). Nous
étudions certaines de ses propriétés, en particulier ses deux premiers moments et
discutons de l’estimation de ses paramètres par trois méthodes différentes. Avant
de présenter en détail ce modèle. nous définissons les fonctions de masse des lois
Poisson généralisée et quasi-binomiale qui seront utilisées pour décrire le proces
sus GPAR(1), et présentons leurs principales propriétés.
2.1. Loi DE POISSON GÉNÉRALISÉE ET SES PROPRIÉTÉS
2.1.1. Fonction de probabilité
Définition 2.1.1. Soit X une variable a,Ïéatoire à valeurs entières non négatives.
X suit une distribution de Poisson généralisée de paramètres \ et , dénotée
&), si sa fonction de masse est définie par
+ O)x_le(O1)/1 x = 0,1,2,
IP[X xi =
10 pour x> m, quand 9 < 0,
où À > 0, max(—1, —À/m) < 9 1 et ,n( 4) est te plus grand entier positif pour
lequel À + rn9 > O quand O est négatif.
1pour I)IUS de détail voir Consul (1989)
9Nous remarquons ciue pour 6 0, la variable X devient une loi de Poisson de
paramètre ,\.
Tout au long de ce mémoire, nous limiterons au cas où le paramètre 6 est positif
et nous dénotons dails cette section [X
— x] par PT(/\, 9). Afin de simplifier
l’écriture de la follction de masse de la loi GP, P(1\, 6), nous utilisons la notation
suivante
\f\ jjx—1
t \ \
UJ, —
X.
Par conséquent, la fonction PT(, O) peut s’écrire sous une forme simple,
P(/\, 6) = (\, O)e°.
2.1.2. Espérance et variance
tant donné l’importance des cieux premiers moments de la loi 6) pour
le processus GPAR(1). nous les étudions dans les propositions qui suivellt.
Proposition 2.1.1. Soit X une variable atéatoire distri buée selon une toi GP(À, 6).
Son espérance, notée t. est donnée par
6<1.
DÉMoNsTRATIoN. Dans cette démonstration, nous nous sommes basés sur Consul
(1989). En posant 6 = nous pouvons réécrire la fonction de masse de X sous
la forme
P(,\, \) (1, X 0, 1, 2...
D’autre part. rappelons-nous l’égalité de Jensen (voir Consul 1989)
=
X(,\ + 6x)’e
O)eQx
o)\’e’
10
En dérivant les cieux côtés de cette égalité par rapport à ,\, lions obtenons
DC
i)(1. a)\te)\2
x=O
Ensuite, multiplions les deux côtés par e, d’où
DC1 —
1 = x(1, u)x,\xe1) (2.1.1)
:r0
1_0DC
= /\
Nous collcluons donc cjue
[L = E[X] =
1—
D
Proposition 2.1.2. Soit X une variable aléatoire distrzbuée selon une toi GP(.z\, 9).
Sa variance u2 est donnée par
2
___
0<1.(1— 0)’
DÉMONSTRiTION. Dans cette démonstration, nous nous sommes basés sur Consul
(1989). Calculons d’abord E[X2]. De I’éqllation (2.1.1), nous déduisons que
1 — =
(1, )xe_(1+ax)
x=O
Dérivoils les deux côtés par rapport à ).,
X
(1— )2 = —1—
x=O
1—uÀ
[i(
\ ) — 1](1, u)x/\xe
x=o
DC DC
)x(1, xi\xe — X(1. u)x/\xe1)
x=O
DC
=
x=O
=
‘X
_____
À
=
_ _
1—0’
11
d’où
E[X2] (1 — 6) + (1 6)2’
et
= E[2] - (E[\])2
(1 — 6)3 + (1 — 6)2 (1 — 6)2
= (1—O)
Remarque 2.1.1. Pour des vateurs de 6 positives ou négatzves, nous avons res
pectivernent une surdispersion ou une sous-dispersion (i.e. VaT[X] est supérieure
ou inférieure à E[X]).
2.1.3. Convolution
Dans cette section, nous montrons la propriété de convolution, similaire à celle
de la loi de Poisson, qui jouera un rôle important dans notre développement du
modèle GPAR(1).
Théorème 2.1.1. La somme X + Y de deux variables aléatoires X et Y indé
pendantes distribuées selon ta toi de Poisson généralisée avec paramètres 6) et
(2, O), est également distribuée selon une loi de Poisson généralisée de paramètres
(À1+\2,O).
DÉMoNsTRATIoN. Dans cette démonstration, nous nous sommes basés sur Consul
(1989). Cherchons la loi de X + Y.
P[X+Y=x] = ll[X+Y=x,XEN]
P{X=j,Y=x—j]
P[X = j][Y x — j] (par indépendance)
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=
(/\1, 9)j(/\2, &)
1\1(À1 + &j)3c1±°3)
‘\2(’\2 + (x — j))x_i_1e(2*0(x_i))
(x—j)!
= ,\ïÀoe 1+À2+0x) [(/\i +)3] (2.1.2)
(‘\2 + &(x
(x-j)!
En appliquant l’égalité de Jensen aux deux côtés de l’équation
= e\1e\2,
on obtiellt
(\ + ‘\2)(/\1+ /\2 ± Ox)X-leox
= [ ‘‘
[ ±Ox)1_boI].r=O
= 1’\2
+6x)X_19x]
[ + O’
= {[! 1]
(2+0(xj))’
(x-j)! je
En égalant les coefficients de ex, nous obtenons
(‘ + 2)(1 + À2 + 9x)x_l
=
[(À +OJ)31] (2.1.3)
(/\2 + (x —
(x-j)!
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Des équations (2.1.2) et (2.1.3). il s’ensuit que
[X + y = (/\1 ± 2)(/\1 ± + 9.x)’ e12+8
= E(1±’\2,0).
Remarque 2.1.2. En géiéraÏ, ta somme de n variables aléatoires indépendantes
de lois de Poisson généralisées de paramètres (, 6), i 1, 2, 3, ..., n suit une dis-
tribution GP(1 À, 6).
2.2. Loi QUASI-BINOMIALE
Définition 2.2.1. Une variable atéatoire X à valeurs entières non négatives, suit
une distribution quasi-binomiale, dénotée QB(p, 9, n), si sa fonction de masse est
définie par
pq() (p + x6)[q ± (n —IP[X=x]=
,(1 + n6)n 1
où 0< q= l—p <1 et nO < min(p,q).
La proposition suivante met en évidence la relation entre les lois quasi-binomiale
et de Poisson généralisée.
Proposition 2.2.1. Soient X et 5(n) deux variables aléatoires distribuées res
pectivement selon les lois GP(À, 6) et QB(p, 6/). n). Si X est indépendante de
5(n), alors 3(X) suit une loi GP(p/\, O).
DÉMoNsTRATIoN.
P[$(X) = x] = P[$(X) = x, X N]
= [S(n) = x,X = n]
= [S(n) = x]IP[X n] (par indépendance)
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-
+ .T(9/)]’{cj + (n -
[1+ (9/\)n]n-1
À(1\ + &n)’e(°)
n.!
— p’\(])/\ + 6r)’e° qi\[cj + (n — )6]fl_xe_((x)8)
— xI (n—x)!
— pi\(pi\ + Ox) ‘e )+8x) cj\(qi\ + jO)3le(+iO)
j!jO
en faisant le changement d’indice n — x = j.
D’après la dernière égalité, 11OUS constatons que
00
. —l
—( ?+8) °°e q
=(q,O),
où Pj(q\, 0) représente la. fonction de probabilité de la loi GP(q\, O). Donc
q,\(qÀ + jO)3_’e(39)
= 1,
et dofic
[S(X) = x] = p/\(p/\ + .)xle_(PÀ+Ox)
qui est la fonction de probabilité d’une loi GP(pi\, 6). D
2.3. PRocEssus DE POISSON GNRALISÉ AUTORGRESSIF D’ORDRE 1
Dans cette section, nous préseitons le modèle de Poisson généralisé autoré
gressif d’ordre 1, GPAR(1), introduit par Àlzaid et Al-Osh (1993). Ce processus
est une extension du modèle de Poisson autorégressif d’ordre 1, PAR(1), étudié
par Al-Osh et Alzaicl (1987), Alzaid et Al-Osh (198$) et Mckenzie (1985,1988).
Le modèle GPAR(1) est défini ainsi
X S(X_1) +
,
t 1,2,... (2.3.1)
où
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(1) {3(.) : t = 1, 2,
...} est une suite de variables aléatoires indépendantes
identiquement distribuées (iicl) selon une loi quasi-binomiale QB(p. &//\, •).
(2) {} est une suite de variables aléatoires iicl selon une loi GP(qÀ, 9), où
O<cj<1.
t 3) Ces deux suites sont indépendantes entre elles.
(4) X0 suit une loi GP(/\. 9), indépendante de {} et {S(.)}.
Nous terminons cette partie par une démonstration de la loi margillale du
processus GPAR(1).
Théorème 2.3.1. Le processus CPAR(Ï) {X} admet comme distributîon mar
ginale ta toi de Poisson gnéraÏisée.
DÉMoNsTRATIoN. Par la proposition (2.2.1). S1(X0) suit une loi GP(pÀ, 0),
puisque X0 suit la loi GP(,\, O), $1(x0) suit la loi QB(p, O/), x0) et Xo et Si(xo)
sont indépendantes. Comme Ey admet une loi GP(qi\, 0) indépendante de S1(X0),
X1 = S1(X0) + ; suit, en utilisant la proprieté de convolution, une loi GP(p +
q, 0). i.e une loi GP(/\, 0) étant donné que p+q 1. La même démonstration est
valable pour les autres variables X2, X3 Dollc le processus {X} admet comme
distribution marginale la loi GP(,\, O).
D
Avec la remarque (2.1.1), nous constatons que le modèle GPAR(1) sera très
utile, contrairement au modèle PAR(1) où Var[X] = E[X], pour modéliser des
séries à valeurs entières présentant une surdispersion (i.e. Var[X] est supérieure
à E[X]).
Proposition 2.3.1. Soit te processus GPAR(1) {Xj. Sa fonction d’autocova
riance de délai k non négatif est donnée par
7x(k) Cov[X. Xk] = k Var[Xo], k = 0. 1.2
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DÉMoNsTRATIoN. Procédons par récurrence. Démontrons la propriété suivante
Cov[X. Xt_k] = pk\Tar[1 (2.3.2)
(2.3.2) est vraie pour k égal à 1
= E[XX1]
— E[X]E[X1j
E[XtXL_l] — [f2 (où [t = I[X] =
= [(St(X_l) + )x_1] — [2
= E[$(X_1)X_1] + E[6tXti] — [t2
+ [t[t —
E[X_1pX_] + t — [t2
pE[(X1)2] + [tE[t —
p(Var[Xf_l] + ,2) + ‘‘ —
rpar[X_i] + [t
—
qÀ À À2
=
pVar[X_i]
= pVar [X0]
puisque X1 et X0 ont la même distribution marginale. Supposons que la pro
priété (2.3.2) soit vraie pour l’ordre k et montrons que ceci implique qu’elle est
également vraie pour l’ordre k + 1
Cov{X, X__1] = E[XLXLk_l] —
= E[XX_1] — [t2
[(S(X_1) + Et)Xt_k_1] — [f2
= [Sf(Xf_1)Xtk_1] + E[fXfk_1] — [f2
E[E[S (X1)X_ X_ X01]j + [t[t [f2
= E[Xt_klpXtl] + [E[I — [t2
Vérifions que la propriété
Cov[X, X_]
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= pE[X_k_lX_l] + [E[I —
p(Cov[X_i, X_1] + [2) + —
pCov[Xt_i, Xt__1] + pp
— qp2
- cp\ ,\ /\2
= pCov[XI_l,Xt_k_l] + 1—91 9 — — 9)2
pCov[X_i, Xt_i1
= pCov[X, X_]
puisque X1, X_1, X et Xt_k ont la même distribution marginale .Ainsi,
Cov[Xt, Xt—j_i] pk+lVar[Xo]
Nous concluons clone que
Cov[Xt, Xtk] = pkVar[Xo] pour k 0, 1,2
D
La fonction d’autocorrélation du processus GPAR(1) est définie par
px(k) = Corr[X, X} k, pour k 0, 1, 2,
D’après cet.te expression, nous constatons que le comportement de la fonction
d’autocorréÏation de ce processus est similaire à celui du processus AR(1) excepté
que la fonction d’autocorrélation du processus GPAR(1) est toujours non néga
tive puisque p E]0, 1f.
La fonction d’autocorrélation partielle du processus GPAR(Ï) est définie par
[px(1)p , k=1
Pke =
O , k=2,3,4....
Remarque 2.3.1. D’après ta définition (1.1.4), on remarque que le processus
GPAR(1) est stationnaire au sens large.
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Lestimation des paramètres du processus GPAR(1) est plus clifficille que celle
du processus ARt 1). Cette complication provient du fait que la distribution de
X étant donné (X_ r—) dans le processus GPAR(1), est la convolution des
distributions quasi-binomiale QB(p, &//\, x1) et Poisson généralisée GP(qi\, 9).
Notons que nous apportoils une correction au résultat d’Al-Nachawati et aï
(199f) qui ont fait leur simulation du processus GPAR(1) sur la base des lois
QB(p. 9.) et GP(qi\, 9) au lieu des lois QB(p. 9/?.) et GP(qÀ. 9).
2.4. EsTIMATIoN DES PARAMÈTRES DU PROCESSUS
Dans cette section, nous discutons de trois méthodes d’estimation des para
mètres p, ,\ et 9 du processus GPAR(1). D’abord, nous abordons les techniques
nous permettant d’obtenir les estimateurs par la méthode des moments (méthode
de Yule-\’Valker) et nous présentons également la méthode de quasi-vraisemblance.
Par la suite, nous introduisons la méthode du maximum de vraisemblance condi
tiOnilelle.
2.4.1. Méthode des moments
Nous allons maintenant déterminer les estirnateurs des paramètres (p, )., 9) du
modèle GPAR(1) par la méthode des moments.
Proposition 2.4.1. Les estimateurs des moments des paramètres, dénotés, j5, &
et , du modète GPAR(1) sont donnés par
n—1
—
—
—
—
(Ii
— X)(Et+1
—p— n
-9Z=i (x;
—
-
— / n( —
- V 3 Z1 ( -
Àcj
(-ï7fo)
où
(1) et f0 sont respectivement tes moyennes échantionnates de n et n — 1
o ès ervatzons.
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() t ‘estirnateur est égal à Ï — 5.
DÉMONSTRATION. Rappelons-noils que la fonction d’autocovariance du proces
sus GPAR(1) est donnée par
yx(k) C1ov[Xt±e. X]
pkVar[Xo] k = 0, 1, 2,
Pour k—1. la relation ci-dessus devient
Cov[X+i,X]
= pVar[Xo].
Il en découle donc que
Cov(Xt+i, X) (2.4.1)Var(Xo)
De pius, l’écriture du modèle GPAR(1) nous permet de déduire l’égalité suivante
pE[X_1] + (2.4.2)
OÙ [E = q/(1 — 6).
D où
E[XtJ —pE[X_1] 1—8 (2.4.3)
Cette égalité est équivaleilte à
(E[X] — pE[X_1])3 = (l6)• (2.4.4)
Nous savons également que
Var[X,} (1 — 6) (2.4.5)
En tellant compte de cette égalité, nous pouvons réécrire l’équation (2.4.4) sous
la forme suivante
(E{X]
—
pIE[X_11)3 = q32Var[Xj,
d’où
/([Xt] — p[X_y])3 (9 4 6)V q3Var[X] .
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En utilisant l’expression de la variance de X, nous constatons que
= 1—
}h/3
(2.4.7)
Disposant des observations suivantes x, .x2 ,...,x, nous estimons d’une part
les espérances [X] et E[X4] respectivemeit par leurs moyennes échantionnales
définies par ï = 1 it et ;zTo
= -ï Z11 r,. D’autre part. la variance et
l’autocovariance échantionnales sont données respectivement par
‘- 1 n —9(1) Var[Xt]
—
(2) Cov[X+i,Xt] = I1(
— Ï)(t+l — ï).
En remplaçant E[X], E[X_1], Var[X], et Cov [X1, X] dans les écluations (2.4.1),
(2.4.6) et (2.4.7) par leurs expressions échantionuales, nous obtenons les estima
teurs des moments pour les paramètres p, ,\ et O.
D
Notons que nous apportons une correction aux formules des estimateurs des
paramètres \ et O par la méthode des moments données dans l’article cl’Al
Nachawati. Aiwasel et Alzaid (1997).
2.4.2. Méthode de quasi-vraisemblance
Une autre méthode proposée par Al-Nachawati et aÏ (1997) est basée sur la loi
gaussiellile. Cette méthode qui est approximative peut être utilisée quand H est
difficile d’évaluer exactement la fonction de vraisemblance du modèle de manière
analyticue. Cette approche fut proposée initialement par Whittle (1961), où la
vraisemblance cte la loi uormale est utilisée pour l’estimation, sans supposer que
les données sont ilormalement distribuées. Selon Al-Nachawati et aÏ (1997), les
estimateurs des paramètres p, \ et O sont obtenus en maximisant la fonction de
vraisemblance suivailte
L(p,i\,O)
= fl(Xt=xtlXi=xt_1)
=
1
extt_1)2/20t_t
t=1
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où et sont données par
=
= Pt—i +
= Pti + Xq/(l
et
Var(XX_i =
Var(5’1,(X_1)X_1
= + Varc
xty—1
= pq{-i -
-
j-1)! [1+x(9/\)] } + i\q/(1 -
Notons également que nous apportons une correction à la formule de
Var(S (X 1) X i) donnée dans l’article d’Al-Nachawati et aï (199f).
Pour plus de détail (voir Shent.on (1986)).
Les estimateurs de quasi-vraisemblance des paramètres p, ) et O seront conver
gents, mais moins efficaces que ceux du maximum de vraisemblance condition
nelle (voir chapitre 3 pour les résultats numériques), car nous avons un processus
à valeurs entières non négatives dont le domaine est différent de celui de la loi
normale.
2.4.3. Méthode du maximum de vraisemblance conditionnelle
Nous présentons maintenant une autre méthode d’estimation des paramètres
p, À et O du processus GPAR(1), le maximum de vraisemblance conditionnelle.
Cette dernière nécessite la distribution conditionnelle de XX_1 c_i qui est
la convolution de la distribution quasi-binomiale Q3(p, O/À. rti) et de la distri
bution de Poisson généralisée GP(cyÀ, O).
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Etant dollilé les observations
, 2, ..., x et la structure du processus
GPAR(1), la fonction de vraisemblance conditionnelle est
L(p, \, :v X_
{ [S(:r_i) xt. — rï}
, f flh111(x,.rt_) / \ r—1
— ET) v (Xt_i pqÀ pÀ + r&
—
Ml L r )À+9x_1 À+9-1
qÀ + (:r_i — )8 xt_i—r—1
À + 9a
Àq[Àcj + 9(OEt — r)}xt_T1e__tT)
(xj—r)!
Pour des raisons d’efficacité numérique, nous travaillons avec le logarithme naturel
de la fonction de vraisemblance conditionnelle, la fonction de logvraisemblance,
dénotée l(p, À, 9),
l(p, À, 9) = h[L(p, À, )1
1I11fl(,,x,_y) r—1
(‘)À: (2.4.8)
q/\ + (xi_i — r)9 Xt_1T-1
À + 8x
Àq[Àq + 0(x —
(Tt—r)!
Cependant, on ne peut trouver une solution explicite. Pour les estimateurs du
maximum de vraisemblance conditionnelle nous utilisons donc des techniques
d’analyse numérique pour calculer 5, À et qui maximisent cette fonction. Cette
étude sera traitée clans le chapitre suivant.
Il reste à noter que, d’après Monfort (1982) et Gouriéroux et Monfort (1983),
sous des conditions générales de régularité de L(p, À, 9) par rapport à (p, À. 9), le
vecteur des estimateurs (p3. À. )‘ a une distribution asymptotique multinormale
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de dimension 3, i.e.
j5
—?
/—/\ A3(O.I’(p,À,9)),
( dénote la convergence en loi), où
(1) 0 est le vecteur de zéros de dimension 3,
E[l(p, \, 6)] E[t(p, \, O)] E[i(p, \, O)]
t2) I(p, i\, 9) E[Ïtp, i’, 9)] E{jÇrt(p, À, 9)] E[l(p, À, 9)]
E[ttp ,\, 8)] [1(p, À, 8)] E[,ttp, À, 9)]
est la matrice d’information de fisher.
Puisque j5, et sont asymptotiquement non-biaisés et asymptotiquement nor
maux, des intervalles de confiance approximatifs de niveau pour p, À et 8 sont
respectivement donnés par
_______
5 + Z/91art).
+ Z/2(),
ê + Z12V(ê),
où Z2 est le ti — /2) quantile de la loi normale centrée réduite et les variances
Var(j5), Var(À) et Var(O) sont estimées en remplaçant p, À et 9 dans la matrice
1’tp,À,6) pari5, et
Chapitre 3
BIAIS ET EFFICACITÉ ASYMPTOTIQUE
Dans le dernier chapitre, nous avons étudié le modèle GPAR(1) à valeurs
entières non négatives. Nous avons aussi traité le problème d’estimation des pa
ramètres par trois méthodes différentes qui sont la méthode des moments, du
maximum de vraiseniblance conditionnelle (m.v.c.) et de quasi-vraisemblance.
Dans ce chapitre, nous étudions le comportement, par simulation, des esti
mateurs basés uniquement sur les deux premières méthodes. La première section
est consacrée à la simulation du processus GPAR(1) pour différentes valeurs des
paramètres. Ensuite, nous présentons les résultats des simulations, sous forme de
graphique et de tableaux. Nous discutons les résultats et nous comparons soin
mairement les deux méthodes.
La deuxième section est consacrée à l’étude de l’efficacité asymptotique des
estimateurs selon les trois méthodes d’estimation. Nous comparons les variances
des estimateurs des paramètres p, ,\ et &, ainsi que les déterminants des ma
trices de variance-covariance des trois estimateurs obtenus par les trois méthodes
d’estimation en utilisant des séries simulées de 2000 observations.
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3.1. SIMuLATIoN
Afin de nous donner un aperçu du comportement de nos estimateurs, nous
avons simulé des séries à partir du modèle GPAR(1) suivant
tÏ,2,...
où
(1) {a} est une suite de variables aléatoires iid, à valeurs entières non néga
tives, selon une loi de Poisson généralisée de paramètres fj\ et O;
(2) {$(‘)} est une suite de variables aléatoires iid à valeurs entières non
négatives avec fonction de probabilité quasi-binomiale QB(p, 9/À,.) indé
pendante de {Et}.
Pour nos simulations, nous avons choisi différentes valeurs pour les paramètres
p, À et O et deux longueurs des séries, 50 et 200.
Pour générer nos séries de taille 50 et 200 observations, nous avons développé
un code en langage de programmation C++ que nous présentons en annexe. Ce
programme génère tout d’abord une valeur initiale X0 selon une loi GP(À, O), où
les valeurs des paramètres sont introduites. Ensuite, nous avons généré les obser
vations XX_1 xi_1, pour t 1,2, ..., n où n représente la taille de la série à
générer. Chaque observation XX_1 CEt_1 est une somme de deux observations
générées respectivement selon la loi Q3(p, &/À, Xti) et la loi GP(qÀ, O) pour des
valeurs des paramètres p, À et O fixées. Nous avons effectué 200 réalisations pour
différentes combinaisons des valeurs de p, À et O ciue nous avons choisies du ta
bleau suivant
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TABLEAU 3.1.1. Choix des paramètres p, /\ et 6.
Paramètre p Paramètre /\ Paramètre O
0.2 1 0.2
0.4 3 0.4
0.6 5 0.6
0.8 10 0.8
Pour avoir une idée du comportement du modèle GPAR(Ï), nous présentons
à la figure (3.1.1) une série simulée de 200 observations pour les paramètres p, À
et O respectivement égaux à 0.8, 3 et 0.2.
FIGURE 3.1.1. Série simulée du modèle GPAR(1) avec pr0.8, \ =
3 et O0.2.
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3.2. BIAIS
Avallt de présenter nos résultats, voici cuelques détails concernant la réalisa
tion de 1105 expériences. Pour chaque série simulée, nous avons évalué les estimés
\ et des paramètres p,,\ et O par la méthode des moments en utilisant les
expressions obtenues clans le chapitre précédent. Ensuite. nous avons pris leurs
moyennes comme estimateurs de nos paramètres et nous avons calculé leurs biais.
Tout ce travail était fait â l’aide d’un programme en C-r--i- présenté en annexe.
D’autre part, rappeloils-nous d’après le chapitre précédellt que pour les es
timateurs , et du maximum de vraisemblance conditionnelle, nous devons
maximiser numériquement une certaine fonction. Pour cela, nous avons utilisé une
méthode itérative connue sous le nom de «Downhill Simplex» tiré de l’ouvrage
intitulé «Nurnerical recipies in C++» (voir Press, Teukolsky, Vetterling et Flan
nery (2002)). Notons que cette méthode n’exige pas le calcul des dérivées de la
fonction à maximiser. Ceci facilite notre tâche car la fonction (2.4.8) est difficile
à dériver. De plus, cette méthode est très puissante par rapport à d’autres qui ne
nécessitent pas le gradient.
Comme cette technique est itérative, nous avons utilisé, pour chaque réalisa
tion, les estimés , et comme valeurs initiales. Ensuite, nous avons pris aussi
leurs moyennes comme estimateurs de IIOS paramètres et nous avons cherché les
biais correspondants. Le programme de la méthode du Downhill Simplex, du cal
cul des estimateurs et des biais est présenté aussi en annexe.
Dans les pages qui suivent, nous présentons, sous forme graphique, les résultats
de simulation obtenus conformément au cadre d’étude fixé à la section précedente.
Les résulats détaillés peuvent être coilsultés, sous forme de tableaux.
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FIGURE 3.2.1. Biais de l’estirnateur du paramètre p du modèle GPAR(1).
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FIGuRE 3.2.2. Biais de l’estimateur du paramètre ) du modèle GPAR(1).
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flz5O, Iambda=1 n=50, Iambda=3 n=50, lambda=5 n=50, lambda=JO
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FIGuRE 3.2.3. Biais de l’estimateur du paramètre O du modèle GPAR(1).
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A partir de ces graphiques, nous remarquolls que clans toutes les situations
considérées, le biais des estimateurs j3,,\ et 9 par la méthode du maximum de
vraisemblance conditionnelle est pius petit que celui des estimateurs j5, ) et par
la méthode des moments. Nous constatons également (lue le bais des estimateurs
pour les deux méthodes diminue en augmentant la taille des séries simulées.
Du graphique (3.2.1), nous observons ciue le biais de jî est nettement plus
petit ciue celui de j5, sauf pour le cas de n = 200 et 9 = 0.2 où les biais sont très
proches de 0. Nous remarciuons aussi que le bais de l’estimateur de p pour les
deux méthodes est négatif.
En comparant le biais des estimateurs X et X dans la figure (3.2.2) nous consta
tons que le biais de X et X est plus près de O pour \ égal à 1 ou 3, et plus la valeur
de \ augmente, plus X et X sont biaisés. Dans tous les cas, nous remarquons que
le biais de l’est.imateur du paramètre À est positif.
À partir du graphique (3.2.3), nous observons que le biais de l’estimateur de
ê se comporte presque de la même manière que celui de l’estimateur de p, et que
le biais de l’estimateur de 0 pour les deux méthodes est semblable pour /\ égal à
5 ou 10.
Nous avons présenté les résultats des biais des estimés des paramètres p, ,\ et
O pour des séries simulées de taille .50 et 200 observations dans les tableaux 3.2.1
à 3.2.16.
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TABLEAu 3.2.1. Biais de Festimateur de p (n .50 et & 0.2).
Paramètre Paramètre Biais de l’estimateur de p par la méthode
À p des moments du m.v.c.
À = 1 0.2 -0.0394 -0.0374
0.4 -0.0668 -0.0664
0.6 -0.0856 -0.0540
0.8 -0.1064 -0.0391
À 3 0.2 -0.0362 -0.0354
0.4 -0.0600 -0.058$
0.6 -0.0784 -0.0743
0.8 -0.0994 -0.0738
À = 5 0.2 -0.0387 -0.0382
0.4 -0.0594 -0.0581
0.6 -0.0782 -0.0763
0.8 -0.0990 -0.0909
À = 10 0.2 -0.0387 -0.0382
0.4 -0.0567 -0.0561
0.6 -0.0788 -0.0769
0.8 -0.0985 -0.0937
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TABLEAu 3.2.2. Biais de l’estimateur de p (n 50 et & 0.8).
Paramètre Paramètre Biais de l’estimateur de p par la méthode
,\ p des moments du m.v.c.
À = 1 0.2 -0.0643 -0.00.57
0.4 -0.1108
-0.0058
0.6 -0.1367 0.0021
0.8 -0.1482 -0.0162
À = 3 0.2 -0.0512 -0.0550
0.4 -0.0863 -0.0782
0.6 -0.1112 -0.0402
0.8 -0.1258 0.0117
À 5 0.2 -0.0183 -0.0472
0.4 -0.0784 -0.0912
0.6 -0.1040 -0.0723
0.8 -0.1128 -0.0036
À 10 0.2 -0.0442 -0.0430
0.4 -0.0700 -0.0735
0.6 -0.0944 -0.0862
0.8 -0.1114
-0.0700
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TABLEAu 3.2.3. Biais de l’estimateur de p (n 200 et 9 0.2).
Paramètre Paramètre Biais de l’estimateur de p par la méthode
,\ p des moments du m.v.c.
À = 1 0.2
-0.0129 -0.0166
0.4 -0.0214 -0.0235
0.6 -0.0271 -0.0142
0.8 -0.0250 -0.0034
À 3 0.2 -0.0108 -0.0101
0.4 -0.0146 -0.0140
0.6 -0.0184 -0.0209
0.8 -0.0231 -0.0098
À = 5 0.2 -0.0091 -0.0088
0.4 -0.0147 -0.0142
0.6 -0.0173 -0.0172
0.8 -0.0181 -0.0159
À = 10 0.2 -0.0101 -0.0097
0.4 -0.0122 -0.0116
0.6 -0.0137 -0.0130
0.8 -0.0153 -0.0154
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TABLEAu 3.2.4. Biais de l’estimateur de p (n 200 et 0.8).
Paramètre Paramètre Biais de l’estimateur de p par la méthode
À p des moments du m.v.c.
À 1 0.2 -0.0285
-0.0060
0.4 -0.0616 -0.0035
0.6 -0.0790 0.0006
0.8 -0.0599 0.0091
À = 3 0.2 -0.0202 -0.0260
0.4 -0.0407 -0.0409
0.6 -0.0498 -0.0195
0.8 -0.0411 0.0076
À 5 0.2 -0.0175 -0.0210
0.4 -0.0333 -0.0369
0.6 -0.0393 -0.0327
0.8 -0.0343 0.0046
À = 10 0.2 -0.0143 -0.0150
0.4 -0.0250 -0.0288
0.6 -0.0287 -0.0277
0.8 -0.0269 -0.0118
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TABLEAu 3.2..5. Biais de l’estimateur de j\ (n .50 et & 0.2).
Paramètre Paramètre Biais de l’estimateur de \ par la méthode
,\ p des moments du m.v.c.
,\ = 1 0.2 0.0471 0.0485
0.4 0.0.575 0.0595
0.6 0.1071 0.0904
0.8 0.1692 0.0960
, = 3 0.2 0.1385 0.1388
0.4 0.1920 0.1943
0.6 0.2810 0.2820
0.8 0.5101 0.4914
À = 5 0.2 0.2327 0.2330
0.4 0.3176 0.3185
0.6 0.5018 0.5031
0.8 0.9350 0.9358
À = 10 0.2 0.4427 0.4429
0.4 0.6090 0.6080
0.6 0.9981 0.9960
0.8 1.9067 1.8833
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TABLEAU 3.2.6. Biais de l’estimateur de ? (n 50 et 9 0.8).
Paramètre Paramètre Biais de l’estimateur de ,\ par la méthode
,\ p des momeuts du
,\ = 1 0.2 0.1941 0.1285
0.4 0.2364 0.1225
0.6 0.3298 0.1.5.53
0.8 0.5098 0.2238
\ 3 0.2 0.3161 0.3220
0.4 0.4131 0.4190
0.6 0.6039 0.5603
0.8 1.0197 0.9041
,\ = 5 0.2 0.4106 0.4126
0.4 0.5452 0.5527
0.6 0.8333 0.8141
0.8 1.4695 1.3300
,\ = 10 0.2 0.6243 0.6241
0.4 0.8641 0.8661
0.6 1.3263 1.2837
0.8 2.4576 1.8969
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TABLEAU 3.2.7. Biais (le l’estirnateur de ,\ (n 200 et & 0.2).
Paramètre Paramètre Biais de l’estimateur de ,\ par la méthode
À p des moments du m.v.c.
À = 1 0.2 0.0061 0.0090
0.4 0.0090 0.0135
0.6 0.0211 0.0100
0.8 0.0475 0.0177
À 3 0.2 0.0182 0.0184
0.4 0.0311 0.0314
0.6 0.0815 0.0845
0.6 0.1443 0.1333
À 5 0.2 0.0341 0.0342
0.4 0.0625 0.0627
0.6 0.1178 0.1186
0.8 0.2044 0.2053
À = 10 0.2 0.0800 0.0801
0.4 0.1241 0.1242
0.6 0.1951 0.1951
0.8 0.3475 0.3482
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TABLEAU 3.2.8. Biais de Festimateur de À (n 200 et & 0.8).
Paramètre Paramètre Biais de l’estimateur de À par la méthode
,\ p des moments du m.v.c.
À = 1 0.2 0.0651 0.0458
0.4 0.0832 0.0160
0.6 0.1213 0.0529
0.8 0.2150 0.1392
À = 3 0.2 0.0758 0.0814
0.4 0.1151 0.1213
0.6 0.2003 0.1833
0.8 0.3630 0.3371
À 5 0.2 0.0822 0.0856
0.4 0.1399 0.1430
0.6 0.2506 0.2527
—________ 0.8 0.4789 0.4588
À = 10 0.2 0.1064 0.1072
0.4 0.1954 0.1983
0.6 0.3602 0.3614
0.8 0.7019 0.5566
10
TABLEAu 3.2.9. Biais de l’estimateur de 6 (n 50 et ) 1).
Paramètre Paramètre Biais de l’estimateur de 6 par a méthode
) p des momeiits dii m.v.c.
\ 1 0.2 -0.0344 -0.0337
0.4 -0.0453 -0.0438
0.6 -0.0836 -0.0634
0.8 -0.1160 -0.0.504
,\ = 3 0.2 -0.0432 -0.0385
0.4 -0.0552 -0.0435
0.6 -0.0961 -0.0517
0.8 -0.1708 -0.0543
,\ = 5 0.2 -0.0511 -0.0342
0.4 -0.0687 -0.0370
0.6 -0.1080 -0.0487
0.8 -0.1822 -0.0692
) = 10 0.2 -0.0565 -0.0276
0.4 -0.0746 -0.0272
0.6 -0.1104 -0.0408
0.8 -0.1909 -0.0807
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TABLEAu 3.2.10. Biais de l’estimateur de O (n .50 et À 3).
Paramètre Paramètre Biais de l’estimateur de O par la méthode
À p des moments du m.v.c.
À 1 0.2 -0.0333 -0.0332
0.4 -0.0475 -0.0484
0.6 -0.0717 -0.0703
0.8 -0.1360 -0.1101
À
— 3 0.2 -0.0295 -0.0294
0.4 -0.0410 -0.0405
0.6 -0.0647 -0.0606
0.8 -0.1302 -0.0750
À 5 0.2 -0.0283 -0.0286
0.4 -0.0393 -0.0391
0.6 -0.0611 -0.0535
0.8 -0.1147 — -0.044
À = 10 0.2 -0.0264 -0.0252
0.4 -0.0361 -0.0331
0.6 -0.0544 -0.0359
0.8 -0.0985 -0.0391
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TABLEAu 3.2.1 1. Biais de l’estimateur de & (n .50 et /\ 5).
Paramètre Paramètre Biais de l’estimateur de 8 par la méthode
,\ p des moments du m.v.c.
,\ 1 0.2 -0.0325 -0.0325
0.4 -0.0461 -0.0462
0.6 -0.0747 -0.0744
___________ 0.8 -0.1410 -0.1412
À = 3 0.2 -0.0264 -0.0263
0.4 -0.0387 -0.0392
0.6 -0.0618 -0.0631
0.8 -0.1232 -0.0967
À = 5 0.2 -00232 -0.0227
0.4 -0.0324 -0.0327
0.6 -0.0509 -0.0473
0.8 -0.0979 -0.0622
À 10 0.2 -0.0193 -0.0183
0.4 -0.0267 -0.0273
0.6 -0.0413 -0.0360
0.8 -0.0759 -0.0350
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TABLEAu 3.12. Biais de l’estirnateur de 9 (a 50 et \ 10).
Paramètre Paramètre Biais de l’estimateur de O par la méthode
) p des moments du m.v.c.
,\ = 1 0.2 -0.0319 -0.0318
0.4 -0.0445 -0.0444
0.6 -0.0736 -0.0748
0.8 -0.1448 -0.1484
,\ = 3 0.2 -0.0253 -0.0219
0.4 -0.0357 -0.0353
0.6 -0.0.582 -0.0592
0.8 -0.1145 -0.1150
,\ = 5 0.2 -0.0188 -0.0185
0.4 -0.0270 -0.0267
0.6 -0.0440 -0.0436
0.8 -0.0854 -0.0814
—
,\ 10 0.2 -0.0136 -0.0130
0.4 -0.0192 -0.0184
0.6 -0.0301 -0.0295
0.8 -0.0570 -0.0471
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TABLEAu 3.2.13. Biais de l’estimateur de & (r 200 et /\ Ï).
Paramètre Paramètre Biais de l’estimateur de O par la méthode
,\ p des moments du m.v.c.
,\ = 1 0.2 -0.006.5 -0.0080
0.4 -0.0102 -0.0105
0.6 -0.0244 -0.0178
0.8 -0.0414 -0.0034
,.\ = 3 0.2 -0.0096 -0.0115
0.4 -0.0164 -0.0143
0.6 -0.0276 -0.0130
0.8 -0.0543 -0.0118
.\ = 5 0.2 -0.0130 -0.0131
0.4 -0.0212 -0.0154
0.6 -0.0359 -0.0125
0.8 -0.0620 -0.0211
,\ 10 0.2 -0.0171 -0.0090
0.4 -0.0246 -0.0088
0.6 -0.0387 -0.0082
0.8 -0.0649 -0.0246
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TABLEAu 3.2.14. Biais de l’estirnateur de 9 (n 200 et À 3).
Paramètre Paramètre Biais de l’estimateur de 9 par la méthode
À p des momeuts du m.v.c.
À = 1 0.2 -0.0051 -0.0048
0.4 -0.0086 -0.0085
0.6 -0.0176 -0.0175
0.8 -0.0365 -0.0159
À = 3 0.2 -0.0042 -0.0041
0.4 -0.0088 -0.0094
0.6 -0.0169 -0.0161
0.8 -0.0353 -0.0070
À 5 0.2 -0.0053 -0.0061
0.4 -0.0096 -0.0104
0.6 -0.0178 -0.0153
0.8 -0.0334 -0.0101
À = 10 0.2 -0.0065 -0.0071
0.4 -0.0106 -0.0108
0.6 -0.0179 -0.0133
0.8 -0.0316 -0.0134
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TABLEAU 3.2.15. Biais de Festirnateur de (n 200 et À 5).
Paramètre Paramètre Biais de l’estimateur de O par la méthode
À p des moments du m.v.c.
À 1 0.2 -0.0051 -0.0047
0.4 -0.0095 -0.0092
0.6 -0.0173 -0.0177
0.8 -0.0294 -0.0256
À = 3 0.2 -0.0043 -0.003$
0.4 -0.0085 -0.0083
0.6 -0.0136 -0.0132
0.8 -0.0276 -0.014$
À = 5 0.2 -0.0039 -0.0036
0.4 -0.0075 -0.0075
0.6 -0.0135 -0.0141
0.8 -0.0266 -0.0114
À = 10 0.2 -0.0043 -0.0013
0.4 -0.0074 -0.0076
0.6 -0.0127 -0.0136
0.8 -0.0232 -0.0080
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TABLEAu 3.2.16. Biais de l’estirnateur de 9 (n 200 et À 10).
Paramètre Paramètre Biais de l’estimateur de O par la méthode
À p des moments du m.v.c.
À = 1 0.2 -0.0058 -0.0054
0.4 -0.0091 -0.0088
0.6 -0.0137 -0.0135
0.8 -0.024.5 -0.0249
À = 3 0.2 -0.0037 — -0.0033
0.4 -0.0067 -0.0064
0.6 -0.0117 -0.0114
0.8 -0.0211 -0.0216
À = 5 0.2 -0.0030 -0.0026
0.4 -0.0057 -0.0052
0.6 -0.0099 -0.0100
0.8 -0.0191 -0.0207
À 10 0.2 -0.0026 -0.0022
0.4 -0.0047 -0.0049
0.6 -0.0082 -0.0080
0.8 -0.0156 -0.0104
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tant donné que les estimateurs des moments et du maximum de vraisem
blance conditionnelle sont prescjues sans biais. nous nous intéressons à étudier
dans la sectioll suivante leur efficacité asymptotique.
3.3. EFFIcAcITÉ ASYMPTOTIQUE DES ESTIMATEURS
Dans cette section, nous étudions l’efficacité asymptotique des estimateurs des
paramètres p, À et & du processus GPAR(1) selon les trois méthodes d’estimation.
D’abord, nous abordons les techniques qui nous permettent d’obtenir les matrices
de variance-covariance asymptoticjues des estimateurs des moments (p, , ), de
ciuasi-vraisemblance (, À, ê) et du maximum de vraisemblance conditionnelle
(j3, , ). Ellsuite, nous comparons les variailces des estimateurs ainsi que les
déterminants de leurs matrices de variance-covariance selon les trois méthodes en
utilisant des séries de 2000 observations générées selon le modèle GPAR(Ï) pour
différentes valeurs des paramètres p, À et ê.
3.3.1. Méthode des moments
Nous allons mailltenant déterminer la matrice de variance-covariance des es
timateurs des moments (p, \, ), que nous déllotons par , où est la solution
du système d’équations suivant
—1 f r Q \ / r —
Lt=i V’t —
______________
= p
(1-p)À
= (i—&)
Dans le deuxième terme de la deuxième équation ci-haut, nous avons utilisé un
facteur au lieu de puisqu’ils sont équivalents asymptotiquement. Ces équa
tions peuvent être réécrites sous la forme suivante,
‘ (n
-
1)(X
-
-
-
=
[tx )2
- ] =
ou encore,
= O
= O
ht(p,À,&) O,
avec,
— (n-1)(X—)(X+1-)
—
p
(l-p)\
Xt(1—p)—
1—9
h(p.À.9) = (K )2
— (ï —9)
À partir des expressions de ces trois fonctions, nous pouvons constater que les es
pérances E[ft(p, À, 9)], E[g(p, À, O)] et E[h(p, À, 9)] sont asymptotiquemeut égales
à O. Nous utilisons un développement en série de Taylor d’ordre 1 des équations
(2.4.1), (2.4.4) et (2.4.5) autour de (po À0, 9e),
f( . J) Z’ ft(po, À0. 9)
= 1gt(po,Ào,9o)
Z ‘(i5 , J) Zi h(po, À0, Oo)
11.ft(po,À0,90) Z11j(po,Ào,9o) y’ft(po,Ào,9o) Po
+ g,(po. À0. Oo) L1 g(po, À0, 9) gt(po. À0. 9) — À0 +.
£h(po, À0. 9) ht(po, À0. 9) ZL1 h(p0, À0, 9) J
—
Oo
O.
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Puisque les estimateurs (, , ) sont solutions des équations,
n—1
= o
t= 1
n
=0
t=1
n
o,
t= 1
nous pouvons écrire l’équation précédente de l’expansion de Taylor comme,
3
n 1) \n 3
J1’,f ZZ1f ii—p0 ZZi’Jt(po,’\o.9o) \\
Z=i gt Z — — Z gt(Po, o, 9o) — E’
n 3 ç—n 3Z1h1 Z1 z=& Z_iht(po,)o,9o) J
ou encore,
n_1 3 \-n_1 8 r \-n-1 t( Z Lit1 Jt »f
j
ii — I1 n a —n 3
—
3 vç-.n ajZ=i z= z= — o )
ft(po,o,9o)t n—1
—1 n
_1g(po,i\o,Oo) ) +o(1).
h(po, O)
En se basant sur le théorème de Slutsky, nous pouvons déduire que( Z
j
i5—po
n—1 3 —n--1 3 \n—1 3 t
1 n 3 n 3 n
—
IZ= 9t t=i zt=1
Z Z Z — é )
r
Lt=i j(po, À0, Oo)
L —it
—* — I =1gt(po,Ào,&o) I,
Z h(p0, À0, o) )
ou encore,
iiPo
JL
N(0,V),
—
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où V = (A’)Var(Y)(A’)’, avec,
Zn—1 n—1 . \‘fl1 Ot=i it ti )Jt Z_it—i Jt
A Z14 Z1Ig
>
n—1Z—1 ft(Po, ê0)
=
— L1gt(po,)’o,9o)
Z=1 h4(po, o, &)
où p lim dénote la convergence en probabilité. La matrice A évaluée au point
(p0, 9) peut être estimée par
Zn—1 O
n—1 O n—1 O
i=i ji;Jt t=1 XJt 4=J Jt
1l= Zg Z__1gt Ziîg
Z4=1 41 O).’lt
—n+1 O O
1 —
— ri0 n(1—po) nÀo(1—po)
n
fl2 + lO — (1—Oo)2
n — n 3n)o
(l—O) (1—Bo)4
Il reste à estimer la matrice de variance-covariance de Y qui est donnée par
Var(Z11ft) Cov(11ft,1gt) Cov(ft,Z1ht)
Cov( 9t, z:11 f4) Var(Z1 gt) Cov(_1 gt, h4)
Cov(1 h4, f4) Cov(_1 h4, g4) Var(Z1 h4)
Prenons le premier élément de la matrice Y;
n—1 n—1 n—1
Tar(ft)
=
t=1 t=1 k=1
puisque asymptotiquement E[fjkÏ = Cov(f4, fk), car E[f4] = O asymptotique-
ment. Dans la pratique, nous tronquons ces expressions, car la Cov(J4, fk) — O, si
t — —* oc . En nous limitant à une différence t — < 5, cette dernière égalité
devient
E[f4f].
4=1 It—kI5
52
En utilisallt la loi des grands nombres, nous pouvons estimer
t—kI<5
par
Jtfk•
t—kj<5
Les autres éléments sont estimables de la même façon, par exemple,
1ZCov(fj,gt)
=
E[ftgk]
t=1 t=1 t=1 k=1
E[fg].
t—kI<5
Par la loi des grands nombres, cette somme
E[fg]
It—kI5
est estimable par
fg;
Jt—kI<5
nous estimons les autres éléments de la matrice variance-covariance de Y de la
même façon. Finalement, nous pouvons estimer la matrice de variance-covariance
V des estimateurs des momellts (f5, ), O).
3.3.2. Méthode de quasi-vraisemblance
Après avoir déterminé la matrice de variance-covariance des estimateurs des
moments (p, \, ), nous ferons de même pour les estimateurs (f5, , ) , que nous
dénotons par . Rappelons que pour déterminer les estimateurs des paramètres
par la méthode de quasi-vraisemblance, nous devons maximiser l’expression sui
vante
t(p. , ) —O.5n ln(2ir) — 0.5 [ln(ui) + )2Ï
t=1 xt_1
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où et sont remplacés par les expressions correspondantes en fonction
de p, À et . Cependant. ceci revient maximiser la somme suivante.
r
—
05z[
—
.. ln(u + I.\ ‘t—1 J
t=1 °;— J
Définissons les dérivées suivantes,
o f r \27
=
— 0.5Z 1n(u +
(.Tt — Lx1] I
t=1t Gt_1 ]I
27 ‘ç r
—
= —0.5Z 1n(u1)+
t=1 t Jt-1 j f
r
=
— 0.5 I ln(u2 ) + (t ç•L x_ j I
En se basant sur Hamilton (Ï994), page 663. nous déduisons que,
- P0
IL
—
À0 —* N(0, D3D’).
-
où,
n (3(1) IX1)1 Z E[ (31) X_1)] s’ x_1)1‘t 2t=i [
D
=
—p lim — E[ ($(2) IXt_i)] ZE(32 X_1)] E[ ° i(2)n—œ fl
n Et a $3Xt_i)Ï E[(S3X_1)] Z E[ J2jtr1 t6p
et
n 3(1) (2) n (l)(3)1)1)
t t=1 t tle -
n—,
S =p lim — 5(2)5(1) (2)(2) ss
5(3)5(1) n 5(3)5(2)
=1
5(3)5(3) )
Ces deux matrices peuvent être estimées par
t n a t(1) - n aX)
=i 5 Xt_)
f5(2) Xt1) =1 D(3(2) X_i) Z (2) X_1)D=—— ti55lt
(3) X1)(SJX_i)
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et
n n n
1
n st2s’ zn n st2st3
Zfl
Q(3) Q(l) fl Q(3) Q(2) n (3) Q(3)
t=i kJ ji t=j kit
Ainsi, la matrice de variance-covariance des estimateurs de quasi-vraisemblance
(5,
, ) peut être estimée par
3.3.3. Méthode du maximum de vraisemblance conditionnelle
Nous achevons cette section par la détermination de la matrice de variance
covariance des estimateurs du maximum de vraisemblance conditionnelle (5,5),
que nous dénotons par ê. En définissant les dérivées ci-dessous,
t(p,,O)
l(p,i\,O)
S(6) —
où t(p, ,\, 6) est l’expression donnée par
f m1n(x,_1) / \ r—1
j f x1 \ pq\ p) + r6t(p,i\,9) = h1
)+_
q + (Xt_1 — r)9 xtl-r-l
\ + 9Xi
q[q + O(Xt — r)]xt_Te_otT) 1
(Xt—T)! f’
et en se basant, encore une fois sur Hamilton (1994), nous pouvons écrire,
— Po
N(O,S’),
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où la matrice S est semblable à celle obtenue pour la méthode de quasi-vraisemblance
avec
$l)(), $2)(), S(&) données par les expressions ci-dessus. Nous pouvons
estimer la matrice S comme dans la sous-section précédente.
Dans les tableaux suivants, nous présentons les résultats de l’étude de l’effica
cité asymptotique des estimateurs par la méthode des moments ou par méthode
de quasi-vraisemblance par rapport à ceux du maximum de vraisemblance condi
tionnelle en simulant une série de 2000 réalisations selon le modèle GPAR(1).
TABLEAu 3.3.1. Efficacité de l’estimateur des moments pour ) = 1
et (p, ) {0.2, 0.4, 0.6, 0.8}.
h p 9 Var(p)/Var() Var()/Var() Var()/Var()
1 0.2 0.2 6.90 1.06 1.78 3.32
0.4 11.39 1.18 1.94 6.03
0.6 19.63 1.54 1.70 13.36
0.8 28.30 2.16 0.87 26.56
0.4 0.2 12.36 1.11 2.30 3.46
0.4 23.03 1.29 2.47 6.73
0.6 31.28 1.39 1.40 9.60
0.8 41.47 3.51 1.14 20.94
0.6 0.2 22.96 1.15 2.12 3.63
0.4 35.71 1.29 1.15 3.70
0.6 68.19 1.67 0.96 6.89
0.8 164.27 3.27 0.60 15.00
0.8 0.2 71.87 0.93 1.76 4.11
0.4 84.35 2.06 0.26 3.27
0.6 143.41 4.93 0.14 4.64
0.8 354.73 22.66 0.23 7.80
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TABLEAU 3.3.2. Efficacité de l’estimateur de quasi-vraisemblance
pour ,\ = 1 et (p, O) q {0.2, 0.4. 0.6. 0.81.
À p O VaT()/Var() Var()/Var() Var()/Var()
1 0.2 0.2 1.82 1.17 0.82 1.56
0.4 2.57 1.36 0.85 2.80
0.6 3.99 2.24 0.84 7.31
0.8 8.41 17.76 0.54 70.12
0.4 0.2 2.35 1.31 1.06 2.53
0.4 3.53 1.76 1.03 5.57
0.6 6.53 4.35 0.75 20.37
0.8 6.09 2.24 0.75 11.35
0.6 0.2 2.02 1.49 1.25 3.26
0.4 3.53 2.43 0.89 7.75
0.6 7.45 7.64 0.59 33.98
0.8 27.97 13.00 0.63 64.03
0.8 0.2 1.48 1.99 1.71 5.22
0.4 3.37 3.29 0.78 9.00
0.6 10.13 22.04 0.53 71.77
0.8 528.40 121.01 21.72 89.63
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TABLEAu 3.3.3. Efficacité de Festimateur des moments pour \ = 3
et (p, 9) E {0.2, 0.4,0.6, O.8}.
p 6 Var(p)/Var() Var()/Var() Var(J)/Var()
3 0.2 0.2 2.52 0.94 1.15 1.01
0.4 5.34 1.34 1.75 2.51
0.6 10.23 1.86 2.16 6.03
0.8 18.79 2.48 1.83 17.16
0.4 0.2 5.19 0.99 1.26 1.14
0.4 11.48 1.43 2.03 2.64
0.6 18.94 1.69 2.06 4.86
0.8 34.67 2.18 1.56 13.75
0.6 0 13.67 1.12 1.42 1.35
0.4 24.41 1.35 1.70 2.55
0.6 40.33 1.53 1.41 4.47
0.8 94.9$ 2.22 1.06 12.73
0.8 0.2 88.24 1.08 2.26 4.47
0.4 91.96 1.05 1.13 4.99
0.6 120.2 1.40 0.38 6.68
0.8 234.28 5.15 0.11 12.52
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TABLEAu 3.3.4. Efficacité de l’estimateur de quasi-vraisemblance
pour /\ 3 et (p.9) {0.2. 0.4. 0.6, 0.8}.
p O Va’r()/Var(j5) Vat()/VaT() Var()/Var()
3 0.2 0.2 1.33 1.06 0.94 1.11
0.4 1.62 1.12 0.90 1.46
0.6 2.19 1.37 0.95 2.57
0.8 3.92 2.48 0.98 8.72
OÀ 0 1.55 1.04 0.95 1.25
0.4 2.11 1.15 0.97 1.91
0.6 3.17 1.52 1.03 4.01
0.8 6.42 3.49 0.92 19.47
0.6 0.2 2.19 1.30 1.31 1.82
0.4 2.89 1.51 1.30 3.41
0.6 1.00 2.13 1.07 7.42
0.8 8.35 6.33 0.78 42.81
0.8 0.2 4.37 1.85 3.71 7.24
0.4 4.58 2.11 2.37 11.42
0.6 4.85 2.36 1.53 17.55
0.8 10.06 7.56 0.80 79.49
À partir des tableaux ci-dessus, nous constatoils que le déterminant de la ma
trice de variance-covariance de l’estimateur du maximum de vraisemblance coildi
tionnelle Ô est toujours plus petit que celui des matrices de variance-covariance
des estimateurs des moments et de quasi-vraisemblance Ô pour des valeurs de .\,
p et 9 fixées et pour une taille cFéchantiflon de 2000 observations générées selon le
modèle GPAR(1). En généra.l le déterminant de la matrice de variance-covariance
de l’estimateur Ô est inférieur celui de la matrice de variance-covariance de l’es
timateur pour ,\ 1, \ 3 et p 0.2 ou 0.4. Ces résultats démoiltrent
que les estimateurs de la méthode du maxinmrn de vraisemblance conditionnelle
sont asymptotiquemellt plus efficaces que ceux de la méthode des moments et de
quasi-vraisemblance.
Chapitre 4
APPLICATIONS
Dans ce chapitre, nous appliquons les méthodes d’estimation du modèle GPAR(1)
à deux séries de dollnées réelles représentant le nombre hebdomadaire de pannes
d’ordillateurs et le nombre de sinistres survenus par mois. Nous commençons par
la description de chaque série, ensuite, nous exposons les résultats de la modéli
satioll de ces deux jeux de données.
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4.1. DESCRIPTION DE LA SÉRIE 1
Comme application des résultats obtenus dans les chapitres précédents, nous
nous intéressons dans un premier temps à une série représentant le nombre de
pannes d’ordinateurs pendant 128 semaines consécutives (Al-Nachawati et aï
(1997)).
Notons le nombre moyen de pannes est de 4.016 et la variance s’elève à 14.504,
d’où une surdispersion.
4.2. MODÉLIsATION DE LA SÉRIE 1
À partir du corrélogramme (4.2.1), nous constatons que les autocorrélatons
décroissent d’une manière exponentielle et que la corrélation partielle est forte au
délai 1 et faible ensuite. Ainsi, nous supposons que la série est générée par un
modèle GPAR(1). Comme on peut le constater, les fonctions d’autocorrélations
et d’autocorrélations partielles pour un processus GPAR(1) sont identiques à
celles pour un processus AR(1) classique.
FIGURE 4.1.1. Série du nombre de pannes d’ordinateurs.
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fIGuRE 4.2.1. Autocorrélations et autocorrélations partielles de la
série 1.
Puisque les simulations et l’étude de l’efficacité asymptotique ont démontré
que la méthode du maximum de vraisemblance conditionnelle est meilleure que
celle des moments, nous utilisons cette méthode décrite dans le chapitre précédent,
pour estimer les paramètres de la série. Les résultats obtenus sont dans le tableau
(4.2.1).
TABLEAu 4.2.1. Estimateurs des paramètres de la série 1.
0 5 10 15 20 25 30
1
0.323 2.125 0.471
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Nous avons représenté les fréquences relatives des observations de la série
1 et la fonction de masse correspondante de la loi de Poison généralisée avec
paramètres ( = 2.125) et ( 0.471) dans les figures (4.2.2) et (4.2.3).
fIGuRE 4.2.2. Fréquence relative de la série Ï.
Les deux figures sont assez similaires; de plus, nous pouvons tester si les
données représentant le nombre de pannes d’ordinateurs proviennent d’une loi
GP()., 8) en utilisant le test d’ajustement du khi-carré. Les fréquences observées
et théoriques sont présentées dans le tableau (4.2.2) avec l’estimateur (, ) ob
tenu par la méthode du maximum de vraisemblance conditionnelle.
FIGuRE 4.2.3. Probabilité théorique de la série 1.
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TABLEAU 4.2.2. Fréqueuces observées et estimées de la série 1.
15
19
23
14
15
10
$
4
6
9
3
3
9
1
o
O
Ï
1
O
O
O
O
1
O
15.2$
20.27
19.41
16.49
13.25
10.35
7.95
6.06
4.60
3.1$
2.63
1.99
1.14
0.86
0.65
0.50
0.38
0.28
0.22
0.17
0.13
0.10
0.32
0.005
o 079
0.665
0.374
0.231
0.011
0.000
0.701
0.42$
0.62$
0.052
0.516
0.072
Après avoir regroupé certaines cellules, la statistique du khi-carré pour l’échan
tillon est donnée par
=
(O —E)2
=
fréquence observée (O) ] fréquence estimée (E) valeur de [toi —
0.023
Total 12$ 12$ 3.789
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avec 11 degrés de libertés. Puisque (O.95) 19.68, on ne rejette pas au niveau
de 5%, l’hypothèse que le nombre de pannes d’ordinateurs provient d’une loi de
Poisson généralisée. Nous notons que le test d’ajustement du khi-carré est un test
approximatif car les données sont corrélées.
Pour l’analyse des résidus, rappelons d’abord que le résidu correspondant à la
tème observatioll, délloté Tt, est défiui par
Tt = — = x1]
=
Ainsi, nous avons calculé les résidus ajustés pour la série du nombre de sinistres,
Le graphique de ces résidus est présenté dans la figure (4.2.4).
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FIGuRE 4.2.4. Résidus de la série 1.
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Grâce à ce graphique, on peut constater que ces résidus varient environ entre
-5 et 5.
L’espérance mathématique des résidus est donnée par
E[X
—
=
= — E[pX_i
— 1 — 91
= 1—O—ri—9— 1—6
p1—9.
Ainsi, l’estimé de l’espérance des résidus est
i[] = —1.302,
et nous avons trouvé que la moyenne des résidus estimés est égale à -1.301.
Nous pouvons utiliser les estimés j5, et pour estimer la moyenne et la
variance du nombre de pannes d’ordinateurs durant une semaine comme
l] /(1
—
4.021,
Jj /(1 - 14.397.
Les résultats obtenus des estimés par la méthode du maximum de vraisemblance
conditionnelle indiquent que la probabilité qu’une panne survenue dans la se
maine (t — 1) générera une autre panne dans la semaine t, est de 0.323. L’estimé
du paramètre 6 est de 0.471; cette valeur indique qu’il y a une surdispersion clans
les observations. Pour notre cas, ceci implique que la variance du processus est
approximativement 4 fois plus grande que sa moyenne.
Étant donné que les estimateurs j5, 5’ et & sont asymptotiquement normaux
et que nous ne sommes pas capable de calculer I(p, À, O) de manière analytique,
nous avons utilisé dans ce cas la matrice d’information observée de l’échantillon.
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L’information observée est définie comme
(p,À,9) i() t()
-1
:i=— rl(i5,,) 1(75..S.)
a2l()
évaluée au point (f5,
, ) (0.323, 2.125, 0.471). Ainsi, nous avons obtenu à l’aide
d’un programme MATHEMATICA,
0.0055 0.0017 0.0008
= 0.0017 0.0493 —0.0040
0.0008 —0.0040 0.0026
Les intervalles de confiance de niveau 959o approximatifs, pour les paramètres p,
) et O, pour le modèle du nombre de pannes d’ordinateurs sont respectivement
donnés par
0.323 + 1.96/0.0055 ou [0.176, 0.470],
2.125 + 1.96V’0.0493 ou [1.689, 2.560],
0.471 + 1.96V0.0026 ou [0.371, 0.571].
Les coefficients de corrélations sont estimés par r(j5, ) = 0.1043, àr(5, ) =
0.2257 et Corr, O) = —0.3524.
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4.3. DEscRIPTIoN DE LA SÉRIE 2
Dans cette clerilière partie, nous étudions une autre série obtenue de la Colombie
Britanique (freeland et McCabe (2001)). Les données représentent le nombre de
sinistres mensuels relatifs à l’indemnisation des travailleurs à court terme à cause
des blessures dans leur travail. La série comporte 120 observations et elle débute
en janvier 1985. La figure (4.3.1) représente cette série.
FIGuRE 4.3.1. Série du nombre de sinistres.
Nous remarquons que le nombre de sinistres le plus élevé dans cette série est
de 21, enregistré en janvier 1987. Notons que le nombre moyen de sinistres pour
cette série est de 6.13 et que la variance de 11.70 représente presque 2 fois la
moyenne, d’où une surdispersion.
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4.4. MoDÉLIsATIoN DE LA SÉRIE 2
Afin de modéliser ilotre série, nous avons examiné les autocorrélations et les
autocorrélations partielles représentées clans la figure (4.4J). Nous constatons
ciue la fonction d’autocorrélation décroît exponentiellernent et ciue la fonction
cFautocorréaltion partielle semble significative pour le premier délai.
Series : accidents
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FIGuRE 4.4.1. Autocorrélations et autocorrélations partielles de la
série 2.
Un modèle GPAR(1) semble donc plausible pour modéliser cette série. Les
estimateurs des paramètres de ce modèle par la méthode du maximum de vrai
semblance conditiollilelle sont donnés au tableau (4.4.1). Nous avons représenté
les fréquences relatives des observations de la série 2 et la fonction de probabilité
0 5 10 15 20 25 30
Lag
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TABLEAu 4.4.1. Estirnateurs des paramètres de la série 2.
j3
0.55$ 4.427 0.276
correspondante de la loi de Poison généralisée avec paramètre et dans les
figures (4.4.2) et (4.4.3).
0,14
0,12
0,1
0,08
0,06
E
2 345 6J89
fiGRE 4.4.2. Fréquence relative de la série 2.
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FIGuRE 4.4.3. Probabilité théorique de la série 2.
Nous remarquons que les figures (4.4.2) et (4.4.3) ont la même forme; de plus,
nous pouvons tester si les données représentant le nombre de sinistres proviennent
d’une loi GP(,)., 6) en utilisant le test d’alustement du khi-carré. Les fréquences
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observées et théoriques sont présentées dans le tableau (4.4.2) avec Festimateur
(, ) obtenu par la méthode du maximum de vraisemblance conditionnelle.
TABLEAU 4.4.2. fréquences observées et estimées de la série 2.
xj [ fréquence observée (O) fréquence estimée (E) valeur de [(O —
0 0 1.43 1.433
1 4 4.81 0.136
2 10 9.09 0.091
3 15 12.75 0.398
4 16 14.82 0.094
5 16 15.12 0.051
6 13 14.01 0.073
7 9 12.06 0.777
8 9 9.80 0.065
9 9 7.60 0.256
10 3 5.68 1.261
11 7 4.11 2.040
12 5 2.89 1.537
13 1
14 2 0.034
15 0
16 0 0.58
17 0 0.38
18 0 0.24 0.898
19 0 0.15
20 0 0.09
21 1 0.06
22 O (L09
Total 120 120 9.150
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Après avoir regroupé certaines classes, la statistique du khi-carré pour l’échan
tillon est donnée par
= f: (O —E1)2 = 9.15
avec 12 degrès de libertés. Puisque ,&(0.95) = 21.03, on ne rejette pas l’hypothèse
que le nombre de sinistres provient d’une loi Poisson généralisée au niveau o = 5%.
Nous notons que le test d’ajustement du khi-carré est un test approximatif
car les données sont corrélées.
Nous testons contre une sous-dispersion ou surdispersion quand, sous l’hypo
thèse nulle, nous avons un modèle PAR(1) et sous l’hypothèse alternative, nous
avons un modèle CPÀR(1). Le test statistique est:
H0:O=0 vs HA:8Ø0
Puisque l’estimatenr est asymptotiquement normal de moyenne O et de variance
alors sous l’hypothèse nulle, la variable Té = (ê — O)/ê suit asymptotique-
ment une loi normale de moyenne O et de variance 1. La valeur de ITêl est égale à
4.35, supérieure à Z(i...0p) = 1.96. Donc, on rejette l’hypothèse H0 au niveau de
signification de 0.05.
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Le graphique des résidus est présenté dans la figure (4.4.4).
-5 et 5.
L’espérance mathématique des résidus est donnée par
Ainsi, l’estimé de l’espérance des résidus est
=
—z5 = —3.417,
1—o
et nous avons trouvé que la moyenne des résidus estimés est égale à -3.416.
fIGuRE 4.4.4. Résidus de la série 2.
Grâce à ce graphique, on peut constater que ces résidus varient environ entre
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Nous pouvons utiliser les estimés j5, , et 6 pour estimer la moyenne et la
variance du nombre de sinistres par
=
/(1
- ê) = 6.121,
-
Les résultats obtenus des estimés par la méthode du maximum de vraisemblance
conditionnelle indiquent que la probabilité qu’un sinistre survenu dans le mois
(t — 1) générera un autre sinistre clans le mois t, est de 0.558. L’estimé du pa
ramètre 9 est de 0.276, cette valeur indique qu’il y a une surdispersion dans les
observations. Pour notre cas, ceci implique que la variance du processus est ap
proximativement 2 fois plus grande que sa moyenne.
Étant donné que les estimateurs j5, . et sont asymptotiquement normaux
et que nous ne sommes pas capable de calculer I(p, À, O) de manière analytique,
nous avons utilisé dans ce cas la matrice d’information observée de l’échantillon,
définie comme
t(j3, , ê) l(’ , ê) ê) -1
Z Ï(i5,5,ê) t(p,À,6) x0t(p,À,o)
t(i5,,ê) -Ï(j5,,ê) l(75,.,ê)
évaluée au point (, , ê) (0.558, 4.427,0.276). Ainsi, nous avons obtenu à l’aide
d’un programme MATHEMATICA,
0.0042 —0.0045 0.0020
—0.0045 0.2359 —0.0171
0.0020 —0.0171 0.0040
Au niveau de confiance 95%, des intervalles de confiance approximatifs pour les
paramètres p, À et O du modèle pour le nombre de sinistres sont respectivement
donnés par
0.558 + 1.96’I0.0042 ou [0.429, 0.686],
4.427 + 1.96V0.2359 ou [3.475, 5.379].
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0.276 + 1.96”0.0040 ou [0.152, 0.101].
Notons que l’intervalle de confiance approximatif pour le paramètre p ne contient
pas 0, ce qui implique qu’il y a effectivement une dépendance dans les données à
modéliser. Les coefficients de corrélations sont estimés par Corr(j3, ) —0.1416,
Corr(j5, ) 0.4861 et Corr(, ê) —0.5552.
CONCLUSION
Dans ce mémoire, nous nous sommes intéressés au modèle lilléaire à valeurs
entières no ilégatives GPAR(1) introduit par Alzaid et Al-Osh (1993). Nous
avons estimé les paramètres par la méthode des moments et la méthode du maxi
mum de vraisemblance conditionilelle. Ellsuite, nons avons étudié par simulation
le comportement de ces estimateurs et nous avons étudié leur efficacité asympto
tique.
Nous avons comparé les estimateurs du maximum de vraisemblance condi
tionnelles j3, et et des moments , et J des paramètres p, ) et O du pro
cessus GPAR(1). Les estimateurs obtenus par les deux techniques d’estimation
demeurent presque identiques et sans biais. Ensuite, nous avons étudié l’efficacité
asymptotique des estimateurs, ce qui nous a coilfirmé que la méthode du maxi
mum de vraisemblance conditionnelle est la meilleure.
Par ailleurs, le problème de l’identification du modèle n’a pas été étudié, mais
nous pensons, e s’inspirant de leurs analogues à valeurs réelles, de trouver une
façon de le résoudre. finalement, notre étude pourrait être prolongée au cas mul
tivarié pour le modèle GPAR.
ANNEXE
Nous présentons dans cet appendice les programmes développés en C++ et en
MATHEMATICA qui ont été utilisés pour nos simulations et nos estimations des
paramètres du modèle GPAR(1), ainsi que pour la détermination des variances
asymptotiques.
Le but des programmes C++ est de
(1) générer des observations provenant du modèle GPAR(1);
(2) calculer les estimateurs des paramètres du modèle GPAR(1) par la mé
thode des moments;
(3) calculer les estimateurs des paramètres du modèle GPAR(1) par la mé
thode du maximum de vraisemblance conditionnelle;
(4) calculer le biais de ces estimateurs;
(5) calculer les estimateurs des paramètres par la méthode des moments et
par celle du maximum de vraisemblance conditionnelle pour la série du
nombre de pannes d’ordinateurs et la série du nombre de sinistres.
Le but du programme MATHEMATICA est de calculer l’information de Fi
sher de l’estimateur du maximum de vraisemblance conditionnelle et d’estimer
les variances asymptotiques des estimateurs obtenus par les trois méthodes d’es
timation pour le modèle GPAR(1).
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****************************
Programme de la fonction md
****************************
double rnd(int x[])
{
double u;
int a[4] = { 53, 15372, 6238, 32 };
int z[4];
z[0] = a[O]*x[0]+11; // la constante c=11
z[1] = atl]*x[O]+a[0]*x[1]
z[2] at2]*x[0]+a[1]*x[1]+a[O]*x[2];
z[3] = a[3] *x[0]+a[2] *x[j]+a[1] *x[2]+a[O]*x[3];
x[0] = z[O]16384;
z[1] = z[1]+(z[0]/16384);
x[1] = z[1]°?16384;
z[2] = z[2]+(z[1]/16384);
x[2] z[2]16384;
z[3] z[3]+(z[2]/16384);
x[3] = z[3]°h64;
u = x[3] *0. 015625+x [21*0.9536743164e-06
+x[1] *0. 5820766091e-10+x[O] *0.3552713679e-14;
retumn(u);
}
***********************************************************
Programme de la fonction qui simule la loi quasi-binoimiale
int QuasiBinom(double p, double theta, int y, int x[])
{
int k;
double u, pr, s, q;
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double prodi, prod2, prod3, prod4;
u=rnd(x);
k = O;
q = l.O-p;
pr = q*pow((q+y*theta)/(1+y*theta), (double)y-1);
s = pr;
while C u > s ) {
++k;
prodl=(y-k+1)/(k*1.O);
prod2= (p+k*theta) / (q+ (y-k+1) *theta);
prod3=pow((1+(theta/(p+k*theta-theta))), (double) (k-2));
prod4=pow((1-(theta/(q+(y-k+1)*theta))), (double)(y-k-1));
pr = pr*prodl*prod2*prod3*prod4;
s = s+pr;
}
return (k);
}
Programme de la fonction qui simule la loi de Poisson généralisée
*****************************************************************
int GenPoisson(double lambda, double theta, int x[])
{
int k;
double u, pr, s;
u=rnd(x);
k = O;
pr = exp(-lambda);
s = pr;
while ( u > s ) {
++k;
pr=pr* (la.mbda+theta*k) *pow ( (1+theta/ (lambda+theta*k-theta)),
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double(k-2))*exp(-theta)/k;
s = s+pr;
I
return(k);
}
Programme qui calcule les estimateurs et leur biais
par la méthode des moments
#include <iostream.h>
#include <stdlib.h>
#include <math.h>
#include “md. cc’
#include “GenPoisson.cc”
#include “QuasiBinom. cc’
int vectinitl[4] = { 8745, 342, 0, 0 };
int main(int *argc, char ** argv)
{
int n, L;
n= atoi ( argv [1]);
L= atoi ( argv[2]);
int X[n+1], epsilon[n+1];
int sommeO, sommel;
double moyo, moyl;
double gammaO, gaminai;
double p, q, lambda, theta;
double Estp, Estq, Estlambda, Esttheta;
double SomEstp, SomEstlainbda, SomEsttheta;
double MoyEstp, MoyEstlambda, MoyEsttheta;
double Biaisp, Biaislambda, Biaistheta;
lambda=atof (argv [3]);
$0
theta=atof (argv t4]);
patof (argv [5])
cout « “Les Parametres : ‘ « n « “,“ « L « “,“ « lambda« “,“
« theta «“,“ «p« endi;
SomEstpO . 0;
$omEstlambda=0 .0;
SomEsttheta=0 .0;
for(int j1;j<L;j++)
{
q1.0-p;
X[0]=GenPoisson(lambda, theta,vectinitl);
somme00;
sommel=0;
gamma0=0.0;
gammal=0.0;
fortint j=1;j<=n;j++)
{
epsilon[j]=GenPoisson(q*lambda, theta,vectinitl);
X[j]=QuasiBinom(p, theta/lambda, X[j-1] ,vectinitl)+epsilon[j];
cout«X[j] «endi;
}
for(int j1;j<n-1;j++) sommeo=sommeo+X[j];
moyo=sommeo/((n-1)*1.0);
for(int j=1;j<=n;j++) sommel=sommel+X[j]
moyl=sommel/(n*1 .0);
for(int j=1;j<=n;j++)
gammao=gammao+(X [j] -moyl) * (X[j] -moyl)
for(int j1;j<n-1;j++)
gaimnal=gaimnal+(X [j +1] -moyl) * (X[j] -moyl)
Estp=gammal/gammao;
Estq=1-Estp;
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Estlambda=sqrt(n*pow((moyl-Estp*moyO) ,3)/(pow(Estq,3)*gammaO));
Esttheta=1- (Estlambda*Estq) / (moyl-Estp*moyO);
SomEstp=SomEstp+Estp;
$omEstlambda=SomEstlambda+Estlambda;
SomEsttheta=Somlsttheta+Est-theta;
}
MoyEstp= SomEstp/L;
MoyEstlambda= SomEstlambda/L;
MoyEsttheta=SomEsttheta/L;
Biaisp = MoyEstp-p;
Biaislambda = MoyEstlambda-lambda;
Biaistheta = MoyEsttheta-theta;
cout«’TBiaisp=”«Biaisp«endl;
cout«”Biaislainbda=”«Biaislainbda «endi;
cout«”Biaistheta=”«Biaistheta«endl;
return O;
}
Programme qui calcule les estimateurs et leur biais
par la méthode du m.v.c
***************************************************
#include <cmath>
#include “nr.h”
#include<stdio .h>
#include <iostream.h>
#include <stdlib.h>
#include <math.h>
#include “md. cc”
#include “GenPoisson. cc”
1*include “QuasiBinom. cc’
double Minc[3]={O,O,O},Maxc[3]={1,12,1};
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int n,L;
int convergence=O;
double lambda,theta,pr,q;
int X[300], epsilon[300];
int vectinitl[4] { 8745, 342, 0, 0 };
void fonc(double*,double*, double*);
using namespace std;
namespace
{
inline void get_psum(Mat_I_DP &p,Vec_0_DP &psum)
{
int i,j;
DP suin;
int mpts=p.nrowsO;
int ndim=p.ncolsO;
for (j=O; j<ndim;j++)
{
for (sum=O.O,i=O;i<mpts;i++)
sum += pEu [j];
psumtj]=sum;
}
}
}
void NR: :amoeba(Mat_IO_DP &p,Vec_I0_DP &y, const D? ftol, DP
funk(Vec_I_DP &), int &nfunk)
{
const int NMAX50000;
const D? TINY=1.Oe-1O;
int i,ihi,ilo,inhi,j;
D? rtol, ysave, ytry;
int mptsp.nrowsO;
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int ndimp.nco1sO;
Vec_DP psum(ndim);
nfunk=O;
get_psum(p,psum);
for(;;)
{
ilo=O;
ihi=y[O] > y[l] ? (inhi=1,O): (inhi=O,1);
for (i=O;i<mpts;i++)
{
if (y[i] < y[ilo]) ilo=i;
if (y[i] > y[ihi]){
inhi=ihi;
ihi=i;
}
else if (y[i] > ytinhi] &8 i! ihi) inhi=i;
}
rtol=2 O*fabs (y[ihi] -y[ilo] ) / (fabs (y [ihi] )+fabs (y[ilo])+TINY);
if (rtol< ftol)
{
SWAP(y[O] ,y[ilo]);
for (i=O;i<ndim;i++) SWAP(p[O] [j] ,p[ilo] [il);
break;
}
if (nfunk >NMAX){
convergence=O;
break;
nrerror (“NMAX exceeded”);
}
nfunk += 2;
ytry=amotry(p,y,psum,funk,ihi,-1.O);
84
if (ytry<=y[ilo])
ytry=amotry(p,y,psum,funk,ihi,2.O);
else if (ytry >= y[inhi])
{
ysave= y[ihi];
ytry=amotry(p,y,psum,funk,ihi,O.5);
if (ytry >= ysave)
{
for(i=O; i<mpts; i++)
{
if (i != ilo)
{
for (j=O;j<ndim;j++)
p[i] [j]psum[j]0.5* (p Li] [j]+p[ilo] [j]);
y[i]=funk(psum);
}
}
nfunk+=ndim;
get_psum(p,psum);
}
}
else --nfunk;
}
}
DP NR:: amotry(Mat_IO_DP &p,Vec_O_DP &y, Vec_IO_DP & psum,
D? funk (Vec_I_DP &), const int ihi, const D? fac)
{ int j,i;
static int k0;
D? f aci, f ac2, ytry;
double X;
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int ndim=p.ncolsO;
Vec_DP ptry(ndim);
facl=(1 O-fac)/ndim;
fac2=fac 1-fac;
for(j=O;j<ndim;j++){
ptry[j]=psum[j]*facl—p[ihi] [j]*fac2;
I
for(j=O;j<ndim;j++){
if (ptry [j] <Mmc [j])
ptry[j]=Minc[j];
else if(ptry[j]>Maxc[j]) ptry[j]=Maxc[j];
}
ytry=funk(ptry);
if (ytry < y[ihi]){
ytihi]ytry;
for (j=O;j<ndim;j++){
psum[j] += ptry[j]-p[ihi] [j];
p[ihi] [j]=ptry[j];
}
}
for(i=O;i<p.nrows() ;i++) {
for(j=O;j<p.ncols() ;j++){
}
}
x= (double) ytry;
return ytry;
I
int Min (int a, int b)
{
if (a>=b)
return b;
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else return a;
}
extern double sommeinterieure(double p,double lambda,double theta,int X[],
int t,int a);
double Gine(double p,double lambda,double theta, int X[])
{
double somme=O;
int a;
for(int t=2;t<=n; t++)
{
a=Min(X[t] ,X[t-1]);
sornme=somme+log(sommeinterieure(p,lambda,theta,X,t,a));
}
return somme;
}
double fctl(double p, double lambda, double theta, int r, int X)
{
double q;
double vali;
double prodi, prod2, prod3, prod4;
q = 1.0
-
p;
vall=q*pow((q+X*(theta/lambda))/(1+X*(theta/lambda)) , (double)X-1);
f or(int k=1; k <= r; k++)
{
prodl=(X-k+1)/(k*1.O);
prod2=(p+k*(theta/lambda))/(q+(X-k+1)*(theta/lambda));
prod3=pow((1+( (theta/lainbda) / (p+k* (theta/lambda) - (theta/lambda)))),
(double)k-2);
prod4=pow((1-((theta/lambda)/(q+(X-k+1)*(theta/lambda)))),
(double)X-k-1);
vall=vall*prodl*prod2*prod3*prod4;
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}
return vali;
}
double f ct2(double p, double lambda, double theta, int xtr)
{
double q;
double val2;
q = l.O-p;
val2=exp(-q*lambda);
f or(int k=1; k <= xtr; k++)
{
val2val2* (q*lambda+theta*k) *pow((1+theta/ (q*lambda+theta*k-theta)),
(double)k-2)*exp(-theta)/k;
}
return val2;
}
double sommeinterieure(double p,double lambda,double theta,int X[],
int t, int a)
{
double somme=O;
for (int r=O; r<= a; r++)
somme = somme + fctl(p,lambda,theta,r,X[t-1])*fct2(p,lainbda,theta,X[t]-r);
return somme;
}
DP fct(Vec_I_DP &M){
DP r,x,y,z;
r=-Gine(M[O] ,M[1] ,M[2] ,X);
return r;
}
void main(int *argc,char** argv)
{
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int h;
double lam=O.001;
int i,j,k,nombre=O;
double sommetheta=O, sommelainbda=O, sommepr=O;
double p0, lambdaO , thetao;
n=atoi(argv[1]);
L=atoi(argv[2]);
1aibda=atof (argv[3]);
theta=atof (argv [4]);
pratof (argv [5]);
q=1-pr;
f or(k=O ;k<L;k++){
convergence=1;
X[O]=CenPoisson(lambda, theta,vectinitl);
for( j=1;j<n;j++)
{
epsilontj]=GenPoisson(q*lambda, theta,vectinitl);
X[j]=QuasiBinom(pr, theta/lainbda, X[j-1] ,vectinitl)+epsilon[j];
}
f onc (&pO , &lambdaO , &thetaO);
Mat_I0_DP p(4,3);
p[O] [O]=pO;
p [0] [1]=lainbdaO;
p [0] [2] =thetao;
pLi] [O]=p[O] [O]+lam;
pLi] [i]p[O] Li];
pLi] [2] =p [0] [2];
p[2] [O] =p [O] [0];
pL2] Li] =p [O] [1]+lam;
pL2] [2] =p [O] [2];
p[3] LO]=pLO] [O];
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p[3] [1] =p [O] [1];
p[3] [2]p[O] [2]+lam;
Vec_IO_DP y(4);
Vec_IO_DP tempo(3);
for(i=O;i<p.nrows() ;i++) {
for(j=O;j<p.ncols() ;j++)
tempo[j]=p[i] [j];
y[i]fct(tempo);
}
NR: :amoeba(p,y,O.0001,fct,h);
if (convergence==1)
{
nombre++;
sommepr+p [O] [O];
sommelambda+=p[O] [1];
sommetheta+=p [0] [2];
}
I
cout«”resultat pour”«endl;
cout«”valeur de n taille de 1 echantillon=’«n«endl;
cout«”valeur de L nombre de simulations=”«L«endl;
cout«”valeur de lambda=”«lambda«endl;
cout«T1valeur de theta=”«theta«endl;
cout«”valeur de p”«pr«endl;
cout«”nombre de convergence obtenu=”«nombre«endl;
if (nombre ! =0)
{
cout« “Biaislambda=’« (sommelambda/nombre) -lambda«endl;
cout«”Biaistheta=”«(sommetheta/nombre)-theta«endl;
cout«”Biaisp=”«(sommepr/nombre)-pr«endl;
}
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else
{
cout«”audune convergence obtenu avec les valeurs”«endl;
cout«”lambda=”«lanibda«endl;
cout«”theta=”«theta«endl;
cout«”p=”«pr«endl;
}
}
void f onc(double *pro,double *lajnb,double * the)
{
int sommeO, sommel;
double moyo, moyl;
double ga.mmaO, ganimal;
double Estp, Estq, Estlambda, Esttheta;
double SomEstp, SomEstlambda, Somlsttheta;
double MoyEstp, MoyEstlambda, MoyEsttheta;
double Biaisp, Biaislambda, Biaistheta;
$omEstp=O 0;
SomEstlambda=O O;
SomEsttheta=O O;
sommeO=O;
somme 1=0;
gammaO=O.0;
gammal=0.O;
for(int j=1;j<=n-1;j++) sommeO=sommeO+X[j];
moyO=sommeO/((n—1)*1.O);
for(int j1;j<n;j++) sommel=sommel+X[j]
moyl=sommel/(n*1.O);
for(int j1;j<n;j++)
gammao=gammao+(X[j] -moyl) * (X [j] -moyl)
for(int j1;j<n-1;j++)
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gamma1gamma1+(X[j+f]-moy1)*(X[j]-moy1)
Estpganima1/gammaO;
Estq1-Estp;
Estlambda=sqrt (n*pow((moyl-Estp*moyO) , (double)3)/
(pow(Estq, (double)3)*gammaO));
Esttheta=1 - (Estlambda*Estq) / (moy 1 -Estp*moyO);
SomEstp=SomEstp+Estp;
SomEstlambda=$omEstlambda+Estlambda;
SomEsttheta=$omEsttheta+Esttheta;
*proEstp;
*la.mb=Estlambda;
*theEsttheta;
}
**********************************************************************
Programme qui calcule l’information de Fisher de l’estimateur du m.v.c
pour les séries nombre de pannes d’ordinateurs et nombre de sinistres
fl[p_,l_,m_]
Binomial[x[[t—1]] ,r]*p*(1_p)*l/(l+m*x[[t-1]])*t(p*l+r*m)/(l+m*x[tt-1]]))’
(r—1)*(((1—p)*l+(x[[t—1]] _r)*m)/(l+m*x[Et—1]] ))(xt[t—1]]—r—1)
f2tp_,l_,m_] : l*(1_p)*(l*(1_p)+m*(xE[t]]_r))(x[[t]]_r_1)*Exp[_((1_p)*l
+m*(x[[t]]—r))]/(x[[t]]—r) !;
f[p_,L...,m_] :=Sum[Log[$um[fl[p,l,m]*f2[p,l,m] ,{r,O,Min[x[[t]] ,x[[t—1]]]}]]
{t,2,Length[x]I];
x:=ReadList[”article.dat” ,Nuinber];
d=Table[{{gpp[p_,l_,m_]=D[f[p,l,m] ,p,p] ,gpl[p_,l_,m_]=D[f[p,l,m] ,i,p],
gpm[p_,l_,m_]=D[f[p,l,m] ,m,p]},
{glp[p_,l_,m_]D[f[p,l,m],p,l],gll[p_,1_,m_]=Dtf[p,l,m],l,l],
glm[p_,l_,mJ=D[f[p,l,m] ,m,l]},
{gmp[p,l_,m_]D[f[p,l,m] ,p,m] ,gml [p_,l_,mJ =D [f [p,l,m] ,l,m],
gmmtp_,l_,m_]=D[f[p,l,mJ,m,m]I}];
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MatrixForm[d];
m=Table[{{gpp[0.323558,2. 1252,0.471505] ,gpl[0.323558,2.1252,0.471505],
gpm[0.323558,2. 1252,0.471505]},
{glp[0.323558,2.1252,0.471505],gll[0.323558,2.1252,0.471505],
glm[0.323558,2.1252,0.471505]},
{gmp[0.323558,2.1252,0.471505],gml[0.323558,2.1252,0.471505],
gmm[O.323558,2.1252,O.471505]}}];
MatrixForm[m];
ifrmnverse[-m];
MatrixForm [if]
Programme qui calcule les variances asymptotiques des estimateurs
obtenus par les trois méthodes d’estimation pour des séries simulées
selon le modèle $GPAR(1)$.
debut=Date [];
ffl[p_,l_,m_] p*x[[t-1]]+l*(1—p)/(1—m);
ff2[p_,l_,m_] :=p*(1-p)*(x[[t-1]]’2—Sum[x[[t—1]] !*(m/lY’(j—l)/((x[[t—l]]-j—l)
ff[p_,l_,m_] :=-0.5*(Log[ff2[p,l,m]]+(x[[t]]-ffl[p,l,m]Y2/ff2[p,l,m]);
ggl[p_,l_,m_] :
Binomial[x[[t—1]] ,r]*p*(1—p)*l/(l+m*x[[t—1]])*((p*l+r*m)/(l+m*x[[t-1]])Y
gg2[p_,l_,m_] l*(1—p)*(l*(1—p)+m*(x[[t]]—r)Y(x[[t]]—r-1)*Exp[—((1-p)*l
+m*(x[[t]]—r))]/(x[[t]]—r) !
gg[p_,l_,m_] :=Log[Sum[ggl[p,l,m]*gg2[p,l,m] ,{r,0,Min[x[[t]] ,x[[t-1]]]}]];
x:=ReadList[”sO.8.3.0.6”,Number];
n=Length[x];
hpp[p_,l_,mJ=Sum[D[ff[p,l,m],p]*D[ff[p,l,m],p],{t,2,n}];
hlp[p_,l_,m_]=Sum[D[ff[p,l,m],p]*D[ff[p,l,m],l],{t,2,n}];
hmp[p_,l_,m_]=Sum[D[ff[p,l,m],p]*D[ff[p,l,m],m],{t,2,n}];
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hll[p_,1_,m_]Sum[D[ff[p,1,m] ,1]*D[ff[p,1,m]
hml[p_,1_,m_]=Sum[D[ff[p,1,m] ,1]*D[ff[p,1,m]
hmm[p_,1_,m_1=$um[D[ff[p,1,m] ,m]*D[ff[p,1,m]
gpp[p_,1_,m_]=Sum[D[ff[p,1,m],p,p],{t,2,n}];
g1p[p_,1_,m_]Sum[D[ff[p,1,m],p,1],{t,2,n}];
gmp[p_,1_,m_]=$um[D[ff[p,1,m] ,p,m] ,{t,2,n}];
glltp_,1_,m_]=Sum[D[ff[p,1,m],1,1],{t,2,nI];
gml[p_,1_,m_]=Sum[D[ff[p,1,m],1,m],{t,2,n}];
gmm[p_,1_,mJ=Sum[D[ff[p,1,m] ,m,m] ,{t,2,n}];
rpp[p_,1_,m_]=$um[D[gg[p,1,m] ,p]*D[gg[p,1,m]
rlp[p_,1_,m_]=Sum[D[gg[p,i,m] ,p]*D[gg[p,1,m]
rmptp_,1_,m_]Sum[Dtgg[p,1,m] ,p]*D[gg[p,1,m]
rlltp_,1_,m_]=$um[DCggtp,1,m] ,1]*D[gg[p,1,m]
rml[p_,L,m_]=Sum[D[gg[p,1,m] ,1]*D[gg[p,1,m]
rmm[p_,1_,m_]=Sum[D[gg[p,1,m] ,m]*D[gg[p,1,m]
p=o.8;
13;
,1] ,{t,2,n}]
,m] ,{t,2,n}];
,m] ,{t,2,n}];
,p] ,{t,2,n}];
,1] ,{t,2,n}];
,m] ,{t,2,n}];
,1] ,{t,2,nI];
,m] ,{t,2,n}];
,m] ,{t,2,n}];
m=O.6;
mll=gpp[p,1,m];
m12=glp[p,1,m];
m13=gmp[p,1,m];
m22=gll[p,1,m];
m23=gml[p,1,m];
m33=gmm[p,1,m];
m1Tab1e [{{mll ,m12 ,m13},
{m12 ,m22 ,m23},
{m13,m23,m33}}];
nhlhpp[p,1,m];
n12=hlp[p,1,m];
n13=hmp[p,1,m];
n22=hll[p,1,m];
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n23hm1[p,1,m];
n33=hmm[p,1,m];
ni=Table[{{nll ,n12,n13},
{n12,n22 ,n23},
{n13,n23,n33}}];
ollrpp[p,1,m];
o12=rlp[p,1,m];
o13=rmp[p,1,m];
o22=rll[p,1,m];
o23=rml[p,1,m];
o33rrnm[p,1,m];
n2=Table[{{oll,o12,o13},
{o12,o22,o23},
{o13,o23,o33}}];
if 1=Inverse [—ml/n]
klnh/n;
vgifl .kl ifi;
k2n2/n;
vv=Inverse [k2];
moyenne= Apply[Plus, x]/n;
qv=Sum[(x[[t]]-moyenneY2,{t,1,n}]/(n-1);
ft=Table[((x[[t]]-moyenne)*(x[[t+1]]-moyenne)/qv)-p,{t,1,n-1}];
ftt=Table[((x[Et+1]]-moyenne)*(x[[t+2]]-moyenne)/qv)-p,{t,1,n-2}];
ft2=Table[((x[[t+2]]-moyenne)*(x[[t+3]]-moyenne)/qv)-p,{t,1,n-3}];
ft3=Table[((x[Et+3]]-moyenne)*(x[[t+4]]-moyenne)/qv)-p,{t,1,n-4}];
ft4=Table[((x[[t+4]]-moyenne)*(x[[t+5]]-moyenne)/qv)-p,{t, 1,n-5}];
ft5=Table[((x[[t+5]]-moyenne)*(x[[t+6]]-moyenne)/qv)-p,{t, 1,n-6}];
gt=Table[x[[t]]*(1-p)—(1*(1-p)/(t-m)) ,{t, i,n}]
gtl=Table[x[[t+1]]*(1-p)-(1*(1-p)/(1—m)) ,{t,1,n—1}]
gt2TableEx[[t+2]]*(1—p)—(1*(1—p)/(1-m)),{t,1,n—2}]
gt3=Table[x[[t+3]]*(1-p)-(1*(1-p)/(1-m)) ,{t, 1,n-3}];
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gt4=Table[x[[t+4]]*(1-p)-(1*(1-p)/(1-m)) ,{t,1,n-4}];
gt5=Table[x[[t+5]]*(1-p)-(1*(1-p)/(1-m)),{t,1,n-5}];
htTab1e[(x[[t]]-moyenne)2-(1/(1-m)3),{t,1,n}];
ht1=Tab1e[(x[[t+1]]-moyenne)2-(1/(1-mY3),{t,1,n-1}];
ht2=Tab1e[(x[[t+2]]-moyenne)2-(1/(1-m)3),{t,1,n-2}];
ht3=Tab1e[(x[[t+3]]-moyenne)2-(1/(1-m)’3) ,{t,1,n-3}];
ht4=Tab1e[(x[[t+4]1-moyenne)2-(1/(1-mY3),{t,1,n-4}];
ht5=TableE(x[Et+5]]-moyenne)2-(1/(1-m)’3) ,{t,1,n-5}];
rl=Table t{{-n+1, O, O},
{-n*moyenne+(n*1/(1-m)),-n*(1-p)/(1-m),—n*(1-p)*1/(1-m)21,
{O,-n/(1-m)3,-3*1*n/(1-m)4}}];
irl=Inverse[rl];
irll=Transpose [in];
aO=Sum[ft[[t]]*ft[[t]] ,{t,1,n-1}];
al=Sum[ft[[t]]*ftl[[t]] ,{t,1,n-2}]
a2Sum[ft[[t]]*ft2[[t]] ,{t,1,n-3}];
a3=Sum[ft[tt]]*ft3[[t]] ,{t,1,n-4}];
a4=Sum[ft[[t]]*ft4[[t]] ,{t,1,n-5}];
a5=$um[ft[[t]]*ft5[[t]] ,{t,1,n-6}]
vllaO+2* (al+a2+a3+a4+a5);
eO=$um[gt[[t]]*gtt[t]] ,{t,1,n}];
el=Sum[gt[[t]]*gtl[[t]] ,{t,1,n-1}];
e2=$um[gt[[t]]*gt2[[t]] ,{t,1,n-2}]
e3=$umtgt[[t]]*gt3[[t]] ,{t,1,n-3}];
e4=Sum[gt[[t]]*gt4[[t]] ,{t,1,n-4}];
e5=Sum[gt[[t]]*gt5[[t]] ,{t,1,n-5}];
v22e0+2* (el+e2+e3+e4+e5);
fO=Sum[ht[[t]]*ht[[t]] ,{t,1,n}];
ff=Sum[ht[[t]]*htl[[t]] ,{t,1,n-1}];
f2=Sum[ht[[t]]*ht2[[t]] ,{t,1,n-2}]
f3=Sum[ht[[t]]*ht3[[t]] ,{t,1,n-3}];
96
f4=Sum[ht[[t]J*ht4[[t]] ,{t,1,n-4}];
f5Sum[ht[[t]]*ht5[[t]] ,{t,1,n-5}];
v33=tO+2*(fl+f2+f3+f4+f5);
bO=Sum[ft[[t]]*gt[[t]] ,{t,1,n-1}];
bl=Sum[ft[[t]]*gtl[[t]] ,{t,1,n-1}]+Sum[ftt[[t]]*gt[[t]] ,{t,1,n-2}]
b2=Sum[ft[[t]]*gt2[[t]] ,{t,1,n-2}]+Sum[ft2[[t]]*gt[[t]] ,{t,1,n-3}]
b3Sum[ft[[t]]*gt3[[t]] ,{t,1,n-3}]+Sum[ft3[[t]]*gt[[t]] ,{t,1,n-4}];
b@Sum[ft[[t]]*gt4[[t]] ,{t,1,n-4}]+Sum[ft4[[t]]*gt[[t]] ,{t,1,n-5}];
b5=Sum[ft[[t]]*gt5[[t]] ,{t,1,n-5}]+Sum[ftb[[t]]*gt[[t]] ,{t,1,n-6}];
v12=bO+bl+b2+b3+b4+b5;
cO=Sum[ft[[t]]*ht[[t]] ,{t,1,n-1}];
cl=Sum[ft[[t]]*htl[[t]] ,{t,1,n-1}]+Sum[ftl[[t]]*ht[[t]] ,{t,1,n-2}];
c2=Sum[ft[[t]]*ht2[[t]] ,{t,1,n-2}]+Sum[ft2[[t]]*ht[[t]] ,{t,1,n-3}];
c3=Sum[ft[[t]]*ht3[[t]] ,{t,1,n-3}]+Sum[ft3[[t]]*ht[[t]] ,{t,1,n-4}]
c4=Sum[ft[[t]]*ht4[[t]] ,{t,1,n-4}]+Sum[ft4[[t]]*ht[[t]] ,{t,1,n-5}];
cb=Sum[ft[[t]]*ht5[[t]] ,{t,1,n-5}]+Sum[ftb[[t]]*ht[[t]] ,{t,1,n-6}];
v13c0+cl+c2+c3+c4+cS;
dO=Sum[gt[[t]]*ht[[tl] ,{t,1,n}];
dt=Sum[gt[[t]]*htl[[t]] ,{t,1,n-1}]+Sum[gtl[[t]]*ht[[t]] ,{t,1,n-1}J;
d2Sum[gt[[t]]*ht2[[t]] ,{t,1,n-2}]+Sum[gt2[[t]]*ht[[t]] ,{t,1,n-2}];
d3Sum[gt[[tJ]*ht3[[t]] ,{t,1,n-3}]+Sum[gt3[[t]]*ht[[t]] ,{t,1,n-3}];
d4Sum[gt[[t]]*ht4[[t]] ,{t,1,n-4}]+Sum[gt4[[t]]*ht[[t]] ,{t,1,n-4}];
d5=Suin[gt[[t]]*hts[[t]] ,{t,1,n-5}]+Sum[gt5[[t]]*ht[[t]] ,{t,1,n-5}];
v23d0+dl+d2+d3+d4+d5;
var=Table[{{vll ,v12,v13},
{v12,v22,v23},
{v13,v23,v33}}];
vm=irl.var.irll*(n);
MatrixForm[vm];
dvmDet [vin];
MatrixForm[vg];
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dvg=Det [vgl;
MatrixForm[vv];
dvv=Det [vv];
rmv=vm/vv//MatrixForm
rdl=dvm/dvv
rgv=vg/vv//MatrixForm
rd2=dvg/dvv
rmg=vm/vg//Matrixform
rd3=dvm/dvg
f in=Date[];
diff=fin-debut;
debut
f in
dif f
**********************************************************************
Programme qui calcule les estimateurs par la méthode des moments
pour les données du nombre de pannes d’ordinateurs et pour les données
du nombre de sinistres.
**********************************************************************
#include <iostream.h>
#include <math.h>
int main()
{
int n=128;
int X[n];
int sommeO, sommel;
double moyO, moyl;
double gammaO, gaminai;
double Estp, Estq, Estlainbda, Esttheta;
sommeO=O; sommei=O;
gammaO=O.O; gammal=O.O;
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for(int j=0;j<=n-1;++j) cm » X[j];
for(int j0;j<n-2;++j) sommeo=sommeo+XCj];
moyo=sommeo/((n-1)*1 .0);
for(int j=0;j<=n-1;++j) sornmelsommel+X[j];
moyl=sommel/(n*1.0);
for(int j=0;j<=n-1;++j)
ganimao=gammao+(X[j] -moyl)*(X[j] -moyl)
for(int j=0;j<=n-2;++j)
gammal=ganunal+(X[j+1] -moyl)* (X[j] -moyl)
Estpganima1/gaiiuna0;
Estq=1-Estp;
Estlambda=sqrt(n*pow((moyl-Estp*moyo) ,3)/(pow(Estq,3)*gammao));
Esttheta=1- (Estlambda*Estq) / (moyl-Estp*moyo);
cout«”Estp=” «Estp«endl;
cout«”Estlambda=” «Estlambda«endl;
cout«”Esttheta=”«Esttheta«endl;
return 0;
}
***********************************************************************
Programme qui calcule les estimateurs par la méthode du m.v.c pour les
données du nombre de pannes d’ordinateurs et pour les données du nombre
de sinistres.
***********************************************************************
#include <cmath>
#include “nr.h”
#include <stdio . h>
#include <iostream.h>
#include <stdlib . h>
#include <math.h>
double Minc[3]={0,0,0},Maxc[3]={1,12,1};
int n=128;
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int X[300];
using namespace std;
namespace
{
inline void get_psum(Mat_I_DP &p,Vec_O_DP &psum)
{
int i,j;
1W sum;
int mpts=p.nrowsQ;
int ndim=p.ncolsO;
for (j=O; j<ndim;j++)
{
for (sum=O.O,i=O;i<mpts;i++)
sum += pEu [j];
psum[j]=sum;
}
I
}
void NR: :amoeba(Mat_IO_DP &p,Vec_IO_DP &y, const D? ftol,
DP funk(Vec_I_DP &), int &nfunk)
{
const int NMAX=50000;
const D? TINY1.Oe-1O;
int i,ihi,ilo,inhi,j;
D? rtol, ysave, ytry;
int mptsp.nrowsQ;
int ndim=p.ncolsO;
Vec_D? psum(ndim);
nfunk=O;
get_psum(p,psum);
for(;;)
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{
ilo=0;
ihi=yto] > y[1] ? (inhi=1,0): (inhi=0,1);
for (i=0; i<mpts ; i++)
{
if (y [il < y [ilo]) ilo=i;
if (yti] > y[ihi]){
inhi=ihi;
ihi=i;
}
else if (y[i] > y[inhi] && i!= ihi) inhi=i;
}
rtol=2 0*f abs (y [ihi] -y [ilo] ) / (fabs (y [ihi] ) +fabs (y [ilo] ) +TINY);
if (rtol< ftol)
{
SWAP(y[0] ,y[ilo]);
for (i=0;i<ndim;i++) SWAP(p[0] [i] ,p[ilo] [i]);
break;
}
if (nfunk >NMAX){
break;
nrerror (‘TNMAX exceeded”);
}
nfunk += 2;
ytry=amotry(p,y,psum,funk,ihi,-1.0);
if (ytry<=y[ilo])
ytry=amotry(p,y,psum,funk,ihi,2.0);
else if (ytry >= y[inhi])
{
ysave= y[ihi];
ytry=amotry(p,y,psum,funk,ihi,0. 5);
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if (ytry > ysave)
{
for(i=O; i<mpts ; i+÷)
{
if (i != ilo)
{
for (j=O;j<ndim;j++)
p[i] [j]=psum[j]=0.5*(p[i] [j]+p[ilo] [j]);
y[i]=funk(psum);
}
}
nfunk+ndim;
get_psum(p,psum);
}
I
else --nfunk;
I
I
DP NR:: amotry(Mat_I0_DP &p,Vec_O_DP &y, Vec_I0_DP & psum,
DP funk (Vec_I_DP &), const int ihi, const DP fac)
{ int j,i;
static int k=O;
D? faci, f ac2, ytry;
double X;
int ndim=p.ncolsO;
Vec_DP ptry(ndim);
facl=(1 O-f ac)/ndim;
fac2=fac 1-fac;
for(j=O;j<ndim;j++){
ptry [j] =psum [j] *facl—p [ihi] [j] *f ac2;
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}
for(j=O;j<ndim;j++){
if (ptry [j] <Mmc [j])
ptry[j]=Minc[j];
else if(ptry[j]>Maxc[j]) ptry[j]=Maxc[j];
}
ytry=funk(ptry);
if (ytry < y[ihi]){
y[ihilytry;
for (j=0;j<ndim;j++){
psum[j] ÷= ptry[j]-p[ihi] [j];
p[ihi] [j]=ptry[j];
I
I
x= (double) ytry;
return ytry;
}
int Min (int a, int b)
{
if (a>b)
return b;
else return a;
I
extern double sommeinterieure(double p,double lambda,double theta,int X[],
int t,int a);
double Gine(double p,double lambda,double theta, int XL])
{
double somme=0;
int a;
for(int tz2;t<n; t÷÷)
{
] 03
a=Min(X[t] ,X[t-1]);
somme=sornme+log(sommeinterieure(p,lambda,theta,X,t,a));
}
return somme;
}
double fctl(double p, double lambda, double theta, int r, int X)
{
double q;
double vail;
double prodi, prod2, prod3, prod4;
q = 1.0
- p;
vall=q*pow((q+X*(theta/lambda))/(1+X*(theta/lambda)) , (double)X-1);
for(int k=1; k <= r; k++)
{
prodl(X-k+1)/(k*1.O);
prod2= (p+k* (theta/lambda) ) / (q+ (X-k÷1) * (theta/lambda));
prod3=pow((1+((theta/lambda)/(p+k*(theta/lambda)-(theta/lambda)))),
(double)k-2);
prod4=pow((1-((theta/lambda)/(q+(X-k+1)*(theta/lambda)))),
(double)X-k-1);
vall=vall*prodl*prod2*prod3*prod4;
}
return vail;
I
double f ct2(double p, double lambda, double theta, int xtr)
{
double q;
double val2;
q = 1.0-p;
val2exp(-q*lambda);
for(int k=1; k <= xtr; k++)
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{
val2=val2* (q*lambda+theta*k) *pow((1+theta/ (q*lainbda+theta*k_theta)),
(double)k-2)*exp(-theta)/k;
}
return val2;
I
double sommeinterieure(double p,double lambda,double theta,int X[],
int t, int a)
{
double somme=0;
for (int r=0; r<= a; r++)
somme = somme + fctl(p,lambda,theta,r,X[t-1])*fct2(p,lainbda,theta,
X[t]-r);
return somme;
}
DP fct(Vec_I_DP &M){
1W r,x,y,z;
r=-Gine (M [0] ,M[1] ,M[2] ,X);
return r;
}
void main()
{
int h;
double lam=0.001;
int i,j,k;
for(int j0;j<n;++j) cm » X[j];
Mat_I0_DP p(4,3);
p[O] [0]0.323558;
p[O] [1]2.1242;
p[O] [2]0.471505;
p[l] tOI =p [0] [0]+lam;
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p[l] [l]p[O] ti]
pLi] [2]=p[O] [2];
p[2] [O]=p[O] [0];
p[2] [1]=p[O] [i]+’am;
p [2] [2] =p [0] [2];
pt3] [O]=p[O] [0];
p[3] [i]p[O] [1];
p[3] [2]=p[O] [2]+lam;
Vec_I0_DP y(4);
Vec_I0_DP tempo(3);
for(i=0;i<p.nrows() ;i++) {
for(j=0;j<p.ncols() ;j++)
tempo[j]=p[i] [j];
y[i]fct(tempo);
}
NR: :amoeba(p,y,0.000i,fct,h);
cout«”lambda=”«p[O] [1]«endl;
cout«”theta=”«p[O] [2]«endl;
cout«”p=’«p [0] [0] «endi;
}
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