We prove a Picard theorem for holomorphic maps from C to a quadric hypersurface. This implies a theorem on the number of directions in general position omitted by the normals to a minimal surface of the conformai type of C.
The distribution of the normals to a two-dimensional minimal surface in R" has been studied by Chern and Osserman [1] . This paper is concerned only with a special case of their theorem. For a minimal surface of the type of the entire plane C, Chern and Osserman prove that, if the normals to the surface omit n + 1 directions in general position, where n is the dimension of the ambient space, the image of the Gauss map lies in a proper linear subspace of CP"_ . Theorem 1 of this paper improves on their result in two ways. First, it is only assumed that the normals omit n directions in general position. Secondly, we prove that the image of the Gauss map lies in a linear subspace of codimension two; in consequence, the minimal surface "decomposes" into a holomorphic function and a minimal surface in R , in a sense that will be made precise below. The method, which derives from a paper of M. L. Green [4] , is to apply value-distribution theory to maps into a quadric hypersurface instead of maps into projective space.
In the definitions that follow we adopt the notation used by Hoffman and Osserman in their memoir [5] , to which we refer for details.
Let M be a Riemann surface and f: M -* R", where n > 2, be a nonconstant smooth map, with components (fx.fn).
If z = x + iy is a local coordinate on M, let dx dy '
The map / is called a minimal surface if the tpk are holomorphic and satisfy the equation of conformality
(1) fî + -+ fî = 0.
holomorphic, this defines a map <P: M -► CP"_1 except on a discrete subset of M, and <P may be extended to the whole of M by analytic continuation. Since the tpk satisfy equation ( 1 ) we see that the image of <I> lies on the quadric (2) Q^2:x2+-+x2n=0, where (xx, ... ,xn) are homogeneous coordinates on CP"~' . Geometrically, Q"_2 may be identified with the Grassmannian G2 n(R) of oriented two-planes through the origin in R" . We shall refer to i> as the Gauss map of /, although strictly it is the complex conjugate of the Gauss map. The extension of <I> by analytic continuation across the points where (tpx, ... ,tpn) is zero defines the tangent plane T f at a singular point p of / in such a way that T"f is a continuous function on M. pj Suppose g is a holomorphic lift^C " -{0} A direction v in R" will be called normal to / at p if it is orthogonal to T f. The real and imaginary parts of g(p) span T f, so that the equation for v to be normal to / at p is
where (vx, ... ,vn) are the components of v , as on p. 118 of [7] . Equation (5) can be interpreted as saying that <P(p) lies in the hyperplane of CP"~ which is described by the equation (6) vxxx+--+vnxn = 0.
We observe that (6) is an equation with real coefficients. The normals to / omit the direction v if and only if the image of <P lies in the complement of the hyperplane (6).
In equation (1), it may happen that for some k < n the equation Consider the orthogonal decomposition R" = R^ffiR""' and let pa , pb be the projections onto the factors. Equations (7) and (8) mean that the maps fa=paof:M^Rk and fb = pb o /: M -R*"* are minimal surfaces, unless k = 1 or k = n -1, in which case one of fa and fb is a constant. (We comment that fa and fb may both have singularities even if / is an immersion.) We are particularly interested in the case k = 2. A minimal surface in R2 is the same thing as a holomorphic or antiholomorphic function. If, after a rotation of R" , (7) and (8) We now state our theorem on the number of directions that do not occur as normals. The theorem is given here for minimal surfaces defined on C but could be proved by the same argument for a punctured disc if <P had an essential singularity at the puncture. Theorem 1. Let f: C -► R" be a minimal surface and suppose that the normals to f omit n directions in general position. Then f has a holomorphic factor.
Proof. From the remarks above, we see that the hypothesis is equivalent to saying that the image of the Gauss map <P lies in the complement of n hyperplanes with real coefficients and in general position. The conclusion is equivalent to saying that the image of <P lies in a hyperplane tangent to Q"_2 ■ Theorem 1 now follows from Theorem 2 below.
Corollary 1. ///:C->R4
is minimal and the normals to f omit four directions in general position, then f is holomorphic in some orthogonal complex structure on R4.
Proof. Theorem 1 gives an orthogonal decomposition R4 = R2 © R2 such that the projection of / into each factor is holomorphic or antiholomorphic.
Corollary 2. J//:C-»R is minimal and the normals to f omit five directions in general position, then f is planar.
Proof. By Corollary 1, / is holomorphic in an orthogonal complex structure and hence the image of <P lies in a line L on Q2. Since the hyperplane (6) of CP corresponding to a direction in R has real coefficients, the intersection of three such hyperplanes in general position is a real point. The equation (2) of Q2 shows that Q2 has no real points. Hence the five hyperplanes corresponding to the omitted directions intersect L in at least three points. By the standard Little Picard Theorem, O is a constant, which implies that / is planar.
We shall require a standard result of complex analysis. Proofs of the Borel Lemma may be found in works on value-distribution theory. A recent survey has been given by Lang [6] . Statements of the Borel Lemma in the form in which it is used here are given by Nevanlinna [8, article 57] and M. L. Green [3] (see Green's Remark 2 on p. 100).
Lemma 1 (Borel Lemma
We shall also require a lemma from projective geometry. 
This is equivalent to {p} c polar(L).
Since L has codimension 2, polar (L) is a line and hence intersects Qn_2 in at least one point. Taking p to be such a point, we obtain the result.
Theorem 2. Let <t>:C-*Qn_2ca>n-X be holomorphic. Suppose that O does not meet the union of n hyperplanes IIX,... , nn with real coefficients and in general position. Then the image of O lies in a linear subspace of codimension 2, and hence in a hyperplane tangent t°Qn-2-Proof. We continue to use the notation established above.
To illustrate the method we first prove a special case. Suppose that n,, ... , YIn are the coordinate hyperplanes. Then the components g, of the lift g License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use defined in (3) are nowhere-zero holomorphic functions. Their squares g, are also nowhere-zero holomorphic functions and satisfy the linear identity (4). By Lemma 1, corresponding to each index i = I, ... ,n there is at least one other index j ^ / such that (9) g2 = ag2
for some nonzero constant a, depending on i and j. From (9) we must have one or the other of the identities g, = ±ax/ g,. The result is trivial for n = 2, and for n > 3 there are at least two such identities, so that the image of <P lies in a linear subspace L of codimension 2. By Lemma 2, L is contained in a tangent hyperplane of Qn_2 ■ To prove Theorem 2 in general, it suffices by Lemma 2 to show that the image of <P lies in a linear subspace L of codimension 2.
Take new coordinates (yx,... ,yn) on CP"_ so that TIX, ... ,TIn are the coordinate hyperplanes. Since Ux, ... ,Un have real coefficients, the change of coordinates is given by a real matrix. Therefore it preserves the signature of real quadratic forms. The form in equation (2) for Qn_2 is a positive definite real quadratic form, so is carried into some other real quadratic form which is also positive definite. Let the new equation of Qn_2 be (10) ¿^,7^ = 0.
1,7=1
Since M,, is a positive definite matrix, the diagonal entries are all nonzero. Take a holomorphic lift g of <E> as in (3) but now let gx, ... ,gn be components with respect to the coordinate system yx, ... ,yn. In these coordinates gx, ... ,gn are nowhere-zero holomorphic functions and so is the product g,g, of any two of them. Since the image of <I> lies on Qn_2 we have an identity (H) Í2MijSiSj = 0>
'■7 = 1 which may be regarded as a linear identity among the products g,g,. Not all the coefficients in (11) need be nonzero, but as we have seen the coefficients of the squares gx , ... , g2 are nonzero. Apply Lemma 1 to the identity (11). We obtain a system of identities among the g,g, which includes n identities of the form (12) g2 = a,gjgk, i=l,...,n, in which j and k are not both equal to i and a, is a nonzero constant. We shall show that the identities (12) may be used to derive two independent linear identities-but not, in general, three.
Observe that an equation of the form (13) *? = <> where i ^ j, p > 1 and a is a nonzero constant, means that <P lies in the union of p hyperplanes and hence lies in one of them. Therefore it is sufficient to derive two identities such as (13).
There are now three cases to consider. First, it may be that one of the identities in (12) is already of the form (13). Secondly, there may be an identity such as (14) g2 = a,g,gj,
in which g, occurs on both sides. This is equivalent to gi(gi-a,gj) = 0, so that we may cancel g¡ from each side and obtain a linear identity. Thirdly, if neither of the first two cases occurs, we may use the last identity of (12) to eliminate gn from each of the other n -1 identities. For i = I, ... ,n -I, if gn appears on the right-hand side of identity i, we square both sides and substitute for gn using identity n . This leads to a system of n -1 identities of the form
in which j ^ i, k jí i but possibly I = i, and b, is a nonzero constant. If one of the identities ( 15) involves only two indices, we may obtain a linear identity as we did in the first two cases with the identities (12). Otherwise, we may now use identity n-l to eliminate gn_x from the first n-2 identities. By iterating this procedure we must reach an identity of the form (13). This yields our first linear identity. Renumber the indices so that the linear identity just obtained is 2. The conclusion of Corollary 1 to Theorem 1 cannot be improved to say that / is planar; if / is the holomorphic curve defined by f(z) = (ez ,e z), then the normals to / omit all four coordinate directions.
3. The proof of Theorem 2 is modelled on the proof of a Picard theorem for complex Grassmannians due to M. L. Green [4, Part 4] . Green is only able to conclude that the image of the map lies in a section by a quadric hypersurface, not that it lies in a linear subspace, as he shows by an example. The difficulty has to do with the case when the omitted hyperplanes or their intersections become tangential to the variety. The special conditions that arise in our application to minimal surfaces are sufficient to avoid that.
