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Re´sume´
Dans ce papier, nous e´tudions comment la suppres-
sion d’une partie des clauses redondantes d’une instance
de SAT permet d’ame´liorer l’efficacite´ des solveurs SAT
modernes. Le proble`me consistant a` de´tecter si une ins-
tance contient ou non des clauses redondantes est NP-
Complet. Nous proposons une me´thode de suppression
des clauses redondantes incomple`te mais polynomiale
que nous utilisons comme pre´-traitement pour des sol-
veurs SAT. Cette me´thode base´e sur la propagation uni-
taire offre des re´sultats inte´ressants notamment sur des
instances tre`s difficiles issues du monde re´el.
Abstract
In this paper, we investigate to which extent the
elimination of a class of redundant clauses in SAT ins-
tances could improve the efficiency of modern satisfiabi-
lity provers. Since testing whether a SAT instance does
not contain any redundant clause is NP-complete, a lo-
gically incomplete but polynomial-time procedure to re-
move redundant clauses is proposed as a pre-treatment
of SAT solvers. It relies on the use of the linear-time
unit propagation technique and often allows for signifi-
cant performance improvements of the subsequent satis-
fiability checking procedure for really difficult real-world
instances.
1 Introduction
Le proble`me SAT consiste a` tester si une formule
boole´enne mise sous forme normale conjonctive est sa-
tisfiable ou non. C’est un proble`me central dans de
nombreux domaines de l’informatique et de l’intelli-
gence artificielle tels que la planification, les raisonne-
ment non monotones, la ve´rification de circuits, la ve´-
rification et la validation de bases de connaissance. Au
cours de ces deux dernie`res de´cennies, de nombreuses
approches ont e´te´ propose´es pour re´soudre des ins-
tances SAT difficiles. On divise ge´ne´ralement ces ap-
proches en deux cate´gories : les approches logiquement
comple`tes et les approches incomple`tes. Les variantes
e´labore´es de l’algorithme DPLL (pour Davis, Putnam,
Loveland et Logemann) [4](e.g. [20, 11]) ainsi que les
algorithmes de recherche locale (e.g. [24]) sont aujour-
d’hui capables de re´soudre bon nombre de proble`mes
tre`s difficiles issus du monde re´el.
Re´cemment, plusieurs auteurs se sont penche´s sur la
de´tection d’informations cache´es dans les instances is-
sues du monde re´el (e.g backbones [8], backdoors [26],
e´quivalences [16] et de´pendances fonctionnelles [13]),
permettant ainsi d’expliquer et d’ame´liorer l’efficacite´
des solveurs SAT sur certaines instances tre`s difficiles.
En particulier, le codage sous forme normale conjonc-
tive peut amener a` cacher les informations structurales
du proble`me initial [13]. Plus ge´ne´ralement, il appa-
raˆıt que bon nombre de proble`mes issus du monde re´el
comportent des informations redondantes qui pour-
raient eˆtre supprime´es sans risque. Les instances ainsi
simplifie´es restent e´quivalentes mais peuvent devenir
plus faciles a` re´soudre.
Dans ce papier, nous e´tudions la possibilite´ de sup-
primer une partie des clauses redondantes des ins-
tances issues du monde re´el dans le but d’ame´liorer
l’efficacite´ des solveurs modernes sur ces instances.
Une clause redondante est une clause qui peut eˆtre
supprime´e d’une instance tout en gardant la possibilite´
de la de´duire du reste de l’instance. Si le test consis-
tant a` savoir si une instance SAT contient ou non des
clauses redondantes est NP-complet[16], nous propo-
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sons un algorithme incomplet mais polynomial afin de
supprimer une partie des clauses redondantes, et ce, en
pre´-traitement des solveurs modernes. Nous utilisons
pour ce faire la propagation unitaire qui est une tech-
nique line´aire en temps. Il est inte´ressant de constater
que ce pre´-traitement permet re´gulie`rement d’ame´lio-
rer de fac¸on importante les performances des solveurs
sur des instances issues du monde re´el.
Le reste du papier est organise´ comme suit. Apre`s
avoir introduit quelques bases de logiques et quelques
concept lie´s a` SAT dans la section 2, nous pre´sentons
la notion de redondance dans SAT ainsi que la notion
de redondance modulo la propagation unitaire dans
la section 3. Dans la section 4, nos re´sultats expe´ri-
mentaux sont pre´sente´s et analyse´s. Les travaux en
relation avec notre approche sont discute´s dans la sec-
tion 5 avant de conclure par quelques remarques et
quelques perspectives concernant nos futurs travaux
dans la dernie`re section.
2 Notions techniques
Soit L un langage logique standard construit sur un
ensemble fini de variables boole´ennes, note´es x, y, etc.
Les formules seront note´es par des lettres telles que
c. Les ensembles de formules seront repre´sente´es par
des lettre grecques comme Γ ou Σ. Une interpre´tation
est une fonction qui a` chaque variable boole´enne af-
fecte une valeur issue de {vrai, faux}. Une formule
est satisfiable ou consistante quand il existe au moins
une interpre´tation qui la satisfait, c.-a`-d. qui la rend
vraie. Une telle interpre´tation est appele´e mode`le de
l’instance. Une interpre´tation sera repre´sente´e par une
lettre majuscule comme I et sera repre´sente´e par l’en-
semble des litte´raux qu’elle satisfait. Concre`tement,
toute formule dans L peut eˆtre repre´sente´e (tout en
pre´servant la satisfiabilite´) en utilisant un ensemble
(interpre´te´ comme une conjonction) de clauses, ou` une
clause est une disjonction finie de litte´raux, ou` un lit-
te´ral est une variable boole´enne signe´e. Une clause sera
e´galement repre´sente´e par l’ensemble de ses litte´raux.
En conse´quence, la taille d’une clause c correspond au
nombre de litte´raux qu’elle contient, et elle est note´e
|c|.
SAT est le proble`me NP-complet[2] qui consiste a`
tester si un ensemble fini de clauses boole´ennes de L
est satisfiable ou non, i.e. si il existe une interpre´tation
qui satisfait l’ensemble des clauses ou non.
La de´duction logique sera note´e |= : soit c une clause
de L, Σ |= c ssi c est vraie dans tous les mode`les de Σ.
La clause vide qui repre´sente l’inconsistance est note´e
⊥.
Par la suite, nous faisons plusieurs fois re´fe´rence
aux fragments binaire et Horn de L pour lesquels le
proble`me SAT peut eˆtre re´solu en temps polynomial
[25, 9, 6]. Une clause binaire est une clause constitue´e
d’au plus deux litte´raux alors qu’une clause de Horn
est une clause contenant au plus un litte´ral positif. Une
clause unitaire est une clause ne contenant qu’un seul
litte´ral.
Dans ce papier, l’algorithme de la Propagation Uni-
taire (ou PU) joue un roˆle central. PU simplifie re´cur-
sivement une instance SAT en propageant -a` travers
l’instance- les valeurs de ve´rite´ des clauses unitaires
dont les variables sont de´ja` affecte´es, comme on peut
le voir dans l’algorithme 1.
Nous de´finissons la de´duction modulo la Propaga-
tion Unitaire, note´e |=∗, la relation de de´duction |=
limite´e a` la technique de Propagation Unitaire.
De´finition 1 Soient Σ une instance SAT et c une
clause de L, Σ |=∗ c si et seulement si Σ ∧ ¬c |=∗⊥ si
et seulement si PU(Σ ∧ ¬c) contient la clause vide.
Il est clair que |=∗ est logiquement incomplet.
Comme PU est un processus line´aire en temps, |=∗
peut eˆtre teste´ en temps polynomial.
Soient c1 et c2 deux clauses de L. Quand c1 ⊆ c2,
nous avons c1 |= c2 et on dit que c1 (resp. c2) subsume
(resp. est subsume´e par) c2 (resp. c1). Une clause c1 ∈
Σ est subsume´e dans Σ si et seulement si il existe c2 ∈
Σ telle que c1 6= c2 et c2 subsume c1. Σ est clos par
subsumption si et seulement si quelque soit c ∈ Σ, c
n’est pas subsume´e dans Σ.
3 Redondances dans les instances SAT
Intuitivement, une instance SAT est redondante si
elle contient des sous-ensembles de clauses qui peuvent
eˆtre logiquement infe´re´s du reste de la formule. Suppri-
mer les parties redondantes d’une instance SAT dans
le but d’ame´liorer le test de satisfiabilite´ pose au moins
deux questions fondamentales.
– Tout d’abord, il n’est pas e´vident que de telles
suppressions rendent le test de satisfiabilite´ plus
efficace. La redondance de certaines informations
peut acce´le´rer le processus de re´solution des sol-
veurs (en donnant par exemple du poids a` cer-
taines informations plutoˆt qu’a` d’autres).
– De plus, il est bien connu que le test d’irredon-
dance sur une formule SAT est NP-complet [16].
Il est donc aussi difficile de tester cette irredon-
dance que de re´soudre l’instance elle-meˆme.
Dans le but de re´soudre ces proble`mes, nous conside´-
rons un algorithme incomplet qui permet de de´tecter
certaines clauses redondantes tout en restant polyno-
mial. Intuitivement, nous n’allons pas chercher a` sup-
primer toutes les clauses redondantes. Certains types
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Input: une instance SAT Σ
Output: Une instance SAT Γ e´quivalente a` Σ du point de vue de la satisfiabilite´ t.q. Γ ne contient pas de
clauses unitaires
begin1
if Σ contient la clause vide then2
return Σ;3
else4
if Σ contient une clause unitaire c = {l} then5
forall c ∈ Σ t.q. l ∈ c do6
Σ←− Σ \ {c}7
forall c ∈ Σ t.q. ¬l ∈ c do8
c ←− c \ {¬l}9
return Propagation Unitaire(Σ);10
else11
return Σ;12
end13
Algorithm 1 – Propagation Unitaire
de clauses ont la particularite´ de faciliter le test de sa-
tisfiabilite´ en cela qu’elles appartiennent a` des classes
polynomiales de SAT, en particulier les clauses bi-
naires et les clauses de Horn. En conse´quence, nous
proposons une approche a` deux niveaux : d’une part,
nous lanc¸ons notre processus de de´tection et de sup-
pression des clauses redondantes qui est a` la fois rapide
et incomplet. D’autre part, nous regardons s’il est per-
tinent ou non de supprimer les clauses binaires et les
clauses de Horn.
De´finition 2
Soient Σ une instance SAT et c ∈ Σ, c est redondante
dans Σ si et seulement si Σ \ {c} |= c.
Clairement, la redondance peut eˆtre teste´e en utili-
sant une proce´dure de re´futation. En effet, c est redon-
dante dans Σ si et seulement si Σ\{c}∪{¬c} |=⊥. Nous
affaiblissons cette proce´dure de re´futation en rempla-
c¸ant |= par |=∗ dans le but d’obtenir une approche du
test de la redondance incomple`te mais polynomiale en
temps.
De´finition 3
Soient Σ une instance SAT et c ∈ Σ, c est PU-
redondant dans Σ si et seulement si Σ \ {c} |=∗ c.
Par conse´quent, tester la PU-redondance de c dans
Σ revient a` propager l’oppose´ de chaque litte´ral de c
dans Σ \ {c}.
Conside´rons l’exemple 1 de´crit ci-apre`s. Dans cet
exemple, il est facile de montrer que la clause w∨x est
PU-redondante dans Σ, bien qu’elle ne soit pas sub-
sume´e dans Σ. Conside´rons Σ \ {w ∨ x} ∧ ¬w ∧ ¬x.
Clairement, w ∨ ¬y et x ∨ ¬z permettent respective-
ment de de´duire ¬y ∧ ¬z. La propagation de ces deux
litte´raux ge´ne`re une contradiction, montrant ainsi que
w ∨ x est PU-redondante dans Σ. Par contre, w ∨ x
n’est pas subsume´e dans Σ puisqu’il n’existe pas de
clause c′ ∈ Σ telle que c′ ⊆ c.
Exemple 1
Σ =


w ∨ x
y ∨ z
w ∨ ¬y
x ∨ ¬z
. . .
Dans l’algorithme 2, un pre´-traitement PU (ba-
sique) est de´crit et peut eˆtre explique´ comme suit.
Dans le cas ge´ne´ral, il existe un nombre exponen-
tiel de formules irredondantes diffe´rentes qui peuvent
eˆtre extraites d’une instance. En effet, irredondance
et inconsistance minimale co¨ıncident dans les formules
insatisfiables[16]. Concre`tement, l’instance simplifie´e
ge´ne´re´e par l’algorithme 1 de´pend de l’ordre dans le-
quel sont traite´es les clauses de Γ. Comme les clauses
de petite taille re´duisent l’espace de recherche de fac¸on
plus efficace, nous avons imple´mente´ une politique qui
teste les plus grandes clauses d’abord. Par conse´quent,
cela revient a` conside´rer les clauses de l’ensemble Γ
suivant l’ordre de´croissant de leurs tailles.
Exemple 2 Soit Σ l’instance SAT ci-dessous :
Σ =


w ∨ x
w ∨ x ∨ y ∨ z
w ∨ ¬y
x ∨ ¬z
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Input: une instance SAT Σ
Output: une instance SAT PU-irredondante Γ e´quivalente a` Σ du point de vue de la satisfiabilite´
begin1
Γ←− Σ ;2
forall clauses c = {l1, . . . , ln} ∈ Σ ordonne´es suivant leurs tailles de´croissantes do3
if PU(Γ \ {c} ∪ {¬l1} ∪ . . . ∪ {¬ln}) contient la clause vide then4
Γ←− Γ \ {c} ;5
return Γ;6
end7
Algorithm 2 – Ge´ne´ration d’une formule PU-irredondante
– Si l’on ne tient pas compte de la taille et que l’on
commence par la clause w ∨ x, l’ensemble PU-
irredondant est le suivant :
Γ1 =


w ∨ x ∨ y ∨ z
w ∨ ¬y
x ∨ ¬z
– En utilisant l’algorithme 2, qui teste w∨ x∨ y ∨ z
en premier, nous obtenons un ensemble re´sultat
de meˆme taille (en terme de nombre de clauses)
mais diffe´rent.
Γ2 =


w ∨ x
w ∨ ¬y
x ∨ ¬z
En commenc¸ant par les plus grandes clauses, nous
obtenons le plus petit Γ en nombres de clauses mais
aussi en nombres de litte´raux. Cet ordre garantit par
ailleurs que toutes les clauses subsume´es dans Σ sont
supprime´es et que seules les clauses subsumantes sont
pre´serve´es. Comme l’illustre cet exemple, les clauses
subsume´es sont supprime´es, conduisant ainsi a` des
clauses plus courtes dans Γ, qui est ainsi plus contraint,
et dans une certaine mesure, plus facile a` re´soudre.
Proprie´te´ 1 Soit Σ une instance SAT. Si Σ′ est une
formule obtenue depuis Σ en appliquant l’algorithme 2
alors Σ′ est clos par subsumption.
Preuve 1 Supposons qu’il existe deux clauses c et c′
de Σ′ telles que c′ subsume c. Nous pouvons de´duire
que |c′| ≤ |c|. Comme les clauses de Σ teste´es par
PU-redondance sont ordonne´es en fonction de leurs
tailles de´croissantes, nous de´duisons que c est PU-
redondante. En conse´quence, c /∈ Σ′, ce qui contredit
l’hypothe`se. 
En revanche, l’inverse de la proprie´te´ 1 est faux. En
effet, la formule Σ = Γ1 ∪ {(y ∨ e), (z ∨ ¬e)} est close
par subsumption mais n’est par PU-irredondante.
Dans le meilleur des cas, le pre´-traitement nous de´-
barrasse de toutes les clauses non-polynoˆmiales, et
plonge ainsi l’instance dans un fragment polynoˆmial.
Devant la taille parfois e´norme des instances, nous
e´tudions la possibilite´ de prote´ger ou non du test
de PU-redondance les fragments polynoˆmiaux de L.
Dans notre e´tude, plusieurs fragments possibles ont
e´te´ conside´re´s pour la ve´rification de PU-redondance :
a` savoir Σ, toutes les clauses non Horn de Σ, toutes
les clauses non-binaires de Σ, et toutes les clauses de
non-Horn et non-binaires de Σ.
Enfin, nous avons expe´rimente´ une approche vi-
sant a` maximiser le nombre de propagations unitaires.
L’ide´e est la suivante. Une clause qui contient des lit-
te´raux qui occurrent dans un grand nombre de clauses
binaires conduira ne´cessairement a` une cascade de pro-
pagations unitaires. Par exemple, soit c = x ∨ y ∨ z.
Quand x apparaˆıt dans plusieurs clauses binaires et
que nous testons si c est redondante en utilisant la
propagation unitaire, toutes ces clauses binaires se-
ront re´duites a` l’e´tat de clauses unitaires menant re´-
cursivement a` d’autres propagations. Nous de´finissons
donc un poids w associe´ a` la clause c et note´ w(c)
qui correspond a` la somme des poids de chaque lit-
te´raux de c, le poids d’un litte´ral e´tant le nombre de
clauses binaires auxquelles il appartient. Il est a` noter
que pour avoir une propagation unitaire lors du test
de PU-redondance d’une clause c1 ∈ Σ, il faut qu’il y
ait une autre clause c2 ∈ Σ t.q. |c2 − {c1 ∩ c2}| = 1.
Concre`tement, quand |c2 − {c1 ∩ c2}| = 0, c1 est PU-
redondante. Comme le calcul et la de´tection de cette
condition ne´cessaire peut eˆtre couˆteuse en temps, nous
avons de´veloppe´ un crite`re de poids moins restrictif
mais plus facile a` calculer. Si c2 est une clause binaire,
la condition pre´ce´dente est satisfaite si seulement si c1
(dont nous souhaitons tester la redondance) contient
un litte´ral de c2. Par conse´quent, quand w(c) = 0, c
n’est pas teste´e pour la redondance. Cette heuristique
de ponde´ration a e´te´ mixe´e avec les politiques lie´es aux
classes polynomiales (binaire, Horn, binaire et Horn).
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Fig. 1 – Resultats sur les 700 instances teste´es
4 Re´sultats expe´rimentaux
Nous avons teste´ les diffe´rents pre´-traitements sur
un panel de pre`s de 700 instances SAT issues des der-
nie`res compe´titions SAT (www.satcompetition.org).
Ces instances ont e´te´ choisies parmi diffe´rentes cate´go-
ries de proble`mes (industriels, ale´atoires, hand-made,
coloration de graphe, etc.). Nous avons utilise´ trois sol-
veurs choisis parmi les vainqueurs des trois dernie`res
compe´titions : ZChaff, Minisat et SatELite. Toutes nos
expe´rimentations ont e´te´ conduites sur des Pentium
IV, 3Ghz sous linux Fedora Core 4.
Dans un premier temps, nous avons lance´ les trois
solveurs sur toutes les instances afin de de´terminer
leur temps de re´solution de re´fe´rence sur chaque ins-
tance. Nous avons fixe´ un temps limite de 3 heures. En-
suite nous avons lance´ nos diffe´rents pre´-traitements a`
base de PU sur ces instances. Nous avons collecte´ a` la
fois les temps de simplification et les temps de re´so-
lution des solveurs sur les instances ainsi simplifie´es.
Plus pre´cise´ment, nous avons expe´rimente´ diffe´rents
pre´-traitements a` base de PU. Pour le premier, nous
avons applique´ la redondance modulo PU sur toutes
les clauses. Pour les suivants, les clauses non-binaires
et les clauses non-Horn ont e´te´ teste´es successivement.
Nous avons e´galement attaque´ ces clauses ensemble.
Enfin, toutes ces expe´rimentations ont e´te´ re´pe´te´es en
ajoutant cette fois l’heuristique de ponde´ration avec
w(c) > 0.
Dans Fig.1, nous montrons le gain sur les 700 ins-
tances teste´es. Sur l’axe des abscisses (x), nous repre´-
sentons le temps mis pour simplifier et re´soudre une
instance dans le meilleur des cas. Sur l’axe des ordon-
ne´es (y), nous repre´sentons le meilleur temps de re´so-
lution obtenu avant simplification. Par conse´quent, la
diagonale qui part de l’origine repre´sente l’absence de
gain. Les instances qui sont au dessus de cette ligne
be´ne´ficient de notre algorithme. Cette figure montre
clairement que notre technique obtient de meilleurs
re´sultats sur les instances difficiles dont la re´solution
requiert un temps CPU important. En effet, pour ces
instances, nous obtenons assez souvent des gains im-
portants. En particulier, tous les points aligne´s a` 10800
secondes sur l’axe des ordonne´es repre´sentent des ins-
tances SAT non re´solues dans le temps imparti sans
notre me´thode de simplification base´e sur la redon-
dance modulo PU.
Sans surprise, les re´sultats montrent que la me´-
thode de simplification applique´e a` toutes les clauses
consomme plus de ressource que les diffe´rentes restric-
tions e´tudie´es. Sans surprise e´galement, les instances
simplifie´es qui en re´sultent sont les plus petites. Cepen-
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Instances nom court #C #V
gensys-icl004.shuﬄed-as.sat05-3825.cnf gensys 15960 2401
rand net60-30-5.miter.shuﬄed.cnf rand net 10681 3000
f3-b25-s0-10.cnf f3-b25 12677 2125
ip50.shuﬄed-as.sat03-434.cnf ip50 214786 66131
f2clk 40.shuﬄed-as.sat03-424.cnf f2clk 80439 27568
f15-b3-s3-0.cnf f15-b3 469519 132555
IBM FV 2004 rule batch 23 SAT dat.k45.cnf IBM k45 381355 92106
IBM FV 2004 rule batch 22 SAT dat.k70.cnf IBM k70 327635 63923
f15-b2-s2-0.cnf f15-b2 425316 120367
IBM FV 2004 rule batch 22 SAT dat.k75.cnf IBM k75 979230 246053
okgen-c2000-v400-s553070738-553070738.cnf okgen 2000 400
Tab. 1 – Se´lection d’instances typiques choisies parmi les 700 teste´es au cours de nos expe´rimentations
tous les re´sultats sont disponibles sur www.cril.fr/∼fourdrinoy/eliminating_redundant_clauses.html
dant, ce gain en taille ne conduit pas syste´matique-
ment a` une ame´lioration du temps de re´solution (en
tenant compte du temps de simplification ou non). En
effet, certaines clauses, notamment celles appartenant
aux fragments polynomiaux permettent parfois -bien
qu’elles soient redondantes- d’acce´le´rer la re´solution.
Globalement, nos expe´rimentations montrent que
la meilleure strate´gie de simplification consiste a` tes-
ter toutes les clauses (polynomiales ou non) ayant un
poids w(c) > 0.
Dans les tables 1 a` 5, nous pre´sentons un e´chan-
tillon repre´sentatif et de´taille´ des re´sultats obte-
nus au cours des diffe´rentes expe´rimentations sus-
mentionne´es. Dans la table 1, chaque instance se voit
affecter un nom court afin de clarifier la pre´sentation
des re´sultats. La taille des instances y est ensuite pre´-
sente´e en nombre de clauses (#C) ainsi qu’en nombre
de variables (#V ). Dans la table 2, on peut consul-
ter le temps de simplification en secondes (Ts) ainsi
que la re´duction de l’instance exprime´e a` la fois en
nombre de clauses (#cr) et en pourcentage. La colonne
intitule´e  Pas de Restriction  pre´sente les re´sultats
obtenus pour une politique testant la redondance de
toutes les clauses. Dans les colonnes suivantes, le test
est restreint aux clauses non-Horn, puis non-Binaire,
et enfin non-Horn et non-Binaire. La partie basse du
tableau correspond a` ces meˆmes politiques augmente´es
de l’heuristique de ponde´ration.
Dans les tables 3 a` 5, nous observons les temps de
re´solution pour ses meˆmes instances en utilisant res-
pectivement Zchaff, Minisat et SatElite. TO signifie
“Time-Out”et correspond a` un de´passement du temps
imparti a` la re´solution des instances (ndlr : 3heures).
Dans la premie`re colonne, Tb est le temps de base mis
par le solveur pour re´soudre l’instance initiale. Dans
les colonnes suivantes, le temps de re´solution de l’ins-
tance simplifie´e (Tr) est accompagne´ des gains relatifs
au temps de base de´fini en premie`re colonne. %p et
%g correspondent aux gains partiel ou global, c.-a`-d.
qui tiennent compte ou non du temps de simplifica-
tion. Pour chacune des instances, les meilleurs temps
obtenus avant et apre`s simplification sont en carac-
te`res gras. Lorsque ce temps est le meilleur (avec ou
sans simplications), il est e´crit en caracte`res de taille
supe´rieure. A` noter que si les 9 premie`res instances ob-
tiennent des re´sultats positifs, l’instance IBM k75 voit
son temps de re´solution de´grade´ par notre pre´traite-
ment. L’instance okgen quant a` elle est repre´sentative
du comportement global des instances ale´toires face a`
notre pre´traitement. En effet, si les instances indus-
trielles ou hand-made comportent plus ou moins de
clauses PU-redondantes, il est a` noter que la plupart
des instances ale´atoires en sont quasiment de´pourvues.
5 Liens avec les travaux existant
Introduire une e´tape de pre´-traitement rapide - po-
lynomiale en temps - a` l’inte´rieur de solveurs logique-
ment complets n’est pas une ide´e nouvelle en soit. Prin-
cipalement, C-SAT [7] proposait un pre´-traitement a`
base de re´solution borne´e calculant toutes les re´sol-
vantes de tailles plus petite que la taille de leur pa-
rents. A` son e´poque, C-SAT fut le meilleur solveur sur
les instances ale´atoires k-SAT. Satz utilise la meˆme
technique, mais avec une taille de re´solvante limite´e a`
trois [15]. Re´cemment, Niklas Ee´n et Armin Biere ont
introduit une me´thode d’e´limination de variable ba-
se´e sur la subsumption, les re´solvantes subsumantes et
l’e´limination de variables par substitution [10] comme
une e´tape de pre´-traitement pour les solveurs SAT mo-
dernes, e´tendant ainsi le pre´ce´dent pre´-traitement Ni-
VER [22]. Dans [27], un algorithme permet de main-
tenir la non-subsumption d’un ensemble de clauses au
fur et a` mesure que de nouvelles clauses sont ajoute´es.
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Pas de Restriction Horn Binaire Horn & Binaire
instances Ts #cr (%) Ts #cr (%) Ts #cr (%) Ts #cr (%)
gensys 1.26 2861 (17.92) 1.18 2208 (13.83) 1.21 2560 (16.04) 1.13 2171 (13.60)
rand net 1.80 608 (5.69) 0.62 178 (1.66) 0.62 0 (0.00) 0.30 0 (0.00)
f3-b25 1.66 1502 (11.84) 1.04 926 (7.30) 1.64 1502 (11.84) 1.03 926 (7.30)
ip50 65.06 1823 (0.84) 22.02 504 (0.23) 14.11 194 (0.09) 9.10 110 (0.05)
f2clk 6.39 344 (0.42) 2.08 119 (0.14) 1.29 77 (0.09) 0.75 54 (0.06)
f15-b3 359.52 55816 (11.88) 116.73 14167 (3.01) 55.38 1010 (0.21) 37.62 640 (0.13)
IBM k45 53.26 32796 (8.59) 10.33 2122 (0.55) 6.22 717 (0.18) 5.03 715 (0.18)
IBM k70 36.68 22720 (6.93) 5.36 4628 (1.41) 3.81 0 (0.00) 2.78 0 (0.00)
f15-b2 306.06 50717 (11.92) 100.14 12909 (3.03) 47.74 979 (0.23) 34.00 609 (0.14)
IBM k75 172.47 116841 (11.93) 40.14 5597 (0.57) 24.64 3912 (0.39) 22.34 3911 (0.39)
okgen 0.00 0 (0.00) 0.00 0 (0.00) 0.00 0 (0.00) 0.00 0 (0.00)
Heuristique w(c) > 0
Pas de Restriction Horn Binaire Horn & Binaire
Ts #cr (%) Ts #cr (%) Ts #cr (%) Ts #cr (%)
gensys 0.65 2560 (16.04) 0.63 2171 (13.60) 0.64 2560 (16.04) 0.64 2171 (13.60)
rand net 1.66 514 (4.81) 0.58 148 (1.38) 0.62 0 (0.00) 0.30 0 (0.00)
f3-b25 0.21 60 (0.47) 0.15 44 (0.34) 0.21 60 (0.47) 0.14 44 (0.34)
ip50 53.95 1823 (0.84) 19.43 504 (0.23) 14.24 194 (0.09) 9.21 110 (0.05)
f2clk 6.06 267 (0.33) 1.96 100 (0.12) 1.30 77 (0.09) 0.80 54 (0.06)
f15-b3 229.84 24384 (5.19) 83.46 6393 (1.36) 55.69 1010 (0.21) 37.72 640 (0.13)
IBM k45 34.53 11049 (2.89) 10.36 2122 (0.55) 6.23 717 (0.18) 4.98 715 (0.18)
IBM k70 15.25 11464 (3.49) 5.36 4616 (1.40) 3.77 0 (0.00) 2.77 0 (0.00)
f15-b2 209.55 22217 (5.22) 77.22 5709 (1.34) 51.04 979 (0.23) 33.32 609 (0.14)
IBM k75 125.26 39640 (4.04) 38.15 5597 (0.57) 26.02 3912 (0.39) 22.32 3911 (0.39)
okgen 0.00 0 (0.00) 0.00 0 (0.00) 0.00 0 (0.00) 0.00 0 (0.00)
Tab. 2 – Temps de simplification et tailles de re´duction
Un sujet de recherche inte´ressant consisterait a` com-
parer l’ensemble de ces pre´-traitements tant du point
de vue the´orique que du point de vue expe´rimental.
En raison de sa line´arite´ temporelle, l’algorithme de
propagation unitaire a e´te´ exploite´ dans de nombreuses
voies autour de SAT. Il s’agit par ailleurs d’un e´le´-
ment cle´ des proce´dures de type DPLL. Par exemple,
C-SAT et Satz utilisent un traitement local base´ sur la
PU pendant une grande partie de l’exploration de l’es-
pace de recherche. En effet la PU y est utilise´e pour
de´river les litte´raux implique´s et pour de´tecter ainsi
des inconsistances locales et guider le choix de la pro-
chaine variable a` affecter [7, 15]. Dans [14], un sche´ma
base´ sur la double propagation unitaire est e´tudie´ pour
re´soudre le proble`me SAT. Dans [21, 13], la PU est uti-
lise´e pour de´tecter les de´pendances fonctionnelles dans
les instances SAT. La technique de PU est e´galement
exploite´e dans [3] pour de´river des sous-clauses en uti-
lisant le graphe d’implication de l’instance et permet
d’acce´le´rer le processus de re´solution.
Bailleux, Roussel et Boufkhad ont travaille´ sur l’im-
pact des clauses redondantes sur la re´solution des ins-
tances ale´atoires k-sat [1]. Cependant, leur travail se
focalise sur les instances ale´atoires et ne peut s’appli-
quer aux instances issues du monde re´el. De plus, ils
e´tudient la redondance et non la PU-redondance ; leur
objectif e´tant de mesurer le degre´ de redondance des
instances ale´atoires 3-SAT au seuil. Du point de vue la
complexite´, une e´tude comple`te de la redondance dans
le contexte boole´en est propose´e dans [17].
Dans une certaine mesure, notre travail se rapproche
des techniques de compilation [23, 5, 18, 19] dont le but
est de transformer des formules boole´ennes en des for-
mules e´quivalentes quoique plus facile a` tester. L’ide´e
est de passer plus de temps dans le pre´-traitement afin
de plonger l’instance dans un fragment polynomial de
L. De meˆme, notre approche tend a` re´duire la taille
des fragments non polynomiaux de l’instance. Cepen-
dant, cette re´duction est partielle car toutes les clauses
appartenant au fragment non polynomial ne sont pas
ne´cessairement supprime´es. De plus, quand les tech-
niques de compilation s’octroient la possibilite´ de re-
courir a` un temps exponentiel, nous garantissons que
notre pre´-traitement se fait en temps polynomial.
6 Conclusions
Supprimer les clauses redondantes dans une ins-
tance SAT au cours d’une e´tape de pre´-traitement
dans le but d’acce´le´rer le test de satisfiabilite´ de cette
meˆme instance n’est pas chose aise´e. En effet, le test
de redondance est intraitable dans le pire des cas,
et certaines informations redondantes permettent par-
fois d’acce´le´rer le test de satisfiabilite´. Dans ce pa-
pier, nous proposons un algorithme efficace quoique
incomplet utilisant la propagation unitaire comme pre´-
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Pas de Restriction Horn Binaire Horn & Binaire
instances Tb Tr (%p, %g) Tr (%p, %g) Tr (%p, %g) Tr (%p, %g)
gensys 3418.17 2847.1 (16.70, 16.66) 3353.69 (1.88, 1.85) 1988.37 (41.82, 41.79) 3683.58 (-7.76, -7.79)
rand net (1334.19) 942.15 (29.38, 29.24) 1067.01 (20.02, 19.97) 1334.19 (0.00, -0.04) 1334.19 (0.00, -0.02)
f3-b25 (790.96) 137.26 (82.64, 82.43) 155.32 (80.36, 80.23) 134.91 (82.94, 82.73) 157.44 (80.09, 79.96)
ip50 (2571.18) 675.11 (73.74, 71.21) 474.64 (81.53, 80.68) 1023.82 (60.18, 59.63) 1945.87 (24.31, 23.96)
f2clk (6447.19) 4542.32 (29.54, 29.44) 9457.25 (-46.68, -46.72) 3978.14 (38.29, 38.27) 3848.02 (40.31, 40.30)
f15-b3 (7627.95) 5620.25 (26.32, 21.60) 2926.38 (61.63, 60.10) 10157.9 (-33.16, -33.89) 2419.52 (68.28, 67.78)
IBM k45 (5962.46) 2833.1 (52.48, 51.59) 3656.05 (38.68, 38.50) 3244.61 (45.58, 45.47) 4751.79 (20.30, 20.22)
IBM k70 (TO) 514.83 (∞, ∞) 5377.91 (∞, ∞) TO (–, –) TO (–, –)
f15-b2 (TO) 2287.73 (∞, ∞) 8891.1 (∞, ∞) TO (–, –) 3969.27 (∞, ∞)
IBM k75 (TO) TO (–, –) TO (–, –) TO (–, –) TO (–, –)
okgen (1309.66) 1309.66 (0.00, -0.00) 1309.66 (0.00, -0.00) 1309.66 (0.00, -0.00) 1309.66 (0.00, -0.00)
Heuristique w(c) > 0
Pas de Restriction Horn Binaire Horn & Binaire
Tr (%p, %g) Tr (%p, %g) Tr (%p, %g) Tr (%p, %g)
gensys 3418.17 1986.98 (41.87, 41.85) 3896.93 (-14.00, -14.02) 1967.22 (42.44, 42.42) 3873.89 (-13.33, -13.35)
rand net (1334.19) 555.13 (58.39, 58.26) 614.75 (53.92, 53.87) 1334.19 (0.00, -0.04) 1334.19 (0.00, -0.02)
f3-b25 (790.96) 839.54 (-6.14, -6.16) 811.37 (-2.58, -2.59) 791.97 (-0.12, -0.15) 813.05 (-2.79, -2.81)
ip50 (2571.18) 708.81 (72.43, 70.33) 465.13 (81.90, 81.15) 1091.54 (57.54, 56.99) 1958 (23.84, 23.48)
f2clk (6447.19) 5196.02 (19.40, 19.31) 5766.78 (10.55, 10.52) 4042.8 (37.29, 37.27) 3965.68 (38.48, 38.47)
f15-b3 (7627.95) TO (−∞, −∞) TO (−∞, −∞) 10024 (-31.41, -32.14) 2448.27 (67.90, 67.40)
IBM k45 (5962.46) 4447.15 (25.41, 24.83) 3698.1 (37.97, 37.80) 3283.2 (44.93, 44.83) 4925.58 (17.39, 17.30)
IBM k70 (TO) 4131.58 (∞, ∞) 5564.5 (∞, ∞) TO (–, –) TO (–, –)
f15-b2 (TO) 4456.24 (∞, ∞) 2880.15 (∞, ∞) TO (–, –) 4028.04 (∞, ∞)
IBM k75 (TO) TO (–, –) TO (–, –) TO (–, –) TO (–, –)
okgen (1309.66) 1309.66 (0.00, 0.00) 1309.66 (0.00, -0.00) 1309.66 (0.00, -0.00) 1309.66 (0.00, -0.00)
Tab. 3 – Re´sultats avec Zchaff
Pas de Restriction Horn Binaire Horn & Binaire
instances Tb Tr (%p, %g) Tr (%p, %g) Tr (%p, %g) Tr (%p, %g)
gensys (7543.42) 4357.66 (42.23, 42.21) 7078.84 (6.15, 6.14) 4722.35 (37.39, 37.38) 7370.48 (2.29, 2.27)
rand net 41.15 11.00 (73.26, 68.87) 35.12 (14.66, 13.14) 41.15 (0, -1.52) 41.15 (0.00, -0.73)
f3-b25 755.90 225.45 (70.17, 69.95) 246.97 (67.32, 67.18) 233.73 (69.07, 68.86) 243.39 (67.80, 67.66)
ip50 (88.43) 61.95 (29.94, -43.62) 138.90 (-57.06, -81.97) 64.47 (27.09, 11.13) 60.13 (31.99, 21.70)
f2clk 280.88 290.41 (-3.39, -5.66) 188.53 (32.87, 32.13) 325.87 (-16.01, -16.48) 274.77 (2.17, 1.90)
f15-b3 (875.37) 531.31 (39.30, -1.76) 561.40 (35.86, 22.53) 759.43 (13.24, 6.91) 555.47 (36.54, 32.24)
IBM k45 3940.82 3729.01 (5.37, 4.02) 3568.43 (9.44, 9.18) 3625.13 (8.01, 7.85) 3541.57 (10.13, 10.00)
IBM k70 643.67 76.16 (88.16, 82.46) 527.58 (18.03, 17.20) 643.67 (0, -0.59) 643.67 (0.00, -0.43)
f15-b2 516.36 334.07 (35.30, -23.96) 257.93 (50.04, 30.65) 452.94 (12.28, 3.03) 369.69 (28.40, 21.81)
IBM k75 (4035.72) 5096.73 (-26.29, -30.56) 6324.08 (-56.70, -57.69) 5782.49 (-43.28, -43.89) 5534.54 (-37.13, -37.69)
okgen 46.43 46.43 (0.00, -0.02) 46.43 (0.00, -0.01) 46.43 (0.00, -0.01) 46.43 (0.00, -0.01)
Heuristique w(c) > 0
Pas de Restriction Horn Binaire Horn & Binaire
Tr (%p, %g) Tr (%p, %g) Tr (%p, %g) Tr (%p, %g)
gensys (7543.42) 4742.55 (37.12, 37.12) 7434.11 (1.44, 1.44) 4615.46 (38.81, 38.80) 7610.16 (-0.88, -0.89)
rand net 41.15 27.00 (34.38, 30.33) 25.60 (37.79, 36.36) 41.15 (0, -1.52) 41.15 (0.00, -0.73)
f3-b25 755.90 745.80 (1.33, 1.30) 738.83 (2.25, 2.23) 773.19 (-2.28, -2.31) 779.37 (-3.10, -3.12)
ip50 (88.43) 54.28 (38.61, -22.39) 138.28 (-56.35, -78.33) 67.17 (24.04, 7.93) 52.71 (40.39, 29.97)
f2clk 280.88 224.82 (19.95, 17.79) 221.20 (21.24, 20.54) 299.23 (-6.53, -6.99) 289.93 (-3.22, -3.50)
f15-b3 (875.37) 543.86 (37.87, 11.61) 687.06 (21.51, 11.97) 751.79 (14.11, 7.75) 498.80 (43.01, 38.70)
IBM k45 3940.82 1826.6 (53.64, 52.77) 3324.82 (15.63, 15.36) 3637.35 (7.70, 7.54) 3714.29 (5.74, 5.62)
IBM k70 643.67 31.51 (95.10, 92.73) 518.48 (19.44, 18.61) 643.67 (0, -0.58) 643.67 (0, -0.43)
f15-b2 516.36 378.88 (26.62, -13.95) 155.70 (69.84, 54.89) 483.39 (6.38, -3.49) 371.51 (28.05, 21.59)
IBM k75 (4035.72) 4202.16 (-4.12, -7.22) 5782.1 (-43.27, -44.21) 5927.94 (-46.88, -47.53) 5655.36 (-40.13, -40.68)
okgen 46.43 46.43 (0.00, 0.00) 46.43 (0.00, -0.00) 46.43 (0.00, -0.00) 46.43 (0.00, -0.00)
Tab. 4 – Re´sultats avec Minisat
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Pas de Restriction Horn Binaire Horn & Binaire
instances Tb Tr (%p, %g) Tr (%p, %g) Tr (%p, %g) Tr (%p, %g)
gensys (5181.22) 4672.43 (9.81, 9.79) 7879.9(-52.08, -52.10) 5146.42 (0.67, 0.64) 7964.11(-53.71,-53.73)
rand net (131.01) 173.97(-32.79, -34.16) 110.02 (16.01, 15.54) 131.01 (0, -0.48) 131.01 (0.00, -0.23)
f3-b25 (1664.94) 2935.61(-76.31, -76.41) 1926.54(-15.71, -15.77) 2934.61(-76.25, -76.35) 1924.24(-15.57,-15.63)
ip50 79.45 110.37(-38.91,-120.79) 143.30(-80.36,-108.08) 150.33(-89.20,-106.97) 58.31 (26.60, 15.15)
f2clk (323.15) 270.61 (16.25, 14.28) 291.93 (9.66, 9.01) 453.03(-40.19, -40.59) 518.12(-60.33,-60.56)
f15-b3 833.17 244.23 (70.68, 27.53) 976.24(-17.17, -31.18) 281.31 (66.23, 59.58) 760.59 (8.71, 4.19)
IBM k45 (7829.02) 4111.24 (47.48, 46.80) 4382.78 (44.01, 43.88) 3457.46 (55.83, 55.75) 3314.55 (57.66, 57.59)
IBM k70 (712.10) 225.22 (68.37, 63.22) 757.96 (-6.43, -7.19) 712.10 (0, -0.53) 712.10 (0.00, -0.39)
f15-b2 (794.85) 261.70 (67.07, 28.56) 575.30 (27.62, 15.02) 556.98 (29.92, 23.91) 441.52 (44.45, 40.17)
IBM k75 2877.51 3714.45(-29.08, -35.07) 4099.39(-42.46, -43.85) 5505.93(-91.34, -92.20) 3796.42(-31.93,-32.71)
okgen (323.06) 323.06 (0.00, -0.00) 323.06 (0.00, -0.00) 323.06 (0.00, -0.00) 323.06 (0.00, -0.00)
Heuristique w(c) > 0
Pas de Restriction Horn Binaire Horn & Binaire
Tr (%p, %g) Tr (%p, %g) Tr (%p, %g) Tr (%p, %g)
gensys (5181.22) 5052.73 (2.47, 2.46) 8046.2(-55.29, -55.30) 5163.37 (0.34, 0.33) 8231.05(-58.86,-58.87)
rand net (131.01) 63.00 (51.91, 50.63) 130.23 (0.59, 0.14) 131.01 (0.00, -0.47) 131.01 (0.00, -0.23)
f3-b25 (1664.94) 1701.57 (-2.20, -2.21) 1698.4 (-2.00, -2.01) 1745.22 (-4.82, -4.83) 1723.25 (-3.50, -3.51)
ip50 79.45 113.38(-42.70,-110.61) 136.52(-71.82, -96.28) 146.68(-84.61,-102.54) 60.46 (23.90, 12.30)
f2clk (323.15) 313.56 (2.96, 1.09) 238.38 (26.23, 25.62) 466.84(-44.46, -44.86) 503.75(-55.88,-56.13)
f15-b3 833.17 675.88 (18.87, -8.70) 1276.87(-53.25, -63.27) 271.53 (67.40, 60.72) 733.52 (11.96, 7.43)
IBM k45 (7829.02) 5836.14 (25.45, 25.01) 4364.69 (44.24, 44.11) 3341 (57.32, 57.24) 3311.19 (57.70, 57.64)
IBM k70 (712.10) 406.32 (42.94, 40.79) 740.12 (-3.93, -4.68) 712.10 (0.00, -0.53) 712.10 (0.00, -0.38)
f15-b2 (794.85) 316.32 (60.20, 33.83) 293.82 (63.03, 53.31) 549.23 (30.90, 24.47) 469.28 (40.95, 36.76)
IBM k75 2877.51 3121.35 (-8.47, -12.82) 4017.92(-39.63, -40.95) 5170.69(-79.69, -80.59) 3738.34(-29.91,-30.69)
okgen (323.06) 323.06 (0.00, 0.00) 323.06 (0.00, -0.00) 323.06 (0.00, -0.00) 323.06 (0.00, -0.00)
Tab. 5 – Re´sultats avec SatElite
traitement permettant de de´tecter une partie -mais pas
la totalite´- des clauses redondantes. Nos expe´rimen-
tations montrent notamment l’efficacite´ d’une heuris-
tique de ponde´ration couple´e a` la PU-redondance. Un
tel pre´-traitement peut eˆtre conside´re´ comme une me´-
thode de compilation permettant des ope´rations plus
rapides sur les instances. Il est inte´ressant de consta-
ter que les temps combine´s de simplification et de re´-
solution via notre approche ame´liorent re´gulie`rement
les re´sultats des solveurs seuls notamment sur des ins-
tances re´pute´es difficiles.
Ce travail de recherche ouvre des perspectives in-
te´ressantes. Par exemple, un tel pre´-traitement peut
jouer un roˆle utile dans la de´tection de formules mi-
nimalement inconsistantes[12]. En outre, nous nous
sommes concentre´s sur les clauses binaires ou les
clauses de Horn. D’autres fragments polynomiaux tels
que les clauses Reverse Horn ou encore les clauses stric-
tement positives ou ne´gatives pourrait eˆtre prises en
compte dans de futures recherches.
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