The pseudospectral (or Fourier) method has been used recently by several investigators for forward seismic modeling. The method is introduced here in two different ways: as a limit of finite differences of increasing orders, and by trigonometric interpolation. An argument based on spectral analysis of a model equation shows that the pseudospectral method (for the accuracies and integration times typical of forward elastic seismic modeling) may require, in each space dimension, as little as a quarter the number of grid points compared to a fourth-order finite-difference scheme and one-sixteenth the number of points as a second-order finite-difference scheme. For the total number of points in two dimensions, these factors become l/16 and l/256, respectively; in three dimensions, they become l/64 and 114 096, repectively
INTRODUCTION
The pseudospectral method is an alternative to finite differences and finite elements for some classes of partial differential equations. The pseudospectral method is more limited than these other approaches in several ways. If the problem is not naturally periodic, it has to be reformulated to a periodic setting. Also, grids have to be uniform and there are only limited possibilities of implementing special techniques such as upwinding, shock fitting, etc. On the positive side, in cases where the pseudospectral method works well [primarily for convective or wave-type phenomena which can be formulated as periodic initial-value problems (as opposed to initialboundary value problems)], savings up to several orders of magnitude in computer memory and time can be realized.
The pseudospectral method was first proposed by Kreiss and Oliger (1972) . Additional basic theory for it can be found, for example, in Orszag (1972) , Fornberg (1975) , and Gottlieb and Orszag (1977) . The understanding of the method is rather incomplete. The pseudospectral method performs in many important situations far better than present theory would suggest, and it is now a leading technique in several fields (structures in turbulence, nonlinear wave dynamics, weather forecasting, etc.). Test calculations on forward seismic modeling have been performed for a few years (Kosloff and Baysal, 1982; Kosloff et al., 1984; Johnson, 1984; Cerjan et al., 1985) .
The first explanation of the method given here describes it as a limit of finite-difference methods of increasing accuracies. The second, "traditional" explanation is more suitable for practical implementation; it is based on trigonometric interpolation. The equivalence between the two descriptions is demonstrated in Appendix A. The discussion of the pseudospectral method as a limit of finite-difference methods is then refined to obtain estimates on how many grid points the different methods require for comparable accuracies (in the case of constant coefficients).
The next section of the paper describes the problem of 2-D elastic seismic modeling. (In the acoustic case, the governing equations take a special form which can be exploited by IOWorder finite-difference methods. The advantages of the pseudospectral method are then less than in the more general elastic case.) I then give a brief introduction to the test calculations reported in Appendix B. These tests were performed to assess how well the predictions about the methods would hold up under more realistic conditions (2-D structure, variable coefficients, interactions between P-and S-waves at interfaces, etc.). In the last section, I comment on how a pseudospectral production code might be designed and briefly summarize the main observations. 
The fourth-order scheme can similarly be written The explicit formula (8) for B,,, y tells how this set of coefficients extends to higher orders. The right half of the array above is given in Table 1 
Thus, there exists a limit method which theoretically has infinite accuracy. If one considers a periodic problem, the infinitely wide difference stencil applied to the data and to the periodic repetitions becomes equivalent to a stencil, as wide as the period, with modified coefficients (derived in closed form in Appendix A). This limit method is the pseudospectral method. Applying the pseudospectral method amounts to performing a periodic discrete convolution, requiring two fast Fourier transforms.
The pseudospectral method defined from trigonometric interpolation
By one fast Fourier transform (FFT), one can obtain the coefficients of the interpolating trigonometric polynomial of minimal degree which passes through a set of equidistant data points. The analytic derivative of this polynomial is obtained by multiplying each Fourier coefficient by its wavenumber. These derivatives at all the grid points are recovered by a second FFT, returning from Fourier to physical space. This constitutes the pseudospectral method of finding derivativesat the grid points. The cost is again two FFTs. This second definition is convenient for practical implementation since it explicitly gives the multipliers to use in Fourier space. The equivalent finite-difference coefficients are derived in Appendix A and are found to be identical to those derived from the limit of finite-difference methods. OF THE PSEUDOSPECTRAL  METHOD TO  FINITE-DIFFERENCE  METHODS  OF Omitting the imaginary unit i, the factors in front of eiox in the right-hand sides of equations (12) and (13) For the general method of order 2p, the corresponding inequality follows from equation (9) The interpolation of a trigonometric polynomial to a discrete step function is subject to Gibbs phenomenon, an overshoot of about 9 percent at each side of the jump. Oscillations die down only as 0(1/x) at a distance x from the jump. The pseudospectral method uses the derivative of this polynomial at the grid points, which will obviously lead to large errors even far from the jump. To obtain the derivative at a fixed time the pseudospectral method is not suitable. However, the present context is to solve equation (11) (or an equivalent equation) over a long time In the linear (or weakly nonlinear) hyperbolic case, the oscillatory errors cancel to give a very high accuracy because the solution is largely translating across the grid.
COMPARISON
A good way to measure the accuracy of a traveling step solution is to see how well it retains its slope over time Suppose 8,/5x in equation (11) The slope, infinite at t = 0, decays for increasing t as t' 1(2p+11. For the slope to decay by a factor of two, time for a secondorder method (p = 1) has to increase by a factor of eight. For a tenth-order method, the corresponding factor in time is over 2 000. The pseudospectral method is the limit for p+ CC. Table 2 shows the computer times required for one time step with the various methods and grid sizes. Table 3 shows the sustained Mflop (million floating point operations per second) rates which correspond to the times in Table 2 (Interfacial waves can also occur. Rayleigh waves travel along the top surface and Stoneley waves travel along internal interfaces. They both go slower than the S-waves, and they decay exponentially away from the interface they are following.) The present test codes were written only for a periodic geometry. This study is limited to comparing different methods in space. Even so, some temporal integration method has to be employed. I have used standard, centered, second-order finite differences (Leap-Frog) with time steps sufficiently small so as not to influence the results. I have also normalized the Actual computer times for a complete test run will depend upon the time integration technique used. However, for the same accuracy, the relative times for different spatial methods can still be read directly from Table 2 .
Implementation of the finite-difference schemes is straightforward, and speeds approach the theoretical maximum of the computer. For the pseudospectral method, on the other hand, I employed a direct vectorization (across the many simultaneous transforms) of the original Cooley-Tukey algorithm (Cooley et al., 1969) . Neither this algorithm nor the implementation is optimal. The estimates I give for the pseudospectral method should be improved with a better FFT code. Appendix B contains brief descriptions and computational results for nine test cases. In all of them, the results obtained with the pseudospectral method are compared to the results from second-and fourth-order finite-difference methods on grids of different densities. The first two tests are idealized in several ways: (1) They were really 1-D problems (no horizontal variation); (2) only P-waves were present; (3) the medium was either constant or piecewise constant; (4) in test case 2, the interfaces were straight and aligned with the grid; and (5) incoming waves hit the interfaces at normal incidence.
The first two cases are the only ones which have been run to a realistic time i.e., a time sufficient to allow the fastest wave to travel across the domain between two and three times. Test 3 is identical to test 2 except that it is only run one-eighth as long. One (instead of 14) reflections have occurred. The rough equivalence in results between PS-32 x 32, fourth-order FD-128 x 128, and second-order FD-512 x 512 that is apparent in the full-length test 2 is not clear from a casual inspection of a shorter caiculaticm iike-testy 3. Keep this fact in minds when reviewing cases 4-9, which are all short-time tests of single interactions.
Tests 4 and 5 show P-and S-waves, respectively, hitting a horizontal interface at a 45 degree angle. Tests 6 and 7 illustrate reflection-transmission at acoustic-elastic interfaces. Tests 2-7 all had straight interfaces aligned with the grid; test 8 is the only smoothly varying medium. Finally, test 9 includes a sharp interface not aligned with the grid. A degradation of the higher order methods is noticeable in this last case and is discussed below.
In all cases, the initial pulse shape was of the form l/(c + x2)*, where c is a constant. Appendix B emphasizes how the pseudospectral method maintains the pulse integrity in grids so coarse that the exact pulse shape (and its spectral content) have lost their relevance (the pulse being limited to only one grid point in extent on the 32 x 32 grids).
The results shown are all exactly as obtained from the numerical methods. In particular, no smoothings or any similar kinds of manipulations were performed.
In the cases where reflection-transmission coefficients were monitored, the coefficients were found to converge to their correct values, similar to other displayed features. This stability of a scheme depends upon the time discretization method as well as on the method in space. If LeapFrog were used, the ratio of time steps divided by space steps would have to be less than 1 for model equation (11) with second-order finite-differences in space. The right column in Table 1 shows this critical ratio for Leap-Frog in time and finite-difference methods of different accuracies in space. The ratio decreases to l/n for the pseudospectral method. However, since the higher order methods allow much larger steps in space, the time step will be limited by accuracy and not stability. Equivalent results hold for other time-stepping methods.
A large number of time-stepping methods are possible (e.g., Leap-Frog, Runge-Kutta, Adams-Bashforth, modified Euler, etc.). The choice of method will not significantly affect the relative performance of the various spatial methods. In this work, Leap-Frog was used because of its simplicity (with a time step so small that all noticeable errors were due to the spatial approximations). Note that the modified Euler method with operator splitting (Bayliss et al., 1986 ; Strang, 1968) requires only one time level in memory. This idea can be used with either finite-difference or pseudospectral methods (and represents a savings in memory of a factor of two over the Leap-Frog method used here).
For second-order finite differences in space, some timestepping methods (Leap-Frog is one) give higher than expected accuracy for P-waves with very large time steps near the stability limit. Although useful when applicable, the accuracy does not carry over to S-waves or to either wave type for higher order methods. It in no way invalidates the basic assumption in this work, i.e., that temporal and spatial errors can be treated (and minimized) separately.
Recently. it has been noted that errors from a high-order calculation involving steps (shocks) possess a structure which makes it possible to remove most of the errors without affecting the correct parts of the solution (Gottlieb and Abarbanel, CONCLUSIONS Fourth-order finite-difference methods are, in every respect I have considered, far superior to second-order finitedifference methods. The advantage of the pseudospectral method over fourth-order finite-difference methods lies primarily in memory and is most pronounced in three dimensions.
Three-dimensional calculations could become feasible with the pseudospectral method. Even if a factor of two in both memory and speed were lost due to absorbing layers at the ' bourr&ari~, the pseudospectral method can be~expeeted to XR about 150 times faster and use less than l/2 000 of the memory required by second-order finite-difference methods.
1985; Gottlieb and Tadmor, 1985) . In low-order calculations, on the other hand, dispersion causes a genuine loss of data, making postrecovery impossible. This favoring of higher order methods has not been exploited in the present work.
The pseudospectral method requires periodic boundaries. Other situations will somehow have to have a periodic setting simulated. Cerjan et al. (1985) describe one approach of damping waves near boundaries. In spite of the good results quoted, the problem with absorbing boundary conditions requires further study.
In the present test cases, the pattern of equivalent accuracies (PS-32 x 32; fourth-order, 128 x 128; second-order, 512 x 512) did not quite hold up when interfaces were not aligned with the grid lines. This problem will occur whenever grids become so sparse that they do not contain sufficiently detailed information on locations of the interfaces. For finiteelement methods, the grid would be adjusted to follow the interfaces. For finite-difference and pseudospectral schemes, alternative formulations of the governing equations (homogeneous or heterogeneous) might be considered. Table 4 shows the potential of the fourth-order finitedifference method and the pseudospectral method compared to the standard second-order finite-differences method for the elastic wave equation. With current techniques regarding boundaries, etc., about one-half of the pseudospectral potential should be possible in a carefully devised code. 
