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Abstract-we construct four finite-difference models for the Bessel differential equation. They 
correspond respectively, to the standard, Numerov, Mickens-Ramadhani, and combined Numerov- 
Mickens schemes. The asymptotic behavior of the solutions to these difference equations is calculated 
and compared to the asymptotic solution of the Bessel differential equation. These results are then 
related to the problem of numerically integrating Schrijdinger type ordinary differential equations. 
1. INTRODUCTION 
The Bessel differential equation [l] 
plays a very important role in the analysis of systems in the physical and engineering 
sciences [2-61. The purpose of this paper is to construct four discrete finite-difference models for 
the Bessel equation and examine the properties of the asymptotic solutions to the corresponding 
difference equations. Two of the discrete models are based on the application of the standard rules 
for constructing finite-difference schemes for differential equations [7-lo]. The other two discrete 
models follow from the use of nonstandard modeling rules as formulated by Mickens [ll-131. The 
results to be presented extend the earlier work of Mickens and Ramadhani [14]. 
The calculations and results of this paper are related to issues that arise in the numerical 
integration of SchrSdinger type ordinary differential equations. These are equations that take the 
form [3,14] 
2 + f(X) y = 0. (2) 
For example, we can compare the analytically derived asymptotic solutions of the discrete Bessel 
models directly to the known analytic expression for the asymptotic solution of the Bessel dif- 
ferential equation. The discrete models that give asymptotic behavior in agreement with the 
corresponding solution to the Bessel differential equation can be expected to provide better nu- 
merical integration schemes for the general Schrijdinger type ordinary differential equation. It 
should be noted that a large number of papers have been written on the use of Bessel functions in 
the construction of finite-difference schemes for SchrGdinger type ordinary differential equations. 
Two excellent references are Ixaru and Rizea [15], and Raptis and Cash [16]. 
The next section presents the properties of the Bessel equation and its asymptotic solution 
that is needed for the remainder of the paper. In Section 3, we give four discrete models for the 
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Bessel differential equation. We do not show how to derive these finite-difference schemes since 
the details of their construction exist in the published literature. Section 4 provides the necessary 
background material needed to determine the asymptotic solutions to a certain class of second- 
order linear difference equations. We use this to calculate in detail the asymptotic solution for 
one of the four finite-difference schemes. The asymptotic solutions to the other schemes are then 
listed. Finally, in Section 5, we discuss in detail the results of the previous section. 
2. BESSEL DIFFERENTIAL EQUATION 
The transformation [17] 
WA!- 
&’ 
converts the Bessel equation to the form 
g+ [l- (“‘--fJ”)] y=o. 
(3) 
This transformed normal form for the Bessel differential equation allows certain simplifications 
to be made in determining its asymptotic solutions. For the purpose of this paper, it is sufficient 
to consider only the case of n = 0, since the structure of the function f(z) 
is the same for all values of n, i.e., 
f(z) = 1 - 3, yn = n2 - 0.25. 
Thus, for n = 0, we have 
The WKB method can be used to determine the asymptotic solution (X -+ co) of equation (7). 
It is given by the following expression [18]: 
y(z) = A sinz - F - (;) $$]+B[cos+-(;) $$I++), (8) 
where A and B are arbitrary constants. 
Finally, it should be observed that the normal form of the Bessel equation, equation (4), 
shows that it is a special case of a Schrijdinger type ordinary differential equation, i.e., compare 
equation (4) with equation (2). 
3. BESSEL DIFFERENCE EQUATIONS 
There exists a variety of numerical integration procedures for the Schrodinger type ordinary dif- 
ferential equations as given by equation (2). The simplest finite-difference scheme is the standard 
model [8,19] 
Ym+1 - 2YTn + Ym-1 
h2 
+ fmYm = 0. (9) 
This is obtained by replacing in equation (2) the second-derivative by the central difference 
expression 
d2y Ymfl - 2Y7n + Ym-1 
zr h2 ’ (10) 
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and the function f,,, by 
f(z) + f(zWJ, (11) 
where 
X m = (AX)m, Ax = h, (12) 
and urn is the discrete representation of y(zcm). The standard model can be rewritten to the form 
ym+1 +ym-1= 2 1 - % ym. 
[ 1 (13) 
Another popular standard numerical integration procedure is the Numerov scheme [15]; it is 
[1+?] Yrn+i+ [1+%] ,_,=2[1-5$] ym. (14 
In recent years, nonstandard discrete models have been constructed for Schrodinger type ordi- 
nary differential equations. These new schemes are based on the nonstandard modeling rules of 
Mickens [ll-131. The Mickens-Ramadhani scheme (MRS) for equation (2) is 
or 
Ym+1- 2Ym + ym-1 
(~) sin2 (~) +fmym=o’ 
Y~+I + ylm-1 = 2 [co, (ha)] ym. 
(15) 
(16) 
This result has been generalized by Chen, Xu and Sun [20] to give what they call the combined 
Numerov-Mickens scheme (CNMS): 
[1+%-j ym+l+ [l++] y,,+i=Z[cos(ha)] [1+%] ym. (17) 
In the next section, we calculate the asymptotic solutions to equations (13), (14), (16), and (17) 
for the case of the normal form zeroth order Bessel equation given by equation (7). For this 
situation, the function fm is 
fm=1+&. (13) 
4. ASYMPTOTIC PROCEDURES 
FOR DIFFERENCE EQUATIONS 
In equations (13), (14), (16), and (17), if the function fm has the asymptotic form 
fm=1+$+$+...+$+0 --& ) 
( > 
(19) 
where (Al, AZ, . . . ,Ak) are known, then the asymptotic representation of the solution takes the 
form 121-231 
1 . ..+$+o - ( >I mk+l ’ (20) 
where the a priori unknown constants (8, Bo, B1, Bz, . . . , Bk) can be determined by substituting 
equation (20) into the relevant difference equation and setting the coefficient of each term 
c = (0, 1,2,. . . ) Ic), 
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equal to zero. Thus, (0, Bo, BI, Bz, . , . , Bh) can be calculated as functions of (AI, AZ, . . . , Ak). 
To illustrate the procedure, we present the details of the calculations for the CNMS. 
The replacement of fm in equation (17) by equation (18) gives 
48(m1+1)2] Ym l+ [(l+ki) +48(m1-l)2] ‘lm-’ 
=2[(1+9 +&I [cos(h/~)] Ym. (21) 
To terms of 0(l/m4), we have 
and 
&) 
=-$--$+--$+o --$ ) 
( > 
(772 : 1)2 
=-&-$+o 
1 
( > 
2 ’ 
(m i 1)3 
=-$o -$ ) 
( > 
1 
48(m f 1)2 
(224 
(22b) 
PC) 
(224 
For the fm given by equation (18), the 
Consequently, ym+l and ym_l are 
Ym*l = eiBomefiBo I$ B1 + 
m 
parameter 0 in equation (20) is zero, i.e., 0 = 0 [14]. 
(B~FBI) + (B3~2BzfBl) +. 
m2 m3 (23) 
The “cosine” function has the following asymptotic representation: 
cos(h&&) =cos(h)- [$p] $+0(--g. (24) 
Substituting equations (22)-(24) into equation (21), setting the coefficients of each linearly inde- 
pendent term equal to zero, we obtain the following relations: 
(@h + e-iBo )(I+$) -2(1+Z) cos(h)=O, 
(c 
iBo + e-iBo )(l+;) B1-2BI(1+$) cos(h)=O, 
(25) 
(26) 
cos( h) sin(h) 
cos(h) - 24 + 7 
(eiBo - eeiBo) 
(eiBo + e -iBo) + (2) (eiBo + e-zBo) 
cos( h) 
(28) 
_Bl [%$I +B1 [y] (I+;) =o. 
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From equation (25), it follows that 
cos(Bo) = cos(h), (29) 
and we conclude that 
B,, = h. (30) 
With this result, equation (26) is an identity and nothing new comes from it. Cancelling the 
extraneous terms in equation (27) gives 
sin(h) Bl(eiB’J _ e-iBo) = 4h. 
Using equation (30) and solving for B1 gives 
B1 =-&a 
(31) 
(32) 
Again, cancelling the extraneous terms in equation (28), and substituting the results of equai 
tions (30) and (31), we obtain 
“‘=-(A) [s$] -i&-48&)* 
An asymptotic solution to equation (21) is determined by replacing Bo, B1 and Bs in 
Y m=e ,,$+!?+o 
(33) 
(34) 
by the results given in equations (30), (32), and (33). Note first that ym is, in general, a complex 
valued function of m. Second, the second order difference equation given by equation (21) is linear. 
This means that both the real and imaginary parts of ym, as calculated from equation (34), are 
also solutions to equation (21). Since the coefficients appearing in equation (21) are real, a general 
solution can always be represented as an arbitrary linear combination of the real and imaginary 
parts of ym. Carrying out this calculation gives finally the following expression for the asymptotic 
solution to equation (21): 
where A and B are arbitrary real constants, 
and 
X m = hm, 
4hcos(h) + i+ 4h2 
sin(h) 2 1 3(1+9 . 
+o $ 7 ( ) 
(35) 
m 
(36) 
(37) 
(38) 
The coefficient & has the property 
trnc& = 1. 
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The corresponding asymptotic solutions to the standard, Numerov and Mickens-Ramadhani 
schemes, are given, respectively, by the expressions: 
(394 
where 
4= (i-J tan-’ [=I, P9b) 
PC) 
and 
trncd = 1, Frnap = 1; Wd) 
-+ -+ 
yt = A sin(&x,) - & 
cos( BoxJ 
8xc, 1 [ + B cos(&z,) + i& Sine:m’] + 0 ($-) , (40a) 
and 
where 
2h[cos(BrJh) + 51 
” = (12 + h2) sin(Bah)’ 
sinxm-- 
where 
and 
o!= [$$)I [cos(h)+F], 
/Jrnao = 1. 
(4Ob) 
(4Oc) 
(40d) 
fO -& , 
( ) m 
(41a) 
(41b) 
(4ic) 
In all the above relations, A and B are arbitrary real constants. Further, we have written the 
asymptotic solutions in such a way that direct comparisons can be made among them. For future 
reference, we rewrite equation (8), the asymptotic solution to the normal form of the Bessel 
equation in its discrete representation. It is given by the expression 
y$ =A 
[ 
sinx,- 
$-$-@ s]+o(-&). 
(42) 
Finally, it should be indicated that an alternative, but, more complicated technique to calculate 
asymptotic solutions to linear second-order difference equations, is the method of Dingle and 
Morgan [24]. 
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5. DISCUSSION 
In the previous section, we calculated the asymptotic solutions to four discrete models of 
the Bessel differential equation transformed to its normal form. The discrete models are based 
on finite-difference techniques and correspond to the standard, Numerov, Mickens-Ramadhani, 
and combined Numerov-Mickens schemes. We now compare the behaviors of their asymptotic 
solutions to the discrete form of the Bessel differential equation. 
We begin with the observation that the Mickens-Ramadhani and combined Numerov-Mickens 
schemes give asymptotic solutions that agree with that of the discrete Bessel solution to terms of 
0(1/z&). This can be seen by comparison of equations (35) and (41) with equation (42). Note 
that the standard and Numerov schemes have asymptotic solutions that differ from equation (42) 
for all finite values of h. 
A second observation is that in the differential equation “recovery” limit [8], i.e., 
h + 0, m + 00, hm = x = fixed, (43) 
all of the finite-difference equations go over to the Bessel differential equation given by equa- 
tion (7). This result is just the requirement that the various discrete models be consistent with 
the differential equation. Furthermore, in this limit, all of the asymptotic solutions to the differ- 
ence equations reduce to the asymptotic solution to the Bessel differential equation, i.e., 
(44) 
where y(x) is given by equation (8). 
A practical application of these results is to the evaluation of the four discrete models, i.e., 
equations (9), (14), (16), and (1’7) for suitability to provide procedures for numerically integrating 
Schrijdinger type ordinary differential equations. Since the asymptotic behavior of a difference 
equation is extremely sensitive to its particular form [12,13], a measure of the suitability of a 
discrete model can be obtained by comparing its asymptotic solution to the known asymptotic 
solution for a given differential equation. Based on the above discussions, we conclude that the 
Mickens-Ramadhani and combined Numerov-Mickens schemes are the better of the four discrete 
models. In fact, if we ranked these schemes, the following ordering (in terms of increasing 
accuracy) is obtained: 
Standard 
Numerov 
Mickens-Ramadhani 
Combined Numerov-Mickens 
Note again that this ranking is based on the comparison of asymptotic behavior. It is of interest to 
compare this ranking with that obtained for “small” values of x. Based on numerical experiments, 
Chen, Xu and Sun [20], find the ordering: 
Standard 
Mickens-Ramadhani 
Numerov 
Combined Numerov-Mickens 
The overall conclusion is that the combined Numerov-Mickens scheme provides a better integra- 
tion technique for obtaining numerical solutions of Schrodinger type ordinary differential equa- 
tions. 
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