We analyze the properties of matching estimators when there are few treated, but many control observations. We show that, under standard assumptions, the nearest neighbor matching estimator for the average treatment effect on the treated is asymptotically unbiased in this framework. However, when the number of treated observations is fixed, the estimator is not consistent, and it is generally not asymptotically normal. Since standard inference methods are inadequate in this setting, we propose alternative inference methods based on the theory of randomization tests under approximate symmetry. We consider the implications of our findings for synthetic control applications.
Introduction
Matching estimators have been widely used for the estimation of treatment effects under a conditional independence assumption (CIA).
1 In many cases, matching estimators have been applied in settings where (1) the interest is in the average treatment effect for the treated (ATT), and (2) there is a large reservoir of potential controls (Imbens and Wooldridge (2009) ). Abadie and Imbens (2006) study the asymptotic properties of matching estimators when the number of control observations grows at a higher rate than the number of treated observations. However, their asymptotic theory still depends on both the number of treated and control observations going to infinity. Therefore, reliance on such asymptotic approximations should be considered with caution when the number of treated observations is small, even if the total number of observations is large.
In this paper, we analyze the properties of matching estimators when the number of treated observations is fixed, while the number of control observations goes to infinity. We first show that the nearest neighbor matching estimator is asymptotically unbiased for the ATT, under standard assumptions used in the literature on estimation of treatment effects under selection on observables.
2 This is consistent with Abadie and Imbens (2006) , who show that the conditional bias of the matching estimator can be ignored, provided that the number of control observations increases fast enough, relative to the number of treated observations.
In their setting, the matching estimator is consistent and asymptotically normal. In our setting, however, the variance of the matching estimator does not converge to zero, and the estimator will not generally be asymptotically normal. Our theory complements the theory developed by Abadie and Imbens (2006) , providing a better approximation to settings in which there is a larger number of control relative to treated observations, but the number of treated observations is not large enough, so that we cannot rely on asymptotic results in which the number of treated observations goes to infinity.
3
We conduct an empirical Monte Carlo (MC) study based on real data, as suggested by Huber et al. (2013) . When the dimensionality of the covariates is low, and we consider matching estimators with few nearest neighbors, our simulations suggest that, regardless of the number of treated observations, the bias of the matching estimator is close to zero, even when the number of control observations is not large. Increasing the dimensionality of the covariates and/or increasing the number of nearest neighbors used in the estimation implies that we need an increasing number of controls to keep our approximations reliable.
The fact that the matching estimator is not asymptotically normal, in our setting, poses important challenges when it comes to inference. Inference based on the asymptotic distribution of the matching estimator derived by Abadie and Imbens (2006) should not provide a good approximation when the number of treated observations is very small, even if there are many control observations. The bootstrap procedure proposed by Otsu and Rai (2017) also relies on the number of both treated and control observations going to infinity. For finite samples, Rosenbaum (1984) and Rosenbaum (2002) consider permutation tests for observational studies under strong ignorability. However, these tests rely on restrictive assumptions. 4 Rothe (2017) provides robust confidence intervals for average treatment effects under limited overlap. For the case with continuous covariates, he combines his method with subclassification on the propensity score. However, with few treated and many control observations, it would not be possible to reliably estimate a propensity score. Therefore, we consider two alternative inference methods based on the theory of randomization tests under an approximate symmetry assumption, developed by Canay et al. (2017) . One test relies on permutations, while the other relies on group transformations given by sign changes. 5 We 3 The finite sample properties of matching and other related estimators have been evaluated in detail in simulations by, for example, Frolich (2004) , Busso et al. (2014) , Huber et al. (2013) , and Bodory et al. (2018) . In contrast to their approach, we provide theoretical and simulation results holding the number of treated observations fixed, but relying on the number of control observations going to infinity.
4 Rosenbaum (1984) assumes that the propensity score follows a logit model, while Rosenbaum (2002) assumes that observations are matched in pairs such that the probability of treatment assignment is the same conditional on the pair.
5 A test based on permutations has been studied in the context of an approximate symmetry assumption derive conditions under which these tests provide asymptotically valid hypothesis testing when the number of control observations goes to infinity, even when the number of treated observations remains fixed.
The different test procedures we consider present important trade-offs in terms of size distortion, power, and the underlying null hypothesis they rely on. 6 With few treated observations, tests based on the asymptotic distribution derived by Abadie and Imbens (2006) and on the bootstrap procedure proposed by Otsu and Rai (2017) can have important size distortions, while the two randomization inference tests we propose control well for size even when the number of treated observations is very small. However, the randomization inference tests are valid to test sharper null hypotheses. 7 We show that the size distortion and power for each test depend crucially on the number of treated observations, the number of control observations, and the number of nearest neighbors used in the estimation, providing guidance on how to evaluate the trade-offs among these test procedures in different scenarios.
As an empirical illustration, we consider the "Jovem de Futuro" (Youth of the Future)
program. This is a program that has been running in Brazil since 2008, aimed at improving the quality of education in public schools by improving management practices and allocating grants to treated schools. In 2010, this program was implemented in a randomized control trial with 15 treated schools in Rio de Janeiro and 39 treated schools in Sao Paulo. We estimate the effects of the program using a matching estimator with the non-experimental sample as the control schools. We take advantage of the fact that there were about 1,000
other public schools in Rio de Janeiro and more than 3,000 other public schools in Sao Paulo that did not participate in the experiment, therefore, providing a setting with few treated by Canay and Kamat (2018) for regression discontinuity designs, while a test based on sign changes has been studied in the context of an approximate symmetry assumption by Canay et al. (2017) for a series of applications. 6 We show that the randomization inference procedures are valid when we consider more stringent null hypotheses than the null hypothesis that the ATT is equal to zero. Alternatively, we can think that these procedures are valid to test the null hypothesis that the ATT is equal to zero if we impose additional auxiliary assumptions. See details in Section 4.
7 Alternatively, these procedures can be valid to test hypotheses on the ATT, but only if we impose additional auxiliary assumptions and many control observations. 8 We find marginally significant treatment effects for Sao Paulo, and small and insignificant effects for Rio de Janeiro, which is consistent with the estimates based on the randomized control trial. Moreover, using the experimental control schools as the treated group for the matching estimator (so that we should expect to find no significant results), we provide empirical evidence that inference based on the asymptotic distribution derived by Abadie and Imbens (2006) may lead to over-rejection when there are very few treated observations, while the randomization inference procedures control better for size in this case.
The remainder of this paper proceeds as follows. We present our theoretical setup in Section 2. In Section 3, we derive the asymptotic distribution of the matching estimator and derive conditions under which it is asymptotically unbiased. In Section 4, we consider alternative inference methods that are asymptotically valid when the number of control observations goes to infinity, while the number of treated observations remains fixed. In Section 5, we present an empirical MC simulation based on the "Jovem de Futuro" program, and estimate the effects of this program using a matching estimator. In Section 6, we contrast the different inference procedures in light of the theoretical results presented in Section 4 and the simulations presented in Section 5, providing guidance on which method should be chosen depending on the setting. Concluding remarks, including a discussion of potential implications for Synthetic Control applications, are presented in Section 7.
Setting and Notation
We are interested in estimating the effect of a binary treatment on some outcome. Following Rubin (1973) , for each unit i we denote the potential outcomes Y i (1) if observation i receives treatment and Y i (0) if observation i does not receive treatment. Therefore, the observed outcome for unit i is given by
indicates the treatment received. In addition to Y i and W i , we also observe for each unit i a continuous random vector of pretreatment variables of dimension k in R k , which we denote by X i . The case in which components of X i are discrete, with a finite number of support points, can be easily dealt with by estimating treatment effects within subsamples defined by their values, and then aggregating on such covariates, as argued by Abadie and Imbens (2006) . We assume that we observe a sample of N 1 treated (N 0 control) units that consists of i.i.d. observations of units with W i = 1 (W i = 0), and that treated and control observations are independent. Let I w denote the set of indexes for observations with W i = w.
with W i = w. Furthermore, we assume that individuals in the treated and control samples are independent.
We consider the case in which the number of treated observations (N 1 ) is fixed, while the number of control observations (N 0 ) goes to infinity. One possibility is that there is a large set of units that could potentially be treated, but only a finite number of those units actually receive treatment. For example, in the empirical application, to be presented in Section 5, there are a large number of schools that could potentially receive the treatment, but only a small number of schools actually received it. Alternatively, we can imagine that there is a large number of treated units, but we only have data from a small sample of them.
We focus on two distinct estimands. First, we consider the conditional average treatment effect on the treated (CATT),
which is, conditional on the realization of {X i } i∈I 1 , the expected treatment effect for the treated units with these covariate values. We also consider the unconditional average treat-ment effect on the treated (UATT), which we denote by
In both cases, we focus on estimands related to the treatment effect on the treated because, given our setting with N 1 finite and N 0 large, there is no hope of constructing a counterfactual for the control observations using only a finite set of treated observations.
In the framework of Imbens and Rubin (2015) , these two estimands are defined based on a super-population.
Assumption 1 does not impose any restriction on how the distribution of (
for treated and control observations may differ. The following assumption does restrict the way in which these distributions may differ.
is the same for i in the treated and in the control groups.
Assumption 2 is equivalent to the conditional independence assumption (CIA). While in Assumption 1 we allow for different distributions of (Y i (0), Y i (1), X i ) whether i is treated or control, Assumption 2 restricts that the conditional distribution of Y i (0) given X i is the same for both treatment and control observations. 9 However, the density of X i for the treated observations (f 1 (X i )) can potentially be different from the density of X i for the
. This is what generates potential bias in a simple comparison of means between treated and control groups, without taking into account that these groups might have different distributions of covariates X i .
The next assumption states that possible values of X i for the treated observations are in the support of the distribution of X i for the control observations.
Assumption 3 (Overlap) X 1 ⊂ X 0 , where X w is the support of f w (X i ), for w ∈ {0, 1} Assumption 3 replaces the standard assumption that P r(W = 1|X = x) < 1 − η for some η > 0. This assumption guarantees that, for each i in the treated group, we can find an observation j in the control group with covariates X j arbitrarily close to X i when N 0 → ∞.
The main identification problem arises from the fact that we observe either
for each observation i. Note that, if we had two observations, i ∈ I 1 and j ∈ I 0 , with
The main challenge is that, with a continuous random variable X i , the probability of finding observations with exactly the same X i is zero. The idea of the nearest neighbor matching estimator is to input the missing potential outcomes of a treated observation i ∈ I 1 with observations in the control group j ∈ I 0 that are as close as possible in terms of covariates X i . More specifically, for a given metric
J M (i) be the set of M nearest neighbors in the control group of observation i ∈ I 1 . Then the matching estimator is given bŷ
3 Asymptotic Unbiasedness and Asymptotic Distribu-
Since we are focusing on the average treatment effect on the treated, we also define
10 Under Assumption 2, we have that µ(x, 0) = µ 0 (x). Using this notation, note that the CATT is given by
We first show thatτ is an asymptotically unbiased estimator for the CATT when the number of treated observations is fixed and the number of control observations grows, and we derive its asymptotic distribution in this setting.
Proposition 1 Under Assumptions 1, 2, and 3,
is continuous and bounded for any h(y) continuous and
, and ǫ m (X i ) is independent across m and i.
Proof. See details in Appendix A.1.1.
Let X i (m) be the covariate value of the m-closest match to observation i. The main intuition for the results in Proposition 1 is that, for a fixed
because, holding M fixed, we will always be able to find M observations in the control group that are arbitrarily close tox. Independence of ǫ m (X i ) across m and i follows from the fact that the probability of two treated observations sharing the same nearest neighbor converges to zero.
Proposition 1 shows that, conditional on the realization of {X i } i∈I 1 , the expected value of the matching estimator converges to τ ({X i } i∈I 1 ) =
We also derive the asymptotic distribution of the matching estimator conditional on {X i } i∈I 1 , which is centered on τ ({X i } i∈I 1 ). This is important for the construction of the inference methods we propose in Section 4. These results are valid for any fixed value of N 1 , including the case with N 1 = 1.
Remark 1
The condition that µ 0 (x) is continuous and bounded would be satisfied if we assume that µ 0 (x) is continuous and X 0 is compact, as is assumed by Abadie and Imbens (2006) . The intuition behind the assumption used in part 2 of Proposition 1 is that the con- Remark 2 We focus on the properties of the matching estimator conditional on {X i } i∈I 1 .
We might be interested, however, in the unconditional properties of the matching estimator.
Under the assumptions from part 1 of Proposition 1,
′ , which is the UATT. See details in Appendix A.1.3.
Remark 3 With N 1 fixed, the estimator is not consistent. This happens because, with a fixed number of treated observations, we cannot apply a law of large numbers to the average of the error of the treated observations. For the same reason, the matching estimator will not be asymptotically normal, unless we assume that the error ǫ i is normal. These conclusions are similar to the ones derived by Conley and Taber (2011) for differences-in-differences estimators with few treated groups.
Remark 4 Consider a bias-corrected estimator given bŷ
whereμ 0 (X i ) is an estimator for µ 0 (X i ). With additional assumptions, we can also guarantee thatτ biasadj has the same asymptotic distribution asτ . The intuition is thatμ 0 (
Remark 5
We consider an asymptotic framework in which M is held fixed, while N 0 → ∞, which is similar to what Abadie and Imbens (2006) call fixed-M asymptotics in their setting.
11 As argued by Abadie and Imbens (2006) , the motivation for such fixed-M asymptotics is to provide an approximation to the sampling distribution of matching estimators with a small number of matches. Matching estimators using few matches have been widely used in applied work (see Abadie and Imbens (2006) ). Moreover, Imbens and Rubin (2015) argue against using matching estimators with many matches, as this would tends to increase the bias of the resulting estimator, while the marginal gains in precision of increasing the number of matches are limited.
Inference
The fact that the matching estimator is not generally asymptotically normal when N 1 is fixed and N 0 → ∞ poses an important challenge when it comes to inference. In particular, inference based on the asymptotically normal distribution derived by Abadie and Imbens (2006) , or on the bootstrap procedure suggested by Otsu and Rai (2017) , should not provide a good approximation in our setting, as the asymptotic theory behind these methods rely on both N 1 and N 0 going to infinity. We therefore consider alternative inference methods based on the theory of randomization tests under an approximate symmetry assumption, developed by Canay et al. (2017) . We derive conditions under which these methods are asymptotically valid when N 0 → ∞, even with fixed N 1 . The first test is based on group transformations given by permutations, while the second test is based on group transformations given by sign changes. An important caveat is that these different tests differ in their underlying assumptions and null hypotheses. Alternatively, we can consider the same null hypothesis for all tests, but then we need to impose additional auxiliary assumptions. Moreover, the size and power of these tests depend crucially on the number of treated and control observations, and also on the number of nearest neighbors used in the estimation. In Section 6, we contrast the different inference procedures, providing guidance on how to evaluate these trade-offs in different settings.
Randomization Inference Test Based on Permutations
Consider a function of the data given bỹ
That is,S N 0 is a vector containing the outcomes of the treated observations and of their M-nearest neighbors. The distribution of S N 0 depends on N 0 , because the quality of the matches will depend on N 0 . In this notation, the matching estimator is given bŷ
LetG i be the set of all permutations
Note thatG is the set of all permutations that reassign the treatment status conditional on having exactly one treated observation for each group of treated observation i and its M nearest neighbors. For a given π ∈G, considerS
LetK = |G| and denote bỹ
the ordered values of {T (S
We setk = ⌈K(1 − α)⌉, where α is the significance level of the test, and define the decision rule of the test as
In words, we calculate the test statisticT (S
) for all possible permutations inG, and then we reject the null if the actual test statisticT (S N 0 ) is large relative to the distribution given by these permutations. If N 1 > 1, we could also consider a standardized test statistic
N 0 ,i , and consider a decision rule as in 11. We show that, if we consider the null hypothesis
then such test is asymptotically level α, meaning that probability of rejection under the null converges to a value lower or equal to α when N 0 → ∞. Proof. See details of the proof in Appendix A.1.5.
The main intuition of the proof is that, when N 0 → ∞, the limiting distribution ofS N 0 , under the null, is invariant to the transformations inG. From the proof of Proposition 1,
Therefore, under the null defined in 13, we have thatS
Moreover, asymptotically,S j N 0 ,i is independent across i and j, because the probability that two treated units share the same nearest neighbor converges to zero when N 0 → ∞. This last point is true whenever at least one covariate is continuous.
12
Remark 6 Rosenbaum (2002) considers Fisher exact tests in observational studies with matched pairs. He shows that, if the probability of treatment assignment is the same for both observations in each pair, then a permutation test conditional on the pair is valid, even in finite samples. With a finite N 0 and continuous X, however, it is not possible to guarantee this condition, even under Assumption 2, since we will not have, in general, a perfect match in terms of covariates. We show that this condition can be approximately satisfied when N 0 → ∞ and N 1 is fixed using the theory of randomization inference under approximate symmetry developed by Canay et al. (2017) .
Remark 7
The null hypothesis 13 implies that τ ({X i } i∈I ) = 0, but the converse is not true.
To understand why this is crucial for this test, suppose, for
the null hypothesis 13 does not hold). If M > 1, then a permutation that uses control observations in place of treated ones would have a less volatile distribution relative to the distribution of the matching estimator. This would lead to a rejection rate higher than α.
13 This is an important drawback of this test, if the underlying interest is in testing
12 If all covariates are discrete, then there are other inference methods that could be used, such as the one proposed by Rothe (2017) . Therefore, we are interested in considering inference methods that are valid when at least one covariate is continuous.
13 The intuition is similar to the one presented by Ferman and Pinto (2019a) for the DID estimator. The matching estimator will compare the averages of N 1 treated observations with the average of M × N 1 control nearest neighbors. Therefore, if M > 1, then the variance of the treated observations will have a relatively whether τ ({X i } i∈I 1 ) = 0. In this case, the test may reject at a rate higher than α even when τ ({X i } i∈I 1 ) = 0. However, we need to consider a more stringent null hypothesis to guarantee that the test is valid for any fixed value of N 1 (even for N 1 = 1).
Remark 8 This permutation test is similar in spirit to the test proposed by Conley and Taber (2011) for differences-in-differences with few treated and many control groups. Note that they assume that errors are i.i.d. across groups. In line with their results, the permutation test we propose would also be asymptotically valid if, for example, we test the null hypothesis τ ({X i } i∈I 1 ) = 0 (instead of the null hypothesis 13), but we impose the additional auxiliary assumptions that ǫ i is i.i.d. for all i, and that treatment effect is homogeneous.
This highlights the fact that we need to rely on stronger assumptions if we want to construct a test that is valid regardless of the number of treated observations. Remark 10 It is possible to consider other test statistics than the one presented in equation larger impact on the variance of the matching estimator than the variance of the control observations. As a consequence, permutations that place control observations as treated would have a lower variance than the
Following the same logic, this also implies that such a test may have a low power if the treatment decreases the variance of the outcome (that is,
14 Ferman and Pinto (2019a) consider a method similar to the one proposed by Conley and Taber (2011) , but that allows for specific forms of heteroskedasticity based on the observed covariates. However, if we consider that all the observable variables that may induce heteroskedasticity are already included as covariates in the matching process, then this would be innocuous. More specifically, in this case, we would already be considering only permutations of observations with similar values of X i , which is essentially a non-parametric version of Ferman and Pinto (2019a) . Conley and Taber (2011) also consider alternative methods to allow for heteroskedasticity. However, these alternatives would also allow only for heteroskedasticity based on observables.
10. Choosing different test statistics would affect the power of the test against specific alternatives (e.g., Imbens and Rubin (2015) ). We focus on the test statisticsT (S π N 0 ) and
) because we want to have power against alternatives such that τ ({X i } i∈I 1 ) = 0.
Remark 11 As outlined by Bugni et al. (2018) , the null hypothesis
implied by what is sometimes referred to as a "sharp null hypothesis," in which
with probability one.
Remark 12 The test would remain valid if we consider the null hypothesis
, for a known vector of constants c = (c 1 , ..., c N 1 ), instead of the null hypothesis defined in 13.
Remark 13 Canay et al. (2017) consider a randomized version of the test to deal with
. Their approach guarantees a test with asymptotic size α. We focus on the non-randomized version of the test that rejects the null hypothesis if
, which guarantees that the test is asymptotically level α, although it may be conservative. The under rejection will only be relevant ifK is very small, whereK is a function of N 1 and M.
Remark 14 This test is asymptotically valid, when N 0 → ∞, in part because the probability that different treated observations share the same nearest neighbor goes to zero. In finite samples, however, this may not be the case, and two treated observations will likely share the same nearest neighbor when N 0 is not large enough relative to N 1 and M. To take that into account, we consider a finite sample fix in the permutation test. If a control observation is the nearest neighbor for two or more treated observations, then we restrict to permutations of S N 0 such that this control observation is always placed as either treated or control. Since the probability that two treated observations share the same nearest neighbor goes to zero when N 1 is fixed and N 0 → ∞, for a fixed M, this finite sample adjustment is asymptotically irrelevant.
15
15 Another alternative would be to consider a matching estimator without replacement. However, this
Remark 15 This test is also asymptotically valid for bias-corrected matching estimators, as presented in 6. In this case, we defineS
Randomization Inference Test Based on Sign Changes
We consider now an alternative function of the data given by
whereτ
depends on the M nearest neighbors of observation i, so its distribution depends on N 0 .
Following Canay et al. (2017) , we consider a test statistic given by
is the matching estimator for the treatment effects on the treated.
We consider the group of transformations given by
the ordered values of {T (gS N 0 ) : g ∈ G}. Let k = ⌈K(1 − α)⌉, where α is the significance would generate lower quality matches, which implies more bias (Abadie and Imbens (2006) ). Moreover, matching without replacement has the disadvantage that the estimator is not invariant to different sorting of the data.
level of the test. Then the test is given by
In words, we calculate the test statistic T (gS N 0 ) for all possible gS N 0 = g 1τ
and then we compare the actual test statistic T (S N 0 ) with the distribution {T (gS N 0 ) : g ∈
G}.
We show that such test is asymptotically valid if we consider the null hypothesis
Proposition 3 Suppose the assumptions used in part 2 of Proposition 1 are valid, and that
If we consider the problem of testing 18, then a test based on the decision
rule defined in 17 is asymptotically level α for any α ∈ (0, 1) when N 0 → ∞ and N 1 is fixed.
Proof. See details of the proof in Appendix A.1.6.
Again, the main intuition of the proof is that, when N 0 → ∞, the limiting distribution of S N 0 , under the null, is invariant to the transformations in G. This is true if, asymptotically,
are independent for i = j, and the distribution ofτ
is symmetric around zero.
It is not necessary forτ
to have the same distribution across i. From Proposition 1, we know that, under the null, the asymptotic distribution ofτ
i , conditional on {X} i∈I 1 , is given by
This distribution is symmetric around zero given the assumption that Y i (1)|X i and Y i (0)|X i are symmetric around zero for all i = 1, ..., N 1 . Moreover, Proposition 1 also shows that, asymptotically,τ
are independent across i.
Remark 16
The null hypothesis defined in 18 allows for different distributions of potential outcomes when treated and control. In particular, it allows for heteroskedasticity, as it may 
(1) with probability one. However, it is still more stringent than the null hypothesis that τ ({X i } i∈I ) = 0.
Remark 17 If the null hypothesis 18 is false, but τ ({X i } i∈I ) = 0, then the test would tend to be conservative. The reason is that, in this case, we will have that
This will tend to generate a distribution for the test statistic given these group transformations that is more volatile than the distribution of the actual test statistic. Therefore, even if we consider a null hypothesis τ ({X i } i∈I ) = 0, we should still expect to have a level α test.
Remark 18 This test can be extended to test null hypotheses of the form µ 1 (X i ) = µ 0 (X i )+ c i for all i ∈ I 1 , for a known vector of constants c = (c 1 , ..., c N 1 ).
Remark 19
Similarly to the point raised in Remark 15, this test is asymptotically valid because the probability that different treated observations share the same nearest neighbor goes to zero, when N 0 → ∞, which implies thatτ
′ . Therefore, we also suggest a finite sample adjustment, in which we restrict to sign changes such that g i = g j if i and j share the same nearest neighbor. Similar to the finite sample adjustment used in the test based on permutations, the probability that this modification is relevant converges to zero when N 0 → ∞.
Remark 20 Remark 13 also applies to this test.
Remark 21 This test is also asymptotically valid for bias-corrected matching estimators, as defined in equation 6. In this case, we defineτ Before we proceed, we start with a brief description of the program, and we present some descriptive statistics (see Barros et al. (2012) for more details). The "Jovem de Futuro"
program, an initiative of the "Instituto Unibanco" (Unibanco Institute), aims to improve the quality of education in Brazilian public schools. This is a three-year-long intervention based on two efforts: (i) providing school managers with strategies and instruments to become more efficient and productive, and (ii) providing conditional cash transfers to schools. We focus on the 2010 implementation of the program, which took place in Rio de Janeiro It is not possible to identify the schools that participated in the "Jovem de Futuro" experiment using the public-access ENEM microdata before 2007. For this reason, we do not consider earlier implementations of the program in Minas Gerais and Rio Grande do Sul, because we would only have one year of pre-treatment outcome.
18 For 2007 and 2008, we focus on the score on a 63-question multiple-choice test on various subjects (Portuguese, History, Geography, Math, Physics, Chemistry and Biology). Since 2009, the exam has been composed of 180 multiple-choice questions, equally divided into four areas of knowledge: languages, codes and related technologies; human sciences and related technologies; natural sciences and related technologies; and mathematics and its technologies. In this case, we consider the average score for these four areas. For each year and for each state, we standardize the test scores based on the sample of students from the experimental control schools.
19 We exclude one control and two treated schools from Sao Paulo because they lack information for at least one of these years.
20 Rosa (2015) analyzes the "Jovem de Futuro" program using a differences-in-differences approach, exploiting the experimental design of the program. He finds a positive and significant effect of the program for both Rio de Janeiro and Sao Paulo. There are a few differences in our analyses that justify the different results. First, we consider an intention to treat effect, including schools that abandoned the program after its implementation, while Rosa (2015) includes only strata with no attritors (see Ferman and Ponczek (2017) for a discussion on potential bias from the exclusion of strata with attrition problems). Second, Rosa (2015) considers an exam that was administered on the treated and control schools to evaluate this program. We are not able to use this dataset because this information is not available for non-experimental schools. Finally, we aggregate our data at the school level, while Rosa (2015) uses individual-level data.
de Janeiro, schools that (voluntarily) decided to participate in the experiment had better outcomes prior to the intervention, relative to other schools that did not participate in the experiment. In Sao Paulo, schools in the experimental control group were, on average, worse than the schools that did not participate in the experiment. Interestingly, Rio de Janeiro has 966 and Sao Paulo has 3481 non-experimental public schools, thus providing a setting with few treated and many (non-experimental) control schools.
Empirical Monte Carlo Study
We consider an empirical MC study based on the "Jovem de Futuro" implementation.
We first estimate a probit model using schools' average test scores in the three years prior to the intervention as covariates. We estimate the probit model using the implementation of the program in Sao Paulo, which was a place where the program focused on attending schools with lower test scores, so treatment selection is a more severe problem in this case.
We also include private schools to have a larger population for the simulation study.
21 Then we exclude the treated schools and draw placebo treatments for all schools in Brazil with a treatment selection process based on the estimated probit model. We have a population of 20,363 schools for this simulation study. Based on these simulations, we find, on average, a difference of −0.32 points in a standardized test score when we simply compare treated and control schools under this selection process, revealing that schools that participated in this program had, on average, worse test scores relative to other schools.
For each realization of the placebo treatment, we control the number of treated and control observations by selecting a random sample of N 1 ∈ {5, 10, 25, 50} treated and N 0 ∈ {50, 500} control schools. We then estimate the nearest neighbor matching estimator with M ∈ {1, 4, 10} using three years of pre-intervention outcomes as matching variables. We also calculate rejection rates based on the asymptotic distribution derived by Abadie and Imbens (2006) , and based on the randomization inference tests presented in Section 4. For 21 Simulation results are similar if we include only public schools. Results available upon request.
each scenario, we draw 10,000 samples.
Bias and Mean Square Error
Panel A of Table 2 shows the average bias of the nearest-neighbor matching estimator.
Columns 1 and 2 has M = 1. For N 0 = 50, the matching estimator for the treatment effect on the treated has a bias of around 0.01, regardless of the number of observations in the treated group, which reflects the fact that, with a finite N 0 , it is impossible to guarantee a perfect match in X for the treated observations and their nearest neighbors. This bias, however, equals only about 3% of the bias of a naive comparison between treated and control observations, suggesting that, in this setting, the matching estimator is very effective in controlling for differences in observables of treated and control schools, even when N 0 is not large. Consistent with Proposition 1, the average bias shrinks to zero when we increase the number of control observations, regardless of the number of treated observations. When the matching estimator has more nearest neighbors, the bias increases, but it remains close to zero when N 0 = 500. This happens because, with a limited number of control observations, we end up with poorer matches when considering an estimator with more nearest neighbors.
This loss in match quality becomes less relevant when there are many control observations. Table 2 presents the mean square error (MSE) of the matching estimators.
Panel B of
While the MSE is always decreasing in N 1 and N 0 , two competing forces come into play when M increases. On the one hand, using more nearest neighbors reduces the variance of the matching estimator. On the other hand, this increases the bias of the estimator. With N 0 = 500, since increasing M from one to ten has little impact on the bias, using more nearest neighbors -in this range -always reduces the MSE of the matching estimator.
However, with smaller N 0 there are some cases in which increasing M actually increases the MSE, exposing the trade-off between bias and variance for the matching estimator.
Appendix 23 While the average bias is reduced using this procedure, the effects on the MSE are ambiguous. In particular, the bias corrected estimator may lead to higher MSE when N 1 is very small and N 0 is not large. When N 0 is large, the bias correction becomes less relevant, so the bias and MSE of the two estimators become very similar.
Inference: test size
Panels C to E of Table 2 show rejection rates for 5% tests using different inference methods. A superscript "+" indicates a rejection rate greater than 6%, and a superscript "−", a rejection rate lower than 4%. 24 Importantly, while the different test procedures rely on different null hypotheses, all these null hypotheses are valid in the simulations. We discuss in detail the implications of considering tests that rely on different null hypotheses in Section 6.
Panel C of Table 2 presents rejection rates using the test based on Abadie and Imbens (2006) . 25 Rejection rates for a 5% test are higher than 13% when N 1 = 5, and around 9%
when N 1 = 10, for all values of N 0 and M. This happens because the asymptotic distribution derived by Abadie and Imbens (2006) relies on N 1 → ∞, even though it allows N 0 to grow 22 We generate three additional covariates with the same distributions of the test scores from 2007, 2008, and 2009 , but that are independent of all other random variables in the model. Then we estimate the matching estimator including these variables, in addition to the original ones, as covariates. A mismatch in these additional variables would not directly generate bias in the matching estimator. However, the addition of these variables makes it harder to find a good match in terms of relevant covariates, which might lead to higher bias. 23 We use linear least squares using only the nearest neighbors to estimate µ 0 (x). This is the procedure used in the teffects command in Stata.
24 While there is an asymmetry in that over-rejection is usually considered a more relevant problem relative to under-rejection, it is also important to highlight cases in which a test under-rejects, as this might imply that the test is under-powered. 25 We consider in our simulations the default options of the teffect program in Stata, which uses the robust standard errors derived by Abadie and Imbens (2006) with two nearest neighbors for the estimation of the variance.
at a faster rate than N 1 . When N 1 increases, rejection rates go down, although they are still marginally higher than 5% even when N 1 = 50. The simulations suggest that rejection rates computed using the asymptotic variance derived by Abadie and Imbens (2006) should be considered with caution when the number of treated observations is very small. Table 2 shows rejection rates using randomization inference test based on permutations. Rejection rates are close to 5% in most cases. The exceptions are the scenarios with M = 1/N 1 = 5, and with M = 10/N 1 ∈ {25, 50}, in which the test is conservative. In both cases, the test is conservative because there are relatively few possible permutations.
Panel D of

26
In the first case, there are few possible permutations because the dimension ofS N 0 is small. Therefore, the test should remain conservative even when we increase N 0 even further. In the second case, the test is conservative because we end up with many shared nearest neighbors (see Remark 15). Therefore, the test would lead to rejection rates closer to 5% if we increase
Panel E of Table 2 shows rejection rates using the randomization inference test based on sign changes, presented in Section 4.2. When the nearest-neighbor matching estimator with M = 1 is considered, rejection rates using this test are close to 5%, except when N 1 = 5. In this case, few different group transformations exist, which explains why the test is conservative.
27 When we consider matching estimators with M > 1 and N 0 = 50, the test under-rejects the null hypothesis, even for larger N 1 . This happens because increasing M increases the probability that different treated observations share the same nearest neighbors, which in turn reduces the number of group transformations. When N 0 = 500, this problem becomes less relevant, and rejection rates approach 5%, when M = 4. However, the test is still conservative when M = 10. Since this comes from a higher proportion of shared neighbors when M = 10, the test would lead to rejection rates closer to 5% if we increase 26 We use the non-randomized version of the test in which we do not reject the null hypothesis in case of equality. We could guarantee the correct size if we used a randomized version of the test, as explained in Remark 13.
27 Similar to the case of permutations, this happens because we use the non-randomized version of the test in which we do not reject in case of equality. We could guarantee the correct size if we used a randomized version of the test. N 0 (except for the case with N 1 = 5).
Appendix Table A.1 show some over-rejection for the randomization inference tests when we increase the dimensionality of the covariates, which is explained by the fact that the bias is more relevant in this scenario. Again, such over-rejection does not arise if N 0 is large enough. When a bias-corrected estimator is used, Appendix Table A .2 also show some over-rejection in the permutation test when N 1 and N 0 are small, despite the fact that the bias is smaller. When N 0 is large, there is not much difference in rejection rates between the standard and the bias-corrected matching estimator. Finally, Appendix Table A .3 shows that the bootstrap test proposed by Otsu and Rai (2017) can also lead to over-rejection when N 1 is small. When N 1 and N 0 increases, rejection rates converge to 5%, which was expected given their theoretical results.
28
Inference: test power Table 3 present rejection rates when we assume a homogeneous treatment of 0.2 standard deviations in the students' outcomes (that is, Y i (1) = Y i (0) + 0.2 for all i). An important caveat when comparing these different inference procedures is that inference based on the asymptotic distribution derived by Abadie and Imbens (2006) leads to over-rejection under the null, particularly when N 1 is small. Therefore, these results should be considered with caution in these cases. As expected the power of these tests are increasing with N 1 . The power is also increasing with M, but at decreasing rates, which is expected given the discussion presented by Imbens and Rubin (2015) that M should not be large. Most importantly, the two randomization inference tests present non-trivial power in many settings in which tests that rely on N 1 → ∞ would lead to over-rejection. The only exceptions are the cases in 28 We focus on the wild bootstrap implementation of test using the two point distribution suggested by Mammen (1993) . Another alternative proposed by Otsu and Rai (2017) would be a nonparametric bootstrap. However, with few treated and many control observations, we would likely generate bootstrap samples with no treated observations. Differently from the other tests we considered, this test must be based on a biascorrected estimator, and it requires some properties on the estimator for µ 0 (x) (see Otsu and Rai (2017) for details). Following Otsu and Rai (2017) , we estimate µ 0 (x) using a linear OLS with all control observations. We also present results using the estimator for µ 0 (x) used by default in the teffects command in Stata, which makes the over-rejection more significant.
which there are few possible group changes, so that the test is conservative. Therefore, there are settings in which the randomization inference tests may provide an important alternative to inference methods that rely on N 1 → ∞. In Section 6, we contrast these different inference procedures in more detail, providing guidance on how to evaluate the trade-offs of these methods in different settings.
Empirical Application
Our idea is to estimate the effects of the program using a matching estimator with the experimental treated schools as treated observations and schools that did not participate in the experiment as control observations, therefore providing a setting with few treated and many control observations. Moreover, we take advantage of the randomized control trial to analyze the validity of the matching estimator and of different inference methods in this setting. More specifically, we consider a matching estimator using the experimental control schools as treated observations, and schools that did not participate in the experiment as control observations. Since the experimental control schools did not actually receive the treatment in the analyzed period, we should not expect to find significant effects in this case.
One important caveat in using ENEM test scores is that the treatment may have affected the probability that a student would take the exam. We do not find, however, significant differences in the number of students who took the exam between treated and control schools (see Appendix Table A.4). Moreover, one of our main exercises in this empirical application is to analyze the performance of matching estimators using the experimental control schools as the treated observations. Since the experimental control schools were not affected by the treatment, we do not have any reason to believe sample selection should be a problem in this case. Table 4 shows estimated effects from 2010 to 2012 using the experimental control schools as the treated observations in our matching estimators. These schools volunteered to par-ticipate in the program, but were not actually treated during this period. Therefore, if the matching estimators are valid, then we should not expect to find significant effects. In addition to the point estimates, p-values are calculated using the asymptotic distribution derived by Abadie and Imbens (2006) , and from the two proposed RI tests. We use test scores from 2007 to 2009 as matching variables. Interestingly, estimates for Rio de Janeiro (columns 1 to 4) generally have lower p-values using the test based on Abadie and Imbens (2006) , relative to the alternative inference procedures. In particular, a test based on Abadie and Imbens (2006) would reject the null at 10% in two cases, while the other tests would fail to reject the null. This is consistent with our simulations from Section 5.1, that show the test based on Abadie and Imbens (2006) may lead to over-rejection when N 1 is small. The difference in p-values across different methods is less pronounced when we consider estimates for Sao Paulo, which is consistent with having a larger number of "treated" schools in Sao Paulo.
Finally, Table 5 presents estimated effects using the experimental treated schools as the treated observations in our matching estimators. The effects for Rio de Janeiro are small and not significantly different from zero, which is consistent with the experimental results presented in Table 1 . For Sao Paulo, some results for 2011 and 2012 are significant, depending on the specification. While positive, the estimates for Sao Paulo are generally smaller than the experimental results presented in Table 1 , which is consistent with the imbalances in pre-treatment outcomes for the experimental sample.
Choosing Among Alternative Inference Methods
The different test procedures we consider present important trade-offs in terms of size distortion, power, and the underlying null hypothesis they rely on. In light of the theoretical properties derived in Section 4, and of the empirical evidence presented in Section 5, we provide guidance on how to evaluate these trade-offs. First, note that tests based on the asymptotic distribution derived by Abadie and Imbens (2006) , and on the bootstrap proce-dure proposed by Otsu and Rai (2017) , are valid to test the null hypothesis τ ({X i } i∈I ) = 0, provided both N 1 and N 0 are large enough so that the asymptotic approximations are reliable. The randomization inference tests, in contrast, rely on more stringent null hypotheses (alternatively, we can consider that the randomization inference tests are valid to test the null τ ({X i } i∈I ) = 0 if we impose additional auxiliary assumptions). Therefore, if we are interested in testing this null and we believe N 1 is large enough so that this approximation is reasonable, then we should use one of these tests that rely on N 1 → ∞, instead of the randomization inference ones. In our simulations, for example, there is only a slight overrejection when N 1 = 50, so the advantage of using an inference method that is valid under a less stringent null hypothesis should dominate.
When N 1 is not that large, then the over-rejection of tests that rely on N 1 → ∞ becomes more relevant, so it may be reasonable to consider alternative inference procedures that allow for N 1 fixed. The randomization inference test based on sign changes relies on a slightly more stringent null hypothesis, that the average treatment effect for each value of X i is equal to zero. However, in light of Remark 17, if τ ({X i } i∈I ) = 0, but the null is false because treatment effects are heterogeneous across X i , then the test would under-reject.
This means that such test would only reject at a rate greater than α when it is actually the case that τ ({X i } i∈I ) = 0 (asymptotically, with N 1 fixed and N 0 → ∞). Therefore, if the goal is to test the null τ ({X i } i∈I ) = 0, then we should not expect over-rejection for any value of N 1 . This test would have low power if N 1 is very small, or if N 0 is not very large, so that many treated observations share the same nearest neighbors. Since the proportion of shared nearest neighbors is increasing with M, this provides another reason to avoid using matching estimators with large M (see Imbens and Rubin (2015) for other reasons to avoid using large M). In our simulations, the test based on sign changes becomes an attractive alternative when N 1 ∈ {10, 25}. In these cases, it has the correct size and non-trivial power, while tests that rely on N 1 → ∞ presented relevant size distortions. When N 1 = 5, however, this test is underpowered, so it should not be used.
Finally, the randomization inference test based on permutations is the only one that provides correct size and non-trivial power when N 1 is very small. However, it relies on a very stringent null hypothesis, which implies that we may reject at a rate greater than α even when τ ({X i } i∈I ) = 0 (see Remark 7). Using a standardized test statisticT
However, this correction would be less effective exactly when N 1 is very small. Therefore, this test should only be used when alternative methods either lead to significant over-rejection or provide trivial power.
Conclusion
We consider the asymptotic properties of matching estimators when the number of control observations is large, but the number of treated observations is fixed. In this setting, the nearest neighbor matching estimator is asymptotically unbiased for the ATT under standard assumptions used in the literature on estimation of treatment effects under selection on unobservables. Moreover, we provide tests, based on the theory of randomization under approximate symmetry, that are asymptotically valid when the number of treated observations is fixed and the number of control observations goes to infinity. The different test procedures we consider present important trade-offs in terms of size distortion, power, and the underlying null hypothesis they rely on. We, therefore, provide guidance on on how to evaluate the trade-offs among these different test procedures in specific settings.
Our results are also relevant for SC applications. Following Doudchenko and Imbens (2016) , the SC and the matching estimators are nested in a framework in which the estimated counterfactual outcome for the treated observation is a linear combination of the outcomes for the controls. In the framework of Doudchenko and Imbens (2016) , if we consider linear combinations of the controls such that the weights given to observations with large discrepancies in pre-treatment outcomes relative to the treated units go to zero, then, following the same arguments as we do for the matching estimator, the estimator is asymp-totically unbiased if treatment assignment is "as good as random," conditional on this set of pre-treatment outcomes. 29 This is exactly the case for the penalized SC estimator for disaggregated data proposed by Abadie and L'Hour (2019) . Under these conditions, the randomization inference test we propose based on sign changes remains asymptotically valid when the number of control units goes to infinity. This provides an interesting alternative for inference, when there are multiple treated units and a large number of control units, that does not rely on exchangeability nor homoskedasticity assumptions. 30 The only caveat is that a very large number of control observations is needed when the number of pre-treatment periods is large, so that approximations remain reliable. Columns 1 and 3 present differences in test scores between experimental treated and control schools, calculated using a regression with strata fixed effects, for Rio de Janeiro and Sao Paulo respectively. Columns 2 and 4 present differences between non-experimental public schools and experimental control schools, for Rio de Janeiro and Sao Paulo respectively. Test scores are normalized such that students in the experimental control group have zero mean and variance one for each year. From 2009 to 2012 there are separate test scores for math, Portuguese, natural sciences, and human sciences, so we use the average of these four scores. Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. This table presents simulation results from the empirical MC study described in Section 5.1. Panel A reports the average bias (multiplied by 100), while Panel B reports the mean squared error (multiplied by 100) of the matching estimator. Panel C presents rejection rates based on the asymptotic distribution derived by Abadie and Imbens (2006) . Panel D presents rejection rates for the randomization inference test based on permutations, proposed in Section 4.2, while Panel E presents rejection rates for the randomization inference test based on sign changes, proposed in Section 4.1. We include a superscript "+" when rejection rate is greater than 6% and a superscript "−" when rejection rate is lower than 4%. For each combination (N 1 , N 0 ), we run 10,000 simulations. Abadie and Imbens (2006) . Panel B presents rejection rates for the randomization inference test based on permutations, proposed in Section 4.2, while Panel C presents rejection rates for the randomization inference test based on sign changes, proposed in Section 4.1. We include a superscript "+" when rejection rate is greater than 6% and a superscript "−" when rejection rate is lower than 4%. For each combination (N 1 , N 0 ), we run 10,000 simulations. Note: This table presents non-experimental results using a matching estimator with experimental control schools as treated observations and non-experimental schools as control observations. Columns 1 to 3 present results for Rio de Janeiro using 1, 4, or 10 nearest neighbors in the estimation, while columns 4 to 6 present results for Sao Paulo. We present the estimated effects separately for 2010, 2011, and 2012 . For each estimate, we present p-values calculated based on the asymptotic distribution derived by Abadie and Imbens (2006) , and based on the randomization inference procedures described in Section 4. Proof. For a given realization of X i =x for an observation in the treated group and for a given ǫ > 0, consider the probability that the M-closest realizations of
Since there is a finite number of treated observations, then it must be that, conditional on
, there is an η > 0 such that d(X i , X j ) > η for all i, j ∈ I 1 with i = j. However, we know that P r(d(X i , X i (m) ) > ǫ) → 0 for all ǫ > 0. Therefore, the probability that k ∈ I 0 belongs to J M (i) and J M (j) converges to zero. Under the assumption that the errors ǫ i are independent across i (which is guaranteed from Assumption 1), we have that ǫ m (X i ) is independent across m and i.
A.1.2 Particular case:
2 ). We first want to show thath(θ, σ) = E[h(Y )|θ, σ] is continuous and bounded for any h() continuous and bounded. In this case,
Let g(y, θ, σ) = h(y)
. Since h(y) is continuous and bounded, g(y, θ, σ) is integrable for all (θ, σ), and, for all y ∈ R, g(y, θ, σ) is continuous in (θ, σ). We now show that there is a neighborhood of (θ, σ) and an integrable function q : R → R + such that, for all (θ, σ) in this neighborhood, |g(y, θ, σ)| ≤ q(y).
Consider the neighborhood of (θ, σ) given by (θ − δ, θ + δ) × (σ − δ, σ + δ) (where δ is sufficiently small so that σ − δ > 0), and define
For any (θ, σ) ∈ (θ − δ, θ + δ) × (σ − δ, σ + δ), |g(y, θ, σ)| ≤ q(y), and q(y) is integrable. Therefore, h(θ, σ) is continuous at any point (θ, σ). Moreover, since h(y) is bounded,h(θ, σ) is also bounded. Now let Y (0)|X = x ∼ N(θ(x), σ(x)). Since compositions of continuous functions are continuous, it follows thath(x) = h(y)
dy is bounded and continuous in x.
A.1.3 Unconditional Expectation
Now we consider the unconditional expectation ofτ :
We need that E[µ 0 (X Proof. We apply Theorem 3.1 from Canay et al. (2017) . We first show that, when N 0 → ∞, the limiting distribution ofS N 0 under the null,S, is invariant to transformations inG. is independent across i and j because the probability that two treated units share the same nearest neighbor converges to zero when N 0 → ∞. Therefore, the asymptotic distribution ofS N 0 is invariant to transformations inG.
We also have that the test statistic functionT (S) is continuous. Finally, we show that, for two distinct elements π ∈G and π ′ ∈G, eitherT (S π ) =T (S π ′ ) for all possible realizations of S, or P r(T (S π ) =T (S π ′ )) = 1. Suppose M > 1. Then, if π and π ′ are such that π i (0) = π A.1.6 Proof of Proposition 3
Proof. Again, we apply Theorem 3.1 from Canay et al. (2017) . We first show that, when N 0 → ∞, the limiting distribution of S N 0 under the null, S, is invariant to sign changes. This is true if, asymptotically,τ i andτ j are independent for i = j, and the distribution ofτ i is symmetric around zero. It is not necessary forτ i to have the same distribution across i. From Proposition 1, we know that, under the null, the asymptotic distribution of τ i conditional on {X} i∈I 1 is given by ǫ i − 1 M M m=1 ǫ m (X i ). This distribution is symmetric around zero given the assumption that Y i (1)|X i and Y i (0)|X i are symmetric around their mean for all i = 1, ..., N 1 . Moreover, Proposition 1 also shows that, asymptotically,τ i are independent across i.
We also have that the test statistic function T (S) is continuous. Finally, we show that, for two distinct elements g ∈ G and g ′ ∈ G, either T (gS) = T (g ′ S) for all possible realizations of S, or P r(T (gS) = T (g ′ S)) = 1. If g and g ′ are such that g i = g ′ i for all i, or g i = −g ′ i for all i, then T (gS) = T (g ′ S) for all possible realizations of S. Otherwise, given that S is a continuous random variable, P r(T (gS) = T (g ′ S)) = 1. Table  2 using the wild bootstrap procedure proposed by Otsu and Rai (2017) . Panel A estimates µ 0 (x) using linear OLS for the full sample of controls, as done by Otsu and Rai (2017) in their simulations. Panel B estimates µ 0 (x) using linear OLS only for the sample of nearest neighbors, which is how the method is implemented by default in Stata.
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