An efficient and flexible parallel version of a Large-Eddy Simulation (LES) solver has been developed to simulate the compressible tip-flow of a rotor in hover. The solver employs an immersed-boundary technique in conjunction with a curvilinear structured grid and the dynamic model is used to model the subgrid scale (SGS) stress terms. The solver also employs a hybrid implicit-explicit time-discretization scheme wherein the diagonal viscous terms are treated implicitly and all other terms including the convective terms and crossterms are treated explicitly using a low-storage 3 rd -order Runge-Kutta scheme. A mixed second-order central-difference-QUICK scheme has been used which allows us to precisely control the numerical damping. Preliminary results from non-rotating tip-flow are presented.
I. Introduction
The blade-tip vortex is one of the most important aerodynamic features of a helicopter rotor wake. The strength, size, location and orientation of the tip vortices have a direct impact on rotor performance and blade loading. In addition, in some flight configurations, blade-vortex interaction (BVI) can result in rotor noise and vibration. The tip-vortices can also interact with the airframe and cause undesirable vibration, noise and degradation in the handling qualities of the helicopter. An understanding of tip-vortex formation and evolution is a necessary precursor to developing blade-tip designs that can diminish these undesirable characteristics of the tip vortex. Experimental investigation of the tip-vortex is however difficult because of the need to operate in the vicinity of a high speed rotating rotor, the problem of setting up the correct far field conditions, and adequately seeding the vortex core for flow visualization. Despite this, a few detailed experimental investigations of the rotor tip vortex have been undertaken by Leishman and Bagai , Bhagwat and Leishman , McAlister et al. , and Thomson et al. among others. 1 2 3 4 Accurate numerical simulation of tip-flow is also a difficult proposition. Turbulent diffusion and dissipation have a significant effect on the size and intensity of the tip-vortex and have to be modeled with reasonable accuracy. 5 Most of the numerical simulations in the past have employed dissipative schemes in conjunction with relatively coarse meshes, which cause inaccurate prediction of the size, location and strength of the tip-vortex. Furthermore, the flow in the tip vortex is highly unsteady, three-dimensional and non-homogeneous and contains a wide range of spatial and temporal scales. Thus, simple Reynolds Averaged-Navier-Stokes (RANS) approaches which are designed to solve for the steady state, time-averaged velocity and pressure field 6, 7 , are not expected to perform well in predicting this flow.
Large-eddy simulation, with the dynamic subgrid-scale model 8, 9 is an approach which is well suited for this type of flow problem. The LES methodology falls somewhere between the Direct Numerical Simulation (DNS) and RANS 10 approaches. In LES the large energy-containing scales are resolved and only outcome of the small, unresolved (subgrid) scales is modeled. Dynamic SGS modeling is an approach in which a procedure for dynamically calculating the model constant is added on to the SGS model. 8, 9 As the calculation proceeds, the dynamic procedure utilizes information from the smallest resolved scales to predict the energy transfer to subgrid scales. The model constant is then computed from the estimated rate of energy transfer. The dynamic model is ideally suited for complex flows, since it automatically detects laminar regions and turns itself off. This modeling technique has been used successfully to simulate a variety of flows. 9, [11] [12] [13] [14] Moreover, LES provides detailed timedependent information about the important large scale features of the flow field without the immense cost of a DNS which would resolve all the scales down to dissipation range.
In addition to providing time-dependent information for a wide range of scales in the flow, the LES approach also offers other advantages for calculation of rotor flow fields. As mentioned earlier, in most current approaches, the vortex core is smeared out due to the coarseness of the mesh and presence of the numerical diffusion. On the other hand, well designed LES calculations are usually carried out with non-(or minimally) dissipative schemes 14 and higher resolution is provided in the wake region to the vortex sheet and tip vortex which reduces truncation error effects. However, the high Reynolds number (10 5 - 10 6 ) of this flow constrains such simulations to a limited region that surrounds the blade-tip and the tip-vortex. At the outset, it was estimated that even for this limited region a grid with O(10 7 ) points would be required and the simulations would have to be run for O (10 5 ) time steps in order to gather reliable statistics. The CPU requirements for these simulations are therefore enormous making them feasible only on parallel computers. In the current effort, we have developed a parallel LES solver to simulate the compressible tip-flow. The simulations are designed to match the experiments of Martin 15 and Martin et al. 16 , where a rectangular one-blade rotor with a NACA 2415 section was employed. The blade had a tip radius of 406 mm and a 44.5 mm chord, and was balanced by a counterweight. The rotational frequency was set to 35.0 Hz (Ω = 70π rad/sec). This led to a rotor-tip speed of 89.28 m/s which corresponds to a tip Mach number and chord Reynolds number of 0.26 and 272,000 respectively. All the tests were conducted for an effective blade loading of C T /σ = 0.064 using a collective pitch of 4.5° where C T and σ are rotor thrust coefficient and rotor solidity respectively. High resolution three-dimensional velocity field measurement and flow visualization in the rotor-tip vortex were obtained using Laser Doppler Velocimetry (LDV).
The experimental data allow us to validate our solver. Once validated the LES data can be employed to gain a better understanding of the tip flow. In the current paper we will provide a detailed description of the numerical method and preliminary results from non-rotating tip-flow simulations.
II. Numerical Methodology

A. Governing Equations
The governing equations are unsteady, viscous, compressible Navier-Stokes equations written in terms of conservative variables. The continuity, momentum and energy equations are:
where, the molecular heat flux and stress tensors are given by
respectively and is the force associated with rotation. In the above equations, Pr is the Prandtl number and Re is the Reynolds number. The velocity components and the pressure are related to the total energy per unit volume through the equation of state for a perfect gas by The bar in the above equations indicates the resolved quantities, i.e. those scales that are represented on the given mesh. Furthermore, in the above equations, τ and q are the subgrid-scale stress and heat flux respectively which are defined as: 
In the above equations, S is the strain rate tensor, ∆ is the grid spacing, C is the Smagorinsky's constant, and C I is the SGS energy coefficient. The SGS heat flux is modeled as
where Pr t is the turbulent Prandtl number. The key feature of the dynamic model is that it provides a formula for calculating C, C I and Pr t directly from the resolved flow quantities. This procedure is explained by Moin et al. 9 and El-Hady et al. 13 for compressible flows. Since the tip-flow is completely inhomogeneous, the conventional dynamic model which relies on the presence of a homogeneous direction, cannot be employed. There are two other implementations of the dynamic model which are suitable for fully inhomogeneous flow; the dynamic localization model of Ghosal et al. 19 and the Lagrangian dynamic model (LDM) of Meneveau et al. 20 The latter, which is computationally less expensive is used in our simulation. In this model, the Smagorinsky's coefficient is obtained by averaging along particle trajectories and therefore the implementation does not require the presence of a homogenous averaging direction.
C. Discretization of the Governing Equations
The equations are transformed to a generalized curvilinear coordinate system, ( )
while maintaining the strong conservation form of the equations 21 . The equations are discretized in this computational domain with a cellcentered arrangement using a hybrid second-order central-difference-QUICK scheme 22 which is introduced in the split fluxes 23 . The weight factor for each scheme can be adjusted and allows us to precisely control the numerical dissipation. The diagonal viscous terms are treated implicitly using a Crank-Nicolson scheme wherein all the other terms including the convective terms and cross-terms are treated explicitly using a low-storage, 3
rd -order RungeKutta scheme. 24 Use of this mixed implicit-explicit scheme virtually eliminates the viscous stability constraint which can be quite severe in simulation of viscous flows. The resulting equations are solved by a LSOR iterative method.
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D. Mesh Topology and Immersed Boundary Method.
As shown by Mittal et al.
14
, it is crucial that LES be coupled with non-dissipative numerical schemes such as the second-order central difference used in the current effort. A consequence of using non-dissipative schemes is that simulations become very sensitive to the quality of the mesh as aptly demonstrated. 25 Tip-flow simulations are usually carried out with a C-H type mesh 26 but this type of mesh has a four branch cuts where grid quality is usually
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quite poor. We have circumvented this issue by using the so-called "Immersed Boundary Method (IBM)". The key feature of this method is that flow past immersed boundaries can be simulated on structured curvilinear grids that do not conform to the shape of the boundaries and this allows us to simulate this flow on a single-block mesh with no branch cuts. The use of this topologically simple grid allows us to maintain relatively better grid quality in the entire domain. In the current method, the geometry of immersed boundary is defined by a set of marker points. Cells whose centers lie inside the immersed body and have at least one neighboring cell whose cell-center lies outside the body, are marked as "ghost-cells". The rest of the cells with centers inside the body, which are not adjacent to immersed boundary, are marked as "solid" cells. Fig.1 shows the marker points, fluid cells, ghost cells and solid cells for an immersed boundary on a Cartesian grid. The basic idea in this method is to compute the flow variables for the ghost cells such that boundary conditions on the immersed boundary in the vicinity of the ghost cell are satisfied. The advantage of this approach for the current tip flow is that since the blade does not vary in shape across the span, we can simply use a planar mesh in the spanwise direction (Fig.2) . This greatly simplifies the mesh topology and discretization and gives us much more precise control over the grid quality. The use of a curvilinear mesh still allows us control over the grid resolution in localized regions such as boundary layers. Fig. 3 shows the grid of 460 x179 in x-y plane which is used for simulation of tip flow around a NACA 2415 airfoil. Since the surface of the airfoil is mostly represented by the longitudinal grid lines, this allows us to provide a higher resolution selectively in the boundary layer region. A similar approach has been used for incompressible tip-clearance flow simulations. 27 Accuracy tests and validation of this solver against established experiments and simulations has been described in detail in previous paper.
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E. Parallelization of the solver
An efficient and flexible Message-Passing Interface (MPI) based parallel version of the solver has been developed for the tip-flow simulations. In the algorithm adopted, the computational domain is decomposed into several sub-domains in the stream wise direction. Each sub-domain is enclosed with a layer of overlapping points. These overlapping points store flow variables transferred from the neighboring sub-domain for the solution of variables within the sub-domain. The key feature of the domain decomposition is the implementation of the LSOR iterative method that is used to solver the transport equations. The method currently adopted employs a Jacobi iteration at the domain interfaces but retains a Gauss-Siedel approach for all the nodes inside a given domain. Tests indicate that the convergence properties of the iterative method do not deteriorate due to this procedure. Figure 4 shows streamwise velocity contours around airfoil NACA2415. Our parallel code has been successfully tested on a 16-CPU in-house Beowulf cluster which is based on a 2.8 GHz Pentium-4 processor and employs a gigabit interconnect between the nodes. Extensive tests show that the parallel code achieves reasonably good parallel efficiency (see Figure 5 ) for grid sizes that are relevant for the tip-flow simulations.
F. Tip-Flow Configuration
The flow configuration is schematically shown in Fig. 6 . As mentioned before, the experimental configuration that we have chosen is the one that was the subject of the detailed study by Martin. 15 .The computational domain is of size L x x L y x L z = 3.5C x 4.0C x 3.0C, where C is the chord length. Due to the high Reynolds number and the need to resolve the wake and tip-vortex, we extended the domain size 1.0C upstream of the leading edge and 1.0C downstream of the trailing edge. Thus in this simulation we should be able to capture the wake with age up to 5 degrees with enough resolution in the streamwise (x) direction. The vertical (y) extent of the domain is such that the boundary layer grows naturally with minimum effect from the vertical boundary. The choice of the spanwise domain size is driven by the size of the tip-vortex and the fact that far enough from the tip of the airfoil there is not much variation in the spanwise (z) direction. Thus the spanwise domain size is extended 1.0C and 2.0C on the inward and outward of the blade tip respectively. The simulation is performed in a reference-frame attached to the rotor which eliminates the need to incorporate a moving boundary in computation.
The flow is assumed to be compressible with constant specific heat ratio. At the inflow, all velocity components as well as the temperature are imposed, while the density is extrapolated from the domain and pressure is calculated by using the equation of state. At the outflow, a non-reflecting Navier-Stokes characteristic boundary condition 29 is used which allows vortex structures to exit the computational domain with minimal spurious reflections. The lateral boundaries are treated as moving walls, and density and temperature are determined by assuming adiabatic wall condition. The no-slip boundary condition is imposed at the surface of circular cylinder. Zero-stress boundary conditions at the inner spanwise boundary and free stream conditions are imposed at the outer spanwise boundary.
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III. Numerical Results and Discussion
G. 2D NACA 2415 Flow Simulations
The objective of these simulations was to explore the grid requirements and solver performance of the flow at high Reynolds numbers over the blade mid-span where the flow is expected to be nominally two-dimensional. Furthermore, these simulations also allow us to gauge the feasibility of the immersed boundary approach for this flow. Simulations have been carried out at a chord-based Reynolds number of 272,000 and Mach number 0.26 which matches with the experiment described earlier. For this simulation, a 379 532 × curvilinear grid is used with a QUICK weight factor of 0.5. Figures 7-10 show visualizations of spanwise vorticity, pressure, temperature and Mach number contours for this flow respectively. The key observation here is that the wake vortices seem to convect for over a chord length into the wake without excessive dissipation. This provides some confirmation of the favorable numerical dissipation characteristics of the numerical scheme employed. It should be pointed out that these simulations were run on seven processors of a 2.8 GHz Pentium Linux Beowulf cluster.
H. Rotor Tip-Flow Simulations
The 2D simulations allow us to design a mesh for the tip-flow simulations. Two different meshes with 460 × 179 × 61 and 460 × 179 × 149 grid points have been employed. The coarser grid simulation was carried out first and the results of this simulation indicated that the spanwise structure of the tip-vortex was inadequately resolved. This led to the second mesh, which has a much higher resolution in this direction. It should be noted that this finer mesh has over twelve million mesh points and requires almost 20,000 single-node CPU hours on a 2.8 GHz Pentium-4 per chord-flow time. This first set of simulations has been carried out at a lower Reynolds number of 100,000. The Mach number is however 0.26 which matches the experiment. Figures 11 (a,b) show isosurface of streamwise vortices and enstrophy contours in different planes in the wake of the NACA 2415 respectively at a relatively early stage in the simulations where
The plots clearly show the initial stage in the formation of the tip vortex. Figure12 shows the spanwise vortex contours in different planes in spanwise direction. Convection of the vortices in the wake without excessive numerical dissipation can be observed. Furthermore, the flow visualizations shows that downstream of the trailing edge, the tip vortex and blade wake transitions to a complex three-dimensional flow which is the first stage in the transition to turbulence. Plot of eddy viscosity in different planes along the spanwise direction in Fig. 13 clearly shows that eddy viscosity is correctly produced only in regions where the flow is turbulent. Within this region, peak eddy viscosity ranges up to about five times the molecular viscosity.
IV. SUMMARY
In this paper, we have describes an efficient and flexible parallel version of a large-eddy simulation (LES) solver for simulating the compressible tip-flow of a rotor in hover. Preliminary results from an airfoil tip-flow simulation at Re = 100000 have been presented. These simulations are currently proceeding and comprehensive validation against the experiment will be presented in the future.
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