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On Markovian Jump Linear Systems
(Mamoru OHASHI)
1
. Wonham[6], Mariton[5], Ji
and Chizeck [3] . .
Markovian JumP
$\dot{x}(t)=A(y(t))x(t)+B(y(t))u(t)$ , $t\in[t_{0}, T]$ , (1)
$x(t_{0})=x_{0},$ $y(t_{0})=y0$
. , $x(t)\in R^{n}$ , $u(t)\in R^{m},$ $nxn$ $A(y(t)),$ $nxm$
$B(y(t))$ , $\{y(t), t\geq 0\}$ . $S=\{1,2, \ldots, s\}$
A




. $y(t)=i$ $A(y(t)),$ $B(y(t))$ $A_{i},$ $B_{i}$
.
$u(t)$ admissible control .
$\phi:[t_{0},T]xR^{n}xSarrow R^{m}$ ,
$|\phi(t,x, y)-\phi(t,\tilde{x},y)|\leq k|x-\tilde{x}|$,
$\phi(t,x, y)\leq k(1+|x|)$ , $(k>0)$ .




$\{z(t), t\leq 0\}$ .
Markovian Jump , Lyapunov





Markovian Jump (1), (2) ,
$u(t)=0$ , ,
$\dot{x}(t)=A(y(t))x(t)$ , $t\in[t_{0},T]$ (3)
$x(t_{0})=x_{0},$ $y(t_{0})=y_{0}$
.
21Markovian Jump (2), (3) $x(t)$
$\lim_{Tarrow\infty}\int_{\downarrow 0^{T}}E[|x(t)|^{2}|x_{0},y_{0}]dt<\infty$ (4)
A stochastically stable .
22Markovian Jump (2), (3) $x(t)$
$E[|x(t)|^{2}|x_{0},y_{0}]\leq C|x_{0}|^{2}e^{-\alpha t}$ , $C>0$ , $\alpha>0$ (5)
, A stochastically and exponentially stable .
21 $i\in S$
$(A_{i}- \frac{1}{2}\lambda;;I)’P_{i}P(A_{i}-\frac{1}{2}\lambda_{ii}I)+\sum_{j\neq:}\lambda_{ij}P_{j}+I=0$ (6)
$P_{i},$ $i\in S$ , A stochastically and exponentially stable
.
[ ] $P_{:},$ $i\in S$ stochastic Lyapunov $V(x, i)$
$V(x, i)=x’P_{i}x$
$\vee 7$ $\{z(t)\}$ weak infinitesimal operator $\tilde{A}$
$\tilde{A}V(x,i)$ $=$ $\lim_{\Delta\downarrow 0}\frac{1}{\Delta}\{E[V(x(t+\Delta), y(t+\Delta))|x(t)=x,y(t)=i]-V(x, i)\}$
$=$ $x’ \{(A_{i}-\frac{1}{2}\lambda;;I)’P;+P_{:}(A;-\frac{1}{2}\lambda;;I)+\sum_{j\neq i}\lambda_{ij}P_{j}\}x$
(6)
$\frac{\tilde{A}V(x,i)}{V(x,i)}$ $=$ $- \frac{|x|^{2}}{x’ P_{i}x}$
$\leq$ $- \frac{1}{\max_{1}\mu_{\max}(P:)}$




$E[V(x(t), y(t))|x_{0},y_{0}]\leq e^{-\alpha t}V(x_{0},y_{0})$ (7)










$E[|x(t)|^{2}|x_{0}, y_{0}]\leq C|x_{0}|^{2}e^{-\alpha\ell}$ , $(C= \frac{1}{\alpha\beta})$ .
21 2.1 (6) 1 2 .
1. $i\in S$
$(A;- \frac{1}{2}\lambda_{ii}I)’P;+P_{1}(A;-\frac{1}{2}\lambda_{ii}I)+\sum_{j\neq*}\lambda_{ij}P_{j}+I\leq 0$
2. $N:,$ $i\in S$
$(A:- \frac{1}{2}\lambda_{ii}I)’P(A;-\frac{1}{2}\lambda:;I)+\sum_{j\neq i}\lambda_{ij}P_{j}+N_{i}=0$
2.1 21 A stochastically stable .
$M(T-t, i)$
$x’M(T-t,i)x= E[\int^{T}|x(s)|^{2}ds|x(t)=x, y(t)=i]$ , $t\in[t_{0},T]$
.
22 A stochastically stable
$\lim$ $M(T-t,i)=M$;
$T-tarrow\infty$
$M_{i},$ $i\in S$ .
[ ] A stochastically stable $M(T-t, i)$ .
23 A stochastically stable $M_{i},$ $i\in S$ (6) .
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[ ] Wonham
$\frac{d}{dt}M(T-t, i)$ $+$ $(A;- \frac{1}{2}\lambda_{ii}I)’M(T-t,i)+M(T-t,i)(A;-\frac{1}{2}\lambda_{ii}I)$
$+ \sum_{j\neq*}\lambda_{ij}M(T-t,j)+I=0$, $t\in[t_{0},T]$ , (8)
$M(0,i)=0$
$M(T-t, i)$ . ,
$E[x’(T)M(0, y(T))x(T)]=x_{0}M(T-t_{0}, y_{0})x_{0}$






. (8) $M_{i}$ 21 (6) .
22 23 21 .
(6)
2.2 A stochastically stable $(A;- \frac{1}{2}\lambda_{ti}I),$ $i\in S$ stable .
deterministic Markovian Jump Linear
System .
2.1 Markovian Jump (2), (3) 3 .
1. A stochastically and exponentially stable .
2. A stochastically stable .
3. (6) $P_{:},$ $i\in S$ .
3 Linear Quadratic Control
Markovian Jump (1), (2)
$J(u : x_{0},y_{0})= E[\int_{t_{0}}^{\infty}\{x’(t)Q(y(t))x(t)+u’(t)R(y(t))u(t)\}dt|x_{0}, y_{0}]$ (9)
admissible control $u(t)\in\Phi$ . , $Q_{i}$
, $R_{i}$ . $T$
.
$\frac{d}{dt}$P. $(t)+(A$. $- \frac{1}{2}\lambda_{ii}I-B_{i}K_{i}(t))’P_{i}(t)+P_{i}(t)(A;-\frac{1}{2}\lambda;;I-B_{i}K_{i}(t))$
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$+ \sum_{j\neq i}\lambda_{ij}P_{j}(t)+Q_{i}+K_{i}’(t)R_{i}(t)K_{i}(t)=0$
, $i\in S,$ $t\in[t_{0}, T]$ (10)
$K_{i}(t)=R_{*}^{-1}B_{\acute{i}}P:(t)$, $P_{i}(T)=0$ , $i\in S$ .
, $i\in S$ ,
$u^{*}(t)=-R(y(t))^{-1}B(y(t))’P(t, y(t))x(t)$
$J(u^{*} : x_{0}, y_{0})= \inf_{u\in\Phi}J(u:x_{0}, y_{0})$
$=x_{0}’P(y_{0})x_{0}$
.
3.1 Markovian Jump (1), (2) , A-BK stochastically
stable $mxn$ $K_{i},$ $i\in S$ $(A, B)$ stochastically stabilizable .
$Q_{i}$ $Q;=C_{i}’C_{i}$ .
3.2 Markovian Jump (1), (2), (9) A–HC stochas-
tically stable $nxm$ $H_{i},$ $i\in S$ $(C, A)$ stochastically detectable
3.1 $(C, A)$ stochastically detectable (Ci, $A;- \frac{1}{2}\lambda_{i};I$), $i\in S$ detectable .
[ ] 22 .
3.2 $(C, A)$ stochastically detectable
$(A;- \frac{1}{2}\lambda_{ii}I-B_{i}K_{i})’P:+P_{i}(A_{i}-\frac{1}{2}\lambda_{ii}I-B;K_{i})+Q_{i}+K_{:}’R_{i}K_{i}\leq 0$
$(A;- \frac{I}{2}\lambda;;I-B;K_{i})$ exponentially stable .
[ ] Ichikawa [2] lemma 4 22 .
33 $(A;- \frac{1}{2}\lambda_{ii}I-B_{i}K;)$ exponentially stable $W_{i}$ ,
$P_{i}= \int_{t_{0}}^{\infty}t^{1}:-\tau:i$ (11)
$(A;- \frac{1}{2}\lambda_{ii}I-B;K_{i})’P_{i}+P_{i}(A;-\frac{1}{2}\lambda_{ii}I-B_{i}K_{i})+W_{i}=0$ (12)
, $P_{i}$ (12) (11) .
[ ] Ichikawa [2] lemma 5.
3.4 Markovian Jump (1), (2), (9) $(A, B)$ stochastically
stabilizable $(C, A)$ stochastically detectable
$(A_{i}- \frac{1}{2}\lambda_{ii}I)’P_{i}+P_{i}(A_{i}-\frac{1}{2}\lambda_{ii}I)+\sum_{j\neq i}\lambda_{ij}P_{j}+Q;-P_{i}B_{i}R_{i}^{-1}B_{\acute{i}}P_{i}=0$ (13)
$P_{i},$ $i\in S$ .
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[ ]
$(A_{i}- \frac{1}{2}\lambda_{ii}I-B;K;)’P_{i}^{0}+P^{0}$(A. $- \frac{1}{2}\lambda:;I-B;K_{i}$ )






, $P_{i^{n}},$ $n\geq 0$ . 21 $(A, B)$ stochastically stabilizable ,









, $(A_{i}- \frac{1}{2}\lambda_{ii}I-B;R_{i:}^{-1}B’P_{i^{n}})$ exponentially stable . $M_{i^{n}}=-(P_{i^{n}}-P_{i}^{n-1})$
$(A;- \frac{1}{2}\lambda_{ii}I-B;R_{i}^{-1}B_{\acute{i}}P_{i}^{0})’M_{i}^{1}+M_{i}^{1}$ $(A$ . $- \frac{1}{2}\lambda;;I-B:R_{i}^{-1}B_{\acute{i}}P_{i}^{0})$
$+(K_{i}-R_{i}^{-1}B_{\acute{i}}P_{i}^{0})’R_{i}(K_{1}-R_{;}^{-I}B_{\acute{i}}P_{j}^{0})\leq 0$ .
$(A_{i}- \frac{1}{2}\lambda:iI-B;R_{i}^{-1}B_{\acute{i}}P_{i}^{n-1})’M_{i}^{n}+M_{1}^{n}(A$. $- \frac{1}{2}\lambda_{ii}I-B;R_{i}^{-1}B_{i}P_{i}^{n-1})$
$+ \sum_{j\neq:}\lambda_{ij}M_{j}^{n-1}+M_{i}^{n-1}B;R_{i}^{-1}B_{\acute{i}}M_{i}^{n-1}=0$
, 33 $M_{i}^{n}$ . $M_{i}^{n}$ $P_{1}^{n}$ $n$ .
, $P_{:^{n}}$
$\lim_{narrow\infty}P_{i}^{n}=P_{i}\geq 0$
$P_{:},$ $i\in S$ , (13) .
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3.1 $(A, B)$ stochastically stabilizable $(C, A)$ stochastically detectable
$u_{t}^{*}=-R(y(t))^{-1}B(y(t))’P(y(t))x(t)$
, (9)
$J(u^{*} : x_{0}, y_{0})= \inf_{u\in\Phi}J(u:x_{0}, y_{0})$
$=x_{0}’P(y_{0})x_{0}$
. , $P_{1}$ Riccati (13) .
[ ] 34 (13) $P_{i}$ , $\{z(t)\}$
$\tilde{A}\{x’P;x\}=x’((A;-\frac{1}{2}\lambda_{ii}I)’P_{i}+P_{i}(A_{i}-\frac{1}{2}\lambda;;I)+\sum_{J\neq i}\lambda_{ij}P_{j})x+u’B_{\acute{i}}P_{i}x+x’P_{i}B_{i}u$
. Wonham
$x_{\acute{0}}P(yo)x_{0}$ $+$ $E[\int_{t_{0}}^{\infty}\{x’(t)((A(y(t))$ $y(t)y(t)I)P(y(t))$
$+P(y(t))(A(y(t))- \frac{1}{2}\lambda_{y(t)y(t)}I)+\sum_{J\neq y(t)}\lambda_{y(t)j}P_{j})x(t)$
$+u’(t)B’(y(t))P(y(t))x(t)$
$+x’(t)P(y(t))B(y(t))u(t)\}dt|x_{0},$ $y_{0}$ ] $=0$ .
. ,













$J(u^{*} : x_{0}, y_{0})=x_{0}’P(y_{0})x_{0}$
.
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