A backward error for the inverse singular value problem  by Chen, Xiao Shan
Journal of Computational and Applied Mathematics 234 (2010) 2450–2455
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
A backward error for the inverse singular value problem
Xiao Shan Chen
School of Mathematics, South China Normal University, Guangzhou 510631, China
a r t i c l e i n f o
Article history:
Received 24 November 2007
Received in revised form 6 February 2010
MSC:
65F15
15A18
Keywords:
Inverse singular value problem
Backward error
Unitarily invariant norm
a b s t r a c t
A backward error for inverse singular value problems with respect to an approximate
solution is defined, and an explicit expression for the backward error is derived by
extending the approach described in [J.G. Sun, Backward errors for the inverse eigenvalue
problem, Numer. Math. 82 (1999) 339–349]. The expression may be useful for testing the
stability of practical algorithms.
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1. Introduction
There has been considerable discussion about inverse eigenvalue problems for decades. Some theoretical results and
computational methods can be found (e.g., see [1–5]). Sun [5] defined the backward error of the symmetric matrix inverse
eigenvalue problems and derived an explicit expression for it. Liu and Bai [3] extended Sun’s approach to more general
inverse eigenvalue problems. In this paper, we will investigate backward errors for inverse singular value problems, which
were proposed in [6].
Throughout this paper, we always use the following notation. Let Cm×n be the set ofm× n complex matrices and On be
the set of n× n unitary matrices. The notation AH denotes the conjugate transpose of a matrix A. ‖ · ‖ denotes any unitarily
invariant norm, and ‖ · ‖2 the spectral norm and the Euclidean vector norm. For two matrices A, A˜ ∈ Cm×n, the relation
A ' A˜means that A and A˜ have the same singular values. The setD is defined by
D =
{(
Σ
0
)
∈ Cm×n:Σ is a n× n real diagonal matrix
}
.
The following is called an inverse singular value problem.
Problem ISV. Given A0, A1, . . . , AN ∈ Cm×n and nonnegative real numbers σ ∗1 ≥ σ ∗2 ≥ · · · ≥ σ ∗n ≥ 0, find c =
(c0, c1, . . . , cN)with complex components such that
c0A0 + c1A1 + · · · + cNAN ' Σ,
where
Σ =
(
Σ1
0
)
and Σ1 = diag(σ ∗1 , σ ∗2 , . . . , σ ∗n ).
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This problem was first proposed in [6]. Two numerical methods for solving Problem ISV are presented. More numerical
algorithms can be found in the literature (see, e.g., [7,8]). Just like formany of the inverse eigenvalue problems, the existence
question for Problem ISV remains open.
Let c˜ = (c˜0, c˜1, . . . , c˜N) be an approximate solution to Problem ISV. In general, there are many backward perturbations
1A0,1A1, . . . ,1AN ∈ Cm×n and1Σ ∈ Cm×n such that
N∑
k=0
c˜k(Ak +1Ak) ' Σ +1Σ,
where1Σ ∈ D . One may well ask: How close is the nearest Problem ISV for which c˜ is the solution?
In order to measure the distance between the original problem and the perturbed problems. we define the backward
error η(c˜)with respect to an approximate solution c˜ by
η(c˜) = min
(1A0,1A1,...,1AN ,1Σ)∈G
[
N∑
k=0
(‖1Ak‖
‖Ak‖
)2
+
(‖1Σ‖
‖Σ‖
)2]1/2
, (1)
where
G =
(1A0,1A1, . . . ,1AN ,1Σ) :
N∑
k=0
c˜k(Ak +1Ak) ' Σ +1Σ,
1Ak ∈ Cm×n, k = 0, 1, . . . ,N, 1Σ ∈ D
 . (2)
From thedefinition of the backward error,weknow that a small backward errorη(c˜)means that the approximate solution
c˜ is the exact one for a slightly perturbed Problem ISV. Consequently, finding an explicit expression for η(c˜)may be useful
for testing the stability of practical algorithms.
The paper is organized as follows. In Section 2, we derive an explicit and computable expression for η(c˜) using the
techniques described in [5]. In Section 3, we use a numerical example to illustrate our result.
2. The expression for η(c˜)
For an approximate solution c˜ = (c˜0, c˜1, . . . , c˜N) of Problem ISV, we define A˜ ∈ Cm×n by
A˜ =
N∑
k=0
c˜kAk, (3)
and let A˜ have the singular value decomposition
A˜ = U˜Σ˜ V˜H , (4)
where U˜ ∈ Om, V˜ ∈ On, and
Σ˜ =
(
Σ˜1
0
)
, Σ˜1 = diag(σ˜1, σ˜2, . . . , σ˜n) and σ˜1 ≥ σ˜2 ≥ · · · ≥ σ˜n ≥ 0.
The following result gives an explicit and computable expression for η(c˜).
Theorem 1. Let c˜ = (c˜0, c˜1, . . . , c˜N) 6= 0 be an approximate solution to Problem ISV, and η(c˜) be the backward error given
by (1) and (2). Define A˜ ∈ Cm×n by (3), and let A˜ have the singular value decomposition (4). Then
η(c˜) = ‖Σ˜ −Σ‖√
N∑
k=0
|c˜k|2‖Ak‖2 + ‖Σ‖2
. (5)
Proof. Without loss of generality, we may assume that c˜0 6= 0. Next we derive the expression (5) by means of the following
three steps.
1. Let
θ1 = ‖A0‖‖A1‖ , θ2 =
‖A0‖
‖A2‖ , . . . , θN =
‖A0‖
‖AN‖ and θN+1 =
‖A0‖
‖Σ‖ . (6)
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By (1) and (2), we have
[
η(c˜)
]2 = 1‖A0‖2 min(1A1,...,1AN ,1Σ)∈L
 N∑
k=1
θ2k ‖1Ak‖2 + θ2N+1‖1Σ‖2
+ 1|c˜0|2 minW∈Om,Q∈On
∥∥∥∥∥W (Σ +1Σ)Q H −
(˜
A+
N∑
k=1
c˜k1Ak
)∥∥∥∥∥
2
2 , (7)
where theL is defined by
L = {(1A1, . . . ,1AN ,1Σ) : 1Ak ∈ Cm×n, k = 1, . . . ,N, 1Σ ∈ D} (8)
and A˜ is defined by (3).
2. Let ρ be defined by
ρ = ‖Σ − Σ˜‖. (9)
We define the subsetLρ ofL by
Lρ =
{
(1A1, . . . ,1AN ,1Σ) ∈ L :
N∑
k=1
|c˜k| ‖1Ak‖ + ‖1Σ‖ ≤ ρ
}
, (10)
and defineX by
X = 1‖A0‖2 min(1A1,...,1AN ,1Σ)∈Lρ
 N∑
k=1
θ2k ‖1Ak‖2 + θ2N+1‖1Σ‖2
+ 1|c˜0|2 minW∈Om,Q∈On
∥∥∥∥∥W (Σ +1Σ)Q H −
(˜
A+
N∑
k=1
c˜k1Ak
)∥∥∥∥∥
2
 . (11)
We first prove the inequality
X ≥ ‖Σ˜ −Σ‖
2
N∑
k=0
|c˜k|2‖Ak‖2 + ‖Σ‖2
. (12)
From the singular value inequality (e.g., see [4,9])
‖WΣQ H − A˜‖ ≥ ‖Σ − Σ˜‖,
and (11) we obtain
X ≥ 1‖A0‖2 min(1A1,...,1AN ,1Σ)∈Lρ
 N∑
k=1
θ2k ‖1Ak‖2 + θ2N+1‖1Σ‖2
+ 1|c˜0|2
(
‖Σ − Σ˜‖ −
N∑
k=1
|c˜k| ‖1Ak‖ − ‖1Σ‖
)2 . (13)
Let
δk = ‖1Ak‖, k = 1, . . . ,N, δN+1 = ‖1Σ‖,
d = (δ1, δ2, . . . , δN+1)T , g = (|c˜1|, . . . , |c˜N |, 1), (14)
Θ = diag(θ1, θ2, . . . , θN+1).
Then (13) can be written as
X ≥ 1‖A0‖2 minδ1,...,δN+1≥0,gT d≤ρ f (d), (15)
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where the function f (d) is defined by
f (d) = dTΘ2d+ 1|c˜0|2 (ρ − g
Td)2.
The gradient ∇f of f has the expression
∇f = 2
[(
Θ2 + 1|c˜0|2 gg
T
)
d− ρ|c˜0|2 g
]
,
and a vector d∗ satisfies ∇f = 0 if and only if
d∗ = ρ|c˜0|2
(
Θ2 + 1|c˜0|2 gg
T
)−1
g = ρ|c˜0|2 + gTΘ−2gΘ
−2g, (16)
which has just nonnegative components, and satisfies gTd∗ ≤ ρ. The Hessian matrix H of f has the expression
H = 2
[
Θ2 + 1|c˜0|2 gg
T
]
,
which shows that H is symmetric positive definite. Hence, the function f (d) has a unique global minimal point d∗ expressed
by (16), and
min
δ1,...,δN+1≥0,gT d≤ρ
f (d) = f (d∗) = ρ
2
|c˜0|2 + gTΘ−2g .
Combining it with (6), (9), (14) and (15) yields (12).
Secondly, we prove
X ≤ ‖Σ˜ −Σ‖
2
N∑
k=0
|c˜k|2‖Ak‖2 + ‖Σ‖2
. (17)
Taking the specific perturbations1A∗k (k = 1, . . . ,N) and1Σ∗ defined by
1A∗k = U˜1Σ∗k V˜H with1Σ∗k =
c˜k
(|c˜0|2 + gTΘ−2g)θ2k
(Σ − Σ˜),
and
1Σ∗ = − 1
(|c˜0|2 + gTΘ−2g)θ2N+1
(Σ − Σ˜),
where a denotes the conjugate of a complex a, we have
N∑
k=1
|c˜k| ‖1A∗k‖ + ‖1Σ∗‖ =
gTΘ−2g
|c˜0|2 + gTΘ−2g ‖Σ − Σ˜‖ ≤ ρ,
which means (1A∗1,1A
∗
2, . . . ,1A
∗
N ,1Σ
∗) ∈ Lρ . From (11) we see that for unitary matrices W = U˜,Q = V˜ and (1A∗1,
1A∗2, . . . ,1A
∗
N ,1Σ
∗) ∈ Lρ , we have
X ≤ 1‖A0‖2
 N∑
k=1
θ2k ‖1Σ∗k ‖2 + θ2N+1‖1Σ∗‖2 +
1
|c˜0|2
∥∥∥∥∥Σ − Σ˜ − N∑
k=1
c˜k1Σ∗k +1Σ∗
∥∥∥∥∥
2

= 1‖A0‖2
‖Σ − Σ˜‖2
(|c˜0|2 + gTΘ−2g)2
 N∑
k=1
( |c˜k|
θk
)2
+ 1
θ2N+1
+ 1|c˜0|2
(
|c˜0|2 + gTΘ−2g −
N∑
k=1
( |c˜k|
θk
)2
− 1
θ2N+1
)2
= 1‖A0‖2
[
|c˜0|2 +
N∑
k=1
( |c˜k|
θk
)2
+ 1
θ2N+1
]
‖Σ − Σ˜‖2
(|c˜0|2 + gTΘ−2g)2
= ‖Σ − Σ˜‖
2
N∑
k=0
|c˜k|2‖Ak‖2 + ‖Σ‖2
,
which is the inequality (17).
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From (12) and (17) we get
X = ‖Σ˜ −Σ‖
2
N∑
k=0
|c˜k|2‖Ak‖2 + ‖Σ‖2
. (18)
3. We now prove (5). From (7), (11) and (18) we see that for deriving (5) we only need to prove the inequality
1
‖A0‖2 inf(1A1,...,1AN ,1Σ)∈L\Lρ
 N∑
k=1
θ2k ‖1Ak‖2 + θ2N+1‖1Σ‖2
+ 1|c˜0|2 minW∈Om,Q∈On
∥∥∥∥∥W (Σ +1Σ)Q H −
(˜
A+
N∑
k=1
c˜k1Ak
)∥∥∥∥∥
2

≥ ‖Σ˜ −Σ‖
2
N∑
k=0
|c˜k|2‖Ak‖2 + ‖Σ‖2
. (19)
The inequality (19) can be proved as follows. By the definitions (8) and (10), (1A1, . . . ,1AN ,1Σ) ∈ L \ Lρ if and only if
(1A1, . . . ,1AN ,1Σ) ∈ L and
N∑
k=1
|c˜k| ‖1Ak‖ + ‖1Σ‖ > ‖Σ − Σ˜‖, i.e., gTd > ρ. (20)
The inequality (20) implies
ρ2 < (gTd)2 ≤ gTΘ−2g · dTΘ2d ≤ dTΘ2d(|c˜0|2 + gTΘ−2g).
Hence, for any (1A1, . . . ,1AN ,1Σ) ∈ L \Lρ , we have
1
‖A0‖2
[
N∑
k=1
θ2k ‖1Ak‖2 + θ2N+1‖1Σ‖2
]
= 1‖A0‖2 d
TΘ2d
>
1
‖A0‖2
ρ2
|c˜0|2 + gTΘ−2g
= ‖Σ˜ −Σ‖
2
N∑
k=0
|c˜k|2‖Ak‖2 + ‖Σ‖2
,
which shows the inequality (19). The proof is complete. 
Remark 1. The expression for η(c˜) concerns Σ˜ , the singular value decomposition of A˜. Therefore, when testing the stability
of an algorithm for solving the Problem ISV in practical applications, Σ˜ should be computed. But since the computation for
Σ˜ is stable (e.g., see [10]), the result is mainly determined by the approximate solution of Problem ISV.
3. A numerical example
In this section, we use a numerical example to illustrate our results. The computations were performed using MATLAB,
version 7.0. The relative machine precision is 2.2204× 10−16.
Consider Problem ISV with
A0 =

−4 7 5 0
6 0 −3 0.7
0.4 −1.3 0.3 −1
0 −2 −0.2 2
0 −0.5 2 1
 , A1 =

0.8 0.2 0 7
4 0 3 0.4
1.5 −2 0 1
0.5 1 0.4 1
−1 0.3 1.5 0.7

A2 =

5 0 2 −1
−0.4 −0.6 −0.2 2
−1 3 0 4
1 5 2 0
−1 3 −1 1
 , A3 =

3 0 0 1
3 0 7 9
−1 2 0 −2
1 −1 0 6
0 1 −2 2
 ,
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and
(σ ∗1 , σ
∗
2 , σ
∗
3 , σ
∗
4 ) = (32, 27, 24, 7).
We use the iterate approach given in [6] (also see [7]) to solve this problem and obtain the following computed solution:
c˜ = (c˜0, c˜1, c˜2, c˜3)
= (1.257265, 1.961053,−3.142218, 1.520755).
Taking ‖·‖ = ‖·‖2 in (5) and using the svd function inMatlab to compute the singular value decomposition (4), computation
gives
η(c˜) ≈ 5.537912× 10−8  1.
This shows that the computed solution c˜ is the exact solution of a slightly perturbed matrix inverse singular value problem.
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