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Abstract
CNN-based volumetric methods that label individual
voxels now dominate the field of biomedical segmentation.
In this paper, we show that simultaneously performing the
segmentation and recovering a 3D mesh that models the
surface can boost performance.
To this end, we propose an end-to-end trainable two-
stream encoder/decoder architecture. It comprises a single
encoder and two decoders, one that labels voxels and the
other outputs the mesh. The key to success is that the two
decoders communicate with each other and help each other
learn. This goes beyond the well-known fact that training
a deep network to perform two different tasks improves its
performance.
We will demonstrate substantial performance increases
on two very different and challenging datasets.
1. Introduction
State-of-the-Art Volumetric segmentation techniques all
rely on Convolutional Neural Networks (CNNs) operating
on an image cube. The best architectures usually involve a
convolutional encoder that operates on a voxel grid to pro-
duce latent features and a convolutional decoder to label the
voxels. This was not always so. Deformable surface tech-
niques were once popular [15, 20] because they allowed a
user to roughly sketch a shape model and have it deform
itself to accurately represent surface details. However, de-
formable models have now faded because modern segmen-
tation techniques do not require any such initialization and
are typically used only for post-processing.
In this paper, we show that these two approaches can
work together from the start. To this end, we propose the
end-to-end trainable two-stream encoder/decoder architec-
ture. It comprises a single encoder and two decoders de-
picted by Fig. 1. The first decoder labels voxels, the second
outputs a mesh that represents the surface. We will refer to
them as the Voxel and Mesh decoders, respectively, and to
the whole architecture as VM-Net. Not only do the two de-
coders use the same latent features, which tends to add an
element of regularization, but even more importantly they
communicate with each other. As the resolution increases
across successive layers in the voxel decoder, the mesh de-
coder takes as input the volumetric features produced by the
other one at the corresponding scale, as depicted by the gray
and blue arrows in the second row of Fig. 1.The intuition be-
hind this design choice is that one should sample first from
the lowest resolution features to create a rough surface esti-
mate, then sample from the next higher resolution to refine
it, and then repeat until the full resolution is reached.
Our design encourages the voxel features to contribute
to good surface reconstruction results. As as result, it also
makes them better for segmentation purposes. Thus, we
will demonstrate that VM-Net outperforms U-Net [3], V-
Net [16] and Pixel2Mesh [26] on liver and brain data, even
though its architecture and depth are similar, thus evidenc-
ing the importance of having one decoder assist the other.
Our contribution is therefore to demonstrate that surface
modeling still has its place in volumetric data segmentation
and we hope to stimulate further research in that direction.
2. Related Work
CNN-based volumetric methods such as U-NET and V-
NET [3, 16] now dominate the field of biomedical image
segmentation. There have been several recent attempts to
further improve these methods, but they have been targeted
at specific applications, such as small organ segmentation
[18], curvilinear structure segmentation [17, 10]. Some use
altogether different design paradigms such as recurrent neu-
ral networks that operate on individual slices [29] instead of
cubes, but this is generally less effective.
Therefore, even very recent works such as [30, 2]
uses U-NET as a backbone or even simpler architectures:
The very successful Flood-Filling Networks [7] that were
used to segment an impressively large brain volume are
encoder-decoder architectures without the long-range skip-
connections of U-NET.
Thus, we use U-NET both as the backbone of the seg-
mentation branch of our network and a baseline.
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Figure 1. VM-Net architecture. The network takes as input an image and shpere mesh. Given the encoder output, the sphere mesh is
first aligned with the bounding box Pb.box surrounding the object. Afterwards, graph convoluton layers iteratively update each vertex.
At each stage, for each vertex vl, we sample voxel features f voxell at vl )(indicated by dark blue arrows). Then sampled feature vector
is concatenated with mesh features from previous stage f meshl−1 and vertex coordinates of vl to obtain feature vector corresponding to vl
(indicated by dark green arrow). For visualization purpose, the depth dimensions of feature vectors is used to depict feature channel count
(best viewed in color).
2.1. Deformable Models
Deformable surface models became popular in the 1990s
to model biological structures in volumetric data [6] and
new methods keep on being proposed. For example, shape
priors were used successfully in [11] to increase the quality
of the reconstructions; prior knowledge of shape variability
was used in [15, 20] to better fit of deformable membrane
templates; in [8] special purpose models were proposed to
model thick membranes. However, they all suffer from the
fact they require a good initialization that has to be provided
by another algorithm, usually a segmentation one. The fo-
cus of this paper is to simultaneously perform segmentation
and surface recovery, so that no such post processing is re-
quired.
There have been some recent attempts at using stan-
dard deformable models in conjunction with deep net-
works [13, 4]. They use CNNs to learn energy functions
from the input image instead of directly predicting the sur-
face. Given these energy functions, they perform a tradi-
tional energy minimization to deform the surface and there-
fore also require proper initialization.
2.2. Deep Surfaces
A number of deep architectures have recently emerged
for the processing of unstructured 3D point clouds [21, 22,
28, 5, 23] and triangulated meshes [14, 25]. But they solely
work in a single data representation. That is, they take
point clouds or meshes as input and outputs points clouds
or meshes.
By contrast, Pixel2Mesh [26] is one of the few recent
methods that takes a 2D image as input and outputs a 3D
mesh, which is much closer to what we want to do. There
are variants of Pixel2Mesh designed to target specific issues
in the specialized domain [19, 27] but it remains a prime
example of performing these kinds of computation on an
image. We therefore adapt so that it can operate on 3D vol-
umes instead of 2D images and used it both as an inspiration
for our mesh decoder and an a baseline, as will be discussed
in the results section.
3. Method
Fig. 1 depicts our architecture. It takes an image volume
as input and returns two outputs, a volume in which the
voxels are labeled as foreground or background and a 3D
mesh that represents the boundary between the two. This is
implemented by a common encoder that produces a latent
representation and by two separate decoders, one that gen-
erates the segmentation and the other the boundary surface.
We will refer to them as the voxel decoder and the mesh
decoder respectively.
Our encoder and volume decoder pictured at the top of
Fig. 1 are based on a standard U-Net [3] architecture. By
contrast, we had to design a special purpose surface decoder
as discussed below.
3.1. Mesh Decoder
As discussed in Section 2, Pix2Mesh proposes an ali-
ment architecture for predicting 3D meshes while transi-
tioning from pixel representation to grid representation. But
it was designed for a different purpose. As a result, its en-
coder starts from the highest-resolution and progressively
moves to the lowest. For mesh reconstruction from volu-
metric images, it makes more sense to sample first from the
lowest resolution features to create a rough surface estimate,
then sample from the next higher resolution to refine it, and
then to repeat until the full resolution is reached. This pro-
gression is shown at the bottom of Fig. 1. Note that each
stage of the decoder, the voxel features of the appropriate
resolution are fed as input along with the surface features,
as indicated by the blue arrows.
Architecture The input to the mesh decoder is a sphere
with 3D vertices forming facets whose edge we use to per-
form mesh convolutions. The input sphere is first aligned
with the target object on the basis of its bounding box,
whose coordinates are predicted by a fully connected net-
work that uses the lowest resolution feature vector as the
mesh and voxel decoders. We did not draw it in Fig. 1 for
better visual clarity .
Then the aligned mesh is gradually deformed at each
stage to match the target object. For each mesh vertex
vl = {xl, yl, zl} whose coordinates are those of the orig-
inal sphere for l = 0 or the output of block l of the decoder,
we write
f meshl+1 = hl(f
voxel
l+1 , f
mesh
l ,vl) (1)
vl+1 = vl + ∆l+1(f meshl+1 ) (2)
where vl+1 is the refined vertex at block l + 1, f voxell and
f meshl are the feature vectors produced by block l and block
l+1 in the two mesh and voxel decoder respectively, and hl
and ∆l are two functions implemented by 4 graph convolu-
tion layers each, whose weight we learn during training. By
convention, we take f voxel0 to be an empty feature vector.
We write the graph convolutions as
fil =
1
|N (i)|+ 1
∑
j∈{i,N (i)}
fjl−1wl , (3)
where N (i) is the neighborhood of vi and wl a learned set
if weights, as in [9]. In our implementation, after the first
two mesh convolution blocks, we add an up-sampling layer.
We perform uniform edge-split up-sampling, in which each
triangular face in the mesh is split in to four triangular faces
by spliting each edge in the middle and connecting the new
vertices to form four new facets. We not do this for the
following layers because the total number of vertices would
become too large. In practice, we start with an sphere with
642 vertices end up wth 2562 vertices. For each, newly
added vertex, we need to define a feature vector associated
with it. We compute it by taking the average of the two
feature vectors associated with the two vertices of the parent
edge.
When sampling features from voxel feature vectors at
coordinate vl, we use tri-linear interpolation. Instead of
only sampling at coordinate vl, we sample at additional 26
neighboring points given by coordinates vl = {xl ± δ, yl ±
δ, zl ± δ} where δ = 1D and D is the length of an edge in
input image cube. Since vl is in normalized coordinates, we
will be sampling the same 26 neighboring points in all res-
olutions. Afterwards, the sampled 27 points are fed into a
single layer perceptron to produce the voxel feature vector
associated with vertex vl. This neighborhood sampling help
extract useful features related to the direction of the vertex
update.
As the final stage of the VM-Net mesh decoder, we add
a iterative refinement operation inspired by similar refine-
ment blocks used in voxel based approaches [12]. Instead
of feeding the output mesh back to the first stage of the mesh
decoder, we pass it only through the last graph convolution
stage. We do this because it samples from the highest reso-
lution feature vectors from the voxel decoder and has been
trained to perform the fine refinement. We limit the num-
ber of iterations to three as we do not observe any further
improvement with additional ones. We only activate the re-
finement block at inference time.
3.2. Loss functions
We use the cross entropy loss Lce, the mean square er-
ror Lmse, and the Chamfer distance Lcf to train the voxel,
alignment, and mesh branches, respectively. The combined
loss is therefore taken to be
L = Lce + Lmse +
L∑
l=1
Llcf (4)
where L is the number of stages in the mesh decoder. We
did not find it necessary to add regularization terms to ex-
plicitly enforce mesh regularity as this combination already
(a) (b)
Figure 2. Higher resolution version of the meshes generated by
(a)Vox2Mesh and (b) VM-Net .
yields well behaved meshes with good characteristics and
the additional regularization would only degrade the perfor-
mance.
4. Experiments
In this section, we first introduce the datasets, baselines,
and metrics we use to evaluate our approach. We then
present our results followed by an ablation study.
4.1. Datasets
We used two very different datasets to test our approach.
Liver Dataset. It consists of 20 labeled CT image cubes
from the CHAOS challenge [1]. They are randomly split
into 10 training cubes and 10 testing ones. The original im-
ages have a 512 × 512 resolution in x-y plane with varying
number of slices in z direction. To keep the computation
times practical, we reduced the resolution in the x-y plane
to 64 × 64 and zero padded as necessary in the z direction
to create 64 × 64 × 64 image cubes.
Hippocampus dataset It consists of 260 labeled MRI im-
age cubes from the Medical Segmentation Decathlon [24].
We again randomly split it into a training and a testing set of
equal sizes. The images have sizes from 32 to 64 in all three
dimensions and we zero padded them as needed to produce
64 × 64 × 64 cubes. For training purposes, we used 10
randomly chosen samples from the training set, that is, the
same number as in the liver case, except for gauging the in-
fluence of the training set size where we used 10, 50, 90 and
130. For testing, we keep a fixed set of 130 samples for all
experiments.
4.2. Baselines
As the architecture of ourVM-Net borrows from bothU-
NET and Pix2Mesh, they constitute two natural baselines.
Furthermore, U-NET and its V-NET variant are widely
used in the bio-medical field because these architectures de-
liver good results while being small enough to handle data
cubes, whereas more sophisticated architectures used for
2D image processing cannot easily be adapted for 3D im-
age cubes because their memory requirements are too large.
For instance, very recent works like [] use U-Net and/or V-
Net as baselines.
As Pix2Mesh was not designed to handle data cubes, we
use the following variant, which we dub Vox2Mesh, in our
comparisons. We obtain Vox2Mesh by removing mesh pro-
jection module in Pixel2Mesh. To keep the computational
times practical in the volumetric setting, we had to reduce
the number of graph convolution layers from 14 to 4. We
use the same graph convolution operations and loss function
as for VM-Net.
4.3. Evaluation Metrics
We use the standard intersection over union (IoU) met-
ric to evaluate our segmentations and the Chamfer distance
to evaluate our meshes. The mesh coordinates are normal-
ized and range from -1 to 1 across x,y and z directions. We
repeat each experiment three times with different network
weight initializations and we report the mean and standard
deviation in the tables below.
4.4. Comparative Results
We report our quantitative results on our two datasets
in Table 1. VM-Net outperforms U-NET, V-NET, and
Vox2Mesh on both datasets. In essence, U-NET deliv-
ers the same results as our voxel decoder would if it were
trained alone, without communication with the mesh de-
coder. Similarly, Vox2Mesh delivers the results that our
mesh decoder would produce by itself if it had not been
trained in conjunction with the voxel decoder and did not
use its features as input. The performance boost we observe
thus evidences the importance of the collaboration between
the two encoders.
As can be seen in Fig. 3 and Fig. 2 , the mesh that VM-
Net produces fits the underlying surface much better than
that Vox2Mesh. It is much smoother and with almost no
self intersections. In-terms of voxel output, although VM-
Net does not completely eliminate false positives from its
segmentation output, their size and number are much re-
duced and, given the mesh, very easy to identify and re-
move.
In Table 2, we show the impact of increasing the training
set size from 10 to 130 on the hippocampus dataset. VM-
Net still consistently outperforms U-NET but the relative
difference tends to decrease. This was to be expected be-
cause, the more training data there is, the less necessary the
additional regularization constraints that VM-Net become.
However, in practice, there only rarely is enough training
Liver Hippocampus
Chamfer Dist. ×10−3 IoU Chamfer Dist. ×10−3 IoU
V-NET - 67.4 ± 2.3 - 59.4 ± 2.2
U-NET - 76.3 ± 3.6 - 70.9 ± 3.5
Vox2Mesh 4.7 ±0.8 - 2.4 ± 0.3 -
VM-Net 2.3 ± 0.3 79.2 ± 2.0 1.9 ± 0.1 73.5 ± 0.7
Table 1. Comparative results on our two datasets. VM-Net outperforms the baselines on both.
Tr. set size U-NET VM-Net
10 70.9 ± 3.5 73.5 ± 0.7
50 77.8 ± 0.1 79.3 ± 0.4
90 79.5 ± 0.2 79.9 ± 0.5
130 80.2 ± 0.2 81.3 ± 0.3
Table 2. Increasing the size of the training set.
Chamfer Dist. ×10−3
Vox2Mesh 4.7 ± 0.8
Vox2Mesh - bottom up 4.3 ± 1.3
+ Voxel decoder 2.8 ± 0.9
+ Voxel decoder + Lce 2.4 ± 0.4
+ Voxel decoder + Lce + Lmse 2.4 ± 0.3
+ iterative refinement 2.3 ± 0.3
Table 3. Ablation study results summary for the surface decoder
on liver datasets
data and additional constraints matter a great deal.
4.5. Ablation Study
To quantify the design choices we made in VM-Net, we
perform an ablation study on the liver dataset and report our
results in Table 4.5. We start from the Vox2Mesh baseline.
We first modify it by reversing the feature sampling order,
that is, instead of first sampling from highest resolution fea-
tures, we start sampling from the lowest. We dub this ver-
sion ”Vox2Mesh bottom-up”. Then we add the volume de-
coder to ”Vox2Mesh bottom-up” and sample features from
the volume decoder instead of the encoder. At this stage,
we still don’t use Lce to train the voxel decoder and it is
only trained my minimizing Lcf . The next step is to intro-
duce Lce to train the voxel decoder, and then Lmse to train
the module that predicts the bounding box surrounding the
object. Finally we add the three iterations of recursive re-
finement, which results in the full VM-Net approach. The
results show that the voxel decoder is the larger contribu-
tor to the performance boost delivered by VM-Net. Next,
come the Introduction of Lce and changing the order of fea-
ture sampling inVox2Mesh. The recursive refinement stage
also adds a small improvement to the final performance.
Using Lmse does not have as clear-cut an impact because
its absence can be compensated by the mesh deformation
layers. However, the initial alignment module makes large
deformations of the mesh unnecessary, making the system
easier to train and more stable as evidenced by the slightly
lower variance.
5. Conclusion
We have proposed an end-to-end trainable two stream
encoder-decoder architecture that simultaneously produces
volumetric and surface descriptions. Crucially, this is more
than two decoders working in parallel on a joint latent rep-
resentation as in many multi-task architectures: The voxel
decoder provides features to the mesh decoder at every step,
which guarantees that these features are useful for both seg-
mentation and surface reconstruction.
We have demonstrated that this joint architecture per-
forms better than either decoder alone and than the base-
lines. This confirms the importance of continued surface
modeling in biomedical image segmentation. A limitation
of the current approach is that it can only handle surfaces of
genus 0. In future work, we will explore more sophisticated
architectures that can remove this limitation.
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