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An object is hidden in box i with probability Pi, for i = 1, 2...., I. A search of a 
box detects the object, given that it is in the box, with probability d. The detection 
probability d is fixed but unknown. The asymptotic form of an optimal search 
policy is related to the behaviour near zero of the prior distribution for d. 
1. INTRODUCTION 
Consider the following search model, introduced by Staroverov [ lo]. 
There are Z boxes labelled i = 1, 2,..., Z and an object may be hidden in one 
of the boxes. The event Ei that box i contains the object has probability Pi, 
where xi=, Pi < 1 and the events E, , Ez,..., E, are disjoint. Conditional on 
Ei a search of box i detects the object with probability d and the outcomes of 
different searches of box i are independent. A policy rr = (n(O), n(l),...,) is a 
sequence of integers from the set ( 1, 2,..., I), with n(N) interpreted as the box 
which should be searched next if the first N searches have not discovered the 
object. Call a policy optimal if it maximises the probability of discovering 
the object within the first N searches, for all N. Let nj(N, n) be the number of 
searches of box j among the first N searches using policy rc. Then ] 1 ] a 
policy rr is optimal if and only if 
n(N) = j 3 (1 - d)nl(8.n) Pi = ,y~t, (( 1 - d)nf’M,X’ Pi}. 
This implication may be rephrased as follows: at each stage an optimal 
policy should search next the box for which the posterior probability that the 
box contains the object is maximal. It follows [9] that under an optimal 
policy the frequency of search of boxj approaches a limit, 
lirn nj(N, ~1 1 
N-a N I’ 
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which does not depend on the initial probabilities P,, PZ,..., P,. This mildly 
counter-intuitive conclusion is a consequence of the assumption that the 
detection probability d is known with certainty and must be substantially 
modified when there is doubt about the value of d. 
Here we consider the above search model when the detection probability d 
is fixed throughout the conduct of the search but is unknown. Under the 
assumption that d is a random variable with known distribution function F a 
recursive characterization of an optimal policy follows from the work of 
Kadane (61, and we investigate the implications of this characterization for 
the asymptotic form of an optimal policy. Our main result is that, under a 
mild regularity condition on the function F, the frequency of search of box j 
under an optimal policy tends to a limit (given explicitly in Theorem 2) 
which depends in a straightforward way upon the initial probabilities P,, 
P ?,..., P,. We also obtain the limiting posterior probability distribution for 
the position of the object given that it is present but has not yet been found. 
Stone [ 11, Chapter 2.31 reviews previous work on search models in which 
the characteristics of the detection process are fixed but unknown. The 
methods described here extend readily to Stone’s continuous models but for 
brevity and simplicity of notation we restrict our proofs to the discrete case. 
Hall [ 5 ] and Kelly [ 71 discuss search models with a rather different structure 
where associated with each search there is a random detection probability 
which becomes known after the search. 
Despite the distinct nature of the problems considered there is a close 
formal similarity between the results we obtain here and those reported in 
181. Both papers investigate aspects of the asymptotic behaviour of the 
Gittins index 141, and both rely heavily on the theory of regular variation. In 
this context it is perhaps worth noting that we are able to obtain a more 
precise result here (Theorem I) since we have a more manageable expression 
(Eq. ( 1)) for the index. 
2. ASYMPTOTIC FORM OF THE OPTIMAL POLKY 
Let the detection probability d be a random variable with a known 
distribution function F(z), 0 < z < 1. Throughout this section it will be 
assumed that function F varies regularly with exponent p (0 < p < a~), i.e.. 
that F(z) can be written in the form 
F(z) = zpL(z) 
with L slowly varying at the origin [ 3, p. 2761. Thus, if 
dF(r)= (a +P+ l)! 
dz cf!/3! 
z”(1 -z)O 
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corresponding to a beta distribution with parameters (a,p), then F(z) varies 
regularly with exponent a + 1. 
Conditional on Ei the probability that the object is discovered on search 
(n + 1) of box i is 
v(n) = )_I (1 - z)” z dF(z), (1) 
‘0 
and hence under a policy rr the probability of discovering the object in the 
first N searches is 
rli(M.R) - I 
4 p. \’ 
-I- v(n). 
i=l tl=O 
An optimal policy must maximise this expression for all N. Since v is a 
decreasing function this is indeed possible, and from Kadane [6 J it follows 
that a policy rt is optimal if and only if 
7r(N) =j * P,,v(nj(N. 71)) = ,ry, { Piv(n,(N, 71)) 1. 
\ (2) 
To establish the asymptotic form of an optimal policy it will be necessary 
to investigate the behaviour of v(n) as n approaches infinity, the essential 
result being given in Theorem 1. 
THEOREM 1. 
v(n)-pUp + l)(l/nY+‘L(l/n) as n-tco. 
Proof: Under the change of variable 
x=-log(1 -z) 
Eq. (1) becomes 
v(n) = fm emnx dG(x), 
-0 
where 
G(x)=H(l -emX) and H(y) = 1.’ z&(z). 
-0 
(3) 
Since 
F(z) = zPL(z) 
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it follows [2,3, pp. 281, 2833 that 
KY) - @/@ + 1w+‘wJ) as y-+0. 
Now 
1 --e-“-X as x + 0 
and thus 
G(x) - @I/@ + 1)) xp + ’ L(X) as x-+ 0. 
Equation (3) expresses v(n) as the Laplace transform of function G. Hence 
the desired result is a consequence of the basic Abelian theorem for Laplace 
transforms [3, p. 4431. I 
Extend the domain of the function v from N to IFi+ by allowing non- 
integer values of its argument in definition (1). The next result follows 
immediately from Theorem 1. 
COROLLARY. For alla > 0 
lim v(n> -=aP+‘* 
n-at v(an) 
LEMMA. Under an optimal polic) 
. pi v(ni(N, n)) 
.?E pjv(nj(N, n)) = ” 
Proof: The Schwarz inequality implies that 
v(n)/v(n + l)> v(n + I)/v(n + 2) 
and hence that the sequence (v(n)/v(n + I), n = 0, l,...,) has a limit. This 
limit must be one if the corollary is not to be violated. The result then 
follows from the form (2) of an optimal policy. 1 
THEOREM 2. Under an optimal policy the frequency of search of box j 
tends to a limit 
Proof: Write n, for n,(N, rc). Suppose that ni > anj for infinitely many 
values of N. Then 
V(Hi) < V(anj) 
426 F. P. KELLY 
and 
Piv(ni)/PjU(nj) < PiV(Unj)/Pjv(nj) 
for infinitely many values of N. Thus from the preceding lemma and 
corollary 
and so 
1 < (Pi/Pi) a --(p+ ” 
a ~ (Pi/Pj)“” + “. 
Hence 
But 
Hence 
n,(N, r) 
trr”, nj(N, r) = (4) 
establishing the result. I 
The convergence to a limiting frequency can be extremely rapid. As an 
example suppose that d is uniformly distributed on the interval [0, 11. From 
W. (1) 
v(n) = ((n + l)(n + 2))-‘. 
and the limiting frequency of search of box i is proportional to Pi’*. If I = 3, 
P, = $, P, = f, and P, = b, then the limiting frequencies should be (0.42, 
0.34, 0.24). in fact after just 9 stages the actual frequencies are (0.44, 0.33, 
0.22) and thereafter the discrepancy between the actual and the limiting 
frequencies is of the order of the inevitable error caused by the discrete 
nature of the search. 
The probability that the object is contained in box i and is not detected in 
the first N searches under a policy 7~ is 
P,(N, 7~) = Pi I,’ (1 - z)“‘(~“~*) dF(z). 
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Hence, given that the object is present in one of the Z boxes and that it has 
not been discovered in the first iV searches, the conditional probability that 
box j contains the object is 
Pi*(N, n) = Pj(N, Ic ) /C: ,  I  pi(N, 7c). 
THEOREM 3. Under an optimal poliq 
lim Pi*(N, 71) = pjll’p+ ” 
.v+‘x =g=, pf’(p+‘)’ 
Proof Repeating the argument of Theorem 1 and its corollary shows 
that 
/i(n) = [’ (1 - z)” dF(z) 
‘0 
satisfies the relation 
P(n) - m + 1)(1/n)” Ulln) as n+co (5) 
and hence that 
* P(n) -=a 
!Zt p(an) 
p 
for all a > 0. Now 
Pi(N? 7T)/Pj(N9 n) = Pilu(ni(N* n))/PjP(nj(Nv ‘)) 
and hence, from relation (4), 
The desired result follows. i 
Thus as the search proceeds the posterior probability distribution 
(PT(N, x), i = 1, 2 ,..., Z) becomes flatter, but does not approach a uniform 
distribution. This tendency has been noted in an example by Stone 
(11, p. 671. It is interesting that under an optimal policy the posterior 
probability P,?(N, K) converges to exactly the limiting frequency of search of 
box i, given by Theorem 2. 
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The probability that the object is present in one of the Z boxes but has not 
been discovered in the first N searches under a policy rr is 
P(N, 7r) = i P,(N, n) = I: ’ PiP(ni(NY n))* 
i=l i=l 
From relation (5) and Theorem 2 it then follows that under an optimal 
policy 
P(N,n)-KN-“L( l/N) as N+co, (6) 
where the constant K is given by 
Observe that the initial probabilities P,, Pz,..., P, affect form (6) only 
through the constant K. One consequence of form (6) is that, in the case 
where xi=, Pi = 1, the mean time to detection of the object under an optimal 
policy is finite if p > 1 and infinite if p < 1. 
3. RESULTS FOR THE CONTINUOUS CASE 
We briefly state the analogues of Theorems 2 and 3 in the case where the 
discrete set of boxes { 1, 2,..., I) is replaced by a more general search space X 
and search effort is allocated at unit rate continuously in time. We closely 
follow the terminology and notation of Stone [ 111, to whom the reader 
unfamiliar with this continuous model is referred. 
Let p(u), x E X, be the initial density for the location of the object. Let 
G(w) be the distribution function of the fixed but unknown sweep width M 
(the continuous analogue of the detection probability d) and suppose the 
conditional detection function is exponential with parameter )t’ and 
independent of object location. Let &c, t) be the density at location x of the 
cumulative search effort under the (uniformly) optimal search plan. Let 
p*(x, t) be the posterior probability density for the object’s location given 
that the object is present but has not been discovered by time t under the 
optimal search plan. The following result corresponds to Theorems 2 and 3. 
THEOREM 4. Zf the distribution function G varies 
exponent p (0 < p < a~), then 
P(X) 1/h?+ I) 
regularly with 
(7) 
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Limit form (7) may be degenerate. For example, if X = R and the initial 
density is the Cauchy distribution 
P(X) = (71(1 +x2))-‘, 
then both limits in Theorem 4 are zero unless p < 1. A more interesting 
example is provided when the initial density is given by the bivariate normal 
distribution 
P(X) = (27w,o,)-’ ev((x?d) + (44)) 
for x = (x,, x2) E R 2. Then limit (7) is non-degenerate for any p E (0, 00) 
and is of the same bivariate normal form as the initial density, but with u, , 
u2 replaced by @ + 1)‘12 u, , (p + 1)“’ u2, respectively. Such tractability is 
to be expected wherever the initial density p(x) belongs to the exponential 
family, since then form (7) will also belong to the exponential family. 
In view of the difficulty of explicitly exhibiting optimal search plans [I I, 
p. 671 it is interesting to speculate on the performance of the asymptotic 
search plan 
$“(x, f) = t lim + 
s-rcc 
defined provided limit (7) is non-degenerate. Under both the optimal and the 
asymptotic search plans the probability that the object is present but has not 
been discovered by time t satisfies the continuous analogue of relation (6), 
where 
qt, n) - Kt -pJq l/t) as t+co, 
One consequence is that if jxp(x) d-x = 1 and p > 1, then the mean time to 
detection under both search plans is finite. This should be compared with the 
suboptimal search plan discussed by Stone [ 11, pp. 67-703 which has an 
infinite mean time to detection when p < 2 @ is equal to the parameter v in 
Stone’s discussion). The asymptotic search plan may prove to be a useful 
approximation to the optimal search plan when either the parameter p is 
small or the main concern is the tail of the distribution describing the time to 
detection. 
409/W?-R 
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4. SOME EXTENSIONS 
Suppose that the detection probability can depend upon the box being 
searched. More precisely, suppose that conditional on the event Ei a search 
of box i detects the object with probability di and that di is a random 
variable with distribution function F,(z), 0 < z < 1. In this model it is rarer 
to find that the frequency of search under an optimal policy converges to a 
non-degenerate limit, but there are essentially two cases in which it does, and 
we shall illustrate these with examples. 
First observe that if 
u,(n) = J; (1 - z)” z dFi(z), 
then [6] a policy R is optimal if and only if 
R(N) =j a pj"j(nj(N9 n)) = ,yF:, (Piui(ni(NV R)) I. 
EXAMPLE 1. Suppose that the detection probability di is uniformly 
distributed on the interval (0, Oil, for i = 1, 2...., I. Then 
~~(n)=;j’(l -z)‘zdz-A!.‘.(1 -z)“zdz. 
I 0 I “, 
For n large enough 
J .’ (l-z)“zdz<(l-Di)“+‘Df Di 
and hence 
u,(n) - (Di(n + l)(n + 2))-’ as n + 00. 
From this it follows straightforwardly that under an optimal policy 
Observe that in this example not only do the functions Fi, i = 1, 2,..., I, all 
vary regularly with the same exponent, but in addition Fi(z)/Fj(z) tends to a 
finite limit as z approaches zero. 
EXAMPLES 2. Let 
Di = inf (z : F,(z) > 0) 
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and suppose that Di > 0 for i = 1, 2,..., 1. Thus the detection probabilities are 
all bounded away from zero, and none of the functions Fj, i = 1, 2,..., I, vary 
regularly. For any small E > 0 
(1 - DJ” Di a Vi(n) > (1 - Di - E)” (Di + E) j]pi” d&(z) 
for n large enough. Hence 
log vi(n) - n log (1 - Di) as n+oo. 
This exponential decay of vi as a function of n contrasts with the slower 
decay obtained in Theorem 1 under the assumption that F varied regularly; 
together with relation (2) it implies that under an optimal policy 
log( 1 - Dj) 
log(1 - Di) ’ 
Observe that the limit does not depend on the initial probabilities 
p, , p, v..., PI. The case where the detection probabilities d, , d, ,..., d, all have 
the same distribution can be regarded as illustrating the limiting form 
obtained in Theorem 2 as p approaches infinity. 
Various generalizations of the cost structure associated with the search 
model can be allowed without affecting the essential conclusions of this 
paper. For example, let each search of box i incur a cost ci > 0, and define a 
policy rr = (X(O), 7c( l),...,) to be optimal if it maximises the probability of 
discovering the object within a total cost of xi=, cini(N, rr), for all N. Then 
it is readily shown [6, 11, Theorem 4.2.51 that a policy II is optimal if and 
only if 
7C(N) =j * PjC,~‘Vj(nj(N, 7l)) = ,ltllz, {PiC,: ‘vi(ni(N, n))} 
and so the previous results concerning the asymptotic form of an optimal 
policy remain valid with Pi replaced by Pi/c, for i = 1, 2,..., I. 
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