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ABSTRACT 
Negatively charged molecular ions were studied in the gas phase using anion photoelectron 
spectroscopy.  By coupling theory with the experimentally measured electronic structure, 
the geometries of the neutral and anion complexes could be predicted. The experiments 
were conducted using a one-of-a-kind time-of-flight mass spectrometer coupled with a 
pulsed negative ion photoelectron spectrometer. The molecules studied include metal 
oxides, metal hydrides, aromatic heterocylic organic compounds, and proton-coupled 
organic acids. 
Metal oxides serve as catalysts in reactions from many scientific fields and understanding 
the catalysis process at the molecular level could help improve reaction efficiencies 
(Chapter 1). The experimental investigation of the super-alkali anions, Li3O
- and Na3O
-, 
revealed both photodetachment and photoionization occur due to the low ionization 
potential of both neutral molecules. Additionally, HfO- and ZrO- were studied, and 
although both Hf and Zr have very similar atomic properties, their oxides differ greatly 
where ZrO- has a much lower electron affinity than HfO-. 
In the pursuit of using hydrogen as an environmentally friendly fuel alternative, a practical 
method for storing hydrogen is necessary and metal hydrides are thought to be the answer 
(Chapter 2).  Studies yielding structural and electronic information about the hydrogen 
bonding/interacting in the complex, such as in MgH- and AlH4
-, are vital to constructing a 
practical hydrogen storage device. 
Chapter 3 presents the negative ion photoelectron spectra of aromatic heterocylic organic 




stable closed-shell quinoline- anion. Both of these systems can be viewed as components 
of metal-organic-frameworks (MOFs), which are used to sequester greenhouse gases such 
as CO2.  
By measuring the hydrogen bond strength between proton-coupled bicarboxylates and 
other molecules found in the enzyme-substrate complex in the gas phase, provides an upper 
limit for the forces available to the enzyme (Chapter 4). The intermolecular hydrogen 
bond strength for formate-formic acid, acetate-acetic acid, imidazolide-imidazole, and 
phenolate-phenol were experimentally determined to be quite strong (1.0-1.4 eV). 
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Chapter I: Introduction 
Anion photoelectron spectroscopy (PES) is conducted by crossing a mass-selected ion 
beam with a fixed frequency laser and energy analyzing the resultant photodetached 
electrons. Photodetachment is governed by the following energy conservation relationship  
 
hν = EBE + EKE      (1) 
 
 where hν is the photon energy, EBE is the electron binding energy, and EKE is the 
measured electron kinetic energy. The resulting EBE spectrum, from the subtraction of the 
experimentally measured EKE from the photon energy, provides anion-to-neutral 
transition energies corresponding to occupied levels in the negative ion to an energetically 
accessible level in the resultant neutral.  Applying this technique to small negative ion 
molecules or clusters provides insightful information pertaining to both the ion and the 
neutral, such as vibrational frequencies, geometrical structure, and the electron affinity of 
the neutral. 
Pulsed negative ion photoelectron spectroscopy is one method employed in the Bowen lab 
in which the light source is a pulsed laser. The instrument used to conduct these 
experiments is a one-of-a-kind, home built, apparatus comprised of three main 
components: 1) the ion source, producing the cluster or molecular anion 2) a time-of-mass 
spectrometer, used to mass select a specific anion of interest, and 3) a photoelectron 
spectrometer, to energy analyzing the resulting photodetached electrons. A schematic 





Figure I.1: Schematic diagram of the pulsed photoelectron spectrometer.  
(EP– Wiley-McLaren type Extraction Plates, D – Deflector Sets (H –horizontal, V – vertical), L – Lens, V 
– Valve, MCP – Microchannel Plate Detector, MG – Mass Gate, MD – Momentum Decelerator, RT– 
Rereferencing Tube, VMI – Velocity Map Imaging Stack, PC – Pulsed Collar, P-MCP – imaging MCP with 
phosphor screen, CCD – camera.)
1 
 
I.1. ION SOURCES 
Ion sources allow a particular cluster or molecular system of interest to be created in the 
gas phase. The first stage in planning any experiment is deciding the best method for 
synthesizing a particular species in the gas phase because each source is optimized to 
generate a specific type of system. The most routine source for producing molecular anions 
is a laser photoemission/vaporization rod source and for producing metal cluster anions is 
the pulsed arc cluster ionization source (PACIS). Each of these is described in more detail 
in this section. 
 
I.1.1. Laser Photoemission/Vaporization Source 
Negative ions are generated by entraining the vapor of a molecule of interest in helium 
(typically, between 15-150 psia) and pulsed from a general purpose valve (at 10 Hz). A 
liquid sample can be placed directly in the pulsed value, while a solid sample can be heated 




neutral molecule) is supersonically expanded over a metal rod (Cu, 0.25 inches), that is 
simultaneously rotating and translating, where a pulsed Nd:YAG laser (532 nm photons, 
10 Hz) is properly timed to strike the metal, creating electrons, from photoemission. 
Negative ions are formed by electron attachment, from the collisions in the helium jet 
expansion, between the electrons produced from photoemission and the neutral molecules 
(Figure I.2).   
 
Figure I.2: Schematic diagram of the photoemission/laser ablation source 
 
 
I.1.2. Pulsed Arc Cluster Ionization Source (PACIS) 
Metallic clusters and metal hydrides are created when ~30 µs long 100 V pulse initiates a 
discharge between a copper anode and the grounded, metallic sample cathode, as helium 
(or hydrogen) gas from a pulsed valve expands over the discharge region (Figure I.3). The 
plasma created, containing the evaporated material, is cooled in the gas expansion down 
the extender tube, generating clusters as the jet condenses. This source has the ability to 
dissociate diatomic molecules (including hydrogen, nitrogen, oxygen, and chlorine), 





Figure I.3: Schematic diagram of the pulsed arc cluster ionization source (PACIS). 
 
I.2. MASS SPECTROMETER (TIME-OF-FLIGHT) 
Ions created in the source travel into a Wiley-Mclaren type pulsed extraction region, 
defined by two parallel grids, where kinetic energy (KE, -1400 eV) is imparted to the ions 
by an electrostatic field that accelerates the ions into a field-free drift tube perpendicularly 
from their birth trajectory (Figure I.1).2,3 The KE imparted to the ions is proportional to the 
charge of the ion (q), the distance traveled by the ions within the extraction region (d), and 
the magnitude of the electric field (E), where  
KE = qdE      (1) 
From the familiar classical mechanics definition of kinetic energy of a point object  
KE = ½mv2     (2) 
ions of equal charge, but different mass (m) accelerate to different velocities (v). By 
relating the two KE equations, the velocity of the ion is inversely proportional to the square 




𝑣 =  √
2𝑞𝑑𝐸
𝑚
       (3) 
Since the ions of different mass require different times to reach the detector, which is 
positioned at the end of the drift tube (distance, D), a mass spectrum can be produced by 
converting the recorded ion signal versus time (t).  
𝑡 =  
𝐷
√2𝑞𝑑𝐸
∗ √𝑚      (4) 
Ions are mass selected using a mass gate composed of a grid held at an opposing potential 
(-1700 V), only allowing the ions of interest through when a well-timed pulse lowers the 
grid potential to ground.4  
 
I.3. PHOTOELECTRON SPECTROMETER 
I.3.1. Magnetic Bottle Energy Analyzer 
The selected mass-packet then enters a momentum decelerator region where the longer 
floated element is pulsed to a voltage greater than the magnitude of the ion KE (VMD=-
VION), just as the ions enter the tube.
5 The ions experience a strong decelerating field in the 
gap between the floated and the grounded (second) element because to the ions in the tube, 
the ground has been elevated to –VMD (i.e. VION). The KE of the ion packet is reduced and 
the ions are focused to a point in the grounded element, known as the interaction region. 
In the interaction region a photon, from either Nd:YAG (532 nm, 355 nm, or 266nm) or 
Excimer laser (193nm or 157 nm), crosses the ions. The resulting photodetached electrons 




magnet (NdFeB) just below the interaction region and a weak field generated by a solenoid 
wrapped above the interaction region along the drift tube (~7 feet) to the microchannel 
plate (MCP) detector, creates an inhomogeneous magnetic field which resembles a bottle. 
The photodetached electrons follow the Lorentz force, in a spiraling path, along the 
magnetic field lines from the high field to low field.7 The arrival time of the electrons 
traveling from the interaction region to the MCP detector is measured. Since all electrons 
have the same mass, the flight time of the detected electrons is a result of the differences 
in electron kinetic energies.  The spectra obtained are calibrated against the well-known 
transitions of atomic copper anion to which the resolution (FHWM) of the magnetic bottle 
analyzer is ~50meV. 
  
I.3.2. Velocity Map Imaging (VMI) Energy Analyzer 
Velocity map imaging (VMI) can be used instead of the magnetic bottle to energy analyze 
photodetached electrons. After the mass gate, the mass selected ion-packet, is guided into 
the aperture of the VMI stack using an electrostatic deflector and lens set. The ions continue 
into a rereferencing tube where a potential is quickly pulsed on to the voltage of the repeller 
electrode of the VMI stack, once the ions are inside the tube. When the ions reach the 
interaction region, between the repeller and 1st (first) extractor electrode of the VMI stack, 
a photon from a Nd:YAG (1064, 532, or 266 nm) crosses the ion beam. The resulting 
photodetached electrons are mapped onto the pulsed imaging detector (P-MCP), co-linear 
to the ion beam. A pulsed collar (PC) element is used to prevent ions from hitting the 
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Chapter II: Metal Oxide Cluster Anions 
 
 
Metal oxides are ionic solids that serve many roles across scientific disciplines including 
chemistry, physics, and material science. Most notably, metal oxides are important in 
catalysis. The acid-base redox properties vary depending on the metal atom in the metallic 
oxide cluster and thus, can be tailored for a desired reaction. The chemical properties of 
some metal oxides differ from their atomic metal component which is attributed to the 
difference in electronic structure between the atom and the cluster. What is even more 
fascinating is that the electronic structure of some metal oxide clusters is very similar to 
the atomic structure of a transition metal on the period table. Here, the electronic structure 











II.1. Photoelectron Spectroscopy of the Molecular Anions, Li3O- & 
Na3O- 
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The molecular anions, Li3O
- and Na3O
- were produced by laser vaporization and studied 
via anion photoelectron spectroscopy.  Li3O
- and Na3O
- are the negative ions of the super-
alkali neutral molecules, Li3O and Na3O. A two-photon process involving the 
photodetachment of electrons from the Li3O
- and Na3O
- anions and the photoionization of 
electrons from the resulting Li3O and Na3O
 neutral states was observed. The assignment of 
the Li3O
- photoelectron spectrum was based on computational results provided by Zein and 










A super-alkali is a molecule or cluster with an ionization potential (IP) that is less than that 
of the cesium atom, which is 3.9 eV.1 The alkali sub-oxides, Li3O and Na3O, both satisfy 
this condition, these molecules being respectively described as Li3O
+ and Na3O
+ closed 
shell cations, each with a hydrogenic electron.2 Modern theoretical work on the structures 
of neutral Li3O and Na3O and on cationic Li3O
+ and Na3O
+ find them all to exhibit D3h 
symmetries.3-8  Moreover, the bond lengths of the neutral molecules and their cations are 
similar in both cases. The ionization potentials of Li3O and Na3O have been studied both 
experimentally and theoretically,1-5,8-16 with a recent value of 3.55 eV11,12 being measured 
for Li3O (3.69 eV
13 is the most recent value for Na3O). The excited neutral states of Na3O 
and Li3O have been mapped by the experiments of Hampe et al.
13 and Neukermans et al.7, 
respectively.    
The anion, Li3O
-, together with the ground and excited states of its Li3O neutral counterpart 
have been studied theoretically by Simons and Gutowski4 and recently by Zein and Ortiz.22  
Simons and Gutowski showed the Li3O
-
 anion to have two bound states, a 
1A1’ state with 
D3h symmetry and a pseudo-rotating 
3E’ state. Zein and Ortiz also found two bound states 
for the Li3O
- anion, a singlet 1A1’ state with D3h symmetry and a triplet 
3A1 state with C2V 
symmetry. Simons and Gutowski reported the vertical detachment energy (VDE) of Li3O
- 
to be 0.656 eV, while Zein and Ortiz found the VDE values of the anions’ singlet and triplet 
states to be 0.65 eV and 0.45 eV, respectively. Both groups found the VDE values to be 
essentially the same as their electron affinity (EA) values.  
Here, we present an anion photoelectron spectroscopic study of Li3O
- and its isoelectronic 
analog, Na3O




ionization potential and low electron affinity (EA) values.  (The EA values of alkali atoms 
lie in the range, 0.4 – 0.6 eV.) Thus, with ~3.5 eV photons, one should be able to 
photodetach electrons from Li3O
- and Na3O
- anions and then with another photon to 
photoionize electrons from resulting Li3O and Na3O
 neutral states, thereby producing 
electrons from both photodetachment and photoionization in the same photoelectron 
spectrum. As a result of this two photon process, Li3O
- anions, Li3O neutral ground and 
excited states, Li3O
+ cations, and free electrons all exist together in the anion-photon 
interaction region at essentially the same time. An analogous situation occurs for the tri-
sodium mono-oxide case.  
 
II.1.2. EXPERIMETAL  
Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. This technique is governed by the energy-conserving 
relationship, hν = EBE + EKE, where hν is the photon energy, EBE is the electron binding 
energy, and EKE is the measured electron kinetic energy. Our apparatus consists of a laser 
vaporization anion source, a linear time-of-flight mass spectrometer for mass analysis and 
mass selection, a momentum decelerator, a magnetic bottle electron energy analyzer, and 
a Nd:YAG laser. The magnetic bottle has a resolution of ~50 meV at EKE = 1 eV. In these 
experiments photoelectron spectra were recorded with 355 nm (3.49 eV) photons, i.e., the 
3rd harmonic of a Nd:YAG laser. The photoelectron spectra were calibrated against the 




In this work Li3O
- anions were prepared by laser-ablating a translating, rotating, 12.7 mm 
rod of 99.9% lithium metal with 532 nm (2.33 eV) photons, i.e., 2nd harmonic of another 
Nd:YAG laser. To promote the formation of Li3O
- anions, water vapor was entrained in 
110 psi of helium carrier gas and expanded over the ablation region.  Na3O
- anions were 
produced in a similar manner with pieces of 99.9% sodium pressed into the shape of a ~6 
mm rod, which was then ablated. 
 
II.1.3. RESULTS 
The photoelectron spectra of Li3O
- and Na3O
- are presented in Figure II.1. In the 
photoelectron spectrum of Li3O
-, transitions are observed which are centered at EBE = 0.6, 
1.1, 1.8, 1.9, 2.3, 3.0, and 3.5 eV. The peaks at EBE = 1.8, 1.9, and 3.5 eV are much more 
intense than the others, and the feature at EBE = 2.3 eV shows evidence of additional sub-
structure.  
An almost identical set of peaks appears in the isoelectronic Na3O
- spectrum, although, 
most peaks are shifted by ~0.05 eV toward higher electron binding energies.   However, 
the two strongest peaks (at EBE = 1.75 and 1.85 eV) are exceptions; they are shifted ~0.05 
eV toward lower electron binding energies than the analogous Li3O
- peaks. There are also 
other differences. The peak near EBE = 3.5 eV is less intense in the Na3O
- spectrum than 
in the Li3O
- spectrum, and two distinct peaks are present at EBE = 2.3 and 2.5 eV in the 
Na3O








Figure II.1:  Photoelectron spectra of Li3O
- (top) and Na3O
- (bottom) each recorded with 




- photoelectron spectra the observed transitions are due to both 
photodetachment and photoionization. As described above, the energetics for such a two 
photon process are feasible for these two anions. In addition, most pulsed lasers easily have 
enough power for two photon processes. Another two photon process that can sometimes 




decomposed into neutral and anion fragments, with the latter in turn undergoing 
photodetachment.  We see no evidence for this process having contributed electrons to the 
photoelectron spectra of Li3O
- and Na3O
-.  Anionic products of photodissociation would 
likely include the atomic anions, Li-, Na-, and/or O-.  All of these would have sharp peaks 
that would likely protrude out of the observed bands at well known EBE values, and none 
do.  Moreover, all possible neutral photodissociation products have ionization potentials 
that are significantly greater than the 3.49 eV photon energy used in these experiments. 
 
II.1.4. DISCUSSION     
In order to assign the transitions in the photoelectron spectrum of Li3O
-, we have relied on 
the calculations of Zein and Ortiz for support.22 While analogous calculations are not 
available for the tri-sodium mono-oxide case, the spectral similarity between the 
photoelectron spectra of Na3O
- and Li3O
- suggests that a very similar set of computational 
results would be found if such calculations were to be conducted. Thus, our assignments 
herein focus only on the Li3O
- spectrum. Anticipating both photodetachment and 
photoionization transitions in the photoelectron spectrum of Li3O
-, Zein and Ortiz 
calculated the vertical detachment energies (VDE) from the anions’ singlet and triplet 
states to the ground state of neutral Li3O at the CCSD(T) level of theory (0.65 eV and 0.45 
eV, respectively) and the ionization potentials of the ground and excited states of neutral 
Li3O, in both D3h and C2v symmetries, at the BD-T1 level of theory.  
Utilizing their computational results, we constructed an energy level diagram on which the 
energies of the ground state (1A1’) Li3O
- anion, the ground and excited states of the D3h 
Li3O neutral, and the ground state of the Li3O




to one another (see Figure II.2). In constructing this energy level diagram, the energies of 
the ground and excited neutral Li3O states were plotted relative to the ground state of the 
Li3O
+ cation based on their IP values as calculated at the BD-TI level of theory. The energy 
of the anion’s singlet ground state was located on this diagram by placing it below the BD-




Figure II.2:  Energy level diagram on which the energies of the ground state (1A1’) Li3O
- 
anion, the ground and excited states of the D3h Li3O neutral, and the ground state of the 
Li3O
+ cation are quantitatively placed relative to one another. Vertical solid lines denote 






We did not include the 3A1 Li3O
- anion on this diagram for two reasons; there was little 
indication for a separate peak at EBE = 0.45 eV, the VDE predicted for anion’s triplet state, 
and with an energy separation of 0.22 eV between the anions’ singlet and triplet states, an 
anion temperature of ~1,100 K would have been required to achieve a 10% population of 
the excited triplet state.  Thus, it is expected that the Li3O
- anion’s triplet played only a 
minor role in the Li3O
- photoelectron spectrum, and that the majority of the observed 
photodetachment transitions originated from the 1A1’ singlet, ground state of the Li3O
- 
anion.  
Since every photoionization transition originated from a neutral Li3O state that had itself 
been formed by the photodetachment of a Li3O
- anion, all neutral state-to-cation transitions 
are paired with singlet anion-to-neutral state transitions (see corresponding primed and 
unprimed capital letters in Figure II.2). Using these transition energies, we now present the 
spectral assignment of the Li3O
- photoelectron spectrum. These are marked with same 
lettering scheme of the Li3O
- photoelectron spectrum in Figure II.3. The band centered at 
EBE = 0.6 eV is attributed to the photodetachment transition from the singlet, ground state, 
anion to the doublet, ground state, neutral species with a 4a1’ electronic configuration; it 
contains the spectrum’s origin transition and corresponds to the transition labeled, A in 
Figures II.2 and II.3. Thus, the VDE value of Li3O
- is determined to be 0.6 eV. However, 
since this band is not vibrationally resolved, we cannot precisely determine the EA value 
of Li3O from it. Nevertheless, our measured VDE value and the EA value implied by our 
result are consistent with the VDE and EA values reported by both Gutowski and Ortiz. 
The peaks at EBE = 1.1, 2.3, and 2.4 eV are transitions from the anion to excited neutral 




to transitions labeled, B, C, and D.  The peak at EBE = 3.45 eV is the photoionization 
transition from the HOMO of the ground neutral (4a1’) to the cation and is labeled, A’.  
Transitions to the cation originating from the HOMO+1 and HOMO+2 (3e’) of the neutral 
are labeled, B’ and correspond to the observed peak at EBE = 3.0 eV. The peaks at EBE = 
1.8 and 1.7 eV are from the HOMO+3 (2a2’’) as well as from HOMO+4 and HOMO+5 
(4e’) of the neutral, and they are labeled C’ and D’, respectively.  Additionally, the EBE = 
1.1 eV peak could contain photoionization transitions originating from higher (hydrogenic) 
neutral states. This assignment is in accord with that made by Zein and Ortiz in their 
companion paper.22 
 
Figure II.3:  Spectral assignments for the photoelectron spectrum of Li3O
-. The vertical 
solid sticks depict photodetachment transitions, while vertical dashed sticks depict 
photoionization transitions. Specific photodetachment transitions in Figure 2 are labeled 
A, B, C, and D, while specific photoionization transitions in Figure 2 are labeled A’, B’, 




Among the reasons for interest in Li3O
- is the fact that it is isoelectronic with the elusive, 
double Rydberg anion, H3O
-, and studying one might shed light on the other.4,17,18 The 
double Rydberg anion, H3O
- would consist of the closed shell, C3v symmetry, H3O
+ cation 
core and two Rydberg-like electrons. While the H-(H2O) and OH
-(H2) complexes have been 
observed experimentally,19,20 the double-Rydberg H3O
- has not.  Because there would be 
little structural change upon removing an excess electron, the photoelectron spectrum of 
H3O
- would be expected to be dominated by a single, narrow peak at EBE ~ 0.5 eV, just as 
was seen in the photoelectron spectrum of the double Rydberg anion, NH4
-.21 The 
photoelectron spectra of the Li3O
- and Na3O
- anions lack this spectral signature.  Moreover, 
the symmetry of the ground state Li3O
- anion is D3h and not C3v, as it would be in the case 
of H3O
-. It is clear that Li3O
- is not analogous to the H3O
- double Rydberg anion. 
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Negative ion photoelectron spectra of ZrO-, HfO-, HfHO-, and HfO2H
- are reported. Even 
though zirconium- and hafnium-containing molecules typically exhibit similar chemistries, 
the negative ion photoelectron spectral profiles of ZrO- and HfO- are dramatically different 
from one another. By comparing these data with relevant theoretical and experimental 
studies, as well as by using insights drawn from atomic spectra, spin-orbit interactions, and 
relativistic effects, the photodetachment transitions in the spectra of ZrO- and HfO- were 
assigned. As a result, the electron affinities of ZrO and HfO were determined to be 1.26±
0.05 eV and 0.6±0.05 eV, respectively. The anion photoelectron spectra of HfHO- and 
HfO2H
- are similar to one another and their structural connectivities are likely to be (H-Hf-
O)- and (O-Hf-OH)-, respectively. The electron affinities of HfHO and HfO2H are 1.70±





Transition metal oxides are technologically important because of the roles they play in 
catalytic processes and in high temperature chemistry. While zirconium and hafnium are 
generally thought to have similar chemical properties, some of their oxides show 
dissimilarities. In particular, ZrO2 and HfO2 show significant differences,
1,2 which our 
previous work had attributed to subtle differences in their electronic structures.3  
In the present work, we focus on the molecules, ZrO, HfO, HfHO, and HfO2H and their 
anions. ZrO has been the subject of many spectroscopic investigations.4-12 Based on both 
experiments and theoretical calculations,13,14 the ground state of ZrO is generally thought 
to be 1Σ+, although some calculations15 found it to be 3Δ. Kaledin et al.5 have provided 
copious information on the electronic states of ZrO via wavelength-resolved fluorescence 
excitation studies. In addition, thermochemical and thermodynamic properties of ZrO have 
also been reported.16,17 Furthermore, there have been two previous anion photoelectron 
studies of ZrO-, with the more recent one suggesting that ZrO may mimic the chemistry of 
palladium.18-20 
 HfO has also been the subject of both spectroscopic and theoretical studies, these as in the 
case of ZrO also suggesting that its ground state is 1Σ+.6,11,21-23 Again, Kaledin et al.21 
measured the term energies of its electronic states. In addition, the thermodynamic 
properties of HfO,16 as well as the lifetimes24 and dipole moments25 of some HfO excited 
states have also been studied. 
Here, we report the anion photoelectron spectra of ZrO-, HfO-, HfHO-, and HfO2H
-. The 
photoelectron spectra of ZrO- and HfO- are quite different from each other, suggesting 




monoxides. Information on the neutral electronic states of ZrO5 and HfO21 was used to 
make assignments of our anion photoelectron spectra, and the electron affinities (EA) of 
ZrO and HfO were extracted from their respective anion photoelecron spectra. The anion 
photoelectron spectra of HfHO- and HfO2H
- show a strong similarity to one another. 
Electron affinity values for HfHO and HfO2H, along with structural insights, are reported. 
 
II.2.2. EXPERIMENTAL 
Negative ion photoelectron spectroscopy is conducted by crossing a mass-selected beam 
of negative ions with a fixed-frequency laser beam and energy-analyzing the resultant 
photodetached electrons. This technique is governed by the energy-conserving relationship, 
hν = EBE + EKE, where hν is the photon energy, EKE is the measured electron kinetic 
energy, and EBE is the electron binding energy, i.e., the anion-to-neutral transition energy. 
These experiment were conducted on an apparatus consisting of a Nd:YAG laser 
vaporization source, a linear time-of-flight mass spectrometer, a mass gate, a momentum 
decelerator, a second Nd:YAG laser (for photodetachment), and a magnetic bottle electron 
energy analyzer. The resolution of our magnetic bottle electron energy analyzer was ~35 
meV at an EKE of ~1 eV. The apparatus has been described in the detail elsewhere.26  
The anions, ZrO- and HfO-, were generated in a laser vaporization source by focusing the 
pulsed (10 Hz), second harmonic (532 nm) beam of a Nd:YAG laser onto a continuously 
rotating, translating zirconium or hafnium rod. The carrier gas used in the laser 
vaporization source was highly purified helium, which issued through a pulsed valve with 
a backing pressure of ~4 atm. The oxides on the surfaces of the zirconium and hafnium 




the addition of oxygen. 
 
II.2.3. RESULTS 
The anion photoelectron spectra of ZrO- and HfO- are shown in Figure II.4, and those of 
HfHO- and HfO2H
- are presented in Figure II.5. All of these spectra were recorded with 
3.49 eV photons. In all cases, the principal peaks in these spectra are labeled with capital 
letters; the EBE values of their centers are tabulated in Tables II.1-3 (with uncertainties of 
±0.05eV). The spectra of ZrO- and HfO- each exhibit three main groupings of peaks, with 
peak (B) at EBE = 1.39 eV dominating the spectrum of ZrO-, and with peaks (D, E, G) at 
EBE = 1.78, 1.89, and 2.71 eV dominating the spectrum of HfO-. The spectra of HfHO- 
and HfO2H
- show similar spectral profiles to one another, where in each case strong, 
relatively sharp peaks (labeled A in both cases) located at EBE = 1.70 and 1.73 eV, 




























































Table II.1: Transition assignments for the photoelectron spectrum of ZrO-. Te is the term 
energy in eV. (Uncertainty of EBE is ±0.05 eV) 
 
Peaks EBE(eV) Te (eV)  Peak assignment: 
2Δ  ωe (cm
-1) 
A  1.26 0 X1Σ+ (v’=0, 5s2, ) --- 
B 1.39 0.13 a3Δ1 (v’=0, 4d
15s1, ) and X1Σ+ 
(v’=1)  
890 
C 1.50 0.24 a3Δ1 (v’=1) and 
3Δ2 (4d
15s1, ) 
D 1.62 0.36 a3Δ1 (v’=2) and 
3Δ3 (4d
15s1, ) 
E 1.88 0.62 (2Σ-  1Δ2)
a (4d15s1, ) --- 
F 1.98 0.72 A1Δ2 (v’=0, ) 880 
G 2.09 0.83 A1Δ2(v’=1) and 
32 (4d
2, ) 
H 2.20 0.94 A1Δ2 (v’=2) and 
33 (4d
2, ) 
I 2.80 1.54 b3Π0 (4d
2, ) --- 
J 2.88 1.62 b3Π1 (4d
2, )  --- 































































Table II.2: Transition assignments for the photoelectron spectrum of HfO-. Te is the term 
energy in eV，and ωe is the measured vibrational frequency in cm-1. (Uncertainty of EBE 
is ±0.05 eV)  
 
Peaks EBE(eV) Te (eV)  Peak assignment:  
2Δ   ωe (cm
-1) 
A  0.60 0 X1Σ+ (v’=0, 6s2, ) 1050 
B 0.73 0.13 X1Σ+ (v’=1)   
C 0.86 0.26 X1Σ+ (v’=2) 
D 1.78 1.18 a(3Δ2 + 
1Δ2) (v’=0, 5d
16s1, ) 890 
E 1.89 1.29 a3Δ1 (v’=0, 5d
16s1,  ) 
F 2.00 1.40 a3Δ1 (v’=1, 5d
16s1,  ) 
G 2.71 2.11 b3Π0 (v’=0) (5d
2, ) 890 
H 2.82 2.22 b(3Π1+
1Π1) (v’=0, 5d
2, ) 







Table II.3: Measured EA values of HHfO and OHfOH, and the measured vibrational 
frequency of OHfOH-. (Uncertainty of EBE is ±0.05 eV) 
Systems Peaks EBE (eV)  ωe (cm
-1) 
HHfO A 1.70 730 
B 1.79 
C 1.89 













II.2.4.1  ZrO-  
Our anion photoelectron spectrum of ZrO- is consistent with the previously reported anion 
photoelectron spectra of ZrO-,19,20 although due to differences in resolution and photon 
energy windows, the present spectrum shows more spectral detail. We assign peak A at 
EBE = 1.26 eV as the origin transition in the photoelectron spectrum of ZrO-, i.e., the 
transition from the ground vibrational (v”=0) and electronic (2Δ) state of the ZrO- anion to 
the ground vibrational (v’=0) and electronic (1Σ+) state of neutral ZrO. The ground state of 
anion was determined based on the fact that the relativistic mass-velocity stabilization of 
the 6s orbital of Zr would favor the orbital over the orbital of ZrO-. It means that the 
ground state of HfO- should have been arisen from the configuration(2Δ) rather than 
(2Σ-)This assignment determines the adiabatic electron affinity (EA) of ZrO to be 1.26 
eV, in agreement with previous experiments and calculations.14,15,18-20  Peak A is the lowest 
EBE peak which does not vary in intensity with source conditions relative to the other 
higher EBE peaks.  The two slightly lower EBE, shoulder peaks at EBE ~ 1.1 and ~1.2 eV 
vary with source conditions and are likely to be due to the photodetachment of vibrationally 
excited ground state anions; they are vibrational hot bands. The low intensity signal in the 
EBE region between 0.3-0.7 eV was also seen in a previous study and was assigned as an 
electronic hot band, i.e., as being due to photodetachment transitions from an electronically 
excited anion. 
With the EBE value of the origin transition established, the spectroscopic assignments of 
neutral ZrO by Kaledin et al.5 were used to assign the other significant transitions in the 




most intense feature in the spectrum is peak B, located at EBE = 1.39 eV.  It and its 
associated vibronic peaks, C and D, correspond to transitions from the ground state anion 
to the various components of the first excited 3Δ1 state of neutral ZrO. While the B-C and 
C-D spacings were measured to be 890 cm-1, the vibrational frequency of the 3Δ1 state 
cannot be unambiguously determined from this spectrum, since the 3Δ2 spin-orbit 
component lies in the same region as the vibrational transitions to the 3Δ1 state, causing the 
features associated with both to overlap. Nevertheless, we expect the vibrational frequency 
of the 3Δ1 state to be very close to the spin-orbit splitting between 
3Δ1 and 
3Δ2 components. 
(Peak E is discussed and assigned below.) Similarly, peak F, located at EBE = 1.98 eV and 
its associated vibronic peaks, G and H, correspond to transitions from the ground state 
anion to the second excited state of neutral ZrO, 1Δ2. The peaks, G and H, are probably 
comprised of both transitions to vibrational levels of the 1Δ2 state and 
32 and 
33 spin-
orbit components, which arise from the Zr2+ (4d2) configuration. Based on the measured 
F-G and G-H spacing’s, the vibrational frequency of the 12 state is determined to be 880 
cm-1. Furthermore, peak I, located at EBE = 2.80 eV and peak J, located at EBE = 2.88 eV 
are respectively assigned to the transitions from the anion ground state to the 3П0 and 
3П1 
excited states of neutral ZrO. All of these assignments are presented in Table 1.  
In proposing these assignments, we have considered both prior assignments and an analysis 
of analogous electronic states for neutral ZrO. Due to the strong ionic nature of ZrO, we 
expect that the bonding can be described as being predominantly Zr2+O2-. Thus, the excited 
electronic states of ZrO can be analyzed and rationalized using the atomic energy levels of 
Zr2+. Since the isoelectronic Y+ atomic energy levels27 are readily available, we have used 




assignment of the observed photoelectron spectra of ZrO- (see Figure II.6). As seen from  
 
Figure II.6: Comparison between the atomic energy levels of Y+ and the assigned 
molecular energy levels of neutral ZrO as extracted from the anion photoelectron 
spectrum of the ZrO- anion.  
 
Moore’s atomic spectra data27 the ground state of Y+ is 1S with 3D1, 
3D2, and 
3D3 excited 
states located at 840, 1045 and 1450 cm-1, respectively, above the ground state. These states 
could correspond to the observed transitions B, C and D in the anion photoelectron 
spectrum of ZrO-. Moreover, the 1D2 excited state of Y
+ at 3,296 cm-1 corresponds to the 
1Δ2 excited state of neutral ZrO, which correlates with the (4d
15s1) configuration of Zr2+.  
A transition from the 2- electronically excited state of the ZrO
- anion to the 1Δ2 excited 
state of neutral ZrO can be assigned to peak E, which is an electronic hot band. In addition, 





supporting our assignment of peaks, G and H, to the 32 and 
33 spin-orbit components. 
Finally, the 3P0 state of Y
+ is observed at 13,883 cm-1, which supports our assignment of 
peak I to a transition terminating on the 30 excited state of neutral ZrO and our assignment 
of peak J to a transition terminating on the 31 excited state of neutral ZrO. 
 
II.2.4.2  HfO- 
We assign peak A, located at EBE = 0.60 eV as the origin transition in the anion 
photoelectron spectrum of HfO-, i.e., the transition from the ground vibrational (v”=0) and 
electronic (2) state of the HfO- anion to the ground vibrational (v’=0) and electronic (1Σ+) 
state of neutral HfO. Similarly to ZrO-, the ground state of HfO- anion was determined to 
have arisen from the configuration. This assignment determines the adiabatic electron 
affinity (EA) of HfO to be 0.60 eV.  Peak A is the lowest EBE peak which does not vary in 
intensity with source conditions relative to the other higher EBE peaks.  The intensity of 
the shoulder peak at slightly lower EBE (at 0.48 eV) varies with source conditions and is 
assigned as being due to the photodetachment of a vibrationally excited, ground electronic 
state anion; it is a vibrational hot band. Peaks B and C correspond respectively to transitions 
from the ground vibrational and electronic state of the HfO- anion to the v’ = 1 and the v’ 
= 2 vibrational levels of the ground electronic state of neutral HfO. The A-B and B-C 
spacings were measured to be 1050 cm-1, and this is a measure of the vibrational frequency 
of neutral HfO. This value is higher than the literature value,21 which is 967 cm-1. We 
attribute this slight discrepancy to the low signal-to-noise ratio observed for this particular 
band. A Franck-Condon analysis of the band containing peaks A, B, C (using a program 




Å. The literature value of the neutral HfO bond length (and thus the input value utilized in 
the program) is 1.723 Å. This difference is consistent with the expectation of a weaker 
bond and longer bond length for the HfO- anion relative to its neutral HfO counterpart. 
With the origin transition tentatively located, the spectroscopic assignments of neutral HfO 
by Kaledin et al.21 (see Ref. 36) were used to assign the other significant transitions in the 
anion photoelectron spectrum of HfO-. The most intense features in the spectrum are peaks 
D, located at EBE = 1.78 eV, peak E, located at EBE = 1.89 eV, and peak G, located at 
EBE = 2.71. Relative to the EBE of peak A, peak D lies at an EBE which corresponds to a 
photodetachment transition from the ground state of the HfO- anion to the a3Δ1 excited 
state of neutral HfO, as assigned by Kaledin.21 Likewise, peak E lies at an EBE which 
corresponds to a transition to the similarly assigned a3Δ2 excited state of neutral HfO. Peak 
F is a vibronic peak, corresponding to a transition from the ground state anion to v’ = 1 of 
the a3Δ2 state of neutral HfO. The E-F spacing, measured to be 890 cm
-1, is a measure of 
the vibrational frequency of the a3Δ2 excited state of HfO. In similar fashion, peak G lies 
at an EBE which corresponds to a transition to the b3П0 excited state of neutral HfO. Peaks 
H and I correspond to transitions to higher components of b3П excited states of neutral 
HfO. The close correspondence between the energy levels of neutral HfO measured by 
Kaledin and the peak locations in our observed spectrum confirms our assignment of the 
origin transition to peak A. 
 As was the case for ZrO above, we have also conducted an analysis of analogous electronic 
states for neutral HfO in order to further assist in making assignments. This approach 
involved utilizing the atomic energy levels27 of La+. However, because there are lanthanide 




La+ states by the atomic numbers of hafnium and lanthanum in order to make a meaningful 
comparison. The assignment of peak A as the origin transition remains unchanged. 
However, the assignments of peaks D and E differ slightly under this approach. Under the 
assignment based on Kaledin’s work,21 peak D is due to a transition from the ground state 
of the HfO- anion to the a3Δ1 excited state of neutral HfO. Alternatively, peak D could be 
assigned to the 2Δ  = 2 (3Δ2+ 
1Δ2) transition.  Note that the mixing of 
3Δ2 and 
1Δ2 is 
expected to be substantial in hafnium due to its large spin-orbit interaction,29,30 and thus 
this state could be lowered in energy relative to the  = 1 (3Δ1) state. This argues for peak 
E being assigned to the 2Δ  = 1 (3Δ1) transition. In other words, the Kaledin- based 
assignments of peaks D and E should perhaps be switched.  In support of this possibility, 
we note that the corresponding states of La+ violate Hund’s rule in that the 1D2 state of La
+ 
is lower than the spin-orbit components of the 3D state due to the mixing of the J=2 
components of 1D2 and 
3D2.
33 Thus, we tentatively assign peak D to a  =2 state, even 
though an assignment of peak D to 3Δ1 and of peak E to  = 2 (
3Δ2+ 
1Δ2) cannot be 
ruled out. Peak G remains assigned to the 2Δ  3П0 transition. Peaks H and I may simply 
be transitions to vibrational levels of the 3П0 state. However, the other two spin-orbit 
components of the 3 state, namely  and  states, can also be candidates for the 
assignments of peaks H and I. These assignments are presented in Table II.2.   
Upon comparing the anion photoelectron spectra of ZrO- and HfO-, it is clear that these two 
systems show dramatically different spectral profiles. Such differences suggest that a single 
oxygen atom binding to these transition metals can induce significant changes in electronic 
properties, even though zirconium and hafnium are usually considered to be nearly 




here is more substantial than that between ZrO2
- and HfO2
-.3 We suggest that these spectral 
differences between HfO and ZrO are due to much larger relativistic effects in hafnium 
than in zirconium, and indeed, relativistic effects are most dramatically manifested in 
diatomic species.31 The relativistic mass-velocity effect stabilizes the 5s orbital of Zr and 
6s orbital of Hf. The same effect destabilizes the 4d orbital of Zr and 5d orbital of Hf. 
Specifically, using HfO as an example, the orbital of HfO is expected to be relativistically 
stabilized by mass-velocity effect while the orbital of HfO is expected to be destabilized, 
due to the fact that its s orbital is composed of the 6s-5dz**2 orbital of Hf, while the orbital 
is purely atomic Hf (5d). Indeed, the  state of HfO is placed 1.18 eV above the  state, 
which evidently supports relativistic mass-velocity stabilization of the orbital of HfO and 
destabilization of the orbital of HfO. In addition, the relativistic mass-velocity 
stabilization of 6s and the destabilization of 5d is more pronounced for Hf, as it is heavier 
than Zr (the  state of ZrO is only 0.24 eV above the ground state of ZrO whereas the 
corresponding lowest  spin-orbit component is 1.18 eV above the  state). 
The dissociation energies of the ZrO- anion into Zr and O-, D0(Zr--O
-), and of the HfO- 
anion into Hf and O-, D0(Hf--O
-), can be extracted from our data by utilizing the identity,  
D0(X--O
-) = D0(X--O) + EA(XO) – EA(O)                    (1) 
where X is either Zr or Hf.  Here, we determined that EA(ZrO) = 1.26 eV and that EA(HfO) 
= 0.60 eV, and EA(O) is known to be 1.461 eV.32 Furthermore, the dissociation energies of 
neutral ZrO and HfO, i.e., D0(Zr--O)  and D0(Hf--O), are 7.91 eV
30 and 8.19 eV,12 
respectively. Thus from these values, we can obtain the dissociation energy for their 
corresponding anions. The results are: D0(Zr--O
-) = 7.71 eV and D0(Hf--O




Note that the value of D0(Zr--O
-) is very close to that of D0(Zr--O), i.e., only a difference 
of 0.20 eV. By comparison, the difference between D0(Hf--O
-) and D0(Hf--O) is much 
bigger, i.e., a difference of 0.86 eV.  
 
II.2.4.3  HfHO- and HfO2H- 
The anion photoelectron spectra of HfHO- and HfO2H
- are presented in Figure II.5. These 
two spectra have very similar profiles, in which each displays a strong peak (labeled peak 
A) and two higher EBE transitions (labeled peaks B and C).  All of these transitions are 
listed in Table II.3.  In each case, we assign the peak A as the origin transition, this 
assignment determining the electron affinities of HfHO and HfO2H to be 1.70 eV and 1.73 
eV, respectively. We further assign peaks B and C in both cases as vibrational transitions 
associated with their corresponding peak A, i.e., transitions to v’ = 1 and v’ = 2, respectively. 
The A-B and B-C spacings in the spectrum of HfOH- are essentially the same, at 730 cm-
1, while the A-B and B-C spacings in the spectrum of HfO2H
- are the same, at 810 cm-1. In 
both spectra, their relatively narrow spectral profiles and the curtailed extent of their 
vibrational progressions suggest that their anionic and neutral structures may be similar. 
Previous infrared and computational studies have shown that hafnium atoms can insert into 
O-H bonds to form HHfO.34,35 Thus, we propose that HfHO and HfHO- exhibit the 
structural connectivity, H-Hf-O rather than Hf-O-H and that HfO2H and HfO2H
- have the 
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Chapter III: Light Metal Hydride Cluster Anions 
 
 
Almost 50 years ago, the use of hydrogen was proposed as a substitute for hydrocarbon 
fuels (i.e. fossil fuels). Hydrogen is a completely combustible fuel which results in zero-
emissions. Interest in hydrogen as an alternative to fossil fuels is not only because of its 
limited environmental impact but hydrogen is also a light-weight molecule and vastly 
abundant. The main concern, however, is how to safely store large volumes of hydrogen 
due to its high flammability. Hydrogen can be physically stored as a gas or liquid as well 
as on the surfaces of solids (by adsorption) or within solids (by absorption). Several metals, 
Al, Mg, Ti, have been of particular interest in material based hydrogen storage research 
since they form metal hydrides. Here, the electronic structure of the metal hydrides, MgH 
and AlH4 were determined using anion photoelectron spectroscopy in the quest for 











III.1. Photoelectron Spectra of the MgH- and MgD- Anions 
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The molecular anions, MgH- and MgD- were generated in a pulsed arc cluster ionization 
source (PACIS) and studied using anion photoelectron, velocity-map imaging 
spectroscopy. The electron affinities of MgH and MgD were determined to be 0.90 ± 0.05 
eV and 0.89 ± 0.05 eV, respectively. These findings were supported by ab initio 











Magnesium hydride, MgH, has been detected in stellar atmospheres through its optical 
spectrum,1,2 and as a light metal hydride, it may also find applications in hydrogen storage 
and in propulsion.3 Both MgH and MgD have been extensively studied by experimental1,2,4-
9 and computational10-14 methods. Their negative ions, however, have received less 
attention. MgH- anions were first observed almost fifty years ago in a mass spectrometric 
study which generated them in a Penning discharge negative ion source.15 At about the 
same time, semi-empirical calculations predicted the electron affinities of several gaseous 
radicals, including MgH.13 A decade later, again using a Penning discharge source, 
threshold photodetachment experiments were conducted on MgH- anions by using the 
combination of a high pressure xenon lamp and a monochromator as a variable wavelength 
light source.16 These experiments provided the first measurement of the electron affinity 
(EA) of MgH. Around the same time, a cesium beam, sputter ion source was developed to 
produce MgH- anions for use in heavy ion, tandem accelerator experiments.17 Somewhat 
later, theory provided the bond length and vibrational frequency of  the MgH- anion18 as 
well as its magnetizability.19  
Here, we report the generation of MgH- and MgD- anions using a third type of anion source, 
we present their vibrationally-resolved anion photoelectron spectra, we determine the 
electron affinities of MgH and MgD, we present calculations which support our findings, 
and we compare our results with those from previous studies. The present anion 
photoelectron study of the alkaline earth metal hydride anion, MgH- joins previous 
photoelectron studies of metal hydride anions including alkali metal,20 transition metal,21,22 





III.1.2.1  Experimental 
Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. This technique is governed by the energy-conserving 
relationship, hν = EBE + EKE, where hν, EBE, and EKE are the photon energy, electron 
binding (transition) energy, and the electron kinetic energy, respectively.25 Electron kinetic 
energy is measured using a velocity-map imaging (VMI)26,27 spectrometer. There, mass-
gated anions are crossed with 532 nm, linearly polarized photons in an electric field, so 
that resultant photodetached electrons are accelerated along the axis of the ion beam 
towards a position sensitive detector (75 mm diameter dual microchannel plate detector 
with a phosphor screen coupled to a CCD camera). The sum of ~50,000 electrons form a 
2D image which is then reconstructed into a slice of the 3D distribution via the BASEX28 
method. Photoelectron spectra were calibrated against the well-known photoelectron 
spectrum of NO−. 
In the present work, MgH- anions were generated in a pulsed arc cluster ionization source 
(PACIS), which has been described in detail elsewhere and shown schematically in Figure 
III.1.29 Briefly, a ~30 μsec  duration, 150 V electrical pulse, applied at 10 Hz across an 
anode and its sample cathode, vaporized magnesium metal and formed a plasma. 
Simultaneously, a 200 psi pulse of ultrahigh purity hydrogen gas was delivered into the arc 
region using a pulsed valve (Parker Series 9). There, many of the H2 molecules were 
dissociated into hydrogen atoms and together with magnesium atoms and free electrons 




high vacuum. The resulting anions were then extracted into a time-of-flight mass 
spectrometer, mass-selected using a mass gate, and photodetached with second harmonic 
photons from a Nd:YAG laser and energy analyzed as described above. MgD- was 
generated similarly, but with deuterium gas. 
 
Figure III.1: Schematic diagram of the pulsed arc cluster ionization source (PACIS). 
 
III.1.2.2  Computational 
Our calculations were conducted at both the B3LYP/aug-cc-pVQZ and the CCSD(T)/aug-
cc-pVQZ levels of theory.30 Electron affinities were corrected with zero point energies 
which were calculated at each respective level of theory.30 
 
III.1.3. RESULTS AND DISCUSSION 
Figure III.2 presents the mass spectrum showing the MgH- anions. The expected isotopic 
ratios of magnesium at masses, 24, 25, and 26 amu are reproduced in the intensity pattern 
of MgH- anions at masses, 25, 26, and 27. Figure III.3 presents the anion photoelectron 





Figure III.2: Mass spectrum showing the three isotopic forms of MgH− anions. 
In the photoelectron spectrum (PES) of MgH- anion, the observed transitions are centered 
at EBE = 0.90, 1.08, and 1.24 eV, while in the MgD- anion spectrum, the transitions are 
centered at EBE = 0.89 and 1.02 eV. The adiabatic electron affinity, EA, is the energy 
difference between the lowest energy state of the anion and the lowest energy state of its 
neutral counterpart. The lowest EBE transition in each spectrum is its origin-containing 
transition, i.e., the X 2Σ+ (v’=0)  X 1Σ+ (v”=0) transition, and it defines the adiabatic 
electron affinity. Thus, EA(MgH) and EA(MgD) were determined to be 0.90 ± 0.05 eV 
and 0.89 ± 0.05 eV, respectively. Our electronic structure calculations, at the B3LYP/aug-
cc-pVQZ found the EA for MgH and MgD to be 0.86 eV and 0.85 eV, respectively. 
Similarly, at the CCSD(T)/aug-cc-pVQZ level of theory, the EA of MgH and MgD were 




The peak separations in the photoelectron spectra of the MgH- and MgD- anions agree 
relatively well with the known vibrational frequencies of MgH and MgD, respectively.4,5 
The spacing between the two lowest EBE peaks in the spectra of MgH- and MgD- are 1452 
cm-1 and 1049 cm-1, respectively, whereas the vibrational frequencies of MgH and MgD 
are 1495 cm-1 and 1078 cm-1, respectively. Therefore, we assigned the three lowest EBE 
peaks in the photoelectron spectrum of MgH- as the (0,0), (1,0), and (2,0) vibrational 
transitions, respectively. Likewise, we assigned the two lowest EBE peaks in the 
photoelectron spectrum of MgD- as the (0,0) and (1,0) vibrational transitions, respectively. 
Peak locations, adjacent peak splitings, and assignments are presented in Table III.1. We 
also conducted Franck-Condon analyses using the program, PESCAL2010.31 The best fit 
is shown as an inset above the photoelectron spectrum of MgH- in Figure III.3. While hot 
bands were not evident in the spectra, an anion temperature of ~ 450 K was implied. 
 

















X 2Σ+  ← X 1Σ+ 
(v’, v”) 
MgH-    
0.90  (0,0) 
 1452  
1.08  (1,0) 
 1290  
1.24  (2,0) 
MgD-    
0.89  (0,0) 
 1049  





Figure III.3: Photoelectron spectra of MgH− and MgD− anions, both measured with 2.33 
eV photons. The Franck–Condon fit for MgH− is shown as an inset above the MgH− 
spectrum. 
 
The first measurement of the photodetachment spectrum of MgH- was conducted by 
Rackwitz and coworkers16, who recorded the total photodetachment cross section versus 
photon energy in discrete steps. In threshold photodetachment spectra, such as this, one 




photoelectron spectra. Based on their data, these investigators reported the electron affinity 
of MgH to be 1.05 eV, as compared with 0.90 eV in our work. Inspection of their published 
threshold photodetachment spectrum, however, shows that the first inflection point actually 
occurs at 0.9 eV. Thus, the two experiments are in good agreement.   
The first calculation of the electron affinity of MgH was performed by Gaines and Page, 
who utilized semi-empirical methods.13 These investigators found its value to be 1.08 eV. 
More recently, the EA for MgH was computed at a higher level of theory by Eizaguirre et 
al.11, who reported a value of 0.83 eV. In the present study, our computations at both the 
B3LYP/aug-cc-pVQZ and the CCDS(T)/aug-cc-pVQZ level of theory found the EA value 




We have prepared the diatomic anions, MgH- and MgD- in a pulsed arc cluster ionization 
source and measured their anion photoelectron spectra using velocity-map imaging, 
electron energy analysis. The electron affinities of MgH and MgD were determined to be 
0.90 ± 0.05 eV and 0.89 ± 0.05 eV, respectively. These findings were supported by ab 
initio calculations at the B3LYP/aug-cc-pVQZ and the CCDS(T)/aug-cc-pVQZ level of 
theory which found the electron affinity of MgH to be 0.86 eV. Both our experimental and 
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III.2. The Alanate Anion, AlH4-: Photoelectron Spectrum and 
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The alanate anion, AlH4
-, was generated in the gas phase using a pulsed arc cluster 
ionization source. Its photoelectron spectrum was then measured with 193 nm photons. 
The spectrum consists of a broad feature, spanning electron binding energies from 3.8 eV 
to over 5.3 eV. This band reflects the photodetachment transitions between the ground state 
of the AlH4
- anion and the ground state of its thermodynamically unstable neutral 
counterpart, AlH4.  The vertical detachment energy (VDE) of AlH4
- was measured to be 
4.4 eV. Additionally, VDE values were also computed in a comprehensive theoretical study 
and compared both with the previously computed value and with our experimentally-






- anion is perhaps the best known aluminum hydride in chemistry. The AlH4
- 
anion is the anionic moiety in alkali alanate salts, such as LiAlH4 and NaAlH4, these being 
powerful reducing agents.1 AlH4
- is also of interest as a candidate for hydrogen storage, 
e.g., as in Mg(AlH4)2, owing to its high hydrogen gravimetric density. 
The AlH4
- anion has been observed and studied in cryogenic matrices2-5 and has been found 
to be relatively unreactive during gas phase thermochemical measurements.6 Calculations 
by Boldyrev and co-workers7,8 showed that the high stability of this anion arises from its 
excess electron occupying a bonding molecular orbital spread over each of its Al-H bonds. 
They also found the vertical detachment energy (VDE) of this anion to be 4.83 eV, and that 
AlH4
- is stable against dissociation into AlH2
- + H2 and into AlH3 + H
- by 3.0 eV and 3.3 
eV, respectively. Additionally, other computations have found neutral AlH4 to be unstable, 
dissociating along a barrier-free potential surface into AlH2 and H2.
9  
Although we had previously observed the AlH4
- anion along with other aluminum hydride 
anionic species in mass spectra10, here we report the measurement of its anion 
photoelectron spectrum for the first time. Additionally, we have expanded on previous 
theoretical work by calculating the vertical detachment energy of the AlH4
- anion at various 
higher levels of theory. We also computed the energetic differences between AlH4
-
 and its 
decomposition products, AlH2
- and H2 and between the unbound neutral AlH4 and its decay 






III.2.2. EXPERIMENTAL METHODS 
AlH4
- ions were generated in the gas phase using a pulsed arc cluster ionization source 
(PACIS). A detailed description of the PACIS can be found elsewhere11, but a brief 
overview is given here. During operation, a pulsed valve backed by 200 psi of UHP 
hydrogen is opened for about 200 microseconds and fills a region between a copper anode 
and grounded aluminum cathode. A 30 microsecond long, 100 V pulse is applied to the 
copper anode that discharges through the hydrogen gas and subsequently vaporizes the 
aluminum cathode. The combination of free atomic hydrogen and vaporized aluminum is 
entrained with the remaining molecular hydrogen and carried along a 20 cm flow tube 
where it reacts, cools, and forms AlH4
- along with other aluminum hydrides. AlH4
- is then 
extracted and mass-selected before photodetachment. 
Anion photoelectron spectroscopy is conducted by crossing a beam of mass-selected 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. The photodetachment process is governed by the energy-
conserving relationship, hν = EBE + EKE, where hν is the photon energy, EBE is the 
electron binding energy, and EKE is the electron kinetic energy. Our instrument consists 
of a PACIS, a time-of-flight mass spectrometer, a magnetic bottle electron energy analyzer, 
and an excimer laser. The ArF excimer laser detaches photoelectrons with 193 nm (6.42 
eV) photons. The magnetic bottle has an energy resolution of better than 50 meV at EKE 






III.2.3. COMPUTATIONAL METHODS 
Our calculations of AlH4, AlH4
-, AlH2, AlH2
- and H2 have been carried out using a number 
of different methods which include density functional theory (DFT), hybrid Hartree-Fock-
DFT, and post-HF methods combined with basis sets whose quality ranges from triple- to 
penta-. The methods applied are the BPW91 (DFT),12,13 B3LYP14,15 and M0616 (HFDFT), 
second-order Moller-Plesset perturbation theory (MP2),17 coupled-cluster with single and 
doubles (CCSD) and non-iterative triples CCSD(T),18 and the outer valence Green’s 
function (OVGF).19-21 The OVGF computations were performed with the geometry 
optimized at the B3LYP level of theory. The basis sets used for Al and H atoms are 6-
311+G*, 6-311++G(3df,3pd)),22 cc-pVQZ, cc-pV5Z, and aug-cc-pV5Z,23,24 as 
implemented in Gaussian 0325 and 0926 codes.  
 
III.2.4. EXPERIMENTAL RESULTS 
The photoelectron spectrum of AlH4
- is presented in Figure III.4. The spectrum consists of 
a broad feature, spanning electron binding energies from 3.8 eV to over 5.3 eV. This feature 
corresponds to transitions between the ground electronic state of the anion and the ground 
state of the thermodynamically unstable neutral species. The vertical detachment energy 
(VDE) of AlH4
- was measured to be 4.4 eV.  Since 6.42 eV photons are energetic enough 
to dissociate AlH4
- into AlH2
- + H2 or AlH3 + H
-, it is possible that these products could 
have also been formed and subsequently photodetached in the ion-photon interaction 
region of our spectrometer. Nevertheless, we saw no evidence for either AlH2
- at EBE = 





Figure III.4: The photoelectron spectrum of the AlH4
- anion. 
 
III.2.5. COMPUTATIONAL RESULTS 
We began our optimizations without imposing symmetry constraints, followed by re-
optimization of the structures obtained within the actual symmetry of their nuclei. All 
optimizations have been followed by harmonic vibrational frequency calculations in order 
to confirm that the structure obtained corresponds to a minimum on the potential energy 
surface. The convergence threshold in total energy and force was 1x10-8 eV and 1x10-3 
eV/Å, respectively.  
The AlH4
- anion geometry converged to a geometry of Td symmetry and its ground state is 
1A1. Figure III.5 (a) shows the geometrical structure of the AlH4
-
 ground state optimized at 




the Natural Atomic Orbital (NAO)27 population analysis. In the AlH4
-
 anion, the charge of 
the central atom is +0.63e, which means that the extra electron is delocalized over hydrogen 
atoms, each carrying a negative charge of –0.41e. The AlH4
- anion satisfies the 
superhalogen28,29 formula, MXk+1 for monovalent ligands, X, where k is the maximal formal 
valence of the central atom, M. This is because the maximal formal valence of an aluminum 
atom with the electronic configuration of [Ne]3s23p1 is three. Formally, the extra electron 
in AlH4
- serves as the fourth valence electron of aluminum, which forms single bonds of 
the 30%(Al) + 70%(H) type with each hydrogen atom in AlH4
-. The vertical detachment 
energy (VDE) of the anion is computed at the anion equilibrium geometry according to the 
following expression, 
VDE(AlH4
-) = E(AlH4 at anion equilibrium geometry) – E(AlH4
- at equilibrium geometry)  (1) 
where E is the electronic energy. The values obtained from this equation using different 
methods and basis sets are listed in Table III.2. alongside the value measured from the 
experimental spectrum. 
 
Figure III.5: Geometrical structures of the AlH4
-
 ground state (a) and electronically stable 
states of the neutral (b) and anion (c) isomers as optimized at the B3LYP/6-





Table III.2:  Energetic difference between AlH4
-
 anion and the unbound neutral AlH4 decay 
products, AlH2 and H2, (Easym), vertical electron detachment energy (VDE) of the AlH4
- 
anion, interatomic distances and harmonic vibrational frequency of the H – H vibration 
(e) in the AlH4 isomer given in Figure (b), and the differences in total electronic (ΔE)
 
energy and total energy (ΔEtot) for the neutral isomer channels (N ISO) AlH4 → AlH2 + H2 
and (A ISO) AlH4
- → AlH2
- + H2 computed using different methods and basis sets. 




R(H – H) 
Å 










6-311++G(3df,3pd)) 2.97 4.14 0.76 2.21 0.50 ΔE(N ISO) = +0.04 
ΔEtot(N ISO) = –0.06 
ΔE(A ISO) = +0.08 
ΔEtot(A ISO) = –0.04 
cc-pVQZ 2.87 4.14 0.77 2.12 0.49 ΔE(N ISO) = +0.08 
ΔEtot(N ISO) = –0.04 
cc-pV5Z 2.89 4.13 0.77 2.12 0.49 ΔE(N ISO) = +0.08 






6-311+G* 3.14 4.69 0.75 2.53 0.53  
6-311++G(3df,3pd) 3.17 4.69 0.75 2.41 0.52 ΔE(N ISO) = +0.06 
ΔEtot(N ISO) = –0.05 
ΔE(A ISO) = +0.03 
ΔEtot(A ISO) = –0.06 
aug-cc-pV5Z 3.09 4.47 0.75 2.23 0.52 ΔE(N ISO) = +0.07 
ΔEtot(N ISO) = –0.04 
M06 
 
6-311++G(3df,3pd) 3.11 4.43 0.75 2.29 0.50  
aug-cc-pV5Z 3.02 4.40 0.76 2.22 0.51 ΔE(N ISO) = +0.19 




6-311+G* 2.59 4.50 0.74 3.06 0.56  
6-311++G(3df, 
3pd)) 
2.84 4.61 0.74 2.48 0.54  
cc-pVQZ 2.95 4.83 0.75 2.27 0.54 ΔE(N ISO) = +0.09 




CCSD 6-311+G* 2.62 4.39 0.75 3.17 0.51  
6-311++G(3df,3pd)) 2.91 4.52 0.75 2.51 0.50  
 
CCSD(T) 
6-311+G* 2.63 4.39 0.75 3.14 0.51  
6-311++G(3df, 
3pd)) 
2.94 4.52 0.75 2.46 0.50 ΔE(N ISO) = +0.04 
ΔEtot(N ISO) = –0.05 
ΔE(A ISO) = +0.04 
ΔEtot(A ISO) = –0.12 
OVGF 6-311+G*  4.61     
6-311++G(3df, 
3pd)) 
 4.74     
Exp.   4.4 a   0.547b  
 
a This work. 
b Experimental value of e for the gas-phase H2 is 0.547 eV (see Ref.[31]) . 
 
It was found previously3 and confirmed by the results of our computations that the neutral 
AlH4 geometry optimization, beginning with the anion Td geometry, leads to a transition 
state of C2v symmetry. We performed an extensive search for a stable state of AlH4 and 
found an isomer of the H2AlH2 adduct type of Cs symmetry with all real harmonic 
vibrational frequencies. This AlH4 isomer is stable with respect to the sum of total 
electronic energies of both AlH2 and H2 and AlH3 and H (see Figure III.6). This neutral 
isomer is also shown in Figure III.5 (b) and as is seen from the charges on atoms, the 
positive charge on the aluminum atom is nearly balanced by the negative charges in the 
chemically bound hydrogen atoms. The hydrogen atoms in the quasi-molecularly bound 
H2 molecule carry negligible charge and bind weakly to the AlH2 complex through the 
charge polarization mechanism.30 This weak interaction is evident from the differences in 




                    ΔE(N ISO) = E(AlH2) + E(H2) – E(AlH4 Isomer)                                        (2) 
where N and ISO indicate ΔE is for the neutral AlH4 isomer. This value is listed in Table 
1 and varies between +0.04 eV and +0.19 eV depending on the method and basis set used.  
 
Figure III.6: Decay channels of the AlH4
- anion (in its ground state) and of the AlH4 
neutral, both computed at the BPW91/6-311++G(3df) level of theory. Ground state is 
abbreviated G.S., transition state is abbreviated TS and isomer is abbreviated ISO. Bond 
lengths are in Å. 
 
 However, the neutral isomer becomes thermodynamically unstable with respect to the 
AlH4 → AlH2 + H2 decay channel when the zero point vibrational energies (ZPVE) are 
added to the total electronic energies of the AlH4, AlH2, and H2 species. Adding the zero 
point vibrational energies to the total electronic energies, we compute the differences in 
total energies for the neutral isomer as: 




where Etot is the sum of the total electronic energy of a given species and the corresponding 
ZPVE. The ΔEtot(N ISO) values computed according to Eq. (3) are negative (see Table 
III.2)  which means that the neutral isomer is thermodynamically unstable. 
As there is no stable neutral AlH4 species, in place of an adiabatic electron affinity, we 
define Easym as the energetic difference between AlH4
-
 and the unbound neutral AlH4 decay 
products, AlH2 and H2, as 
                                          Easym = Etot(AlH2) + Etot(H2)  – Etot(AlH4
-)                                          (4) 
The computed Easym values are listed in Table III.2. 
Additionally, a stable anion isomer was found and is shown in Figure III.5 (c). The anion 
isomer shows similar behavior to the neutral isomer and is weakly bound at the BPW91, 
B3LYP and CCSD(T) levels with the 6-311++G(3df,3pd) basis. In a similar manner as the 
neutral isomer, the ΔE value for the anion isomer was computed according to the equation,  
                               ΔE(A ISO) = E(AlH2
-) + E(H2) – E(AlH4
-
 Isomer)                                        (5) 
where A and ISO indicate ΔE is for the anionic AlH4
- isomer. Again, as with the neutral 
isomer, including zero point vibrational energy to the energy of each component yields, 
                         ΔEtot(A ISO) = Etot(AlH2
-) + Etot(H2) – Etot(AlH4
-
 Isomer)                               (6) 
The computed ΔEtot(A ISO) values are negative which indicates that the anion isomer is 
thermodynamically unstable. The decay channels for the ground-state AlH4
- anion 






Using several computational methods belonging to the density functional theory (DFT), 
hybrid DFT, second-order perturbation theory, and couple-cluster groups, we studied the 
geometrical and electronic structure of AlH4 and AlH4
-. The AlH4
- anion is 
thermodynamically stable by 1.98 eV with respect to the to the AlH4
-  AlH2
- + H2 decay 
channel according to our BPW91/6-111++G(3df,3pd) computations. On the contrary, the 
neutral AlH4 is thermodynamically unstable and dissociates to AlH2 and H2. The temporary 
AlH4 radical presents a case of when a species is electronically stable within the Born-
Oppenheimer approximation but is unstable with respect to nuclear motions. The energy 
of the vertical detachment of an extra electron strongly depends on the method and basis 
used and is enclosed in the range from 4.13 eV to 4.83 eV according to the results of our 
computations by different methods. The broad width of the photoelectron spectrum of the 
AlH4
- anion is consistent with the instability of neutral AlH4. Our experimental VDE value 
of 4.4 eV for the AlH4
- anion is within the range of our theoretical estimates. The closest 
to experimental values are obtained at the B3LYP/aug-cc-pV5Z (4.47 eV), M06/aug-cc-
pV5Z (4.40 eV), CCSD/6-311+G* (4.39 eV), and CCSD(T)/6-311+G* (4.39 eV) levels. 
The values obtained using the BPW91 method are somewhat underestimated, whereas the 
OVGF values are somewhat overestimated compared to the experimental value. Since 
agreement between experiment and theory is quite reasonable, one can conclude that the 
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Chapter IV: Aromatic Heterocyclic Organic Molecules 
 
 
In the effort to reduce greenhouse gases from the Earth’s atmosphere, metal-organic-
frameworks (MOFs) have been studied and shown to capture and separate gas molecules, 
such as CO2, CO and O2. It is unclear, however, the nature of the molecular interactions 
between the MOF and these gas molecule. Synthetic metal porphyrins mimic many of the 
chemical and physical properties of their biological counterparts (e.g. heme proteins), and 
can be found as building blocks in some MOFs. Here, the electron affinity of tetraphenyl 
porphyrins (with metal centers, Fe, Ni, and Mn) and quinoline, another linker-ligand found 












IV.1. Photoelectron Spectrum of a Polycyclic Aromatic Nitrogen 
Heterocyclic Anion: Quinoline- 
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We report a joint photoelectron spectroscopic and theoretical study on the molecular anion, 
quinoline−. Analysis of the vibrationally resolved photoelectron spectrum found the 
adiabatic electron affinity, EAa(C9H7N), to be 0.16 ± 0.05 eV. These findings were 
supported by density functional theory calculations. Our experimental and computational 
















Typically, cyclic aromatic hydrocarbons such as benzene and naphthalene as well as their 
heteroaromatic analog structures do not support a valence bound anion. Quinoline is a 
polycyclic aromatic nitrogen heterocycle that is structurally equivalent and π-isoelectronic 
to naphthalene, where a nitrogen atom replaces the position 1 CH group on the 
hydrocarbon. Semi-empirical calculations predicted a small positive electron affinity for 
quinoline almost fifty years ago1. The neutral quinoline molecule has been extensively 
studied computationally2-9 and experimentally in the gas phase by measuring the dielectric 
constant to determine the dipole moment10, photoionization11-13, UV-Vis absorbance14-16, 
microwave17 and infrared18 spectroscopy. Quinoline has also general astrophysical 
interest.19-21 Nevertheless, few experimental negative ion gas phase studies exist. The 
compound negative ion resonance (CNIR)22 of quinoline was reported and the gas phase 
lifetime23 of the negative parent ion was determined, however, no experimentally measured 
electron affinity value for quinoline has been reported in the literature.  
Here, we present the vibrationally-resolved anion photoelectron spectrum of quinoline− 
anion.  From the spectrum we determined the adiabatic electron affinity to be 0.16 ± 
0.05eV. This assignment is supported by our theoretical calculations and computationally 
simulated spectrum. The active vibrational frequencies observed compare favorably with 








IV.1.2.1  Experimental 
Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. The photodetachment process is governed by the relationship hν 
= EBE + EKE, where hν is the photon energy, EBE is the electron binding energy, i.e., the 
transition energy between the anion and a particular vibronic state of its neutral counterpart, 
and EKE is the electron kinetic energy. Negative ions of quinoline were formed in a biased 
(-500 V) supersonic expansion nozzle-ion source, where the quinoline sample was placed 
in a stagnation chamber, heated to 70 °C, and coexpanded with ∼30 psig  of argon gas 
through a 23 μm orifice into ∼10−4 Torr vacuum. Negative ions were formed by injecting 
low energy electrons from a more negatively biased, thoriated-iridium filament into the 
expanding jet, where a microplasma was formed in the presence of a weak external 
magnetic field. These anions were then extracted, collimated, and transferred into the flight 
tube of a 90° magnetic sector mass spectrometer with a mass resolution of ∼400. The mass-
selected anions of interest were then crossed with the intracavity laser beam of an argon 
ion laser, and the photodetached electrons were energy-analyzed in a hemispherical 
electron energy analyzer having a resolution of ∼20 meV. The photoelectron spectrum 
reported here was recorded with 2.540 eV photons (488 nm), and it was calibrated against 
the photoelectron spectrum of the O− anion.24 It was also measured at lower resolution 






Density functional theory (DFT) calculations of quinoline neutral and anion were 
performed with the Gaussian0925 software package. Geometry optimizations, energy 
calculations and frequency analysis were all performed with the unrestricted wb97xd26 
functional and aug-cc-pVTZ27-28 basis set. The highest occupied molecular orbital of the 
relaxed anion was generated in GaussView.29 A simulated photoelectron spectrum was 
generated using the Franck-Condon method as implemented30 in Gaussian09 using the 
default parameters which includes a convolution of the spectrum with Gaussian 
distributions with a 135 cm-1 half-width at half-maximum.  
 
IV.1.3. RESULTS AND DISCUSSION 
The photoelectron spectrum of quinoline anion, presented in Figure IV.1a, exhibits a 
vibrationally resolved profile. The observed transitions are centered at EBE 0.16 eV (peak 
A), 0.23 eV (peak B), 0.33 eV (peak C), and 0.52 eV (peak D). The lowest EBE transition 
in the spectrum is its origin-containing transition, i.e., the ν′=0 ← ν′′=0 transition, and it 
defines the adiabatic electron affinity. Thus, EAa(C9H7N) was determined to be  0.16 eV ± 
0.05 eV (Peak A). Our electronic structure calculations, including the zero-point energy, 
found quinoline to support a bound valence anion with an EA of 0.19 eV, which is in very 
good agreement with our experimentally measured value and the previous calculated semi-
empirical value of 0.2eV.2 Since the electron is added to a closed shell molecule, the 
electron affinity is expected to be small. There is scant evidence of vibrational hot bands 






Figure IV.1: a) The measured photoelectron spectrum of the quinoline- anion recorded 
using 2.540 eV photons. b) The calculated Franck-Condon simulated photoelectron 
spectrum. 
 
both anion and neutral quinoline were calculated and found to be planar with very similar 
bond lengths between the structures (Figure IV.2a). The highest occupied molecular orbital 
(HOMO) structure for the quinoline anion is shown in Figure IV.2b, where the excess 
electron is delocalized in the π* anti-bonding orbital. A computationally simulated 




the calculated spectrum matches well compared to the experimentally measured 
photoelectron spectrum.  
Figure IV.2: a) Optimized (wb97xd/aug-cc-pVTZ) structure of the quinoline- anion 
along with the critical bond lengths (Å). b) The highest occupied molecular orbital 
(HOMO) of the ground state of the anion. 
 
Since quinoline is a planar species belonging to the Cs point group, there are 45 vibrational 
modes that can be classified as even or odd, 31A′ and 14A′′, respectively. The A′ modes 
will have the greatest Franck-Condon overlap and be active in a photoelectron spectrum. 
The vibrational frequencies from Figure 1a were measured as the energy spacing between 
peak centers in the spectrum and are presented in Table 1. Previous IR studies were 
considered to identify and assign the vibrational modes.18 The vibrational frequency 
565cm-1 (spacing between A and B) is assigned as vibrational mode ν29, an in-plane ring 
distortion. The adjacent vibrational frequency (between A and C) at 1371 cm-1 is assigned 
as the vibrational modes ν14 and ν15 a C-C bond stretch. The spacing between A and D is 
2904 cm-1 which corresponds to the C-H vibrational modes ν1-7. The calculated vibrational 




since the calculated simulated spectrum of quinoline is very similar to the experimentally 
measured spectrum (Table IV.1). 
Table IV.1: Transition assignments for the photoelectron spectrum of quinoline 
compared with calculations from this studya and previously reported literature values 
Experimental (this work) Calculated (this work) Reported values (from literature) 
Peak 
Location 









 eV Δ eV cm-1 (eV) cm-1 cm-1 eV 
A 0.16    0.19   0.20 
B 0.23 B-A 0.07 565 0.26 532, 535 522 (ν29)  
C 0.33 C-A 0.17 1371 0.37 1371 1392 (ν14), 1371(ν15)  
D 0.52 D-A 0.36 2904 0.55 3161 3086(ν1),  3056(ν2),  
3036(ν3),  3014(ν4),  
3004(ν5),  2979(ν7) 
 
aUncertainties are ± 0.05 eV or less. 
bFrom ref [18]. 
cFrom ref [2]. 
 
IV.1.4. SUMMARY 
The molecule quinoline, displays a greater electrophilicty than its analog, naphthalene. 
Quinoline anion was formed by injecting low energy electrons into a supersonic expansion 
of the molecule seeded in argon and the anion photoelectron spectrum was recorded. A 
small but positive electron affinity of 0.16 eV was experimentally measured, indicating 
that quinoline supports a valence bound anion. Density functional theory calculations at 
the wb97xd /aug-cc-pVTZ level of theory found the electron affinity to be 0.19 eV. Both 
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IV.2. Parent Anions of Iron, Manganese, and Nickel Tetraphenyl 
Porphyrins: Photoelectron Spectroscopy and Computations 
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The singly-charged, parent anions of three transition metal, tetraphenyl porphyrins, 
M(TPP): Fe(TPP), Mn(TPP), and Ni(TPP) were studied by negative ion photoelectron 
spectroscopy. The observed (vertical) transitions from the ground state anions of these 
porphyrins to the various electronic states of their neutral counterparts were modeled by 
density functional theory (DFT) computations. Our experimental and theoretical results 












Metalloporphyrins are large, often highly symmetric macrocyclic molecules, which play 
important roles in nature. In heme proteins, iron porphyrins are the prosthetic groups 
responsible for the transport and storage of oxygen in hemoglobin and myoglobin.1 
Synthetic metal porphyrins mimic many of the chemical and physical properties of their 
biological counterparts. These properties can be tailored by coordination of specific metal 
centers, typically those of Fe, Mg, Ni and Co. Metalloporphyrins can also be found as 
building blocks in some metal-organic frameworks (MOF’s). These materials are finding 
applications in selective gas storage and separation and in catalysis.2-13 Metalloporphyrins 
can be considered to be models for important portions of some MOF’s. Identifying the 
electronic and structural properties of isolated metal porphyrins is important for 
understanding their ability to bind small molecules and to transfer electrons.  This may lead 
to insight on how to design MOFs for specific applications.  
Several gas-phase studies of porphyrins have been conducted by collision induced 
dissociation (CID),14-16 although resonance Raman17 and ion cyclotron resonance (ICR) 
mass spectrometry18,19 studies have also been reported. Additionally, photoelectron 
spectroscopy experiments on both neutrals20 and anions21 of porphyrins have been carried 
out. In particular, multiply-negatively-charged anions of meso-tetra-(4-sulfonatophenyl)-
porphyrins with Mn and Cu metal centers were studied by Kappes and co-workers using 
anion photoelectron spectroscopy.21 Similarly, phthalocyanines, which are closely related 
to porphyrins, have also been examined by negative ion photoelectron spectroscopy. 
Specifically, Wang and co-workers studied multiply negatively-charged copper 




peripheral –SO3 functional groups.
22,23 Nevertheless, until now, no photoelectron spectra 
of singly-charged, parent negative ions of porphyrins or porphyrin analogs have been 
measured. 
Here, we focus on studying singly-charged, transition metal, tetraphenyl porphyrin parent 
anions, M(TPP)-. Tetraphenyl porphyrins are heterocyclic macromolecules composed of 
four modified pyrrole sub-units linked together around a metal center, M, by four methine 
(=CH-) bridges, each of these having a phenyl functional group, i.e., M(TPP). The structure 
of these porphyrins is depicted in Figure IV.3. Singly-charged negative ions of both 
Fe(TPP)- and Ni(TPP)- were first observed by Ridge and co-workers in ICR mass 
spectrometric experiments, from which they reported electron affinities.18,19 Somewhat 
later, a theoretical study by Liao and Scheiner found that Fe(TPP)- accommodates its 
excess electron among iron’s d-orbitals, whereas in Ni(TPP)- the excess electron was found 
to reside in the π* orbital of the porphyrin’s heterocyclic moieties.24 
 




In this work, we present a negative ion photoelectron spectroscopic and density functional 
theoretical (DFT) study of three such systems, i.e., Fe(TPP)-, Mn(TPP)-, and Ni(TPP)-, 
from which we determine the electron affinities of their neutral counterparts. These are 
compared with results from previous studies.  
 
IV.2.2. EXPERIMENTAL AND COMPUTATIONAL METHODS 
Anion photoelectron spectroscopy is conducted by crossing a beam of mass-selected 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. The photodetachment process is governed by the energy-
conserving relationship hν = EBE + EKE, where hν is the photon energy, EBE is the 
electron binding energy, and EKE is the electron kinetic energy. Measuring electron kinetic 
energies and knowing the photon energy provides electron binding (photodetachment 
transition) energies. Because these transitions are vertical, their relative intensities and 
band shapes are determined by the extent of Franck−Condon overlap between the anion 
and its corresponding neutral. The apparatus consists of a laser photoemission/oven anion 
source, a linear time-of-flight mass spectrometer for mass analysis and mass selection, a 
magnetic bottle electron energy analyzer, and a Nd:YAG photodetachment laser. The 
instrumental resolution of the photoelectron spectrometer is ∼35 meV at a 1 eV EKE. The 
third (355 nm) harmonic of a Nd:YAG laser was used to photodetach the mass-selected 
porphyrin molecular anions. Photoelectron spectra were calibrated against the well-known 
atomic transitions of Cu-. 
To produce the parent porphyrin anions, Fe(TPP)-, Mn(TPP)-, and Ni(TPP)-, small amounts 




21H,23H-porphine manganese(III) chloride, and 5,10,15,20-tetraphenyl-21H,23H-
porphine nickel(II) powder, respectively, were placed in a small oven (heated to 60, 80, 25 
°C, respectively) attached to the front of a pulsed (10 Hz) gas valve (General Valve Series 
9), where helium (at 75, 285, 75 psia, respectively) was expanded over the samples and 
into a high vacuum chamber (10−6 Torr). Just outside the orifice of the oven, low-energy 
electrons were produced by laser/photoemission from a pulsed Nd:YAG laser beam (10 
Hz, 532 nm) striking a translating, rotating, copper rod (6.35 mm diameter) (see Figure 
IV.4). Negatively-charged anions were then pulse-extracted into the spectrometer prior to 
mass selection and photodetachment. 
 
Figure IV.4: A cross sectional view of the laser photoemission/oven anion source. 
Electron detachment spectra from the anion have been calculated using PBE-GGA,25 
NRLMOL, and very large Gaussian-orbital basis sets.26,27 In all cases the anion geometry 
has been fully relaxed.  For example, for the Fe center we have used 20 single Gaussians, 
with decay parameters ranging between 0.0452-3.87x106, to construct a set of 11 s-type 
contracted Gaussians, 4 of which have r2 pre-factors, 5 p-type contracted Gaussians, and 4 




calculations. For the nitrogen atoms we used 13-single Gaussians, with decay parameters 
ranging from 0.094-5.18x105, to construct a set of 8 s-type contracted Gaussians, 3 of 
which have r2 pre-factors, 3 p-type contracted Gaussians, and 4 d-type contracted 
Gaussians. For the carbon atoms we used 12-single Gaussians ranging between 0.077-
2.22x104 with the same contractions as for the N case.  For the hydrogen atoms we used 6-
single Gaussians, with decay parameters ranging from 0.0745-77.8, to construct a set of 4 
s-type contracted Gaussians, 1 of which has an r2 pre-factors, 2 p-type contracted 
Gaussians, and 1 d-type contracted Gaussians.  These basis sets have been well tested on 
molecular magnets, which contain multiple ligated transition-metal centers. The functions 
satisfy a theorem,27 which says that the shortest range function on each atom should scale 
as Z10/3 to ensure that basis-set superposition error, rigorously for the 1s-core electrons, is 
zero. A discussion of the numerical details and the strategy for massive parallelization has 
been presented elsewhere.26 Additionally, calculations using this same methodology have 
been applied to molecules having metal ions28-30 and to porphyrin complexes.31 
All possible rotations of phenyl groups in neutral Fe(TPP) were tested.  The structure with 
all four phenyl groups perpendicular to the plane of the porphyrin was found to be the 
lowest energy structure, by 2.93 eV, relative to the structure composed of two in-plane 
phenyl groups and two phenyl groups perpendicular to the plane of the porphyrin. The 
structure with all phenyl groups in plane was found to be 7.16 eV above the lowest 
porphyrin geometry. The sterically hindered structures are high enough in energy so that 
they are not expected to be present in the experiment.  For the lowest energy structure, we 




perpendicular phenyl groups is a doublet. This protocol was utilized for all three porphyrin 
anion systems studied here for calculating the main features of their photoelectron spectra.    
 
IV.2.3. RESULTS AND DISCUSSION 
The photoelectron spectra of Fe(TPP)-, Mn(TPP)-, and Ni(TPP)- parent anions are 
presented in Figure IV.5. The photoelectron spectrum of the Fe(TPP)- anion contains two 
vibrationally unresolved, electronic transitions (bands), centered at 2.0 eV and 3.1 eV. Two 
unresolved electronic bands are also observed in the Mn(TPP)- anion spectrum, centered 
at 1.7 eV and 3.1 eV. The spectrum of the Ni(TPP)- anion contains at least four unresolved 
bands, centered at 1.6 eV, 2.3 eV, 3.0 eV, and 3.4 eV.  
The adiabatic electron affinity, EA, is the energy difference between the lowest energy 
state of the anion and the lowest energy state of its neutral counterpart. When significant 
Franck-Condon overlap exists between v′′ = 0 of the anion and v′ = 0 of its corresponding 
neutral (the origin transition) and when vibrational hot bands are not a significant issue, 
the EBE of the intensity threshold corresponds to the EA value. Since the structures of 
these anions and their neutral counterparts are similar, we expect the origin transitions to 
be present under the observed spectral bands. Although the presence of vibrational hot 
bands is more difficult to assess a priori, the strong helium expansions and the low 
porphyrin densities that were used in these experiments make it likely that the porphyrin 
anions were relatively cool. Thus, we interpret the EBE values of the observed intensity 
thresholds in these anion spectra to be the EA values of their neutral counterparts. The EA 
values for Fe(TPP), Mn(TPP), and Ni(TPP) were thus determined to be 1.8 eV, 1.6 eV, and 





Figure IV.5: The anion photoelectron spectra of Fe(TPP)-, Mn(TPP)-, and Ni(TPP) 
measured with 355 nm photons. The calculated transitions are shown as stick spectra.  
 
Computationally, the vertical detachment transition energies (no geometry relaxation) are 
determined by calculating the vertical energy difference between the anion’s ground state 
and the various electronic states of their neutral counterpart, each of these at the structure 
of the anion. For Fe(TPP)-, we identified a bound doublet anion with vertical transitions to 
its neutral triplet and singlet states at 2.1 eV and 3.1 eV, respectively. A bound triplet anion 
was found for Mn(TPP)- with vertical transitions to its neutral quartet and doublet states 
occurring at 1.95 eV and 3.0 eV, respectively. Ni(TPP)-, exists as a bound doublet anion 




respectively. In most cases, our calculated transition energies are consistent with our 
experimentally-determined values. However, there is a small discrepancy between 
experiment and theory in the case of the second calculated photoelectron transition for 
Ni(TPP)-. It is well known that the application of DFT is often more challenging for nickel 
than for other transition metals,32 where Hubbard-U approximations are often needed to 
obtain a qualitatively correct valence, within PBE-GGA, for the Ni ion.33 Nevertheless, 
this suggests that the relatively large molecular systems discussed here, especially the Ni-
system, should provide good tests for the recently proposed self-interaction corrected 
density functional methods.34,35 These have recently been applied to systems containing 
isolated and open metal centers, similar to those discussed here.35,36  
Our experimental and computational results are summarized in Table IV.2. The transition 
energy from the anion’s ground state to the ground state of its corresponding neutral is 
generally referred to as the vertical detachment energy, VDE, this being the EBE of the 
intensity maximum for that band. Similarly, the next higher energy transition is from the 
anion’s ground state to the first excited state state of the anion’s neutral counterpart. These 
six values are presented in Table IV.2. Likewise, the first two calculated transition energies 
for all three porphyrin systems studied here are also presented there. Our experimentally 
reported electron affinities for Fe(TPP), Mn(TPP), and Ni(TPP) are 1.8 eV, 1.6 eV, and 1.5 
eV, respectively. Those for Fe(TPP) and Ni(TPP) are in excellent agreement with the 
experimental EA values obtained previously by Ridge and co-workers18,19 (1.87 eV and 
1.51 eV, respectively) as well as with the calculated values for the same two systems by 
Liao and Scheiner24 (1.82 eV and  1.51 eV, respectively). In the cases of Fe(TPP) and 




ICR-determined EA values of Ridge and co-workers, and the calculated EA values of Liao 
and Scheiner validates our assumption of insignificant vibrational excitation (hot bands) in 
their anions. 
Table IV.2: Experimentally-Observed and Theoretically-Calculated Transitions of Metal-
Tetraphenyl Phorphyrins and their Anions 
Porphyrin EA VDE Vertical transition to first excited 
neutral state 
 Experiment Experiment Theory Experiment Theory 
Fe(TPP) 1.8 2.0 2.1 (S=1/2 to S=1) 3.1 3.1 (S=1/2 to S=0) 
Mn(TPP) 1.6 1.7 1.95 (S=1 to S=3/2) 3.1 3.0 (S=1 to S=1/2) 
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Chapter V: Investigating the Hydrogen Bonding in Model 
Enzymatic Systems 
 
A highly debated hypothesis for how enzymes provide rate enhancements during catalysis 
states that the reaction intermediate is stabilized by a short, strong, low barrier hydrogen 
bond (LBHB) which provides the necessary energy to catalyze the reaction.  For this 
mechanism to be plausible, however, the strength of such a hydrogen bond would have to 
be unexpectedly high (13-17 kcal/mol). Measuring the hydrogen bond strength between 
proton-coupled bicarboxylates, and other molecules found in the enzyme-substrate 
complex, in the gas phase provides an upper limit for the forces available to the enzyme. 
Here, using anion photoelectron spectroscopy the anion complexes formatic-formic acid, 
acetate-acetic acid, imidazolium-imidazole, and phenol-phenolate were studied. Under the 
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The debate over the possible role of strong, low barrier hydrogen bonds in stabilizing 
reaction intermediates at enzyme active sites has taken place in the absence of an awareness 
of the upper limits to the strengths of low barrier hydrogen bonds involving amino acid 
side chains. Hydrogen bonds exhibit their maximum strengths in isolation, i.e., in the gas 
phase. In this work, we measured the ionic hydrogen bond strengths of three enzymatically-
relevant model systems in the gas phase using anion photoelectron spectroscopy; we 
calibrated these against the hydrogen bond strength of HF2
-, measured using the same 
technique, and we compared our results with other gas-phase experimental data. The model 
systems studied here: the formate-formic acid, acetate-acetic acid, and imidazolide-
imidazole anionic complexes, all exhibit very strong hydrogen bonds, whose strengths 
compare favorably with that of the hydrogen bifluoride anion, the strongest known 
hydrogen bond. The hydrogen bond strengths of these gas-phase complexes are stronger 
than those typically estimated as being required to stabilize enzymatic intermediates. If 
there were to be enzyme active site environments that can facilitate the retention of a 
significant fraction of the strengths of these isolated (gas-phase), hydrogen bonded couples, 
then low barrier hydrogen bonding interactions might well play important roles in 





Enzymes are remarkably efficient catalysts, notable for bringing about rate enhancements 
of up to 1026 with great specificity under gentle conditions.1 In the early days of 
enzymology, it was frequently assumed that there must exist some unknown physio-
chemical phenomenon that was making a large contribution to these impressive rate 
enhancements. Even now, fifty years since modern methods were first brought to bear and 
with enzymatic catalysis firmly established as a pillar of biochemistry, the basis for the 
proficiency of enzymes, i.e., their “secret”, remains elusive.  
The early 1990’s saw a flurry of activity that provided clues for elucidating this issue.  In 
1991, the x-ray structure determination by Petsko and Ringe2 of a triosephosphate 
isomerase-transition state analog complex3 and the simultaneous NMR and infrared work 
of Knowles4,5 showed that neutral His-95 is the general acid stabilizing the enediolate 
intermediate in the reaction catalyzed by triose phosphate isomerase (TIM). In 1993, Gerlt 
and Gassman6,7 estimated that TIM His-95 was stabilizing the enediolate intermediate by 
at least 7 kcal/mol, and they postulated that this occurred because the imidazole side chain 
of neutral His-95 and the enediolate intermediate had matching pKa values, facilitating the 
formation of a short, strong (ionic) hydrogen bond between them. At about the same time, 
Cleland and Kreevoy8 as well as Frey9 also postulated the formation of strong, low barrier 
hydrogen bonds (LBHB) between moieties with matching pKa values to be an integral part 
of enzyme catalytic mechanisms. Over time, additional circumstantial evidence came to 
light in support of the LBHB hypothesis.10,11 Often, LBHB’s were recognized in enzyme 
structures by their short lengths, their small deuterium fractionation factors, and/or their 




While the LBHB hypothesis in enzyme catalysis had its proponents, it also had its critics, 
and it remains a controversial issue to this day.14-16  Its opponents note that the existence 
of ionic hydrogen bonds in enzyme active sites does not in itself imply that they are 
unusually strong there, and in fact, they doubt that they are. Arguments from both sides are 
often based on the known or presumed strengths of ionic hydrogen bonds in different 
environments. Everyone agrees that hydrogen bonds are at their strongest in the gas phase, 
i.e., in vacuo. Moreover, species whose hydrogen bonds are strong in the gas phase often 
exhibit quite weak hydrogen bonding in aqueous solution, this likely being due to 
competition with water for hydrogen bonding. Both Guthrie and Perrin cite the weakening 
of hydrogen bond strengths in water as evidence that proponents’ arguments based on 
strong hydrogen bonds in the gas phase are not relevant to hydrogen bond strengths in 
enzymes.14,15 In solids, x-ray crystallography has provided many examples of short, 
hydrogen bonds in enzyme structures. Nevertheless, these structural findings are 
unconvincing to some critics; they do not concede that short hydrogen bond lengths in 
crystalline enzyme structures imply strong hydrogen bonds.16 They furthermore argue that 
hydrogen bonding in crystals is simply not relevant to the environment of the enzyme’s 
active site. 
Trending against these criticisms of the LBHB hypothesis are two observations about the 
cloistered environments of enzyme active sites, on which the viability of short, strong 
hydrogen bonds there critically depends. First, enzyme active sites typically possess protein 
loops that fold down over the bound substrate to exclude water.17 Thus, these sites are 
largely sequestered from water, making the fact that hydrogen bonds are weakened in 




Second, the expectation of strong enzyme-transition state interactions, with the enzyme 
“bear-hugging” the transition state18, suggests a relatively compact, semi-rigid 
environment at the enzyme active site and brings to mind the relatively immobile, 
structured environments of crystals, where there is evidence for short, possibly strong 
hydrogen bonds in some enzyme structures. Both of these characteristics are enabled by 
the macromolecular architecture of enzymes.  
An essential tenet of the criticism against the LBHB hypothesis is that the strengths of 
enzymatically-relevant hydrogen bonds would have to be unexpectedly high in order for it 
to be plausible. Indeed, under the LBHB hypothesis, hydrogen bond strengths in the range 
of 10-20 kcal/mol have been proposed as being necessary to account for the stabilization 
of enzymatic intermediates.8,19 How might nature achieve such high hydrogen bond 
strengths at enzyme active sites? Hydrogen bonded couples exhibit their optimal geometric 
structures and thus their maximal strengths in the gas phase, i.e., in vacuo, primarily 
because there they do not have competing hydrogen bonding interactions. In condensed 
phase environments, where potentially competing hydrogen bonding interactions among 
molecules are plentiful and the optimal structures of hydrogen bonded couples are 
correspondingly compromised, the average hydrogen bond strength is substantially weaker 
than in its gas phase counterpart. Environments that suppress competition for forming 
hydrogen bonds might be expected to allow hydrogen bonded couples to retain a portion 
of their in vacuo, hydrogen bond strengths. The nearly water-free, quasi-rigid structures of 
enzyme active sites are potentially opportune environments. Thus, it is plausible that some 
enzyme active sites may provide favorable environments in which hydrogen bond strengths 




Since hydrogen bonds are at their strongest in the gas phase, the strength of a given 
hydrogen bond there provides an upper limit to its maximum strength in any other 
environment. In effect, the strength of a hydrogen bonded couple in the gas phase tells us 
what would be possible in an optimized environment. Thus, measurements of hydrogen 
bond strengths in the gas phase supply upper limits to their strengths, providing important 
boundaries. Setting a quantitative benchmark for how strong hydrogen bonds can be at 
their strongest is the hydrogen bifluoride anion, HF2
-, in the gas phase. This hydrogen 
bonded pair, i.e., F- … HF, can also be described as F- … H+ … F-, thus its synonym, the 
proton-coupled bifluoride anion. With a F- … HF bond strength of 45.8 ± 1.6 kcal/mol (1.99 
eV) in the gas phase20, it is the strongest known hydrogen bond. Even a modest fraction of 
its gas phase strength would be easily enough to supply the needed transition state 
stabilizations discussed above. Interestingly, the F- … HF hydrogen bond strength in 
aqueous solution is only ~0.8 kcal/mol.21 
Proton-coupled bi-carboxylates top the list as the earliest and still the best-studied systems 
suspected of forming LBHB’s in the vicinity of the active sites of enzymes.22-24 These 
hydrogen bonded couples can be depicted as:  
                   
Structure 1. 
and they can be abbreviated by the general formulae, X- … HX.  Proton-coupled bi-
carboxylates appear in 16% of all protein x-ray structures.25 There are at least four x-ray 
structures showing short hydrogen bonds between an enzyme carboxylate and a transition 




to be important components of the active sites of the aspartic acid proteases, e.g., HIV-1 
protease.27 Carboxylates figure prominently in the LBHB enzymatic story in part because 
all negative charges on proteins are carboxylates.   
Another system that is implicated in the formation of LBHB’s in the vicinity of the active 
sites of enzymes is imidazole. In the early days of the LBHB story, the seminal work of 
Knowles had shown that the neutral imidazole side chain of His-95, acting as the general 
acid, stabilized the enediolate intermediate (E-) in the reaction catalyzed by triose 
phosphate isomerase.4,5 This hydrogen bonded couple can be depicted as: 
            
 Structure 2. 
 
What made imidazole’s role as an acid so astonishing was the fact that the pKa of imidazole 
(in water) is 14. This apparent dilemma provided among the first clues that LBHB’s might 
be playing important roles in enzyme catalysis. 
Given the importance of carboxylates and imidazole in the LBHB story, it is important to 
know the strengths of their hydrogen bonded couples in the gas phase (in vacuo) in order 
to establish their maximal possible values. Unfortunately, the debate over the possible role 
of strong, low barrier hydrogen bonds in stabilizing reaction intermediates at enzyme active 
sites has taken place in the absence of an awareness of the upper limits to the strengths of 
low barrier hydrogen bonds involving amino acid side chains. To help fill this gap, we have 
utilized anion photoelectron spectroscopy to measure the hydrogen bond strengths of the 




molecular, hydrogen bonded complexes (couples) in vacuo. To make a uniform 
comparison, we also measured the hydrogen bond strength of HF2
-, i.e., the F--HF anion-
neutral interaction energy using this same experimental technique. 
 
V.1.2. EXPERIMENTAL PROCEDURES 
Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. Photodetachment transitions occur between the ground state of a 
mass-selected negative ion and the ground and energetically-accessible excited states of its 
neutral counterpart. This process is governed by the energy-conserving relationship, hν = 
EBE + EKE, where hν is the photon energy, EBE is the electron binding energy, and EKE 
is the electron kinetic energy. Measuring electron kinetic energies and knowing the photon 
energy, provides electron binding (photodetachment transition) energies. Since these are 
vertical transitions, their relative intensities are determined by the extent of Franck-Condon 
overlap between the anion and its corresponding neutral. Our apparatus consists of a laser 
vaporization anion source, a linear time-of-flight mass spectrometer for mass analysis and 
mass selection, a momentum decelerator, a magnetic bottle electron energy analyzer, and 
an ArF excimer laser. The magnetic bottle has a resolution of ∼50 meV at EKE = 1 eV. In 
these experiments, photoelectron spectra were recorded with 193 nm (6.42 eV) photons. 
The photoelectron spectra were calibrated against the well-known transitions of atomic 
Cu−. A detailed description of the apparatus has been reported elsewhere.28  
To produce the fluoride, hydrogen bifluoride; formate, formate-formic acid; and acetate, 




or acetic acid, respectively) was entrained in helium (~60 psi) and expanded through the 
nozzle orifice (0.79 mm diameter) of a pulsed (10 Hz) valve (General Valve Series 9) in a 
high vacuum chamber (10-6 Torr). To produce the imidazolide and imidazolide-imidazole 
anions, imidazole was placed in a small oven (~30◦C) attached to the front of the pulse 
valve, where helium (~60 psi) was expanded over the sample in a vacuum chamber. Just 
outside the orifice of the pulse valve, or in the case of imidazole, just outside the orifice of 
the oven, low energy electrons were produced by laser/photoemission from a pulsed 
Nd:YAG laser beam (10Hz, 532 nm) striking a translating, rotating, copper rod (6.35 mm 
diameter). Negatively-charged anions were then pulse-extracted into the spectrometer prior 
to mass selection and photodetachment. 
 
V.1.3. RESULTS 
In the systems studied here, the X- … HX anionic complexes are bound, while the 
corresponding X … HX neutral complexes produced as a result of photodetachment are 
likely to be unbound.  Figure V.1 illustrates this situation schematically, where EA(X) is 
the adiabatic electron affinity of X, Easym is the energy from the ground state of the X
- … 
HX anionic complex, i.e., HX2
-, to the X + HX + e- energy asymptote, and D(X- … HX) is 
the dissociation energy of X- … HX separating into X- + HX, i.e., the hydrogen bond 





Figure V.1: Schematic representation of the energetics of anion photoelectron 
(photodetachment) spectroscopy as applied to HX2
-.  Symbols are defined in the text. 
 
In anion photoelectron studies of six hydrogen bihalide anions, HX2
-, where here X denotes 
both homogeneous and heterogeneous combinations of the halogen atoms, Cl, Br, and I, 
Neumark found the X … HX neutral complexes, resulting from photodetachment of HX2
-, 
to be unbound.29,30  Importantly, inspection of his photoelectron spectra shows that Easym 
values, which in these particular cases are known from tabulated EA(X) and D(X- … HX) 
values, usually lie only ~0.2 eV above the EBE value of the photoelectron intensity onset, 
EOS, in the corresponding HX2
- photoelectron spectra. (The low intensity “tail” between 
Easym and EOS was likely due to photodetachment of vibrationally excited HX2
- anions, i.e., 
hot bands.) Furthermore, if one defines a photoelectron intensity threshold, ET, by 
extrapolating a straight line to the baseline from high on the low EBE side of the lowest 




smaller than that between Easym and EOS. Thus, the photoelectron spectra of hydrogen 
bihalide anions, which are in many ways analogous to the systems under study in the 
present work, support the approximation that Easym  ET. With this, we obtain the working 
relationship, D(X- … HX)  ET(HX2
-) - EA(X).  
In the present work, we measured the photoelectron spectra of X- and of X- … HX for each 
of the LBHB candidate systems of interest. Upon determining EA(X) and ET(HX2
-) values, 
their differences provided values of D(X- … HX), these being the sought-after hydrogen 
bond strengths of specific X-/HX couples. In determining EA(X) values from photoelectron 
spectra of X- anions, we benefited from previous photodetachment and photoelectron 
studies of the fluorine atomic anion31, the formate anion32, the acetate anion33, and the 
imidazolide anion34. These studies assigned the origin transitions in their respective X- 
photoelectron spectra, thereby providing accurate EA(X) values. While our photoelectron 
spectra of these same X- anions were recorded at lower resolution, they are fully consistent 
with those previously recorded, allowing us to locate the EBE value of their origin 
transitions on the spectral profiles observed in this study. Values of ET(HX2
-) were 
determined as described above by extrapolation along the low EBE side of the lowest EBE 
spectral band in our HX2
- photoelectron spectra.  
Figure V.2 presents the photoelectron spectra of corresponding sets of X- and HX2
- species 
measured in this work. In each panel, the spectrum of X- is positioned above that of HX2
-, 
but on the same energy scale, facilitating a pictorial depiction of D(X- … HX) as the energy 
difference between specific points (see vertical tick-marks) on the two photoelectron 
spectra, these points designating the values of EA(X) and ET(HX2
-), respectively. For this 





Figure V.2:  Anion photoelectron spectra of the four corresponding sets of X- and HX2
- 
species measured in this work.  All spectra were calibrated against the well-known 




strength, D(X- … HX), of its corresponding HX2
- species, i.e., of the X-/HX couple. 
Referencing the hydrogen bond strengths of the three enzymatic model systems studied 
here to that of HF2
-, by using the same experimental method for all four, puts all these 
measurements on a common footing and provides confidence in comparing the results. 
Thus, Figures V.2(a-d) successively present the photoelectron spectra of the fluorine anion, 
F- and the fluoride-hydrogen fluoride, hydrogen bonded complex, F-(HF), i.e., HF2
-; the 
photoelectron spectra of the formate anion, Fo- and the formate-formic acid, hydrogen 
bonded complex, Fo-(HFo); the photoelectron spectra of the acetate anion, Ac- and the 
acetate-acetic acid, hydrogen bonded complex, Ac-(HAc); and the photoelectron spectra of 
the imidazolide anion, Im- and the imidazolide-imidazole, hydrogen bonded complex, Im-
(HIm).  Table V.1 presents values of EA(X), ET(HX2
-), and D(X- … HX) for each of the 
four systems that we studied here, where D(X- … HX) is the measured hydrogen bond 
strength for that particular X-/HX couple. 
               Table V.1: Values leading to Hydrogen Bond Strengths of X-/HX couples,  
               i.e., D(X-…HX ).   All uncertainties are ± 0.1 eV or less. 
 
               aRef 31, bRef 33, cRef 33, dRef 34 
 
V.1.4. DISCUSSION 
In the past, the dissociation energies of the HX2
- systems studied here have also been 
determined in the gas phase by Wenthold and Squires, using energy-resolved, collision-









% of F-HF  
HB Strength 
 eV eV eV    kcal/mol % 
F - … HF 3.40a 5.4 2.0 46 100% 
Fo - … HFo 3.50b 4.9 1.4 32 70% 
Ac - … HAc 3.25c 4.8 1.6 37 80% 




induced dissociation (CID)20 and by Meot-Ner (Mautner), using high pressure mass 
spectrometry and van’t Hoff plots.35,36 The CID measurement of the hydrogen bond 
strength of HF2
- gave 1.99 eV (45.8 kcal/mol), whereas the HF2
- hydrogen bond strength 
measured in our work was 2.0 eV (46 kcal/mol). The thermodynamic/van’t Hoff plot 
determinations of the hydrogen bond strengths of Fo-(HFo), Ac-(HAc), and Im-(HIm) were 
1.60 eV (36.8 kcal/mol), 1.27 eV (29.3 kcal/mol), and 1.14 eV (26.4 kcal/mol), 
respectively, whereas the hydrogen bond strengths of the corresponding species measured 
in our spectroscopic work were 1.4 eV (32 kcal/mol), 1.6 eV (37 kcal/mol), and 0.9 eV (21 
kcal/mol), respectively. What is important about these complementary measurements is 
that their values, while measured using different techniques, are comparable. They support 
one another by yielding the same approximate values for corresponding hydrogen bond 
strengths.  
The core result of both the present and previous work is that all three of the enzymatically-
relevant model systems considered here exhibit upper limit (gas phase), hydrogen bond 
strengths that are very strong. According to our measurements, the hydrogen bond 
strengths of the formate-formic acid, acetate-acetic acid, and imidazolide-imidazole 
complexes are respectively 70%, 80%, and 45% of the strength of the fluoride-hydrogen 
fluoride complex, HF2
-, with values from previous measurements giving similar 
percentages. Thus, the carboxylate and imidazolide, inter-molecular hydrogen bonded X-
/HX couples queried here in the gas phase do indeed have hydrogen bond strengths that 
are comparable to that of the F-/HF hydrogen bonded couple. Furthermore, it is also 
interesting to note that in a gas phase, photoelectron study by Wang37, the shift between 
trans- versus cis- HO2CCH=CHCO2




revealed the intra-molecular hydrogen bond strength in the cis-isomer (hydrogen maleate) 
to be 21.5 kcal/mol, which is 47% of the hydrogen bond strength of HF2
-.  
The threshold hydrogen bond strengths needed to account for the stabilization of enzymatic 
intermediates have been variously estimated to lie between 7 kcal/mol6,7 (in the case of 
imidazole) and 20 kcal/mol.8,19 The gas-phase, hydrogen bond strengths that we measured 
for the Fo-(HFo), Ac-(HAc), and Im-(HIm) complexes are 32 kcal/mol, 37 kcal/mol, and 
21 kcal/mol, respectively. The lower threshold value of 7 kcal/mol is 22%, 19%, and 33% 
of the measured hydrogen bond strengths of these complexes, respectively, whereas the 
higher threshold value of 20 kcal/mol is 63%, 54%, and 105% of these same strengths, 
respectively. If there were to exist enzyme active site environments that allowed hydrogen 
bonded couples to retain significant percentages of their gas phase (isolated) strengths, and 
if these exceeded the pertinent threshold values, then ionic hydrogen bonding might well 
figure prominently in facilitating enzymatic rate enhancements.   
By definition, an environment in which a hydrogen bonded couple has no opportunity to 
form alternative hydrogen bonds would preserve its strength, viz., in vacuo (gas phase). In 
solution (liquids), however, where there may be many competing hydrogen bonding 
interactions, the strength per hydrogen bonded couple would be lowered. One can also 
envision a quasi-solid state regime of limited molecular mobility, lying between these 
extremes. There, both the opportunities for forming alternative hydrogen bonds (the degree 
of competition for forming them) and the corresponding strengths of their hydrogen bonds 
would be intermediate between those of gases and liquids. The envisioned relationship 
between hydrogen bond strength and the extent of competition in regard to these three 





Figure V.3:  Schematic representation of the relationship between hydrogen bond strengths 
and the degree of competition for forming hydrogen bonds in three different environments. 
 
Thus, it is plausible that some enzyme active site environments may correspond to this 
intermediate case, giving them the possibility of maintaining exceptionally strong 
hydrogen bonds. Even so, such strong hydrogen bonds would be only part of the story, 
since other factors, such as local geometry and protein strain, are also expected to play 
important roles. This work does not prove the validity of the LBHB hypothesis. However, 
through gas phase (in vacuo) measurements, it does provide upper limits to the possible 
strengths of several enzymatically-relevant hydrogen bond couples. It also suggests a 
framework for describing how some enzyme active sites might preserve a substantial 
portion of that strength for their use in catalysis. 
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The phenol-phenolate anionic complex was studied in vacuo by negative ion photoelectron 
spectroscopy using 193 nm photons and by density functional theory (DFT) computations 
at the ωB97XD/6-311+G(2d,p) level. We characterize the phenol-phenolate anionic 
complex as a proton-coupled phenolate pair, i.e., as a low-barrier hydrogen bond system. 
Since the phenol-phenolate anionic complex was studied in the gas phase, its measured 
hydrogen bond strength is its maximal ionic hydrogen bond strength. The D(PhO– ··· 
HOPh) interaction energy (26-30 kcal/mol), i.e., the hydrogen bond strength in the PhO– 
··· HOPh complex, is quite substantial. Block-localized wavefunction (BLW) 
computations reveal that hydrogen bonded phenol rings exhibit increased ring π-electron 
delocalization energies compared to the free phenol monomer. This additional stabilization 





Phenol and its chemical derivatives are important building blocks in biological systems. 
Phenol is the side-chain functional group in the amino acid, tyrosine. Deprotonated phenol, 
i.e., the phenolate anion, enjoys enhanced stabilization due to the delocalization of its 
excess charge onto the aromatic ring.1-5 For this reason, phenol exhibits slightly higher gas-
phase acidity than most alcohols.6-9 While the correlation between electronegativities and 
hydrogen bond strengths in OH/O- proton-coupled complexes has been studied 
theoretically,10-13 there have been no gas-phase experiments involving the phenol-
phenolate anions.  
The phenol-phenolate anionic complex can also be viewed as a likely example of an ionic, 
low-barrier hydrogen bond (LBHB). In a LBHB, a proton is shared between anions whose 
conjugate acids have matching or near matching pKa values. Some enzymologists postulate 
that the remarkable rate enhancements seen in enzyme catalysis are due in part to the 
formation of strong, short LBHBs.14-18 A 1H NMR study by Mildvan and coworkers19 
provided evidence for the existence of a LBHB between the phenolic proton of the Tyr-14 
side chain in the enzyme active site of Δ5-3-ketosteroid isomerase (KSI) and the dienolate 
reaction intermediate. The strength of that hydrogen bond was estimated to be at least 7.1 
kcal/mol (0.31 eV), whereas typical hydrogen bond strengths in proteins are somewhat 
smaller. In the gas phase (in vacuo), this value might be expected to be significantly larger, 
because competition among hydrogen bonding partners in condensed phase environments 
usually reduces hydrogen bond strengths compared to those in the gas phase, where there 
is no competition. We view the gas-phase, phenol-phenolate anionic complex as an 





V.2.2.1  Experimental 
Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. Photodetachment transitions occur between the ground state of a 
mass-selected negative ion and the ground and energetically accessible excited states of its 
neutral counterpart. This process is governed by the energy-conserving relationship hν = 
EBE + EKE, where hν is the photon energy, EBE is the electron binding energy, and EKE 
is the electron kinetic energy. Measuring electron kinetic energies and knowing the photon 
energy provides electron binding (photodetachment transition) energies. Because these are 
vertical transitions, their relative intensities are determined by the extent of 
Franck−Condon overlap between the anion and its corresponding neutral. Our apparatus 
consists of a laser photoemission anion source, a linear time-of-flight mass spectrometer 
for mass analysis and mass selection, a magnetic bottle electron energy analyzer, and an 
ArF excimer laser. The magnetic bottle has a resolution of ∼50 meV at an EKE of 1 eV. 
In these experiments, photoelectron spectra were recorded with 193 nm (6.42 eV) photons. 
The photoelectron spectra were calibrated against the well-known transitions of atomic 
Cu−. A description of our apparatus has been reported elsewhere.20 
To produce the phenolate and phenol−phenolate anions, phenol was placed in a small oven 
(∼25 °C) attached to the front of a pulsed (10 Hz) valve (General Valve Series 9), where 
helium (∼45 psia) was expanded over the sample in a high vacuum chamber (10−6 Torr). 
Just outside the orifice of the oven, low-energy electrons were produced by 




translating, rotating, copper rod (6.35 mm diameter). Negatively-charged anions were then 
pulse-extracted into the spectrometer prior to mass selection and photodetachment. 
 
V.2.2.2  Computational 
Geometry optimizations for the phenol, phenolate, and phenol−phenolate complex (both 
radical and anionic forms) as well as the electron affinity of phenolate, EA(PhO), the 
electron affinity of the phenol-phenolate complex, EA((PhO2)H), the dissociation energy 
of the neutral phenol-phenolate complex, D(PhO···HOPh), and the dissociation energy of 
the anionic phenol-phenolate complex dissociating into those two units, D(PhO–···HOPh), 
values were computed at ωB97XD21/6-311+G(2d,p)22 (all energies reported include zero-
point energy corrections). Minima structures were located and vibrational frequency 
analyses verified the nature of the stationary points. Basis set superposition error (BSSE) 
corrections to the hydrogen bonding interaction energies were computed using the 
counterpoise approach.23 All computations were performed in Gaussian 09.24 
Block-localized wavefunction (BLW)25 computations quantified the π-resonance energies 
(RE) of the free (monomer) and hydrogen bonded phenol, following the Pauling-Wheland 
resonance energy definition. The BLW-RE’s were computed by the total energy of the 
fully delocalized wavefunction (Ψdeloc) of the phenol ring considred minus that of a 
localized wavefunction (Ψloc), in which π-conjugation among the C=C π-bonds were 
artificially “turned off” (BLW-RE = Ψdeloc – Ψloc). Ψloc is computed by partitioning all of 
the electrons and basis functions of the molecule considered into four subspaces (“blocks”): 
three for each of the π-C=C units (each block includes two π-electrons, as well as the pz, 




(including the remaining electrons and basis functions); orbitals of the same subspaces are 
mutually orthogonal but orbitals of different subspaces overlap freely. Both Ψdeloc and Ψloc 
are self-consistently optimized. All vertical BLW-RE computations were performed at 
B3LYP/6-31G(d)//ωB97XD/6-311+G(2d,p).  
 
V.2.3. RESULTS AND ANALYSIS 
The photoelectron spectrum of the phenolate anion, PhO− is presented in Figure V.4(a). 
Three distinct bands are present. The ν′= 0 ← ν′′ = 0 (origin) transition resides under the 
lowest EBE band. Our photoelectron spectrum of the phenolate anion is in agreement with 
those reported previously.1-4 In extracting the electron affinity value from our 
photoelectron spectrum of the PhO− anion, we benefited from previous anion photoelectron 
studies of PhO−. Lineberger and co-workers1 determined the EA(PhO) value to be 2.2530 
± 0.0060 eV; Fielding and co-workers2 reported an EA(PhO) value of 2.15 ± 0.15 eV; 
Neumark and co-workers3 assigned an EA(PhO) value of 2.25380 ± 0.00080 eV; and Wang 
and co-workers4 determined EA(PhO) value to be 2.25317 ± 0.00037 eV. While our 
photoelectron spectrum of the PhO– anion was recorded at lower resolution, it is fully 
consistent with those previously recorded, allowing us to locate the EBE value of its origin 
transition on the spectral profile observed in this study. Our computational EA(PhO) value 
of 2.16 eV is also in good agreement with the previously reported experimental values, 








Figure V.4: Anion photoelectron spectra of (a) the phenolate anion and (b) the phenol-
phenolate anionic complex. All spectra were calibrated against the photoelectron spectrum 
of Cu–, the copper atomic anion.  
 
The photoelectron spectrum of the phenol−phenolate anionic complex, PhO−···HOPh, is 
presented in Figure V.4(b). It exhibits at least two broad features, with the onset of the first 
transition occurring at 3.0 eV. Although an electron affinity cannot be confidently assigned 
to the PhO−···HOPh anion spectrum, an empirical threshold value (ET), based on a linear 
extrapolation of the steepest rise on the low EBE side of the lowest EBE band in the 
spectrum, was determined to be 3.16 eV ± 0.15 eV. Our calculated EA((PhO)2H) value 
was 3.01 eV. This is consistent with our photoelectron spectrum of the PhO−···HOPh 




In our previous LBHB work26 we looked to the anion photoelectron studies of six hydrogen 
bihalide anions, HX2
-, where X denoted both homogeneous and heterogeneous 
combinations of the halogen atoms, Cl, Br, and I, as guides for interpreting our 
photoelectron spectra and for extracting hydrogen bond strengths, i.e., D(X- ···HX), 
directly from them. The simpler hydrogen bihalide anions are in many ways analogous to 
more chemically complicated proton-coupled LBHB systems. Neumark and co-
workers27,28 found the X···HX neutral complexes, resulting from photodetachment of HX2
-
, to be unbound. Our computations involving the phenol-phenolate system, however, found 
the PhO···HOPh neutral complex to be bound by 0.36 eV. Thus, the sought-after hydrogen 
bond strength of the PhO–/HOPh couple cannot be estimated solely from the photoelectron 
spectral data. 
The phenol-phenolate anion, hydrogen bond strength, D(PhO–···HOPh), can be determined 
by inputting the calculated and/or experimental values presented above into the following 
energetic relationship:         
D(PhO–···HOPh) = EA ((PhO)2H) + D(PhO···HOPh) – EA(PhO)  (1) 
Using only calculated values for the quantities on the right side of this equation yields a 
D(PhO–···HOPh) value of 1.21 eV (27.97 kcal/mol). This value is in excellent agreement 
with previous calculations performed at the composite CCSD(T) level with complete basis 
set (CBS) extrapolation (1.22 eV, 28.1 kcal/mol).10 Substituting only the experimentally 
very well-determined EA(PhO) value of 2.25 eV in Eqn. (1) implies a D(PhO–···HOPh) 
value of 1.12 eV (25.8 kcal/mol). Using the experimentally-determined values of both 
EA(PhO) and ET, along with the computationally-derived value for D(PhO···HOPh), 




D(PhO–···HOPh), i.e., the phenol-phenolate anion, ionic hydrogen bond strength, imply 




Figure V.5:  Schematic illustration of the energetic relationships between EA(PhO), 
EA((PhO)2H), D(PhO···HOPh), and D(PhO
–···HOPh) [all values include zero-point 




Table V.2: Computed EA(PhO), EA((PhO)2H), and D(PhO···HOPh) values
a at 
ωB97XD/6-311+G(2d,p) [all values include zero-point vibrational energy (ZPVE) and 
basis set superposition error (BSSE) corrections]. The implied D(PhO–···HOPh) value 
provides a direct estimate of the PhO–···HOPh hydrogen bonding strength. Experimental 
values are listed in parenthesis for comparison. 
 
EA(PhO) EA ((PhO)2H) D(PhO···HOPh) D(PhO
–···HOPh) 
2.16 3.01 0.36 1.21 
 (2.25)b (ET = 3.16) --  -- 
a All values are presented in units of electron volts (eV).  





Since hydrogen bonds are expected to be at their strongest in the gas phase, the estimated 
phenol-phenolate anion hydrogen bond strength (26-30 kcal/mol) we report here represents 
the maximum interaction strength of the PhO–/HOPh couple in other environments. In the 
enzyme catalyzed reaction by ketosteroid isomerase (KSI), the dienolate intermediate is 
thought by some to be stabilized by a strong, low-barrier hydrogen bond (LBHB) involving 
a tyrosine hydroxyl (Tyr14) side chain. The PhO–/HOPh hydrogen bond, i.e, PhO– ··· H+ 
··· –OPh, is a model for this interaction, and the interaction strength seen in this work 
suggests that it is a low barrier hydrogen bond.  
The phenol/phenolate anion’s hydrogen bond strength is ~60% of the hydrogen bond 
strength of HF2
– (2.0 eV), the strongest known hydrogen bond.26 This may seem surprising, 
since phenol is a very weak acid with a ~pKa value of 10 (in water). What is responsible 
for its unexpected proton donating ability, and how can phenol form such strong hydrogen 
bonds? The answer lies in the increased ring π-resonance of the hydrogen-bonded phenol. 
In the PhO–···HOPh complex, hydrogen bonds can polarize the π-electrons in the phenol 
ring, enhance its “phenolate-like” character (see Figure V.6, resonance structures on the 
right), and lead to increased π-electron delocalization. Note that increased π-conjugation 
does not necessarily reflect enhanced π-aromatic character. Upon hydrogen bonding, 
phenol exhibits increased net π-electron delocalization energy but reduced π-aromaticity, 
since the π-electrons are polarized towards the exocyclic C–O moiety (this reduces “cyclic” 
six π-electron character in the ring, see also resonance forms of the hydrogen bonded 
phenol in Figure V.6, right). The degree of π-resonance (RE) increase can be estimated 




V.6, left), the three π-bonds in phenol can be localized into three “blocks” (each 
corresponding to a localized π-molecular orbital with two π electrons); this disables π-
conjugation, and when compared to the energy of the fully π-electron delocalized 
wavefunction, provides a measure of the RE of phenol. Remarkably, the computed BLW-
RE for the hydrogen-bonded phenol (BLW-RE: 117.5 kcal/mol, in PhO–···HOPh) is +9.6 
kcal/mol greater than that of the free phenol monomer (BLW-RE: 107.9 kcal/mol). This 
“extra” stabilization is significant and may contribute to the stronger than expected PhO–
···HOPh hydrogen bond strength.  
 
 
Figure V.6:  (On the left) Computed vertical BLW-RE’s (in kcal/mol, at B3LYP/6-31G*) 
for the phenol monomer and hydrogen bonded phenol (in PhO–···HOPh). The dotted 
circles represent the three π-electron localized “blocks”; this BLW procedure disables π-
conjugation in the ring and evaluates the π-RE’s of phenol rings considered (see Methods).  
(On the right) Resonance structures of hydrogen bonded phenol rings all display enhanced 
“phenolate” character. 
 
The strength of the phenol-phenolate hydrogen bond is close to the previously measured 
gas-phase, intermolecular hydrogen bond strength of the proton-coupled pair imidazole-
imidazolide (0.9 eV).26 Imidazole is also a very weak acid with a ~pKa value of 14 (in 













Hydrogen bonded phenol exhibits 
enhanced "phenolate" character
BLW-RE = 117.51 kcal/mol




···HIm, was estimated from the difference between the ET[H(Im)2] and EA(Im). Given that 
the hydrogen bonding interaction, D(PhO···HOPh), in the neutral radical, Ph…HPh, was 
not negligible in the estimation of the PhO–/HOPh hydrogen bond strength, we calculated 
the hydrogen bonding interaction of neutral Im···HIm and found it to be 0.29 eV. Thus, 
our previously reported value of 0.9 eV may be a lower limit to the hydrogen bond strength 
of the Im–/HIm complex. A previous gas phase measurement of the dissociation energy of 
HIm2
– reported a value of 1.1 eV.29 Thus, a hydrogen bond strength that is slightly greater 
than 0.9 eV for the imidazole−imidazolide anionic complex would be reasonable and in 
good agreement with that measurement. In any case, the result of both the present work on 
PhO–/HOPh and the previous work on Im–/HIm is that the ionic hydrogen bond strengths 
of these enzymatically relevant models are very strong in the gas phase. If even a fraction 
of these hydrogen bond strengths were to be retained in enzyme active site environments, 
they might be able to facilitate enzymatic rate enhancements.  
 
V.2.5. CONCLUSION 
The hydrogen bonding in the phenol-phenolate anionic complex was studied 
experimentally using anion photoelectron spectroscopy and theoretically using density 
functional theory computations at the ωB97XD/6-311+G(2d,p) level. The computed and 
experimentally-derived phenol-phenolate anion hydrogen bond strengths agree and are 
rather considerable. The unexpectedly strong bonding in the PhO– ···HOPh complex may 
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Chapter VI: APPENDIX 
VI.1. Pulsed Instrument Building Improvements 
VI.1.1. NEW EXTRACTION CHAMBER 
In the previous pulsed source apparatus instrument setup (see Figure I.1), ions were both 
created and extracted in the same chamber. This arrangement limited the types of anionic 
species that could be produced. A new chamber was designed (by J&A) which houses a 
separate differrentially pumped “box” where the Wiley-McLaren type pulsed extraction 
region is located (Figure VI.1). It was also designed to have 3 axes intersect within a 1 mm 
point in the center of the extraction region, between the Wiley-McLaren plates. 
 
Figure VI.1: New extraction chamber with internal box showing alignment axes. 
This new extraction chamber was attached to the existing instrument in place of the source 
chamber while the source chamber was then rotated by 90 degrees and carefully coupled 
to the new chamber (Figure VI.2). Once the chambers were successfully joined, the new 
extraction chamber vacuum system, consisting of 2 sets of gate valves, liquid nitrogen 




until the vacuum system reached 2.3 x 10-7 Torr. The chamber was fabricated by the Kurt 
J. Lesker Company and all design plans can be found on the Bowen Fileserver in the PSA 
documents. Also, see Jacob Graham’s Thesis for more details. 
 
Figure VI.2: Schematic diagram of the pulsed photoelectron spectrometer with new 
extraction chamber. Dotted-line box highlights new extraction chamber. 
  
VI.1.2. ALKALI OVEN 
A major feature that was also incorporated during the design process of the new extraction 
chamber was making space beneath it for a smaller chamber to house an alkali oven source. 
The source is mounted on the bottom flange of the smaller chamber attached to Ch.1. The 
following concentric parts make up the source, starting from the center outward: a stainless 
steel oven (where the alkali metal is loaded), a ceramic threaded tube wrapped with 
tantalum wire which serves as the heater, a tantalum shield surrounding the heater to keep 
the temperature uniform around the heater and oven, and lastly, a water cooled jacket that 
helps to keep the alkali from condensing on the chamber walls to minimize clean up.  
Stainless Steel Oven – 304 SS Tube with 1.0” OD, 0.87” ID, 0.065” Wall (McMaster Carr). 
The oven was designed with a false bottom so it would sit on a disk holder, to minimize 




hydraulic press or forced on by hand (Figure IV.3). Over time, the metal oven will expand 
slightly, due to heat cycling, and the press fit for the cap and oven will have to be modified. 
The cap has a tapped 8-32 thread hole for a vented screw (~1 mm hole) and is the 
orifice/nozzle for the thermal expansion of alkali. Construction of the oven and cap were 
done by Consolidated Instruments (Michael Kratfel). (Figure VI. 4a) 
 
Figure VI.3: Schematic drawings of the alkali oven and cap. 
  a)            b) 
Figure VI.4: a) Alkali oven with cap. The shims pictured are placed between the oven and 
ceramic heater to keep the oven vertical (see ceramic heater section). The cap has another 
8-32 tapped hole off center if helium seeding is desired. b) Alkali oven flange with mounts. 




Ceramic Heater – A ceramic tube with OD 38 mm, ID 29 mm, Length 127 mm (Friatec, 
Part #: F281-11038-0127). The ceramic tube is wrapped with tantalum wire (0.020” 
diameter, ThermoShield) which sits in the threaded grooves on the tube (~6 Ω). The wire 
is secured at the top with self-made clamps from stainless steel shim (316 SS, 0.01” thick, 
McMaster Carr) and screws/nuts (Figure VI.5). The clamp at the bottom of the heater both 
secures the wire and serves as the holder for the oven (McMaster Carr P/N: 9633T28). Two 
through holes for 6-32 threaded rods were drilled 180° apart in the clamp. The threaded 
rods are then used to mount the heater to a platform which is mounted to the flange. The 
oven does not fit snuggly in the heater to allow room for heat expansion, thus, three shims 
are placed in between the oven and the heater to keep the oven straight in the source. 
  a)   b) 
Figure VI.5: a) Ceramic heater for the alkali oven, wrapped with tantalum wire. b) Picture 




Heat Shield – Tantalum (99.95%) foil 0.003” x 6.0” x 10.5” (ThermoShield). The tantalum 
is wrapped into a 3” diameter circle (spotted welded closed) and is 6” in height (Figure 
VI.6). Three tabs were made from stainless steel shim material and hole punched for a size 
6 screw. The tabs were then spot welded to the tantalum. The purpose of the heat shield is 
to help keep in the radiant heat and help maintain a uniform temperature for the alkali oven. 
 a)   b) 
Figure VI.6: a) Tantalum heat shield with tabs for mounting. b) Tantalum shield sitting 
on flange mount assembly. 
 
Water Jacket –Two stainless steel (SS 304) cylinders (5.00” and 3.50” OD, 1/8” thick, 7” 
Height) are welded together with 1/8” thick stainless steel (SS 304) sheet to create a closed 
cylinder between the 5” and 3” diameter space. Two 0.25” stainless steel (SS 304) tubes 
are welded 180° from each other on the bottom of the cylinder for inlet/outlet water outlets. 
The inlet tube was inserted ~1” away from the top of the cylinder while the outlet tube was 
welded to the bottom. Three mounting tabs are welded and spaced 120° on the bottom of 
the water jacket. A size 10 through hole in the tab allows for the water jacket to sit on 





Figure VI.7: Schematic of the water jacket on the alkali oven source. 
  a)    b) 




The main purpose of the jacket is to serve as a vehicle for alkali vapor to condense and 
minimize the alkali from condensing on the vacuum chamber walls. This helps minimize 
alkali clean up when the source has to be removed. Two additional elements are added to 
collect stray alkali vapor 1) a copper disk which sits on the water jacket and 2) a beam flag. 
The copper disk (~0.25” thick) has a 0.5” hole drilled through the center which is enough 
for the thermal effusive beam to pass through but still minimize alkali collecting on the 
gate valve between the alkali chamber and C 1 of the instrument. Three tabs made out of 
stainless steel are used to keep the plate for moving due to vibrations. The beam flag is 
made out of ~0.1” stainless steel and attached to a 0.25” rod which fits through an ultra-
torr connection welded on the source flange. A knob is attached to the end of the rod so the 
flag can easily be moved during the experiment. When the alkali oven in heating and not 
being used the flag is turned to cover the opening in the copper plate to, again, minimize 
the collection of alkali vapor on the gate valve (Figure VI.9). 
      a)  b) 
Figure VI.9: a) View looking down the alkali oven source with the oven, heater, shield, 
water jacket, and beam flag in place. b) View looking down alkali oven source with 




Feedthrough Flange – Two 4 pin feedthroughs made of copper, insulted by alumina 
ceramic, rated for 6kV and 27 Amps (CeramTec, P/N: 9216-08-W) are welded on the two 
outer 0.75” diameter holes show in Figure VI.10. The middle 0.75” diameter hole has one 
Type K thermocouple (TC) pair, Chromel/Alumel, (CeramTec, P/N: 8117-01-W) 
feedthrough welded in place, (Machining and welding by Consolidated Instruments, 
Michael Kratfel). Current is delivered to the ceramic heater through 2 of the pins where 
beryllium-copper push-ons are used to attach to the copper feeds. Additional feedthroughs 
were added for a future charge transfer experiment which would involve a biased filament, 
a lens and deflectors.  
 




























The three 10-32” threaded tapped holes are where the threaded rod support for the water 
jacket are attached. The two 0.38” holes which are 180° apart are where two ulta-torr 
connections are welded for the 0.25” inlet and outlet tubes of the water jacket to exit the 
chamber. The other 0.38” hole is for the 0.25” rod for the beam flag. The two 1/4-28” 
threaded tapped holes are for threaded rods which attach to the mounting plate which holds 
the oven, heater, and heat shield. 
Alkali Platform – Stainless steel (SS 304) plate for mounting the alkali oven, heater, and 
shield (Consolidated Instruments). The platform is attached to the bottom of the 
feedthrough flange using the three 0.20” through holes and threaded rods/nuts (Figure 




alkali oven (Figure VI.11 and Figure VI.4b). The false bottom of the welded alkali oven 
fits snuggly on the disk which is attached to the threaded rod. The disk has a small hole for 
the thermocouple, which is insulated by a ceramic tube. Material on the threaded rod has 
been removed to minimize heat sinking from the contact of the false bottom with the disk. 
The pair of 6-32” threaded through holes (inside the diameter of the 0.20” holes) is used to 
hold the bottom clamp of the alkali oven heater with threaded rods and nuts. The ceramic 
beaded wires on the heater, which attach to the feedthoughs, are placed in between the 
0.50” rectangular cut outs. The three 6-32” threaded through holes, in the same radius of 
the 0.20” holes but opposite by 180°, are used to hold the heat shield where threaded rods 
fit through the hole punched tabs, spot-welded to the tantalum, and are secured with nuts. 
An additional pair of 6-32” threaded through holes, in the same radius of the 0.20” holes 
but opposite by 180° the other pair of 6-32” threaded holes which support the heater, was 
made for a larger heater/clamp assembly for the future charge transfer experiment.  
 




VI.2. Rydberg Electron Transfer 
OVERVIEW 
The alkali oven source provides a method for gently producing anions through Rydberg 
electron transfer (RET). A beam of alkali atoms (potassium) are made in the alkali oven 
source below the internal box and pass through the Wiley-McLaren extraction plates. From 
the top and side of Ch.1, light from two dye lasers (frequency dependent based on the alkali 
metal), light from one laser in each direction, are used to pump and then excite potassium 
atoms to a desired Rydberg level. When the excited alkali atoms collide with a beam of 
neutral molecules from the source chamber (supersonic expansion from the pulsed valve), 
the outer Rydberg electron from the alkali atom is donated, creating molecular anions from 
the collisional charge transfer process. The resulting anions, produced in the center of the 
Wiley-McLaren extraction plates, are then pulsed down the time-of-flight tube and can be 
analyzed using photoelectron spectroscopy. Potassium was chosen because it is less 
flammable in air compared to the other alkali metals. Also, the frequencies necessary to 
excite potassium to the 2P3/2 state (766.7 nm) and then to the Rydberg level (between 453-
480 nm) are easy to achieve with lasers we have available; one Quanta Ray PDL-2 dye 
laser (using LDS 751) pumped by the 2nd harmonic of a Nd:YAG and one Quanta Ray 
PDL-2 dye laser (using Coumarin 460 or 480) pumped by the 3rd harmonic of a Nd:YAG. 
For more information about the laser set-up refer to Jacob Graham’s thesis (2015). 
VI.2.1. ALKALI OVEN SETTINGS 
Approximately 6 grams of potassium can fit in the alkali oven. Potassium lumps in mineral 
oil (98%, Sigma 244864-50G) are used, where the sides of the alkali exposed to the mineral 




fume hood. The potassium does not appear to oxide visibly in air and we have not observed 
any experimental issues preparing the sample in this manner. Based on previous alkali 
experiments in the literature, we desired a vapor pressure of ~10-2 Torr of potassium from 
the alkali source.1,2 After several heating versus intensity test experiments with SF6
- anion 
mass signal (made by RET), we determined the signal intensity starts to plateau after the 
oven reaches ~150 °C (5.5 mV TC reading). We also found that gradually heating (~1 hour) 
the source to the desired temperature is ideal. Otherwise, if the oven heats too quickly, 
there is potential for the ceramic heater to break. Also, we have found that heating in less 
than an hour causes the majority of the potassium to escape, clogging the nozzle, and 
depositing on the gate valve due to a phenomenon with alkali metal called “spritzing”.   
Reference 
1. Struve, W. S.; Krenos, J. R.; McFadden, D. L.; Herschbach, D. R. J. Chem. Phys. 1975, 
62, 404. 
2. Nalley, J. S.; Compton, R. N.; Schweinler, H. C.; Anderson, V. E. J. Chem. Phys. 1972, 
59, 4125. 
 
VI.2.2. RET EXPERIMENTS 
One advantage of RET is the ability to not only make valance bound anions but also dipole-
bound anions. Both theoretical and previous experimental studies (including by RET) have 
shown that a molecule, in a low-lying rotational state, with a dipole moment greater than 
≈ 2.5 D, can bind an excess electron. Many anions, including dipole-bound species, have 
been made by RET on the re-designed pulse apparatus, observed mass spectrally, and some 
have been analyzed by photoelectron spectroscopy. One nice experimental feature of RET 
is that since it is a gentile process, mass spectra are typically very clean, with only the peaks 
of the molecules of interest (assuming a clean system) since the photons used only excite 




VI.2.2.1 Sulfur Hexafluoride- 
Sulfur hexafluoride (SF6
-) is one of the easiest (valence bound) molecules to make by RET 
and is primarily used as a test system to insure everything is working properly. Typically, 
a gas mixture of 10% SF6 in Helium is made and about 30 psia backing pressure is placed 
behind the pulse valve (Parker, Series 9 General Valve, 0.79mm orifice). 
a)
b) 
Figure VI.12: a) Mass spectrum of SF6
- anion made by RET at one Rydberg level (top) 





-)n=1-3) are more difficult to make by RET and require higher pressure 
~120 psia and use of a smaller orifice pulse valve (0.10 mm). 
 
Figure VI.13: Mass spectrum of (SF6)n
- anion clusters made by RET. 
 
VI.2.2.2 Sulfur Dioxide- 
The valence bound anion of sulfur dioxide anion (SO2)
- and cluster anions of (SO2)
-
n=1-4 
were made by RET by expanding a gas mixture of ~10% SO2
-
 in Helium (~30 psia). 
 
 
Figure VI.14: Mass spectrum of SO2




VI.2.2.3 Nitric Oxide- 
The valence bound anion of nitric oxide anion (NO)- and cluster anions of (NO)-n=1-2 were 
made by RET by expanding a gas mixture of ~10% NO in Helium (~30 psia). 
 
 
Figure VI.15: Mass spectrum of NO- anion and clusters made by RET. 
 
VI.2.2.4 Ammonia Clusters- 
The valence bound anion of ammonia cluster anions of (NH3)
-
n=39-52 were made by RET by 
expanding a gas mixture of ~10% NH3 in Helium (~ 30 psia). 
 
Figure VI.16: Mass spectrum of NH4




VI.2.2.5 Oxalic Acid- 
 
The valence bound anion of oxalic acid (C2H2O4
-) molecule was made by RET by adding 
a small amount of solid sample, heating the pulse valve to ~60 °C and expanded with ~30 
psia of Helium. 
 
Figure VI.17: Mass spectrum of oxalic acid- anion made by RET. 
 
VI.2.2.6 Quinoline- 
The valence bound anion of quinoline (C9H7N
-) molecule was made by RET by adding a 
few drops in the pulse valve and backing with ~30 psia of Helium. 
 
Figure VI.18: Mass spectrum of quinoline- anion made by RET, either the sample or gas 





The valence bound anion of nitrobenzene (C6H5NO2
-) molecule was made by RET by 
adding a few drops in the pulse valve and backing with ~30 psia of Helium. 
 
 
Figure VI.19: Mass spectrum of nitrobenzene- anion and clusters made by RET, either 




The valence bound anion of benzaldehyde (C7H6O
-) molecule was made by RET by 
adding a few drops in the pulse valve and backing with ~30 psia of helium. 
 
a) b) 
Figure VI.20: a) Mass spectrum of benzaldehyde- anion made by RET, either the sample 
or gas line was contaminated with water. b) PES of benzaldehyde- anion using magnetic 




VI.2.2.9 Water Clusters- 
Water (H2O
-) is the easiest cluster anion system to make. A few drops of water are added 
to the pulse valve (0.79 mm) and backed with ~5-30psia of helium. At best, the intensity 
of the strongest water cluster made by RET (levels 19d – 24d) is only about 1/3 as intense 
as the strongest water cluster made by laser/photoemission. 
a) b) 
Figure VI.21: Mass spectrum of (H2O)n
- anion clusters made by RET and b) PES of 
(H2O)17
- anion using magnetic bottle. 
 
Water dimer is a dipole bound anion formed over the potassium Rydberg levels 11d-15d. 
 a) b) 
Figure VI.22: a) Mass spectrum of (H2O)2
- anion made by RET and b) PES of (H2O)2
- 





The dipole bound anion of the nucleobase molecule thymine (C5H6N2O2
-) was made by 
RET by adding a small amount of solid sample, heating the pulse valve to ~100 °C and 
expanded with ~30 psia of Helium. 
a) b) 
Figure VI.23: a) Mass spectrum of thymine- dipole bound anion made by RET and b) 












VI.3. Acetonitrile Anion (CH3CN-) made by RET 
VI.3.1. EXPERIMENTAL 
Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. This technique is governed by the energy-conserving 
relationship, hν = EBE + EKE, where hν, EBE, and EKE are the photon energy, electron 
binding (transition) energy, and the electron kinetic energy, respectively. Electron kinetic 
energy is measured using a velocity-map imaging (VMI)1,2 spectrometer. There, mass-
gated anions are crossed with 1064 nm, linearly polarized photons in an electric field, so 
that resultant photodetached electrons are accelerated along the axis of the ion beam 
towards a position sensitive detector (75 mm diameter dual microchannel plate detector 
with a phosphor screen coupled to a CCD camera). The sum of ~50,000 electrons form a 
2D image which is then reconstructed into a slice of the 3D distribution via the BASEX3 
method. Photoelectron spectra were calibrated against the well-known photoelectron 
spectrum of NO-.4 
Acetonitrile- anions were created via Rydberg electron transfer where a beam of state 
selected potassium Rydberg atoms (K**) are perpendicularly crossed with a pulsed 
supersonic beam of neutral acetronitrile molecules seeded in helium (~15 psia) using a 
pulsed (10 Hz) valve (General Valve Series 9). The thermal beam of potassium atoms 
(~150 °C) were excited to a principle quantum number, n, using a two photon, two color 
excitation process.  Two tunable pulsed (10 Hz) dye lasers, each separately pumped by a 
Nd:YAG laser, were used. One dye laser was set to the wavelength of the 4p 2P3/2 transition 




depending on the desired Rydberg level (14d, 467.92 nm).  The resulting acetonitrile- 
anions were then extracted into a time-of-flight mass spectrometer, mass-selected using a 
mass gate, and photodetached with first harmonic photons from a Nd:YAG laser and 
energy analyzed as described above. 
 
VI.3.2. RESULTS 
A mass spectrum indicating acetonitrile- anions (m/z = 41) were made in the RET 
experiment is presented in Figure VI.24. The acetonitrile anion mass signal was also 
collected as a function of Rydberg level (Figure VI.25). 
 






Figure VI.25: Acetonitrile anion signal as a function of Rydberg level. 
 
The anion photoelectron spectrum (PES) of acetonitrile anion measured using 1064 nm 
(1.165 eV) photons is shown in Figure VI.26. In the PES only one transition is observed 
which is centered at EBE = 6 meV. This single sharp transition is a spectroscopic signature 













Figure VI.26: Photoelectron spectrum of acetonitrile- anion (CH3CN)
- measured with 
1.165 eV photons. 
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VI.4. Dimethyl sulfoxide (DMSO) Anion ((CH3)2SO)- made by RET 
VI.4.1. EXPERIMENTAL 
Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. This technique is governed by the energy-conserving 
relationship, hν = EBE + EKE, where hν, EBE, and EKE are the photon energy, electron 
binding (transition) energy, and the electron kinetic energy, respectively. Electron kinetic 
energy is measured using a velocity-map imaging (VMI)1,2 spectrometer. There, mass-
gated anions are crossed with 1064 nm, linearly polarized photons in an electric field, so 
that resultant photodetached electrons are accelerated along the axis of the ion beam 
towards a position sensitive detector (75 mm diameter dual microchannel plate detector 
with a phosphor screen coupled to a CCD camera). The sum of ~50,000 electrons form a 
2D image which is then reconstructed into a slice of the 3D distribution via the BASEX3 
method. Photoelectron spectra were calibrated against the well-known photoelectron 
spectrum of NO-.4 
Dimethyl sulfoxide- (DMSO) anions were created via Rydberg electron transfer where a 
beam of state selected potassium Rydberg atoms (K**) are perpendicularly crossed with a 
pulsed supersonic beam of neutral DMSO molecules seeded in helium (~5 psia) using a 
pulsed (10 Hz) valve (General Valve Series 9). The thermal beam of potassium atoms 
(~150 °C) were excited to a principle quantum number, n, using a two photon, two color 
excitation process.  Two tunable pulsed (10 Hz) dye lasers, each separately pumped by a 
Nd:YAG laser, were used. One dye laser was set to the wavelength of the 4p 2P3/2 transition 




depending on the desired Rydberg level (15d, 466.16 nm).  The resulting DMSO- anions 
were then extracted into a time-of-flight mass spectrometer, mass-selected using a mass 
gate, and photodetached with first harmonic photons from a Nd:YAG laser and energy 
analyzed as described above. 
 
VI.4.2. RESULTS 
The mass spectrum from the RET experiment is presented in Figure VI.27 and shows the 
formation of the dipole bound dimethyl sulfoxide- (DMSO) anion. A small amount of water 
contaminate was in the system where DMSO(H2O)n
- anions and pure (H2O)n
- anion clusters 
are observed. It is also interesting to point out that the dipole bound anion, (H2O)2
- is also 
observed in the mass spectrum. 
 
Figure VI.27: Mass spectrum showing dimethyl sulfoxide- (DMSO)- anions, with water 




The anion photoelectron spectrum (PES) of DMSO anion measured using 1064 nm (1.165 
eV) photons is shown in Figure VI.28. In the PES only one transition is observed which is 
centered at EBE = 6 meV. This single sharp transition is a spectroscopic signature for a 
dipole bound anion. 
 
Figure VI.28: Photoelectron spectrum of dimethyl sulfoxide- anion (CH3)2SO
- measured 
with 1.165 eV photons. 
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VI.5. Ionic Liquid: Methyl-Imidazolium Formate Anion PES 
 
VI.5.1. EXPERIMENTAL 
Anion photoelectron spectroscopy is conducted by crossing a mass-selected beam of 
negative ions with a fixed-frequency photon beam and energy-analyzing the resultant 
photodetached electrons. Photodetachment transitions occur between the ground state of a 
mass-selected negative ion and the ground and energetically accessible excited states of its 
neutral counterpart. This process is governed by the energy-conserving relationship hν = 
EBE + EKE, where hν is the photon energy, EBE is the electron binding energy, and EKE 
is the electron kinetic energy. Measuring electron kinetic energies and knowing the photon 
energy provide electron binding (photodetachment transition) energies. Because these are 
vertical transitions, their relative intensities are determined by the extent of 
Franck−Condon overlap between the anion and its corresponding neutral. Our apparatus 
consists of a laser photoemission/oven anion source, a linear time-of-flight mass 
spectrometer for mass analysis and mass selection, a momentum decelerator, a magnetic 
bottle electron energy analyzer, and an Nd:YAG laser. The magnetic bottle has a resolution 
of ∼50 meV at an EKE of 1 eV. In these experiments, photoelectron spectra (PES) were 
recorded with 355 nm (3.49 eV) photons. The photoelectron spectra were calibrated against 
the well-known transitions of atomic Cu−.1 
To create 1-methyl imidazolium formate, a few drops of each (clear) liquid, 1-methyl 




times by hand. A visible reaction occurred resulting in a viscous clear jelly. The combined 
product, presumably, methyl imidazolium formate was pipetted onto a silver (Ag) rod 
(0.25” diameter) and let dry (~5 mins). Laser abaltion/photoemission, using 532 nm (2.33 
eV) photons, i.e., 2nd harmonic of a Nd:YAG laser, of the Ag rod with the sample, in the 
presence of a helium expansion (∼60 psia) through the nozzle orifice (0.79 mm diameter) 
of a pulsed (10 Hz) valve (General Valve Series 9) in a high vacuum chamber (10−6 Torr), 
produced the 1-methyl imidazolium formate anions. 
 
VI.5.2. RESULTS 
The anion mass spectrum from the 1-methyl imidazolium fomate experiment is shown in 
Figure VI.29. A mass at 128 m/z is indicative of the 1-methyl imidazolium fomate anion, 
however, the spectrum contains many peaks. 
 





The anion photoelectron spectrum (PES) of the mass at 128, presumably methyl 
imidaozlium formate anion, measured using 355 nm (3.49 eV) photons is shown in Figure 
VI.30. The onset of the spectrum begins at ~0.7 eV and the vertical detachment energy 
(VDE) appears to be 2.2 eV. 
 
 














Geometries and energies of the 1-methylimidazole-formic acid cluster were determined 
with the unrestricted B3LYP functional with a 6-311+G(d,p) basis set. Optimized neutral 
and anion structures are shown in Figure VI.31. The anion structure shows proton transfer, 
however, a zero-point corrected electron affinity was determined to be -0.11 eV. 
 
Figure VI.31: Neutral and anion geometries of the 1-methyl imidazole formic acid anion 
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o Synthesized cyclohexylphospho-l-serine, an analog of the phospholipid 
phosphatidylserine   
 Independently designed an experiment to measure the binding affinity between the phospholipid 
analog & calcium and developed a mathematical model to determine the reaction rate  
 
Chemical/Analytical Skills: Isothermal titration calorimetry (ITC), NMR (1H, 31P), high pressure reactions, 












Graduate Student Mentor–of high school senior, in Bowen laboratory                August 2010 – May 2011 
 Coached student to develop competencies in planning, organizing and executing a science fair 





Johns Hopkins University                                                                                        August 2009 - May 2011 
Introductory Chemistry Teaching Assistant & Physical Chemistry Laboratory Assistant 
 Explained core concepts to 50 undergraduate students and motivated them to practice good study 
habits 
 Guided 25 students to develop their laboratory skills to their full potential while facilitating safe     
               practices 
 
The College of Wooster           August 2005 - May 2008                                                                                                    
First-Year Seminar in Critical Inquiry Teaching Assistant, IntroductoryChemistry Laboratory Assistant 
 Created an inclusive environment for 15 undergraduates focusing on critical thinking discussions 
and career development ideas while embracing the values of diversity 
 Supervised 30 students each semester in learning chemistry laboratory techniques and evaluated 






 XXIII International Materials Research Congress, Cancun, Mexico August 2014: “Photoelectron 
Spectroscopy of Molecular Anions” 
 
Posters 
 XVII Symposium on Atomic, Cluster & Surface Physics (SASP), University of Obergurgl, Austria 
January 2010: “Electron-Induced Proton Transfer in Acid-Base Reactions: Anion Photoelectron 
Spectroscopic Studies” 
 2009 National American Society of Biochemistry and Molecular Biology (ASBMB) Meeting, New 
Orleans, LA, April 2009: “Determining the Binding Affinity Between Calcium and the Phospholipid Analog, 
CyclohexylPhospho-L-Serine” 
 233rdNational American Chemical Society (ACS) Meeting, Chicago, IL March 2007: “Synthesis of 
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