Abstract. We present an eigensystem multiscale analysis for proving localization (pure point spectrum with exponentially decaying eigenfunctions, dynamical localization) for the Anderson model in an energy interval. In particular, it yields localization for the Anderson model in a nonempty interval at the bottom of the spectrum. This eigensystem multiscale analysis in an energy interval treats all energies of the finite volume operator at the same time, establishing level spacing and localization of eigenfunctions with eigenvalues in the energy interval in a fixed box with high probability. In contrast to the usual strategy, we do not study finite volume Green's functions. Instead, we perform a multiscale analysis based on finite volume eigensystems (eigenvalues and eigenfunctions). In any given scale we only have decay for eigenfunctions with eigenvalues in the energy interval, and no information about the other eigenfunctions. For this reason, going to a larger scale requires new arguments that were not necessary in our previous eigensystem multiscale analysis for the Anderson model at high disorder, where in a given scale we have decay for all eigenfunctions.
Introduction
We present an eigensystem multiscale analysis for proving localization (pure point spectrum with exponentially decaying eigenfunctions, dynamical localization) for the Anderson model in an energy interval. In particular, it yields localization for the Anderson model in a nonempty interval at the bottom of the spectrum.
The well known methods developed for proving localization for random Schrödinger operators, the multiscale analysis [FroS, FroMSS, Dr, DrK, S, CoH, FK2, GK1, Kl, BoK, GK4] and the fractional moment method [AM, A, ASFH, AENSS, AiW] , are based on the study of finite volume Green's functions. Multiscale analyses based on Green's functions are performed either at a fixed energy in a single box, or for all energies but with two boxes with an 'either or' statement for each energy.
In [EK] we provided an implementation of a multiscale analysis for the Anderson model at high disorder based on finite volume eigensystems (eigenvalues and eigenfunctions). In contrast to the usual strategy, we did not study finite volume Green's functions. Information about eigensystems at a given scale was used to derive information about eigensystems at larger scales. This eigensystem multiscale analysis treats all energies of the finite volume operator at the same time, giving a complete picture in a fixed box. For this reason it does not use a Wegner estimate as in a Green's functions multiscale analysis, it uses instead a probability estimate for level spacing derived by Klein and Molchanov from Minami's estimate [KlM, Lemma 2] . This eigensystem multiscale analysis for the Anderson model at high disorder has been enhanced in [KlT] by a bootstrap argument as in [GK1, Kl] .
The motivation for developing an alternative approach to localization is related to a new focus among the mathematical physics community in disordered systems with an infinite number of particles, for which Green's function methods break down. The direct study of the structure of eigenfunctions for such systems has been advocated by Imbrie [I1, I2] in a context of both single and many-body localization.
The Green's function methods allow for proving localization in energy intervals, and hence localization has also been proved at fixed disorder in an interval at the edge of the spectrum (or, more generally, in the vicinity of a spectral gap), and for a fixed interval of energies at the bottom of the spectrum for sufficiently high disorder. (See, for example, [HM, KSS, FK1, ASFH, GK2, K, GK4, AiW] .) These methods do not differentiate between energy intervals and the whole spectrum; they can be used whenever the initial step can be established.
The results in [EK] yield localization for the Anderson model in the whole spectrum, which in practice requires high disorder. This eigensystem multiscale analysis treats all energies of the finite volume operator at the same time, at a given scale we have decay for all eigenfunctions, and the induction step uses information about all eigenvalues and eigenfunctions. The method does not have a straightforward extension for proving localization in an energy interval, since at any give scale we would only have information (decay) about eigenfunctions corresponding to eigenvalues in the given interval. For this reason, when performing an eigenfunction multiscale analysis in an energy interval, going to a larger scale requires new arguments that were not necessary in our previous eigensystem multiscale analysis for the Anderson model at high disorder, where in a given scale we have decay for all eigenfunctions.
In this paper we develop a version of the eigensystem multiscale analysis tailored to the establishment of localization for the Anderson model in an energy interval. This version yields localization at fixed disorder on an interval at the edge of the spectrum (or in the vicinity of a spectral gap), and at a fixed interval at the bottom of the spectrum for sufficiently high disorder.
The Anderson model is a random Schrödinger operator H ω on ℓ 2 (Z d ) (see Definition 1.5). Multiscale analyses prove statements about finite volume operators H ω,Λ , the restrictions of H ω to finite boxes Λ. The eigensystem multiscale analysis developed in this article establishes eigensystem localization in a bounded energy interval with good probability at large scales, as we will now explain.
An eigensystem {(ϕ j , λ j )} j∈J for H ω,Λ consists of eigenpairs (ϕ j , λ j ), where λ j is an eigenvalue for H ω,Λ and ϕ j is a corresponding normalized eigenfunction, such that {ϕ j } j∈J is an orthonormal basis for the finite dimensional Hilbert space ℓ 2 (Λ). If all eigenvalues of H ω,Λ are simple, we can rewrite the eigensystem as {(ϕ λ , λ)} λ∈σ(Hω,Λ) . We define eigensystem localization in a bounded energy interval I in the following way. We fix appropriate exponents β, τ ∈ (0, 1) (see (1.1)), take m > 0, and say that a box Λ of side L is (m, I)-localizing for H ω (see Definition 1.3) if Λ is level spacing (i.e., the eigenvalues of H ω,Λ are simple and separated by at least e −L β ), and eigenfunctions corresponding to eigenvalues in the interval I decay exponentially as follows: if λ ∈ σ(H ω,Λ ) ∩ I, then there exists x λ ∈ Λ such that the corresponding eigenfunction ϕ λ satisfies |ϕ λ (y)| ≤ e −mhI (λ) y−x λ for all y ∈ Λ with
where h I (defined in (1.12)) is a concave function on I, taking the value one at the center of the interval and the value zero at the endpoints. The modulation of the decay of the eigenfunctions by the function h I is a new feature of our method. Our multiscale analysis shows that eigenfunction localization in an energy interval with good probability at some large enough scale implies eigenfunction localization with good (scale dependent and improving as the scale grows) probability for all sufficiently large scales, in a slightly smaller energy interval. The key step shows that localization at a large scale ℓ yields localization at a much larger scale L. The proof proceeds by covering a box Λ L of side L by boxes of side ℓ, which are mostly (m, I)-localizing, and showing this implies that Λ L is (m ′ , I ′ )-localizing. There are always some losses, m ′ < m and I ′ I, but this losses are controllable, and continuing this procedure we converge to some rate of decay m ∞ > 0 and interval I ∞ = ∅.
The eigensystem multiscale analysis in an energy interval I requires a new ingredient, absent in the treatment of the system at high disorder given in [EK] , where I = R and h I = 1. In broad terms, the reason is that our energy interval multiscale scheme only carries information about eigenfunctions with eigenvalues in the interval I, and contains no information whatsoever concerning eigenfunctions with eigenvalues that lie outside the interval I. Given boxes Λ ℓ ⊂ Λ L , with ℓ ≪ L, a crucial step in our analysis shows that if (ψ, λ) is an eigenpair for H ω,ΛL , with λ ∈ I not too close to the eigenvalues of H ω,Λ ℓ corresponding to eigenfunctions localized deep inside Λ ℓ , and the box Λ ℓ is (m, I)-localizing for H ω , then ψ is exponentially small deep inside Λ ℓ (see Lemma 3.4(ii) ). This is proven by expanding the values of ψ in Λ ℓ in terms of the (m, I)-localizing eigensystem {(ϕ ν , ν)} ν∈σ(Hω,Λ ℓ ) for H ω,Λ ℓ . The difficulty is that we only have decay for the eigenfunctions ϕ ν with ν ∈ I; we know nothing about ϕ ν if ν / ∈ I. We overcame this difficulty by showing that the decay of the term containing the latter eigenfunctions comes from the distance from the eigenvalue λ to the complement of the interval I, using Lemmas 3.2 and 3.3. As a result, it is natural to expect that the decay rate for the localization of eigenfunctions goes to zero as the eigenvalues approach the edges of the interval I. The introduction of the modulating function h I in the decay models this phenomenon.
The same difficulty appears if, given an (m, I)-localizing box Λ for H ω , we try to recover the decay of the Green's function at an energy λ ∈ I not too close to the eigenvalues of H ω,Λ . The simplest approach is to decompose the Green's function in terms of an (m, I)-localizing eigensystem {(ϕ ν , ν)} ν∈σ(Hω,Λ) for H ω,Λ :
The sum over the eigenvalues inside the interval I can be estimated using the decay of the corresponding eigenfunctions, but we have a problem estimating the sum over eigenvalues outside I since we have no information concerning the spatial decay properties of the corresponding eigenfunctions. To overcome this difficulty, we use a more delicate argument (see Lemma 6.4) that decomposes the Green's function into a sum of two analytic functions of H ω,Λ with appropriate decay properties (see Lemmas 3.2 and 3.3 for details), obtaining the desired decay of the Green function:
Readers familiar with the Green's function multiscale analysis may notice that the modulation by the function h I is not required there. This has to do with the fact the Green's function approach essentially considers each energy value separately, while the eigensystem approach treats the whole energy interval simultaneously. A Green's function multiscale analysis is performed at a fixed energy; the modulation of the decay may appear in the starting condition, but not in the multiscale analysis proper. (The starting condition near an spectral edge is usually obtained from the Combes-Thomas estimate, which modulates the decay rate by the distance to the spectral edge.)
A version of our main result, Theorem 1.6, can be stated as follows. (The exponents ζ, ξ ∈ (0, 1) and γ > 1 are as in (
Theorem (Eigensystem multiscale analysis). Let H ω be an Anderson model. Let
The theorem yields all the usual forms of Anderson localization on the interval I ∞ . In particular we obtain the following version of Corollary 1.8.
Corollary (Localization in an energy interval). Suppose the theorem holds for an Anderson model H ω . Then the following holds with probability one: (i) H ω has pure point spectrum in the interval I ∞ .
(ii) If ψ λ is a normalized eigenfunction of H ω with eigenvalue λ ∈ I ∞ , then ψ λ is exponentially localized with rate of decay
In particular, our results prove localization at the bottom of the spectrum. Let H ω be an Anderson model, and let E 0 be the bottom of the almost sure spectrum of H ω . We consider intervals at the bottom of the spectrum, more precisely, intervals of the form
The following is a version of Theorem 2.2.
Theorem (Localization at the bottom of the spectrum). Let H ω be an Anderson model, and fix 0 < ξ < ζ <
In particular, the conclusions of the Corollary hold in the interval J ζ,∞ .
We also establish localization in a fixed interval at the bottom of the the spectrum, for sufficiently large disorder (Theorem 2.3).
Our main results and definitions are stated in Section 1. Theorem 1.6 is our main result, which we prove in Section 4. Theorem 1.7, derived from Theorem 1.6, encapsulates localization in an energy interval for the Anderson model and yields Corollary 1.8, which contains typical statements of Anderson localization and dynamical localization in an energy interval. Theorem 1.7 and Corollary 1.8 are proven in Section 5. In Section 2 we show how to fulfill the starting condition for Theorem 1.6 and establish localization in an interval at the bottom of the spectrum, for fixed disorder (Theorem 2.2) and in a fixed interval for sufficiently large disorder (Theorem 2.3). Section 3 contains notations, definitions and lemmas required for the proof of the eigensystem multiscale analysis given in Section 4. The connection with the Green's functions multiscale analysis is established in Section 6.
Main results
In this article we will use many positive exponents, which will be required to satisfy certain relations. We consider ξ, ζ, β, τ ∈ (0, 1) and γ > 1 such that 0 < ξ < ζ < β < 1 γ < 1 < γ < ζ ξ and max γβ, 1) and note that
We also take
We also consider κ ∈ (0, 1) and κ ′ ∈ [0, 1) such that
(1.5)
We set 6) and choose
We consider these exponents fixed and do not make explicit the dependence of constants on them. We write χ A for the characteristic function of the set A. By a constant we always mean a finite constant. We will use C a,b,... , C Given a scale L ≥ 1, we sets
H we will always denote a discrete Schrödinger operator, that is, an operator
, where where ∆ is the (centered) discrete Laplacian: 8) and V is a bounded potential. Given Φ ⊂ Θ ⊂ Z d , we consider ℓ 2 (Φ) ⊂ ℓ 2 (Θ) by extending functions on Φ to functions on Θ that are identically 0 on Θ \ Φ. If Θ ⊂ Z d and ϕ ∈ ℓ 2 (Θ), we let ϕ = ϕ 2 and ϕ ∞ = max y∈Θ |ϕ(y)|. Given Θ ⊂ Z d , we let H Θ be the restriction of χ Θ Hχ Θ to ℓ 2 (Θ). We call (ϕ, λ) an eigenpair for H Θ if ϕ ∈ ℓ 2 (Θ) with ϕ = 1, λ ∈ R, and H Θ ϕ = λϕ. (In other words, λ is an eigenvalue for H Θ and ϕ is a corresponding normalized eigenfunction.) A collection {(ϕ j , λ j )} j∈J of eigenpairs for H Θ will be called an eigensystem for H Θ if {ϕ j } j∈J is an orthonormal basis for ℓ 2 (Θ). If all eigenvalues of H Θ are simple, we can rewrite the eigensystem as {(ψ λ , λ)} λ∈σ(HΘ) .
Given Θ ⊂ Z d , a function ψ : Θ → C is called a generalized eigenfunction for H Θ with generalized eigenvalue λ ∈ R if ψ is not identically zero and (H Θ − λ)ϕ, ψ = 0 for all ϕ ∈ ℓ 2 (Θ) with finite support.
(1.9)
In this case we call (ψ, λ) a generalized eigenpair for H Θ . (Eigenfunctions are generalized eigenfunctions, but we do not require generalized eigenfunctions to be in ℓ 2 (Θ).) For convenience we consider boxes in
By a box Λ L we will mean a box Λ L (x) for some x ∈ R d . It is easy to see that for all L ≥ 2 and
and R = L, we will simply say that Λ L is level spacing for H.
Note that m = 0 is allowed in Definition 1.2.
, where E ∈ R and 0 < B ≤ A, be bounded open intervals with the same center, and let m > 0. A box Λ L will be called (m, J, I)-localizing for H if the following holds:
, where the modulating function h I is defined by
Remark 1.4. In [EK] we had I = R and h R = 1, and called a box Λ L m-localizing if it was level spacing for H and for all ν ∈ σ(H ΛL ) there is x ν ∈ Λ L such that ϕ ν is (x ν , m)-localized.
Given an interval I = (E − A, E + A) and scales ℓ, L > 1, we use the notation
We write
, note that I ℓ ℓ = I, and observe that
(1.14)
Definition 1.5. The Anderson model is the random discrete Schrödinger operator
where V ω is a random potential: V ω (x) = ω x for x ∈ Z d , where ω = {ω x } x∈Z d is a family of independent identically distributed randoms variables, whose common probability distribution µ is non-degenerate with bounded support. We assume µ is Hölder continuous of order α ∈ ( 1 2 , 1]:
where K is a constant and S µ (t) := sup a∈R µ {[a, a + t]} is the concentration function of the measure µ.
It follows from ergodicity (e.g., [K, Theorem 3.9 
(1.18) 20) where, with ̺ as in (1.6),
Theorem 1.6 yields all the usual forms of localization on the interval I ∞ . To state these results, we fix ν > d 2 , and for a ∈ Z d we let T a be the operator on
given by multiplication by the function T a (x) := x − a ν , where 
We let V(λ) denote the collection of ν-generalized eigenfunctions for H with generalized eigenvalue λ ∈ R. Given λ ∈ R and a, b ∈ Z d , we set
It is easy to see that for all a, b, c ∈ Z d we have
(1.23) Theorem 1.7. Suppose the conclusions of Theorem 1.6 hold for an Anderson model H ω , and let
exists an event Y L,a with the following properties:
(i) Y L,a depends only on the random variables {ω x } x∈Λ5L(a) , and
In particular, for all ω ∈ Y L,a and λ ∈ I we have
(1.27) Theorem 1.7 implies Anderson localization and dynamical localization, and more, as shown in [GK3, GK4, EK] . In particular, we get the following corollary.
Corollary 1.8. Suppose the conclusions of Theorem 1.6 hold for an Anderson model H ω , and let I = I ∞ , m = m ∞ . Then the following holds with probability one:
(i) H ω has pure point spectrum in the interval I.
(ii) If ψ λ is an eigenfunction of H ω with eigenvalue λ ∈ I, then ψ λ is exponentially localized with rate of decay 7 132 mh I (λ), more precisely,
In Corollary 1.8, (i) and (ii) are statements of Anderson localization, (iii) and (iv) are statements of dynamical localization ((iv) is called SUDEC (summable uniform decay of eigenfunction correlations) in [GK3] ), and (v) is SULE (semi-uniformly localized eigenfunctions; see [DJLS1, DJLS2] ).
We can also derive statements of localization in expectation, as in [GK3, GK4] .
Localization at the bottom of the spectrum
We now discuss how to obtain the initial step for the eigensystem multiscale analysis at the bottom of the spectrum and prove localization. Let H ω be an Anderson model, and set E 0 = inf Σ (see (1.17)), the bottom of the almost sure spectrum of H ω . We will consider intervals at the bottom of the spectrum, more precisely, intervals of the form
Proposition 2.1. Let H ω be an Anderson model, and set E 0 = inf Σ. There exists a constant C d,µ > 0 such that, given ζ ∈ (0, 1), for sufficiently large L we have
The estimate (2.1) follows from a Lifshitz tails estimate. It can be derived from [K, Proof of Theorem 11.4] . Although the boxes in [K] are all centered at points in Z d , the arguments, including the crucial [K, Lemma 6 .4], can be extended to boxes centered at points in R d . Note that (2.2) follows trivially from (2.1). Since the probability distribution µ is a continuous measure (see (1.16)), it follows from (1.17) that J ζ (L) ⊂ Σ for all sufficiently large L.
We will now combine Proposition 2.1 with Theorem 1.6, taking
To satisfy (1.5) we require 2ζ d < τ − γβ, and then choose 0 < κ < τ − γβ − κ ′ . Since for a fixed ζ we can take τ and γ close to 1 and β close to ζ, respecting (1.1), we find we can choose the parameters in (1.1) as long as
We obtain the following theorem.
Theorem 2.2. Let H ω be an Anderson model, and fix
where
In particular, the conclusions of Theorem 1.7 and Corollary 1.8 hold in the interval J ζ,∞ .
Fixed interval.
We may also use disorder to start the eigensystem multiscale analysis in a fixed interval at the bottom of the the spectrum. To do so we introduce a disorder parameter g > 0, and set H g,ω = −∆ + gV ω . We assume {0} ∈ supp µ ⊂ [0, ∞), so it follows from (1.17) that E 0 = −2d. Then, given B > 0 and ζ ∈ (0, 1),
It follows that, given ζ ∈ (0, 1), for g ≥ g ζ (L) and all m > 0 we have
Combining with Theorem 1.6 we obtain the following theorem.
Theorem 2.3. Let H g,ω be an Anderson model with disorder as above, and choose exponents as in
(2.9)
In particular, the conclusions of Theorem 1.7 and Corollary 1.8 hold in the interval
Preamble to the eigensystem multiscale analysis
In the sections we introduce notation and prove lemmas that play an important role in the eigensystem multiscale analysis. H will always denote a discrete Schrödinger operator
We set the boundary, exterior boundary, and interior boundary of Φ relative to Θ, respectively, by
3.2. Lemmas for energy intervals.
Lemma 3.1. Given t > 0 and λ ∈ R, let F t,λ (z) be the entire function given by
In particular, if λ ∈ I = (E − A, E + A), where A > 0 and E ∈ R, and
it follows that for all x, y ∈ Φ, x = y, we have
Proof. Given t > 0 and λ ∈ R, the function F t,λ (z) defined in (3.6) is clearly an entire function. Moreover, given η > 0, if |Im z| ≤ η and c > 0 we have, ,
so we conclude that, taking c = √ 3 − 1, [AG, Theorem 3] (note that it applies also for H Φ on ℓ 2 (Φ)), that for all x, y ∈ Φ we have
To prove (3.9), we take E = 0 by replacing the potential V by V − E, and note that (3.7) holds for any discrete Schrödinger operator H. Now let λ ∈ I = (−A, A), where A > 0, and m as in (3.8), and fix x, y ∈ Φ, x = y. Since
choosing η = A, and using (3.8), we obtain
, (3.14) so (3.9) follows from (3.7) by taking t = m|x−y| A 2 and η = A.
Lemma 3.2. Let Θ ⊂ Z d , and let ψ : Θ → C be a generalized eigenfunction for H Θ with generalized eigenvalue λ ∈ R. Let Φ ⊂ Θ be a finite set such that λ / ∈ σ(H Φ ).
The following holds for all y ∈ Φ:
(i) For all t > 0 we have
where Γ ∂ Θ Φ is defined in (3.5) and F t,λ (z) is the function defined in (3.6).
(
and m as in (3.8). For λ ∈ I it follows that
We take E = 0 by replacing the potential V by V − E. By hypothesis we have λ / ∈ σ(H Φ ) and
It follows that for all y ∈ Φ and t > 0 we have
where Γ ∂ Θ Φ is defined in (3.5) and the function F t,λ (z) is defined in (3.6).
, m as in (3.8), and assume λ ∈ I = (−A, A), A > 0. Recalling (3.5), (3.16) follows from (3.9).
, where A > 0 and E ∈ R, and λ ∈ I. Then for all t > 0 we have
Proof. We have
3.3. Lemmas for the multiscale analysis. Let I = (E − A, E + A) with E ∈ R and A > 0, and fix a constant m − > 0. When we state that a box Λ ℓ is (m, I)-localizing we always assume
We also introduce the following notation:
, and let t > 0. Then, for J ⊂ I we set
(3.23)
The following lemmas plays an important role in our multiscale analysis. In particular, the role of the modulating function h I becomes transparent in the proof of Lemma 3.4.
3.3.1. Localizing boxes.
(3.24)
Then for ℓ sufficiently large we have:
where 27) where
Lemma 3.4 resembles [EK, Lemma 3.5] , but there are important differences. The box Λ ℓ ⊂ Θ is (m, I)-localizing, and hence we only have decay for eigenfunctions with eigenvalues in I. Thus we can only use (3.24) for ν ∈ σ Θ,ℓτ I (H Λ ℓ ). To compensate, we take λ ∈ I ℓ , and use Lemmas 3.2 and 3.3.
Proof of Lemma 3.4. We take E = 0 by replacing the potential V by V − E. Given y ∈ Λ, we write ψ(y) as in (3.15).
Setting
It follows from Lemma 3.3 that
for some v ∈ Λ.
We have
. For µ ∈ σ I (H Λ ) we have, as shown in [EK, Eqs. (3.37 ) and (3.39)],
We now take Combining (3.29) , (3.30) and (3.35) yields 37) for some v ∈ ∂ Θ ex Λ. Combining (3.36) and (3.37), and using (3.22), we conclude that
By repeating the argument as many times a necessary we can get v ∈ ∂ Θ,2ℓτ Λ ℓ . This proves part (i).
We proceed as before, but replace (3.32) by the following estimate. For µ ∈ σ Θ,t 40) so, as in [EK, Eq. (3.44) ],
for some v 2 ∈ Λ, where m ′ 1 is given in (3.40). It follows that for all µ ∈ σ I (H Λ ) we have
for some v ∈ Λ∪ ∈ ∂ Θ ex Λ. We now take Combining (3.29) , (3.30) and (3.46) yields (3.48) for some v ∈ ∂ Θ ex Λ. We conclude from (3.47) and (3.48) that
If v / ∈ ∂ Θ,2ℓτ Λ ℓ , we can apply (3.25) repeatedly until we get (3.49) with v ∈ ∂ Θ,2ℓτ Λ ℓ .
Lemma 3.5. Let the finite set Θ ⊂ Z d be L-level spacing for H, and let {(ψ λ , λ)} λ∈σ(HΘ) be an eigensystem for H Θ .
Then the following holds for sufficiently large L:
(a) There exists an injection 52) and, redefining ϕ λ so ψ λ , ϕ λ > 0, 56) and
we have 58) with m 3 = m 3 (ℓ) as is in (3.28). (ii) Let {Λ ℓ (a)} a∈G , where G ⊂ R d and Λ ℓ (a) ⊂ Θ for all a ∈ G, be a collection of (m, I)-localizing boxes with (m, I)-localized eigensystems (ϕ λ (a) , λ (a) ) λ (a) ∈σ(HΛ ℓ (a)) , and set
As a consequence,
Proof. Let Λ ℓ ⊂ Θ be be an (m, I)-localizing box with an (m, I)-localized eigensystem {(ϕ λ , λ)} λ∈σ(HΛ ℓ ) . Given λ ∈ σ Θ,ℓτ I 2ℓ
(H Λ ℓ ), it follows from [EK, Eq. (3.10) 64) so the existence of λ ∈ σ(H Θ ) satisfying (3.52) follows. Uniqueness follows from the fact that Θ is L-level spacing and γβ < τ . In addition, note that λ = ν if λ, ν ∈ σ Θ,ℓτ I 2ℓ
(H Λ ℓ ), λ = ν, because in this case we have
as Λ ℓ (a) is level spacing for H, and κ + β < τ . Moreover, it follows from [EK, Lemma 3.3 ] that, after multiplying ϕ λ by a phase factor if necessary to get so
(H Λ ℓ ), so (3.55) follows from (3.53) as ϕ λ (y) = 0 for all y ∈ Θ \ Λ ℓ (a).
Let
since Θ is L-level spacing for H, we have (3.52), and κ + γβ < τ . Thus
Since ν ∈ I ℓ , we actually have (3.56). Thus (3.57) follows from Lemma 3.4(i) and ψ ν = 1, and (3.58) follows from Lemma 3.4(ii). Now let {Λ ℓ (a)} a∈G , where G ⊂ R d and Λ ℓ (a) ⊂ Θ for all a ∈ G, be a collection of (m, I)-localizing boxes with (m, I)-localized eigensystems (ϕ λ (a) , λ (a) ) λ (a) ∈σ(HΛ ℓ (a)) .
is given in (3.59). It then follows from (3.53) that
On the other hand, it follows from (1.11) that
Combining (3.69) and (3.70) we conclude that
so it follows from (3.60) that
Parts (ii)(b) and (ii)(c) are immediate consequence of parts (i)(b) and (i)(c), respectively.
Buffered subsets.
In the multiscale analysis we will need to consider boxes Λ ℓ ⊂ Λ L that are not (m, I)-localizing for H. Instead of studying eigensystems for such boxes, we will surround them with a buffer of (m, I)-localizing boxes and study eigensystems for the augmented subset. Definition 3.6. We call Υ ⊂ Λ L an (m, I)-buffered subset of the box Λ L if the following holds:
In this case we set Lemma 3.7. Let Υ be an (m, I)-buffered subset of Λ L , and let {(ψ ν , ν)} ν∈σ(HΥ) be an eigensystem for H Υ . Let G = G Υ and set
where σ G (H Υ ) is as in (3.59). Then the following holds for sufficiently large L:
26). (3.76)
. (ii) Let Λ L be level spacing for H, and let {(φ λ , λ)} λ∈σ(HΛ L ) be an eigensystem for H ΛL . There exists an injection 77) such that for ν ∈ σ B (H Υ ) we have
and, redefining ψ ν so φ ν , ψ ν > 0,
79)
Proof. Part (i) follows immediately from Lemma 3.5(ii)(c). Now let Λ L be level spacing for H, and let {(φ λ , λ)} λ∈σ(HΛ L ) be an eigensystem for H ΛL . It follows from [EK, Eq. (3.11) in Lemma 3.2] that for ν ∈ σ B (H Υ ) we have
where we used ∂ ΛL in Υ ⊂ Υ τ and (3.76), and m 4 is given in (3.78). Since Λ L and Υ are L-level spacing for H, the map in (3.77) is a well defined injection into σ(H ΛL ), and (3.79) follows from (3.78) and [EK, Lemma 3.3] .
To finish the proof we must show that ν / ∈ σ G (H ΛL ) for all ν ∈ σ B (H Υ ). Suppose ν ∈ σ G (H ΛL ) for some ν ∈ σ B (H Υ ). Then there is a ∈ G and λ (a) ∈ σ Θ,ℓτ
On the other hand, it follows from Lemma 3.5(i)(a) that
. We conclude from (3.53) and (3.79) that
The following holds for sufficiently large L:
(i) Let (ψ, λ) be an eigenpair for H ΛL such that λ ∈ I ℓ and
Then for all y ∈ Υ ΛL,2ℓτ we have
(ii) Let Λ L be level spacing for H, let {(ψ λ , λ)} λ∈σ(HΛ L ) be an eigensystem for H ΛL , recall (3.77), and set
Then for all
the condition (3.83) is satisfied, and ψ λ satisfies (3.84).
Proof. To prove part (i), we take E = 0 by replacing the potential V by V − E. Let (ψ, λ) be an eigenpair for H ΛL satisfying (3.83). Given y ∈ Υ, we write ψ(y) as in (3.15). We set P = χ I ℓ (H Υ ) andP = 1 − P I ℓ . We use Lemma 3.3 with Φ = Υ and J = I ℓ .
To estimate e −t(H 2 Υ −λ 2 ) P δ y , ψ , let {(ϑ ν , ν)} ν∈σ(HΥ) be an eigensystem for H Υ .
It follows from (3.83) and [EK, Eq. (3.10) 
, it follows from (3.53) and (1.11) that
where we used (3.52). It follows that, with
We now assume y ∈ Υ ΛL,2ℓτ , so we have y − u 0 > 2ℓ τ . We conclude that
using (3.53), (1.11), and (3.52). It follows that
Combining (3.87), (3.95) and (3.99), we get for y ∈ Υ ΛL,2⌊ℓ (3.101) for some v 5 ∈ Υ. Combining (3.100) and (3.101), we get (3.102) for some v 6 ∈ Υ ∪ ∂ ΛL ex Υ. (3.103) for some v ∈ ∂ Θ ex Υ. Combining (3.102) and (3.103)we get 
Using (3.16) (with
, it follows from Lemma 3.5(i)(c) that (3.56) holds for all a ∈ G. If λ / ∈ σ Υ (H ΛL ), the argument in (3.66), modified by the use of (3.78) instead of (3.52), using (1.5), gives |λ − ν| ≥ 1 2 e −L β for all ν ∈ σ B (H Υ ). Thus we have (3.83), which implies (3.84).
Suitable covers of a box.
To perform the multiscale analysis in an efficient way, it is convenient to use a canonical way to cover a box of side L by boxes of side ℓ < L. We will use the idea of suitable covers of a box as in [GK4, Definition 3.12] , adapted to the discrete case. Since we will use (3.27) to get decay of eigenfunctions in scale L from decay in scale ℓ, we will need to make sure R
2 . We will do so by ensuring that for all y ∈ Λ L we can find a box Λ ℓ in the cover such that
2 − 1 for a fixed ς ∈ (0, 1). Later we will require ς as in (1.7) for convenience.
We adapt [GK4, Lemma 3 .13] to our context.
Moreover, given a ∈ x 0 + ρℓ ς Z d and k ∈ N, it follows that
(a) is a suitable ℓ-cover of the box Λ (2kρℓ ς +ℓ) (a).
Note that Λ (b) ℓ does not denote a box centered at b, just some box in C L,ℓ (x 0 ) satisfying (3.108). By Λ (b) ℓ we will always mean such a box. We will use
(3.111)
Note also that ρ ≤ 1 yields (3.108). We specified ρ = ρ L,ℓ in for the suitable ℓ-cover for convenience, so there is no ambiguity in the definition of C L,ℓ (x 0 ). Suitable covers are convenient for the construction of buffered subsets (see Definition 3.6) in the multiscale analysis. We will use the following observation:
Remark 3.11. Let C L,ℓ be a suitable ℓ-cover for the box Λ L , and set
Then for all a, b ∈ C L,ℓ we have 
Eigensystem multiscale analysis
In this section we fix an Anderson model H ω and prove Theorem 1.6. Note that ̺ is given in (1.6). 
where I 0 = (E − A 0 , E + A 0 ) ⊂ R, with E ∈ R and A 0 > 0, and
The proof of Proposition 4.1 relies on the following lemma, the induction step for the multiscale analysis.
Lemma 4.2. Fix m − > 0. Let I = (E − A, E + A) ⊂ R, with E ∈ R and A > 0, and m > 0. Suppose for some scale ℓ we have
(4.8)
Proof. To prove the lemma we proceed as in [EK, Proof of Lemma 4.5] , with some modifications. The crucial estimate (3.27) is a somewhat weaker statement than its counterpart [EK, Eq. (3.31) ]. For this reason we are forced to modify the definition of an ℓ-cover of a box, and use the version given in Definition 3.9 with ς as in (1.7), which differs from the version given in [EK, Definition 3 .10] which has ς = 1. In particular, we have (3.113), while in [EK] the corresponding statement holds with the simpler a − b ≥ 2ρℓ. We assume (4.5) and (4.6) for a scale ℓ. We take Λ L = Λ(x 0 ), where x 0 ∈ R d , and let C L,ℓ = C L,ℓ (x 0 ) be the suitable ℓ-cover of Λ L (with ς as in ( 1.7)). Given a, b ∈ Ξ L,ℓ , we will say that the boxes Λ ℓ (a) and Λ ℓ (b) are disjoint if and only if Λ .3) ), and let B N denote the event that there exist at most N disjoint boxes in C L,ℓ that are not (m, I)-localizing for H ω . For sufficiently large ℓ, we have, using (3.109), (4.5), and the fact that events on disjoint boxes are independent, that
We now fix ω ∈ B N . There exists
We want to embed the boxes {Λ ℓ (b)} b∈AN into (m, I)-buffered subsets of Λ L . To do so, we consider graphs G i = (Ξ L,ℓ , E i ), i = 1, 2, both having Ξ L,ℓ as the set of vertices, with sets of edges given by
ex Ψ, the exterior boundary of Ψ in the graph G 1 , is defined by
We set
denote the G 2 -connected components of A N (i.e., connected in the graph G 2 ); we have R ∈ {1, 2, . . . , N } and
Moreover, it follows from (4.10) that
In particular, we conclude that Λ ℓ (a) is (m, I)-localizing for H ω for all a ∈ ∂ G1 ex Φ r , r = 1, 2, . . . , R.
Each Υ r = Υ Φr , r = 1, 2, . . . , R, clearly satisfies all the requirements to be an (m, I)-buffered subset of Λ L with G Υr = ∂ are not necessarily disjoint.) Note also that it follows from (4.14) that
so, using (1.4), we have
We can arrange for {Υ r } R r=1 to be a collection of (m, I)-buffered subsets of Λ L as follows. It follows from Lemma 3.12 that for any Θ ⊂ Λ L we have
Setting F (r, a) = {Φ ∈ F r ; a ∈ Φ} for a ∈ Ξ L,ℓ , and noting that each vertex in the graph G 2 has less than (6k ℓ − 5)
Letting S N denote that the event that the box Λ L and the subsets {Υ Φ } Φ∈FN are all L-level spacing for H ω , we get from (4.20) and (4.22) that
(4.23) for sufficiently large L, since (γ − 1) ζ < (γ − 1)β < γβ and ζ < β.
We now define the event E N = B N ∩ S N . It follows from (4.9) and (4.23) that
To finish the proof we need to show that for all ω ∈ E N the box Λ L is (M, I ℓ , I)-localizing for H ω , where M is given in (4.8).
Let us fix ω ∈ E N . Then we have (4.17), Λ L is level spacing for H ω , and the subsets {Υ r } R r=1 constructed in (4.15) are (m, I)-buffered subsets of Λ L for H ω . It follows from (3.108) and Definition 3.6(iii) that
Since ω is fixed, we omit it from the notation. Let
be an eigensystem for H Υr , and set 25) where ν (r) is given in (3.77), which gives σ Υr (H ΛL ) ⊂ σ(H ΛL ) \ σ GΥ r (H ΛL ), but the argument actually shows σ Υr (H ΛL ) ⊂ σ(H ΛL ) \ σ G (H ΛL ). We also set
(4.26)
We claim (4.27) To see this, suppose we have
Since Λ L is level spacing for H, it follows from Lemma 3.5(ii)(c) that 28) and it follows from Lemma 3.8(ii) that
Using λ ∈ I ℓ , (4.24), (4.6), and (3.85) we conclude that (note m 5 ≤ m 2 ) (4.30) a contradiction. This establishes the claim.
To finish the proof we need to show that {(ψ λ , λ)} λ∈σ(HΛ L ) is an (M, I ℓ , I)-localized eigensystem for Λ L , where M is given in (4.8). We take λ ∈ σ I ℓ (H ΛL ), so h I ℓ (λ) > 0. In view of (4.27) we consider several cases:
We pick x λ ∈ Λ 1 (a λ ). In view of (4.24) we consider two cases:
(a) for some a ∈ G and y − x λ ≥ 2ℓ, we must have Λ ℓ (a λ ) ∩ Λ ℓ (a) = ∅, so it follows from (3.61) that λ / ∈ σ {Λ ℓ (a)} (H ΛL ),
In particular,
for some r ∈ {1, 2, . . . , R}, and y − x λ ≥ ℓ+diam Υ r , we must have Λ ℓ (a λ ) ∩ Υ r = ∅. It follows from (3.61) that λ / ∈ σ GΥ r (H ΛL ), and clearly λ / ∈ σ Υr (H ΛL ) in view of (4.25). Thus Lemma 3.8(ii) gives
Then it follows from (4.27) that we must have λ x ∈ σ Υs (H ΛL ) for some s ∈ {1, 2, . . . , R}. We pick x λ ∈ Υ ΛL,2ℓτ s . In view of (4.24) we consider two possibilities: for some r ∈ {1, 2, . . . , R}, and y − x λ ≥ diam Υ s + diam Υ r , we must have r = s. Thus Lemma 3.8(ii) yields (4.33). Now consider y ∈ Λ L such that y − x λ ≥ L τ . Suppose |ψ λ (y)| > 0, since otherwise there is nothing to prove. We estimate |ψ λ (y)| using either (4.31) or (4.33) repeatedly, as appropriate, stopping when we get too close to x λ so we are not in one the cases described above. (Note that this must happen since |ψ x (y)| > 0.) We accumulate decay only when we use (4.31), and just use e −m5hI ℓ (λ)ℓτ < 1 when using (4.33). In view of (4.32) and (4.34), this can be done using (4.31) S times, as long as
In view of (4.19), this can be guaranteed by requiring
We can thus have
Thus we conclude that
where we used (1.7), (3.28), and (1.6). In particular, M satisfies (4.8) for sufficiently large ℓ.
Proof of Proposition 4.1. We assume (4.1) and (4.2) and set 40) where I 0 = (E − A 0 , E + A 0 ) ⊂ R, with E ∈ R and A 0 > 0, and 
It follows from (3.109) and (4.3) that
if L 0 is sufficiently large, since ξγ 2 < ζ. Moreover, letting S 0 denote the event that the box Λ L is level spacing for H ω , it follows from Lemma 3.12 that
if L 0 is sufficiently large, since ξ < β. Thus, letting E 0 = B 0 ∩ S 0 , we have
It only remains to prove that Λ L is (m k , I k , I k−1 )-localizing for H ω for all ω ∈ E 0 . To do so, we fix ω ∈ E 0 and proceed as in the proof of Lemma 4.2. Since ω ∈ B 0 , we
Since ω is now fixed, we omit them from the notation. As in the proof of Lemma 4.2, we get, noticing that 47) similarly to (4.27). Let {(ψ λ , λ)} λ∈σ(HΛ L ) be an eigensystem for H ΛL . To finish the proof we need to show that the eigensystem is (m k , I k , I k−1 )-localized eigensystem for Λ L . Let λ ∈ σ I k (H ΛL ), then by (4.47) we have we have λ ∈ σ G (H ΛL ), and hence λ ∈
where we need
and we have 50) as in (4.32). Now consider y ∈ Λ L such that y − x λ ≥ L τ . Suppose |ψ λ (y)| > 0, since otherwise there is nothing to prove. We estimate |ψ λ (y)| using either (4.48) repeatedly, as appropriate, stopping when we get within 2L k−1 of x λ . In view of (4.50) , we can use (4.48) S times, as long as
(4.51)
where m k can be taken the same as in (4.4).
We conclude that 54) we conclude that (1.20) follows from (4.42).
Localization
In this section we consider an Anderson model H ω and prove Theorem 1.7 and Corollary 1.8. 
ℓ )-localizing box Λ L (a) for the discrete Schrödinger operator H, where m satisfies (3.22), then for all λ ∈ I,
and inf (H ΛL(a) ). Let ψ ∈ V(λ). Then it follows from Lemma 3.4(ii) that for large L and b ∈ Λ L 3 (a) we have
Proof of Theorem 1.7. Assume Theorem 1.6 holds for some L 0 , and let 
spacing for H ω , using Lemma 3.5(i)(a) we conclude that
it follows from Lemma 3.4(ii) that for all y ∈ A L (a) we have, given ψ ∈ V ω (λ),
(5.9)
Since we have (1.23), we conclude that for ω ∈ Y L,a we always have
ω,λ (y) ≤ max e Proof of Corollary 1.8. Parts (i) and (ii) are proven in the same way as [GK4, Theorem 7 .
is proven similarly to [EK, Corollary 1.8(iii) ] and [GK4, Theorem 7.2(i) ]. We use the fact that for any L 0 ∈ 2N, setting L k+1 = 2L k for k = 0, 1, 2, . . ., we have (recall (1.26))
Given k ∈ N, we set L k = 2 k , and consider the event
where Y L k ,x is the event given in Theorem 1.7. It follows from (1.24) that for sufficiently large k we have
so we conclude from the Borel-Cantelli Lemma that
We now fix ω ∈ Y ∞ , so there exists 15) and set k x = 1 otherwise. We set k ω,x = max {k If y / ∈ B ω,x , we must have y − x < 8 7 L kω,x , so for all λ ∈ R, using (1.23) and (5.15), 
Combining (5.16) and (5.17), noting x 2d > e if k x ≥ 2, and h I (λ) ≤ 1, we conclude that for all λ ∈ I with h I (λ) > 0 and x, y ∈ Z d we have The following theorem is a typical result from the Green's function multiscale analysis. [FroS, FroMSS, DrK, GK1, Kl] . (6.5)
Here (6.4) are the conclusions of the single energy multiscale analysis, and (6.5) are the conclusions of the energy interval multiscale analysis.
Given a bounded open interval J and m > 0, we call a box Λ L (m, J)-uniformly localizing for H if Λ L is level spacing for H, and there exists an eigensystem {(ϕ ν , ν)} ν∈σ(HΛ L ) for H ΛL such that for all ν ∈ σ J (H ΛL ) there is x ν ∈ Λ L such that ϕ ν is (x ν , m)-localized. Note that if Λ L is (m, J)-localizing for H (as in Definition 1.3), it follows from (1.14) that Λ L is (mr −κ , J r )-uniformly localizing for H for all r > 1. 
where m ′′ is given in (6.8).
Proof. Suppose the conclusions of Theorem 1.6 hold for an Anderson model H ω , and let I = I ∞ , m = m ∞ , and let L ≥ L γ 0 . Since the Wegner estimate gives (see Lemma 3.12 for the notation)
for all λ ∈ R, (6.24)
for large L, it follows from (1.20) and Lemma 6.4 that for L large we have (6.22). Now consider two boxes Λ L (x 1 ) and Λ L (x 2 ), where x 1 , x 2 ∈ R d , x 1 − x 2 > L. Define the events A = {Λ(x 1 ) and Λ(x 2 ) are both (m, I)-localizing for H ω } , (6.25)
Since x 1 − x 2 > L, the boxes are disjoint, so it follows from (1.20) that 26) and the Wegner estimate between boxes gives Moreover, for ω ∈ A ∩ B and λ ∈ R, the boxes Λ(x 1 ) and Λ(x 2 ) are both (m, I)-localizing, and we must have either G ΛL(x1) (λ) ≤ e L β or G ΛL(x2) (λ) ≤ e L β , so for λ ∈ I L the previous argument shows that either Λ(x 1 ) or Λ(x 2 ) is (m ′′ h I (λ), λ)-regular for large L. We proved (6.23).
