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Capitolo 1
Introduzione
Le applicazioni distribuite basate sul modello P2P (Peer-to-Peer) [1] sono
state negli ultimi anni oggetto di una grande diﬀusione nel settore informa-
tico. La caratteristica fondamentale di tali sistemi è che tutti i nodi sono
equivalenti, capaci di auto-organizzarsi e in grado di condividere un insieme
di risorse nella rete. L’evoluzione delle applicazioni ha portato gli sviluppa-
tori ad adottare architetture che si allontanassero sempre più dal modello
client/server. Le reti P2P basano il proprio paradigma computazionale sulla
decentralizzazione del controllo e sulla condivisione delle risorse; l’ambiente
di esecuzione è estremamente dinamico e può assumere dimensioni di larga
scala. Uno degli aspetti critici dei sistemi client/server è la presenza di un
unico punto di fallimento e la limitata scalabilità su reti di larga scala. Le
reti P2P non pretendono di sostituirsi a queste reti, ma piuttosto di fornire
una valida alternativa in tutti quei contesti in cui le criticità del modello
consolidato client/server rappresentano un problema.
Questa tesi si è focalizzata sulla definizione di supporto per il discovery di
risorse in ambienti P2P che sia eﬃciente, immediato, scalabile ma soprattut-
to espressivo. In letteratura sono presenti diverse proposte, [10][11][12][13],
focalizzate sul potenziamento dei modelli P2P al fine di incrementare l’espres-
sività degli strumenti di ricerca delle risorse condivise. Risulta fondamentale
che le proposte siano in grado di gestire eﬃcacemente il dinamismo tipico dei
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sistemi P2P senza introdurre elevati overhead di gestione e colli di bottiglia
verso particolari peer della rete.
Gli obiettivi su cui si sta concentrando la ricerca riguardano il potenziamento
dei modelli P2P al fine di migliorare ed aumentare l’espressività del linguag-
gio di query delle risorse sulla rete e la gestione dei vari tipi di attributi, in
particolare è necessario esprimere correlazioni e/o combinazioni tra le pro-
prietà delle risorse. Una prima classificazione delle query è basata sul numero
di attributi in esse specificati e conduce alla distinzione tra:
• query monodimensionali, nel caso in cui il criterio di ricerca coinvolga
un solo attributo;
• query multidimensionali, nel caso in cui il criterio di ricerca sia dato
dall’unione dei vincoli su tutti o alcuni degli attributi che compongono
le risorse.
Nel campo del discovery di risorse, particolare importanza rivestono le exact
match query e le range query:
• Exact match query, in cui vengono specificati i valori esatti da ri-
cercare per tutti gli attributi che compongono la risorsa. Ad esem-
pio: Trova delle risorse che abbiano OS = Linux, CPU = 2Ghz,
RAM = 1GB, MemLibera = 512MB e LOAD = 30% (Carico di
lavoro).
• Range query, in cui viene specificato per tutti gli attributi o so-
lo per un sotto-insieme di essi, un range di valori ammissibili. Ad
esempio: Trova delle risorse che abbiano 2Ghz  CPU  3Ghz e
2GB  RAM  4GB e 0%  LOAD  30%.
Si può dunque operare un’ulteriore classificazione su ciascuno degli attributi
che caratterizzano una risorsa:
1. Attributi statici, la cui frequenza di aggiornamento rimane tenden-
zialmente costante nel tempo. Appartengono a questo tipo di categoria,
attributi quali il sistema operativo o la frequenza di clock della CPU.
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2. Attributi dinamici, i cui valori possono variare significativamente
istante per istante. Esempi di questo tipo di attributi sono il carico di
lavoro corrente sulla CPU, la memoria fisica disponibile o la percentuale
di utilizzo della rete.
E’ facilmente intuibile come le query multidimensionali risultino significa-
tivamente più complesse e diano origine a numerose problematiche. Tale
complessità aumenta nel caso di attributi dinamici.
Lo studio di supporti per range query multiattributo è attualmente oggetto
di ricerca. In particolare i classici metodi di ricerca su Distributed Hash
Tables sono ormai consolidati, ma mentre supportano adeguatamente le
exact match query, poco si adattano al supporto di range query. Infatti
la funzione hash utilizzata nelle Distributed Hash Tables distrugge la locali-
tà dei dati. Per questa ragione sono stati proposti molti approcci alternativi
[15][16][17][18][19].
Una soluzione in grado di gestire il dinamismo delle risorse e che permetta di
eﬀettuare ricerche più espressive attraverso range query è XCone. Proposto
in [31] ed ispirato a Cone [19], XCone integra la DHT con una struttura dati
gerarchica il cui scopo è definire un albero logico di aggregazione delle chiavi
distribuite sulla DHT che guidi la ricerca delle soluzioni di una range query
unidimensionale. XCone eredita dalla DHT le proprietà di bilanciamento del
carico tra i peer della rete in quanto non modifica la struttura della DHT
stessa, ma utilizza un trie [21] costruito sugli identificativi della DHT, ma
mantenuto in uno spazio distinto come struttura dati gerarchica aggiuntiva.
Quando un peer si unisce alla rete XCone ottiene un identificatore dalla
DHT e di conseguenza viene associato al rispettivo nodo foglia del trie per
tutta la permanenza del peer in rete. In XCone le risorse sono memorizzate
localmente nei peer che rappresentano le foglie dell’albero e ogni nodo logico
interno dell’albero logico viene assegnato ad un peer attraverso una funzione
di mapping. I descrittori delle risorse vengono aggregati secondo una funzione
di aggregazione. La funzione di mapping di XCone determina quindi quali
nodi logici non foglia vengono assegnati ad ogni peer della rete. La funzione
di digest ha il compito di aggregare un insieme di valori in una informazione
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di digest che richiede spazio di memoria limitato e che cattura nel migliore
dei modi l’informazione sulla distribuzione delle chiavi. Una soluzione che
estende XCone al caso di range query multiattributo è HASP [32]. HASP
è basato sull’uso di curve space-filling [33][34][35] per la generazione di una
chiave derivata a partire dal valore di n attributi che definiscono la singola
risorsa. Le curve space-filling attraversano tutto lo spazio n-dimensionale
delle risorse e permettono di identificare in modo univoco ciascuna n-upla di
coordinate linearizzando uno spazio n-dimensionale e associando un valore
univoco a ciascun punto di tale spazio. Tale valore prende il nome di chiave
surrogata o chiave derivata. Lo spazio dei valori delle chiavi derivate risulta
di dimensione notevole. Valori tipici per la classe di applicazioni considerata
producono uno spazio di chiavi derivate la cui dimensione può essere pari a
260.
HASP utilizza come tecniche di digest i BitVectors Indexes [20] ed i Q-Digest
[30]. La tecnica BitVector Indexes definisce un vettore binario di k bits in
maniera tale da catturare la distribuzione dei valori di un attributo A definito
in un intervallo [a, b]. Il numero k degli intervalli di separazione rappresenta
il numero di elementi del BitVector in cui ogni elemento indica se almeno
una chiave derivata appartiene a tale intervallo o meno. La tecnica Q-Digest
sfrutta le proprietà matematiche dei quantili, per condensare una distribu-
zione di valori entro un margine di errore. Definito un insieme di valori n
con dominio [1, z], Q-Digest definisce un albero T di altezza log z in cui ogni
livello partiziona l’intero dominio attraverso l’utilizzo di range [min,max]
assegnati ad ogni nodo. Data l’enorme ampiezza dello spazio delle chiavi
abbiamo la necessità di comprimere l’albero T : definito un parametro di
compressione k, è possibile eseguire l’operazione di compressione dell’albe-
ro raggruppando le chiavi verso i nodi di livello maggiore. Il parametro di
compressione k influenza l’aggregazione dei nodi, all’aumentare di k vengono
incrementati i valori da sintetizzare in un singolo nodo ciò conduce ad una
approssimazione sempre maggiore.
La tecnica BitVector Indexes opera un’approssimazione troppo grossolana,
mentre il Q-Digest riesce ad approssimare in modo più fine i dati contenuti
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nelle foglie di HASP.
La presente tesi, dopo aver analizzato gli approcci proposti in letteratura, si
è focalizzata sulla definizione di tecniche di digest più sofisticate da integrare
in HASP. Le due nuove tecniche di digest proposte sono ispirate ai Bloom
Filters [27] ed alle Wavelet [24][25] [26]. Il Bloom Filter è una struttura dati
probabilistica compatta utilizzata per la rappresentazione di un insieme al
fine di supportare queries di appartenenza. I Bloom Filters, a causa della loro
rappresentazione compatta, possono restituire falsi positivi, cioè alcune que-
ries potrebbero riconoscere in modo non corretto che un elemento appartiene
ad un insieme; ma quando la probabilità di errore è mantenuta sotto una cer-
ta soglia permettono di ottenere trade-oﬀ interessanti tra lo spazio impiegato
in memoria e la probabilità di falsi positivi. Un Bloom Filters rappresenta
un insieme S di n elementi in un array di m elementi con m ⌧ n, a tale
scopo utilizza k funzioni hash indipendenti che producono un valore distri-
buito uniformemente nel range [1;m]. Come vedremo nel capitolo 4 grazie
alle loro proprietà matematiche i Bloom Filters possono essere creati con
una percentuale di falsi positivi fissata, ovviamente maggiore accuratezza si
richiede al Bloom Filters maggiore sarà lo spazio occupato in memoria. Du-
rante l’integrazione dei Bloom Filters all’interno di HASP è stato svolto un
lavoro di tuning per individuare il giusto trade-oﬀ tra la memoria utilizzata
e l’aﬃdabilità del Bloom Filters.
Le wavelet sono uno strumento matematico per la decomposizione gerarchica
di funzioni. Esse vengono applicate in vari campi, nella teoria dei segnali,
in geofisica, nei processi di denoising, etc. In particolare vengono usate per
scomporre una data funzione f(x) in funzioni più elementari che racchiudono
informazioni riguardanti la funzione f(x) stessa. A questo scopo le wavelet
contengono delle informazioni che permettono la ricostruzione, a diversi li-
velli di dettaglio, della funzione originale. Esse oﬀrono una tecnica elegante
per la rappresentazione gerarchica di una funzione ottimizzando lo spazio
utilizzato. Grazie alle wavelet è possibile costruire un istogramma gerarchico
basato sulla distribuzione dei dati, in particolare sulle frequenze cumulate.
Tale istogramma viene quindi utilizzato come funzione di digest per stima-
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re l’ampiezza di range query. Come descritto sopra in HASP lo spazio dei
valori delle chiavi derivate risulta di dimensione notevole ed inoltre le chiavi
non sono distribuite in modo uniforme nel dominio. Allo scopo di utilizzare
le wavelet per la creazione di istogrammi basati sulla distribuzione dei da-
ti in uno spazio delle chiavi così grande è stato necessario introdurre una
notazione ottimizzata, tale ottimizzazione ha portato all’introduzione di un
nuovo algoritmo per il calcolo delle wavelet così come presentato nel capitolo
4. Per poter integrare le wavelet come informazione di digest nell’albero di
aggregazione definito in HASP è stato necessario definire un algoritmo per
il merge di due wavelet. Tale algoritmo sfrutta la possibilità di ricostruire i
valori approssimati appartenenti ad entrambe le wavelet, una volta ottenuti
tali valori calcola le nuove frequenze cumulate e di conseguenza ottiene una
nuova wavelet che rappresenta entrambe le informazioni di digest.
I risultati sperimentali mostrano che l’utilizzo delle wavelet come tecnica di
digest fornisce un’approssimazione più precisa delle informazioni contenute
nei sotto-alberi dei nodi in HASP. Nella risoluzione di una query questo si
traduce in una maggiore accuratezza del numero di risorse trovate rispetto al
numero di risorse richieste. Inoltre la bontà dell’approssimazione restituita
dalle wavelet conduce ad un minor traﬃco di rete all’interno di HASP.
L’elevata modularità nell’implementazione delle nuove tecniche di digest ren-
de possibile modificare l’informazione di digest da utilizzare a seconda delle
esigenze.
L’organizzazione della tesi è la seguente. Nel capitolo 2 sono presentati i prin-
cipali approcci presenti in letteratura per la gestione di query complesse in
reti P2P. Le varie proposte verranno analizzate e ne saranno evidenziati van-
taggi e limiti. Nel capitolo 3 vengono presentate le nuove tecniche di digest
analizzate in questa tesi dal punto di vista matematico mettendo in eviden-
za le proprietà che rendono tali tecniche un ottimo strumento da utilizzare
per rappresentare il digest di una grossa mole di informazioni. Nel capitolo
4 verrano presentate le caratteristiche principali dell’architettura di HASP,
saranno illustrate le funzioni di digest realizzate (Bloom FIlters e Wavelet)
per l’impiego con chiavi derivate di grande dimensione. Nel capitolo 5 verrà
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illustrata l’implementazione delle soluzioni proposte mettendo in evidenza gli
algoritmi originali definiti in questa tesi. Nel capitolo 6 saranno descritti gli
esperimenti per la valutazione delle tecniche di digest proposte ed i risultati
sperimentali ottenuti.
Capitolo 2
Stato dell’arte
In questo capitolo verranno illustrati gli attuali approcci presenti in lettera-
tura. In particolare verranno classificate le diverse proposte, evidenziandone
i vantaggi ed i limiti.
2.1 Introduzione
Le reti P2P rappresentano attualmente una promettente soluzione per la
condivisione di risorse in ambienti distribuiti. E’ possibile notare come le
Distributed Hash Table (DHT) siano alla base di numerosi servizi quali il
file sharing, lo storage network ed il content delivery network. Negli ultimi
anni si è inoltre assistito all’applicazione di tali sistemi verso nuovi contesti
come il Gaming-online [3], il Semantic Web o il Grid Computing [2]. Visti i
nuovi scenari la ricerca scientifica si è focalizzata su una ben nota problema-
tica delle reti P2P: la mancanza di espressività nei criteri di selezione delle
risorse. La capacità di recuperare in maniera eﬃciente un insieme di risorse
che soddisfino dei criteri prefissati si rivela un requisito fondamentale sia nei
sistemi di tipo Grid che nelle applicazioni di gaming online. Consideriamo
il caso dei sistemi Grid, un sistema Grid fornisce un’infrastruttura di ba-
se indispensabile per la condivisione di un insieme di risorse, quali desktops,
clusters computazionali, supercomputers, sensori o strumenti scientifici. Una
8
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delle funzionalità di base, fornite dall’infrastruttura Grid, deve permettere
all’utente di poter selezionare su larga scala un insieme di risorse che sod-
disfino i criteri impostati (Resource Discovery/Selection). In questi nuovi
ambiti si sta aﬀermando sempre di più l’utilizzo di reti P2P che sollevano
nuovi interrogativi e problematiche da risolvere per la comunità scientifica.
2.2 Query complesse in sistemi P2P: problemi
aperti
Attraverso l’utilizzo delle DHT, le reti Peer-to-Peer sono in grado di forni-
re un’infrastruttura scalabile e con funzionalità di base per la ricerca delle
risorse. Le query, supportate da questi sistemi, sono del tipo: Trova tutti i
file il cui nome contenga una determinata stringa. Se vogliamo utilizzare le
reti P2P in nuovi contesti è necessario aumentare l’espressività del linguag-
gio di interrogazione, in particolare è necessario esprimere correlazioni e/o
combinazioni tra le proprietà delle risorse.
Una prima classificazione delle query è basata sul numero di attributi in esse
specificati e conduce alla distinzione tra:
1. Query monodimensionali o a singola dimensione, nel caso in cui il
criterio di ricerca coinvolga un solo attributo.
2. Query multidimensionali, nel caso in cui il criterio di ricerca sia dato
dall’unione dei vincoli su tutti o alcuni degli attributi che compongono
le risorse.
E’ facilmente intuibile come le query multidimensionali risultino significati-
vamente più complesse e diano origine a numerose problematiche. Operando
un’ulteriore classificazione, in base al criterio di selezione delle risorse sulla
rete, possiamo suddividere l’insieme delle query multidimensionali in:
• Exact match query, in cui vengono specificati i valori esatti da ri-
cercare per tutti gli attributi che compongono la risorsa. Ad esem-
pio: Trova delle risorse che abbiano OS = Linux, CPU = 2Ghz,
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RAM = 1GB, MemLibera = 512MB e LOAD = 30% (Carico di
lavoro).
• Partial match query, come le exact match query, ma in cui vengono
specificati i valori esatti da ricercare solo per un sotto-insieme degli
attributi che compongono la risorsa. Ad esempio, supponendo che una
risorsa sia definita dai seguenti cinque attributi: OS, CPU, RAM, me-
moria disponibile e carico di lavoro corrente (LOAD), la query risulterà
del tipo Trova delle risorse che abbiano OS = Linux e CPU = 2Ghz
e RAM = 1GB.
• Range query, in cui viene specificato per tutti gli attributi o so-
lo per un sotto-insieme di essi, un range di valori ammissibili. Ad
esempio: Trova delle risorse che abbiano 2Ghz  CPU  3Ghz e
2GB  RAM  4GB e 0%  LOAD  30%.
• Boolean query, in cui si specificano le condizioni su tutti o alcuni
degli attributi attraverso l’utilizzo di operatori booleani. Ad esempio:
Trova delle risorse che (not RAM  1GB) and (not OS = Linux).
• Nearest-Neighbor Query, in cui vengono specificati per un insieme
di attributi sia un insieme di condizioni che una funzione di valuta-
zione delle risorse trovate definita metrica. La metrica consente di
caratterizzare le risorse rispetto alla distanza dalla soluzione ottimale
di ricerca. Ad esempio: Trova delle risorse che abbiano CPU   2Ghz
e 1GB  RAM  2GB considerando come metrica la distanza dello
spazio euclideo d-dimensionale.
La classificazione delle query come sopra descritta è mostrata in Figura 2.1.
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Figura 2.1: Classificazione query
Nella ricerca delle risorse che soddisfano dei determinati vincoli sul valo-
re degli attributi che le compongono, è necessario tener conto anche della
dinamicità delle risorse. Riprendendo l’esempio del Resource Discovery uti-
lizzato in precedenza, una query del tipo Trova k risorse con OS = Linux e
0%  LOAD  30% e CPU   2Ghz e 1GB  MemoriaLibera  4GB, è
composta da attributi, come il carico di lavoro corrente sulla CPU e la quan-
tità di memoria fisica disponibile, i cui valori sono fortemente variabili nel
tempo. Si può dunque operare un’ulteriore classificazione su ciascuno degli
attributi che caratterizzano una risorsa:
1. Attributi statici, la cui frequenza di aggiornamento rimane tenden-
zialmente costante nel tempo. Appartengono a questo tipo di categoria,
attributi quali il sistema operativo o la frequenza di clock della cpu.
2. Attributi dinamici, i cui valori possono variare significativamente
istante per istante. Esempi di questo tipo di attributi sono il carico di
lavoro corrente sulla cpu, la memoria fisica disponibile o la percentuale
di utilizzo della rete.
Gli obiettivi su cui si sta concentrando la ricerca riguardano il potenziamento
delle DHT al fine di migliorare ed aumentare l’espressività del linguaggio di
query delle risorse sulla rete e la gestione dei vari tipi di attributi.
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2.3 Classificazione sistemi P2P
L’architettura di una rete di tipo P2P risulta molto diﬀerente rispetto ad
una rete classica di tipo client/server e cerca di essere quanto più possibile
scalabile, tollerante ai guasti e completamente decentralizzata, sfruttando al
massimo le potenzialità della rete di interconnessione Internet.
Possiamo analizzare le reti P2P secondo due aspetti:
1. La topologia della rete.
2. L’organizzazione delle strutture dati.
2.3.1 Topologia della rete
La topologia della rete indica la struttura mediante la quale i peers so-
no logicamente interconnessi e può essere di due tipi: strutturata e non
strutturata.
Reti non strutturate. Una rete P2P non strutturata è solitamente de-
scritta da un grafo in cui le connessioni dei peers sono basate sulla loro
popolarità. Tra le varie reti P2P non strutturate, quali Gnutella [4], Nap-
ster [5], BitTorrent [6], JXTA [7] e Kazaa [8] possiamo distinguere vari livelli
di decentralizzazione, dove, per livello di decentralizzazione, si identifica la
possibilità di eﬀettuare in maniera distribuita una ricerca e/o recupero delle
risorse.
Una classificazione delle reti non strutturate può essere data dal tipo di
ricerca che esse utilizzano: deterministica o non deterministica. Nel caso
di ricerca deterministica, ciascuna risorsa, individuata da una query, viene
localizzata in tempi certi; fanno parte di questa categoria di sistemi P2P la
rete Napster e quella BitTorrent. Nel caso di ricerca non deterministica, reti
P2P, quali Kazaa e Gnutella, mantengono un sistema di indici distribuito
ed eﬀettuano la ricerca delle risorse tramite un modello basato sul flooding
dei messaggi ai vicini sulla rete. Ad esempio, in Kazaa, esistono due tipi di
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peer: i peers normali e i super-peers. I super-peers raccolgono i dati ricevuti
dai peers normali, eseguono un algoritmo di compressione delle informazioni
ed eseguono il flooding dei messaggio di ricerca esclusivamente verso altri
super-peers. Tali reti limitano il numero di messaggi scambiati sulla rete,
ma risultano poco scalabili e presentano la problematica dei falsi positivi che
riduce l’accuratezza delle operazioni di ricerca.
Reti strutturate. Appartengono alla categoria delle reti P2P strutturate,
le reti CHORD [10], CAN [11], Pastry [12], Tapestry [13] e Kademlia [14]
le quali utilizzano una struttura di base per la costruzione della rete. Nella
maggior parte dei casi, la struttura utilizzata è la Distributed Hash Table
(DHT), che garantisce un modello di ricerca di tipo deterministico e una
complessità quasi sempre logaritmica nel numero di nodi presenti nella rete
per le operazioni di ricerca e/o di inserzione. Le diﬀerenze che vi sono tra
le reti P2P strutturate sopra citate, che utilizzano le DHT, sono da ricer-
carsi nei diversi algoritmi utilizzati per il posizionamento dei nodi nella rete,
nell’assegnazione delle risorse ai nodi e nella ricerca di queste sulla rete DHT.
Uno schema riassuntivo delle reti P2P in cui viene evidenziata la distinzione
tra reti strutturate e non strutturate, è visibile in Figura 2.2.
Figura 2.2: Topologia reti P2P
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2.3.2 Organizzazione delle strutture dati
Le DHT costituiscono la struttura dati più utilizzata nelle reti P2P strut-
turate, in quanto garantiscono anche un supporto perfetto per l’esecuzione
di query di tipo - Exact Match (vedi sezione 2.2). L’estensione degli attuali
sistemi esistenti comporta necessariamente una ristrutturazione o potenzia-
mento delle strutture dati attuali e, per fare ciò, in letteratura sono state
individuate tre principali direzioni di ricerca che possono essere seguite:
1. utilizzo di tecniche di hashing con relative varianti;
2. utilizzo di curve di tipo space-filling;
3. utilizzo di strutture dati basate su alberi di ricerca;
Tecniche di hashing. Il primo approccio, basato sulla manipolazione delle
funzioni hash, consiste nel cercare di preservare alcune proprietà importanti
come l’ordine o la località dei dati in modo che la risoluzione delle query
possa trarne vantaggio, sfruttando diﬀerenti euristiche studiate ad hoc. Tale
approccio può dar luogo a criticità che devono essere opportunamente gestite
in particolare nel caso di distribuzione non uniforme dei dati.
Curve space-filling. Il secondo approccio, basato sull’utilizzo di struttu-
re dati, quali le curve space-filling, permette di eﬀettuare un mapping da
uno spazio n- dimensionale verso uno spazio uni-dimensionale o lineare. Una
risorsa, definita da un insieme di n attributi, viene posizionata in uno spa-
zio lineare tramite una specifica funzione di mapping diﬀerente a seconda
della curva space-filling utilizzata. Il valore generato da tale funzione viene
chiamato chiave derivata o chiave surrogata.
Alberi di ricerca distribuiti. Il terzo approccio è basato sull’utilizzo di
strutture dati quali gli alberi di ricerca distribuiti, che possono essere suddivisi
in due categorie distinte a seconda che si operi con dati lineari o dati multidi-
mensionali. Nel caso di dati ad una dimensione, le strutture dati distribuite
tendono a basarsi sull’utilizzo di Hash Tree o B-alberi, mentre nel caso di
dati in uno spazio n-dimensionale si hanno strutture dati ispirate ad alberi
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Space Driven come i KD-Tree o a strutture Data Driven quali gli R-Tree. In
tutti questi casi le operazioni di ricerca non riportano falsi negativi.
Le proprietà auspicabili, che tutte le strutture dati dovrebbero possedere,
sono due: il bilanciamento del carico in modo che ciascun nodo della rete
in media mantenga una quantità di dati paragonabile e scambi un numero
simile di messaggi con gli altri nodi e la minimizzazione delle informazioni
di stato, in modo che ciascun nodo debba mantenere una quantità minima
di informazioni per la gestione della struttura dati distribuita.
In Figura 2.3 è mostrato uno schema dell’organizzazione delle strutture dati
nei sistemi P2P.
Figura 2.3: Organizzazione delle strutture dati P2P
2.4 Proposte in letteratura
In questa sezione sono illustrati gli approcci principali per ognuna delle
direzioni di ricerca presentate nei paragrafi precedenti.
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2.4.1 MAAN
MAAN [15] o Multi-Attribute Addressable Network è una rete P2P struttu-
rata in grado di fornire supporto a range query multidimensionali. MAAN
utilizza un anello Chord ed estende questa DHT tramite l’impiego di una
funzione di hash in grado di preservare la località dei dati. Le risorse sono
identificate da un insieme di coppie attributo-valore
(a1v1), (a2v2), . . . , (an, vn)
memorizzate secondo la funzione di hashing sull’anello Chord [0  2m 1]. Il
processo di memorizzazione sulla rete consiste quindi nell’applicare per ogni
coppia la relativa funzione hash e nel memorizzare, nel corrispondente nodo
della rete, l’intera risorsa. Da notare come una risorsa venga registrata un
numero di volte pari al numero di attributi che la compongono. L’esecuzione
di una range query multidimensionale in MAAN comporta la risoluzione di
un insieme di query unidimensionali, una per ogni coppia attributo-valore
della risorsa. Una volta ottenuti i risultati, la risoluzione della range query
multidimensionale consiste in una semplice intersezione. Al fine di ottimizza-
re il processo appena descritto, gli autori propongono il concetto di attributo
dominante. Un attributo è definito dominante se la percentuale di nodi fil-
trati risulta maggiore rispetto a quella degli altri attributi. Il nuovo processo
di risoluzione di un’interrogazione consisterà nel risolvere esclusivamente la
query unidimensionale sull’attributo dominante. Ricordando che ogni nodo
memorizza l’intera risorsa, la ricerca per attributo dominante potrà risolve-
re localmente l’intera query multidimensionale, evitando l’invio di ulteriori
messaggi.
2.4.2 Squid
Squid [16] è una rete P2P che utilizza la curva space-filling di Hilbert per
memorizzare le risorse all’interno di un anello Chord e preservare la località
dei dati. Squid permette dunque di eﬀettuare range query multidimensio-
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nali. Per stabilire l’allocazione di una risorsa sull’anello Chord, si calcola la
sua chiave derivata tramite l’algoritmo di mapping della curva space-filling
di Hilbert e si assegna la risorsa al primo nodo sull’anello che possiede un
ID uguale o maggiore del valore della chiave surrogata appena calcolata. La
funzione di Hilbert tramite un procedimento ricorsivo, identifica ad ogni ite-
razione un insieme di celle. I punti centrali di tali celle sono uniti dalla curva
di Hilbert (Figura 2.4).
Figura 2.4: Squid: Funzione di Hilbert
Si definiscono cluster un insieme di celle generate ad una specifica iterazione
della curva di Hilbert. In Squid l’elaborazione di una query prevede l’esecu-
zione di due passi distinti. Il primo passo prevede la traduzione della query in
un insieme di cluster rilevanti e il secondo nell’interrogazione dei nodi corri-
spondenti (Figura 2.5). Un cluster è definito rilevante se almeno un punto al
proprio interno appartiene all’insieme delle risorse mappate sull’anello Chord.
Figura 2.5: Squid clusters
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In Squid, per evitare che un numero elevato di cluster possa rendere la so-
luzione non scalabile,è stato introdotto un ulteriore passo di ottimizzazione:
la generazione dei cluster rilevanti avviene in maniera incrementale e guida-
ta dai dati. Essendo ogni cluster identificato da un prefisso nell’albero, per
poter ottimizzare il processo di ricerca, i cluster vengono raﬃnati incremen-
talmente dai soli nodi, che ricadono all’interno dei cluster via via raﬃnati
(Figura 2.6).
Figura 2.6: Raﬃnazione dei clusters in Squid
2.4.3 Baton
Baton, BAlanced Tree Overlay Network [17] è una rete P2P di tipo struttura-
to in grado di supportare range query monodimensionali mediante l’utilizzo
di una struttura dati distribuita simile ad un B-albero. Grazie a tale strut-
tura distribuita ad albero, Baton permette di eﬀettuare query sia del tipo
Exact Match che per range.
Ogni nodo dell’albero rappresenta esattamente un peer della rete e mantiene
una parte della struttura dati distribuita. Ciascun nodo Baton è identifi-
cato tramite il proprio indirizzo IP e possiede come proprio stato interno,
una routing table (Figura 2.7), che contiene il riferimento al nodo padre, i
riferimenti ai nodi figli, ad un insieme di nodi adiacenti secondo una visita
simmetrica o in order dell’albero e ad m nodi, vicini dello stesso livello. In
particolare gli m nodi vicini a destra e a sinistra del nodo sono selezionati
secondo la successione
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m  22,m  21,m  20,m+ 20,m+ 21,m+ 22
supponendo una numerazione dei nodi per livelli successivi a partire dal livello
zero e da sinistra verso destra.
Figura 2.7: Routing table di un nodo in Baton
Baton, per poter eﬀettuare delle ricerche, utilizza, oltre all’albero bilanciato,
un’ulteriore struttura dati ad indici distribuita. Ciascun nodo si occupa di
gestire un intervallo di valori, definito dagli estremi lower e up. L’assegna-
zione dell’intervallo di valori, che ogni nodo deve gestire, è stabilito con il
seguente criterio: il valore lower assume il valore massimo contenuto nel sot-
toalbero sinistro del nodo, mentre up assume il valore minimo presente nel
sottoalbero destro (Figura 2.8).
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Figura 2.8: Indici distribuiti in Baton
In Figura 2.8 è possibile notare come l’assegnazione ai nodi foglia degli inter-
valli di valori da gestire sia perfettamente ordinata e come, a diﬀerenza dei
B+-alberi, anche i nodi interni dell’albero si occupino di gestire loro stessi
un range di valori.
Attraverso l’esempio riportato in Figura 2.8 mostriamo adesso il processo di
ricerca. Supponiamo che il nodo h voglia cercare un valore gestito dal nodo c.
L’algoritmo di ricerca, illustrato in [17], eﬀettua i seguenti passaggi. Il nodo
h confronta il valore cercato con il proprio range, determinando, attraverso
la sua routing table, che il valore di up risulta inferiore al valore cercato e
dunque inoltra la query al vicino destro più estremo, tale per cui il relativo
limite di lower risulti inferiore al valore cercato. Ricordiamo che i vicini
sono memorizzati esponenzialmente sempre più distanti. Il nodo l eﬀettua
un procedimento analogo e inoltra la query al vicino m, il quale, non avendo
nella propria routing table nessun vicino destro in grado di soddisfare la
condizione di limite inferiore, invia la query al figlio destro r. Il nodo r, non
trovando nessun vicino destro e non possedendo nessun figlio invia la query ad
un nodo fisicamente adiacente, c, concludendo in questo modo l’operazione
di ricerca.
Nel caso di range query, l’algoritmo si comporta in maniera del tutto analo-
ga, intersecando i range esaminati. Dall’esempio proposto possiamo notare
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come l’operazione di ricerca sia limitata nel numero di nodi da visitare. In-
fatti, come mostrato dagli autori, il costo di ricerca al caso pessimo risulta
logaritmico e pari alla profondità dell’albero; inoltre si ha la certezza di non
ottenere risultati falsi negativi.
L’operazione di join in Baton è separata in due fasi. Nella prima fase vie-
ne determinata la collocazione del nuovo nodo all’interno dell’albero e nella
seconda vengono eseguite le operazioni di join vere e proprie. Il costo del-
l’operazione di join è determinato dalla prima fase di ricerca. Gli autori
mostrano in [17] come tale ricerca non coinvolga più di O(logN) nodi, con
N pari al numero di nodi o peers nella rete.
Mostriamo adesso come si comporta Baton nella gestione degli aggiornamenti
dei valori ed in particolare di come possano innescare il bilanciamento dell’al-
bero. Ipotizziamo che il valore gestito da un nodo abbia una variazione oltre
i limiti del range gestito localmente e, considerando l’esempio in Figura 2.9,
supponiamo che l’aggiornamento comporti lo spostamento di un valore dal
generico nodo e al nodo g ; questo spostamento può essere determinato attra-
verso una semplice procedura di ricerca. Supponiamo che il nodo g adesso
si trovi a gestire un elevato numero di valori ed occorra procedere ad una
suddivisione del range da lui gestito ed eventualmente ad un bilanciamento
dei nodi. Il caso riportato in Figura 2.9 (a) mostra esattamente la situazione
in cui è presente uno sbilanciamento del carico nel nodo g.
Figura 2.9: Esempilo di bilanciamento del cairco dei nodi in Baton
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L’algoritmo di bilanciamento del carico procede nel seguente modo. Il nodo
g identifica un nodo scarico presente in rete, per esempio il nodo f, il quale
delega la gestione del proprio range di valori al nodo padre c ed eﬀettua una
nuova join sull’albero posizionandosi come nodo figlio di g ; a questo punto il
nodo g divide il proprio intervallo di valori da gestire con f (Figura 2.9 (b)).
In seguito al bilanciamento del carico l’esempio in Figura mostra come sia
necessario anche un bilanciamento dell’albero. La procedura è simile a quella
utilizzata negli alberi AVL. I movimenti eﬀettuati sono illustrati in Figura
2.9 (c) tramite la linea tratteggiata. Il nodo f rimpiazza il nodo g, il quale a
sua volta rimpiazza il nodo d ; il nodo d rimpiazza il nodo b, b rimpiazza il
nodo e, e il nodo a ed infine a assume la posizione originale avuta da f.
Il problema del bilanciamento del carico si rivela il punto critico della pro-
posta di Baton; infatti anche se il range di valori assegnati ad un nodo non
varia, il numero di query ricevute da un nodo potrebbe essere signicativamen-
te diﬀerente da quelle ricevute da altri nodi. Pertanto anche in questo caso il
ribilanciamento dinamico della struttura è necessario. Si noti inoltre che tale
bilanciamento del carico può comportare, nel caso peggiore, un trasferimento
totale dei valori del nodo carico al nodo scarico e coinvolgere potenzialmente
tutti i nodi dell’albero. Questa situazione potrebbe ricrearsi frequentemente
in presenza di attributi altamente dinamici.
2.4.4 RST: Range Search Tree
La struttura dati Range Search Tree (RST) è la soluzione proposta in [18].
RST è una struttura basata sul mantenimento di un albero distribuito tra i
peers della rete ed in grado di fornire supporto a range query multidimensio-
nali. Per illustrare l’albero RST, occorre prima descrivere la tecnica di base
utilizzata per eﬀettuare il bilanciamento del carico tra i nodi. Una risorsa R
è definita da un insieme di coppie attributo/valore della forma
R = {(a1, v1), (a2, v2), . . . , (an, vn)}
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Ad ogni coppia (ai, vi) è associata una matrice di bilanciamento del carico
denominata Load Balancing Matrix o LBM. In questa matrice è tenuta trac-
cia del carico relativo alle registrazioni e alle richieste eﬀettuate per la coppia
(ai, vi) ed in particolare serve ad organizzare i peers già presenti in rete, per
condividerne il carico.
In Figura 2.10 è mostrata la matrice di bilanciamento per l’attributo (ai, vi).
I nodi nelle colonne memorizzano una partizione della risorsa R, ovvero un
sotto-insieme delle coppie attributo-valore, di cui è composta la risorsa con il
vincolo che sia sempre inclusa la coppia (ai, vi). I nodi di una stessa colonna
consistono invece di repliche della stessa partizione. La matrice LBM au-
menta o diminuisce di dimensione dinamicamente nel tempo, a seconda del
carico di registrazioni o interrogazioni eﬀettuate nella rete. Per tenere traccia
della dimensione della LBM si ricorre ad un head node, il quale memorizza il
numero di partizioni e repliche.
Figura 2.10: Matrice di bilanciamento del carico (LBM) per (ai, vi)
Descriviamo adesso come il generico nodo memorizzi una risorsa R attraverso
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l’uso di tale matrice. Per ogni coppia di valori della risorsa, (ai, vi), vengono
recuperate attraverso l’head node il numero di partizioni e repliche. In seguito
tramite l’ausilio di soglie del carico, mantenute localmente, viene decisa la
partizione p, in cui memorizzare la risorsa R e viene applicata la seguente
funzione per determinare tutti i nodi replica r della stessa partizione:
N  H((ai, vi), p, r)
La matrice LBM appena descritta risulta alla base della struttura Range
Search Tree.
Un albero RST è costruito sul dominio dei valori di un singolo attributo.
Tra i nodi di uno stesso livello si eﬀettua il partizionamento del dominio in
intervalli di diﬀerente granularità. Tutti i nodi di livello li possiedono degli
intervalli di ampiezza minore rispetto ai nodi di livello li + 1, ma in ogni
caso l’unione degli intervalli di un livello ricopre sempre l’intero dominio.
Un esempio di partizionamento dell’albero è mostrato in Figura 2.11 (a); il
dominio dei valori è definito nell’intervallo [0; 7].
Figura 2.11: Esempio struttura RST
CAPITOLO 2. STATO DELL’ARTE 25
Illustriamo adesso le operazioni di registrazione ed interrogazione nell’albero
RST. Per memorizzare una risorsa si estende l’algoritmo descritto preceden-
temente con la matrice LBM. Considerando la generica coppia (ai, vi), il va-
lore vi identifica un percorso specifico all’interno dell’albero RST denominato
Path(vi). La memorizzazione della risorsa R viene eﬀettuata esclusivamente
tra i nodi del Path. Recuperando i valori della LBM, l’algoritmo viene poi
esteso determinando i nodi nel seguente modo:
N  H((ai, vi), [s, e] , p, r)
i parametri [s, e] rappresentano il range del nodo del path, in cui memoriz-
zare i valori p ed r gli indici della relativa LBM (Figura 2.11(b)). Questo
procedimento di memorizzazione, come notato degli autori, risulta non otti-
mizzato in quanto l’attributo potrebbe essere memorizzato in un sottoinsieme
dei nodi del Path. Idealmente i nodi in cui memorizzare, dovrebbero essere i
nodi RST i cui range siano non eccessivamente granulari, ma neanche tali da
concentrare le registrazioni verso pochi nodi producendo uno sbilanciamento
del carico. Per ottenere questo comportamento, viene introdotto il concetto
di banda dell’albero RST. La banda rappresenta un sottoinsieme dei nodi di
un Path, determinati dinamicamente dalla rete, in cui è conveniente memo-
rizzare le risorse. Le informazioni sulla banda vengono mantenute in maniera
simile a quanto fatto con la matrice LBM attraverso l’head node e il Path
Maintenance Protocol (PMP) (Figura 2.12).
Figura 2.12: Determinazione della banda
CAPITOLO 2. STATO DELL’ARTE 26
Introducendo questa ottimizzazione, la procedura di ricerca varia legger-
mente, dovendo in via preliminare determinare la banda e successivamente
memorizzare esclusivamente nei nodi del Path all’interno della banda.
Illustrariamo adesso il meccanismo di interrogazione. Nella richiesta di una
range query occorre notare come esistano diversi modi per decomporre il ran-
ge richiesto utilizzando l’albero RST e l’eﬃcienza dell’algoritmo di query è
dunque in parte legata alla determinazione di una decomposizione ottimale
della query e quindi dei nodi RST da contattare. A guidare il processo di de-
composizione viene introdotta una metrica chiamata rilevanza. Supponendo
di avere una range query Q con intervallo [s, e], l’algoritmo di query potrà
decomporre l’intervallo originario in k sub-queries corrispondenti a k nodi
dell’albero RST, N1, N2,, . . . , Nk. La rilevanza r è definita come
r =
RqPk
i=1Ri
dove Ri esprime l’ampiezza del range gestito dal nodo Ni e Rq l’ampiezza
della query originaria. Intuitivamente la rilevanza indica quanto la decom-
posizione scelta corrisponda bene alla query originaria. Ulteriori dettagli
sulla determinazione ottimale dei nodi RST possono essere trovati in [18].
A questo punto l’esecuzione di una range query si compone di tre passi: re-
cupero preliminare delle informazioni sulla banda, decomposizione del range
richiesto in una lista di nodi RST ed interrogazione dei vari nodi in accordo
con la banda individuata e le informazioni contenute nella LBM.
2.4.5 Cone
Cone [19] è una rete P2P strutturata che utilizza una struttura dati ispirata
ad un albero simile ad un heap. In Cone è possibile eﬀettuare query del
tipo Trova k risorse di dimensione maggiore di S. Cone è costruito sopra un
livello di routing che supporti la ricerca basata sui prefissi, come ad esempio
Chord. L’albero Cone è quindi un albero binario dei prefissi in cui le foglie
vengono assegnate ai peers in maniera del tutto casuale attraverso la funzione
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di hashing della DHT. Ogni nodo interno N possiede il valore massimo con-
tenuto nel sottoalbero radicato in N, ottenuto mediante l’applicazione della
heap-property (Figura 2.13). Un peer P mantiene una Routing Table, che
memorizza una porzione consecutiva di nodi logici la quale corrisponde ad
un percorso all’interno dell’albero. In particolare per ogni nodo logico N, non
foglia, deve valere la seguente proprietà:
N =
8<:left(N), left(N).key < right(N).keyright(N), altrimenti
Tale proprietà implica che il nodo N di livello l > 0 sia esso stesso anche
uno dei nodi figli. Una volta collocato nell’albero Cone, il nodo non varierà
la sua posizione durante tutta la permanenza in rete. Infatti la costruzio-
ne dell’albero Cone è determinata implicitamente dalle relazioni mantenute,
distribuita tra tutti i nodi nelle routing tables. Una variazione del valore
gestito comporterà una riorganizzazione delle tabelle di routing dei soli nodi
coinvolti.
Figura 2.13: Architettura CONE
La memorizzazione di un valore avviene localmente e, come mostrato dagli
autori, in un numero di nodi logaritmico. Per eﬀettuare delle ricerche in Cone,
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viene sfruttata la heap-property. La ricerca consiste in una risalita dell’albero
attraverso l’utilizzo delle routing tables e sfrutta al massimo le operazioni
di potatura dell’albero, per ridurne l’esplorazione. Il costo dell’operazione
è logaritmico. Cone, pur essendo una struttura ad albero, presenta delle
buone proprieta di bilanciamento del carico. Per poter analizzare la struttura
occorre introdurre i concetti di Data Traﬃc e Control Traﬃc.
Data Traﬃc. Si definisce Data Traﬃc il carico di query che ogni nodo
dell’albero gestisce. Dato un insieme di peers P1, P2, . . . , Pz aventi chiavi
all’interno di un range, si definisce ProbD(Pi) la probabilità che il nodo Pi
soddisfi una query. Il carico risulta bilanciato se vale
8i, j  z, i 6= j ProbD(Pi) = ProbD(Pj)
Control Traﬃc. Si definisce Control Traﬃc il numero di messaggi di con-
trollo scambiati dai nodi. Idealmente si ha bilanciamento del carico se il
numero di messaggi scambiati dai nodi di tutto il sistema è identico. Formal-
mente, definita ProbC(Pi) la probabilità che per qualche query un messaggio
di controllo venga inviato al nodo Ni, si ha bilanciamento del carico se vale
8i, j  z, i 6= j ProbC(Pi) = ProbC(Pj)
Analisi del data traﬃc
Iniziamo considerando due esempi in cui si verifica il maggiore sbilanciamento
del carico, per poi passare ad un’analisi più generale. Supponiamo di cercare
una risorsa che soddisfi una determinata query. Ipotizziamo che tale query
possa essere risolta esclusivamente da due peers P1, P2 e che l’associazione
tra i peers e i nodi dell’albero Cone sia quella mostrata in Figura 2.14 (a).
Il peer P2 è il padre al nodo logico di livello uno del peer P1. In questo
caso si ha lo sbilanciamento massimo del carico e tutte le query originate
dai T-1 peers saranno dirette a P2 mentre a P1 arriveranno le sole query
originate da P1 stesso. In questo caso lo sbilanciamento massimo è pari a
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O(T ), con T pari al numero di peers presenti nella rete. Come caso degenere
si può avere la situazione illustrata in Figura 2.14 (b), in cui i peers P1 e
P2 abbiano ottenuto lo stesso identicativo dalla DHT e quindi siano stati
assegnati alla stessa foglia. In questo caso P1, ad esempio, rispondera‘ alle
query originate da se stesso, mentre lascerà a P2 la gestione di tutte le altre.
Lo sbilanciamento anche in questo caso risulta O(T ). Fortunatamente la
probabilità che avvenga una tale configurazione per entrambi gli scenari,
risulta poco probabile. Infatti sia nel caso in cui i due nodi risultino adiacenti
sia nel caso in cui abbiano generato lo stesso ID, la probabilità che questo
accada è pari a 12h . Tale probabilità è calcolata assumendo che il numero di
nodi fisici nella rete sia esattamente uguale al numero di foglie nell’albero;
per valori inferiori di nodi la dimostrazione può essere eﬀettuata in maniera
analoga.
Figura 2.14: Casi di massimo sbilanciamento dell’albero Cone
A questo punto possiamo analizzare il caso medio. Consideriamo il caso in
cui P1 sia adiacente a P2 attraverso un sotto-albero di altezza k e che P2 sia
il padre dal livello k fino alla radice (Figura 2.15).
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Figura 2.15: Caso generico del Data Traﬃc in Cone
L’assegnamento del relativo ID ai nodi è eﬀettuato dalla funzione hash della
DHT e la probabilità che P1 sia esattamente in un sotto-albero adiacente di
altezza k è pari a 2k2h .Pertanto la probabilità che due nodi P1 e P2 diventino
adiacenti in un sotto-albero di altezza k è di 12h k . Nello specifico P2 diventerà
il nodo padre di livello k. Tenendo conto di quanto detto possiamo definire
le seguenti quantità:
• ProbD(P1) = 2
k
2h , la probabilità che il nodo P1 soddisfi una determinata
query.
• ProbD(P2) = 1   2k2h , la probabilità che il nodo P2 soddisfi una deter-
minata query.
Il rapporto tra i due Data Traﬃc risulta r = ProbD(P1)ProbD(P2) =
2h 2k
2k . Fissato k,
sbilanciamento dell’albero risulta essere pari a
✓
1
2h   2k
◆
⇥
✓
2h   2k
2k
◆
=
2h   2k
2h
Quindi per calcolare lo sbilanciamento al caso generico occorre sommare per
tutti i possibili valori di k :
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2h 1
2h
+
Ph 1
k=0
(2h 2k)
2h
=2
h 1
2h
+ 1
2h
((2h 1)+(2h 2)+...+(2h 2h 1))=1 2h+h+Pnk=1 1
2h
=h
Ottenendo quindi che nel caso medio, per la ricerca di una risorsa, il rapporto
tra il peer selezionato il maggior numero di volte e quello selezionato il minor
numero risulta non superiore a h = log(T ).
Analisi del Control Traﬃc
Per poter eﬀettuare l’analisi del Control Traﬃc è necessario fare la seguente
ipotesi: la distribuzione delle chiavi possedute dai peers è identica alla distri-
buzione delle query eﬀettuate, ed entrambe le distribuzioni sono continue.
Questa ipotesi risulta necessaria per poter sfruttare le proprietà di simme-
tria e mettere in relazione la distribuzione delle chiavi con la distribuzione
delle query. Se si considera l’esempio in Figura 2.15, la probabilità che una
query originata dal nodo P1 arrivi al nodo P2, situato a livello k, è uguale
alla probabilità che il valore massimo cercato dalla query sia il più grande
valore tra tutti i valori gestiti nei 2k 1 peers del sotto-albero. Questo equi-
vale a prelevare tra i 2k 1 +1 campioni dalla distribuzione delle query (l’uno
in piu‘ rappresenta la query) e stimare la probabilità che il valore richiesto
sia esattamente il più grande valore tra tutti quelli gestiti nel sotto-albero.
Dato che ogni elemento del campione, per ipotesi di simmetria, possa essere
il valore massimo con uguale probabilità, allora la probabilità di selezionare
il valore massimo risulta di
1
2k 1 + 1
. Ritornando all’esempio in Figura 2.15,
il numero di nodi dal quale la query può arrivare a P2 è pari a 2k 1. L’indice
k − 1 è dato dal fatto che in Cone, un peer che gestisce il nodo P2, deve ne-
cessariamente gestire anche uno dei suoi figli, nell’esempio il figlio destro. Il
carico complessivo di query che potrà raggiungere P2 è quello proveniente dal
solo sotto-albero di livello k − 1 ; quindi i messaggi di controllo scambiati a
seguito di un’interrogazione sono pari a
 
2k 1
 ⇥✓ 1
2k 1 + 1
◆
. Possiamo con-
cludere che al caso pessimo il fattore di massimo sbilanciamento del Control
Traﬃc è rappresentato dal caso in cui P2 sia situato nella radice dell’albero
Cone, quindi:
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hX
k=1
✓
2k 1
2k 1 + 1
◆
< h = log(T )
2.4.6 Confronto soluzioni presenti in letteratura
Le proposte illustrate presentano degli indubbi vantaggi in termini di au-
mento di espressività nel linguaggio d’interrogazione, ma occorre prestare
attenzione agli elementi caratterizzanti e agli aspetti critici.
Nel caso delle soluzioni basate sulla manipolazione delle funzioni hash, come
MAAN [15], la scelta della funzione hash risulta il fulcro centrale del modello
prestazionale, che, nel caso di distribuzioni dei dati non uniformi, è estrema-
mente critico. A questo aspetto si aggiunge l’ulteriore overhead che MAAN
possiede nella presenza di risorse dinamiche, dovendo memorizzare tutti gli
attributi della risorsa.
Nell’approccio presentato da Squid [16], le risorse sono state preventivamente
trasformate da una funzione di mapping. Come al caso precedente, Squid,
memorizzando le risorse direttamente sull’anello Chord, risulta essere sensi-
bile alle distribuzioni non uniformi. In aggiunta si ha anche la presenza della
nota problematica curse of dimensionality, che rende critica la gestione della
struttura dati al crescere del numero di dimensioni dello spazio originario.
Infine negli ultimi approcci (Baton [17], RST [18] e Cone [19]) si è indagato su
strutture basate sulla costruzione di una rete strutturata ispirata agli alberi.
Queste soluzioni presentano degli aspetti fondamentali da analizzare:
• bilanciamento del carico;
• gestione degli attributi dinamici
• overhead di gestione
Nello specifico, l’approccio Baton mostra i suoi limiti sia con la presenza di
attributi dinamici che con un elevato overhead di gestione in caso di bilan-
ciamento della struttura; infatti in Baton la variazione di un attributo può
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determinare uno sbilanciamento dei nodi e quindi innescare delle procedure
di riorganizzazione della struttura.
Nella struttura RST i limiti maggiori si hanno sia nella scarsa scalabilità del
sistema, basato nel recupero di informazioni essenziali attraverso head node
che negli elevati costi di mantenimento dinamico delle LBM e banda.
L’ultimo approccio Cone risulta molto promettente, sia per il bilanciamento
del carico sfruttando le proprietà di distribuzione dei dati attraverso fun-
zione hash, che nel mantenimento della struttura a seguito dei cambiamenti
dei valori. Per contro, Cone presenta una scarsa espressività sulle query
eﬀettuabili.
Lo studio della letteratura ha quindi mostrato come ogni proposta pre-
senti soluzioni sub-ottime al problema del Resource Discovery diﬀcili da
coniugare.
Capitolo 3
Strumenti Matematici
In questo capitolo verranno illustrati gli strumenti matematici utilizzati in
questa tesi. In particolare verranno analizzate le Wavelets ed i Bloom Filters.
3.1 Wavelet: concetti generali
3.1.1 Cenni storici
Dagli inizi del 1900 fino al 1970 sono stati presentati diversi approcci alle
wavelet: da una parte, la comunità matematica ha cercato di superare i
limiti analitici della Short Time Fourier Transform, iniziando a concepire la
trasformata wavelet continua; da un punto di vista sperimentale, invece, in
diversi laboratori sono stati proposti algoritmi per l’analisi dei segnali o delle
immagini attraverso, ad esempio, filtri in cascata che si rileveranno essere
strettamente connessi con l’analisi wavelet.
Questi approcci, più o meno consapevoli, all’analisi wavelet partono nel 1909
con il lavoro del matematico tedesco A. Haar [22] che scopre l’omonimo
sistema di basi ortonormali e proseguono con numerosi e diversi contributi.
Gli approcci basati su wavelet sono considerati, ad oggi, di grande interesse.
Le molteplici caratteristiche delle wavelet le rendono estremamente duttili e
funzionale in diverse discipline.
34
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La tolleranza che la trasformata wavelet dimostra nei confronti di eventuali
errori nei suoi coeﬃcienti, lo rende strumento adatto per lo studio di risonanze
magnetiche e per elettrocardiogrammi ad alta risoluzione.
Le wavelets trovano impiego anche nelle tecniche di compressione e riduzione
del rumore in un segnale: infatti, la loro tolleranza a coeﬃcienti errati con-
sente l’azzeramento di parte dei coeﬃcienti wavelet, quelli minori in modulo
ad una certa soglia, consentendo così la rappresentazione dello stesso segnale
con un numero inferiore di informazioni; allo stesso tempo, questo ne azzera
la componente ad alta frequenza determinata dal rumore.
3.1.2 La Trasformata Haar
Le Haar wavelet [26], nella loro forma discreta, sono legate ad un’operazio-
ne matematica chiamata Trasformata di Haar la quale, inoltre, funge da
prototipo per tutte le altre trasformate wavelet.
In questa sezione verranno introdotte le nozioni di base relative alla Trasfor-
mata di Haar.
La trasformata di Haar viene utilizzata principalmente per la rappresenta-
zione di segnali, in particolare di segnali discreti.
Un segnale discreto è una funzione del tempo i cui valori corrispondono ad
una serie di istanti discreti di tempo rappresentati nel dominio dei numeri
interi. Un segnale discreto è rappresentato nella forma f = (f1, f2, . . . , fN)
dove N è un numero intero positivo che, nel formalismo delle trasformazio-
ni di Haar, indica la lunghezza di f. I valori di f sono gli N numeri reali
f1, f2, . . . , fN . Questi valori, tipicamente, vengono calcolati campionando un
segnale analogico g agli istanti di tempo t1, t2, . . . , tN . Per cui, i valori di f
risultano:
f1 = g(t1), f2 = g(t2), . . . , fN = g(tN). (3.1.1)
Per semplicità, assumeremo che gli incrementi di tempo che separano due va-
lori successivi siano sempre gli stessi. Utilizziamo il termine valori campionati
quando i valori di un segnale discreto sono definiti in questo modo.
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Un esempio importante di valori campionati è l’insieme dei valori memoriz-
zati in un file audio (.wav). Un altro esempio sono i valori di intensità audio
registrati su un compact disc. Un ultimo esempio non riferito a segnali audio
è quello di un elettrocardiogramma digitalizzato.
Come tutte le trasformate wavelet, la Trasformata di Haar decompone un
segnale discreto in due sottosegnali di metà ampiezza. Un sottosegnale è
chiamato trend, l’altro fluctuation.
Iniziamo analizzando il sottosegnale trend. Il primo sottosegnale trend, a1 =
(a1, a2, . . . , aN/2), del segnale f, è calcolato nel modo seguente. Il primo valore,
a1, è ottenuto eseguendo la media della prima coppia di valori di f: (f1+f2)/2
e moltiplicando tale valore per
p
2, per cui: a1 = (f1 + f2)/
p
2. Allo stesso
modo il valore successivo a2 è calcolato eseguendo la media della coppia di
valori successiva di f: (f3 + f4)/2, e moltiplicandola per
p
2. Ottenendo
a2 = (f3 + f4)/
p
2. Continuando con questo procedimento, tutti i valori di
a1 sono calcolati eseguendo le medie delle coppie di valori successivi e quindi
moltiplicando il valore ottenuto per
p
2. La formula per ottenere un generico
valore di a1 è:
am =
f2m 1 + f2m
2
⇥p2
che è equivalente a
am =
f2m 1 + f2mp
2
(3.1.2)
per m = 1, 2, . . . , N/2.
Ad esempio, supponiamo di avere una funzione f definita da otto valori:
f = (4, 6, 10, 12, 8, 6, 5, 5);
a questo punto calcoliamo il suo trend:
a1 = (5
p
2, 11
p
2, 7
p
2, 11
p
2).
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Questo risultato può essere ottenuto utilizzando la formula sopra descritta o
come indicato nel seguente diagramma:
f : 4 6 10 12 8 6 5 5
&. &. &. &.
5 11 7 5
# # # #
a1 : 5
p
2 11
p
2 7
p
2 5
p
2
A questo punto potrebbe non essere chiaro il motivo per cui sia necessaria la
moltiplicazione per
p
2, nella prossima sezione vedremo come tale operazione
sia essenziale per assicurare che la Trasformata di Haar conservi l’energia del
segnale.
Analizziamo l’altro sottosegnale chiamato fluctuation. Il primo sottosegnale
fluctuation del segnale f, rappresentato come d1 = (d1, d2, . . . , dN/2) è cal-
colato nel modo seguente. Il primo valore, d1, è ottenuto dalla metà della
diﬀerenza della prima coppia di valori di f : (f1   f2)/2, moltiplicato perp
2. Per cui d1 = (f1   f2)/
p
2. Allo stesso modo, il secondo valore d2, è
calcolato prendendo la metà della diﬀerenza della seconda coppia di valori
di f: (f3   f4)/2 moltiplicato per
p
2. Abbiamo quindi d2 = (f3   f4)/
p
2.
Proseguendo in questo modo, tutti i valori in d1 sono il risultato di questa
formula generale:
dm =
f2m 1   f2mp
2
(3.1.3)
per m = 1, 2, . . . , N/2.
Ad esempio, prendendo in considerazione il segnale f = (4, 6, 10, 12, 8, 6, 5, 5)
definito sopra, il suo sottosegnale fluctuation d1 risulta ( p2, p2,p2, 0).
Questo risultato puo’ essere ottenuto utilizzando la formula sopra descritta
o come indicato nel seguente diagramma:
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f : 4 6 10 12 8 6 5 5
&. &. &. &.
 1 1 1 0
# # # #
d1 :  p2  p2 p2 0
Trasformata di Haar, 1-livello
La trasformata di Haar viene eseguita in più fasi o livelli. Il primo livello è
il mapping H1 definito come:
f
H1! (a1 | d1) (3.1.4)
da un segnale discreto f ai suoi sottosegnali trend a1 e fluctuation d1. Ad
esempio, sopra abbiamo visto che:
(4, 6, 10, 12, 8, 6, 5, 5)
H1! (5p2, 11p2, 7p2, 5p2 |  p2, p2,p2, 0). (3.1.5)
Il mapping H1 ha un’inverso. L’inverso ricostruisce il segnale discreto f par-
tendo dai due sottosegnali trend e fluctuation (a1 | d1) attraverso la seguente
formula:
f =
✓
a1 + d1p
2
,
a1   d1p
2
, . . . ,
aN/2 + dN/2p
2
,
aN/2   dN/2p
2
◆
. (3.1.6)
Infatti:
a1 =
f1 + f2p
2
, d1 =
f1   f2p
2
da cui
a1 + d1 =
f1 + f2 + f1   f2p
2
=
2⇥ f1p
2
=
p
2⇥ f1 ) f1 = a1 + d1p
2
Analogamente:
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a1   d1 = f1 + f2   f1 + f2p
2
=
2⇥ f2p
2
=
p
2⇥ f2 ) f2 = a1   d1p
2
.
Ad esempio, il seguente diagramma mostra come invertire la trasformata di
primo livello descritta precedentemente:
a1 : 5
p
2 11
p
2 7
p
2 5
p
2
d1 :  p2  p2 p2 0
.& .& .& .&
f : 4 6 10 12 8 6 5 5
3.1.3 Caratteristiche della trasformata di Haar
Consideriamo adesso quali sono i vantaggi nell’applicare la Trasformata di
Haar. Questi vantaggi derivano dalla seguente proprietà.
Small Fluctuations. I valori presenti nel sottosegnale fluctuation spes-
so hanno un valore di un ordine di grandezza significativamente più piccolo
rispetto ai valori presenti nel segnale originale.
La ragione per cui la proprietà Small Fluctuation è generalmente vera è che
tipicamente abbiamo a che fare con segnali i cui valori sono campionamenti di
segnali analogici continui g con un incremento del tempo tra i campionamenti
molto piccolo.
In altre parole se, nel segnale discreto f, gli incrementi di tempo sono ab-
bastanza piccoli, allora due valori successivi f2m 1 = g(t2m 1) e f2m =
g(t2m) saranno vicini l’uno con l’altro a causa della continuità del segnale
g. Conseguentemente, i valori della Trasformata di Haar soddisfano:
dm =
g(t2m 1)  g(t2m)p
2
⇡ 0
Ad esempio, prendendo in esame il segnale f = (4, 6, 10, 12, 8, 6, 5, 5) gli
otto valori presenti nel segnale hanno un valore medio di 7. D’altra parte,
il suo sottosegnale fluctuation d1 = ( p2, p2,p2, 0) ha un valore medio
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di 0, 75 · p2. In questo caso l’ordine di grandezza dei valori presenti nel
sottosegnale fluctuation è di 6.6 volte minore rispetto a quello dei valori
presenti nel segnale originale.
Vediamo un ulteriore esempio, consideriamo il segnale mostrato in Figu-
ra 3.1(a). Questo segnale è stato generato da 1024 campionamenti della
funzione:
g(x) = 20x2(1  x)4 cos 12⇡x
nell’intervallo [0, 1). In Figura 3.1(b) è mostrato un grafico della Trasformata
di Haar di primo livello. Il sottosegnle trend è mostrato nella prima metà
del grafico, nell’intervallo [0, 0, 5), il sottosegnale fluctuation è mostrato nella
seconda metà del grafico, nell’intervallo [0, 5, 1). Risulta evidente come una
grande percentuale dei valori del sottosegnale fluctuation abbia un valore
vicino allo zero, altro esempio della proprietà Small Fluctuations. Possiamo
notare come il sottosegnale trend sia molto simile al segnale originale sebbene
ridotto della metà in lunghezza ed esteso di un fattore
p
2 in verticale.
Figura 3.1: Trasformata di Haar su segnale discreto
Eseguendo un’analisi simile a quella della fluctuation possiamo capire perché
il grafico del sottosegnale trend sia simile a quello del segnale originale. Se
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g è continua e gli intervalli di tempo tra due campionamenti successivi sono
molto piccoli, allora g(t2m 1) e g(t2m) avranno valori simili. Esprimendo
questo fatto come approssimazione, g(t2m 1) ⇡ g(t2m), otteniamo la seguente
approssimazione per ogni valore am del sottosegnale trend:
am ⇡
p
2g(t2m).
Questa equazione mostra come a1 sia approssimativamente la stessa dei valori
campione di
p
2g(x) per x = t2, t4, . . . , tN . In altre parole, ci mostra che il
grafico del sottosegnale trend ha un andamento simile al grafico di g, così
come abbiamo visto nell’esempio precedente in relazione al segnale in Figura
3.1(a).
Uno dei motivi per cui la proprietà di Small Fluctuation è importante è per-
ché ha diverse applicazioni nella compressione dei segnali. Comprimendo un
segnale possiamo trasmettere i suoi valori, o un’approssimazione dei suoi va-
lori, utilizzando un numero minore di bits. Ad esempio, potremmo inviare
solamente il sottosegnale trend per il segnale mostrato in Figura 3.1(a) e quin-
di eseguire l’inverso della Trasformata di Haar considerando tutti i valori del
sottosegnale fluctuation come se fossero zero, così da ottenere un’approssima-
zione del segnale originale. Dal momento in cui la lunghezza del sottosegnale
trend è la metà rispetto a quella del segnale originale, abbiamo ottenuto una
compressione del 50%.
Nella sezione precedente è stata definita la Trasformazione di Haar di primo
livello.
Una volta eseguita la Trasformata di Haar di primo livello, è facile intuire
come sia possibile ripetere questo processo per eseguire la Trasformazioni
Haar multi-livello.
Un’importante proprietà della Trasformata di Haar è che essa conserva l’e-
nergia del segnale. Per energia di un segnale f si intende la somma dei
quadrati dei suoi valori. Per cui, l’energia "f di un segnale f è definita da:
"f = f
2
1 + f
2
2 + . . .+ f
2
N . (3.1.7)
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Vediamo un esempio sul calcolo dell’energia. Supponiamo di avere f =
(4, 6, 10, 12, 8, 6, 5, 5), il segnale analizzato nella sezione precedente, "f è ot-
tenuta come segue:
"f = 4
2 + 62 + . . .+ 52 = 446.
Perciò l’energia di f è 446. Inoltre, utilizzando i valori ottenuti dalla Tra-
sformazione di Haar di primo livello (a1 | d1) = (5p2, 11p2, 7p2, 5p2 |
 p2, p2,p2, 0), possiamo notare che:
"(a1|d1) =a21 + a
2
2 + . . .+ a
2
N/2 + d
2
1 + d
2
2 + . . .+ d
2
N/2 =
=
(f1 + f2)
2
2
+
(f1   f2)2
2
+ . . .+
(fN 1 + fN)
2
2
+
(fN 1   fN)2
2
=
=f 21 + f
2
2 + . . . f
2
N
per cui:
"(a1|d1) = 25 · 2 + 121 · 2 + . . .+ 2 + 0 = 446.
Quindi la Trasformata di Haar di primo livello ha mantenuto l’energia co-
stante. Ciò è generalmente vero:
Conservazione dell’energia. La Trasformata di Haar di primo livello
conserva l’energia, "(a1|d1) = "f , per qualsiasi segnale f.
Dall’esempio risulta chiaro il motivo per cui la moltiplicazione per
p
2 sia
necessaria per il mantenimento dell’energia
La quantità "f è definita energia perché la somma dei quadrati viene utiliz-
zata frequentemente in fisica quando viene calcolata una qualsiasi energia.
Ad esempio, se una particella di massa ha velocità v = (v1, v2, v3), la sua
energia cinetica è quindi (m/2)(v21 + v22 + v23). Quindi l’energia cinetica è
proporzionale a v21 + v22 + v23 = "v. Ignorando la costante di proporzionalità,
m/2, otteniamo la quantità "v che chiamiamo energia di v.
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La conservazione dell’energia è importante, ma è ancora più importante ana-
lizzare come la Trasformata di Haar ridistribuisca l’energia in un segnale
comprimendo la maggior parte dell’energia nel sottosegnale trend. Ad esem-
pio, per il segnale f = (4, 6, 10, 12, 8, 6, 5, 5) nella sezione precedente abbiamo
visto che il suo trend è a1 = (5
p
2, 11
p
2, 7
p
2, 5
p
2). Per cui, l’energia di a1
è:
"a1 = 25 · 2 + 121 · 2 + 49 · 2 + 25 · 2 = 440.
D’altronde, il sottosegnale fluctuation è d1 = ( p2, p2,p2, 0), con un’e-
nergia di:
"d1 = 2 + 2 + 2 + 0 = 6.
Possiamo notare come l’energia del sottosegnale trend a1 mantenga il 440/446 =
98, 7% dell’energia totale del segnale. In altri termini, la Trasformata di Haar
di primo livello ha ridistribuito l’energia del segnale f in maniera tale che il
98% di essa fosse concentrata nel sottosegnale trend a1 il quale è la metà di
f. Questa caratteristica è chiamata compressione dell’energia. Come ulte-
riore esempio, consideriamo il segnale f mostrato in figura 3.1(a) e la sua
Trasformata di Haar di primo livello mostrata in Figura 3.1(b). In questo
caso, l’energia del segnale f è 127,308 mentre l’energia del sottosegnale trend
a1 è 127,305. Il 99,998% dell’energia totale è compattata nel sottosegnale
a1. Esaminando il grafico in Figura 3.1(b) è facile notare perché l’energia si
sia compattata nel sottosegnale trend; i valori del sottosegnale fluctation d1
sono molto piccoli in relazione ai valori del sottosegnale trend, cioè, l’energia
"d1 contribuisce solo per una piccola frazione all’energia totale "a1 + "d1 .
Questi due esempi hanno mostrato il seguente principio generale:
Compressione dell’energia. L’energia del sottosegnale trend a1 mantiene
una grande percentuale dell’energia del segnale trasformato (a1 | d1).
La proprietà di Compressione dell’energia è vera quando i valori del sotto-
segnale fluctuation hanno un ordine di grandezza più piccolo di quelli del
sottosegnale trend (proprietà di Small Fluctuations).
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3.1.4 Trasformazione di Haar, livelli multipli
Una volta eseguita la Trasformata di Haar di primo livello, è semplice ripetere
lo stesso procedimento in modo da poter eseguire la Trasformata di Haar
multilivello. Dopo aver applicato la Trasformata di Haar su un segnale f
otteniamo il suo sottosegnale trend a1 ed il suo sottosegnale fluctuation d1.
La Trasformata di Haar di secondo livello restituirà un secondo sottosegnale
trend a2 ed un secondo sottosegnale fluctuation d2 operando solamente sul
primo sottosegnale trend a1.
Ad esempio, poniamo f = (4, 6, 10, 12, 8, 6, 5, 5) come abbiamo visto sopra il
suo sottosegnale trend di primo livello è a1 = (5
p
2, 11
p
2, 7
p
2, 5
p
2). Per
ottenere i valori del secondo sottosegnale trend a2, applichiamo la Formula
3.1.2 ai valori di a1. Cioè, sommiamo coppie di valori successivi e le dividiamo
per
p
2 come indicato nel seguente diagramma:
a1 : 5
p
2 11
p
2 7
p
2 5
p
2
&. &.
a2 : 16 12
Per ottenere il secondo sottosegnale fluctuation d2 di secondo livello appli-
chiamo la Formula 3.1.3 ai valori di a1. Cioè sottraiamo coppie di valori
successivi di a1 e li dividiamo per
p
2 come indicato nel seguente diagramma:
a1 : 5
p
2 11
p
2 7
p
2 5
p
2
&. &.
d2 :  6 2
Abbiamo ottenuto così la Trasformata di Haar di secondo livello per il segnale
f:
(a2 | d2 | d1) = (16, 12 |  6, 2 |  p2, p2,p2, 0).
Continuando ad applicare il procedimento visto sopra, possiamo ottenere la
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Trasformata di Haar di terzo livello per il segnale f:
(a3 | d3 | d2 | d1) = (14p2 | 2p2, 6, 2 |  p2, p2,p2, 0).
Risulta interessante calcolare la compressione dell’energia avvenuta attraver-
so le Trasformazioni di Haar di secondo e terzo livello. Per il principio di
Conservazione dell’energia sappiamo che "(a2|d2|d1) = 446. Possiamo notare
che "a2 = 400. Risulta perciò che la Trasformazione di Haar di secondo
livello(a2 | d2 | d1) mantiene il 90% dell’energia totale contenuta nel segnale f
in un sottosegnale trend a2 che è 1/4 della lunghezza di f. Questa è un ulterio-
re compressione, o localizzazione, dell’energia di f. Inoltre, "a3 = 392; perciò
a3 contiene l’87,89% del totale dell’energia di f. Questa è una compressione
ancora maggiore; la Trasformata di Haar di terzo livello (a3 | d3 | d2 | d1)
contiene almeno l’88% dell’energia totale contenuta in f con un segnale di
lunghezza 1/8 rispetto a quello originale.
Come ulteriore esempio di come la Trasformata di Haar ridistribuisce e loca-
lizza l’energia in un segnale, consideriamo il grafico mostrato in Figura 3.2.
In Figura 3.2(a) è mostrato il segnale originale, e in Figura 3.2(b) è mostrata
la Trasformata di Haar del segnale. Nelle Figure 3.2(c) e 3.2(d) vediamo
la localizzazione dell’energia dei rispettivi segnali. Come possiamo notare
nella Figura 3.2, la Trasformata di Haar di secondo livello ha ridistribuito e
localizzato l’energia del segnale originale.
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Figura 3.2: (a) Segnale originale. (b) Trasformata di Haar di secondo livello.
(c) Energia del segnale originale. (d) Energia del segnale risultante dalla
Trasformata di Haar di secondo livello.
3.1.5 Haar wavelets
Le Haar wavelets sono tra i più semplici tipi di wavelets, sono definite da
una base ortonormale il cui prodotto con qualsiasi segnale f produce il
sottosegnale fluctuation d1 di f. In particolare quelle di primo livello sono
definite come:
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W 11 =
✓
1p
2
,  1p
2
, 0, 0, . . . , 0
◆
W 12 =
✓
0, 0,
1p
2
,  1p
2
, 0, 0, . . . , 0
◆
...
W 1N/2 =
✓
0, 0, . . . , 0,
1p
2
,  1p
2
◆
Le Haar wavelets di primo livello hanno diverse proprietà interessanti. Per
primo, ciascuna di esse ha un energia pari a 1. Secondo, ognuna consiste di
una rapida fluttuazione tra i due soli valori diversi da zero, ±1/p2. Da qui
il nome wavelet. Infine, sono tutte molto simili tra loro in quanto ognuna di
esse è una traslazione di un numero pari di unità della prima Haar wavelet
W 11 . La seconda Haar wavelet W 12 è una traslazione in avanti di due unità
rispetto a W 11 ; così come W 13 è una traslazione in avanti di quattro unità
rispetto a W 11 , e così via.
Le Haar wavelets di primo livello riescono ad esprimere il sottosegnale fluc-
tuation d1 in maniera semplice facendo uso del prodotto scalare con queste
wavelets.
Ricordiamo che il prodotto scalare tra due segnali è un’operazione elementare,
ed è definito come:
f · g = (f1g1 + f2g2 + . . . fNgN) (3.1.8)
Utilizzando le Haar wavelets di primo livello, possiamo esprimere i valori del
primo sottosegnale fluctuation d1 come prodotto scalare. Ad esempio:
d1 =
f1   f2p
2
= f ·W 11 .
Allo stesso modo abbiamo d2 = f ·W 12 , e così via. A questo punto possiamo
riscrivere la Formula 3.1.3 in termini di prodotto scalare attraverso le Haar
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wavelets di primo livello:
dm = f ·W 1m (3.1.9)
per m = 1, 2, . . . , N/2.
Possiamo utilizzare l’idea del prodotto scalare per riaﬀermare la proprietà
di Small Fluctuations in maniera più precisa. Chiamiamo supporto di una
Haar wavelet l’insieme dei due indici dove la wavelet è diversa da zero, così
facendo otteniamo una versione più precisa del principio di Small Fluctuation,
in particolare:
Proprietà 1. Se un segnale f ha (approssimativamente) un supporto costante
per la Haar wavelet W 1k , allora il valore rispettivo nel sottosegnale fluctuation
dk = f ·W 1k è (approssimativamente) zero.
Possiamo esprimere i valori del sottosegnale trend di primo livello come pro-
dotto scalare di certi segnali elementari. Questi segnali elementari vengono
chiamati Haar scaling signals di primo livello e sono definiti come segue:
V 11 =
✓
1p
2
,
1p
2
, 0, 0, . . . , 0
◆
V 12 =
✓
0, 0,
1p
2
,
1p
2
, 0, 0, . . . , 0
◆
...
V 1N/2 =
✓
0, 0, . . . , 0,
1p
2
,
1p
2
◆
Utilizzando questi Haar scaling signals, i valori a1, . . . , aN/2 del primo sotto-
segnale trend possono essere rappresentati mediante prodotti scalari:
am = f · V 1m (3.1.10)
per m = 1, 2, . . . , N/2.
Gli Haar scaling signals sono simili alle Haar wavelets. Essi hanno tutti
un’energia uguale a 1 e un supporto consistente di soli due indici consecutivi.
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In eﬀetti, essi sono tutti traslazioni di un numero pari di unità del primo
valore di scaling signal V 11 . Diversamente dalle Haar wavelets, la media dei
valori dei Haar scaling signals non è zero, ognuno di essi ha un valore medio
di 1/
p
2.
L’idea discussa sopra può essere estesa a tutti i livelli. Vediamo per semplicità
solamente il secondo livello. Il secondo livello delle Haar scaling signals è
definito come:
V 21 =
 
1
2 ,
1
2 ,
1
2 ,
1
2 , 0, 0, . . . 0
 
V 22 =
 
0, 0, 0, 0, 12 ,
1
2 ,
1
2 ,
1
2 , 0, 0, . . . 0
 
...
V 2N/2 =
 
0, 0, . . . , 0, 12 ,
1
2 ,
1
2 ,
1
2
 
.
(3.1.11)
Questi scaling signals sono tutti traslazioni di quattro unità del primo valore
V 21 , hanno tutti energia uguale ad 1 ed un valore medio di 1/2. Inoltre, i
valori del sottosegnale trend di secondo livello a2 sono prodotti scalari degli
scaling signals con il segnale f. Quindi a2 soddisfa la seguente formula:
a2 = (f · V 21 , f · V 22 , . . . , f · V 2N/4). (3.1.12)
Allo stesso modo, le Haar wavelets di secondo livello sono definite come:
W 21 =
 
1
2 ,
1
2 ,
 1
2 ,
 1
2 , 0, 0, . . . , 0
 
W 22 =
 
0, 0, 0, 0, 12 ,
1
2 ,
 1
2 ,
 1
2 , 0, 0, . . . , 0
 
...
W 2N/4 =
 
0, 0, . . . , 0, 12 ,
1
2 ,
 1
2 ,
 1
2
  (3.1.13)
Queste wavelts hanno tutte supporto di lunghezza 4. Esse hanno tutte un’e-
nergia pari a 1 ed un valore medio 0. Utilizzando il prodotto scalare, il
sottosegnale fluctuation di secondo livello d2 soddisfa la seguente formula:
d2 = (f ·W 21 , f ·W 22 , . . . , f ·W 2N/4). (3.1.14)
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3.2 Wavelet: applicazioni
Le wavelet sono uno strumento matematico per la decomposizione gerarchi-
ca di funzioni, indipendentemente dal fatto che la funzione di interesse sia
un’immagine, una curva, una superficie, etc. esse oﬀrono una tecnica ele-
gante per rappresentare i diversi livelli di dettaglio della funzione in maniera
eﬃciente.
Negli ultimi anni abbiamo assistito ad un notevole aumento dell’utilizzo delle
wavelet in diverse aree dell’informatica.
Il campo di utilizzo più evidente è la compressione dei segnali digitali, anche
se vengono ampiamente sfruttate nel campo delle immagini digitali. Sino
al 2000 lo standard JPEG si basava sulla trasformata coseno, ora il nuovo
standard impiega le trasformate wavelet.
Tuttavia in questa tesi, ci concentreremo sulla applicazione delle wavelet per
nella rappresentazione dei dati e per le range query.
3.2.1 Wavelet e range query
Le wavelets vengono utilizzate nei database [23][24][25] per la rappresen-
tazione di informazioni registrate nel database attraverso istogrammi. Gli
istogrammi sono utilizzati per sintetizzare la distribuzione dei dati presen-
ti all’interno del database permettendo così al query optimizers di stimare
"l’ampiezza di una query" intesa come la stima del numero di record presenti
nel database che soddisfano la query. Evidentemente migliore è la qualità di
un istogramma migliori saranno i risultati restituiti. Grazie alla decomposi-
zione wavelets è possibile costruire istogrammi basati sulla distribuzione dei
dati con una buona accuratezza nella stima con un uso limitato di memoria,
tali istogrammi permettono di stimare range query in maniera eﬃciente ed
eﬃcace.
Vediamo in questa sezione come costruire un istogramma gerarchico e globale
per range query attraverso le wavelets.
CAPITOLO 3. STRUMENTI MATEMATICI 51
Notazioni
L’insieme dei predicati che utilizziamo per stimare la distribuzione dei dati è
l’insieme dei range predicates della forma l  X  h dove, X è un attributo
non negativo del dominio della relazione R ed l e h sono costanti. Il predicato
è soddisfatto da tutte quelle tuple il cui valore dell’attributo X è compreso
tra l ed h (estremi compresi). Indichiamo inoltre con t una generica tupla
della relazione e con t.x il valore dell’attributo X della tupla t.
Adottiamo la seguente notazione per descrivere la distribuzione dei dati ed i
vari istogrammi.
• Il dominio D = {0, 1, 2, ..., N   1} di un attributo X è l’insieme di tutti
i possibili valori di X.
• L’insieme dei valori V ✓ D è costituito dagli n valori distinti di X che
sono presenti nella relazione R.
Poniamo v1 < v2 < . . . < vn come n valori di V .
• Lo spread si di vi è definito come si = vi+1   vi (dove s0 = v1).
• La frequenza fi di vi è il numero di tuple per cui X ha valore vi.
• La frequenza cumulata ci di vi è il numero di tuple t 2 R tali per cui
t.X  vi; in altri termini ci =
P
i
j=1fj.
• La distribuzione dei dati di X è l’insieme delle coppie:
TC = {(v1, c1) , (v2, c2) , . . . , (vn, cn)}
• La distribuzione dei dati estesa di X, indicata con TC+, è la distribu-
zione dei dati TCestesa sull’intero dominio D assegnando frequenza 0
a tutti i valori compresi nell’insieme D   V .
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Costruire un istogramma: descrizione ad alto livello
Ad alto livello la costruzione di un istogramma basato sulle wavelet è un
processo che si compone di tre fasi principali:
1. Preprocessing: nella fase di preprocessing viene calcolata la distribu-
zione dei dati estesa TC+ dell’attributo X sulla base dei dati originali.
2. Wavelet Decomposition: una volta ottenuta la distribuzione dei dati
estesa calcoliamo la wavelet decomposition di TC+ottenendo un insieme
di N coeﬃcienti wavelet.
3. Pruning: nella terza ed ultima fase manteniamo solamente gli m coef-
ficienti wavelet più significativi per un qualsiasi valore di m che rap-
presenti la quantità di memoria dedicata alla computazione delle wa-
velet. La scelta di quali coeﬃcienti mantenere dipende dal particolare
algoritmo di pruning adottato.
Dopo aver applicato l’algoritmo sopra descritto otteniamo m coeﬃcienti wa-
velet. I valori e gli indici degli m coeﬃcienti selezionati vengono memorizzati
in una struttura dati H così da formare un istogramma. Tale istogramma
viene utilizzato successivamente nella fase di query per la ricostruzione della
distribuzione dei dati approssimata.
A questo punto per calcolare la stima del numero di tuple il cui valore X
appartiene all’intervallo l  X  h procediamo come segue: utilizzando gli
m coeﬃcienti ricostruiamo il valore approssimato che h e l   1 hanno nella
funzione di distribuzione dei dati estesa, grazie a questi valori eseguendo
la sottrazione del valore ottenuto per l   1 a quello per h otteniamo una
approssimazione del numero di elementi appartenenti all’intervallo [l, h].
Preprocessing
Nella fase di preprocessing calcoliamo la distribuzione dei dati T complessiva.
Il calcolo esatto di T può essere eseguito mantenendo un contatore per ogni
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valore distinto in V . La distribuzione dei dati estesa TC+ può essere calcolata
facilmente partendo da T e ponendo frequenza 0 ai valori non presenti in V .
Wavelet decomposition
Come risultato della fase di preprocessing otteniamo la distribuzione dei dati
estesa TC+ che può essere rappresentata mediante un array S monodimen-
sionale di grandezza N . Lo scopo dell’algoritmo di wavelet decomposition è
quello di riuscire a rappresentare l’istogramma a diversi livelli gerarchici di
dettaglio.
Per mostrare il funzionamento dell’algoritmo di wavelet decomposition, im-
plementando la funzione Haar wavelet, utilizziamo un semplice esempio.
Supponiamo che un attributo X assuma i seguenti valori:
{0, 0, 2, 3, 3, 4, 4, 5, 5, 6, 7, 7}
Ricaviamo le frequenze per ogni valore dell’attributo X:
{(0, 2), (2, 1), (3, 2), (4, 2), (5, 2), (6, 1), (7, 2)}
A questo punto otteniamo la distribuzione dei dati TC :
TC = {(0, 2) , (2, 3) , (3, 5) , (4, 7) , (5, 9) , (6, 10) , (7, 12)}
Come descritto sopra possiamo ricavare la distribuzione dei dati estesa po-
nendo frequenza 0 per i valori del dominio non assunti da alcuna istanza
dell’attributo X ottenendo così:
TC+ = {(0, 2) , (1, 2) , (2, 3), (3, 5), (4, 7) , (5, 9) , (6, 10), (7, 12)} .
La distribuzione dei dati estesa appena ricavata può essere rappresentata
mediante un array S di N = 8 elementi:
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S = [2, 2, 3, 5, 7, 9, 10, 12] .
A questo punto possiamo procedere con la decomposizione wavelet; per pri-
ma cosa calcoliamo la media delle frequenze cumulate coppia a coppia, in
tal modo otteniamo un nuovo array (formato solamente dalle medie delle
frequenze) di N = 4 elementi:
[2, 4, 8, 11] .
Ovviamente tramite questo procedimento alcune informazioni vengono perse.
Per riuscire a ricostruire il segnale originale, partendo dai valori ottenuti dal
calcolo dalle medie, abbiamo la necessità di mantenere una struttura dati che
catturi le informazioni mancanti. Le Haar wavelets memorizzano le diﬀerenze
tra le coppie dei valori originali (dividendole per 2) come detail coeﬃcients.
Nell’esempio precedente i quattro detail coeﬃcients sono: (2  2) /2 = 0,
(3  5) /2 =  1, (7  9) /2 =  1, (10  12) /2 =  1 .
Nell’esempio precedente siamo riusciti a decomporre il segnale originale in un
segnale di minor risoluzione, in particolare abbiamo ottenuto metà elementi
con i relativi detail coeﬃcients. Ripetendo questo procedimento ricorsiva-
mente sulle medie calcolate, otteniamo una decomposizione completa:
Risoluzione Media Detail Coeﬃcients
8 [2, 2, 3, 5, 7, 9, 10, 12]
4 [2, 4, 8, 11] [0, 1, 1, 1]
2
⇥
3, 912
⇤ ⇥ 1, 112⇤
1
⇥
614
⇤ ⇥ 314⇤
Definiamo decomposizione wavelet degli otto valori appartenenti all’attribu-
to X come l’elemento rappresentante la media complessiva di tutti i valori
accompagnato dai details coeﬃcients in ordine crescente di risoluzione. Rife-
rendoci all’esempio precedente, la decomposizione wavelet del nostro segnale
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originale è data da:
Sˆ =
⇥
614 , 314 , 1, 112 , 0, 1, 1, 1
⇤
.
Rispetto all’array rappresentante la distribuzione dei dati estesa nessuna in-
formazione è stata aggiunta o persa, l’array originale aveva otto elementi così
come l’array ottenuto dopo il processo di wavelet decomposition.
La decomposizione wavelet è computazionalmente molto eﬃciente dato che
richiede solo O (N) per elaborare un segnale di dimensione N .
Pruning dei coeﬃcienti
A seconda della quantità di memoria dedicata alla computazione delle wavelet
o per motivi di ottimizzazione abbiamo la necessità di mantenere solamente
un certo numero degli N coeﬃcienti ottenuti. Poniamo m come il numero
massimo di coeﬃcienti wavelet che possiamo mantenere; il resto dei coeﬃ-
cienti saranno eliminati dalla trasformazione wavelet. Tipicamente avremo
m ⌧ N . Lo scopo della fase di pruning è quello di determinare quali so-
no i ”migliori” m coeﬃcienti da mantenere in modo da minimizzare l’errore
nell’approssimazione.
Il problema è definire quali sono i "migliori" m coeﬃcienti eliminando gli
N   m coeﬃcienti meno significativi. A questo scopo è necessario definire
cosa significa "migliori" e che tipo di misurazione dell’errore utilizzeremo così
che la fase di pruning minimizzi l’errore di approssimazione.
Possiamo misurare l’errore di approssimazione in diversi modi.
Sia vi la risposta reale ad un query qi e vˆi la risposta approssimata. Ad esem-
pio supponiamo di avere 10  x  30 con 5 valori che soddisfano la query. Oc-
corre verificare quanti valori vengono restituiti utilizzando l’approssimazione,
considerando che ci può essere una sottostima o una sovrastima.
La seguente tabella mostra alcune metriche per la misurazione dell’errore:
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Simbolo Definizione
absolute error eabsi |vi   vˆi|
relative error ereli
|vi vˆi|
max{1,vi}
modified relative error em reli
|vi vˆi|
max{1,min{vi,vˆi}}
combined error ecombi min
 
↵⇥ eabsi ,   ⇥ ereli
 
modified combined error em combi min
n
↵⇥ eabsi ,   ⇥ em reli
o
I parametri ↵ e   sono positivi e costanti.
In questo caso la definizione di relative error è leggermente diversa da quella
tradizionale la quale non è definita quando vi = 0. Infatti se vi = 0, quindi
non ci sono risultati per la query, l’errore relativo è comunque pari al nu-
mero di elementi nella approssimazione. Consideriamo il modified relative
error. Poichè al numeratore c’è la diﬀerenza tra la risposta alla query e quel-
la approssimata, ma al denominatore viene posto il minimo tra la risposta
della query e quella approssimata, è evidente che questa metrica "premia" le
sovrastime, piuttosto che le sottostime, come vedremo nell’esempio seguente.
Esempio. Supponiamo che la dimensione esatta di una query sia vi = 10.
La dimensione dopo il pruning sia vˆi = 5 o vˆi = 20 ognuna delle approssi-
mazioni ha lo stesso modified relative error, cioè 5/5 = 10/10 = 1, anche se
la diﬀerenza tra la dimensione esatta e quella approssimata è maggiore nel
secondo caso. Invece, in termini di errore relativo, la stima vˆi = 5 ha il rela-
tive error di 5/10 = 0.5, e la stima vˆi = 20 ha il relative error di 10/10 = 1.
La stima vˆi = 0 ha il relative error di 10/10 = 1, mentre il modified relative
error è di 10/1 = 10. Il combined error riflette l’importanza di avere sia un
buon relative error che un buon absolute error per ogni approssimazione.
Una volta scelta quale delle misure sopra illustrate rappresenti l’errore della
query individuale dobbiamo scegliere una norma che misuri l’errore di un
insieme di queries. Rappresentiamo con e = (e1, e2, . . . , eQ) il vettore de-
gli errori ricavati eseguendo una serie Q di queries. Assumiamo che una
volta scelta la misura dell’errore questa sia utilizzata per tutte le queries
appartenenti a Q.
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Ad esempio, per l’absolute error, possiamo scrivere ei = eabsi .
Definiamo l’errore globale per le Q queries con una delle seguenti misure:
Simbolo Definizione
norma 1 kek1 1Q
P
ei
1iQ
norma 2 kek2
r
1
Q
P
e2i
1iQ
norma infinito kek1 max1iQ {ei}
Il primo passo da fare nella fase di pruning è quello di attribuire un peso
ai coeﬃcienti. In particolare possiamo pesare i coeﬃcienti attraverso la nor-
malizzazione. Per le Haar wavelet la normalizzazione è ottenuta dividendo i
coeﬃcienti Sˆ(2j), . . . , Sˆ(2j+1   1) per p2j per ogni 0  j  logN   1.
Una volta pesati i coeﬃcienti possiamo eseguire uno dei seguenti metodi di
pruning:
1. Scegliere gli m coeﬃcienti più grandi in valore assoluto.
2. Scegliere gli m coeﬃcienti in modo greedy. Ad esempio, potremmo sce-
gliere gli m coeﬃcienti più grandi in valore assoluto e successivamente
ripetere i due passaggi seguenti m volte:
(a) scegliere il coeﬃciente la cui inclusione comporta la più grande
riduzione dell’errore;
(b) scartare i coeﬃcienti la cui eliminazione comporta al più piccolo
incremento dell’errore.
3. Due varianti del metodo greedy possono essere:
(a) iniziare con gli m/2 coeﬃcienti più grandi in valore assoluto e
scegliere i seguenti m/2 in modo greedy ;
(b) iniziare con 2m coeﬃcienti più grandi in valore assoluto ed elimi-
narne m in maniera greedy.
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E’ dimostrato che se le funzioni base wavelet sono ortonormali allora il me-
todo 1 è ottimale per la misura media dell’errore con norma 2. Tuttavia, per
tutte le wavelet non ortogonali e per altre norme non è stata ancora trovata
una tecnica eﬃcace per scegliere i migliori m coeﬃcienti.
Alla fine della fase di pruning otteniamo m coeﬃcienti wavelet significativi.
Questi coeﬃcienti, insieme ai loro indici, formano l’istogramma wavelet. In-
dichiamo con H l’istogramma calcolato da un array monodimensionale S di
lunghezza N. Possiamo considerare H come un array monodimensionale di
lunghezza m, in cui ogni entry ha un coeﬃciente wavelet vj ed un indice ij.
H [j] = (ij, vj) , 1  j  m.
Range query su istogrammi wavelet
Nella fase di query è necessario stimare il risultato di una range query del
tipo l  X  h. La strategia utilizzata è quella di ricostruire la frequenza
cumulata di l 1 ed h, indicate rispettivamente con S(l 1) e S(h), utilizzando
gli m coeﬃcienti ottenuti grazie all’algoritmo di wavelet decomposition. Il
risultato della query viene così stimato calcolando S(h)  S(l   1).
Come vedremo nel capitolo 4, in un sistema P2P come HASP, è importante
minimizzare la banda utilizzata per le trasmissioni dei dati tra nodi. Per que-
sta ragione ogni nodo calcolerà l’istogramma contenente di detail coeﬃcients
e spedirà questo digest agli altri nodi. Per calcolare la range query, ogni nodo
dovrò tuttavia ricostruire le frequenze cumulate a partire dall’istogramma.
In questo paragrafo esaminiamo quindi il problema della ricostruzione delle
frequenze cumulate a partire dall’istogramma.
Per comprendere meglio l’algoritmo utilizzato, esaminiamo la relazione tra
i coeﬃcienti della wavelet e la ricostruzione del dato originale utilizzando
una struttura gerarchica, l’error tree. Tale struttura è costruita in base alla
procedura di wavelt decomposition. In Figura 3.3 è mostrato un esempio di
error tree basato sull’applicazione delle wavelet decomposition all’array di
frequenze cumulate S = [2, 2, 3, 5, 7, 9, 10, 12]. Ad ogni nodo interno dell’al-
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bero è associato un detail coeﬃcient, mentre alle foglie vengono associati i
valori delle frequenze cumulate calcolati di volta in volta.
6,25
-3.25
-1
0
2 2
-1
3 5
-1.5
-1
7 9
-1
10 12
Figura 3.3: Error tree
Il procedimento per la creazione dell’error tree è un procedimento bottom-up
e rispecchia esattamente il processo di wavelet decomposition. In particolare
viene costruito e rappresenta in modo gerarchico l’istogramma H risultato
della wavelet decomposition.
Vediamo come, con l’ausilio della struttura error tree, vengono ricostruiti i
valori originali partendo dai coeﬃcienti.
Utilizziamo bS(i) per indicare il valore di un nodo interno i e S(j) per rap-
presentare il valore della foglia j, con left(i) e right(i) indichiamo il figlio
sinistro e destro di un nodo i mentre con leaves(i) l’insieme di nodi appar-
tenenti al sottoalbero con radice i. Il valore medio dei nodi appartenenti a
leaves(i) è rappresentato da ave leaf val(i). Per qualsiasi foglia i, utiliz-
ziamo path(i) per indicare l’insieme dei nodi interni appartenenti al percorso
da i alla radice.
Di seguito sono riportate alcune proprietà della struttura error tree sfruttate
nell’algoritmo:
Lemma 1 Per qualsiasi nodo interno, non radice, abbiamo
Sˆ(i) =
ave leaf val(left(i))  ave leaf val(right(i))
2
.
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Eempio. Consideriamo il nodo corrispondente al coeﬃciente -3,25, sull’al-
bero dei coeﬃcienti.
ave leaf val(left(i)) =
2 + 2 + 3 + 5
4
=
12
4
= 3
ave leaf val(right(i)) =
7 + 9 + 10 + 12
4
=  38
4
= 9, 5
3  9, 5
2
=  , 325
Questa proprietà permette di ricostruire un qualsiasi coeﬃciente a partire
dalla distribuzione dei dati in input.
Lemma 2 La ricostruzione di una qualsiasi foglia S(i) dipende solamente
dai nodi presenti in path(i), cioè presenti sul cammino dalla radice a quella
foglia.
Lemma 3 Qualsiasi dato originale S(i) può essere espresso in termini di
tutti i coeﬃcienti appartenenti a path(i) nel seguente modo:
S(i) =
X
j2path(i)
sign(i, j) ⇤ Sˆ(j),
dove
sign(i, j) =
8<:1 se j = 0 oppure se la foglia i appartiene al sottoalbero sinistro di j 1 se la foglia i appartiene al sottoalbero destro di j
La somma descritta sopra avviene su tutti i nodi x appartenenti a path(i).
Consideriamo la ricostruzione di una qualsiasi foglia S(i). Tale procedimen-
to è la somma algebrica di tutti i nodi interni appartenenti a path(i). Ad
esempio, per i = 1 abbiamo:
S(1) = Sˆ(0) + Sˆ(1) + Sˆ(2)  Sˆ(4).
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In generale, qualsiasi valore S(i) può essere rappresentato dalla somma alge-
brica dei coeﬃcienti che si trovano lungo il percorso path(i). Qualsiasi no-
do interno non radice contribuisce positivamente alle foglie appartenenti al
suo sottoalbero sinistro e negativamente a quelle appartenenti al sottoalbero
destro.
Esempio. Consideriamo ancora la figura 3.3, in particolare la foglia 9:
9 = 6, 25 + 3, 25  1, 25 + 1.
Si parte dalla radice con valore 6,25 e si segue il cammino fino alla foglia
sommando algebricamente i coeﬃcienti.
Il risultato riportato nel Lemma 3 ci consente di ricostruire ogni elemento
della distribuzione cumulata a partire dall’error tree. Vediamo un’applica-
zione.
Esempio. Consideriamo la decomposizione wavelet descritta nella sezione
precedente, per cui supponiamo di avere un attributo X definito nel dominio
[0; 8] con i seguenti valori:
{0, 0, 2, 3, 3, 4, 4, 5, 5, 6, 7, 7}
applicando la procedura descritta sopra otteniamo una decomposizone wave-
let uguale a:
Sˆ =
⇥
614 , 314 , 1, 112 , 0, 1, 1, 1
⇤
Assumiamo di non eﬀettuare nessuna tecnica di pruning; a questo punto per
poter eseguire range query sull’attributo X rappresentiamo la decomposizio-
ne wavelet attraverso la struttura error tree ottenendo:
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6,25
-3.25
-1
0
S(0) S(1)
-1
S(2) S(3)
-1.5
-1
S(4) S(5)
-1
S(6) S(7)
Figura 3.4: Error tree
Sfruttiamo le proprietà dell’albero error tree per eseguire range query sull’at-
tributo X. Per stimare la range query 3  x  7 sull’attributo X ricostruiamo
il valore delle foglie S(2) e S(7) nella struttura error tree ottenendo:
S(2) =Sˆ(0) + Sˆ(1)  Sˆ(2) + Sˆ(5) = 6, 25  3, 25 + 1  1 = 3
S(7) =Sˆ(0)  Sˆ(1)  Sˆ(3)  Sˆ(7) = 6, 25 + 3, 25 + 1, 5 + 1 = 12
A questo punto per stimare la query 3  x  7 eseguiamo il calcolo:
S(7)  S(2) = 12  3 = 9
Abbiamo stimato il numero di valori che cadono nell’intervallo individuato
dalla range query.
3.3 Bloom Filters
3.3.1 Descrizione
Il Bloom Filter [27] è una struttura dati compatta, ideata da Burton Bloom
nel 1970, utilizzata per la rappresentazione probabilistica di un insieme al
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fine di supportare queries di appartenenza. I Bloom Filters, a causa della
loro rappresentazione compatta, possono restituire falsi positivi, cioè alcune
queries potrebbero riconoscere in modo non corretto che un elemento appar-
tiene ad un insieme; ma quando la probabilità di errore è mantenuta sotto
una certa soglia permettono di ottenere dei trade-oﬀ interessanti tra lo spazio
impiegato in memoria per la rappresentazione dell’insieme e la probabilità di
falsi positivi. Essi vengono utilizzati nel campo dei database e negli ultimi
anni sono diventati popolari anche in altri rami dell’informatica in particolare
nel networking.
3.3.2 Concetti matematici
Un Bloom Filter rappresenta un insieme S = (x1, x2, . . . , xn) di n elementi
attraverso un array di m (con m ⌧ n) bits inizialmente posti tutti a 0.
Esso utilizza k funzioni hash indipendenti h1, . . . , hk che producono un valore
distribuito uniformemente nel range [1, . . . ,m]. Per ogni elemento x 2 S, i
bits nella posizione hi(x) vengono impostati a 1 per 1  i  k. Un bit
può essere settato a 1 più di una volta. Per verificare se un dato elemento y
appartiene all’insieme S mappato sul Bloom Filters, applichiamo le k funzioni
hash ad y. Se almeno una posizione restituita da una funzione hash hi(y) è
pari a 0 allora sicuramente l’elemento non è presente nell’insieme S; altrimenti
se tutte le hi(y) posizioni sono impostate a 1, assumiamo che l’elemento
appartenga all’insieme con una certa probabilità di errore. Un Bloom Filter
può quindi produrre un falso positivo, le diverse funzioni hash calcolate su
valori diversi possono portare allo stesso risultato; in particolare nella fase di
look up di un elemento non appartenente all’insieme può accadere che una
funzione hash restituisca l’indice di una posizione impostata ad 1 da un altro
elemento.
Ad esempio, supponiamo di avere un insieme S di 2 elementi S = {x1, x2} con
k = 3 funzioni hash ed un Bit-Vector B di lunghezza m = 10. Inizialmente
tutti i bit del Bit-Vector B saranno impostati a 0. A questo punto, ad ogni
elemento appartenente all’insieme S verranno applicate le k funzioni hash,
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ogni funzione hash restituirà una posizione del Bit-Vector B la quale sarà
impostata a 1. In Figura 3.5 è mostrata l’operazione appena descritta.
Figura 3.5: Bloom filter operazione di add
Per verificare che un generico elemento y appartenga all’insieme S, le k
funzioni hash vengono applicate ad y.
z1 = h1(y), z2 = h2(y), z3 = h3(y)
L’elemento y appartiene ad S se e solo se tutti gli elementi B[z1], B[z2], B[z3]
del Bit-Vector B sono posti a 1.
Figura 3.6: Bloom Filter operazione di look up
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Dati due Bloom Filters B1 e B2 che rappresentano, rispettivamente gli insie-
mi S1 e S2 mediante lo stesso numero di bits e lo stesso numero di funzioni
hash, è possibile ottenere:
• il Bloom Filter che rappresenta l’unione dei due insiemi (S1 [ S2)
calcolando l’OR bit a bit dei due Bloom Filters B1 e B2;
• il Bloom Filter che rappresenta l’intersezione approssimata dei due
insiemi (S1 \ S2) eseguendo l’AND bit a bit dei due Bloom Filters B1
e B2; l’intersezione ottenuta è un’approssimazione perché un bit può
assumere valore uguale a 1 in entrambi i Bloom Filters nel caso in cui:
– quel bit corrisponde ad un elemento 2 S1 \ S2,
– quel bit corrisponde sia ad un elemento 2 S1  (S1 \ S2) che ad
un elemento 2 S2   (S1 \ S2) e quindi non corrisponde ad un
elemento dell’intersezione.
L’operazione di inserimento di un elemento nel Bloom Filter non è inverti-
bile, non è corretto azzerare tutti i bits corrispondenti all’applicazione delle
k funzioni hash all’elemento che si vuol eliminare. I Counting Bloom Filters
consentono di superare tale limitazione sostituendo i bit del Bit-Vector con
dei contatori (solitamente di 3-4 bits). A questo punto quando viene inserito
un nuovo elemento nel Counting Bloom Filter i k contatori vengono incre-
mentati di 1, allo stesso modo quando un elemento viene rimosso, i rispettivi
k contatori vengono decrementati di 1.
Figura 3.7: Counting Bloom Filter operazione di add
CAPITOLO 3. STRUMENTI MATEMATICI 66
3.3.3 Probabilità di falsi positivi
Facendo l’assunzione che le funzioni hash siano perfettamente random pos-
siamo stimare la probabilità di ottenere un falso positivo per un elemento
non presente nell’insieme S.
Dopo che a tutti gli elementi di S è stata applicata la funzione hash e quindi
sono stati inseriti tutti nel Bloom Filter, la probabilità che uno specifico bit
sia ancora 0 è:
p0 =
✓
1  1
m
◆kn
⇡ e km/n (3.3.1)
Assumiamo adesso di aver costruito un Bloom Filter; sappiamo che la per-
centuale di bit ancora a 0 è e km/n, applicando le k funzioni hash ottengo un
falso positivo se per k volte individuo un bit a 1:
f = (1  e km/n)k = (1  p0)k = ✏ (3.3.2)
Fissati n ed m, al crescere di k la probabilità p’ che un bit sia 0 diminuisce,
rendendo più probabile la collisione di una singola funzione hash; ma allo
stesso tempo con k aumenta il numero di collisioni necessarie per avere un
falso positivo. Per trovare il minimo poniamo g = ln f = k ln(1   e km/n)
trovando il minimo in funzione di k derivando:
dg
dk
= ln(1  e km/n) + k
(1  e km/n)
  e km/n  ⇣ m
n
⌘
= ln(1  e km/n) + km
n
e km/n
1  e km/n
e ponendo la derivata a 0:
dg
dk
= 0 =) (1  e km/n) ln(1  e km/n) =  km
n
e km/n
=) 1  e km/n = e km/n
=) k = (ln 2) n
m
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Questo è il punto di minimo globale (trascurando il fatto che k deve essere
intero), corrisponde ad una probabilità di falsi positivi di:
f =
✓
1
2
◆k
=
✓
1
2
◆(ln 2)n/m
⇡ (0.6185)n/m.
Questa probabilità è esponenziale decrescente all’aumentare di m/n (numero
di bit del Bloom Filter per ogni elemento) vedi Figura 3.8.
Figura 3.8: Probabilità falsi positivi all’aumentare dei bit assegnati ad ogni
elemento
Se si desidera che questa probabilità sia inferiore ad una certa costante c, è
suﬃciente porre:
n   m ln c| ln 0.6185 |
In Figura 3.9 è possibile visualizzare l’andamento della probabilità al variare
degli elementi dell’insieme, con k ottimo e m variabile al variare di n. Dal
grafico possiamo notare che se il numero di bit del Bloom Filters non è
suﬃciente la probabilità di avere falsi positivi cresce esponenzialmente.
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Figura 3.9: Probabilità falsi positivi al variare degli elementi dell’insieme
Con i valori ottimali calcolati in precedenza, la probabilità che uno dei bit
sia rimasto a 0 dopo l’applicazione delle k funzioni è:
p = e kn/m =
1
2
i valori ottimi si ottengono quando la probabilità che un bit sia rimasto a 0
dopo l’applicazione delle k funzioni hash agli elementi è 1/2.
Un Bloom Filters ottimale è quindi riempito in modo tale da avere approssi-
mativamente lo stesso numero di celle a 1 e a 0.
3.3.4 Utilizzo
L’eﬃcienza sia in termini di spazio che di tempo di ricerca rendono il Bloom
Filter un ottimo filtro per evitare accessi costosi a strutture di dati. Un
esempio è il BigTable [28] di Google, un DBMS proprietario di Google, che
impiega i Bloom Filter per evitare accessi al disco quando si richiedono righe
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o colonne non esistenti. Anche le cache dei proxy Squid [29] sfruttano i Bloom
Filters per poter stabilire rapidamente se un oggetto è presente nella cache
del proxy tramite il suo URL.
I Bloom Filters possono inoltre essere utilizzati per verificare se una stringa
fa parte di un particolare insieme. Per verificare l’esistenza di un match,
si verifica se la stringa è presente nel Bloom Filter in cui sono stati inseriti
gli elementi dell’insieme. Ad esempio, può essere utilizzato per verificare
l’appartenenza di un URL ad una blacklist di siti malevoli, senza utilizzare
l’intera blacklist. Se il riscontro è positivo, si puo procedere ad una ricerca
vera e propria, ad esempio interrogando un server che ospiti la blacklist.
Infine, nella sincronizzazione di dati tra più entità, i Bloom Filter possono
essere utilizzati per confrontare i dati posseduti da un’entità con quelli delle
altre entità, e procedere all’invio dei dati mancanti.
Capitolo 4
Aggregazione di dati in HASP
In questo capitolo presentiamo le caratteristiche principali dell’architettura
generale di HASP. HASP definisce un albero di aggregazione ed estende XCo-
ne al caso multidimensionale arricchendolo di strategie di aggregazione più
sofisticate. Nella sezione 4.3 verranno mostrate le problematiche aﬀrontate
per l’integrazione di Wavelet e Bloom Filters in HASP.
4.1 XCone
XCone [31] è una rete P2P che nasce come estensione del sistema Cone
descritto in precedenza il quale supporta solamente query del tipo Trova
k risorse maggiori di S. In XCone diversamente, grazie ad una struttura ad
albero distribuita, costruita al di sopra di una qualunque DHT, è possibile
definire una strategia di aggregazione delle risorse tale per cui risulti eﬃciente
risolvere query del tipo Trova k risorse per cui il valore X sia compreso tra
V  X  S.
4.1.1 L’albero di mapping
In XCone l’aggregazione delle risorse è garantita dall’utilizzo di un albero
binario, che oﬀre la possibilità di sfruttare diverse strategie a seconda della
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funzione di mapping adottata, basato sullo spazio degli identificatori della
DHT.
Sono definiti nodi logici quei nodi dell’albero XCone che risultano essere
mantenuti in modo distribuito tra i nodi fisici o peer della rete. I nodi logici
foglia sono associati in modo univoco ai nodi fisici attraverso un processo di
integrazione con la DHT che sarà illustrato in seguito, mentre, per quanto
riguarda i nodi logici non foglia, l’associazione con i nodi fisici è eﬀettuata
per mezzo di una funzione di mapping. Il numero di nodi logici non foglia da
associare a ciascun peer è determinato per mezzo di tale funzione di mapping
e, nel caso pessimo, il numero di nodi logici assegnati ad un peer è inferiore ad
un valore h pari al cammino dalla foglia alla radice dell’albero. La funzione
di mapping ha un ruolo fondamentale nella costruzione dell’albero di XCone,
in quanto a partire da due nodi logici a livello l 1 gestiti da due peer distinti,
decide a quale dei due nodi assegnare la gestione del nodo logico di livello l.
In linea teorica, ad un qualsiasi peer può essere associato un qualsiasi no-
do logico, ma per ottenere buone prestazioni in fase di entrata di un nodo
nella rete (join) e di risoluzione delle query è necessario imporre alcuni vin-
coli. Ciascun peer è identificato da un ID univoco in formato binario e la
sua posizione all’interno dell’albero è determinata in base al valore di tale
identificatore. Ogni peer può gestire solo nodi logici che abbiano un ID tale
da avere un prefisso comune ad esso. Questa regola di assegnazione dei nodi
logici ai peer permette di implementare in modo eﬃciente la fase di join, in
quanto il peer, che si unisce nell’albero XCone per la ricerca dei nodi logici
da gestire, deve risalire l’albero a partire dalla foglia assegnata, evitando di
visitare diversi sotto-alberi. Da ciò si deduce come l’assegnamento dei nodi
foglia ai peer sia univoco, mentre, per quanto riguarda i nodi logici interni, i
quali condividono il proprio prefisso con più nodi foglia, essi possono essere
assegnati ad uno qualunque dei peer che corrispondono a tali foglie. Un ul-
teriore vincolo è dato dal fatto che il generico nodo P gestisca un insieme di
nodi logici, che corrispondono ad un suﬃsso del proprio identificatore (ID). Il
nodo P gestisce dunque una sequenza continua di nodi logici a partire dalla
foglia da lui gestita, fino ad un certo livello l dell’albero in modo da ridurre
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al minimo il numero di hops tra i diversi peer in fase di ricerca durante la
risalita dell’albero XCone.
In XCone è definita un’altra funzione: la funzione di digest. Tale funzione
associa a ciascun nodo una struttura in grado di sintetizzare le chiavi con-
tenute nel sotto-albero radicato in esso. Esistono diversi tipi di funzioni di
mapping in grado ciascuna di valutare aspetti diversi, quali il carico dei nodi
logici gestiti da ogni nodo o la tipologia di banda. Ad esempio è possibile
adottare una tecnica per migliorare il bilanciamento del carico in modo da
regolare il numero di entrate significative presenti nella routing table di cia-
scun nodo. Nel momento in cui un nuovo nodo P entra in XCone, controlla
se nel cammino che lega la foglia ad esso associata e la radice esistono nodi
logici mappati a peer carichi. In tal caso il nodo P prende in gestione alcune
entrate della tabella di routing di tali nodi. Questa operazione è naturalmen-
te seguita da un aggiornamento del mapping di alcuni logici ai peer presenti
sul cammino di P dalla foglia alla radice.
Nel caso di XCone la funzione di mapping adottata coincide con quella di
Cone basata sulla scelta del peer avente in gestione la chiave di valore massi-
mo ma, come vedremo in seguito, XCone definisce funzioni di digest diverse
rispetto a Cone per supportare più eﬃcacemente le range query.
L’assegnamento tra i peer della rete e i nodi foglia XCone viene realizzato a
seguito dell’integrazione con la rete DHT sottostante. Se consideriamo una
rete DHT con spazio degli identificatori (ID) di m bit, i nodi logici foglia
sono assegnati ai peer attraverso un trie.
A ciascun peer in fase di join viene associato un identificatore di m bit in
maniera casuale e ad ogni peer può essere associato un unico nodo foglia
all’interno del trie in quanto l’albero XCone definisce un trie basato sui
prefissi degli identificatori.
La Figura 4.1 illustra, attraverso un esempio, il mapping tra nodi logici foglia
dell’albero XCone ed i peer di una rete DHT Chord con identificativi di 4
bits.
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Figura 4.1: Overlay XCone-DHT
L’associazione nodo/foglia rimane fissata per tutta la permanenza del peer
in rete. L’identificatore di ogni nodo è generato tramite una funzione hash
impiegata dalla DHT per assegnare i peer alla rete e ciascun nodo gestisce in
maniera indipendente la propria chiave, la quale può variare e non comporta
uno spostamento del nodo all’interno dell’albero. Il dominio delle chiavi e
quello degli identificatori risulta quindi essere distinto.
4.1.2 La tabella di routing
La tabella di routing è la struttura che mantiene l’albero di mapping di-
stribuito tra i peer della rete. In tale struttura vengono memorizzati, per
ciascun nodo, una lista di nodi da esso gestita. La routing table è composta
al massimo da m entrate, una per ogni livello dell’albero, a partire dal livello
0.
La generica entrata El memorizza il risultato dell’applicazione della funzione
di mapping f tra due nodi logici adiacenti di livello l   1. A tale posizione
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corrisponde una coppia di valori (IP1, IP2), avente il seguente significato:
• IP1: indirizzo del peer che gestisce il nodo logico di livello l ;
• IP2: indirizzo del peer che gestisce il nodo logico assegnato come figlio
di livello l   1.
La mancanza di un limite inferiore alle chiavi contenute nel sotto-albero o
più in generale la mancanza della conoscenza della distribuzione delle chiavi,
potrebbe portare ad una visita infruttuosa o ad una perdita di nodi target nel
caso di esplorazione o meno del sotto-albero. Per questo è stato necessario
ampliare le informazioni rispetto a Cone, aggregando nel migliore dei modi le
informazioni sulle chiavi presenti nei sotto-alberi. La generica entrata della
Routing Table El viene estesa tramite l’aggiunta del seguente campo:
• ST: contiene l’informazione di digest, ovvero i valori presenti nei peer
associati al sotto-albero radicato nel nodo figlio.
Da notare come le informazioni memorizzate siano dei riferimenti diretti ad
indirizzi di rete dei peer. Questa è una scelta progettuale che consente di
evitare un ulteriore livello di indirezione rappresentato dal passaggio per la
rete DHT. In altri termini vengono velocizzate le operazioni di comunicazioni
evitando inutili ricerche nella rete DHT.
4.1.3 Le operazioni
Nei due paragrafi seguenti saranno esaminate le operazioni di join e di ricerca
eﬀettuate da un nodo fisico in XCone.
Operazione di join
Per descrivere l’operazione di join di un nodo sulla rete XCone consideriamo
l’esempio in Figura 4.2. Il peer P0 esegue l’operazione di join nella rete DHT
e in questa fase ottiene l’assegnamento dell’ID e del relativo nodo logico foglia
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di XCone. Contestualmente all’ingresso in rete, la DHT invia al peer P0 un
riferimento ad un nodo già presente in rete, nell’esempio al nodo P1, in modo
tale da condividere con P0 il prefisso più lungo dell’ID. Formalmente P1 viene
definito il Least Common Ancestor (LCA) di P0.
Figura 4.2: Join di un peer nella rete XCone
Prima di continuare con l’esempio descriviamo più in dettaglio il concetto di
LCA e la sua localizzazione. In generale quando un peer P si unisce alla rete
XCone ottiene mediante la DHT un identificatore ID. Supponiamo che al mo-
mento dell’entrata di P nel sistema, sulla DHT e quindi in XCone, siano già
presenti N nodi con identificatori ID1, . . . , IDi, . . . IDN . E’ necessario che P
individui tra questi nodi un nodo M il cui identificatore IDm possieda la più
lunga porzione di prefisso in comune con ID. E’ possibile che esistano diversi
nodi con questa caratteristica. Il nodo LCA può essere individuato median-
te la DHT, infatti è possibile dimostrare che il predecessore o il successore
di P sulla DHT è uno dei nodi il cui identificatore condivide con ID il più
lungo prefisso. L’operazione di lookup, implementata in ognuna delle DHT
attualmente esistenti, consente di reperire il successore ed il predecessore di
un nodo e può essere utilizzata per supportare la ricerca del LCA in XCone.
Il peer P ottiene dunque tramite la DHT il riferimento al suo predecessore
ed al suo successore e sceglie tra questi quello con cui condivide il più lungo
prefisso dell’identificativo.
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Si consideri, ad esempio, la Figura 4.3. Si può notare come il nodo N1
sia quello che condivide il più lungo prefisso con N2, mentre il nodo N3,
pur essendo adiacente ad N2 risiede dalla parte opposta all’albero XCone e
pertanto non condivide alcun prefisso con N1.
Figura 4.3: Localizzazione LCA
Una volta individuato il peer LCA, viene calcolato il nodo logico di interse-
zione tra i due cammini, nell’esempio rappresentato dal nodo O. Il nodo P
invia un messaggio di join ad N1 specificando anche il livello L2 del nodo
di intersezione O. Questo ulteriore parametro viene inserito in quanto, come
nell’esempio riportato in Figura 4.3, il peer R a cui è associato il nodo logi-
co N1, a seguito di un nuovo mapping dei nodi, potrebbe non avere più in
gestione il nodo logico O.
La fase di join individua, attraverso la DHT, il nodo LCA con il procedimento
descritto precedentemente. In seguito, attraverso il calcolo del nodo logico di
intersezione, il nodo fisico LCA provvede a verificare se risulta ancora essere il
gestore del nodo logico di intersezione e, nel caso in cui non lo fosse, provvede
ad inoltrare la richiesta di join al proprio nodo padre. Questo procedimento
esegue una risalita dell’albero lungo il cammino che porta al peer avente in
gestione il nodo logico di intersezione. A questo punto l’operazione di join
può continuare regolarmente con le ulteriori operazioni necessarie.
Riprendendo l’esempio iniziale riportato in Figura 4.2, sono stati indicati in
basso i peer assegnati ai rispettivi nodi logici foglia, mentre all’interno di
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ogni nodo logico è riportata la chiave gestita dal peer a cui il nodo logico è
stato associato. Una volta assegnato il nuovo ID ed identificato il peer LCA,
ha inizio la fase di risalita bit a bit o di trickling.
Figura 4.4: Fase di trickling in XCone
P0 confronta il proprio ID con quello di P1 determinando in questo modo
il livello di partenza, l = 1 (Figura 4.4(a)). P0 possiede un valore mag-
giore rispetto a quello gestito da P1 e pertanto procede con l’inserire nella
propria tabella di routing l’entrata ( , IPP1, d (P1)) (Figura 4.4(b)). Conte-
stualmente viene informato anche il nodo P1 sul nuovo padre. P1 aggiornerà
di conseguenza la sua routing table, inserendo al livello 1 l’entrata (IPP0) e
rimuovendo le informazioni ai livelli successivi (Figura 4.4(b) e (c)).
Continuando la risalita al livello 2, P0 determina il nodo con cui confrontarsi
grazie alle informazioni recuperate dalla tabella di routing del nodo P1. Si
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eﬀettua un confronto con P2 e anche in questo caso il nodo P0 risulta essere
il padre del livello 2. P0 procede esattamente nello stesso modo aggiornando
la tabella di routing al livello 2 con il valore ( , IPP2, D (P2)) ed informando
P2 sul cambio di padre (Figura 4.4(c)). La fase di trickling termina al ter-
zo livello rilevando nuovamente un aggiornamento dell’albero e quindi una
variazione nelle routing tables (Figura 4.4(d)).
Analizziamo adesso la complessità dell’operazione di join di un nodo nella
rete XCone. La fase di inserimento nella DHT e di ricerca del nodo LCA
viene eﬀettuata dal livello sottostante con costo al caso pessimo di O (log T ),
con T numero massimo di peer. La fase di trickling, come visto nell’esempio,
può impiegare al caso pessimo O (log T ) operazioni pari al numero di peer
presenti nel percorso dalla foglia alla radice dell’albero. L’operazione di join
risulta dunque avere un costo complessivo logaritmico nel numero di peer.
Operazione di ricerca (find)
L’operazione di ricerca può essere eseguita a partire da un qualsiasi peer P
della rete. Consideriamo il caso in cui un peer P voglia eﬀettuare una query
Q, in cui richiede K nodi con valore X compreso nell’intervallo V  X  S.
La ricerca consiste in un’esplorazione dell’albero XCone mediante le informa-
zioni contenute nella tabella di routing dei vari peer. La procedura di ricerca
può essere suddivisa in due fasi. La prima fase consiste nella risalita dell’al-
bero XCone denominata anche operazione di risalita o di trickling, mentre
la seconda fase nell’esplorazione dei sotto-alberi. In XCone la prima opera-
zione viene eﬀettuata in maniera sequenziale, in particolare l’esplorazione di
ogni sotto-albero, rappresentato da un’entrata della tabella di routing, viene
eseguita controllando mano a mano che il numero di risorse localizzate sia
suﬃciente e in tal caso il procedimento di risalita viene interrotto. Nel pro-
cesso di esplorazione dei sotto-alberi la ricerca avviene in parallelo guidata
dalle informazioni di digest: dopo aver verificato tramite l’informazione di
digest la presenza di valori in grado soddisfare i vincoli imposti dalla query,
un nodo propaga immediatamente la richiesta di esplorazione in basso verso
i nodi foglia.
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Supponiamo che il generico peer P riceva una query Q, in cui si richiedono K
risorse e che la query sia stata originata dal peer denominato QueryNode. Il
generico peer P utilizzando una funzione matchValue controlla se la propria
chiave soddisfa la query Q. In caso aﬀermativo il nodo P invia il proprio in-
dirizzo come risultato al QueryNode. Il QueryNode tiene traccia dei risultati
raccolti e provvede a trasmettere al peer P il numero di peer che attualmente
soddisfano i vincoli imposti dalla query Q. Il peer P pertanto analizza il va-
lore ricevuto dal QueryNode, collectedMatches, e, nel momento in cui viene
raggiunto il numero di risorse K richieste, termina l’operazione attraverso
un’uscita forzata. Supponendo che le risorse localizzate non siano suﬃcienti,
il peer P procede a collezionare un insieme S di propri sotto-alberi attraverso
le informazioni possedute nella propria routing table. La funzione di digest
consente di selezionare esclusivamente i sotto-alberi in cui è stata rilevata
la presenza di risorse compatibili con la query Q. Per tali sotto-alberi, in
maniera sequenziale, il nodo P invia una richiesta di esplorazione al peer che
gestisce la radice del sotto-albero. Una volta inviato il messaggio, prima di
passare alla successiva esplorazione, il peer P attende di ricevere una risposta
dal QueryNode sul numero di risorse localizzate nella precedente richiesta.
In questo modo, se il numero di risorse dovesse risultare suﬃciente, viene
interrotta la fase di esplorazione dei successivi sotto-alberi e di conseguenza
terminata la fase di trickling attraverso un’uscita forzata. Questa operazione
di sospensione dell’esplorazione ha come fine quello di ridurre al numero stret-
tamente necessario il numero di nodi esplorati nell’albero XCone. Terminata
la fase di esplorazione il peer P controlla se non sono stati esplorati sotto-
alberi, in questo caso eﬀettua direttamente l’operazione di trickling inviando
un messaggio di richiesta al proprio nodo padre. Nel caso in cui siano stati
esplorati i sotto-alberi, il nodo P sospende la ricerca inviando un messaggio
di trickling al QueryNode ed attende nuovamente come risposta il numero di
risorse localizzate. Anche in questo caso la sospensione è eﬀettuata al fine di
controllare la propagazione verso il nodo radice delle operazioni di ricerca.
Per quanto riguarda le operazioni di esplorazione dei sotto-alberi, il nodo
radice R controlla preliminarmente se la propria chiave soddisfa la query Q.
In tal caso invia il proprio indirizzo al QueryNode e successivamente riceve
CAPITOLO 4. AGGREGAZIONE DI DATI IN HASP 80
da quest’ultimo il numero di risorse localizzate. Nel caso in cui le risorse non
siano suﬃcienti, R inoltra in parallelo le richieste di esplorazione dei propri
sotto-alberi. La procedura di esplorazione procede verso i nodi logici foglia
dell’albero XCone e viene diretta ai soli nodi foglia che, attraverso le infor-
mazioni di digest, risultano compatibili con la query Q. L’algoritmo procede
nella maniera più veloce a recuperare le relative risorse.
Il costo di una operazione di ricerca in XCone è determinata dal costo della
fase di trickling. Tale fase, come osservato, può coinvolgere nel caso pessimo
un intero cammino dalla foglia al nodo radice dell’albero, pertanto al massimo
O (log T ) nodi fisici, con T numero di peer nella rete. Il numero totale di
messaggi ricevuti dal QueryNode, avendo una esplorazione sequenziale dei
sotto-alberi, è dato da al più K messaggi, corrispondenti ai risultati ricevuti,
a cui vanno aggiunti log T messaggi di richieste di trickling per un totale di
O (log T +K) messaggi ricevuti.
4.2 HASP
HASP estende XCone al caso multidimensionale. HASP è basato sull’uso
di curve space-filling per la generazione di una chiave derivata a partire dal
valore di n attributi che definiscono la singola risorsa.
Le curve space-filling sono curve continue che attraversano tutto lo spazio
n-dimensionale delle risorse e permettono di identificare in modo univoco
ciascuna n-upla di coordinate linearizzando uno spazio n-dimensionale e as-
sociando un valore univoco a ciascun punto di tale spazio. Tale valore prende
il nome di chiave surrogata o chiave derivata.
Per riuscire ad eseguire range query multidimensionali su curve space filling
è necessario mappare lo spazio multidimensionale dell’iper-rettangolo defini-
to dalla range query nello spazio lineare definito dalla curva. Un approccio
statico è quello di determinare tutti i segmenti di curva che sono contenuti
nell’iper-rettangolo definito dalla range query senza considerare la distribu-
zione dei dati sulla curva space filling. Il problema principale di questo
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approccio è l’elevato numero di segmenti che vengono generati al crescere
del numero delle dimensioni e del range di valori che gli attributi possono
assumere. Un secondo approccio, guidato dai dati, può essere realizzato se-
condo due diverse strategie. Una prima strategia consiste nel partire dalla
query, individuare gli iper-quadranti che la intersecano e raﬃnare solo gli
iper-quadranti che contengono dei dati. Il controllo che un iper-quadrante
contenga dei dati può essere eﬀettuato intersecando il segmento di curva cor-
rispondente a quel quadrante con gli intervalli contenuti nel digest. Solo se
l’intersezione tra il segmento di curva relativo ad un iper-quadrante che inter-
seca la query ed il digest è diversa da zero, allora si procede al raﬃnamento.
La seconda strategia parte invece dai segmenti contenuti nel digest, trova gli
iper-quadranti che ricoprono tali segmenti e ne eﬀettua quindi l’intersezione
con la range query. In questo caso, si hanno a disposizione un insieme di in-
tervalli di curva in cui sicuramente sono presenti dei dati e si deve passare da
tali intervalli agli iper-quadranti che li contengono per poi intersecare questi
quadranti con l’iper-rettangolo che descrive la range query.
E’ facile intuire come la bontà dell’approssimazione restituita dalle tecniche
di digest ricopra un ruolo fondamentale nella risoluzione di una range query
multidimensionali in HASP.
4.3 Aggregazione di chiavi derivate: strutture
di digest
La precedente versione di HASP includeva due tecniche di digest: i Bit
Vectors Indexes ed i Q-Digest.
La tecnica BitVector Indexes definisce un vettore binario di k bits in maniera
tale da catturare la distribuzione dei valori di un attributo A definito in un
intervallo [a, b]. Il numero k degli intervalli di separazione rappresenta il
numero di elementi del BitVector in cui ogni elemento indica se almeno una
chiave derivata appartiene a tale intervallo o meno.
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La tecnica Q-Digest sfrutta le proprietà matematiche dei quantili, per con-
densare una distribuzione di valori entro un margine di errore. Definito un
insieme di valori n con dominio [1, z], Q-Digest definisce un albero T di al-
tezza log z in cui ogni livello partiziona l’intero dominio attraverso l’utilizzo
di range [min,max] assegnati ad ogni nodo.
Questa tesi ha introdotto in HASP due utleriori tecniche sofisticate come
Wavelet e Bloom Filters.
4.3.1 Aggregazione mediante Wavelet
Grazie alle wavelets è possibile costruire un istogramma basato sulla distri-
buzione dei dati. Tale istogramma viene quindi utilizzato come funzione di
digest per stimare l’ampiezza di range query.
Creazione dell’istogramma
Come descritto nel capitolo 3 la creazione dell’istogramma può essere divisa
in tre fasi:
• dati i valori in input, calcola la distribuzione dei dati estesa TC+;
• una volta ottenuto TC+ esegue la wavelet decomposition utilizzando la
funzione Haar wavelet;
• in base ai details coeﬃcients ottenuti crea l’istogramma H.
Il calcolo della distribuzione dei dati estesa TC+ procede come segue:
Per ogni valore compreso tra il minimo ed il massimo la variabile che tiene
traccia delle frequenze cumulate viene aggiornata e memorizzata all’interno
dell’array delle frequenze cumulate S; se il minimo è maggiore di zero, per
ogni valore compreso tra zero ed il minimo nell’array S viene inserita un’entry
con valore zero.
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Attraverso il processo sopra descritto se, ad esempio, in input avessimo i va-
lori: {3, 7, 10, 15} l’arrray di frequenze cumulate risulterebbe così composto:
S = {0, 0, 0, 1, 1, 1, 1, 2, 2, 2, 3, 3, 3, 3, 3, 4}
possiamo notare come per i valori compresi tra zero ed il minimo (in questo
caso 3) siano state inserite frequenze cumulate zero per rispecchiare il fatto
che tali valori non sono presenti nell’insieme dei dati in input; successivamen-
te per ogni valore compreso tra 3 e 15 è stata inserita la relativa frequenza
cumulata.
Ottenuto l’array con la distribuzione dei dati estesa, si procede con la seconda
e terza fase: calcolo delle wavelet decomposition utilizzando la funzione Haar
wavelet e creazione dell’istogramma H.
Per ottenere la decomposizione wavelet l’array S delle frequenze cumulate
che, alla prima iterazione, rappresenta i dati alla risoluzione massima vie-
ne scorso iterativamente. Ad ogni iterazione si calcolano le medie coppia
a coppia delle frequenze cumulate e i detail coeﬃcients; ottenuti questi va-
lori l’array S è rimpiazzato con il risultato del calcolo delle medie mentre
i details coeﬃcients diversi da zero vengono inseriti in modalità bottom-up
nell’istogramma H. Tale procedura prosegue finché l’array S delle frequenze
cumulate non ha dimensione uno. All’ultima iterazione viene aggiunto, nel-
la prima posizione di H, l’unico valore presente in S (risultato della media
complessiva delle frequenze cumulate).
A questo punto il calcolo delle wavelet decomposition termina, l’istogramma
H viene rappresentato come un array monodimensionale di lunghezza m, in
cui ogni entry ha un coeﬃciente wavelet vj ed un indice ij.
H [j] = (vj, ij) , 1  j  m.
La procedura sopra descritta non possiede alcuna ottimizzazione riguardo
l’occupazione di memoria.
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Per insiemi di valori relativamente piccoli questa limitazione non rappresenta
un problema ma, utilizzando le chiavi derivate con un range di valori
⇥
0; 2n⇥k
⇤
con n uguale al numero di attributi e k pari al numero di bit da utilizzare per
la codifica binaria del valore di ciascun attributo, l’occupazione di memoria
diventa un aspetto critico al punto tale che la creazione dell’istogramma H
diventa non applicabile. Ad esempio con n = 6 attributi e k = 10 le chiavi
derivate possono assumere valori che partono da 9437188 fino ad arrivare
a 13631559 con intervalli nell’ordine delle migliaia tra una chiave derivata e
l’altra. In particolare sono state individuate due criticità che saranno oggetto
di ottimizzazioni:
1. se il valore minimo è maggiore di zero, vengono inserite tante frequenze
0 per quanti sono i valori tra zero ed il minimo;
2. se nella distribuzione dei dati in input l’ampiezza dell’intervallo tra un
valore ed il successivo è molto elevata la stessa frequenza viene inserita
nell’array un numero elevato di volte;
Per aﬀrontare le due criticità sopra descritte è stato deciso di modificare
il modo in cui le frequenze cumulate vengono memorizzate nelle strutture
dati. Di conseguenza viene proposta un’ottimizzazione della procedura per
il calcolo delle wavelet decomposition.
In particolare, le frequenze cumulate non vengono più rappresentate da sin-
goli valori ma da coppie della forma (frequenza, count), dove frequenza è il
valore della frequenza cumulata e count è il numero di volte che tale fre-
quenza si ripete nella distribuzione. Adottando questa strategia l’utilizzo
della memoria è diminuito drasticamente mantenendo tutte le informazioni
necessarie.
Il seguente esempio mostra le modifiche proposte.
Esempio. Consideriamo un attributo X con dominio D = [0, 20] con valori
{0, 4, 7, 15}.
Per prima cosa calcoliamo le frequenze dei valori appartenenti all’attributo
ottenendo:
Frequenze : [(0, 1) (4, 1) (7, 1) (15, 1)]
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A questo punto otteniamo la distribuzione dei dati TC :
Frequenze cumulate : [(0, 1) (4, 2) (7, 3) (15, 4)]
Come descritto precedentemente possiamo ricavare la distribuzione dei dati
estesa TC+ ponendo frequenza zero ai valori non presenti ottenendo così:
Frequenze cumulate estese : [(0, 1) (1, 1) (2, 1) (3, 1) (4, 2) (5, 2) (6, 2)
(7, 3) (8, 3) (9, 3) (10, 3) (11, 3) (12, 3)
(13, 3) (14, 3) (15, 4)]
Possiamo notare come ad ogni valore sia stata assegnata una frequenza
cumulata.
Per poter eseguire range query utilizzando le wavelet abbiamo la necessità di
eseguire l’algoritmo di wavelet decomposition partendo dalle frequenze dalla
distribuzione dei dati estesa TC+ calcolata sopra:
S = [1, 1, 1, 1, 2, 2, 2, 3, 3, 3, 3, 3, 3, 3, 3, 4]
Applicando l’ottimizzazione proposta, tali frequenze cumulate vengono rap-
presentate mediante coppie (frequenza,count) in cui frequenza rappresenta la
frequenza cumulata e count il numero di volte che tale frequenza si ripete.
L’array S calcolato sopra sarà così composto:
S = [(1, 4) (2, 3) (3, 8) (4, 1)]
Possiamo notare immediatamente il notevole risparmio di memoria ottenuto.
A questo punto possiamo procedere con la decomposizione wavelet opportu-
namente modificata.
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Risoluzione Media Detail Coeﬃcients
16 [(1, 4)(2, 3)(3, 8), (4, 1)]
8 [(1, 2)(2, 1)(2.5, 1), (3, 3)(3.5, 1)] [(0, 2)(0, 1)( 0.5, 1), (0, 3)( 0.5, 1)]
4 [(1, 1)(2.25, 1)(3, 1), (3.25, 1)] [(0, 1)( 0.25, 1), (0, 1)( 0.25, 1)]
2 [(1.625, 1)(3.125, 1)] [(0.625, 1)( 0.125, 1)]
1 [(2.375, 1)] [( 0.75, 1)]
Dall’esempio si evince come la decomposizione wavelet, in particolare il calco-
lo delle medie e dei detial coeﬃcients, debba trattare in maniera opportuna
il campo count delle coppie rappresentanti la distribuzione dei dati estesa
TC+.
Anche i details coeﬃcients sono rappresentati mediante coppie (valore,count),
l’inserimento di tali coeﬃcienti all’interno dell’istogramma H terrà in consi-
derazione tale rappresentazione.
Ricordiamo che l’istogramma H viene rappresentato come un array monodi-
mensionale di lunghezza m, in cui ogni entry ha un coeﬃciente wavelet vj ed
un indice ij. Otteniamo quindi:
H : [(2.375, 0)( 0.75, 1)( 0.625, 2)( 0.125, 3)
( 0.25, 5)( 0.25, 7)( 0.5, 11)( 0.5, 15)]
Di seguito è mostrato lo pseudocodice della soluzione proposta.
L’algoritmo 4.1 è dedicato alla decomposizione wavelet ed al calcolo dei de-
tail coeﬃcients, per sfruttare la rappresentazione ottimizzata delle frequenze
cumulate è necessario eseguire la decomposizione tenendo conto del valore
della frequenza cumulata e del count che tale frequenza possiede.
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Algoritmo 4.1 Calcolo Haar Wavelet
1 INPUT: averages array di coppie ( value , count )
2 Let : ca lcu latedAvg array di coppie ( value , count )
3 Let : c a l c u l a t e dDe t a i l sCo e f f array di coppie ( value , count )
4 Let : avg , det , nextAvg , nextDet coppie ( value , count )
5 for each item in averages do
6 i f item . count isEven then
7 avg = ( item . value , item . count /2)
8 det = (0 , item . count /2)
9 end i f
10 else i f item . count isOdd then
11 i f item . count > 1 then
12 avg = ( item . value , ( item . count 1)/2)
13 det = (0 , ( item . count 1)/2)
14 end i f
15 i f 9 succ ( item )
16 Let : nextItem = succ ( item )
17 nextAvg = ( ( ( item . value+nextItem . value ) /2) ,1 )
18 nextDet = ( ( ( item . value nextItem . va lue ) /2) ,1 )
19 nextItem . count = nextItem . count 1
20 end i f
21 end i f
22 ADD (avg , nextAvg ) to ca lcu latedAvg
23 ADD ( det , nextDet ) to c a l c u l a t e dDe t a i l sCo e f f
24 end for
25 return ( calculatedAvg , c a l c u l a t e dDe t a i l sCo e f f ) ;
Esempio. Supponiamo di avere in input un array di frequenze cumulate
S = [(1, 4) (2, 3) (3, 9)]. L’algoritmo sopra descritto procede come segue:
• Per il primo item, (1, 4), count è pari vengono quindi create due nuove
coppie. La prima (1, 2) rappresenta la media, mentre la seconda (0, 2)
rapprenta il detail coeﬃcient.
• Il secondo item (2, 3), possiede un count dispari e maggiore di 1. Anche
in questo caso si creano due coppie, come per l’iterazione precedente,
considerando però il count dell’item decrementato di 1, otteniamo quin-
di una media (2, 1) ed un detail coeﬃcient (0, 1). A questo punto viene
eseguito il calcolo con l’item successivo (3, 9) ottenendo quindi una me-
dia (2.5, 1) ed un detail coeﬃcient ( 0.5, 1). Infine si decrementa di
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una unità il count dell’item (3, 9) dato che un’occorrenza di questa
frequenza cumulata è appena stata utilizzata.
• Il terzo item, diventato adesso (3, 8) produce una media (3, 4) ed un
detail coeﬃcient (0, 4).
• Tutte le medie ed i detail coeﬃcient creati saranno inseriti negli array
corrispondenti.
⌅
L’algoritmo 4.2 prende in input un array di frequenze cumulate rappresen-
tate come coppie (frequenza, count), calcolate attraverso l’algoritmo 4.1 ed
esegue iterativamente la decomposizione wavelet di tale array inserendo in
un insieme H i detail coeﬃcients diversi da zero ottenuti.
Algoritmo 4.2 Creazione Istogramma
1 INPUT: cumulativeFreq array di f r equenze cumulate
2 Let :H a set
3 Let : ( c a l c u l a t edDe t a i l sCoe f f , ca lcu latedAvg ) = CalcoloHaarWavelet (
cumulativeFreq )
4 while s i z e ( ca lcu latedAvg ) > 1 do
5 for a l l item in c a l c u l a t e dDe t a i l sCo e f f
6 i f item != 0 then
7 H = H [ ( item )
8 end i f
9 end for
10 ( c a l c u l a t edDe t a i l sCo e f f , ca lcu latedAvg ) = CalcoloHaarWavelet (
ca lcu latedAvg )
11 end while
Merge di istogrammi
Nell’esempio sopra abbiamo visto l’utilizzo delle wavelet per la creazione di
un istogramma nel caso stand-alone, cioè presi dei dati in input sono state cal-
colate le frequenze cumulate e di seguito abbiamo eseguito la decomposizione
wavelet per ricavare l’istogramma H.
Vediamo adesso come integrare l’utilizzo delle wavelet nell’albero HASP. In
HASP ad ogni foglia viene assegnato un singolo valore, eventualmente una
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chiave derivata, sulla base di tale valore viene costruita l’informazione di
digest. Con il metodo visto nel paragrafo precedente ogni nodo invia al padre
l’informazione di digest calcolata, a questo punto il nodo padre crea il proprio
digest in modo da rappresentare i dati appartenti al proprio sotto-albero.
Utilizzando le wavelet come strumento di digest è sorta la necessità di riu-
scire a creare un nuovo istogramma calcolando il merge degli istogrammi
provenienti dai nodi figli.
La soluzione proposta è la seguente:
• ogni nodo foglia calcola il minimo della distribuzione cumulata e l’isto-
gramma H attraverso la decomposizione wavelet;
• ogni nodo invia al proprio padre il valore minimo e H ;
• ogni nodo padre calcola il nuovo minimo, attraverso gli istogrammi
rievuti ricostruisce i valori approssimati appartenenti ai propri figli, or-
dina in maniera crescente tali valori e calcola le frequenze cumulate così
da poter creare il nuovo istogramma H attraverso la decomposizione
wavelet.
Di seguito è mostrato lo pseudocodice della soluzione proposta. Nell’algorit-
mo 4.3 il nodo padre riceve tutte le informazioni necessarie dai propri figli,
utilizza l’agoritmo 4.4 per ricostruire i valori approssimati, una volta ottenuti
tali valori procede con la creazione delle frequenze cumulate da passare come
argomento all’algoritmo 4.2 per la creazione dell’istogramma.
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Algoritmo 4.3 Unione Wavelet
1 INPUT: h1 , min1 istogramma e minimo r i c evu to da f i g l i o 1
2 h2 , min2 istogramma e minimo r i c evu to da f i g l i o 2
3 Let : apprValuesChild1 = EspandiIstogramma (h1 , min1 )
4 Let : apprValuesChild2 = EspandiIstogramma (h2 , min2 )
5 Let : va lue s array di i n t e r i
6 Let : cumulativeFreq array di coppie ( value , count )
7 Let : count = 1
8 va lue s = Sort ( apprValuesChild1 , apprValuesChild2 ) ;
9 for each va l in va lue s do
10 add ( count , nextVal va l ) to cumulativeFreq
11 count++;
12 end for
13 CreazioneIstogramma ( cumulativeFreq )
Algoritmo 4.4 Espandi Istogramma
1 INPUT: H istogramma , min va l o r e minimo
2 Let : cumulativeFreq = FrequenzeCumulateDaIstogramma (H)
3 Let : apprValues array di i n t e r i
4 Let : i = 1
5 apprValues [ 0 ] = min
6 for each item in cumulativeFreq do
7 apprValues [ i ] = apprValues [ i  1] + item . count
8 i = i + 1
9 end for
10 return apprValues
L’algoritmo 4.5 sfrutta le proprietà matematiche della Wavelet viste nel capi-
tolo 3, in particolare il Lemma 3, per ricostruire mediante la struttura Error
Tree le frequenze cumulate a partire dall’istogramma H.
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Algoritmo 4.5 Frequenze cumulate da Istogramma
1 INPUT:H istogramma
2 Let : e r ro rTree // rappre s en taz i one g e r a r ch i c a d i H
3 Let : currentFreq coppia d i t i po ( value , count )
4 Let : cumulat iveFrequenc ie s array di coppie ( value , count )
5 Let : i = 0
6 for each l e a f in e r ro rTree do
7 i f ( i == 0)
8 currentFreq . va lue = l e a f [ i ] . va lue
9 currentFreq . count = 1 ;
10 end i f
11 else i f ( l e a f [ i ] . va lue == l e a f [ i  1] . va lue )
12 currentFreq . count = currentFreq . count+1;
13 end i f
14 else ( l e a f [ i ] . va lue != l e a f [ i  1] . va lue )
15 ADD currentFreq to cumulat iveFrequenc ie s
16 currentFreq . va lue = l e a f [ i ] . va lue
17 currentFreq . count = 1 ;
18 end i f
19 i = i + 1
20 end for
21 return cumulat iveFrequenc ie s
Esempio. Supponiamo che l’istogramma in input rappresenti i valori 5, 7, 10.
L’algoritmo sopra descritto procede come segue:
• Ricostruisce i valori delle frequenze cumulate a partire da H, ottenendo:
cumulativeFreq = [(1, 2) (2, 3)].
• Inserisce il valore minimo 5 all’interno dell’array di risultati.
• Analizza il primo item (1, 2), inserisce nell’array di risultati un nuovo
valore ottenuto come la somma tra il valore precedente nell’array di
risultati ed il count dell’item, in questo caso 5 + 2 = 7.
• Analizza il secondo item (2, 3), inserisce nell’array di risultati un nuovo
valore ottenuto come la somma tra il valore precedente nell’array di
risultati ed il count dell’item, in questo caso 7 + 3 = 10.
• Restituisce l’array dei risultati ottenuti: [5, 7, 10].
⌅
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Così facendo abbiamo la possibilità di fare il merge di due decomposizioni
wavelet ottenendo un nuovo istogramma.
Esempio. Abbiamo un attributo X definito sul dominio D = [0, 20] con
valori {0, 4, 7, 15}, supponiamo di avere un nodo A con un istogramma che
rappresenti i valori {7, 15}, un nodo B con un istogramma che rappresenti
i valori {0, 4} ed un nodo C, padre di A e B, che deve costruire un nuovo
istogramma a partire dalle informazioni di digest provenienti da A e B.
C
A B
• Nodo A:
– Istogramma H = [(1.5, 0)( 0.5, 1)] , minimo = 7.
• Nodo B:
– Istogramma H = [(1.5, 0)( 0.5, 1)] , minimo = 0.
• Nodo C:
– Riceve da A: HA = [(1.5, 0)( 0.5, 1)] , minA = 7.
– Riceve da B: HB = [(1.5, 0)( 0.5, 1)] , minB = 0.
– Utilizza HA per ricostruire le frequenze cumulate di A ottenendo
[(1, 8) (2, 1)]; calcola i valori approssimati: {7, 15}.
– Utilizza HB per ricostruire le frequenze cumulate di B ottenendo
[(1, 4) (2, 1)]; calcola i valori approssimati: {0, 4}.
– Ordina i valori approssimati ottenuti in maniera crescente: {0, 4, 7, 15}.
– Ottiene le frequenze cumulate: S = [(1, 4) (2, 3) (3, 8) (4, 1)].
– Crea l’istogramma:
H = [(2.375, 0)( 0.75, 1)( 0.625, 2)( 0.125, 3)
( 0.25, 5)( 0.25, 7)( 0.5, 11)( 0.5,
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⌅
Utilizzando la soluzione proposta ogni nodo interno possiede tutte le infor-
mazioni necessarie per poter stimare, attraverso la struttura error tree, l’am-
piezza di una range query nel proprio sotto-albero. In particolare il nodo
radice C possiede esattamente lo stesso istogramma calcolato con il metodo
stand-alone.
Fase di pruning
Una volta ottenuto l’istogramma eseguiamo la fase di pruning in modo da
mantenere solamente un certo numero di coeﬃcienti, in particolare quelli più
significativi.
Nell’esempio precedente la decomposizione wavelet ha prodotto 8 coeﬃcienti,
supponiamo di voler mantenere solamente 4 coeﬃcienti per ottimizzare l’uso
della memoria e quindi poniamo m = 4.
La prima cosa da fare per poter scegliere i "migliori 4 coeﬃcienti" è pesarli
in qualche modo. In particolare per le Haar wavelet andiamo ad eseguire la
normalizzazione dividendo i coeﬃcienti: Sˆ(2j), . . . , Sˆ(2j+1   1) per p2j per
ogni 0  j  logN   1.
Come descritto nel capitolo 3 esistono diversi metodi, una volta eseguita la
normalizzazione, per scegliere gli m coeﬃcienti da mantenere; dal momento
in cui utilizziamo le Haar wavelet che ricordiamo essere ortonormali, abbiamo
scelto la strategia in cui manteniamo gli m coeﬃcienti più grandi in valore
assoluto.
Il numero di coeﬃcienti da mantenere è proporzionale al numero di coeﬃcienti
presenti nell’istogramma.
Continuando con l’esempio precedente, il nostro istogramma con i coeﬃcienti
normalizzati risulterà come segue:
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Normalized H = [(2.375, 0)( 0.75, 1)( 0.4419, 2)( 0.0884, 3)
( 0.125, 5)( 0.125, 7)( 0.1768, 11)( 0.1768, 15)]
A questo punto, eseguiamo la vera fase di pruning mantenendo solamente i
4 coeﬃcienti più grandi in valore assoluto ed eliminando gli altri. Dopo la
fase di pruning otteniamo:
Normalized Pruned H = [(2.375, 0)( 0.75, 1)
( 0.4419, 2)( 0.1768, 11)]
Abbiamo normalizzato H ed eseguito un pruning del 50% in modo da man-
tenere solamente i coeﬃcienti più significativi, eseguiamo quindi la denor-
malizzazione in modo da ottenere i valori calcolati precedentemente e poter
proseguire con la fase di query:
H = [(2.375, 0)( 0.75, 1)( 0.625, 2)( 0.5, 11)]
Range query
Nella fase di query è necessario stimare il risultato di una range query del
tipo l  X  h. Come già visto nel capitolo 3 la strategia utilizzata è quella
di ricostruire la frequenza cumulata di l 1 ed h, indicate rispettivamente con
S(l  1) e S(h), utilizzando gli m coeﬃcienti ottenuti grazie all’algoritmo di
wavelet decomposition. L’ampiezza della query viene così stimata calcolando
S(h)  S(l   1).
La ricostruzione della frequenza cumulata di l  1 ed h avviene attraverso la
struttura error tree.
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Esempio. Di seguito è mostrata la struttura error tree rappresentante
la decomposizione wavelet eseguita nell’esempio precedente, vediamo come
con l’ausilio di tale struttura sia possibile ricavare i valori delle frequenze
cumulate di l   1 ed h.
2,375
-0,75
-0,625
0
0
1 1
0
1 1
0,25
0
2 2
0,5
2 3
-0,125
0
0
3 3
0
3 3
-0,25
0
3 3
-0,5
3 4
Ricordiamo che nell’albero i nodi interni rappresentano i details coeﬃcient
(risultato dell’algoritmo di wavelet decomposition) e la radice rappresenta la
media globale dei valori in input, mentre le foglie, che vengono calcolate di
volta in volta, rappresentano le frequenze cumulate.
Indichiamo con S(i) il valore della foglia di indice i e con Sˆ(j) il valore di
un nodo interno di indice j. Sfruttando le proprietà dell’error tree è possibile
stimare l’ampiezza di una query 3  x  10 calcolando i valori delle foglie
S(2) e S(10):
S(2) =Sˆ(0) + Sˆ(1)  Sˆ(2) + Sˆ(5)  Sˆ(9) = 2, 375  0, 75 + 0, 625 + 0  0 = 1
S(10) =Sˆ(0)  Sˆ(1) + Sˆ(3)  Sˆ(6) + Sˆ(13) = 2, 375 + 0, 75  0, 125  1 + 0 = 3
La query 3  x  10 viene quindi stimata con risultato S(10)   S(2) =
3  1 = 2
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4.3.2 Bloom Filters
Abbiamo introdotto in HASP, oltre alle Wavelet anche i Bloom Filters.
Allo scopo di arricchire le funzioni di digest presenti in HASP con i Bloom
FIlters, abbiamo definito un vettore binario B di n bits e k funzioni hash
indipendenti che producono un valore distribuito uniformemente nel range
[1, . . . , n]; oltre alle funzioni hash ed al vettore binario B è possibile indicare
il numero di elementi che verranno inseriti nel Bloom Filters e la percentuale
di falsi positivi attesa. L’implementazione è stata eseguita in modo che si
possa creare un nuovo Bloom Filters fornendo solamente il numero di elementi
che verranno aggiunti e la percentuale di falsi positivi desiderata, il vettore
binario B ed il numero di funzioni hash verranno calcolati di conseguenza.
Il range di valori dello spazio delle chiavi derivate (
⇥
0; 2n⇥k
⇤
con n numero
di attributi e k pari al numero di bit da utilizzare per la codifica binaria di
ciascun attributo), non influenza in nessuno modo i Bloom Filters e la loro
applicazione.
L’utilizzo dei Bloom Filters nell’albero distribuito HASP risulta particolar-
mente intuitivo.
• L’operazione di inserimento di una chiave derivata avviene applicando
ad essa le k funzioni hash, ogni funzione hash restituirà una posizione
del vettore binario B la quale sarà impostata a 1.
• L’operazione di unione tra più Bloom Filters consiste nell’eseguire l’OR
bit a bit del vettore binario B e nell’aggiornamento dei rispettivi attri-
buti.
• L’operazione di find di una chiave derivata all’interno del Bloom Filters
applica le k funzioni hash alla chiave derivata da cercare e controlla il
valore, nel vettore binario B, delle k posizioni restituite.
• La stima di una range query avviene attraverso l’integrazione con l’ar-
chitettura HASP. In particolare, con l’ausilio di HASP, otteniamo le
chiavi derivate appartenenti alla range query; a questo punto per ogni
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chiave derivata ottenuta eseguiamo un’operazione di find sul Bloom
Filters.
Capitolo 5
Implementazione
In questo capitolo verrà presentata l’implementazione per la definizione di
nuove strategie di digest introdotte in HASP, il tutto è stato implemen-
tato mediante l’uso del framework Overlay Weaver, descritto nella sezione
successiva.
5.1 Framework Overlay Weaver
Overlay Weaver è un framework “Open Source” realizzato come lavoro di ri-
cerca da [36] e reperibile gratuitamente in rete. Le caratteristiche principali
del framework consistono nella elevata modularità e strutturazione a livelli.
Questo consente di realizzare applicazioni di rete in grado di appoggiarsi a
moduli esistenti e di ereditarne un’elevata semplicità di configurazione. Il
forte disaccoppiamento del framework consente infatti di eﬀettuare agevol-
mente delle variazioni del comportamento dell’applicazione. OW supporta
diversi overlay strutturati tra cui Chord [10], Pastry [12], Tapestry [13], Ka-
demlia [14] e Koorde. Inoltre fornisce, come applicazioni ad alto livello, una
semplice shell DHT interattiva e una shell Multicast. Il framework mette a
disposizione anche una serie di tools per lo sviluppo e per il debugging come
l’emulatore di nodi, il generatore di scenari ed un visualizzatore grafico della
topologia della rete.
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5.1.1 Architettura del framework
L’architettura di Overlay Weaver, come già accennato, risulta fortemente
strutturata a livelli ed in particolare possiamo individuare i seguenti livelli:
• Applicazioni
• Servizi ad alto livello
• Servizi di routing
• Servizi di memorizzazione
La Figura 5.1 riassume graficamente l’architettura e consente di poter osser-
vare le relazioni di dipendenza tra i vari livelli. Il livello delle applicazioni
utilizza esclusivamente i servizi disponibili ad alto livello, analogamente i
servizi ad alto livello si poggiano sui servizi di routing e di memorizzazione.
Per quanto riguarda il livello di routing, Overlay Weaver eﬀettua un’ulteriore
suddivisione basata sul concetto di Key-based routing, KBR, introdotto da
[37] che generalizza le funzionalità delle principali DHT. In generale, in una
rete strutturata, ogni nodo memorizza un sotto-insieme di collegamenti ad
altri nodi e la scelta di tali nodi identifica la topologia della rete. Per eﬀettua-
re la ricerca di una chiave, il modello KBR consente di indirizzare la ricerca
verso dei nodi via via sempre più vicini al nodo target in accordo ad una
metrica. Overlay Weaver basandosi su tale modello suddivide ulteriormente
il livello di routing in:
• Routing Driver, esponde le principali operazioni basste sul modello
KBR.
• Routing Algorithm, contiene le diverse strategie di routing.
• Messaging Service, contiene diverse strategie di comunicazione di
rete.
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Figura 5.1: Architettura Overlay Weaver
Come implementazione del livello di Routing Driver, Overlay Weaver fornisce
due versioni, una iterativa ed una ricorsiva. La Figura 5.2 illustra le diverse
comunicazioni eﬀettuate dai diversi tipi di routing.
Figura 5.2: Tipologie di routing in Overlay Weaver
Le linee identificano i messaggi scambiati tra i vari nodi mentre i numeri
annotati l’ordine di scambio. La notazione tratteggiata sta ad indicare i
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messaggi che possono non essere necessariamente scambiati durante il rou-
ting, ma che servono in caso di utilizzo di protocolli non aﬃdabili, quale ad
esempio UDP. Per il livello di Routing Algorithm, OW implementa le stra-
tegie di routing Chord, Pastry, Tapestry, Kademlia e Koorde. Nel livello di
Messaging Service sono implementate le classi per la comunicazione di rete
attraverso i protocolli TCP, UDP e intra-thread utilizzato nel caso di emula-
zione. Nel livello di memorizzazione OW oﬀre la memorizzazione attraverso
un database relazionale (Berkeley DB) o in alternativa la memorizzazione in
memoria principale attraverso le hash table della Java standard class library.
5.1.2 Tools di sviluppo
Overlay Weaver mette a disposizione una serie di strumenti di sviluppo ag-
giuntivi come l’emulatore di rete, il generatore di scenari e un visualizzatore
grafico di rete. Lo strumento di maggior utilizzo risulta essere l’emulatore.
Attraverso l’emulatore è possibile testare le applicazioni in maniera imme-
diata in un ambiente controllato. L’emulatore prevede due modalità di ese-
cuzione: la modalita locale in cui i nodi emulati sono localizzati nella sola
macchina fisica locale e la modalita distribuita in cui varie istanze di emulato-
ri sono attive in macchine fisiche distribuite e la comunicazione tra i rispettivi
nodi emulati avviene attraverso la rete. Per quanto riguarda la modalità di
interazione con lo strumento possiamo distinguere la modalità interattiva e
la modalità batch. Nel primo caso i comandi sono impartiti all’emulatore
attraverso una console testuale, mentre nel secondo caso viene fornito un
file di testo o scenario contenente una serie di comandi in grado di essere
interpretati ed eseguiti dall’emulatore.
La Figura 5.3 illustra la struttura tipica di uno scenario. In particolare è
possibile notare le relative direttive in grado di eseguire una serie ripetuta di
comandi e una sequenza di comandi in grado di temporizzare l’esecuzione.
Infine la creazione di uno scenario può essere assistita da un ulteriore tool
presente nel framework denominato generatore di scenari. L’ultimo strumen-
to presente nel framework è il visualizzatore grafico di rete visibile in Figura
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5.4. Il visualizzatore consente di rappresentare, in varie modalità grafiche,
la locazione dei nodi nella rete e di visualizzare in tempo reale le comunica-
zioni tra i nodi. In particolare è possibile distinguere graficamente le varie
tipologie di messaggi scambiati.
Figura 5.3: Esempio di scenario interpretabile dall’emulatore
Figura 5.4: Esempio di visualizzazione grafica della rete
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5.2 Definizione di uno scenario
L’emulazione di un numero N di nodi in locale necessita la definizione di
un file di scenario contenente i vari comandi che l’interprete principale del
sistema HASP deve eseguire. L’interprete principale del sistema è definito
nella classe ow.tool.xconeshell.main.java e contiene la definizione dei vari
comandi che possono essere invocati. Un file di scenario è composto da
quattro sezioni principali:
1. definizione ed inizializzazione degli N nodi del sistema;
2. definizione dell’associazione delle risorse ai nodi del sistema;
3. fase di join dei nodi sulla rete;
4. definizione delle range query da eseguire sulla rete locale creata.
In Figura 5.5 è mostrata la prima parte di un possibile scenario. Si può notare
come venga eseguito il comando invoke sul nodo 0, il nodo di bootstrap e poi,
dopo 2 secondi da questo, su altri 99 nodi a distanza di 250ms l’uno dall’altro.
Il comando invoke viene interpretato dall’interprete di HASP ed inizializza
tutte le strutture dati di un nodo.
Figura 5.5: Scenario sezione 1, definizione ed inizializzazione dei nodi del
sistema
In Figura 5.6 è mostrata la seconda sezione di un possibile scenario. In questa
parte viene eﬀettuata l’assegnazione delle risorse ai nodi mediante il comando
setdynamic.
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Figura 5.6: Scenario sezione 2, specifica ed assegnazione delle risorse ai nodi
In Figura 5.7 è mostrata la terza sezione di un possibile scenario nella quale
viene eﬀettuata la join dei nodi sulla rete HASP mediante il comando init.
Il comando init esegue l’inserzione del nodo sulla DHT e nell’albero logico
HASP.
Figura 5.7: Scenario sezione 3, join dei nodi sulla rete
In Figura 5.8 è mostrata la quarta ed ultima sezione di un possibile scenario.
In questa parte vengono definite le range query da eseguire sulla rete HASP
mediante il comando getdynamic. Il comando getdynamic assegna ad un
nodo l’esecuzione di un range query.
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Figura 5.8: Scenario sezione 4, definizione delle range query
5.3 Implementazione tecniche di digest
L’elevata modularità di HASP ha permesso la definizione delle nuove strut-
ture di digest presentate nel capitolo 4. Per ciascuna delle nuove tecniche di
digest realizzate per il supporto a range query multidimensionali è stata ne-
cessaria l’implementazione dell’interfaccia DigestInfo e della classe astratta
DigestStrategy presenti in HASP. L’interfaccia DigestInfo rappresenta l’infor-
mazione di digest utilizzata nelle operazioni in HASP e richiede che ciascuna
tecnica di digest implementi i metodi:
• public String getSerialized()
• public boolean equals(DigestInfo v1)
Il metodo getSerialized() è necessario per la serializzazione dell’oggetto che
contiene l’informazione di digest in modo che possa essere inviato ai vari nodi
della rete.
La classe astratta DigestStrategy esprime le operazioni eseguibili su uno o più
oggetti che contengono l’informazione di digest e che devono necessariamente
implementare:
• public abstract DigestInfo aggregate(DigestInfo v1, int level1, DigestIn-
fo v2, int level2)
• public abstract int estimate(XConeQuery xQuery, DigestInfo value, int
level)
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• public abstract DigestInfo getDigestInfo(BigInteger value, int level)
• public abstract DigestInfo deserializeDigestInfo(String value)
Il metodo aggregate è l’operazione necessaria aﬃnchè le due informazioni di
digest, provenienti da nodi diﬀerenti dell’albero XCone e ricevuti come para-
metro, possano essere unite in un’unico oggetto che contiene le informazioni
di digest di entrambi.
Il metodo estimate riceve come parametri una range query e un’informazione
di digest e restituisce il numero di risorse presenti nell’informazione di digest
che soddisfano tale range query.
Il metodo getDigestInfo riceve come parametro la chiave del nodo e da questa
crea l’oggetto che contiene l’informazione di digest.
Il metodo deserializeDigestInfo è il duale del metodo getSerialized() descritto
in precedenza per l’interfaccia DigestInfo. Questo metodo riceve, come pa-
rametro in ingresso, una stringa risultato di un’operazione di serializzazione
dell’informazione di digest di un altro nodo della rete e, a partire da tale
stringa, ricostruisce l’oggetto che contiene l’informazione di digest di quel
nodo.
Poichè ciascuna strategia di digest deve implementare l’interfaccia DigestInfo
e la classe astratta DigestStrategy descritte nel paragrafo precedente, anche
la tecnica di digest Wavelet deve farlo. Le classi che definiscono tale strategia
di digest in HASP sono:
• Wavelet: contiene la rappresentazione della decomposizione wavelet at-
traverso un istogramma H. Tale istogramma è rappresentato mediante
un HashMap che contiene informazioni sull’indice dell’istogramma e sul
valore del detail coeﬃcients a tale indice.
• WaveletElement: contiene la rappresentazione delle frequenze cumulate
tramite coppie (frequenza,valore).
La classe WaveletStrategy implementa la classe astratta DigestStrategy. Il
metodo aggregate unisce due istogrammi H provenienti da nodi diﬀerenti
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della rete, in questa nuova tecnica di digest è stato implementato l’algorit-
mo per la fusione di due wavelet decomposition così come presentato nella
sezione . Il metodo estimate deve restituire il numero di chiavi derivate che
soddisfano una determinata range query e contiene dunque al suo interno
l’algoritmo del processo di risoluzione delle range query multidimensionali,
attraverso la struttura error tree, descritto nella sezione .
La classe Wavelet implementa l’interfaccia DigestInfo. La serializzazione
dell’istogramma H, rappresentante l’informazione di digest, avviene tramite
la concatenazione di stringhe, nello specifico ciascuna informazione di digest
viene serializzata nel seguente formato:
min sep max sep WaveletElement sep WaveletElement sep...
in cui sep indica un carattere separatore dei vari campi e WaveletElement
indica la serializzazione della frequenza cumulata rappresentata mediante
coppie (frequenza, valore). Il processo di deserializzazione, a partire dalla
stringa ricevuta, ricava i vari elementi eﬀettuando un’operazione di split del-
la stringa tramite il carattere separatore, con i dati ricevuti crea un nuovo
oggetto Wavelet replicando così sul nodo destinatario la stessa informazio-
ne di digest presente nel nodo mittente. Il metodo getDigestInfo in questa
strategia di digest costruisce uno nuovo oggetto Wavelet.
5.4 Codice degli algoritmi
In questa sezione è mostrato lo pseudocodice degli algoritmi descritti nel capi-
tolo , rispettivamente per la creazione della distribuzione dei dati estesa, per
il caclolo della decomposizione wavelet, per la popolazione dell’istogramma
H e per la risoluzione di range query utilizzando la struttura error tree.
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Algoritmo 5.1 Creazione della distribuzione dei dati estesa
1 /∗ va lue s è un v a r i a b i l e d i t i po ArrayList in cu i
2 ∗ sono memorizzati i v a l o r i in input per cu i è
3 ∗ n e c e s s a r i o c a l c o l a r e l e f r equenze cumulate
4 ∗/
5 ArrayList<WaveletElement> S = new ArrayList<WaveletElement >() ;
6 for ( int j =0; j<va lue s . s i z e ( )  1; j++)
7 {
8 WaveletElement element = new WaveletElement ( j +1, va lue s . get ( j
+1) va lue s . get ( j ) ) ;
9 i n i t i a l C o e f f i c i e n t s . add ( element ) ;
10 }
La decomposizione wavelet e la popolazione dell’istogramma H avvengono di
pari passo. Ricordiamo che la decomposizione wavelet è un processo ricorsivo
sulle frequenze cumulate; ad ogni iterazione l’algoritmo makeUpCoeﬃcien-
tsAndAvarages(HashMap waveTrans) prende in input un HashMap in cui
all’interno sono memorizzate le medie ed i detail coeﬃcients calcolati all’ite-
razione precedente e restituisce un nuovo HashMap con le medie ed i detail
coeﬃcients calcolati per quell’iterazione, a questo punto i detail coeﬃcients
diversi da zero vengono inseriti in una struttura rappresentante l’istogramma
H.
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Algoritmo 5.2 Decomposizione Wavelet
1 public HashMap makeUpCoefficientsAndAvarages (HashMap waveTrans )
2 {
3 /∗ I n i z i a l i z z a s t r u t t u r e dat i ∗/
4 ArrayList<WaveletElement> avgLis t = new ArrayList<WaveletElement >() ;
5 ArrayList<WaveletElement> de tL i s t = new ArrayList<WaveletElement >() ;
6 HashMap waveletTransform = new HashMap( ) ;
7
8 for ( int i =0; i<waveTrans ( " a v a r a g e s " ) . s i z e ; i++)
9 {
10 WaveletElement currElement = waveTrans ( " a v a r a g e s " ) . get ( i ) ;
11 /∗ Count par i ∗/
12 i f ( currElement . get ( i ) . getCount ( )%2==0 && currElement . get ( i ) . getCount ( ) >0)
13 {
14 WaveletElement avg =
15 new WaveletElement ( currElement . getValue ( ) , currElement . getCount ( ) /2) ;
16 WaveletElement det = new WaveletElement (0 , currElement . getCount ( ) /2) ;
17 avgLis t . add ( avg ) ;
18 de tL i s t . add ( det ) ;
19 }
20 /∗ Count d i s p a r i ∗/
21 else
22 {
23 /∗ Caso in cu i i l count e ’ maggiore d i uno ∗/
24 i f ( currElement . getCount ( ) >1)
25 {
26 /∗ Non e ’ l ’ u lt imo elemento d e l l a l i s t a ∗/
27 i f ( i+1<waveTrans . get ( avarages ) . s i z e ( ) )
28 {
29 WaveletElement avg =
30 new WaveletElement ( currElement . getValue ( ) , ( currElement . getCount ( ) 1)/2) ;
31 WaveletElement det = new WaveletElement (0 , ( currElement . getCount ( ) 1)/2) ;
32 avgLis t . add ( avg ) ;
33 de tL i s t . add ( det ) ;
34
35 /∗ Crea una nuova media ed un nuovo d e t a i l c o e f f i c i e n t s
36 ∗ in c o l l a bo r a z i on e con l ’ elemento su c c e s s i v o
37 ∗/
38 WaveletElement nextElement = waveTrans ( " a v a r a g e s " ) . get ( i +1) ;
39 WaveletElement nextAvg =
40 new WaveletElement ( currElement . getCount ( )+nextElement . getValue ( ) ) /2 ,1) ;
41 WaveletElement nextDet =
42 new WaveletElement ( currElement . getCount ( ) nextElement . getValue ( ) ) /2 ,1) ;
43 avgLis t . add ( nextAvg ) ;
44 de tL i s t . add ( nextDet ) ;
45
46 /∗ Aggiorna i l count d e l l a f requenza su c c e s s i v a ∗/
47 nextElement . setCount ( nextElement . getCount ( ) 1) ;
48 }
49 /∗ E ’ l ’ ult imo elemento d e l l a l i s t a ∗/
50 else
51 {
52 WaveletElement avg =
53 new WaveletElement ( currElement . getValue ( ) , currElement . getCount ( ) /2) ;
54 WaveletElement det = new WaveletElement (0 , currElement . getCount ( ) /2) ;
55 avgLis t . add ( avg ) ;
56 de tL i s t . add ( det ) ;
57 }
58 }
59 /∗ Caso in cu i i l count e ’ uguale a uno ∗/
60 else i f ( currElement . getCount ( )==1)
61 {
62 /∗ Se l ’ elemento è l ’ ult imo n e l l a l i s t a l o scart iamo , a l t r imen t i c a l c o l a
63 ∗ l a media ed i l d e t a i l c o e f f i c i e n t s in c o l l a bo r a z i on e con l ’ elemento
su c c e s s i v o
64 ∗/
65 i f ( i+1<waveTrans . get ( avarages ) . s i z e ( ) )
66 {
67 WaveletElement nextElement = WaveletElement ( " a v a r a g e s " ) . get ( i +1) ;
68 WaveletElement avg =
69 new WaveletElement ( currElement . getCount ( )+nextElement . getValue ( ) ) /2 ,1) ;
70 WaveletElement det =
71 new WaveletElement ( currElement . getCount ( ) nextElement . getValue ( ) ) /2 ,1) ;
72 avgLis t . add ( avg ) ;
73 de tL i s t . add ( det ) ;
74
75 /∗ Aggiorna i l count d e l l a f requenza su c c e s s i v a ∗/
76 nextCoef f . setCount ( nextElement . getCount ( ) 1) ;
77 }
78 }
79 }
80 }
81 /∗ I n s e r i s c e l e medie ed i d e t a i l c o e f f i c i e n t s c a l c o l a t i
82 ∗ n e l l ’HashMap
83 ∗/
84 wavletTransform . put ( " a v a r a g e s " , a v e r a g eCo e f f i c i e n t s ) ;
85 wavletTransform . put ( " d e t a i l C o e f f i c i e n t s " , d e t a i l C o e f f i c i e n t ) ;
86 return wavletTransform ;
87 }
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Algoritmo 5.3 Creazione dell’istogramma H
1 Compute_WaveletDecomposition ( Coe f f [ ] cumFreq )
2 {
3 /∗ Istogramma H ∗/
4 HashMap<Integer , double [ ] > H = new HashMap<Integer , double [ ] >( ) ;
5
6 /∗ Contatore per l ’ i n s e r imento de i d e t a i l c o f f i e c i e n t s in H ∗/
7 int count = S . s i z e ( )  1;
8
9 /∗ HashMap con medie e d e t a i l c o e f f i c i e n t s ∗/
10 HashMap<Str ing , Array<WaveletElement>> waveletTransform =
11 new HashMap<Str ing , Array<WaveletElement>>() ;
12 /∗ I n i z i a lmen t e l ’ array d e t a i l c o e f f i c i e n t s è vuoto ∗/
13 Array d e t a i l C o e f f i c i e n t s = new Array ( ) ;
14 wavletTransform . put ( "avarages" , S ) ;
15 wavletTransform . put ( "detailCoefficients" , d e t a i l C o e f f i c i e n t s ) ;
16
17 while ( wavletTransform ( "avarages" ) . s i z e ( ) > 1)
18 {
19 wavletTransform = makeUpCoeff icientsAndAvarages ( wavletTransform ) ;
20
21 for ( i=wavletTransform . get ( "detailCoefficients" ) . s i z e  1; i >0; i  )
22 {
23 Coef f c = wavletTransform . get ( "detailCoefficients" ) . get ( i ) ;
24 /∗ I n s e r i s c e in H so l o i c o e f f i c i e n t i d i v e r s i da 0 ∗/
25 i f ( c . getValue ( ) !=0)
26 {
27 H. put ( count , [ count , c . getValue ] ) ;
28 }
29 count=count   c . getCount ( ) ;
30 }
31
32 /∗ I n s e r i s c e in H l ’ unico va l o r e n e l l ’ array ∗/
33 H. put ( count , ( count , wavletTransform ( "avarages" ) . get (0 ) . getValue ( ) ) ) ;
34
35 }
36 }
Per stimare l’ampiezza di una range query della forma l  x  h sfruttando
l’istogramma H, utilizziamo il seguente algoritmo:
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Algoritmo 5.4 Calcolo ampiezza range query
1 public double ComputeSe lect iv i ty ( B ig Intege r low , B ig Intege r high )
2 {
3 double s e l e c t i v i t y = 0 ;
4 double aggregationLow = 0 ;
5 double aggregat ionHigh = 0 ;
6
7 Co l l e c t i on<double [ ] > c = H. va lue s ( ) ;
8 I t e r a t o r <double [ ] > i t r = c . i t e r a t o r ( ) ;
9 while ( i t r . hasNext ( ) )
10 {
11 double [ ] temp = (double [ ] ) i t r . next ( ) ;
12 i f ( temp != null ) {
13 i f ( Contr ibute ( temp [ 0 ] , low , range ) ) {
14 aggregationLow =
15 aggregationLow + Compute_Contribution ( temp [ 0 ] , temp [ 1 ] , low , range ) ;
16 }
17 i f ( Contr ibute ( temp [ 0 ] , high , range ) ) {
18 aggregat ionHigh =
19 aggregat ionHigh + Compute_Contribution ( temp [ 0 ] , temp [ 1 ] , high , range ) ;
20 }
21 }
22 }
23 s e l e c t i v i t y = ( aggregat ionHigh   aggregationLow ) ;
24 return s e l e c t i v i t y ;
25 }
26 }
Il metodo Contribute(i,j,range) restituisce true se il coeﬃciente con indi-
ce i contribuisce alla ricostruzione del valore della foglia S(j), altrimenti
restituisce false.
Il metodo Compute_Contribution(i,v,j,range) calcola il contributo del coef-
ficiente (i,v) alla ricostruzione della foglia S(j).
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Algoritmo 5.5 Controlla se un nodo interno i contribuisce al calcolo della
foglia S(j)
1 private boolean Contr ibute (double i , B ig Intege r j , B ig Intege r N)
2 {
3 /∗ Ricava l ’ i n d i c e d e l l a f o g l i a piu ’ a s i n i s t r a de l sotto a lbe ro
4 ∗ con rad i c e in i e N f o g l i e
5 ∗/
6 Big Intege r Ll = le f t_most_lea f ( i , N) ;
7
8 /∗ Ricava l ’ i n d i c e d e l l a f o g l i a piu ’ a de s t ra de l sotto a lbe ro
9 ∗ con rad i c e in i e N f o g l i e
10 ∗/
11 Big Intege r Lr = right_most_leaf ( i ,N) ;
12
13 /∗ Contro l l a se j appar t i ene a l sotto a lbe ro ∗/
14 i f ( ( j >= Ll ) && ( j <= Lr ) )
15 return true ;
16 else
17 return fa lse ;
18 }
Algoritmo 5.6 Calcola il contributo di un nodo interno i per ricostruire il
valore della foglia S(j)
1 provate double Compute_Contribution (double i , double v , B ig Intege r j , B ig Intege r N)
2 {
3 double con t r i bu t i on = v ;
4 Big Intege r Lr l ;
5 B ig Intege r Lrr ;
6
7 /∗ Caso sp e c i a l e , nodo rad i c e ∗/
8 i f ( i == 0)
9 return con t r i bu t i on ;
10
11 /∗ Calco la l ’ a l t e z z a de l nodo i n e l l ’ e r r o r t r e e ∗/
12 double depth = Math . l og ( (double ) i ) /Math . l og (2) ;
13 double logN = ((Math . l og (N. doubleValue ( ) ) ) /Math . l og (2) ) 1;
14 //Node i i s not a parent o f l e av e s
15 /∗ I l nodo i è un nodo in t e rno non padre d i f o g l i e ∗/
16 i f ( depth < logN ) {
17 /∗ Calco la l ’ i nd i c e d e l l a f o g l i a piu ’ a s i n i s t r a de l
18 ∗ sotto a lbe ro rad i ca to in i ∗/
19 Lr l = le f t_most_leaf ( r i ght_ch i ld ( i ) ,N) ;
20 /∗ Calco la l ’ i nd i c e d e l l a f o g l i a piu ’ a de s t ra de l
21 ∗ sotto a lbe ro rad i ca to in i ∗/
22 Lrr = right_most_leaf ( r i ght_ch i ld ( i ) , N) ;
23 }
24 /∗ I l nodo i è padre d i f o g l i e ∗/
25 else {
26 Lr l = right_most_leaf ( i , N) ;
27 Lrr = Lr l ;
28 }
29 i f ( ( j >= Lr l ) && ( j <= Lrr ) )
30 con t r i bu t i on = cont r i bu t i on ∗( 1) ;
31 return con t r i bu t i on ;
32 }
Capitolo 6
Risultati sperimentali
Questo capitolo descrive la parte sperimentale della tesi. I test presentati in
questo capitolo hanno come obiettivo la valutazione sperimentale dell’utilliz-
zo delle Wavelet e dei Bloom Filters in un contesto di range queries su albero
di aggregazione.
Nella sezione 6.1 verrano riportati i risultati sperimentali sull’eﬀetto del pru-
ning nelle wavelet su dataset sintetico. Nella sezione 6.2 verrà riportato il
lavoro di tuning eseguito sui Bloom Filters in modo da individuare il giusto
trade-oﬀ tra aﬃdabilità e memoria utilizzata. Nella sezione 6.3 verrà de-
scritto l’ambiente di test PlanetLab e la metodoligia di definizione dei test,
successivamente verrà proposta una validazione delle wavelet con i dati Pla-
netLab ed infine verranno riportati i risultati del confronto tra le due tecniche
di digest Wavelet e Bloom FIlters.
6.1 Valutazione wavelet
Come descritto nel capitolo 4, per quanto riguarda la tecnica di digest Wa-
velet, la strategia di pruning adottata permette di decidere la percentuale
di coeﬃcienti da eliminare. Attraverso l’applicazione del pruning otteniamo
una minore occupazione di memoria ed un minor utilizzo di banda di tra-
smissione a discapito di un errore nella risoluzione di range quey. Lo scopo
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di questa sezione è quello di valutare, al variare della percentuale di pruning,
il risparmio di memoria ottenuto e l’errore nella risoluzione di range query
introdotto così da trovare un trade-oﬀ soddisfacente.
Per l’esecuzione dei test è stato generato un albero con 1024 nodi. Ad ogni
nodo è stato assegnata una chiave random generata secondo una distribuzione
uniforme. Le foglie sono rappresentate a livello 0 mentre la radice dell’albero
a livello 10. L’incremento della percentuale di pruning avviene con step del
10%.
Per ogni step di pruning viene mostrata:
• per ogni livello la media della dimensione wavelet di tutti i nodi appar-
tenenti a quel livello;
• una media della dimensione wavelet di tutti i nodi presenti nell’albero.
• l’errore introdotto nella risoluzione di range query.
Le query sono state generate scegliendo il bound della query mediante una
distribuzione uniforme.
Ricordiamo che per la definizione dell’errore abbiamo utilizzato le misure
proposte nel capitolo 3. Utilizziamo l’absolute error per il calcolo dell’errore
di ogni singola query e la Norma 2 per il calcolo dell’errore globale.
Dalla Figura 6.1 è possibile notare come l’eﬀetto del pruning sulla dimensione
media delle wavelet aumenti mano a mano che saliamo di livello nell’albero
fino ad avere nella radice l’eﬀetto più rilevante. Questi risultati ci mostrano
come l’occupazione di memoria in ogni singolo nodo e la banda di trasmis-
sione occupata diminuiscano con l’aumentare della percentuale di pruning
applicata.
CAPITOLO 6. RISULTATI SPERIMENTALI 115
Figura 6.1: Dimensione media wavelet al variare della percentuale di pruning
adottata
Ad esempio il valore 5, 66 mostra la dimensione media dell’array contenente
le coppie di frequenze cumulate a livello 4 con pruning del 70%.
Di seguito vediamo l’andamento della dimensione media delle wavelet di tutti
i nodi dell’albero.
Figura 6.2: Dimensione media wavelet di tutti i nodi dell’albero al variare
della percentuale di pruning adottata
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Dalla Figura 6.3 è possibile notare come per tutti i livelli la media dell’errore
globale aumenti all’aumentare della percentuale di pruning. Anche in questo
caso l’errore è più rilevante mano a mano che saliamo di livello.
Figura 6.3: Errore globale nella risoluzione di range query al variare della
percentuale di pruning adottata
Di seguito vediamo l’andamento della somma degli errori in tutto l’albero al
variare della percentuale di pruning.
Figura 6.4: Somma degli errori di tutti i nodi dell’albero al variare della
percentuale di pruning adottata
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Questi risultati ci mostrano come l’occupazione di memoria in ogni singolo
nodo e la banda di trasmissione occupata diminuiscano con l’aumentare della
percentuale di pruning applicata, allo stesso tempo abbiamo un aumento
dell’errore globale di ogni nodo nella risoluzione di range query.
Nel caso di distribuzione uniforme di chiavi e query un buon compromesso
sembra essere un pruning del 30%, in quanto produce wavelet di dimensione
contenuta ed un errore limitato.
6.2 Tuning Bloom Filters
Come descritto nel capitolo 4 la tecnica di digest Bloom Filters è stata pro-
gettata in modo che fosse possibile decidere la probabilità di falsi positivi
desiderata. Dalle proprietà matematiche dei Bloom Filters si evince che una
minor probabilità di falsi positivi comporta un maggior numero di fuzioni
hash ed un vettore binario di dimensione più grande, in altre parole dimi-
nuendo i falsi positivi aumenta la memoria occupata e la computazione da
eseguire.
Lo scopo di questo paragrafo è quello di eseguire un tuning in HASP per
individuare il giusto trade-oﬀ tra memoria utilizzata ed aﬃdabilità del Bloom
Filters. In particolare eseguiamo i test sopra descritti con una percentuale
di falsi positivi crescente.
Dal grafico in Figura 6.5 al grafico in Figura 6.7 è possibile notare come con
l’aumentare della probabilità di falsi positivi aumenta la sovrastima media
del numero di risorse trovare rispetto al valore y di risorse richieste, aumenta
inoltre il traﬃco di rete dato che crescono il numero medio di nodi contattati
e lo sbilanciamento tra il numero massimo ed il numero minimo di nodi con-
tattati. Risulta interessante il grafico in Figura 6.8 il quale ci mostra che con
l’aumentare della probabilità di falsi positivi diminuscono il numero medio
di query che durante il processo di risoluzione di una query raggiungono la
radice HASP. Questo risultato è dovuto al fatto che in HASP il nodo A, che
genera la query, inoltra il messaggio di query risalendo l’albero. Inviato il
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messaggio A rimane in attesa del numero di risorse che soddisfano la query.
Una volta ricevuto il numero di risorse A decide se continuare con la risalita
dell’albero o interrompere il processo di risoluzione query. Aumentando la
probabilità di falsi positivi aumenta la sovrastima dell’informazione di digest
ed allo stesso tempo diminuiscono i messaggi di risalita dell’albero HASP.
Figura 6.5: Sovrastima media del numero di risultati ricevuti rispetto al
valore y richiesto
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Figura 6.6: Sbilanciamento del numero di nodi contattati nel processo di
risoluzione della query
Figura 6.7: Numero medio di nodi contattati
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Figura 6.8: Numero di query che raggiungono la radice dell’albero HASP
6.3 Confronto Wavelet vs Bloom Filters
6.3.1 Ambiente di test
PlanetLab
PlanetLab [38] è una piattaforma aperta per lo sviluppo, il deployment e
l’accesso a servizi su scala mondiale mediante la rete Internet. La rete dei
nodi PlanetLab è composta da 1169 nodi distribuiti in 552 siti in tutto il
mondo. Tale infrastruttura è utilizzata per l’esecuzione parallela di job che
vengono schedulati quindi su nodi localizzati su scala mondiale. Gli host
che fanno parte della rete PlanetLab inviano periodicamente il loro stato
ai server, in modo che essi possano controllare lo stato di congestione dei
nodi della rete nel tempo e di conseguenza distribuire eﬃcacemente il carico
di lavoro sulle varie macchine. Ciascun server ricostruisce, ad intervalli di
tempo regolari, a partire dai singoli stati dei nodi, lo stato globale della rete
PlanetLab e ne tiene traccia in opportuni file di log. Lo stato di ciascun nodo
della rete PlanetLab è definito dai seguenti attributi:
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• FreeSwap: il totale della memoria di swap libera;
• CPUUser: percentuale di utilizzo della cpu da parte di processi in
userspace;
• CPUSys: percentuale di utilizzo della cpu da parte del kernel;
• CPUIdle: Idle time;
• CPUuse: tempo di vita dell’host;
• Load: numero di processi in esecuzione sul processore negli ultimi 5
minuti;
• MemPress: percentuale di capacità di allocare memoria;
• MemInfo: percentuale di memoria libera;
• TXRate: misura della banda in uscita;
• RXRate: misura della banda in entrata;
• LiveSlices: numero delle macchine virtuali attive sul nodo.
Definizione dei test
I test sono stati eseguiti per ciascuna delle strutture di digest presentate nel
capitolo 4, utilizzando i medesimi file di configurazione per quanto riguarda
sia il setting dei valori dei vari attributi sia per quanto riguarda la definizio-
ne delle range query multiattributo. I vari test sono stati eﬀettuati in locale
tramite l’utilizzo del tool emulatore presente nel framework OverlayWeaver.
Il numero di nodi virtuali inseriti nella rete HASP è 715, pari al numero
di host di cui sono disponibili dati reali in PlanetLab. Tale numero indica
inoltre il numero di chiavi derivate che verranno memorizzate sulla rete, in
quanto nell’implementazione attuale, ciascun nodo memorizza un’unica chia-
ve. Le chiavi derivate sono dunque generate a partire dal log che rappresenta
lo stato delle macchine connesse alla rete PlanetLab in un certo istante di
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tempo. Lo spazio delle chiavi derivate utilizzate nei test è pari a [0; 260   1].
Ciascuna chiave derivata è generata a partire dal valore di 6 attributi (di-
mensioni) ciascuno dei quali può assumere un valore compreso nell’intervallo
[0; 210   1]. Il valore dei parametri n numero di dimensioni, e k ordine di
ciascun attributo, è pari rispettivamente a 6 e 10 questi valori definiscono un
possibile scenario tipico. In Figura 6.9 è mostrato un frammento del file di
configurazione degli attributi utilizzato nei test.
Figura 6.9: Frammento del file di configurazione delle chiavi
Gli attributi utilizzati nei test sono un sottoinsieme di tutti gli attributi
analizzati in PlanetLab. I valori degli attributi sono stati estratti da file
contenenti snapshot dello stato dei nodi della rete PlanetLab catturati ad
intervalli di tempo diﬀerenti. I sei attributi scelti sono stati ritenuti i più
significativi per la caratterizzazione di uno scenario tipico e sono:
• freeSwap
• cpuUse
• load
• memInfo
• TXRate
• RXRate
Le range query multiattributo sono generate in modo da tenere in considera-
zione i dati reali stessi, così da adattare l’intervallo di ricerca, per ogni singolo
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attributo, alla distribuzione dei suoi valori. Per ciascun attributo si propor-
ziona la distribuzione dei 715 valori sull’intervallo [0; 1023] e per ogni valore
intero che l’attributo può assumere, se ne calcola la frequenza. In Figura 6.10
è riportata la distribuzione dei valori dell’attributo memInfo riproporzionata
sul range [0; 1023].
Figura 6.10: Distribuzione dei valori dell’attributo memInfo riproporzionata
sul range [0; 1023]
Una volta calcolate le frequenze dei valori assunti dall’attributo sul range
[0; 1023] si genera in maniera casuale, per ciascun attributo, un valore random
compreso nell’intervallo [0.0; 1.0].
Il centro dell’intervallo [a; b] che definisce la range query per ogni singolo
attributo è dato dal valore x tale che la somma delle frequenze di tutti i valori
minori uguali di x è pari al valore random generato casualmente nell’intervallo
[0.0; 1.0]. I valori a e b che definiscono la range query per ogni attributo sono
definiti come:
a = x  range/2
b = x+ range/2
dove range esprime l’ampiezza massima dell’intervallo della range query. Se
il valore delle variabili a o b in seguito a tale calcolo risulta rispettivamente
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minore di zero o maggiore del limite massimo dell’intervallo, 2k   1, il valore
della variabile a è settato a zero o il valore della variabile b pari al valore
massimo. Il valore della variabile range è stabilito in base sia alla dimensione
dello spazio dei valori di ciascun attributo sia dal numero di attributi che
comporranno la range query multiattributo. Se si assegna un valore basso
alla variabile range, in caso di range query multiattributo con un elevato
numero di attributi, la range query di ciascun attributo risulterà essere troppo
restrittiva e la range query multiattributo non avrà alcuna chiave che la
soddisfi. Ricordiamo infatti che le singole condizioni imposte dalle range
query dei vari attributi sono tra loro collegate tramite logica and.
Di seguito è riportato un esempio della generazione di una range query
guidata dai dati.
Esempio. Le range query per ogni singolo attributo sono state definite
in base alla distribuzione dei dati stessi degli attributi. In questo esempio
sarà mostrato il procedimento per la definizione di una range query su un
attributo a partire dalla sua distribuzione dei dati. Supponiamo di avere un
attributo la cui distribuzione dei valori in un range [0; 11] sia nota e mostrata
in Figura 6.11.
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Figura 6.11: Esempio di distribuzione dei 60 valori di un attributo sul range
[0; 11]
Dalla distribuzione dei 60 valori assunti dall’attributo, è possibile ricavare,
per ciascun valore nel range [0; 11], la sua frequenza, ovvero il numero di
volte che il valore h-esimo si è presentato, con h 2 [0; 11]. La somma delle
frequenze dei vari valori è pari a uno.
Figura 6.12: Frequenze di ciascun valore assunto dall’attributo in Figura 6.11
Una volta calcolate le frequenze di ciascun valore appartenente al range
[0; 11] in cui è definito l’attributo, si genera un valore random nell’intervallo
[0.0; 1.0]. In figura 6.12 è mostrata la frequenza relativa a ciascun valore che
l’attributo nell’esempio può assumere e la somma delle frequenze dei valori
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precedenti il valore h-esimo. Supponiamo che nel nostro esempio, la variabile
random assuma un valore pari a 0.6. Il punto centrale della range query è
dato dal valore nel range [0; 11] la cui somma delle frequenze dei valori che
lo precedono è pari a 0.6. Nel nostro esempio il punto centrale della range
query sarà dunque pari al valore 9 in quanto se alla somma delle frequenze
dei valori [0; 8], pari a 0.55, si aggiunge la frequenza del valore 9 (0.216) si
ottiene un valore 0.766 maggiore uguale al valore random. Una volta ricava-
to il punto centrale x dell’intervallo [a; b] della range query, si determinano i
valori degli estremi a e b tramite il seguente calcolo:
a = x  range/2
b = x+ range/2
Nel nostro esempio assegniamo alla variabile range un valore pari a 4. La
range query che si otterrà per l’attributo in esempio sarà dunque:
7 : 11
E’ possibile aﬀermare che tale range query è stata definita in maniera guidata
dalla distribuzione dei valori dell’attributo stesso poiché il punto centrale
della range query è stato scelto tenendo conto delle probabilità che ciascun
valore appartenente al range [0; 11] si manifesti per tale attributo.
6.3.2 Validazione Wavelet in PlanetLab
Lo scopo di questa sezione è quello di valutare, al variare della percentuale
di pruning, il comportamento della tecnica Wavlet nel caso reale. Preso un
attributo di PlanetLab, MemInfo, analizziamo il livello di memoria occupa-
ta e l’errore nella risoluzione di query introdotto così da poter scegliere la
percentuale di pruning ottimale.
I parametri di valutazione sono gli stessi adottati nella sezione 6.1. In par-
ticolare incrementiamo la percentuale di pruning con step del 10%, ad ogni
step viene mostrata:
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• per ogni livello la media della dimensione wavelet di tutti i nodi appar-
tenenti a quel livello;
• una media della dimensione wavelet di tutti i nodi presenti nell’albero.
• l’errore introdotto nella risoluzione di range query.
Nella Figura 6.13 è possibile notare l’eﬀetto del pruning sulla dimensione
media delle wavelet.
Figura 6.13: Dimensione media wavelet al variare della percentuale di
pruning adottata
Di seguito vediamo l’andamento della dimensione media delle wavelet di tutti
i nodi dell’albero.
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Figura 6.14: Dimensione media wavelet di tutti i nodi dell’albero al variare
della percentuale di pruning adottata
Nella Figura 6.15 è possibile notare come per tutti i livelli la media dell’errore
globale aumenti all’aumentare della percentuale di pruning. Anche in questo
caso l’errore è più rilevante mano a mano che saliamo di livello.
Figura 6.15: Errore globale nella risoluzione di range query al variare della
percentuale di pruning adottata
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Di seguito vediamo l’andamento della somma degli errori in tutto l’albero al
variare della percentuale di pruning.
Figura 6.16: Somma degli erriri di tutti i nodi dell’albero al variare della
percentuale di pruning adottata
Questi risultati ci mostrano come nel caso reale PlanetLab per l’attributo
memInfo un buon compromesso sembra essere un pruning del 60%, in quanto
produce un buon trade-oﬀ tra la memoria occupata e l’errore nel processo di
risoluzione query.
6.3.3 Risultati dei test
Le range query multiattributo utilizzate nei test sono dunque composte da
n = 6 intervalli di ricerca, uno per ogni attributo e da una variabile y la quale
esprime il numero di risorse cercate che soddisfino contemporaneamente i sei
range [a; b] stabiliti per ogni attributo. In Figura 6.17 è mostrato un fram-
mento del file di configurazione delle range query multiattributo utilizzato
nei test.
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Figura 6.17: Range query multiattributo utilizzate nei test
Per l’esecuzione dei test delle varie strutture di digest sono state definite 10
range query multiattributo diﬀerenti e ciascuna di esse è stata eseguita con
una strategia round robin da ciascuno dei 715 nodi emulati sulla macchina
locale. I dati raccolti si basano quindi sull’esecuzione di un totale di 7150
range query. Le dieci range queries utilizzate nei test sono riportate in Figura
6.18.
Figura 6.18: Range queries multiattributo utilizzate per i test
Le misure analizzate nei test sono:
1. sovrastima media del numero di risultati ricevuti dal processo di riso-
luzione di una query;
2. sbilanciamento medio del numero di nodi contattati: diﬀerenza tra il
numero massimo e numero minimo di nodi contattati nella risoluzione
della stessa range query eseguita da nodi diversi;
3. percentuale media di query che raggiungono la radice dell’albero HASP
nel processo di risoluzione di una query;
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4. percentuale media del numero di nodi contattati rispetto al numero di
nodi totali della rete durante il processo di risoluzione di una query.
Il primo test fornisce una misura della query satisfaction, ovvero del numero
medio di match restituiti per ciascuna query di test. E’ un dato di fatto
che un’informazione di digest può sottostimare il numero di match di una
query che sono presenti in un sottoalbero. Quando ciò accade, il numero di
risultati restituiti al nodo che ha eﬀettuato la query è maggiore del numero
k richiesto.
Il numero di nodi coinvolti nel processo di risoluzione di una query può variare
a seconda di quale nodo dell’albero invochi la query. Il secondo test misura
lo sbilanciamento medio del numero di nodi contattati nell’esecuzione della
stessa query da parte di nodi diversi.
Il terzo test si propone di investigare il numero medio di query che raggiungo-
no il peer che gestisce la radice dell’albero di aggregazione. Un’informazione
di digest è utile per riassumere in un nodo l’informazione contenuta nel sotto-
albero radicato in tale nodo. Una strategia di aggregazione è tanto migliore
quanto maggiore è l’accuratezza delle informazioni contenute nei nodi riguar-
do il suo sotto-albero. Tanto minore è il numero di nodi contattati rispetto al
numero totale di nodi, durante il processo di risoluzione di una query, tanto
migliore è la strategia di aggregazione utilizzata.
Risultati del confronto tra Wavelet e Bloom Filters
Il grafico in Figura 6.19 mostra la sovrastima media del numero di risorse
trovate rispetto al valore y di risorse richieste. In questo contesto quando
parliamo di media ci riferiamo al valore medio calcolato dall’esecuzione della
stessa query da parte dei 715 nodi della rete. Possiamo notare come per 9
queries su 10 l’utilizzo della strategia di digest Wavelet conduca ad una per-
centuale media di sovrastima minore rispetto all’utilizzo dei Bloom Filters.
Questo risultato sta ad indicare come le Wavelet forniscano un’approssima-
zione più precisa delle informazioni contenute nei sotto-alberi dei nodi in
HASP.
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Figura 6.19: Sovrastima media del numero di risultati ricevuti rispetto al
valore y richiesto
Il grafico in Figura 6.20 mostra lo sbilanciamento medio tra il massimo nu-
mero di nodi contattati ed il minimo numero di nodi contattati durante la
risoluzione di una query. Possiamo notare come per 9 queries su 10 lo sbi-
lanciamento medio del numero di nodi contattati sia minore utilizzando la
strategia di aggregazione Wavelet. Questo sta ad indicare come l’utilizzo
delle wavelet come strategia di digest, rispetto ai Bloom Filters, conduca ad
un minor traﬃco nella rete nel processo di risoluzione di una query.
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Figura 6.20: Sbilanciamento del numero di nodi contattati nel processo di
risoluzione della query
Il grafico in Figura 6.21 mostra in numero medio di query che durante il
processo di risoluzione raggiungono la radice dell’albero HASP. E’ possibile
notare come per tutte le 10 queries entrambe le strategie di digest, wavelet e
Bloom Filters, ottengano risultati identici.
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Figura 6.21: Numero di query che raggiungono la radice dell’albero HASP
Il grafico in Figura 6.22 mostra il numero medio di nodi contattati rispetto
al numero di nodi totali della rete durante il processo di risoluzione di una
query. Possiamo notare come, per tutte le queries, utilizzando la tecnica di
digest wavelet il numero medio di nodi contattati sia minore rispetto alla
tecnica Bloom Filters. Questo risultato sta ad indicare come la bontà di
approssimazione appartenente alle wavelet si traduca nella generazione di
minor traﬃco di rete all’interno di HASP.
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Figura 6.22: Numero medio di nodi contattati
Capitolo 7
Conclusioni
Il contributo di questa tesi è stata la definizione di nuove tecniche di digest
da integrare in HASP, un sistema per la ricerca di risorse in ambienti P2P,
basato sulla definizione di alberi di aggregazione distribuiti. L’introduzione
di nuove tecniche di digest è stata la conseguenza di un’attenta analisi delle
proposte attualmente presenti in letteratura. In particolare sono state scelte
ed inserite due nuove tecniche ispirate ai Bloom Filters ed alle Wavelet.
L’integrazione delle Wavelet ha arricchito HASP di una tecnica di digest
molto sofisticata. Per integrare le Wavelet come informazione di digest nel-
l’albero di aggregazione definito in HASP è stato necessario definire un nuovo
algoritmo per il merge di due Wavelet. Inoltre la grande dimensione dello
spazio dei valori delle chiavi derivate, ottenute mediante la tecnica delle curve
space filling, ha richiesto la definizione di una rappresentazione ottimizzata
per la distribuzione dei dati, tale ottimizzazione ha portato all’introduzione
di un nuovo algoritmo per il calcolo delle Wavelet.
L’integrazione dei Bloom Filters ha permesso di inserire in HASP una tecnica
di digest che utilizzi con una struttura dati probabilistica compatta. I Bloom
Filters sono stati implementati in modo da poter avere una probabilità di
falsi positivi fissata, di conseguenza è stato svolto un lavoro di tuning per
individuare il giusto trade-oﬀ tra la memoria utilizzata e la loro aﬃdabilità.
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Sono stati eﬀettuati un insieme di esperimenti sia su dataset sintetici che reali.
In particolare sono stati utilizzati dati reali riguardanti le risorse presenti in
PlanetLab. I risultati hanno messo in evidenza l’utilità delle wavelet come
tecnica di aggregazione dei casi, in cui e’ possibile individuare un trade-oﬀ
tra lo spazio necessario per rappresentare i dati aggregati e l’approssimazione
introdotta per la loro rappresentazione. Dal confronto tra Wavelet e Bloom
Filters è emerso come la prima tecnica sia preferibile sia perchè riduce la
quantità di nodi dell’albero di aggregazione visitati e consente di evitare di
dover risalire l’albero di aggregazione fino alla radice.
7.1 Sviluppi futuri
Il lavoro di questa tesi può essere esteso in diverse direzioni. Ad esempio,
è possibile valutare la possibilità di utilizzare wavelet multidimensionali co-
me alternativa alla tecnica delle curve space filling. Inoltre, un’analisi più
completa della tecnica proposta può riguardare la sperimentazione su altri
dataset reali, diversi da PlanetLab.
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