Suppose X = (X 1 , · · · , X p ), (p ≥ 2), where X i represents the mean of a random sample of size n i drawn from binomial bin(1, θ i ) population. Assume the parameters θ 1 , · · · , θ p are unknown and the populations bin(1, θ 1 ), · · · , bin(1, θ p ) are independent. A subset of random size is selected using Gupta's (Gupta, S. S. (1965). On some multiple decision(selection and ranking) rules. Technometrics 7,225-245) subset selection procedure. In this paper, we estimate of the average worth of the parameters for the selected subset under squared error loss and normalized squared error loss functions. First, we show that neither the unbiased estimator nor the riskunbiased estimator of the average worth (corresponding to the normalized squared error loss function) exist based on a single-stage sample. Second, when additional observations are available from the selected populations, we derive an unbiased and risk-unbiased estimators of the average worth and also prove that the natural estimator of the average worth is positively biased. Finally, the bias and risk of the natural, unbiased and risk-unbiased estimators are computed and compared using Monti Carlo simulation method.
Introduction
The problem of estimation the parameters of the selected subset was initiated by Panchapakesan (1984, 1986 ). The problem is also considered by Vellaisamy and Sharma (1990) and Vellaisamy (1992 Vellaisamy ( , 1996 , Misra (1994), Vellaisamy and Punnen (2002) Suppose for i = 1, 2 · · · , p, X i and X i represent the sum and the mean, respectively, of a random sample of size n i drawn from binomial population bin(1, θ i ). Assume the populations are independent and the parameters θ 1 , . . . , θ p are unknown. It is well-known that X i ∼ bin(n i , θ i ) while X i is no longer binomial. Let θ [1] = max{θ 1 , · · · , θ p } and X (1) = max{X 1 , · · · , X p } and let θ = (θ 1 , . . . , θ p ), X = (X 1 , . . . , X p ) and X = (X 1 , . . . , X p ). The population associated with θ [1] is called the best population and in case of ties, we randomly tagged any of the tied populations.
Using Gupta's (1965) subset selection approach, a subset of the binomial populations of random size is selected according to the following subset selection rule (Gupta and Panchpakasen (2002) , page 257)
where d = d(p, P * , n 1 , . . . , n p ) > 0 is the smallest nonnegative number for which
where P (CS; λ, d, n i ) is the probability of including Bin(1, θ i ) in the selected subset when θ 1 = . . . , θ p = λ and P * ((1/p) < P * ≤ 1) is a pre-specified quantity.
In this paper, we considered the estimation problem of the average worth of the parameters for the selected populations. Namely our estimand is
where
. It is easy to see that I(
The loss function considered here is given by
where Φ 1 is an estimand of Φ and k = 0, 1. The loss (1.3) for k = 0 correspond to the squared error loss function while for k = 1 correspond to the normalized squared error loss function.
Unlike the classical estimation problem, our estimand is not fixed but it is a random parametric function which is a function of parameters and observations, as well.
In the following, we introduce some definitions. Let Ω denote the parameter space i.e. Ω = {θ :
Definition 1.1 (Vellaisamy (1993) ) An estimand Φ is said to be U-estimable if there is an estimator Φ 1 such that 
for all θ ∈ Ω.
Estimation Based on Single-Stage Sample
This section is devoted to estimate the average worth of the parameters for the selected subset, using observations from single-stage sample scheme. We prove that the average worth of the parameters for the selected subset is neither U-estimable nor RU-estimable.
Lemma 2.1
The random parametric function θ r i g(x), r ∈ Z + , the set of nonnegative integers, is not U-esimable i.e there is no estimator δ such that
where g is any real-valued function defined on p-fold Cratesian product of the interval [0,1].
Proof : Observe that
is not U-estimable (Lehmann and Casella (1998) , page 100).
Lemma 2.2
The estimand Φ given in (1.2) is not U-estimable.
Proof : Since θ i ψ i (x), i = 1, · · · , p are not U-estimable using Lemma 2.1, then Φ is not Uestimable.
Similarly, we can prove the following lemma.
Lemma 2.3
The estimand Φ given in (1.2) is not RU-estimable.
Estimation Based on Two-Stage Sample
Assume additional observations are available through second stage sample. We find the natural estimators for the average worth of the selected subset and prove these estimators are positively biased. Also we find an unbiased and risk-unbiased estimators for the average worth of the selected subset in case of additional observations from the selected populations are available through second stage. In the following lemma, we obtain an unbiased estimator for the one-dimensional random function λ r g(W ).
Lemma 3.1 Let W and Y r , r ≥ 1 be independent random variables , where W ∼ bin(n, λ) and
is a real-valued function defined on Z + , the set of non-negative integers,
The following lemma extends Lemma 3.1 for p-dimensional case.
and e i is a p-vector whose i-th component one and the rest are zero.
Proof :
Write for simplicity X = (
. By the independence of the X i 's and Y r i ,i ,
( using Lemma 3.1)
, and continuing this process completes the proof.
From classical estimation theory, it is known that
that the natural estimator of Φ based on single additional observation from each of the selected populations is given by
In the following theorem, we show that the natural estimator Φ N is a biased estimator. Proof : Without loss of generality, we consider the case p = 2. For p = 2, (1.2) and (3.2) are, respectively, reduced to
is an unbiased estimator of θ i , i = 1, 2. Now, using Lemma 3.2 in η 1 , we obtain
Similarly, we can prove η 2 > 0 and this completes the proof.
Using Lemma 3.2, we find an unbiased estimator for the average worth of the selected subset.
Theorem 3.2 The estimator
is an unbiased estimator of Φ.
It is of interest to write an explicit form of (3.3) for the special case p = 2. When p = 2, (3.3)
reduces to
Now, we find a risk-unbiased estimator with respect normalized squared error loss function of the average worth for the selected subset using Definition 1.2.
Theorem 3.3
The estimator Φ RU such that
is a risk-unbiased estimator of Φ.
Proof : It is easy to see
So that
In this section, a comparison of the performance of the natural, unbiased and risk-unbiased estimators, using Monti-carlo simulation technique is performed. The simulation is done using Table 1 .
We observe the following facts from the simulation results. The bias of the unbiased and riskunbiased estimators are clearly close to zero. The bias of the natural estimator is positive and it increases with p,number of populations, increases and decreases with n increases for almost all the cases. The risk of the natural estimator is apparently less than that of the unbiased and risk-unbiased estimators, for all the cases. 
