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ON THE CORRESPONDENCE OF EXTERNAL RAYS UNDER
RENORMALIZATION
CARSTEN LUNDE PETERSEN AND SAEED ZAKERI
Abstract. Let P be a monic polynomial of degree D ≥ 3 whose filled Julia set KP
has a non-degenerate periodic component K of period k ≥ 1 and renormalization
degree 2 ≤ d < D. Let I = IK denote the set of angles θ on the circle T = R/Z
for which the (smooth or broken) external ray RPθ for P accumulates on ∂K. We
prove the following:
• I is a compact set of Hausdorff dimension < 1 and there is an essentially unique
degree 1 monotone map Π : I → T which semiconjugates θ 7→ Dkθ (mod 1) on
I to θ 7→ dθ (mod 1) on T.
• Any hybrid conjugacy ϕ between a renormalization of P ◦k on a neighborhood of
K and a monic degree d polynomial Q induces a semiconjugacy Π : I → T with
the property that for every θ ∈ I the external ray RPθ has the same accumulation
set as the curve ϕ−1(RQΠ(θ)). In particular, R
P
θ lands at z ∈ ∂K if and only if
RQΠ(θ) lands at ϕ(z) ∈ ∂KQ.
• The ray correspondence established by the above result is finite-to-one. In fact,
the cardinality of each fiber of Π is ≤ D − d + 2, and the inequality is strict
when the component K has period k = 1.
Using a new type of quasiconformal surgery we construct a class of examples with
k = 1 for which the upper bound D − d + 1 is realized and the set I has isolated
points.
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2 C. L. PETERSEN AND S. ZAKERI
1. Introduction
This paper provides an understanding of the external rays that accumulate (and
in particular land) on a non-degenerate periodic component of a disconnected
polynomial Julia set. It can be viewed as a complement to the well-studied case
of connected Julia sets initiated by Douady and Hubbard in the late 1980’s.
Here is a brief outline of the results; we will give the precise definitions in §2 and
the proofs in §4-§7. Let P : C → C be a monic polynomial of degree D ≥ 3 whose
filled Julia set KP is disconnected. Let K be a periodic component of KP of period
k ≥ 1 which is non-degenerate in the sense that it is not a single point. There are
topological disks U1, U0 containing K such that the restriction P
◦k|U1 : U1 → U0 is
a polynomial-like map of some degree 2 ≤ d < D with connected filled Julia set K.
This restriction is hybrid equivalent to a polynomial Q of degree d, that is, there is
a quasiconformal map ϕ : U0 → ϕ(U0) which satisfies ϕ ◦ P ◦k = Q ◦ ϕ in U1 and has
the property that ∂¯ϕ = 0 a.e. on K. It follows that ϕ(K) is the filled Julia set KQ.
The main objective of this paper is to relate the external rays of Q to the external
rays of P which accumulate on ∂K. Since KQ is connected, every external ray of Q
is a smooth curve. For P , however, we need to allow all external rays, including the
ones that crash into the escaping precritical points of P . These generalized rays can
be defined in terms of the gradient flow of the Green’s function G of P in C rKP .
They consist of smooth field lines of ∇G that descend from ∞ and approach KP , as
well as their limits which are broken rays that abruptly turn when they crash into
a critical point of G. For each θ ∈ T := R/Z we have either a smooth ray Rθ or a
pair R±θ of broken rays which descend from ∞ at the angle θ. Here R+θ (resp. R−θ )
makes a right (resp. left) turn at each critical point it crashes into (see §2 for details).
Denoting by D̂, d̂ : T→ T the maps
D̂(θ) = D θ, d̂(θ) = d θ (mod 1),
we have P (Rθ) = RD̂(θ) and P (R
±
θ ) = R
±
D̂(θ)
or RD̂(θ).
Theorem A (External angles associated with K). The set I = IK ⊂ T of angles θ for
which the smooth ray Rθ or one of the broken rays R
±
θ accumulates on ∂K is compact,
invariant under D̂◦k and of Hausdorff dimension ≤ log d /(k logD). Moreover, there
is a continuous degree 1 monotone surjection Π : I → T which makes the following
diagram commute:
(1.1)
I I
T T
Π
D̂◦k
Π
d̂
The semiconjugacy Π is unique up to postcomposition with a rotation of the form
τ 7→ τ + j/(d− 1) (mod 1).
EXTERNAL RAYS UNDER RENORMALIZATION 3
Observe that the existence of the semiconjugacy Π implies that I is uncountable
and in fact contains a Cantor set. It would be tempting to speculate that I itself is a
Cantor set, but in §7 we construct examples for which I has isolated points (compare
Theorem D below).
Let us denote the accumulation set of a (smooth or broken) ray R by Acc(R):
Acc(R) := RrR
Theorem B (Ray correspondence). For any hybrid conjugacy ϕ : U0 → ϕ(U0)
between the restriction P ◦k|U0 : U1 → U0 and a degree d monic polynomial Q, there is
a choice of the semiconjugacy Π : I → T of Theorem A such that
ϕ(Acc(RPθ )) = Acc(R
Q
Π(θ)) whenever θ ∈ I.
In particular, RPθ lands at z ∈ ∂K if and only if RQΠ(θ) lands at ϕ(z) ∈ ∂KQ.
Here RPθ and R
Q
θ denote the external rays at angle θ for P and Q, respectively (in
the case of a broken ray for P , precisely one of the two possible rays at angle θ ∈ I
accumulates on ∂K and RPθ denotes that choice).
Note that for each τ ∈ T the preimage ϕ−1(RQτ ) is an arc in CrK that accumulates
on ∂K but possibly meets infinitely many components of KP along the way. The main
ingredient of the proof of Theorem B is to show that for every θ ∈ Π−1(τ), the ray
segment RPθ ∩U1 and the arc ϕ−1(RQτ )∩U1 stay at a bounded distance in the hyperbolic
metric of U0 rK.
To illustrate the content of Theorem B, consider a cubic polynomial of the form
P (z) = e2piiθz + bz2 + z3, where b ∈ C and the rotation number θ has a continued
fraction [a1, a2, a3, . . .] that satisfies log an = O(
√
n) as n → ∞. For large enough
|b| the filled Julia set KP is disconnected but has a quadratic-like restriction hybrid
equivalent to Q(z) = e2piiθz+z2. It follows that the component K of KP containing the
fixed point 0 is quasiconformally homeomorphic to KQ. According to [PZ1], the filled
Julia setKQ is locally connected. Moreover, every w ∈ ∂KQ is the landing point of one
or two rays according as the forward orbit of w misses or hits the critical point−e2piiθ/2
ofQ. The semiconjugacy Π of Theorem A is at most 2-to-1 in this case (see Theorem C
below), so Theorem B implies that every point of ∂K is the landing point of at least
one and at most four rays for P . Fig. 1 shows neighborhoods of the respective critical
points in K and KQ for the golden mean case θ = (
√
5− 1)/2 = [1, 1, 1, . . .]. Looking
at the figure on the right, it is far from obvious that the critical point at the center
is accessible through an arc that avoids the uncountably many components of KP .
The following corollary of Theorem B is worth mentioning:
Corollary. If a non-degenerate component K of a polynomial filled Julia set is locally
connected, every point of its boundary ∂K is the landing point of at least one ray, and
therefore is accessible through CrK.
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Figure 1. Left: The filled Julia set of the quadratic polynomial
Q(z) = e2piiθz + z2, with θ = (
√
5 − 1)/2. Right: The disconnected
filled Julia set of some cubic polynomial P (z) = e2piiθz + bz2 + z3 with
a quadratic-like restriction hybrid equivalent to Q. Both pictures are
magnified near the critical point at the center.
Here the assumption of K being periodic is not needed since every non-degenerate
component of a polynomial filled Julia set is known to be eventually periodic [QY].
The analog of the above corollary in the connected case is well known and in
fact non-dynamical: Every boundary point of a locally connected full continuum is
accessible, hence by the theorem of Lindelo¨f [Po] it is the landing point of at least
one hyperbolic geodesic in the complement descending from∞. But the disconnected
case asserted by the above corollary is certainly dynamical, as it fails for general
compact sets (think of the union of the closed unit disk together with the semicircles
{(1 + 1/n)e2piit : |t| ≤ 1/4} for n ≥ 1, where every point of the right half of ∂D is
inaccessible from the complement of this union).
In §6 we prove
Theorem C (Valence of Π). The semiconjugacy Π : I → T of Theorem A satisfies
sup
τ∈T
#Π−1(τ) ≤ D − d+ 2.
The inequality is strict if the component K has period k = 1.
The proof has two (somewhat related) ingredients: One is the dynamics of the
“gaps” of I = IK and its maximal Cantor subset as degree d invariant sets for D̂
◦k.
The other is a bound on the cardinality of the fibers of Π whose angles are eventually
periodic under D̂◦k. This is related to the problem of bounding the number of cycles
of smooth rays that land on a periodic point, studied in degree 2 by Milnor [M2]
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and extended to higher degrees by Kiwi [K] in their work on “orbit portraits” of
polynomial maps. The argument in our case is a bit more subtle, as we have to deal
with periodic rays that are infinitely broken, or smooth periodic rays that pull back
to pairs of broken rays.
In §7 we present a general method for constructing examples where K has period
1 and Π has the top valence D− d+ 1 predicted by Theorem C. Consider the D− 1
fixed points
θi :=
i
D − 1 (mod 1)
of the map D̂, taking the subscript i modulo D − 1. Using the technique of
quasiconformal surgery we prove the following
Theorem D (Top valence and isolated rays). Given integers 2 ≤ d < D, a degree
d polynomial Q with connected filled Julia set and a fixed point θj of D̂, there is a
polynomial P of degree D whose filled Julia set has a component K = P (K) such that
(i) P restricted to a neighborhood of K is hybrid equivalent to Q.
(ii) The D− d+ 1 consecutive fixed points θj, . . . , θj+D−d belong to the same fiber
of the semiconjugacy Π : IK → T.
The corresponding rays RPθj , . . . , R
P
θj+D−d co-land at a fixed point of P on ∂K
Compare Figs. 7 and 8. When D > d + 1 ≥ 3, it follows that the D − d − 1
angles θj+1, . . . , θj+D−d−1 are isolated points of I = IK . The set I can have isolated
points even when D = 3 but that would require a higher period k by Theorem C (see
Example 6.7 and compare Figures 4 and 5).
2. Preliminaries
We assume the reader is familiar with the basic notions of complex dynamics, as
in [M1]. For convenience, and to establish our notations, we quickly recall some
definitions.
Convention. For distinct points a, b ∈ T we use the notation ]a, b[ for the open interval
in T traversed counterclockwise from a to b. We define [a, b[, ]a, b], [a, b] by adding the
suitable endpoints to ]a, b[.
2.1. Green and Bo¨ttcher. Let P : C → C be a monic polynomial map of degree
D ≥ 2. The filled Julia set KP is the union of all bounded orbits of P :
KP = {z ∈ C : {P ◦n(z)}n≥0 is bounded}.
It is a compact non-empty subset of the plane with connected complement C rKP .
This complement can be described as the basin of infinity of P , that is, the set of
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all points which escape to ∞ under the iterations of P . The Green’s function of
P is the continuous subharmonic function G = GP : C→ [0,+∞[ defined by
G(z) = lim
n→∞
1
Dn
log+ |P ◦n(z)|
which describes the escape rate of z to ∞ under the iterations of P . Here log+ t =
max{log t, 0}. It satisfies the relation
G(P (z)) = DG(z) for all z ∈ C,
with G(z) = 0 if and only if z ∈ KP . We often refer to G(z) as the potential of
z. The Green’s function is harmonic in C r KP and has critical points precisely at
the escaping precritical points of P , that is, ∇G(z) = 0 for some z ∈ C rKP if and
only if P ◦n(z) is a critical point of P for some n ≥ 0. It is easy to see that for every
s > 0 there are at most finitely many critical points of G at potentials higher than s.
The open set G−1([0, s[) has finitely many connected components, all being Jordan
domains with piecewise analytic boundaries.
There is a unique conformal isomorphism B = BP , defined in some neighborhood
of ∞, which is tangent to the identity at ∞ (in the sense that limz→∞B(z)/z = 1)
and conjugates P to the power map w 7→ wD:
(2.1) B(P (z)) = (B(z))D for large |z|.
We call B the Bo¨ttcher coordinate of P near ∞. The modulus of B is related to
the Green’s function by the relation
log |B(z)| = G(z) for large |z|.
Set
smax := max
{
G(c) : c is a critical point of P
}
,
W0 := G
−1(]smax,+∞[).
It is not hard to see that B extends to a conformal isomorphism W0 → {w : |w| >
esmax} which still satisfies the conjugacy relation (2.1) for z ∈ W0. If KP is connected,
every critical point of P belongs to KP , so smax = 0. In this case W0 = CrKP and B
is a conformal isomorphism CrKP → CrD. If KP is disconnected, there is at least
one critical point of P in CrKP , so smax > 0. In this case W0 is a domain bounded by
the piecewise analytic equipotential curve G = smax containing the fastest escaping
critical point(s) of P .
2.2. Generalized rays. For θ ∈ T, we denote by Rθ the maximally extended smooth
field line of ∇G such that B(W0 ∩ Rθ) is the radial line {es+2piiθ : s > smax}. We
can parametrize Rθ by the potential, so for each θ there is an sθ ≥ 0 such that
G(Rθ(s)) = s for all s > sθ.
1 The field line Rθ either extends all the way to the Julia
1This amounts to viewing Rθ as a trajectory of the vector field ∇G/‖∇G‖2.
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set ∂KP in which case sθ = 0, or it crashes into a critical point ω of G at potential
sθ > 0 in the sense that lims→s+θ Rθ(s) = ω.
A critical point ω of G of order n is the starting point of n ascending and n
descending field lines for ∇G that alternate around ω (see Fig. 2 for the case n = 3).
Thus, at most n field lines of the form Rθ can crash into ω.
Lemma 2.1.
(i) The function θ 7→ sθ is upper semicontinuous on T.
(ii) For every s > 0, the set {θ ∈ T : sθ > s} is finite.
(iii) For every θ ∈ T,
sD̂(θ) ≤ Dsθ.
Equality holds if Rθ does not crash into a critical point of P .
Proof. (i) is the statement that if sθ0 < s for some θ0, then sθ < s for all θ close to θ0.
This is a simple consequence of the fact that the trajectories of smooth vector fields
depend continuously on their initial point.
(ii) follows from the fact that for every s > 0 there are finitely many critical points
of G at potentials higher than s, and each of them can have only finitely many field
lines crashed into it.
For (iii), first note that the image P (Rθ) is a smooth field line which by (2.1) maps
under B to the radial line at angle D̂(θ). Thus
(2.2) P (Rθ(s)) = RD̂(θ)(Ds) for all s > sθ.
This proves sD̂(θ) ≤ Dsθ. Now suppose Rθ does not crash into a critical point of P .
Then there are two possibilities: (i) Rθ does not crash at all, so sθ = 0. In this case
(2.2) shows that RD̂(θ) does not crash either and sD̂(θ) = 0; (ii) Rθ crashes into a
strictly precritical point ω of P . In this case (2.2) shows that RD̂(θ) crashes into P (ω)
which is a critical point of G at potential Dsθ, proving once again sD̂(θ) = Dsθ. 
It follows from the upper semicontinuity of θ 7→ sθ that the set
Σ :=
⋃
θ∈T
⋃
s∈]sθ,+∞[
{es+2piiθ}
is open. It is not hard to see that the extension of the Bo¨ttcher coordinate defined
by B(Rθ(s)) := e
s+2piiθ gives a conformal isomorphism B : W → Σ, where
(2.3) W :=
⋃
θ∈T
⋃
s∈]sθ,+∞[
{Rθ(s)}
Observe that W , being homeomorphic to the star-shaped domain Σ, is simply
connected.
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ω
R−θR
+
θ
Figure 2. Field lines and equipotentials of the Green’s function near
a critical point ω of order 3. Each of the three incoming field lines
can be extended past ω by turning to the immediate right or left and
continuing along the corresponding outgoing line field.
Corollary 2.2. The set N ⊂ T of angles θ ∈ T for which sθ > 0 is countable, dense
and backward-invariant under D̂.
This follows from the fact that there are countably many critical points of G in
CrKP , and that sθ > 0 whenever sD̂(θ) > 0 by Lemma 2.1.
Here is a closely related description of the set N :
Corollary 2.3. Let N0 be the finite set of angles θ ∈ T for which the field line Rθ
crashes into a critical point of P in CrKP . Then
N =
⋃
n≥0
D̂−n(N0).
Proof. The union is a subset of N since N0 ⊂ N and N is backward-invariant under
D̂. Conversely, suppose θ ∈ N so Rθ crashes into a critical point ω of G in C rKP .
Let n ≥ 0 be the smallest integer for which c := P ◦n(ω) is a critical point of P . An
easy induction using (2.2) and the inequality sD̂(θ) ≤ Dsθ gives
P ◦n(Rθ(s)) = RD̂◦n(θ)(D
ns) for s > sθ.
This implies that the field line RD̂◦n(θ) crashes into c, which shows D̂
◦n(θ) ∈ N0. 
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When θ /∈ N , the field line Rθ is called the smooth ray at angle θ. When
θ ∈ N , the field line Rθ is defined only for s > sθ and there is more than one way
to extend it to a curve consisting of field lines and singularities of ∇G on which G
defines a homeomorphism onto ]0,+∞[. But there are always two special choices:
R+θ which turns immediate right and R
−
θ which turns immediate left at each critical
point met during the descent (compare Fig. 2). We call these extensions the right
and left broken rays at angle θ, respectively. Note that these broken rays are also
parametrized by the potential, so R±θ (s) make sense for all s > 0, and
R+θ (s) = R
−
θ (s) = Rθ(s) for s > sθ.
On the other hand, an easy exercise shows that for each potential s < sθ the points
R±θ (s) belong to different connected components of G
−1([0, sθ[), so the restrictions of
the curves s 7→ R±θ (s) to ]0, sθ[ are disjoint.
Each compact piece of a broken ray is the one-sided uniform limit of the
corresponding piece of the nearby smooth rays in the following sense: Let θ0 ∈ N
and fix 0 < c < 1 such that 1/c > sθ0 > c > 0. By Lemma 2.1 we have sθ ≤ c for all
θ in a deleted neighborhood of θ0. Then,
(2.4) lim
θ↗θ0
Rθ(s) = R
−
θ0
(s) and lim
θ↘θ0
Rθ(s) = R
+
θ0
(s)
uniformly on s ∈ [c, 1/c].
In what follows by a ray we always mean a smooth or broken ray. It easily follows
from (2.2) that
P (Rθ) = RD̂(θ) if θ /∈ N
P (R±θ ) = R
±
D̂(θ)
if θ ∈ N and D̂(θ) ∈ N
P (R±θ ) = RD̂(θ) if θ ∈ N and D̂(θ) /∈ N .
A critical point of G of order n belongs to n left and n right broken rays. On the
other hand, a non-critical point in CrKP belongs either to a unique smooth ray or
to a pair of left and right broken rays.
Finally, let us discuss the number of critical points of G on a broken ray at angle
θ ∈ N . We consider three cases:
• Case 1. θ has infinite forward orbit under D̂. Then by Corollary 2.3 there is a
smallest integer n ≥ 1 such that D̂◦n(θ) /∈ N , so we have the orbit of distinct rays
R±θ
P−→ R±
D̂(θ)
P−→ · · · P−→ R±
D̂◦n−1(θ)
P−→ RD̂◦n(θ),
with the last ray being smooth. It follows that R±θ can contain only finitely many
critical points of G. These critical points must eventually map (in at most n − 1
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iterations) to distinct critical points of P . In particular, R±θ can contain at most
D − 2 critical points of G.
• Case 2. θ is periodic of period q ≥ 1 under D̂. Then R±θ are mapped onto
themselves under P ◦q:
P ◦q(R±θ (s)) = R
±
θ (D
qs) for all s > 0.
Since R±θ first crash into a critical point of G at potential sθ, they contain at least
the critical points R±θ (sθ/D
nq) for every n ≥ 0.
• Case 3. θ is not periodic but there is a smallest integer n ≥ 1 such that D̂◦n(θ)
is periodic of period q ≥ 1 under D̂. Combining the previous two cases, it follows
that R±θ contain infinitely many critical points if D̂
◦n(θ) ∈ N and only finitely many
critical points if D̂◦n(θ) /∈ N .
It follows from the above analysis that a periodic ray is either smooth or infinitely
broken. In particular, distinct periodic rays are always disjoint.
2.3. Polynomial-like maps. A holomorphic map f : U1 → U0 between Jordan
domains is polynomial-like if U1 ⊂ U0 and if f is proper. In this case f has a
well-defined mapping degree d ≥ 1. In analogy with the polynomial case, the filled
Julia set of f is defined as the non-empty compact set Kf = {z ∈ U1 : f ◦n(z) ∈
U1 for all n ≥ 0}. According to Douady and Hubbard [DH], there is a polynomial Q
of degree d and a quasiconformal homeomorphism ϕ : U0 → ϕ(U0) which satisfies
ϕ ◦ f = Q ◦ ϕ in U1,
with ∂ϕ = 0 almost everywhere on Kf . The relation ϕ(Kf ) = KQ easily follows.
We say that f and Q are hybrid equivalent and that ϕ is a hybrid conjugacy
between f and Q. When Kf is connected, the polynomial Q is uniquely determined
up to affine conjugacy.
3. Basic properties of the set IK
For the rest of the paper and unless otherwise stated, we fix a monic polynomial
P of degree D ≥ 3. Our standing assumption is that the filled Julia set KP is
disconnected and has a non-degenerate connected component K which is periodic
with period k ≥ 1. This section is devoted to the construction of the set I = IK of
the angles of external rays of P that accumulate on ∂K and establishing its basic
properties. We would like to point out that much of the material related to the proof
of Theorem A in this section and next can be presented in the language of “external
classes” (see [DH]). However, this would require roughly the same amount of effort
as the more concrete approach taken here.
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3.1. Construction of the set I. For s > 0, consider the Jordan domain
Vs := the connected component of G
−1([0, s[) containing K.
Then the Vs are nested and K =
⋂
s>0 Vs. For sufficiently small s > 0 the restriction
P ◦k|Vs : Vs → VDks is a polynomial-like map of some degree 2 ≤ d < D (independent
of s) with connected filled Julia set K. Let us denote by s∗ > 0 the largest s for
which this is true. Equivalently, s∗ can be characterized as the largest s for which all
critical points of P ◦k in Vs belong to K.
By Lemma 2.1 there are at most finitely many θ ∈ N for which the field line Rθ
crashes at a potential higher than s. It follows that the set
Es := {θ ∈ T : Rθ ∩ Vs 6= ∅}
is a union of finitely many disjoint open intervals with endpoints belonging to N .
If Es 6= T, the complement T r Es consists of equally many closed non-degenerate
intervals. The closure
Is := Es
is thus a finite union of disjoint closed non-degenerate intervals with endpoints in N .
Evidently Is is the set of angles θ such that the field line Rθ or precisely one of the
broken rays R±θ enters Vs.
It will be convenient to call each complementary component of a compact subset
of T a gap of that set. Each gap of Is is an open interval of the form ]θ1, θ2[ where
the broken rays R−θ1 and R
+
θ2
crash into a critical point of G at some potential ≥ s
and enter Vs along a common field line (see Fig. 3). We call such R
−
θ1
, R+θ2 a ray pair
in Is. It is not hard to see that every ray pair in Is arises from a gap in this fashion,
that is, if θ1, θ2 ∈ Is and if R−θ1 and R+θ2 crash into a critical point at a potential ≥ s,
then ]θ1, θ2[ is a gap of Is.
Lemma 3.1. D̂◦k(Is) = IDks whenever 0 < s < s∗.
Proof. If θ ∈ Es, the field line Rθ enters Vs. Since P ◦k(Vs) = VDks, it follows that
RD̂◦k(θ) ⊃ P ◦k(Rθ) enters VDks, so D̂◦k(θ) ∈ EDks. This proves D̂◦k(Es) ⊂ EDks and
the inclusion D̂◦k(Is) ⊂ IDks follows.
Now take any θ′ ∈ EDks, let ζ be the intersection point of Rθ′ with the boundary
of VDks and find z on the boundary of Vs such that P
◦k(z) = ζ. If z belongs to Rθ
for some θ, then θ ∈ Es and RD̂◦k(θ) ⊃ P ◦k(Rθ) passes through ζ, so θ′ = D̂◦k(θ) ∈
D̂◦k(Es). Otherwise, z belongs to some broken ray R+θ which enters Vs. Then θ ∈ Is
and P ◦k(R+θ ) = RD̂◦k(θ) or R
+
D̂◦k(θ)
passes through ζ. Since sθ′ < D
ks, we conclude
again that θ′ = D̂◦k(θ) ∈ D̂◦k(Is). This proves EDks ⊂ D̂◦k(Is) and the reverse
inclusion IDks ⊂ D̂◦k(Is) follows. 
12 C. L. PETERSEN AND S. ZAKERI
θ1θ2
θ3
θ4
Vs
Γs
Is
R−θ1
R+θ2
R−θ3
R+θ4
z1
z2
Figure 3. The set Is is the closure of the set of angles of the field
lines from ∞ that enter the topological disk Vs. Here Is has two gaps
]θ1, θ2[ and ]θ3, θ4[ corresponding to the ray pairs R
−
θ1
, R+θ2 and R
−
θ3
, R+θ4 ,
and the topological boundary Γs = ∂Vs has two root points z1, z2 (see
§3.2).
Remark 3.2. Since D̂ is an open map, it follows from the above lemma that D̂◦k(Es) ⊂
EDks. On the other hand, a point on the boundary ∂Is may well map to an interior
point in EDks, although this should be thought of as a rare occurrence. In fact,
if θ ∈ ∂Is and D̂◦k(θ) ∈ EDks for some 0 < s < s∗, then θ must belong to the
finite set
⋃k−1
n=0 D̂
−n(N0) (recall from §2.2 that N0 is the set of angles of rays which
first crash into a critical point of P in C r KP ). To see this, simply note that if
θ, D̂(θ), . . . , D̂◦k−1(θ) were all outside N0, repeated application of Lemma 2.1 would
give sD̂◦k(θ) = D
ksθ ≥ Dks, which would contradict D̂◦k(θ) ∈ EDks.
The sets Es and Is form nested families since if s < s
′ and Rθ enters Vs, then it
also enters Vs′ . The intersection
I :=
⋂
s>0
Is
is thus a non-empty compact subset of T which by Lemma 3.1 satisfies D̂◦k(I) = I.
Lemma 3.3. I is the set of angles θ ∈ T for which the smooth ray Rθ accumulates on
∂K if θ /∈ N , or (precisely) one of the broken rays R±θ accumulates on ∂K if θ ∈ N .
Proof. If θ /∈ N and Rθ accumulates on ∂K, then Rθ enters Vs for every s > 0, so
θ ∈ ⋂s>0Es ⊂ I. If θ ∈ N and, say, R+θ accumulates on ∂K (the case of R−θ is
similar), then by (2.4) for every s > 0 there is an ε > 0 such that Rθ′ enters Vs if
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θ < θ′ < θ + ε. Any such θ′ belongs to Es, so θ ∈ Is. Since this holds for all s > 0, it
follows that θ ∈ I.
Conversely, suppose θ ∈ I. If θ /∈ N , then θ ∈ Es for every s > 0. It follows that
the smooth ray Rθ enters every Vs, so it accumulates on ∂K. If θ ∈ N and 0 < s < sθ,
then θ is a boundary point of Is, so precisely one of the broken rays R
±
θ enters Vs.
Since this holds for every 0 < s < sθ, it follows that this broken ray accumulates on
∂K. 
3.2. The affine structure of equipotential curves. Recall that for s > 0 the
topological disk Vs is the connected component of G
−1([0, s[) containing K. Let us
revisit the set Es of angles of the field lines Rθ that enter Vs, and the closure Is = Es.
For each gap ]θ1, θ2[ in Is, the broken rays R
−
θ1
and R+θ2 crash at some potential ≥ s
and enter Vs along a common field line. The intersection of this field line with the
topological boundary
Γs := ∂Vs
is called a root point of Γs (see Fig. 3).
The extended Bo¨ttcher coordinate B defined in the simply connected domain W
of (2.3) can be used to define a canonical affine structure on the equipotential curves
Γs. Recall that B : W → Σ is a conformal isomorphism which satisfies B ◦ P = BD
in W . The function
Θ :=
1
2pi
arg(B)
is harmonic and well-defined up to an additive integer.2 We will think of Θ as a map
W → T.
The restriction of Θ gives a homeomorphism Γs r {root points} → Es. At a
root point of Γs this map has a jump discontinuity. In fact, if z0 is a root point
corresponding to the gap ]θ1, θ2[ in Is, then in the positive orientation of Γs we have
limz↗z0 Θ(z) = θ1 and limz↘z0 Θ(z) = θ2. The inverse map Es → Γs r {root points}
thus extends continuously to a surjective map hs : Is → Γs which is homeomorphic on
each connected component of Is but identifies pairs of gap endpoints by sending them
to the corresponding root. Similarly, consider a piecewise affine surjection Πs : Is → T
that has constant slope 1/|Is| on each connected component of Is and identifies pairs of
gap endpoints. Thus, there is an orientation-preserving homeomorphism ψs : Γs → T
which makes the following diagram commute:
(3.1)
Is Γs
T
Πs
hs
ψs
2It is easy to check that 2piΘ is a harmonic conjugate of G in W .
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Evidently Πs, and therefore ψs, is unique up to a rigid rotation of the circle T. Thus
there is a unique affine structure on Γs with respect to which any choice of ψs is an
affine homeomorphism. This structure allows us to talk about affine maps between
various Γs’s. It also equips Γs with a well-defined metric coming from the Euclidean
metric on T. In particular, the angular length of Γs is
|Γs| = |Is|.
In what follows we always measure lengths and slopes on Γs with respect to this affine
structure.
Lemma 3.4. For 0 < s < s∗ the following diagram is commutative:
(3.2)
Is IDks
Γs ΓDks
hs
D̂◦k
h
Dks
P ◦k
In particular, the iterate P ◦k : Γs → ΓDks is an affine covering map of degree d and
slope Dk.
Proof. For simplicity set s′ := Dks. Both sets Γs r {root points} and Γs′ r
{root points} are contained in W and P ◦k maps the former to the latter. Since
B ◦ P ◦k = BDk in W , we obtain
Θ ◦ P ◦k = D̂◦k ◦Θ on Γs r {root points}.
The result follows since hs and hs′ are the inverses of the restrictions of Θ to Γs r
{root points} and Γs′ r {root points}, respectively. 
Consider the continuous retraction ρs : Cr Vs → Γs defined by projecting along
rays. More precisely, take ζ ∈ C r Vs and consider two cases. If ζ ∈ Rθ for some
θ ∈ Es, let ρs(ζ) be the unique point in Γs ∩ Rθ. Otherwise, ζ belongs to a ray
whose angle is in the closure [θ1, θ2] of a gap of Is. In this case, let ρs(ζ) be the
root point of Γs determined by R
−
θ1
, R+θ2 (see Fig. 3). Evidently, for any t > s the
restriction ρs : Γt → Γs is piecewise affine of degree 1, with slope 1 on the open arcs
corresponding to Es and slope 0 on the arcs corresponding to Et r Is.
Now let 0 < s < s∗ so the restriction P ◦k : Γs → ΓDks is a covering map of degree
d. Consider an affine homeomorphism ψs : Γs → T with slope 1/|Γs|, as in (3.1). By
Lemma 3.4 the composition
gs := ψs ◦ ρs ◦ P ◦k ◦ ψ−1s : T→ T
has degree d and is piecewise affine with slopes Dk and 0. Let us call a fixed point
p = gs(p) near which gs is not constant semi-repelling. The terminology is justified
by the fact that the derivative or a one-sided derivative of gs at such p is D
k > 1.
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Lemma 3.5. The map gs has at least d− 1 semi-repelling fixed points on the circle.
(Compare [PZ2] for a closely related result.)
Proof. Take any lift g˜s : R→ R of gs and consider the function T (t) = g˜s(t)− t which
is piecewise affine with slopes Dk−1 > 0 and −1 and satisfies T (t+ 1) = T (t) +d−1
for all t. The fixed points of gs correspond to the points in [0, 1[ at which T takes an
integer value, and being semi-repelling means T does not have slope −1 there. By
the intermediate value theorem, for each of the d − 1 integers j satisfying T (0) ≤
j < T (1) = T (0) + d − 1, the equation T (t) = j has at least one solution in [0, 1[.
Evidently T cannot have slope −1 at all such solutions, so at least one of them must
correspond to a semi-repelling fixed point of gs. 
By the construction, each semi-repelling fixed point of gs corresponds to a fixed
point of D̂◦k in Is. Since the Is are nested with I =
⋂
s>0 Is, and since D̂
◦k has only
finitely many fixed points on the circle, we conclude from Lemma 3.5 the following
Corollary 3.6. There exist at least d− 1 points θ ∈ I such that D̂◦k(θ) = θ.
The number of fixed points of D̂◦k in I could be greater than d−1; see the examples
in §7.
Remark 3.7. The periodic points of D̂ in the above corollary are all of minimal period
k. In fact, if D̂◦m(θ) = θ for some θ ∈ I and m > 0, then P ◦m(Rθ) = Rθ or
P ◦m(R±θ ) = R
±
θ accumulates on K, which implies P
◦m(K)∩K 6= 0. As the component
K has minimal period k under P , we conclude that m must be a multiple of k.
4. Proof of Theorem A
We now have all the ingredients for the proof of Theorem A. The existence of
the semiconjugacy and the Hausdorff dimension bound will be proved in §4.1. The
uniqueness of Π will be addressed in §4.2.
4.1. Construction of the semiconjugacy Π. Let θ0 be a fixed point of D̂
◦k in I
whose existence is guaranteed by Corollary 3.6. Fix any s0 with 0 < s0 < s
∗ and
consider the potentials
sn := D
−nks0 for n ≥ 0.
For simplicity, we write In for Isn , Γn for Γsn , and so on. Let Πn : In → T denote the
unique piecewise affine surjection with slope 1/|In|, normalized so that Πn(θ0) = 0,
and consider the induced orientation-preserving affine homeomorphism ψn : Γn → T
which by (3.1) satisfies
(4.1) ψn ◦ hn = Πn.
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For n > 0, the composition ψn−1 ◦P ◦k ◦ψ−1n : T→ T is a degree d covering map that
fixes 0 and has constant slope, so it must be the map d̂. Thus,
ψn−1 ◦ P ◦k = d̂ ◦ ψn on Γn.
Using (3.2) and (4.1), we obtain the relation
Πn−1 ◦ D̂◦k = d̂ ◦ Πn on In,
which can be visualized as the infinite commutative diagram
(4.2)
· · · In+1 In · · · I1 I0
· · · T T · · · T T
D̂◦k
Πn+1
D̂◦k
Πn
D̂◦k D̂◦k
Π1
D̂◦k
Π0
d̂ d̂ d̂ d̂ d̂
Note that this implies
|In+1|
|In| =
d
Dk
for all n ≥ 0,
which in particular shows |In| → 0 and therefore |I| = 0. More precisely, we have the
following
Theorem 4.1. The Hausdorff dimension of the set I = IK is at most log d/(k logD).
Proof. Let Bn be the image of the set of boundary points of In under the surjection
Πn. By (4.2), d̂
−1(Bn) ⊂ Bn+1. Moreover, by Remark 3.2 any point in Bn+1rd̂−1(Bn)
must belong to the finite set
⋃k−1
n=0 D̂
−n(N0). This shows that the cardinality of Bn,
i.e., the number of connected components of In, grows asymptotically as d
n. Evidently
the connected components of In have length ≤ const.D−nk. Thus the lower box
dimension of I is at most
lim
n→∞
const. + n log d
const. + nk logD
=
log d
k logD
.
The result follows since the Hausdorff dimension is bounded above by the lower box
dimension. 
Lemma 4.2. For every θ ∈ I there are d distinct angles θ1, . . . , θd in D̂−k(θ)∩I such
that Πn is injective on {θ1, . . . , θd} for every n.
Proof. Take any n ≥ 0. First suppose θ is an interior point of In. Then by (4.2),
D̂−k(θ) ∩ In+1 = Π−1n+1(d̂−1(Πn(θ))).
Under Πn+1, every point in the d-element set d̂
−1(Πn(θ)) has either one preimage
in the interior of In+1, or two preimages which are endpoints of a gap of In+1. By
removing one of these endpoints in every such pair, we obtain a d-element set in
D̂−k(θ) ∩ In+1 on which Πn+1 is injective.
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Now suppose θ is a right endpoint of a gap of In (the case of a left endpoint
is similar). Let θ′ be the left endpoint of the same gap so Πn(θ) = Πn(θ′). By
Lemma 3.1, all elements of D̂−k(θ) ∩ In+1 are right endpoints of gaps in In+1 and all
elements of D̂−k(θ′) ∩ In+1 are left endpoints of gaps in In+1. By (4.2),
(D̂−k(θ) ∪ D̂−k(θ′)) ∩ In+1 = Π−1n+1(d̂−1(Πn(θ))).
This shows that under Πn+1, every point in the d-element set d̂
−1(Πn(θ)) has two
preimages, one in D̂−k(θ) ∩ In+1 and the other in D̂−k(θ′) ∩ In+1. In particular,
D̂−k(θ) ∩ In+1 consists of exactly d elements and Πn+1 is injective on it.
The proof of the lemma is now straightforward. By what we just showed, for each
n there is a d-element set Xn ⊂ D̂−k(θ)∩ In on which Πn is injective. Since there are
only finitely many d-element subsets of D̂−k(θ) on the circle, some set X must occur
infinitely often in the sequence {Xn}. Evidently X is contained in D̂−k(θ) ∩ I and
Πn is injective on it for infinitely many n. To see that every Πn is injective on X, it
suffices to observe that injectivity of Πn+1|X implies injectivity of Πn|X . In fact, if
θ1, θ2 are distinct points in X with Πn(θ1) = Πn(θ2), then θ1, θ2 are the endpoints of
a gap of In, and since they both belong to I, they must be the endpoints of the same
gap of In+1, which shows Πn+1(θ1) = Πn+1(θ2). 
For n ≥ 0 consider the set Zn := d̂−n(0) which consists of dn equally spaced rational
points of the form i/dn (mod 1). Clearly, Z0 = {0} ⊂ Z1 ⊂ Z2 ⊂ · · · .
Lemma 4.3. There is an increasing sequence of finite sets
C0 = {θ0} ⊂ C1 ⊂ C2 ⊂ · · · ⊂ I
such that for n ≥ 1,
(i) Πj is injective on Cn for every j;
(ii) D̂◦k(Cn) = Cn−1;
(iii) Πn(Cn) = Zn.
Note that by (iii), Cn has d
n elements and Πn : Cn → Zn is an order-preserving
bijection.
Proof. We construct {Cn} inductively as follows. Set C0 := {θ0} and apply Lemma 4.2
to find a d-element set C1 ⊂ D̂−k(θ0)∩ I containing θ0 on which every Πj is injective.
Note that Π1(C1) ⊂ Z1 by (4.2), hence Π1(C1) = Z1 as both sets have d elements.
Suppose now that we have constructed the sets C0 ⊂ · · · ⊂ Cm in I which satisfy the
conditions (i)-(iii) for all 1 ≤ n ≤ m. For each θ ∈ Cm r Cm−1 apply Lemma 4.2 to
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obtain a d-element set Xθ ⊂ D̂−k(θ) ∩ I on which every Πj is injective. Define
Cm+1 := Cm ∪
⋃
θ∈CmrCm−1
Xθ.
Evidently D̂◦k(Cm+1) = Cm ⊂ Cm+1. As the sets in the above union are disjoint, we
see that Cm+1 has d
m+1 elements. By (4.2) and the induction hypothesis, every Πj
is injective on Cm+1, and Πm+1(Cm+1) ⊂ Zm+1. It follows that Πm+1(Cm+1) = Zm+1,
as both sets have dm+1 elements. This completes the induction step. 
As a consequence of the above lemma, we obtain the infinite commutative diagram
· · · Cn+1 Cn · · · C1 C0
· · · Zn+1 Zn · · · Z1 Z0
D̂◦k
Πn+1
D̂◦k
Πn
D̂◦k D̂◦k
Π1
D̂◦k
Π0
d̂ d̂ d̂ d̂ d̂
in which every vertical arrow is an order-preserving bijection. Chasing around this
commutative diagram shows that for all integers j, ` ≥ 0,
Πj+`(Cj) = Zj.
The proof is a straightforward induction on j for each fixed `. It follows that for each
j ≥ 0,
(4.3) Πn(θ) = Πj(θ) whenever θ ∈ Cj and n ≥ j.
It is now easy to construct the semiconjugacy Π of Theorem A. Given θ ∈ I, find
adjacent points x, y ∈ Cj such that θ ∈ [x, y]. Then (4.3) and the monotonicity of
the projections show that if n > m ≥ j,
Πn(θ)− Πm(θ) ≤ Πn(y)− Πm(x) = Πj(y)− Πj(x) = 1
dj
and
Πn(θ)− Πm(θ) ≥ Πn(x)− Πm(y) = Πj(x)− Πj(y) = − 1
dj
.
Since 1/dj → 0 as j →∞, we conclude that the sequence {Πn} converges uniformly
on the compact set I to a degree 1 monotone surjection Π : I → T which by (4.2)
semiconjugates D̂◦k : I → I to d̂ : T→ T.
4.2. Uniqueness of Π. To finish the proof of Theorem A, it remains to show that the
semiconjugacy Π constructed above is unique up to postcomposition with a rotation
τ 7→ τ + j/(d − 1) (mod 1). We will prove this by first showing that the degree 1
monotone extension of Π semiconjugates a degree d monotone extension of D̂◦k|I to d̂
(Lemma 4.5), and then invoking the well-known fact that such global semiconjugacies
are unique up to a rotation (Corollary 4.7).
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Let us call a gap J of the compact set I minor if |J | < 1/Dk and major if
|J | ≥ 1/Dk. The distinction depends on whether or not D̂◦k acts homeomorphically
on the closure of J . The multiplicity of J is the integer part of Dk|J |, that is, the
number of times D̂◦k wraps J fully around the circle. A gap J is taut if Dk|J | is an
integer and loose otherwise. Thus, minor gaps are always loose and have multiplicity
0.
Lemma 4.4. Suppose ]a, b[ is a gap of I. Then either D̂◦k(a) = D̂◦k(b) or
]D̂◦k(a), D̂◦k(b)[ is a gap of I.
Proof. We first prove a version of the claim for positive potentials: Suppose ]θ1, θ2[ is
a gap of Is for some 0 < s < s
∗. Set s′ := Dks and consider θ′i := D̂
◦k(θi) ∈ Is′ for
i = 1, 2. The ray pair R−θ1 , R
+
θ2
crash into a critical point ω with potential G(ω) ≥ s,
so the image rays P ◦k(R−θ1), P
◦k(R+θ2) have a common point ω
′ := P ◦k(ω). These rays
are necessarily broken if θ′1 6= θ′2, since two distinct smooth rays, or a smooth and a
broken ray, can never meet. Thus P ◦k(R−θ1) = R
−
θ′1
and P ◦k(R+θ2) = R
+
θ′2
must crash
into a critical point with potential ≥ G(ω′) = DkG(ω) ≥ s′. This shows that R−θ′1 , R
+
θ′2
is a ray pair in Is′ , or equivalently ]θ
′
1, θ
′
2[ is a gap of Is′ .
Now consider a gap ]a, b[ of I such that a′ := D̂◦k(a) and b′ := D̂◦k(b) are distinct.
Working with the sequence of potentials sn = D
−nks0 as before, there is an integer
n1 ≥ 0 and an increasing sequence {]an, bn[}n≥n1 such that ]an, bn[ is a gap of In
and
⋃
n≥n1 ]an, bn[=]a, b[. We may assume that a
′
n := D̂
◦k(an) and b′n := D̂
◦k(bn) are
distinct. Then, by the positive potential case treated above, ]a′n, b
′
n[ is a gap of In−1.
Since there is an integer n2 ≥ n1 such that the sequence {]a′n, b′n[}n≥n2 is increasing
and
⋃
n≥n2 ]a
′
n, b
′
n[=]a
′, b′[, we conclude that ]a′, b′[∩I = ∅. Now a′, b′ ∈ I implies that
]a′, b′[ is a gap of I. 
We can extend the restriction D̂◦k|I to a continuous monotone map f : T → T
of minimal degree by sending each gap ]a, b[ of I homeomorphically onto the gap
]D̂◦k(a), D̂◦k(b)[ if D̂◦k(a) 6= D̂◦k(b), and to the point D̂◦k(a) = D̂◦k(b) otherwise.
Thus, the image f(J) is a gap or a single point in I according as J is a loose or taut
gap.
Lemma 4.5. Let ξ : I → T be any semiconjugacy between D̂◦k|I and d̂. Then the
degree 1 monotone extension ξ : T→ T is a semiconjugacy between f and d̂:
T T
T T
ξ
f
ξ
d̂
In particular, f is a monotone map of degree d.
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Proof. Evidently ξ is constant on each gap of I. If J =]a, b[ is a taut gap, then
f = D̂◦k(a) in J , so ξ ◦ f = ξ(D̂◦k(a)) = d̂(ξ(a)) = d̂ ◦ ξ in J . If J is a loose gap,
then f(J) =]D̂◦k(a), D̂◦k(b)[ is a gap by Lemma 4.4, so ξ takes the constant value
ξ(D̂◦k(a)) on it, and the relation ξ ◦ f = d̂ ◦ ξ in J follows similarly. 
Corollary 4.6. There are precisely Dk − d major gaps in I counting multiplicities.
Compare [BBM] and [Z] for the similar case of “rotation sets” where d = 1.
Proof. Let {Ji} denote the countable collection of gaps of I of multiplicities {mi}. We
have
∑
i |Ji| = 1 since I has measure zero, hence
∑
i |f(Ji)| = d since f has degree d.
The definition of multiplicity shows that |f(Ji)| = Dk|Ji| −mi for each i. It follows
that Dk
∑
i |Ji| −
∑
imi = d, or
∑
imi = D
k − d, as required. 
Corollary 4.7. If ξ1, ξ2 : I → T are semiconjugacies between D̂◦k|I and d̂, there is
an integer j such that ξ1 = ξ2 + j/(d− 1) (mod 1).
Proof. Consider a fixed point θ0 = D̂
◦k(θ0) ∈ I as in §4.1. The images ξi(θ0) belong
to the set { 0
d− 1 ,
1
d− 1 , . . . ,
d− 2
d− 1
}
(mod 1)
of fixed points of d̂. Since the rotation τ 7→ τ +1/(d−1) (mod 1) commutes with d̂, it
suffices to show that if ξ1(θ0) = ξ2(θ0) = 0, then ξ1 = ξ2 everywhere. By Lemma 4.5,
the degree 1 monotone extensions ξi : T → T are semiconjugacies between f and
d̂. This will easily imply ξ1 = ξ2 as follows (compare [KH]). Let x0 ∈ R be a
representative of θ0 ∈ T and F : R→ R be the unique lift of f such that F (x0) = x0.
If Ξi : R→ R is the unique lift of ξi with Ξi(x0) = 0, then Ξi ◦ F = dΞi. This means
the Ξi are the fixed points of the map Ξ 7→ (Ξ ◦ F )/d acting on the complete metric
space of continuous functions R → R that commute with x 7→ x + 1, equipped with
the uniform metric dist(Ξ,Ξ′) = supx∈R |Ξ(x)−Ξ′(x)|. This map is clearly contracting
by a factor 1/d < 1, hence it has a unique fixed point. We conclude that Ξ1 = Ξ2 or
ξ1 = ξ2. 
5. Proof of Theorem B
Throughout this section we will adopt the following notations:
• For θ ∈ I, we denote by RPθ the unique external ray of P at angle θ that
accumulates on ∂K. Thus, RPθ is the smooth ray Rθ if θ ∈ I r N , and it is
one of the broken rays R±θ if θ ∈ I ∩N .
• Lθ is the radial line in Cr D at angle θ ∈ T:
Lθ := {re2piiθ : r > 1}.
• Qd : C→ C is the d-th power map z 7→ zd.
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• distX is the distance in the hyperbolic metric of a domain X ⊂ Ĉ whose
complement has at least three points.
5.1. A reduction. We begin by reducing Theorem B to a statement on the
hyperbolic geometry of rays. Suppose ϕ : U0 → ϕ(U0) is a hybrid conjugacy
between P ◦k : U1 → U0 and a degree d polynomial Q which we may assume to
be monic. In order to prove Theorem B, it suffices to show that there is a choice of
the semiconjugacy Π such that for every θ ∈ I the arc ϕ(RPθ ∩U1) and the ray segment
RQΠ(θ) ∩ϕ(U1) have finite Hausdorff distance in the hyperbolic metric of ϕ(U0)rKQ.3
This is because a ball of fixed radius in this metric has shrinking Euclidean diameter
as its center tends to ∂KQ. Use the Bo¨ttcher coordinate BQ : C rKQ → C r D to
form the composition Φ := BQ ◦ϕ : U0 rK → Φ(U0 rK) which is a quasiconformal
conjugacy between P ◦k : U1rK → U0rK andQd : Φ(U1rK)→ Φ(U0rK). Then the
above condition is equivalent to Φ(RPθ ∩U1) and the radial segment LΠ(θ)∩Φ(U1rK)
having finite Hausdorff distance in the hyperbolic metric of Φ(U0 r K). Thus,
Theorem B will follow from the following
Theorem 5.1. Let U0, U1 (resp. U
′
0, U
′
1) be Jordan domains containing K (resp. D)
such that U1 ⊂ U0 (resp. U ′1 ⊂ U ′0). Set Ωi := Ui rK and Ω′i := U ′i r D for i = 0, 1.
Suppose Φ : Ω0 → Ω′0 is a quasiconformal conjugacy between P ◦k : Ω1 → Ω0 and the
d-th power map Qd : Ω
′
1 → Ω′0. Then there is a choice of the semiconjugacy Π : I → T
of Theorem A such that for each θ ∈ I the arc Φ(RPθ ∩ Ω1) and the radial segment
LΠ(θ) ∩ Ω′1 have finite Hausdorff distance in the hyperbolic metric of Ω′0.
In particular, the arc Φ(RPθ ∩Ω1) lands at the point exp(2piiΠ(θ)) on the unit circle.
The following lemma shows that it suffices to prove Theorem 5.1 for some
quasiconformal conjugacy:
Lemma 5.2. If Theorem 5.1 holds for one quasiconformal conjugacy between the
restriction of P ◦k and Qd, then it holds for any other.
Proof. Suppose Theorem 5.1 holds for Φ1 : Ω0 → Ω′0 and a corresponding
semiconjugacy Π1 : I → T. Let Φ2 be another such quasiconformal conjugacy which
we may assume has the same domain Ω0. The composition
Ψ := Φ2 ◦ Φ−11 : Ω′0 → Ω′′0 := Φ2(Ω0)
is a quasiconformal homeomorphism with |Ψ(z)| → 1 as |z| → 1, and therefore it
extends to a homeomorphism of the unit circle. Moreover, since Ψ commutes with
Qd, its extension to the unit circle is a rational rotation of the form S : z 7→ e2piij/(d−1)z.
3Recall that the Hausdorff distance between two closed sets in a metric space is the infimum of
the set of δ > 0 such that each set is contained in the δ-neighborhood of the other. If there is no
such δ the Hausdorff distance is defined to be +∞.
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First consider the case where S is the identity map. If A is an annulus of the form
{z : 1 < |z| < r} with r sufficiently close to 1, it follows that
(5.1) distΩ′′0 (Ψ(z), z) ≤M for all z ∈ A,
where M > 0 depends only on the maximal dilatation of Ψ. By the assumption, for
every θ ∈ I the arcs Φ1(RPθ ) ∩A and LΠ1(θ) ∩A have finite Hausdorff distance in Ω′0.
It follows from (5.1) that Φ2(R
P
θ ) ∩ A and LΠ1(θ) ∩ A have finite Hausdorff distance
in Ω′′0. Thus, Theorem 5.1 holds for Φ2 and the choice Π1.
If S is not the identity map, we can run the above argument for S−1◦Φ2 to conclude
that Theorem 5.1 holds for Φ2 and the choice Π2 = Π1 + j/(d− 1). 
5.2. Theorem 5.1 and its corollaries. The proof of Theorem 5.1 begins as follows.
Take the polynomial-like restriction P ◦k : U1 → U0, where U1 = VD−ks0 and
U0 = Vs0 for a sufficiently small s0 > 0 in the notation of §3.1. We may choose the
quasiconformal conjugacy Φ such that the images Ω′i = Φ(Ωi) for i = 0, 1 are round
annuli of the form Ω′0 = {z : 0 < log |z| < r0} and Ω′1 = {z : 0 < log |z| < d−1r0} for
some r0 > 0. Set
Ωn := VD−nks0 rK
Ω′n := Φ(Ωn) = Q
−n
d (Ω
′
0) = {z : 0 < log |z| < d−nr0}.
The topological annuli {Ωn} and the round annuli {Ω′n} are nested and the difference
sets
An := Ωn r Ωn+1 and A′n := Ω′n r Ω′n+1
are closed annuli. The maps P ◦k : An+1 → An and Qd : A′n+1 → A′n are degree d
regular coverings for every n ≥ 0.
If θ0 ∈ I is a fixed point of D̂◦k given by Corollary 3.6, we may choose Φ such that
Φ(RPθ0 ∩A0) = L0∩A′0. Since Φ conjugates P ◦k : Ω1 → Ω0 to Qd : Ω′1 → Ω′0, it follows
inductively that Φ(RPθ0 ∩ An) = L0 ∩ A′n for all n ≥ 0 and therefore
(5.2) Φ(RPθ0 ∩ Ω0) = L0 ∩ Ω′0.
By Theorem A there is a unique semiconjugacy Π : I → T between D̂◦k|I and d̂
normalized so that Π(θ0) = 0. Let {Cn} be the sequence of iterated preimages of θ0
in I constructed in Lemma 4.3.
Lemma 5.3. For every n ≥ 0 and every θ ∈ Cn,
Φ(RPθ ∩ Ωn) = LΠ(θ) ∩ Ω′n.
Proof. Since D̂◦nk(θ) = θ0, the ray segment RPθ ∩ Ωn maps under P ◦nk to RPθ0 ∩ Ω0.
It follows from (5.2) that the arc Φ(RPθ ∩ Ωn) maps under Q◦nd to L0 ∩ Ω′0. Thus,
Φ(RPθ ∩ Ωn) = Lτ ∩ Ω′n for some τ ∈ Zn = d̂−n(0). Evidently the assignment θ 7→ τ
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is an order-preserving bijection Cn → Zn which by (5.2) sends θ0 to 0. Thus, by
Lemma 4.3, τ = Πn(θ). Finally, since θ ∈ Cn, (4.3) shows that Πn(θ) = Π(θ). 
Now consider the open topological disks
∆ := A˚0 rRPθ0 and ∆
′ := Φ(∆) = A˚′0 r L0.
Observe that there are dn connected components ofQ−nd (∆
′) inA′n which are separated
by the radial lines Lτ for τ ∈ Zn. Similarly, there are dn connected components of
P−nk(∆) in An which, in view of Lemma 5.3, are separated by the rays RPθ for θ ∈ Cn.
Lemma 5.4. For every θ ∈ I and every n ≥ 0 there is a connected component of
Q−nd (∆
′) whose closure contains both arcs
Φ(RPθ ∩ An) and LΠ(θ) ∩ A′n.
Proof. Take adjacent angles x, y ∈ Cn such that θ ∈ [x, y[; then Π(θ) ∈ [Π(x),Π(y)]
by monotonicity. Let ∆n be the unique connected component of P
−nk(∆) whose
closure contains both RPx ∩ An and RPy ∩ An, and therefore RPθ ∩ An. It follows that
the image ∆′n = Φ(∆n) is a connected component of Q
−n
d (∆
′) whose closure contains
Φ(RPθ ∩An). By Lemma 5.3, the closure of ∆′n contains both LΠ(x)∩A′n and LΠ(y)∩A′n,
and therefore LΠ(θ) ∩ A′n. 
It is now easy to finish the proof of Theorem 5.1. For n ≥ 0, let ρn denote the
hyperbolic metric of the annulus Ω′n, so ρ0 < ρn in Ω
′
n by the Schwarz lemma. Choose
δ > 0 so that the d connected components of Q−1d (∆
′) have diameter < δ in the metric
ρ0. Then any component of Q
−n
d (∆
′) for n ≥ 2 also has diameter < δ in the metric ρ0
since the regular covering Q◦nd : (Ω
′
n, ρn) → (Ω′0, ρ0) is a local isometry and therefore
Q◦nd : (Ω
′
n, ρ0)→ (Ω′0, ρ0) is expanding. It follows from Lemma 5.4 that for each θ ∈ I
the arcs Φ(RPθ ∩Ω1) and LΠ(θ)∩Ω′1 are contained in the δ-neighborhood of each other
in the metric ρ0, and therefore have Hausdorff distance ≤ δ in Ω′0. 
Corollary 5.5. The following conditions on θ, θ′ ∈ I are equivalent:
(i) Π(θ) = Π(θ′).
(ii) distCrK(R
P
θ (s), R
P
θ′(s)) stays bounded as the Green’s potential s tends to 0.
(iii) Under the (unique up to rotation) conformal isomorphism ζ : CrK → CrD,
the arcs ζ(RPθ ) and ζ(R
P
θ′) land at the same point of the unit circle.
If these conditions are satisfied and RPθ lands at z ∈ ∂K, then RPθ′ also lands at z.
Moreover, one of the two connected components of Cr(RPθ ∪RPθ′∪{z}) will be disjoint
from K.
Proof. We will use a quasiconformal conjugacy Φ and the associated objects, using
the notations in the above proof of Theorem 5.1.
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(i) =⇒ (ii): By Lemma 5.4, for every n ≥ 0 there is a connected component of
Q−nd (∆
′) whose closure contains both Φ(RPθ ∩ An) and Φ(RPθ′ ∩ An). It follows that
there is a connected component of P−kn(∆) in An whose closure contains RPθ ∩ An
and RPθ′ ∩ An. By a similar application of the Schwarz lemma as above, for n ≥ 1
these components have uniformly bounded diameters in the hyperbolic metric of Ω0.
Thus, there is a δ > 0 such that for all n ≥ 1,
distΩ0(R
P
θ (s), R
P
θ′(s)) < δ if D
−(n+1)ks0 ≤ s ≤ D−nks0.
This proves distΩ0(R
P
θ (s), R
P
θ′(s)) < δ for all 0 < s ≤ D−ks0, and (ii) follows since the
hyperbolic metrics of CrK and Ω0 are comparable in Ω1.
(ii) =⇒ (iii): Since the conformal isomorphism ζ is a hyperbolic isometry,
distCrD(ζ(R
P
θ (s)), ζ(R
P
θ′(s))) stays bounded as s→ 0. In particular, ζ(RPθ ) and ζ(RPθ′)
have the same accumulation sets on ∂D. Thus, we need only check that the arc ζ(RPθ )
lands. To see this, note that the map
ξ := ζ ◦ Φ−1 : Φ(Ω0)→ ζ(Ω0)
is quasiconformal with |ξ(z)| → 1 as |z| → 1, so it extends to a homeomorphism of
the unit circle. Since Φ(RPθ ∩ Ω0) lands at exp(2piiΠ(θ)) by Theorem 5.1, the arc
ζ(RPθ ∩ Ω0) lands at ξ(exp(2piiΠ(θ))).
(iii) =⇒ (i): By the above paragraph, the assumption that ζ(RPθ ) and ζ(RPθ′) land
at the same point implies
ξ(exp(2piiΠ(θ))) = ξ(exp(2piiΠ(θ′))).
Since ξ is a homeomorphism of the unit circle, we conclude that Π(θ) = Π(θ′).
The last two assertions are straightforward consequences of (i) and (iii), respec-
tively. 
6. Proof of Theorem C
Let Π : T→ T be the degree 1 monotone extension of the semiconjugacy between
D̂◦k|I and d̂ constructed in §4.1, and f : T → T be a degree d monotone extension
of D̂◦k|I as in §4.2. We construct a (maximal) Cantor set C ⊂ I whose gaps are
precisely the interiors of the non-degenerate fibers of Π. We will prove Theorem C
by bounding the number of points of I that lie in a given gap of C.
6.1. A Cantor subset of I. For x ∈ T, let Hx denote the fiber Π−1(x). The
semiconjugacy relation Π ◦ f = d̂ ◦ Π (Lemma 4.5) and monotonicity of f show that
f(Hy) = Hx if x = d̂(y)
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and
(6.1) f−1(Hx) =
⋃
y∈d̂−1(x)
Hy.
Define
C := T r
⋃
x∈T
H˚x.
Here each H˚x, the interior of the fiber Hx, is an open interval (possibly empty).
Evidently C is a non-empty compact proper subset of the circle.
Lemma 6.1. C is a Cantor subset of I with f(C) = C.
Proof. Every gap of I is contained in a unique H˚x since Π is constant on it. This
shows C ⊂ I. Moreover, C is totally disconnected since I is, and it has no isolated
points since distinct H˚x’s have disjoint closures. This proves that C is a Cantor set.
To see the f -invariance property of C, first suppose f(θ) ∈ H˚x for some x. Then
by (6.1) there is a y ∈ d̂−1(x) such that θ ∈ H˚y. This proves f(C) ⊂ C. To verify
the reverse inclusion, suppose θ ∈ C and take any θ′ with f(θ′) = θ. If θ′ ∈ C, then
θ ∈ f(C) and we are done. Otherwise θ′ ∈ H˚y for some y. Setting x := d̂(y), it
follows from f(Hy) = Hx that either Hx = {θ}, or Hx is a non-degenerate closed
interval having θ as a boundary point. In either case, monotonicity of f implies that
some endpoint of Hy maps to θ, implying θ ∈ f(C). This proves C ⊂ f(C). 
Remark 6.2. It is easy to see that C is the maximal Cantor subset of I. In fact, if
X is any Cantor subset of I not contained in C, then some gap of C would contain
uncountably many points of X. All such points would have the same image under Π,
which would contradict finiteness of the fibers of Π in I (Theorem C). Alternatively,
C can be characterized as the set I∗ of all “condensation points” of I, that is, the
set of all θ ∈ I such that every neighborhood of θ contains uncountably many points
of I. This follows from the theorem of Cantor-Bendixson according to which I∗ is
perfect and I r I∗ is at most countable.
The above invariance shows that the commutative diagram (1.1) restricts to the
Cantor set C:
C C
T T
Π
D̂◦k
Π
d̂
Since the closures of gaps of C are precisely the non-degenerate fibers of Π, it follows
that the analog of Lemma 4.4 holds for C, that is, for each gap ]a, b[ of C, either
D̂◦k(a) = D̂◦k(b) or ]D̂◦k(a), D̂◦k(b)[ is a gap of C.
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The degree d extension f of D̂◦k|I also serves as an extension of D̂◦k|C . The above
diagram shows that for any gap J0 of C, the image f(J0) is a single point in C if J0
is taut, and it is the closure of a gap J1 of C if J0 is loose. Note that in the latter
case f maps the closed interval J0 onto the closed interval J1 monotonically, but it
may fail to map J0 onto J1 homeomorphically (for example a whole subinterval of J0
may map to an endpoint of J1). In practice, it is convenient to ignore this issue and
abuse the language slightly by saying that J0 “maps to” J1, or that J1 is the “image”
of J0.
Now the same argument as in Corollary 4.6 shows that C has Dk − d major gaps
counting multiplicities. Evidently each gap of I is contained in a gap of C. For each
gap Ji of C of multiplicity ni, let mi be the number of gaps of I contained in Ji
counting multiplicities. Since
∑
i ni =
∑
imi = D
k − d and 0 ≤ mi ≤ ni, we must
have mi = ni for all i. In other words, every major gap of C of multiplicity n contains
precisely n major gaps of I counting multiplicities.
Finally, let us observe that every minor gap of C eventually maps to a major gap
J . If J is taut, the next image is a single point and the gap-orbit terminates. If J
is loose, the next image is a new gap (minor or major) and the gap-orbit continues.
Since there are only finitely many majors gaps, we conclude that every gap of C
eventually maps to a taut gap or a periodic gap.
6.2. Taut gaps of C.
Lemma 6.3. Suppose a, b ∈ I satisfy Π(a) = Π(b) and D̂◦k(a) = D̂◦k(b). Then
either ]a, b[ or ]b, a[ is a taut gap of I. Assuming the former, RPa = R
−
a and R
P
b = R
+
b
crash into an escaping critical point ω of P ◦k and their image P ◦k(R−a ) = RD̂◦k(a) =
RD̂◦k(b) = P
◦k(R+b ) is a smooth ray.
Note that ray pairs in I such as the above R−a , R
+
b are “permanent partners” in
the sense that they stay together once they join: R−a (s) = R
+
b (s) for all potentials
s ≤ G(ω).
Proof. Assume by way of contradiction that RPa , R
P
b are disjoint. By Corollary 5.5 the
distinct points RPa (s), R
P
b (s) have bounded hyperbolic distance in CrK and therefore
their Euclidean distance tends to 0 as s→ 0. Let z ∈ ∂K be any accumulation point of
RPa and take a sequence of potentials sj → 0 such that RPa (sj)→ z. Then RPb (sj)→ z
also. The assumption D̂◦k(a) = D̂◦k(b) implies that the points RPa (sj), R
P
b (sj) have
the same image under P ◦k, so P ◦k is not locally injective near z. This shows that the
common accumulation set of RPa , R
P
b consists only of critical points of P
◦k. Since the
accumulation set of a ray is connected and P ◦k has finitely many critical points, it
follows that RPa , R
P
b co-land at a critical point c of P
◦k on ∂K. This implies that K
meets both components of Cr (RPa ∪RPb ∪ {c}), contradicting Corollary 5.5.
EXTERNAL RAYS UNDER RENORMALIZATION 27
The preceding paragraph shows that RPa , R
P
b crash into a critical point ω of the
Green’s function. Assuming RPa = R
−
a and R
P
b = R
+
b , this implies that ]a, b[ is a gap
of I. Moreover, the image rays P ◦k(R−a ) and P
◦k(R+b ) both accumulate on ∂K and
have the same angle D̂◦k(a) = D̂◦k(b). Hence the image rays coincide and are smooth
and ω is in fact a critical point of P ◦k. 
Lemma 6.4. Taut gaps of C and all their preimages are gaps of I.
Proof. Let J =]a, b[ be a gap of C which after n ≥ 1 iterates maps to a taut gap of
C. For i ≥ 0 set ai := D̂◦ik(a), bi := D̂◦ik(b) and Ji :=]ai, bi[, so we have the gap-orbit
J0 → J1 → · · · → Jn under f , with Jn taut. We will show that Ji ∩ I = ∅ for all
0 ≤ i ≤ n.
By Lemma 6.3 R−an , R
+
bn
form a ray pair in I, so Jn ∩ I = ∅. Assume by way of
contradiction that there is a largest 0 ≤ i ≤ n−1 for which Ji∩I 6= ∅. Take θ ∈ Ji∩I.
Then f(θ) = D̂◦k(θ) ∈ Ji+1∩I, so by the choice of i, f(θ) must be one of the endpoints
of Ji+1, say ai+1 (the case f(θ) = bi+1 is similar). Since D̂
◦k(θ) = D̂◦k(ai) = ai+1 and
Π(θ) = Π(ai), Lemma 6.3 shows that R
−
ai
, R+θ form a ray pair in I and their image
RPai+1 is smooth. Applying the iterate P
◦(n−i−1)k, it follows that RPan is smooth. This
contradicts the fact that RPan = R
−
an is left broken. 
6.3. Periodic gaps of C. Let us begin by recalling a known relationship between
periodic angles in I and periodic points on the boundary of the component K. For
z ∈ ∂K, it will be convenient to use the notation
Λ(z) := {θ ∈ I : RPθ lands at z}.
Theorem 6.5.
(i) If θ ∈ I is periodic under D̂◦k, then θ ∈ Λ(z0) for some z0 ∈ ∂K which is a
repelling or parabolic periodic point under P ◦k.
(ii) Conversely, if z0 ∈ ∂K is a repelling or parabolic periodic point under P ◦k,
then Λ(z0) is non-empty and finite. Moreover, all angles in Λ(z0) are periodic
with the same period under D̂◦k.
Observe that in (ii), periodicity of the rays landing at z0 implies that they are
either smooth or infinitely broken (in particular, these rays are pairwise disjoint).
Thus, each cycle of rays landing at z0 consists either entirely of smooth rays, or
entirely of infinitely broken rays.
This result is not new: Part (i), the landing of periodic rays on repelling or
parabolic points, follows from a classical application of hyperbolic metrics introduced
by Sullivan, Douady and Hubbard. For proofs in the case of connected filled Julia sets
see for example [M1, Theorem 18.10] or [P, Proposition 2.1 and its Complement].
Part (ii) appears in [LP] in a more general setting which also covers the degenerate
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case K = {z0}. Here we give an alternative proof based on Theorem B and the
corresponding statement in the connected case (see also [P, Corollary B.3]).
Proof of part (ii). Let ϕ be a hybrid equivalence between the restriction of P ◦k to a
neighborhood of K and a monic degree d polynomial Q, and choose the semiconjugacy
Π : I → T such that Theorem B holds. Let ` be the period of z0 under P ◦k.
Then w0 := ϕ(z0) ∈ ∂KQ has period ` under Q and is repelling or parabolic since
this property is preserved under topological conjugacies. By [P, Corollary B.1], the
set Λ(w0) := {τ ∈ T : RQτ lands at w0} is non-empty and finite. By Theorem B,
Λ(z0) = Π
−1(Λ(w0)) and the following diagram commutes:
(6.2)
Λ(z0) Λ(z0)
Λ(w0) Λ(w0)
Π
D̂◦k`
Π
d̂◦`
Since Λ(z0) is compact and invariant under the expanding map D̂
◦k`, we conclude
that Λ(z0) must also be finite ([M1, Lemma 18.8]). There is a neighborhood of z0 in
which P ◦k` is a conformal isomorphism since (P ◦k`)′(z0) 6= 0. It follows that P ◦k` is
injective on the set of “ends” of the rays that land at z0. Since there are finitely many
such ends, they must be permuted by P ◦k` and therefore they are all periodic. This
of course implies periodicity of the whole rays that land at z0, and proves that each
angle in Λ(z0) is periodic under D̂
◦k`. The fact that P ◦k` is a conformal isomorphism
near z0 implies that it preserves the cyclic order of ray ends landing at z0, so D̂
◦k`
preserves the cyclic order of angles in Λ(z0). A standard exercise then shows that all
angles in Λ(z0) must have the same period. 
We can say a bit more about the correspondence between rays landing at z0 and
those landing at w0. The external rays of Q landing at w0 fall into some number N ≥ 1
of cycles under Q◦` which have the same length q ≥ 1 and the same combinatorial
rotation number p/q (compare [P, Corollary B.1]). This means that if we label the
angles in Λ(w0) as 0 ≤ τ1 < τ1 < · · · < τNq < 1, then d̂◦` acts on Λ(w0) as τj 7→ τj+Np,
taking the subscripts modulo Nq. Thus, the action of Q◦` on the rays landing at w0
combinatorially mimics that of the rational rotation z 7→ e2piip/qz.
We claim that the cycles of D̂◦k` in Λ(z0) are also of the common length q and
combinatorial rotation number p/q. To see this, let τ, τ ′ := d̂◦`(τ) ∈ Λ(w0) so D̂◦k`
maps Π−1(τ) bijectively onto Π−1(τ ′). Label the elements of these fibers as
Π−1(τ) = {θ1, . . . , θν} and Π−1(τ ′) = {θ′1, . . . , θ′ν}
in counterclockwise order. Taking the conformal isomorphism ζ : CrK → CrD, it
follows from Corollary 5.5 that the arcs ζ(RPθ1), . . . , ζ(R
P
θν
) co-land at some u ∈ ∂D,
and similarly the arcs ζ(RPθ′1
), . . . , ζ(RPθ′ν ) co-land at some u
′ ∈ ∂D. The conjugate
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map f := ζ ◦P ◦k` ◦ ζ−1 extends by reflection to a conformal isomorphism f : Ω→ Ω′
between annular neighborhoods of ∂D which sends u to u′, preserves ∂D and maps
each arc ζ(RPθi)∩Ω to some arc ζ(RPθ′j)∩Ω
′. The fact that f is orientation-preserving
then implies that f(ζ(RPθi)∩Ω) = ζ(RPθ′i)∩Ω
′, or P ◦k`(RPθi) = R
P
θ′i
, or D̂◦k`(θi) = θ′i for
every 1 ≤ i ≤ ν. Applying this q times, we conclude that the iterate D̂◦k`q must act
as the identity on the fiber Π−1(τ). It easily follows that each cycle of D̂◦k` in Λ(z0)
has length q and combinatorial rotation number p/q.
We summarize the above observations in the following
Corollary 6.6. Let z0 ∈ ∂K be a repelling or parabolic point of period ` under P ◦k
and w0 = ϕ(z0) ∈ ∂KQ be the corresponding periodic point of Q. Let N ≥ 1 be the
number of cycles of d̂◦` in Λ(w0) with the common length q ≥ 1 and combinatorial
rotation number p/q. Take representative angles τ1, . . . , τN for these cycles and let
νj be the number of elements in Π
−1(τj). Then, there are precisely
∑N
j=1 νj cycles of
D̂◦k` in Λ(z0) and they all have the same length q and combinatorial rotation number
p/q.
We now return to our discussion of the periodic gaps of the maximal Cantor set
C. Suppose ]a, b[ is a periodic gap of C. Then a, b are periodic under D̂◦k so by
Theorem 6.5(i) and Theorem B the rays RPa , R
P
b co-land at a periodic point z0 ∈ ∂K.
Another application of Theorem B then shows that for every θ ∈]a, b[∩I the ray
RPθ lands at the same z0. Using the notations in the above corollary, it follows that
[a, b] ∩ I is a fiber of Π in Λ(z0), so #([a, b] ∩ I) = νj for some 1 ≤ j ≤ N . Thus, to
bound the cardinality of [a, b] ∩ I, we need to find an upper bound for the νj.
It is known that the number of distinct cycles of external rays that land on a
periodic orbit of a polynomial is at most one more than the number of critical values
(see [M1] for the quadratic and [K] for the higher degree case4). This gives the
estimate
∑N
j=1 νj ≤ D, which implies νj ≤ D for all 1 ≤ j ≤ N . However, we need a
sharper form of this bound for the proof of Theorem C.
Each of the iterated images Ki := P ◦i(K) is a period k component of the filled
Julia set KP . Theorem A applied to each K
i gives a compact set I i ⊂ T consisting of
angles θ such that Rθ or one of R
±
θ accumulates on ∂K
i, and a surjection Πi : I i → T
that semiconjugates D̂◦k|Ii to d̂. For θ ∈ I i, we denote by RPθ the unique external
ray of P at angle θ that accumulates on ∂Ki. With the periodic point z0 ∈ ∂K0
as above, consider its orbit O := {z0, z1, . . . , zk`−1} under P , so zi ∈ Ki. For each
0 ≤ i ≤ k` − 1 the q∑Nj=1 νj external rays landing at zi separate the plane into the
same number of open topological disks called the sectors based at zi. Two distinct
4They prove this bound for smooth rays, but their argument works almost verbatim for the
infinitely broken periodic rays since they are all pairwise disjoint.
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sectors are either disjoint or nested or they contain each other’s complements. This
is a simple consequence of the fact that distinct rays landing on O, being smooth or
infinitely broken, cannot intersect. Moreover, if a sector contains zi, it contains all
but one of the sectors based at zi. The collection of all sectors based at the points of
O will be denoted by SO.
Let S(zi, a, b) ∈ SO denote the sector based at zi bounded by the rays RPa , RPb ,
labeled counterclockwise so S(zi, a, b) contains all field lines Rθ with θ ∈]a, b[. The
map D̂ acting on the union Λ(z0) ∪ · · · ∪ Λ(zk`−1) induces a sector map σ : SO →
SO defined by σ(S(zi, a, b)) := S(zi+1, D̂(a), D̂(b)). Locally near the base points, σ
is compatible with P : There are neighborhoods U of zi and V of zi+1 such that
P : U → V is a conformal isomorphism with P (S ∩ U) = σ(S) ∩ V for every sector
S based at zi. Globally P (S) is often different from σ(S), but by the monodromy
theorem if σ(S) does not contain any critical value of P , then S does not contain any
critical point of P , and P |S : S → σ(S) is a conformal isomorphism.
The external rays that bound a sector can contain critical points of P when they
are infinitely broken. The following convention clarifies when such boundary points
should be thought of as belonging to the sector. We say that a critical point ω of P is
attached to the sector S(zi, a, b) if one of the following happens: (i) ω ∈ S(zi, a, b),
or (ii) ω ∈ RPa and RPa = R−a , or (iii) ω ∈ RPb and RPb = R+b . Similarly, we say
that a critical value v of P is attached to S(zi, a, b) if either (i) v ∈ S(zi, a, b), or (ii)
v = P (ω) for some critical point ω attached to the sector σ−1(S(zi, a, b)). Thus, a
critical value attached to a sector S is either an interior critical value which may or
may not have come from an interior critical point of σ−1(S), or a boundary critical
value coming from a boundary critical point attached to σ−1(S).
We define the length of S = S(zi, a, b) by |S| := b− a and its weight w(S) as the
integer part of D |S|. An application of the argument principle (see [GM] as well as
[Z, Theorem 5.10]) shows that
w(S) = number of critical points of P attached to S
counting multiplicities.
The relation
|σ(S)| = D |S| − w(S)
shows that if |σ(S)| ≤ |S|, then there must be a critical point of P attached to S and
therefore a critical value of P attached to σ(S). In particular, the shortest sector in
each cycle of σ has a critical value of P attached to it.
We call S(zi, a, b) an essential sector if Π
i(a) 6= Πi(b) and a ghost sector if
Πi(a) = Πi(b). By Corollary 5.5, S(zi, a, b)∩Ki 6= ∅ if S(zi, a, b) is an essential sector,
while S(zi, a, b) ∩ Ki = ∅ and ]a, b[ is a gap of I i if S(zi, a, b) is a ghost sector. It
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R2/26
R4/26R
+
5/26R6/26
R10/26
R12/26
R+15/26
R18/26 R
+
19/26
K
Figure 4. The nine external rays and sectors associated with the
period 3 orbit of the cubic polynomial described in Example 6.7. The
escaping critical point is shown as a red dot.
follows that σ preserves the type of a sector, i.e., σ(S) is a ghost sector if and only if
S is.
The ghost sectors based at zi do not meet K
i but they may well contain a
component Kj for some j 6≡ i (mod k). We call a ghost sector minimal if it does
not meet the union K0 ∪ · · · ∪Kk−1. Equivalently, if it does not contain any point of
the orbit O.
Example 6.7. There is a cubic polynomial with a period 3 critical point in a
component K of the filled Julia set and a period 3 repelling fixed point z0 ∈ ∂K
with
Λ(z0) =
{ 2
26
,
10
26
,
19
26
}
, Λ(z1) =
{ 4
26
,
5
26
,
6
26
}
, Λ(z2) =
{12
26
,
15
26
,
18
26
}
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R2/26
R10/26
R+19/26
z0
K
Figure 5. Details of Fig. 4 near the period 3 point z0 ∈ ∂K.
(compare Figures 4 and 5). Of the nine external rays landing on the orbit
O = {z0, z1, z2}, the three rays R+19/26 (crashing into the escaping critical point),
R+5/26, R
+
15/26 are infinitely broken and the remaining six are smooth. Of the nine
sectors in SO, the three sectors
S
(
z0,
19
26
,
2
26
)
, S
(
z1,
5
26
,
6
26
)
, S
(
z2,
15
26
,
18
26
)
are essential. The remaining six are ghost sectors, with
S
(
z1,
4
26
,
5
26
)
and S
(
z2,
12
26
,
15
26
)
being minimal.
There is a one-to-one correspondence between cycles of σ in SO and cycles of D̂
in the union Λ(z0) ∪ · · · ∪ Λ(zk`−1) (for example, assign to the σ-cycle of S(zi, a, b)
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the D̂-cycle of a). It follows from our earlier discussion that there are N cycles of
essential sectors and
∑N
j=1 νj −N =
∑N
j=1(νj − 1) cycles of ghost sectors in SO. Let
N1 := number of critical values of P attached to some minimal
ghost sector in SO,
N2 := number of escaping critical values of P not attached to
any minimal ghost sector in SO.
Note that each critical value that contributes to the count N1 is attached to a unique
minimal ghost sector. Furthermore, the critical values that contribute to the count
N1 or N2 can only come from the D− d critical points of P outside K0 ∪ · · · ∪Kk−1.
Hence,
(6.3) N1 +N2 ≤ D − d.
Lemma 6.8. The number of cycles of ghost sectors in SO is ≤ N1 +1. The inequality
is strict if K has period k = 1.
Proof. The following argument is inspired by [K, Theorem 5.2]. Let M denote the
number of cycles of ghost sectors in SO. There is nothing to prove if M = 1, so
let us assume M ≥ 2. The shortest sector in each of these M cycles has a critical
value attached to it. Let S1, . . . , SM denote these shortest sectors labeled so that
|S1| ≤ · · · ≤ |SM |. We prove that S1, . . . , SM−1 are minimal. This gives the bound
M − 1 ≤ N1, as required.
If Si is not minimal for some 1 ≤ i ≤M−1, it contains a point z ∈ O and therefore
it contains all but one of the sectors based at z. Among these sectors there must be
at least one representative from each of the M − 1 cycles of ghost sectors other than
the cycle represented by Si itself. This implies that there are M − 1 ghost sectors
shorter than Si, a contradiction.
When K has period 1, all ghost sectors are automatically minimal. Thus the
shortest sectors S1, . . . , SM are minimal, giving the improved bound M ≤ N1. 
Corollary 6.9. If ]a, b[ is a periodic gap of C with a, b ∈ Λ(z0), then #([a, b] ∩ I) ≤
N1 + 2. The inequality is strict if K has period k = 1.
Proof. By what we have seen, #([a, b] ∩ I) = νi for some 1 ≤ i ≤ N . By Lemma 6.8,∑N
j=1(νj − 1) ≤ N1 + 1 so νi ≤ N1 + 2. If K has period 1, the above sum is bounded
by N1 so νi ≤ N1 + 1. 
6.4. Preperiodic gaps of C. Let ]a, b[ be a strictly preperiodic gap of C. For i ≥ 0
set ai := D̂
◦ik(a), bi := D̂◦ik(b), so each ]ai, bi[ is a gap of C. Let n ≥ 1 be the
smallest integer for which ]an, bn[ is periodic. Then R
P
an , R
P
bn
co-land at a periodic
point z0 ∈ ∂K. As in §6.3, let O denote the orbit of z0 under P and let SO be the
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collection of sectors based at the points of O. Recall that N2 ≥ 0 is the number of
escaping critical values of P that are not attached to any minimal ghost sector in SO.
Lemma 6.10. #([a, b] ∩ I) ≤ #([an, bn] ∩ I) +N2.
Proof. Under the iterate D̂◦nk every angle in [a, b]∩ I maps to [an, bn]∩ I. Moreover,
by Lemma 6.3, for each θn ∈ [an, bn] ∩ I there can be at most two angles in [a, b] ∩ I
which map to θn under D̂
◦nk. Let us assume a ≤ θ < θ′ ≤ b are such angles and set
θi := D̂
◦ik(θ), θ′i := D̂
◦ik(θ′), so θn = θ′n. Let 0 ≤ i ≤ n− 1 be the largest integer for
which θi 6= θi. By Lemma 6.3, the rays R−θi , R+θ′i crash into a critical point ω of P
◦k
and the common image P ◦k(R−θi) = Rθi+1 = Rθ′i+1 = P
◦k(R+θ′i) is smooth. Hence there
is an integer 1 ≤ j ≤ k for which v := P ◦j(ω) is an escaping critical value of P . If v
were attached to a minimal ghost sector S ∈ SO, it would necessarily be an interior
critical value of S since it has the smooth or finitely broken ray R := P ◦j(R−θi) passing
through it. This would imply that the entire ray R is contained in S, and therefore
the landing point ζ of R belongs to S ∩Kj. Since S does not meet the component
Kj, the point ζ would have to be the base point of S, and R would be one of the rays
bounding S, which is a contradiction.
We have assigned to each such pair θ, θ′ at least one escaping critical value of P not
attached to any minimal ghost sector in SO. Evidently different pairs have different
critical values assigned to them, so the number of such pairs is at most N2. The
lemma follows immediately. 
We are now ready to finish the proof of Theorem C:
Proof of Theorem C. Let ]a, b[ be a gap of the Cantor set C. We need to show that
the closed interval [a, b] contains at most D−d+2 points of I. Set ai := D̂◦ik(a), bi :=
D̂◦ik(b) for i ≥ 0. We consider two cases:
• Case 1. There is a smallest n ≥ 1 such that an = bn. Then ]an−1, bn−1[ is a taut
gap of C, so ]a, b[ is a gap of I by Lemma 6.4. In this case [a, b] contains exactly two
points of I, i.e. the endpoints a, b.
• Case 2. ai 6= bi and therefore ]ai, bi[ is a gap of C for all i ≥ 0. Then there is
a smallest n ≥ 0 such that ]an, bn[ is periodic. By Corollary 6.9, [an, bn] contains at
most N1 + 2 points of I. It follows from Lemma 6.10 and the inequality (6.3) that
the cardinality of [a, b] ∩ I is at most N1 + N2 + 2 ≤ D − d + 2, as required. Again
by Corollary 6.9 this inequality is strict if K has period 1. 
7. Proof of Theorem D
In this section we give a descriptive proof of Theorem D by constructing examples
of polynomials P of degree D ≥ 3 having a filled Julia set component K of period
k = 1 and polynomial-like degree d ≥ 2 for which the semiconjugacy Π : I → T of
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Theorem A has the top valence D − d+ 1 asserted by Theorem C. If D − d+ 1 ≥ 3,
it follows that I has isolated points. The common feature of these examples is that
D−d+1 consecutive fixed rays of P co-land at a fixed point on ∂K. Our construction
is flexible in that we can designate the hybrid class of the restriction of P to a
neighborhood of K as well as the fixed rays that co-land on ∂K.
7.1. General description of the examples. The fixed rays of a monic degree D
polynomial have angles θi := i/(D−1) (mod 1), taking the subscript i modulo D−1.
Fix an integer j and choose a collection of D − d open intervals of the form
Ji =
]
θi, θi +
1
D
[
or
]
θi − 1
D
, θi
[
subject to the conditions that (i) each Ji is contained in the interval ]θj, θj+D−d[,
and (ii) the Ji have pairwise disjoint closures. (The reader can verify that there are
D − d + 1 choices for such collections). Each of the D − d intervals ]θi, θi+1[ for
j ≤ i ≤ j +D− d− 1 contains exactly one element of {Ji}, namely Ji =]θi, θi + 1/D[
or Ji+1 =]θi+1 − 1/D, θi+1[. For simplicity let θ′i := θi ± 1/D denote the endpoint of
Ji other than θi. Note that D̂(θi) = D̂(θ
′
i) = θi.
Take a polynomial Q of degree d with KQ connected. Let P be a monic polynomial
of degree D with the following properties:
(i) There is a component K = P (K) of KP and neighborhoods U0, U1 of K such
that P |U1 : U1 → U0 is a polynomial-like map of degree d hybrid equivalent to
Q.
(ii) The D−d critical points of P that do not belong to K are distinct and escape
to ∞.
(iii) For each Ji in the chosen collection, the field lines Rθi and Rθ′i crash into an
escaping critical point ωi.
We claim that these properties imply that the angles θj, . . . , θj+D−d are in I = IK
and belong to the same fiber of the semiconjugacy Π : I → T. By Theorem B and
Theorem 6.5 the corresponding rays RPθj , . . . , R
P
θj+D−d would co-land at a repelling
or parabolic fixed point on ∂K. This will reduce the proof of Theorem D to the
construction of a polynomial P satisfying (i)-(iii).
By (iii) the union Rθi ∪Rθ′i ∪{ωi} bounds a “wake” Wi containing all field lines Rθ
with θ ∈ Ji. Note that P maps Wi univalently onto the domain C r Rθi([Dsi,+∞[)
which properly contains Wi. Here si > 0 is the Green’s potential of ωi. It follows
from the Schwarz lemma that Wi contains a unique fixed point pi which is necessarily
repelling. In particular, this shows that K is not contained in Wi, so K ∩Wi = ∅. It
is easy to see that one of the two broken rays R±θi (more specifically, R
+
θi
if Ji =]θi, θ
′
i[
or R−θi if Ji =]θ
′
i, θi[) lands at pi, whereas the other lands at a fixed point zi that
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α0
α1α2α3
α0 +
1
D−1
D−1
D−2
D−3
c1 = ωi
c2
c3
α0
α1α2α3
α0 +
1
D−1
D−1
D−2
D−3
c1 = ωi
c2
c3
Figure 6. The preimages of the interval ]α0, α1[ exhaust the interval
]α0, α0 + 1/(D − 1)[ between two consecutive fixed points of D̂. The
fixed ray at angle α0 +1/(D−1) can be either smooth (left) or infinitely
broken (right).
lies outside of the union
⋃
Wj. Of the D fixed points of P counting multiplicities,
D − d are {pi} that fall in
⋃
Wj. The remaining d fixed points must be in K since
K ⊂ Cr⋃Wj. This shows that every zi belongs to K and therefore θi ∈ I. To prove
our claim, we show that ]θi, θi+1[∩I = ∅ for all j ≤ i ≤ j+D−d−1 (it will of course
follow that the zi are one and the same point).
Suppose ]θi, θi+1[ contains Ji =]θi, θ
′
i[ (the case where it contains Ji+1 =]θ
′
i+1, θi+1[
is similar). Set α0 := θi, α1 := θ
′
i = α0 +1/D. By (ii) the rays R
−
α0
, R+α1 first crash into
the critical point ωi = R
−
α0
(sα0). Since D̂(α0) = α0, the ray R
−
α0
is infinitely broken
at the preimages cn := R
−
α0
(sα0/D
n−1) of ωi (compare §2.2). Thus, for each n ≥ 1
there is an angle αn ∈]α0, α0 + 1/(D − 1)[ such that the rays R−α0 , R+αn crash into cn
(see Fig. 6). The relation P (cn) = cn−1 gives D̂(αn) = αn−1 which shows
αn = α0 +
1
D
+
1
D2
+ · · ·+ 1
Dn
.
Thus, αn → α0 + 1/(D − 1) as n → ∞. Since ]α0, αn[∩I = ∅, we conclude that
]α0, α0 + 1/(D − 1)[∩I = ∅, as required.
Figures 7 and 8 illustrate examples of cubic and quartic polynomials of this type
with super-attracting fixed points at 0, so their quadratic-like restrictions are hybrid
equivalent to z 7→ z2. Fig. 7 shows the case D = 3 with the choice
J1 = ]θ
′
1, θ1[ =
]1
6
,
1
2
[
,
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R0
R+1/2 β
ω1
K
Figure 7. Filled Julia set of a degree D = 3 polynomial P with a
quadratic-like restriction hybrid equivalent toQ(z) = z2. The fixed rays
R0, R
+
1/2 co-land at the fixed point β on the boundary of the component
K of KP . Here P (z) = az
2 + z3 with a ≈ 0.31629− i1.92522.
where the fixed rays R0, R
+
1/2 co-land at a repelling fixed point β ∈ ∂K. Fig. 8 shows
the case D = 4 with the choice
J1 = ]θ
′
1, θ1[ =
] 1
12
,
1
3
[
and J2 = ]θ2, θ
′
2[ =
]2
3
,
11
12
[
,
where the fixed rays R0, R
+
1/3, R
−
2/3 co-land at a repelling fixed point β ∈ ∂K. In this
example θ0 = 0 is an isolated point of I.
7.2. Construction of examples by surgery. We now give the details of the
construction of polynomials that have the properties (i)-(iii) above. The idea is to
use a cut-and-paste surgery to construct a synthetic model for such a polynomial,
and then apply the measurable Riemann mapping theorem to realize it as an actual
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R0
R+1/3
R−2/3
β
ω1
ω2 = ω1
K
Figure 8. Filled Julia set of a degree D = 4 polynomial P with a
quadratic-like restriction hybrid equivalent to Q(z) = z2. The fixed
rays R0, R
+
1/3, R
−
2/3 co-land at the fixed point β on the boundary of the
component K of KP . Here P (z) =
3
√
10 z2+az3+z4 with a ≈ −1.64846.
polynomial map. To simplify our exposition, we illustrate the construction of a degree
D = 6 polynomial with a degree d = 2 polynomial-like restriction and D− d+ 1 = 5
fixed rays (one smooth, four broken) co-landing at a fixed point on ∂K. The general
case is a straightforward modification of this example.
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For 0 ≤ i ≤ 4 let θi := i/5 (mod 1), so each θi is fixed under multiplication by
6 (mod 1). Set
θ′1 := θ1 −
1
6
=
1
30
θ′2 := θ2 −
1
6
=
7
30
θ′3 := θ3 +
1
6
=
23
30
θ′4 := θ4 +
1
6
=
29
30
.
Fix a radius R > 1. Define a Riemann surface X conformally equivalent to the
Riemann sphere Ĉ as follows. Cut eight slits in Ĉ along each of the closed straight
line segments [0, Re2piiθ] where θ ∈ {θ1, . . . , θ4, θ′1, . . . , θ′4}. We can think of the interior
of each slit as having two sides which we denote by δ−θ and δ
+
θ for θ in the above set.
In other words, for 0 < r < R,
δ+θ (r) := lim
τ↘θ
re2piiτ
δ−θ (r) := lim
τ↗θ
re2piiτ .
The union Y of the slit sphere together with the sixteen arcs δ±θ is a Riemann
surface with real-analytic boundary arcs. Define a Riemann surface X ∗ by making
the identifications
δ+θ′i
(r)←→ δ−θi(r) and δ−θ′i(r)←→ δ
+
θi
(r) (0 < r < R)
on the boundary arcs of Y for 1 ≤ i ≤ 4. It is not hard to check that X ∗ is
homeomorphic to a 2-sphere with nine points removed, and that these missing points
are analytically punctures. These punctures correspond to the four points
ci := lim
r→R
δ±θ′i(r) = limr→R
δ∓θi(r) (1 ≤ i ≤ 4)
together with the four points
z1 := lim
r→0
δ+θ′1
(r) = lim
r→0
δ−θ1(r) z2 := limr→0
δ+θ′2
(r) = lim
r→0
δ−θ2(r)
z3 := lim
r→0
δ−θ′3(r) = limr→0
δ+θ3(r) z4 := limr→0
δ−θ′4(r) = limr→0
δ+θ4(r)
together with the single point
z0 := lim
r→0
δ−θ′1(r) = limr→0
δ+θ1(r) = limr→0
δ−θ′2(r) = limr→0
δ+θ2(r)
= lim
r→0
δ+θ′3
(r) = lim
r→0
δ−θ3(r) = limr→0
δ+θ′4
(r) = lim
r→0
δ−θ4(r)
(compare Fig. 9). If we add these nine punctures to X ∗, we obtain a compact Riemann
surface X homeomorphic to a 2-sphere and therefore biholomorphic to the Riemann
sphere Ĉ by the uniformization theorem. The function log |z| on Y induces a well-
defined subharmonic function G on X which tends to −∞ at z0, . . . , z4 and takes the
value s0 := logR at c1, . . . , c4 having simple critical points there. For s ∈ R define
Ω(s) := {z ∈ X : G(z) > s}.
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Evidently the identity map gives rise to a biholomorphism
ζ : {z ∈ Y : |z| > R} → Ω(s0).
The map z 7→ z6 on Y induces a degree 6 holomorphic branched covering f :
Ω(s0/6)→ Ω(s0) with nine critical points, four simple critical points at c1, . . . , c4 and
a critical point of multiplicity 5 at ∞. However it is not possible to holomorphically
extend f to Ω(s) for any s < s0/6, because each of the pre-images of the ci will
become a point of discontinuity. To circumvent this problem, we use quasiconformal
surgery to extend the restriction f |Ω(s0/3) to a degree 6 smooth branched covering of
X with an invariant conformal structure of bounded dilatation.
For 0 ≤ i ≤ 4 and s ≤ s0 denote by Di(s) the disk neighborhood of zi consisting
of points z with −∞ ≤ G(z) < s. For 0 ≤ i ≤ 4 and s < s0 < s′ denote by Ai(s, s′)
the closed topological annulus X r (Ω(s′) ∪ Di(s)). Take any quadratic polynomial
Q with connected filled Julia set. For s > 0 let V (s) denote the topological disk
{z ∈ C : GQ(z) < s}, where GQ is the Green’s function of Q. Fix some ρ > 0 and
let φ : V (2ρ) → D0(s0/3) be any conformal isomorphism which sends 0 to z0. Set
D′0 := φ(V (ρ)). The conjugate map
f0 := φ ◦Q ◦ φ−1 : D′0 → D0(s0/3)
is a quadratic-like map conformally conjugate to Q which extends to a smooth (in fact
real-analytic) degree 2 covering map between the boundary curves, that is, between
the inner boundaries of the closed annuli D0(s0/3) r D′0 and A0(s0/3, 2s0). Since f
restricts to a smooth degree 2 covering map between the outer boundaries of the same
annuli, we can interpolate between f0 and f to obtain a smooth degree 2 covering
map D0(s0/3)rD′0 → A0(s0/3, 2s0). This gives a smooth extension of f to D0(s0/3)
which is holomorphic in D′0.
We can define similar degree 1 extensions of f to the four remaining components of
{z ∈ X : −∞ ≤ G(z) < s0/3}, namely the topological disks Di(s0/3) for 1 ≤ i ≤ 4.
That is, we can find a diskD′i compactly contained inDi(s0/3) and a smooth extension
of f to Di(s0/3) which maps D
′
i conformally onto Di(s0/3) and the closed annulus
Di(s0/3) r D′i diffeomorphically onto Ai(s0/3, 2s0). The details are straightforward
and will be left to the reader.
Let f˜ : X → X denote the extension of f |Ω(s0/3) constructed this way. Then f˜
is a degree 6 branched covering of X which is smooth and therefore quasiregular.
Define a conformal structure µ on X by setting µ = µ0 (the standard conformal
structure) on Ω(s0/3) and extending it by pulling back under the iterates of f˜ . In
other words, for each n ≥ 1, set µ = (f˜ ◦n)∗(µ0) in f˜−n(Ω(s0/3)), and define µ = µ0 on
X r⋃n≥0 f˜−n(Ω(s0/3)). Evidently µ is f˜ -invariant and has bounded dilatation since
each backward orbit starting in Ω(s0/3) passes through each non-holomorphic region
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Y
X
z0
z1
z2
z3
z4
c1
c2
c3
c4
δ−
θ′1
δ+
θ′4
δ+
θ′1
δ−
θ′4
δ−θ1
δ+θ4
δ+θ1
δ−θ4
δ−
θ′2
δ+
θ′3
δ+
θ′2
δ−
θ′3
δ−θ2
δ+θ3
δ+θ2
δ−θ3
Figure 9. The cut-and-past construction of the Riemann surface X ∼=
Ĉ. The solid white curves are the level sets of the function log |z| on
Y and the induced subharmonic function G on X . The dashed white
curves are the radial lines at angles θi, θ
′
i in Y and their corresponding
images in X .
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Di(s0/3)rD′i of f˜ once (or twice if it hits the boundary). By the measurable Riemann
mapping theorem, there exists a quasiconformal homeomorphism ψ : X → Ĉ which
pulls back the standard conformal structure of Ĉ to µ. We can normalize ψ such that
the conformal map ψ ◦ ζ : {z ∈ Y : |z| > R} → ψ(Ω(s0)) is tangent to the identity
at ∞. The conjugate map P := ψ ◦ f˜ ◦ ψ−1 is then a degree 6 monic polynomial.
Moreover, the conformal map B := ζ−1 ◦ ψ−1 : ψ(Ω(s0)) → {z ∈ Y : |z| > R}
conjugates P to z 7→ z6 and is tangent to the identity at ∞, so B must be the
Bo¨ttcher coordinate for P . In particular, each radial line {re2piiθ : r > R} in Y pulls
back under B to the field line Rθ for P .
Setting U1 := ψ(D
′
0) and U0 := ψ(D0(s0/3)), we see that the restriction P |U1 :
U1 → U0 is a quadratic-like map hybrid equivalent to Q and therefore its filled Julia
set K is connected. The boundary of U0 is contained in the basin of ∞ and so is
the boundary of the topological disk (P |U1)−n(U0) for every n ≥ 1. It follows that
K =
⋂
n≥0(P |U1)−n(U0) is a connected component of the filled Julia set KP . Moreover,
by the construction the four critical points ωi := ψ(ci) of P are escaping at the
common potential s0, and the field lines Rθi and Rθ′i crash into ωi for 1 ≤ i ≤ 4. Thus
P satisfies the conditions (i)-(iii) of §7.1. We conclude that the angles {θ0, . . . , θ4}
belong to the same fiber of Π : IK → T and the five rays R0, R+θ1 , R+θ2 , R−θ3 , R−θ4 co-land
at a fixed point on ∂K.
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