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Abstract
Recent work by Phillips (Econometrica 66 (1998) 1299) has shown that stochastic trends can
be validly represented in empirical regressions in terms of deterministic functions of time. These
representations o er an alternative mechanism for modelling stochastic trends. It is shown here
that the alternate representations a ect the asymptotics of all commonly used unit root tests in the
presence of trends. In particular, the critical values of unit root tests diverge when the number
of deterministic regressors K →∞ as the sample size n→∞. When they are appropriately
recentered and standardized, unit root limit distributions are shown to be normal as K →∞.
c   2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Since Nelson and Plosser (1982) there has been a vast amount of empirical work
concerned withth e issue of testing di erence stationarity against trend stationarity. In
constructing suchtests it is now common empirical practice to work witha general
maintained hypothesis embodying alternative speci cations to a unit root model that
include a variety of deterministic trends and trend break functions. The latter o er
 The  rst version of this paper was written while the author was visiting the University of Auckland in
July and August of 1998 and living on Waiheke Island. Some of the results were reported by the author
in the course of a more general lecture on spurious regressions at the EC2 Conference in Amsterdam in
December, 1997.
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Fig. 1. Densities of
  1
0 WX dW=
  1
0 W2
X for 1WX = W and for X   =( 1 ;r;:::;rp).
some interesting alternative explanations of data nonstationarity in terms of structural
shifts. As is now well understood, the presence of such deterministic functions in the
regression a ects the asymptotic distribution of all the usual statistical tests for a unit
root and does so under both null and local alternative hypotheses. This means, of
course, that the critical values of the tests change with the speci cation of the deter-
ministic trend functions, necessitating the use of di erent statistical tables according to
the precise speci cation of the  tted model. Fig. 1 shows the asymptotic distributions
of th e coe cient-based test in regressions withno trend and withpolynomial trends of
degrees p =1 ;2;5. 1 Clearly, there is substantial sensitivity in the distribution as the
trend degree changes.
In a recent paper, Phillips (1998) has shown that deterministic trend speci cations
are not necessarily alternatives to a unit root model at all. More precisely, unit root
processes have limiting forms in terms of Brownian motion and continuous stochastic
processes such as Brownian motion have valid mathematical representations entirely in
terms of deterministic functions. It is therefore possible to model a unit root process in
the limit with an R2 of unity by regression on deterministic trends. This result would
appear to have certain implications for unit root modelling and testing. In particular,
it indicates that one might mistakenly ‘reject’ a unit root model in favour of a trend
‘alternative’ when in fact the alternative model is nothing other than an alternate repre-
sentation of the unit root process itself. Looking at Fig. 1, it is apparent that the limit
distribution changes in shape (becoming more like a normal) and changes in location
1 In this  gure, W is standard Brownian motion and WX is the L2 projection residual of W on X.P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353 325
Nomenclature
→ a:s: almost sure convergence
→ p convergence in probability
=d;≡ distributional equivalence
:= de nitional equality
W(r) standard Brownian motion
BM( 2) Brownian motion withvariance  2
⇒; → d weak convergence
[ · ] integer part of
r ∧ s min(r;s)
∼ asymptotic equivalence
op(1) tends to zero in probability
oa:s:(1) tends to zero almost surely
(shifting into the left tail) as p increases. In consequence, if the approach to modelling
the time series were such that one contemplated increasing p as the number (n)o f
sample observations increased, and to continue to do so as n→∞, then it would appear
that a limit theory in which p→∞ when n→∞ may be more appropriate.
The purpose of the present paper is to make the heuristic discussion in the last
paragrapha little more precise. Th e paper is organized as follows. Section 2 gives
the background needed for the present development. Section 3 gives some preliminary
theory and a main result for unit root asymptotics when the number of deterministic
regressors (K) tends to in nity. Section 4 shows how to derive joint limit theory for
a unit root autoregression when both the sample size (n) and K tend to in nity under
the side condition that K=n→0. Section 5 concludes, o ers some interpretations, and
discusses some of the implications of the theory for applied work. Proofs are collected
together in Section 6 and notational conventions are summarized in Section 7.
2. Background asymptotics
The development in this paper will concentrate on a unit root time series yt = t
1us,
whose increments ut form a stationary time series withzero mean,  nite absolute
moments to order p¿2, and long run variance  2 ¿0, and which satis es the func-
tional law
y[n·] √
n
⇒ B(·) ≡ BM( 2); (1)
for which primitive conditions are well known (e.g., see Phillips and Solo, 1992). It is
convenient also to use the Hungarian strong approximation (e.g. Cs  org˜ o and Horv  ath,
1993) to yt, according to wh ichwe can construct an expanded probability space witha326 P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353
Brownian motion B(·) for which
sup
06k6n
|yk − B(k)| =o a:s:(n1=p)
or
sup
06k6n
 
 
 
 
yk √
n
− B
 
k
n
  
 
 
  =o a:s:
 
1
n1=2−1=p
 
: (2)
This gives the direct representation
yt−1 √
n
= B
 
[nr]
n
 
+o a:s:(1) (3)
for (t−1)=n6r ¡t=n; t ¿1. In what follows, we will assume that the space has been
expanded as necessary in order for (3) to apply.
Phillips (1998) studied the asymptotic properties of regressions of yt on deterministic
regressors of the type
yt =
K  
k=1
ˆ bk’k
  t
n
 
+ˆ ut; (4)
or, equivalently (withˆak = n−1=2 ˆ bk),
yt √
n
=
K  
k=1
ˆ ak’k
  t
n
 
+
ˆ ut √
n
; (5)
when the regressors ’k are the eigenfunctions of the covariance kernel,  2r ∧s,o ft he
Brownian motion B. These functions have the form
’k(r)=
√
2sin[(k − 1=2) r] (6)
and constitute a complete orthonormal system in L2[0;1]. When combined with the
eigenvalues
 k =
4
(2k − 1)2 2
of the covariance kernel, these functions deliver an orthonormal representation of the
Brownian motion B, viz.
B(r)=
√
2
∞  
k=1
sin[(k − 1=2) r]
(k − 1=2) 
 k =
∞  
k=1
 
1=2
k ’k(r) k; (7)
where the components  k are independently and identically distributed (iid) as N(0;  2).
This series representation of B(r) is convergent almost surely and uniformly in r ∈[0;1].
Let  K, and ’K(r)b eK-vectors of the  rst K elements of { k} and {’k(r)}, respec-
tively, and  ⊥, and ’⊥(r) be vectors of the remaining elements of these sequences.
Then, we may write (7) as
B(r)=’K(r)  
1=2
K  K + ’⊥(r)  
1=2
⊥  ⊥; (8)P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353 327
where  K = diag( 1;:::;  K) and  ⊥ = diag( K+1;  K+2;:::). Note that the coe cient
of the deterministic function ’k(r) in (7) is of order Op(1=k), so that the functions in
the representation become less important as k gets large.
The reader is referred e.g. to Shorack and Wellner (1986) for more details on
orthonormal representations of stochastic processes and to Phillips (1998) for further
discussion of (7) and some related representations. One particular representation of
interest has the form
B(r)=r 0 +
√
2
∞  
k=1
sin(k r)
k 
 k (9)
with
 0 = B(1);  k =
√
2
  1
0
sin(k s)
k 
(B(s) − sB(1))ds
and where, again, the  k are iid N(0;  2) and (9) converges almost surely and uni-
formly for r ∈[0;1]. The representation (9) has a linear trend component with the
random coe cient  0=B(1) and shows that B(r) can be written in terms of low-order
polynomials and sinusoidal functions. Just as (4) is an empirical version of (7),
the regression of yt on a linear trend produces an empirical analogue of (9)—see
Phillips (1996a).
Let ˆ aK =(ˆ ak) be the coe cients and ’Kt =( ’k(t=n)) be the K-vector of regressors
in (5). Let cK ∈RK be any vector with c 
KcK =1 ;t c
K ˆ aK be the usual least squares
regression t-ratio for the linear combination of coe cients c 
KaK, and let R2 be the
regression coe cient of determination. The following two results come in large part
from Phillips (1998) and give the asymptotic properties of these statistics when K
is  xed and when K →∞. Lemma 2.1 extends some of the early work on spurious
regressions contained in Phillips (1986) and Durlauf and Phillips (1988). Lemma 2.2
deals with complete limit representations and shows that the empirical regression (5)
succeeds in reproducing the entire L2 orthonormal representation (i.e. (7) above) of
B(·) when K →∞ as n→∞ provided that K=n→0.
Lemma 2.1. For  xed K; as n→∞ we have:
(a) c 
K ˆ aK ⇒ c 
K[
  1
0 ’KB]
d =N(0;c  
K KcK);
(b) n−2  n
t=1 ˆ u
2
t ⇒
  1
0 B2
’K;
(c) n−1=2tc
K ˆ aK ⇒ c 
K[
  1
0 ’KB]=
   1
0 B2
’K
  1=2
;
(d) R2 ⇒ 1 −
  1
0 B2
’K=
  1
0 B2;
where B’K(·)=B(·) −
   1
0 B’ 
K
    1
0 ’K’ 
K
  −1
’K(·) is the L2 -projection residual of
B on ’K;  K = diag( 1;:::;  K); and  k is the eigenvalue of the covariance function
 2r ∧ s corresponding to ’k.328 P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353
Lemma 2.2. As K →∞;c  
K KcK tends to the positive constant  2
c = c  c; where
c=(ck);  =diag( 1;  2;:::) and c c=1. Moreover; if K →∞and K=n→0 as n→∞;
we have:
(a) n−1  n
t=1 ’Kt’ 
Kt = IK +O ( K=n);
(b) ˆ aK =  
1=2
K  K +O a:s:(K=n +1 =n1=2−1=p);
(c) c 
K ˆ aK ⇒ N(0;  2
c);
(d) n−2  n
t=1 ˆ u
2
t
p
→0;
(e) n−1=2tc
K ˆ aK diverges;
(f) R2 p
→1.
Remark 2.3. (a) In Lemma 2.2; the condition K=n→0 ensures that the matrix
n−1  n
t=1 ’Kt’ 
Kt is positive de nite and that; as n→∞; it di ers from the matrix
  1
0
’K(s)’K(s) ds = IK;
where ’K(s)=( ’k(s)) by a term of O(K=n) = o(1) as n→∞.
(b) Part (b) of Lemma 2.2 shows that the regression coe cients ˆ aK in (5) di er from
the variates  K= 
1=2
K  K that appear in the orthonormal representation (8) by a term
that is oa:s:(1) as n→∞. Hence; the regression coe cients ˆ aK have components
that are asymptotically independent as n→∞.
(c) As discussed in Phillips (1998); the divergence of the t-ratio tc
K ˆ aK con rms that
the coe cients of the deterministic regressors will inevitably be deemed signi cant
as n→∞. This divergence also applies; but at a slightly reduced rate; when robust
standard errors are used in the construction of the t-ratio (Phillips; 1998).
(d) Since R2 p
→1; the empirical regression successfully reproduces the full orthonormal
representation of the limit Brownian motion corresponding to the dependent vari-
able yt. This outcome also applies to regressions on linearly independent determin-
istic functions other than the orthonormal set {’k}. Thus; modelling of stochastic
trends by deterministic functions will inevitably be successful in large samples of
data in the sense that the alternate representations in terms of these functions will
be con rmed in statistical testing.
3. Main results
This section extends the analysis of regressions of form (5) by the inclusion of a
lagged dependent variable in the regression. The model conforms to the usual setting
for testing the presence of a unit root against trend stationarity. Thus, we consider the
typical autoregression withtrend equation
yt =ˆ  yt−1 +
K  
k=1
ˆ bk’k
  t
n
 
+ˆ ut;K; (10)P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353 329
Fig. 2. Unit root densities
  1
0 W’K dW=
  1
0 W2
’K for W’K = W and for K =1 ;2;5.
which we write in observation vector form as
y =ˆ  y−1 +  K ˆ bK +ˆ uK:
In the case of the augmented Dickey Fuller (ADF) test, the equation would be aug-
mented with lagged di erences. Our focus of interest will be the limit behavior of
coe cient based and t-ratio based unit root tests. At a substantial level of generality
regarding the increments ut, semiparametric Z tests (Phillips, 1987; Phillips and Perron,
1988; Ouliaris et al., 1989) and ADF tests (Said and Dickey, 1984; Xiao and Phillips,
1998) have the same limit distributions. In particular, the coe cient tests behave as
Z ;ADF  ⇒
  1
0 W’K dW
  1
0 W 2
’K
(11)
and the t-ratio tests as
Zt;ADFt ⇒
  1
0 W’K dW
   1
0 W 2
’K
  1=2; (12)
where W’K(·)=W(·)−
   1
0 W’ 
K
    1
0 ’K’ 
K
  −1
’K(·)i st he L2-projection residual of
W on ’K and where W is standard Brownian motion.
The limit distribution (11) is shown in Fig. 2 for a selection of values of K.T he
situation is analogous to that of Fig. 1, which shows a corresponding selection for the
case where ’K is a polynomial of degree of K. In bothcases, th e limit distributions
are highly sensitive to the inclusion of additional deterministic regressors. Interestingly,330 P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353
the distributions shown in Figs. 1 and 2 are very similar even though the deterministic
regressors are quite di erent.
Our purpose now is to  nd the limit form of these distributions as K →∞. Our
analysis will  rst use sequential limit theory, in which we consider the limit behavior
of (11) and (12) as K →∞. This is equivalent to taking limits as n→∞, followed
by K →∞, which we denote as (n;K →∞)seq. Subsequently, we will show that the
same results apply under the more general framework of joint limits whereby n;K →∞
simultaneously, which we denote as (n;K →∞), under the condition that K=n→0. A
general approach to multi-index asymptotics has been developed recently in Phillips
and Moon (1999) which gives some useful background theory. In particular, this ref-
erence provides some conditions under which sequential and joint limit behavior is the
same. Unfortunately, the theory in Phillips and Moon (1999) cannot be applied directly
here because the multi-indexed random quantities are not constituted from panels with
iid cross-section observations, as they are in that paper. Section 4 therefore provides
some alternative limit theory that applies in the present case where the data is not
multidimensional but involves two indexes which tend to in nity as (n;K)→∞.
The following two lemmas characterize the limit behavior, as K →∞,o ft he
Brownian functionals that appear in the numerator and denominator of the unit root
distributions (11) and (12).
Lemma 3.1. As K →∞:
(a)
  1
0 W’K dW → p − 1
2;
(b) K
  1
0 W 2
’K → p
1
 2.
Lemma 3.2. As K →∞:
(a)
  1
0 W’K dW +
1
2
=O p
 √
lnK
K
 
;
(b)
√
K
 
K
  1
0 W 2
’K −
1
 2
 
⇒ 1
 2N
 
0;
2
3
 
.
The limit behavior of the unit root test statistics now follows directly and is given
in the next result.
Theorem 3.3. As K →∞:
(a)
  1
0 W’K dW
  1
0 W2
’K
∼−  
2K
2 ;
  1
0 W’K dW
   1
0 W2
’K
  1=2 ∼−
 
√
K
2
;
(b) 1 √
K(
  1
0 W’K dW
  1
0 W2
’K
+  
2
2 K) ⇒ N(0; 1
6 4);
(c) (
  1
0 W’K dW
   1
0 W2
’K
  1=2 +  
2
√
K) ⇒ N
 
0;
 2
24
 
.P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353 331
Fig. 3. Unit root t-ratio densities
  1
0 W’K dW=(
  1
0 W2
’K)1=2 for W’K = W and for K =1 ;2;5.
Discussion 3.4. (a) Bothth e coe cient and t-ratio forms of the unit root limit
distributions diverge to −∞ as K →∞. The critical values of these distributions
that are used in statistical tests of unit root distributions also diverge.
(b) Apparently; the limiting forms of both the coe cient and t-ratio forms of the unit
root distributions are normal as K →∞ when appropriately centered and scaled.
The coe cient limit theory shown in part (b) of Theorem 3.3 indicates that scaling
by 1=
√
K as well as recentering is required to achieve a well de ned limit distribu-
tion. Part (c) indicates that only recentering of the t-ratio limit theory is required.
Thus; the t-ratio test statistic is appropriately scaled; but diverges to minus in nity
as K →∞.
(c) Both the limit normal distributions for the coe cient and t-ratio cases are corro-
borated in the numerical results shown in Figs. 2 and 3. Each of these  gures
shows the new limiting (large K asymptotic) normal approximation that applies for
K = 5. In particular; the curve in Fig. 2 corresponding to ‘K asymptotic’ gives
the Gaussian approximation N(− 2K;( 4=6)K) with K = 5 for the coe cient test
distribution; similarly; the curve in Fig. 3 corresponding to ‘K asymptotic’ gives the
Gaussian approximation N(−( =2)
√
K; 2=24) with K=5 for the t-test distribution.
The approximations are surprisingly good for such a small value of K.
4. Joint limit theory as (n;K →∞)
We now explore the conditions under which the main results above apply
when K →∞ as n→∞. Our approach is to show that the sequential limit results as332 P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353
(n;K →∞)seq that are used in the earlier derivations hold also for joint limits as
(n;K →∞) provided that the condition K=n→0 holds. We will con ne our attention
here to extending Lemma 3.1 and the divergence result given in Theorem 3.3(a).
We start by noting (see Phillips and Moon, 1999) that a multi-indexed sequence
XK;n converges in probability jointly to X, written XK;n → pX as (n;K →∞), if
lim
n;K →∞
P{ XK;n − X ¿ } =0 ∀ ¿0: (13)
To establish (13) it is su cient to show that as (n;K →∞)
E XK;n − X 2 →0:
Using this approach, we can establish the joint limits in probability for the component
statistics of unit root tests arising from the regression (10). The two statistics of primary
interest are: (i) the residual moment matrix
y 
−1QKy−1;Q K = I −  K(  
K K)−1  
K;
where
  
K =( ’K1;:::;’ Kn);
and ’Kt =( ’k(t=n)) as before; and (ii) the sample covariance y 
−1QKu.
We will look at the leading case where ut is iid N(0;  2) so that we need not have
to be concerned with serial correlation corrections in the analysis that follows. The
normality assumption simpli es the derivation but is not essential and could probably
be replaced by a fourth-moment condition, although we have not done that analysis. The
results for the more general case can be expected to follow in a similar way, albeit
with much more complex derivations that allow for the form of the parametric or
nonparametric serial correlation corrections used in the test statistics. Also, in Lemma
4.1, the rate condition K4=n→0 is used in proving the lemma. This rate places a
stronger restriction on the allowable expansion path for K than the requirement K=n→0
that is used elsewhere in the paper. It is mainly the result of the line of proof being
used and it seems likely that it is stronger than is needed.
The limiting forms of the main statistics are given in the following result.
Lemma 4.1. As (n;K →∞) with K4=n→0; we have:
(a) E( K
n2y 
−1QKy−1)= 
2
 2 +O (K
4
n + 1
K);
(b) E(1
ny 
−1QKu)=− 
2
2 +O (K
3
n + 1
K);
(c) K
n2y 
−1QKy−1 → p
 
2
 2;
(d) 1
ny 
−1QKu→ p −  
2
2 .
The limit behavior of the unit root test statistics now follows directly and we give
below the analogue of Theorem 3.3 (a).
Theorem 4.2. If (n;K →∞) and K4=n→0; then
Z ;ADF  ∼−
 2K
2
;Z t;ADFt ∼−
 
√
K
2
:P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353 333
Discussion 4.3. This limit theory is obviously very di erent from that of the con-
ventional Z and ADF asymptotics for  xed K. Note; however; that if ˆ   is the  tted
coe cient of the lagged dependent variable; as in the empirical regression (10); then
the theorem implies that ˆ   =1− ( 2=2)(K=n)+o p(K
n )→ p1a s( n;K →∞). Thus; ˆ   is
still consistent for   =1 ; but has a slower rate of approach than when K is  xed.
5. Conclusions
Earlier work by Phillips (1998) showed that a serious attempt to model a stochastic
trend in terms of deterministic functions will always be successful, and is capable of
producing an R2 of unity in the limit. The present contribution shows that this outcome
remains true when a lagged dependent variable is present in the regression. In con-
sequence, deterministic functions and lagged variables are seen to jointly compete for
the explanation of a stochastic trend in a time series. In such a competition, the results
con rm that the deterministic functions will continue to be successful in modelling
the trend even in the presence of an autoregression. The net e ect of including K
deterministic functions in the regression is that the rate of convergence to unity of the
autoregressive coe cient ˆ   is slowed down. The explanation for the nonstationarity in
the data is then shared between the deterministic regressors and the lagged dependent
variable.
One way of interpreting these asymptotic results is as follows. The more serious
is the attempt to model a stochastic trend by deterministic functions then the more
successful it will be. It is important to recognize that careful design of a deterministic
trend function, for any given realization of a time series, is certain to lead to a good
deal of the low-frequency variation in the series being explained. Examples of such
careful deterministic trend modelling abound in recent empirical work, especially in
the application of models with breaking trends. When the data is inspected and a
trend model is designed carefully to ensure a small number of  tted parameters yet
still capture the essential features of the trending behavior, it may be viewed as a
parsimonious form of a more general model for trends involving a larger number, K,
of agnostic orthonormal regressors like ’k in (10). In suchcases, th e actual K in the
 tted regression may understate the number of regressors in the underlying maintained
hypothesis from which the selected model is drawn. The appropriate form of asymptotic
theory to use in such cases is far from being clear cut.
The fact that deterministic trend regressors and lagged regressors can both be used
to model unit root processes raises some important modelling issues that have not
been discussed here. Two of these issues are parsimony and forecasting. From both
these perspectives, there may be good reasons for prefering the simplicity of lagged
variable regressors to the complexity of deterministic trend=trend break representations.
Criteria for choosing between such representations for trending time series have been
explored recently in Phillips and Ploberger (1996) and Phillips (1996b). An analysis
of how trending data a ects the capacity to reproduce the properties of the optimal
predictor is given in Ploberger and Phillips (2002, 2003). It is shown there that increas-
ing the dimension of the parameter space carries a price in terms of the quantitative334 P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353
bound of how close we can come to the ‘true’ data generating process and, in con-
sequence, how close we can reproduce the properties of the optimal predictor. It is
further shown that this price goes up when we have trending data and use trending re-
gressors and that the price is higher for deterministic (polynomial) trends than it is for
stochastic trends. These are additional and rather complicated considerations a ecting
the choice between deterministic trend regressors and lagged variables in modelling
trending data.
Appendix A. Technical points and proofs
Proof of Lemma 2.1. See Phillips (1998), Theorem 3.1.
Proof of Lemma 2.2. Let  Kt =’Kt’ 
Kt and note that  Kt = K(t=n) is a continuously
di erentiable matrix function withbounded derivatives of all orders in view of (6).
Write, for (t − 1)=n6s¡t=n ,
 Kt = K
  t
n
 
=  K(s)+ 
(1)
K (s∗)
  t
n
− s
 
=’K(s)’K(s)  +  
(1)
K (s∗)
  t
n
− s
 
with s∗ on the line segment between t=n and s for eachcomponent of  K. Then, since
K¡n ,w eha v e
n−1
n  
t=1
’Kt’ 
Kt =
n  
t=1
  t=n
(t−1)=n
’K(s)’K(s)  ds
+
n  
t=1
  t=n
(t−1)=n
 
(1)
K (s∗)
  t
n
− s
 
ds
=
  1
0
’K(s)’K(s)  ds
+
n  
t=1
  t=n
(t−1)=n
 
(1)
K (s∗)
  t
n
− s
 
ds
=IK +
n  
t=1
  t=n
(t−1)=n
 
(1)
K (s∗)
  t
n
− s
 
ds:
The elements of  
(1)
K are uniformly bounded above, so that
sup
16i;j6K
sup
16t6n
sup
s∈[(t−1)=n;t=n]
| 
(1)
K;i;j(s)|6MP.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353 335
for some  nite M¿0 that is independent of K. Also |t=n − s|61=n uniformly for
s∈[(t − 1)=n;t=n]. Using the matrix norm  A  = maxi
 K
j=1 |aij|,w eha v e
 
 
 
 
 
 
 
 
 
 
n  
t=1
  t=n
t−1=n
 
(1)
K (s∗)
  t
n
− s
 
ds
 
 
 
 
 
 
 
 
 
 
6
n  
t=1
  t=n
(t−1)=n
  
(1)
K (s∗) 
 
 
 
t
n
− s
 
 
  ds
6
K
n
M
  1
0
ds =O
 
K
n
 
= o(1):
Part (a) follows directly. To prove part (b), we use part (a), the strong approximation
(2) and (8), giving
ˆ aK =
 
n−1
n  
t=1
’Kt’ 
Kt
  −1  
n−1
n  
t=1
’Kt
yt √
n
 
=
 
IK +O
 
K
n
   −1  
n−1
n  
t=1
’K
  t
n
  
B
  t
n
 
+o a:s:
 
1
n1=2−1=p
   
=
 
IK +O
 
K
n
     1
0
’K(r)B(r)dr +o a:s:
 
1
n1=2−1=p
  
=
  1
0
’K(r)B(r)dr +O a:s:
 
K
n
+
1
n1=2−1=p
 
= 
1=2
K  K +O a:s:
 
K
n
+
1
n1=2−1=p
 
;
as stated. Parts (c)–(f) are proved in Phillips (1998) Theorem 3.3.
Proof of Lemmas 3.1 and 3.2. It is simplest to derive these two results together. To
prove part (a) of Lemmas 3.1 and 3.2, we obtain an approximate representation of the
stochastic integral
  1
0 W’K dW which reveals its limiting form. This form shows that
as K →∞
E
   1
0
W’K dW
 
→−
1
2
(A.1)
and
var
   1
0
W’K dW
 
→0; (A.2)
giving the result in Lemma 3.1(a). Analysis of the orders of magnitude give Lemma
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Start by writing
  1
0
W’K dW =
  1
0
W dW −
   1
0
W’ 
K
    1
0
’K’ 
K
  −1    1
0
’K dW
 
=
  1
0
W dW −
   1
0
W’ 
K
    1
0
’K dW
 
; (A.3)
whose expectation is
− E
    1
0
W’ 
K
    1
0
’K dW
  
: (A.4)
To evaluate (A.4), use the orthonormal representation (8) which we write as
W(r)=’K(r)  
1=2
K  K + ’⊥(r) 
1=2
⊥  ⊥; (A.5)
where  K;  ⊥ are now vectors of independent standard normal variates,  K =
diag( 1;:::;  K);  ⊥ = diag( K+1;:::);’  
K =( ’1;:::;’ K) and ’ 
⊥ =( ’K+1;:::). Then,
by the L2 orthogonality of ’K and ’⊥,w eha v e
  1
0
’KW =  
1=2
K  K; (A.6)
and since ’K is continuous and of bounded variation we can apply integration by parts
to
  1
0 ’K dW giving
  1
0
’K dW = ’K(1)W(1) −
  1
0
’
(1)
K W: (A.7)
It follows that (A.4) is
−E
 
  
K 
1=2
K
 
’K(1)W(1) −
  1
0
’
(1)
K W
  
= − E
 
  
K 
1=2
K ’K(1)  
K 
1=2
K ’K(1)
 
+E
 
  
K 
1=2
K
   1
0
’
(1)
K (r)’K(r) 
 
 
1=2
K  K
 
= − tr
 
E( K  
K) 
1=2
K ’K(1)’K(1)  
1=2
K
 
+tr
 
E( K  
K) 
1=2
K
   1
0
’
(1)
K (r)’K(r) 
 
 
1=2
K
 
= − tr[ K’K(1)’K(1) ]+tr
 
 K
   1
0
’
(1)
K (r)’K(r) 
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= − ’K(1)  K’K(1) +
  1
0
’K(r)  K’
(1)
K (r): (A.8)
As K →∞, (A.8) tends to
−’(1)  ’(1) +
  1
0
’(r)  ’(1)(r)
= −
∞  
k=1
 k’k(1)2 +
∞  
k=1
 k
  1
0
’k(r)’
(1)
k (r):
Now
  1
0
’k(r)’
(1)
k (r)=[ ’k(r)2]
1
0 −
  1
0
’k(r)’
(1)
k (r);
so that
  1
0
’k(r)’
(1)
k (r)=
1
2
 
’k(1)2 − ’k(0)2 
=
1
2
’k(1)2 =1 ;
because
’k(1)2 =(
√
2 sin
 
k −
1
2
 
 )2 =2 ;
for all k. Hence,
E
   1
0
W’K dW
 
=−2
∞  
k=1
 k +
∞  
k=1
 k = −
∞  
k=1
 k
=−
∞  
k=1
1
(k − 1=2)2 2 = −
1
2
;
since (see also Gradshteyn and Ryzhik, 1994, formula 0.234-2)
∞  
k=1
1
(k − 1
2)2 =4
∞  
k=1
1
(2k − 1)2 =4
 
∞  
k=1
1
k2 −
∞  
k=1
1
(2k)2
 
=4
 
1 −
1
22
  ∞  
k=1
1
k2 =
 2
2
; (A.9)
which gives the result stated above in (A.1).
To prove (A.2), we start by writing (A.3) in the following form using (A.7) and
(A.8)
  1
0
W’K dW =
1
2
(W(1)2 − 1) −
   1
0
W’ 
K
    1
0
’K dW
 
=
1
2
(W(1)2 − 1) − (  
K 
1=2
K )
 
’K(1)W(1) −
  1
0
’
(1)
K W
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=
1
2
(W(1)2 − 1)
−(  
K 
1=2
K )(’K(1)’K(1)  
1=2
K  K + ’K(1)’⊥(1)  
1=2
⊥  ⊥)
+  
K 
1=2
K
   1
0
’
(1)
K (r)’K(r) 
 
 
1=2
K  K
+  
K 
1=2
K
   1
0
’
(1)
K (r)’⊥(r) 
 
 
1=2
⊥  ⊥:
Observe that for any K-vector b
b 
   1
0
’
(1)
K (r)’K(r) 
 
b
=b 1
2
   1
0
’
(1)
K (r)’K(r)  +
  1
0
’K(r)’
(1)
K (r) 
 
b
=b 1
2
 
[’K(r)’K(r) ]
1
0 −
  1
0
’K(r)’
(1)
K (r)  +
  1
0
’K(r)’
(1)
K (r) 
 
b
= 1
2b ’K(1)’K(1) b;
so that
  
K 
1=2
K
   1
0
’
(1)
K (r)’K(r) 
 
 
1=2
K  K =
1
2
  
K 
1=2
K ’K(1)’K(1)  
1=2
K  K;
and thus
  1
0
W’K dW =
1
2
(W(1)2 − 1) −
1
2
  
K 
1=2
K ’K(1)’K(1)  
1=2
K  K
−  
K 
1=2
K ’K(1)’⊥(1)  
1=2
⊥  ⊥
+  
K 
1=2
K
   1
0
’
(1)
K (r)’⊥(r) 
 
 
1=2
⊥  ⊥
=
1
2
(W(1)2 − 1) −
1
2
  
K 
1=2
K ’K(1)’K(1)  
1=2
K  K
−  
K 
1=2
K
   1
0
’K(r)’
(1)
⊥ (r) 
 
 
1=2
⊥  ⊥
=−
1
2
+   
K 
1=2
K ’K(1)’⊥(1)  
1=2
⊥  ⊥ +
1
2
  
⊥ 
1=2
⊥ ’⊥(1)’⊥(1)  
1=2
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−  
K 
1=2
K
   1
0
’K(r)’
(1)
⊥ (r) 
 
 
1=2
⊥  ⊥: (A.10)
Note that
’⊥(1)  
1=2
⊥  ⊥ =
∞  
k=K+1
 
1=2
k ’k(1) k =d N(0;’ ⊥(1)  ⊥’⊥(1));
and
’⊥(1)  ⊥’⊥(1) =
∞  
k=K+1
 k’k(1)2 =
∞  
k=K+1
2
(k − 1
2)2 2 =O
 
1
K
 
:
It follows that ’⊥(1)  
1=2
⊥  ⊥ =O p(1=
√
K) and so
  
⊥ 
1=2
⊥ ’⊥(1)’⊥(1)  
1=2
⊥  ⊥ =O p
 
1
K
 
:
Hence
  1
0
W’K dW = −
1
2
+   
K 
1=2
K
   1
0
’
(1)
K (r)’⊥(r) 
 
 
1=2
⊥  ⊥ +O p(1=K); (A.11)
and
var
   1
0
W’K dW
 
=tr
 
 K
   1
0
’
(1)
K (r)’⊥(r) 
 
 ⊥
   1
0
’⊥(r)’
(1)
K (r) 
  
+O
 
1
K
 
:
The second term on the right-hand side of (A.11),   
K 
1=2
K (
  1
0 ’
(1)
K (r)’⊥(r) ) 
1=2
⊥  ⊥,
has mean zero and variance
var
 
  
K 
1=2
K
   1
0
’
(1)
K (r)’⊥(r) 
 
 
1=2
⊥  ⊥
 
=tr
 
 K
   1
0
’
(1)
K (r)’⊥(r) 
 
 ⊥
   1
0
’⊥(r)’
(1)
K (r) 
  
; (A.12)
which we now evaluate. Since ’k(r)=
√
2sin[(k − 1=2) r] and ’

k(r)= √
2(k − 1=2) cos[(k − 1=2) r]w eha v e
  1
0
’

‘(r)’k(r)dr =2
 
‘ −
1
2
 
 
  1
0
cos[(‘ − 1=2) r]sin[(k − 1=2) r]dr
=
 
‘ −
1
2
 
 
  1
0
{sin[(‘ + k − 1) r] + sin[(k − ‘) r]}dr340 P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353
=
 
‘ −
1
2
  
1 − cos[(‘ + k − 1) ]
(‘ + k − 1)
+
1 − cos[(k − ‘) ]
(k − ‘)
 
=

  
  
2(‘ − 1
2)
‘ + k − 1
if k − ‘ is even;
2(‘ − 1
2)
k − ‘
if k − ‘ is odd:
It follows that
tr
 
 K
   1
0
’
(1)
K (r)’⊥(r) 
 
 ⊥
   1
0
’⊥(r)’
(1)
K (r) 
  
=
∞  
k=K+1
K  
‘=1
 ‘
  
2‘−1
‘+k−1
  2
1[k−‘=even] +
 
(2‘ − 1)
k − ‘
  2
1[k − ‘ = odd]
 
 k
= A +  B: (A.13)
We now proceed to evaluate eachof th ese terms in turn. First, consider  A. Using the
formula  ‘ =4 =(2‘ − 1)2 2,w e  n d
 A =
 
4
 2
  2 ∞  
k=K+1
K  
‘=1
1
(2k − 1)2(‘ + k − 1)21[k − ‘ = even]
=
4
 4
∞  
k=K+1
1
(2k − 1)2
[(K−1)=2]  
n=1
1
(k − n − 1
2)2
=
4
 4
∞  
k=K+1
1
(2k − 1)2k2
[(K−1)=2]  
n=1
 
1
1 − (n + 1
2)=k
  2
=
4
 4
∞  
k=K+1
1
(2k − 1)2k
   K=2k
0
 
1
1 − x
  2
dx +O
 
1
k
  
=
4
 4
∞  
k=K+1
1
(2k − 1)2k
  
1
1 − x
 K=2k
0
+O
 
1
k
  
=
4
 4
∞  
k=K+1
1
(2k − 1)2k
 
K
2k − K
+O
 
1
k
  
=
4K
 4
  ∞
K+1
dy
y(2y − 1)2(2y − K)
+O
 
1
K3
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=
K
 42
  ∞
K+1
dy
y3(y − K=2)
+O
 
1
K3
 
=
K
 42
1
(K +1 ) 3
  ∞
1
dt
t3(t − 1
2)
+O
 
1
K3
 
=
1
2 4K2
  ∞
1
dt
t3(t − 1
2)
+O
 
1
K3
 
:
Next,  B is
 B =
 
4
 2
  2 ∞  
k=K+1
K  
‘=1
1
(2k − 1)2(k − ‘)2 1[k − ‘ = odd]
=
 
4
 2
  2 ∞  
k=K+1
1
(2k − 1)2
1
k2
[(k−2)=2]  
n=[(k−K−1)=2]
1
((2n +1 ) =k)2
=
 
4
 2
  2 ∞  
k=K+1
1
(2k − 1)2
 
1
k
  1=2−1=k
1=2−(K+1)=2k
dx
(2x +1 =k)2 +O
 
1
k2
  
=
1
2
 
4
 2
  2 ∞  
k=K+1
1
(2k − 1)2
1
k
 
−
1
(2x +1 =k)
 1=2−1=k
1=2−(K+1)=2k
+O
 
1
K3
 
=
1
2
 
4
 2
  2 ∞  
k=K+1
1
(2k − 1)2
 
K − 1
(k − 1)(k − K)
 
+O
 
1
K3
 
=
1
2
 
4
 2
  2
(K − 1)
  ∞
K+1
dy
(2y − 1)2(y − 1)(y − K)
+O
 
1
K3
 
=
2K
 4
  ∞
K+1
dy
y3(y − K)
 
1+O
 
1
K
  
+O
 
1
K3
 
=
2
 4
ln(K)
K2 [1 + o(1)]:
Hence,  B dominates  A and we deduce from (A.12) and (A.13) that
var
 
  
K 
1=2
K
   1
0
’
(1)
K (r)’⊥(r) 
 
 
1=2
⊥  ⊥
 
=
2
 4
ln(K)
K2 [1 + o(1)];
whence
  
K 
1=2
K
   1
0
’
(1)
K (r)’⊥(r) 
 
 
1=2
⊥  ⊥ =O p
 √
lnK
K
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whose order was originally given by Seiji Nabeya in a personal communication. It
follows from (A.11) and (A.14) that
  1
0
W’K dW = −
1
2
+O p
 √
lnK
K
 
;
giving Lemma 3.2(a).
For Part (b) of Lemma 3.1, observe that
  1
0
W 2
’K =   
⊥ ⊥ ⊥ =
∞  
k=K+1
 k 2
k;
and
E(  
⊥ ⊥ ⊥)=
∞  
k=K+1
 k =
∞  
k=K+1
1
(k − 1=2)2 2:
As K →∞,w e  n d
KE(  
⊥ ⊥ ⊥) ∼
K
 2
  ∞
K+1
dx
(x − 1=2)2 ∼
K
 2(K +1 =2)
→
1
 2; (A.15)
and
var(  
⊥ ⊥ ⊥)=
∞  
k=K+1
 2
k =O
 
1
K3
 
;
so that
K  
⊥ ⊥ ⊥ → p
1
 2: (A.16)
Thus,
K
  1
0
W 2
’K = K  
⊥ ⊥ ⊥ → p
1
 2; (A.17)
as required.
Next, consider
K
  1
0
W 2
’K −
1
 2 =K  
⊥ ⊥ ⊥ −
1
 2
=K
∞  
k=K+1
 k( 2
k − 1) + K
∞  
k=K+1
 k −
1
 2
=K
∞  
k=K+1
 k( 2
k − 1 )+O
 
1
K
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since
K
∞  
k=K+1
 k −
1
 2 =
K
 2
 
∞  
k=K+1
1
(k − 1=2)2 −
  ∞
K+1
dx
(x − 1=2)2
 
+
1
 2
 
K
  ∞
K+1
dx
(x − 1=2)2 − 1
 
=
K
 2
 
∞  
k=K+1
 
1
(k − 1=2)2 −
 
1
k − 1=2
−
1
k + 1
2
   
+
1
 2
 
K
K + 1
2
− 1
 
=
K
 2
 
∞  
k=K+1
1
(k − 1=2)2(k +1 =2)
 
−
1
 2
 
1=2
K +1 =2
 
=O
 
1
K
 
:
It follows that
√
K(K
  1
0
W 2
’K −
1
 2)=K3=2
∞  
k=K+1
 k( 2
k − 1 )+O p
 
1
√
K
 
=
1
 2
1
√
K
∞  
k=K+1
K2
(k − 1=2)2( 2
k − 1 )+O p
 
1
√
K
 
: (A.18)
Now the variates
K2
(k − 1=2)2( 2
k − 1)
are independent withuniformly bounded moments of all orders for all k¿K and
var
 
∞  
k=K+1
K2
(k − 1=2)2( 2
k − 1)
 
=2
∞  
k=K+1
 
K2
(k − 1=2)2
  2
=2 K4
∞  
k=K+1
 
1
(k − 1=2)4
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∼2K4
  ∞
K+1
dx
(x − 1=2)4
=
2
3
K4 1
(K +1 =2)3
=O ( K)
as K →∞. It follows by the martingale central limit theorem that
1
√
K
∞  
k=K+1
K2
(k − 1=2)2( 2
k − 1) ⇒ N
 
0;
2
3
 
:
Hence,
√
K
 
K
  1
0
W 2
’K −
1
 2
 
⇒
1
 2N
 
0;
2
3
 
;
as required for Lemma 3.2(b).
Proof of Theorem 3.3. Part (a) is an immediate consequence of Lemma 3.2. In par-
ticular, we have
  1
0 W’K dW
  1
0 W 2
’K
∼
−1=2K
1= 2 +o p( 1 )=O p(K)
and
  1
0 W’K dW
(
  1
0 W 2
’K)1=2
∼
−1=2
√
K
1= 
+o p( 1 )=O p(
√
K):
For Part (b), write
1
√
K
   1
0 W’K dW
  1
0 W 2
’K
+
 2
2
K
 
=
1
√
K
   1
0 W’K dW +1 =2
 
+  2=2(K
  1
0 W 2
’K − 1= 2)
  1
0 W 2
’K
=
√
K
   1
0 W’K dW +1 =2
 
+  2=2
√
K(K
  1
0 W 2
’K − 1= 2)
K
  1
0 W 2
’K
⇒
( 2=2)(1= 2)N(0;2=2)
1{ 2}
≡ N(0; 1
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which is the stated result. For the t-ratio limit distribution



  1
0 W’K dW
   1
0 W 2
’K
  1=2 +
 
2
√
K



=
(
  1
0 W’K dW +1 =2) +  =2(
√
K(
  1
0 W 2
’K)1=2 − 1= )
(
  1
0 W 2
’K)1=2
=
√
K(
  1
0 W’K dW +1 =2) +  =2
√
K(
√
K(
  1
0 W 2
’K)1=2 − 1= )
(K
  1
0 W 2
’K)1=2
⇒
( =2)(1=2 )N(0;2=3)
1= 
≡
 
4
N
 
0;
2
3
 
≡ N
 
0;
 2
24
 
;
where the third line holds by virtue of the following delta method calculation:
√
K(
√
K
   1
0
W 2
’K
  1=2
−
1
 
) ∼
 
2
√
K(K
  1
0
W 2
’K −
1
 2)
⇒
 
2
1
 2N
 
0;
2
3
 
:
Proof of Lemma 4.1. To prove part (a) we need to show that, as (n;K →∞) with
K4=n→0,
E
 
K
n2y 
−1QKy−1
 
=
 2
 2 +O
 
K4
n
+
1
K
 
:
Note that E(y−1y 
−1)= 2LL  =  2 , say, where L is a lower triangular matrix with
unity in all elements in and below the main diagonal. From Lemma 2.2(a)
(  
K K)−1 =
1
n
IK +O
 
K
n2
 
: (A.19)
Then,
E
 
K
n2y 
−1QKy−1
 
=
K
n2tr{ (I −  K(  
K K)−1  
K)}
=
K
n2tr  −
K
n2
K  
k=1
1
n
’ 
k ’k
 
1+O
 
K2
n
  346 P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353
= 2 K
n2
n(n +1 )
2
−  2K
K  
k=1
1
n2
n  
t;s=1
’k
  t
n
  t ∧ s
n
 
’k
 s
n
  
1+O
 
K2
n
  
= 2K
1
2
−  2K
K  
k=1
   1
0
  1
0
’k(r)(r ∧ p)’k(p)dr dp
 
1+O
 
K2
n
  
+O
 
1
n
  
= 2K
 
1
2
−
K  
k=1
 k
 
+O
 
K4
n
 
= 2K
 
1
2
−
∞  
k=1
 k +
∞  
k=K+1
 k
 
+O
 
K4
n
 
= 2K
 
1
2
−
1
 2
∞  
k=1
1
(k − 1=2)2 +
∞  
k=K+1
 k
 
+O
 
K4
n
 
= 2K
∞  
k=K+1
 k +O
 
K4
n
 
;
using (A.9). Also, as in (A.15), we  nd that as K →∞
K
∞  
k=K+1
 k =
1
 2 +O
 
1
K
 
; (A.20)
and the stated result follows immediately.
For part (b) we need to show that
E
 
1
n
y 
−1QKu
 
→−
 2
2
:
Note that
E
 
1
n
y 
−1QKu
 
= 21
n
tr{(I −  K(  
K K)−1  
K)(L − I)}
=
 2
n
tr{ K(  
K K)−1  
K(I − L)}
= 2K
n
−
 2
n2
K  
k=1
’ 
kL’k
 
1+O
 
K2
n
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=O
 
K
n
 
−  2
K  
k=1
1
n2
n  
s=1
n  
t=s
’k
  t
n
 
’k
 s
n
  
1+O
 
K2
n
  
=O
 
K
n
 
−  2
K  
k=1
  1
0
’k(r)
  r
0
’k(p)dpdr +O
 
K3
n
 
: (A.21)
The double integral in the second member of (A.21) can be calculated by standard
methods giving the result
  1
0
’k(r)
  r
0
’k(p)dpdr =2
  1
0
sin
  
k −
1
2
 
 r
   r
0
sin((k − 1=2) p)dpdr
=
1
(k − 1=2)2 2: (A.22)
It follows from (A.21), (A.22) and (A.9) that
E
 
1
n
y 
−1QKu
 
=−
 2
 2
K  
k=1
1
(k − 1=2)2 +O
 
K3
n
 
=−
 2
 2
 
 2
2
+O
 
1
K
  
+O
 
K3
n
 
=−
 2
2
+O
 
K3
n
+
1
K
 
;
giving the stated result.
For part (c) it is su cient to show that under the stated conditions
var
 
K
n2y 
−1QKy−1
 
→0:
Let y−1 = L , where   ≡ N(0;I n). Then,   =  2LL  and
y 
−1QKy−1 =   AK ; with AK = L [I −  K(  
K K)−1  
K]L:
Then
var
 
K
n2y 
−1QKy−1
 
=
 
K
n2
  2
var(u AKu)
=
K2
n4 2tr(A2
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Evaluating tr(A2
K)w e  n d
tr(A2
K)=tr
 
 
 
I −
1
n
 K  
K +O
 
K
n2
  
 
 
I −
1
n
 K  
K +O
 
K
n2
   
=tr( 2) −
2
n
tr(  
K 2 K)+
1
n2tr(  
K  K)2 +O
 
K2
n2
 
: (A.24)
Clearly
(tr )2 =  4


n  
j=1
j


2
=  4
 
n(n +1 )
2
  2
;
and the k thdiagonal element of  2 is  4[
 k−1
j=1 j2 + k2(n − k + 1)], so that
tr( 2)= 4
n  
k=1



k−1  
j=1
j2 + k2(n − k +1 )



=  4
n  
k=1
 
(k − 1)k(2k − 1)
6
− k3 + k2 + k2n
 
=  4
n  
k=1
  
−
2
3
k3 +
1
6
k
 
+ k2
 
n +
1
2
  
=
 
−
2
3
 
n(n +1 )
2
  2
+
1
6
n(n +1 )
2
+
n(n + 1)(2n +1 )
6
 
n +
1
2
  
 4
∼ 1
6n4 4: (A.25)
Moreover,
1
n
tr(  
K 2 K)=
1
n
K  
k=1
n  
t;s=1
’k
  t
n
 
[ 2]t;s’k
 s
n
 
=n3
K  
k=1
1
n3
n  
t;s=1
’k
  t
n
  1
n
[ 2]t;s’k
 s
n
 
= 4n4
K  
k=1
1
n3
n  
t;s;q=1
’k
  t
n
  t ∧ q
n
q ∧ s
n
’k
 s
n
 
= 4n4
K  
k=1
  1
0
  1
0
  1
0
’k(r)(r ∧ p)(p ∧ u)’k(u)dr dpdu +O
 
n4K
n
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= 4n4
K  
k=1
 k
  1
0
  1
0
’k(r)(r ∧ p)’k(p)dr dp +O ( n3K)
= 4n4
K  
k=1
 2
k
  1
0
’k(r)2 dr +O ( n3K)
= 4n4
K  
k=1
 2
k +O ( n3K): (A.26)
By a similar calculation we  nd
1
n2tr(  
K  K)2 =  4n4
K  
k=1
 2
k +O ( n3K2): (A.27)
Hence, combining (A.24)–(A.27) we get
tr(A2
K)=
1
6
n4 4 − n4 4
K  
k=1
 2
k +O ( n3K2)
=
1
6
n4 4 − n4 4 1
 4
K  
k=1
1
(k − 1=2)4 +O ( n3K2): (A.28)
Next
K  
k=1
1
(k − 1=2)4 =2 4
 
∞  
k=1
1
(2k − 1)4 − O
 
1
K3
  
=2 4 4
96
+O
 
1
K3
 
=
 4
6
+O
 
1
K3
 
; (A.29)
where the formula for the in nite sum is given, for example, in Gradshteyn and Ryzhik
(1994, formula 0.234-5).
It follows from (A.28) and (A.29) that
tr(A2
K)=O ( n3K2)+O
 
n4
K3
 
:
Thus, from (A.23)
var
 
K
n2y 
−1QKy−1
 
=
K2
n4 2tr(A2
K)=O
 
K4
n
+
1
K
 
= o(1);
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For part (d) it is su cient to show that under the stated conditions
var
 
1
n
y 
−1QKu
 
→0: (A.30)
Let y−1 = Ju, where u ≡ N(0;I n) and J is a lower triangular matrix withunity in
every position below the main diagonal and zeros elsewhere. Then
1
n
y 
−1QKu =
1
n
u J QKu =
1
n
u BKu;
where
BK = 1
2[J QK + QKJ]=1
2[J  + J − J  K(  
K K)−1  
K −  K(  
K K)−1  
KJ]:
Now
var
 
1
n
u BKu
 
=
1
n2tr(B2
K) (A.31)
and evaluating tr(B2
K)w e  n d
tr(B2
K)=1
4tr(J QKJ +2 QKJQKJ + QKJJ QK)
= 1
4(S1 + S2 + S3); say: (A.32)
Start withth e  rst term
S1 =tr(J QKJ)
=tr(J J) −
1
n
tr(J  K  
KJ)+O
 
K2
n2 n2
 
=
n(n − 1)
2
−
1
n
tr(J  K  
KJ)+O ( K2):
Now
tr(J  K  
KJ)=tr(  
KJJ  K)
=n3
K  
k=1
1
n2
n  
t;s=1
’k
  t
n
  
(t − 1) ∧ (s − 1)
n
 
’k
 s
n
 
=n3
K  
k=1
   1
0
  1
0
’k(r)(r ∧ p)’k(p)dr dp +O
 
1
n
  
=n3
K  
k=1
 k +O ( n3K
n
)=
n3
 2
K  
k=1
1
(k − 1
2)2 +O ( n2K)
=
n3
 2
 
 2
2
+ o(1)
 
+O ( n2K)=
n3
2
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Thus,
1
n2S1 =
1
2
−
1
2
+ o(1) = o(1); (A.33)
as n→∞. Next consider S3 in (A.32). We have
S3 =tr(QKJJ QK)=S1 − tr( K(  
K K)−1  
KJJ QK)
=S1 =o ( n2);
from (A.33). Finally, S2 in (A.32) is
S2 =tr(QKJQKJ)=tr(J2QK) − tr( K(  
K K)−1  
KJQKJ)
=tr(J2) − 2tr(J2 K(  
K K)−1  
K)
+tr( K(  
K K)−1  
KJ K(  
K K)−1  
KJ): (A.34)
Now
tr(J2) = 0 (A.35)
and
tr(J2 K(  
K K)−1  
K)
=
1
n
tr(  
KJ2 K)+O
 
K2
n2 n2
 
(A.36)
=n2
K  
k=1
1
n2
n  
t=3
t−2  
s=1
’k
  t
n
  
(t − s − 1)
n
 
’k
 s
n
 
+O ( K2)
=n2
K  
k=1
   1
0
’k(r)
  r
0
(r − p)’k(p)dpdr +O
 
1
n
  
+O ( K2): (A.37)
Upon calculation, the double integral in the summation in (A.37) is
  1
0
’k(r)
  r
0
(r − p)’k(p)dpdr
=2
  1
0
sin[(k − 1=2) r]
  r
0
(r − p)sin[(k − 1=2) p] dpdr
=
1
(k − 1=2)2 2:352 P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353
It follows that
tr(J2 K(  
K K)−1  
K)=n2
K  
k=1
1
(k − 1=2)2 2 +o ( n2)
=
n2
 2
 
 2
2
+ o(1)
 
+o ( n2)=
n2
2
+o ( n2): (A.38)
Next, we evaluate
tr( K(  
K K)−1  
KJ K(  
K K)−1  
KJ)
=
1
n2tr([  
KJ K]
2)+O
 
K2
n2 n2
 
=n2
K  
k;‘=1
 
1
n2
n  
t=3
t−2  
s=1
’k
  t
n
 
’‘
 s
n
 
  
1
n2
n  
t=3
t−2  
s=1
’‘
  t
n
 
’k
 s
n
 
 
+O ( K2)
=n2
K  
k;‘=1
   1
0
’k(r)
  r
0
’‘(p)dpdr
    1
0
’‘(r)
  r
0
’k(p)dpdr
 
+O(K2): (A.39)
The integrals appearing in this expression reduce to
  1
0
’k(r)
  r
0
’‘(p)dpdr =
2
(‘ − 1=2) 
1
(k − 1=2) 
:
Then
tr( K(  
K K)−1  
KJ K(  
K K)−1  
KJ)
=n2
K  
k;‘=1
 
2
(‘ − 1=2) 
1
(k − 1=2) 
 2
+o ( n2)
=4n2
 
K  
k=1
 
1
(‘ − 1=2) 
 2  2
+o ( n2)
=
4n2
 4
  
 2
2
+ o(1)
   2
+o ( n2)=n2 +o ( n2): (A.40)
Adding the components (A.35), (A.38) and (A.40) of (A.34), we get:
S2 =0− 2
n2
2
+ n2 +o ( n2)=o ( n2);P.C.B. Phillips/Journal of Econometrics 111 (2002) 323–353 353
and therefore (1=n2)S2 = o(1) and so from (A.31) and (A.32)
var
 
1
n
u BKu
 
=
1
n2tr(B2
K) = o(1);
as required for (A.30).
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