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Concentration inequalities form an essential toolkit in the study of high dimen-
sional statistical methods. Most of the relevant statistics literature in this regard is,
however, based on the assumptions of sub-Gaussian/sub-exponential random vec-
tors. In this paper, we first bring together, via a unified exposition, various prob-
ability inequalities for sums of independent random variables under much weaker
exponential type (sub-Weibull) tail assumptions. These results extract a part sub-
Gaussian tail behavior of the sum in finite samples, matching the asymptotics gov-
erned by the central limit theorem, and are compactly represented in terms of a new
Orlicz quasi-norm – the Generalized Bernstein-Orlicz norm – that typifies such kind
of tail behaviors.
We illustrate the usefulness of these inequalities through the analysis of four fun-
damental problems in high dimensional statistics. In the first two problems, we study
the rate of convergence of the sample covariance matrix in terms of the maximum
elementwise norm and the maximum k-sub-matrix operator norm which are key
quantities of interest in bootstrap procedures and high dimensional structured co-
variance matrix estimation. The third example concerns the restricted eigenvalue
condition, required in high dimensional linear regression, which we verify for all
sub-Weibull random vectors under only marginal (not joint) tail assumptions on the
covariates. To our knowledge, this is the first unified result obtained in such gen-
erality. In the final example, we consider the Lasso estimator for linear regression
and establish its rate of convergence to be generally
√
k log p/n, for k-sparse signals,
under much weaker tail assumptions (on the errors as well as the covariates) than
those in the existing literature. The common feature in all our results is that the
convergence rates under most exponential tails match the usual ones obtained under
sub-Gaussian assumptions.
Finally, we also establish a high dimensional central limit theorem with a concrete
rate bound for sub-Weibulls, as well as tail bounds for suprema of empirical processes.
All our results are finite sample.
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2 A. KUCHIBHOTLA AND A. CHAKRABORTTY
1. Introduction and Motivation. In the current era of big data, with an abun-
dance of information often available for a large number of variables, there has been a
burst of statistical methods dealing with high dimensional data. In particular, estimation
and inference methods are being developed for settings with a huge number of variables
often larger than the number of observations available. In these settings, classical statisti-
cal methods such as the least squares or the maximum likelihood principle usually do not
lead to meaningful estimators, and regularization methods have been widely used as an
alternative. These methods typically penalize the original loss function, e.g. squared error
loss or the negative log-likelihood function, with a penalty on the parameter vector that
reduces the “effective” number of parameters being estimated. The theoretical analyses
of most of these methods, despite all their diversities, generally obey a common unify-
ing theme wherein a key quantity to control is the maximum of a (high dimensional)
vector of averages of mean zero random variables. Since the dimension is potentially
larger than the sample size, it is important to analyze the behavior of the maximum in
a non-asymptotic way. Concentration inequalities and probabilistic tail bounds form a
major part of the toolkit required for such analyses.
Some of the most commonly used probability tail bounds are of the exponential type,
including in particular Hoeffding’s and Bernstein’s inequalities; see Section 3.1 of Gine´
and Nickl (2016) for a review. In the classical versions of these inequalities, the random
variables are assumed to be bounded, but this assumption can be relaxed to sub-Gaussian
and sub-exponential random variables respectively; see Sections 2.6 and 2.8 of Vershynin
(2018). A random variable is called sub-Gaussian if its survival function is bounded by
that of a Gaussian distribution. A sub-exponential random variable is defined similarly
(see Section 2). Note that in both these cases, the moment generating function (MGF)
exists in a neighborhood around zero. Most of the high dimensional statistics literature is
based on the assumption of sub-Gaussian or sub-exponential random variables/vectors.
But in many applications, these assumptions may not be appropriate. For instance,
consider the following two examples.
– Suppose (X1, Y1), . . . , (Xn, Yn) are independent and identically distributed (i.i.d.) ob-
servations of a random vector (X,Y ) ∈ R2 and let βˆ = ∑XiYi/∑X2i denote the linear
regression slope estimator for regressing Y on X. Under a possibly misspecified linear
model, the estimation of the asymptotic variance of βˆ involves
∑
X2i (Yi−Xiβ)2, where
β is the limit of βˆ; see Buja et al. (2014) for details. It is clear that if the initial random
variables X and Y are sub-exponential, then the random variables X2i (Yi −Xiβ)2 do
not have a finite MGF. The same holds even when the ingredient random variables X
and Y are further assumed to be sub-Gaussian.
– Let Y be a response variable and X1, X2 be two covariates all having a finite MGF
in a neighborhood of zero. In many applications, it is important to consider regres-
sion models with interaction effects among covariates, and more generally, second (or
higher) order effects such as X21 , X1X2 etc. The presence of such second order effects
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clearly implies that the summands involved in the analyses of these linear regression
estimators may not necessarily have a finite MGF anymore.
These examples are not high dimensional in nature, but are mainly presented here as
some basic examples where the core problem becomes apparent. The requirement of
controlling averages defined by higher order or product-type terms, as in the second
example, also arises inevitably in the case of high dimensional regression and covariance
estimation. The first example, apart from its relevance in inference for linear regression
estimators, also appears in the problem of testing for the existence of active predictors
in linear regression. This problem can be reduced to a simultaneous significance testing
problem based on all the marginal regressions, as shown in McKeague and Qian (2015).
For this type of marginal testing problems, uniform consistency of the estimators of the
variance of all the marginal regression coefficient estimators is required, thus creating
the need for a non-asymptotic analysis.
1.1. Our Contributions. In this paper, we mainly focus on exponential-type tails since
in all our high dimensional applications, a logarithmic dependence on the dimension is
desired (our proof techniques, however, also apply to polynomial-type tails). Although
tail bounds do exist for sums of independent random variables with “heavy” exponential
tails (scattered mostly in the probability literature), the impact of moving from sub-
Gaussian/sub-exponential (i.e. light-tailed) variables to those with heavy exponential
tails on the rates of convergence and the dependence on the dimension does not seem
to be well-studied in the statistics literature. These heavy exponential tailed random
variables are what we call sub-Weibull variables (see Definition 2.2). The first goal of our
article is to provide a clear exposition of concentration inequalities related to sub-Weibull
random variables. The results on unbounded empirical processes from Adamczak (2008)
along with a maximal inequality (Theorem 5.2) of Chernozhukov, Chetverikov and Kato
(2014) and the results of Lata la (1997) can be exploited to provide a sequence of ready-
to-use results about sub-Weibull random variables. This is essentially the probability
contribution of the current article. The results of Adamczak (2008) are derived based on
Chapter 6 of Ledoux and Talagrand (1991) and those of Chernozhukov, Chetverikov and
Kato (2014) are based on the maximal inequality of van der Vaart and Wellner (2011).
Following the exposition (outlined later), we apply these probability tools to four fun-
damental problems in high dimensional statistics. In all these examples, we establish
precise tail bounds and rates of convergence, under the assumption of sub-Weibull ran-
dom variables/vectors only. A common outcome of all our analyses is that the rates of
convergence generally match those obtained under the sub-Gaussian assumption. Further-
more, most results in high dimensional statistics are only derived under tail assumptions
on the joint distribution of the random vector (for example, a random vector X is sub-
Gaussian if θ>X is uniformly sub-Gaussian over all θ of unit Euclidean norm). This
imposes certain restrictions on the joint distribution as shown in Section 4. All of our
applications are also studied under an assumption only on the marginal distributions.
imsart-aos ver. 2014/10/16 file: MBS-Arxiv-V2.tex date: July 2, 2018
4 A. KUCHIBHOTLA AND A. CHAKRABORTTY
The description and the main implications of our results for these applications are en-
listed below (in all examples, p denotes the ambient dimension and n denotes the sample
size).
1. Covariance Estimation (Maximum Elementwise Norm). A central part of high di-
mensional inference hinges on an application of the central limit theorem through
a bootstrap procedure. The consistency of bootstrap in this case requires consistent
estimation of the covariance matrix in terms of the maximum elementwise norm. This
norm also appears in the coupling inequality for maxima of sum of random vectors; see
Theorem 4.1 of Chernozhukov, Chetverikov and Kato (2014). In Section 4.1, we prove
a finite sample tail bound for the error of the sample covariance matrix in terms of this
norm under the assumption of sub-Weibull (α) ingredient random vectors. The rate
of convergence is shown to be
√
log p/n if log p = o(nα/(4−α)); see Remark 4.1. This
rate of convergence can be easily shown to be optimal in case the random vectors are
standard multivariate Gaussian. The tail bounds presented in this section also play
a central role in sparse covariance matrix estimation as shown in Bickel and Levina
(2008) and Cai and Liu (2011). Both these papers deal with jointly sub-Gaussian
random vectors. The second paper additionally deals with fixed polynomial moments.
Using our results in Section 4.1, the problem of sparse covariance matrix estimation
can be analyzed under weaker assumptions with logarithmic dependence on the di-
mension. Finally, the results in this section also establish the consistency of bootstrap
procedures when applied to (high dimensional) sub-Weibull random vectors.
2. Covariance Estimation (Maximum k-Sub-Matrix Operator Norm). Covariance ma-
trices play an important role in statistical analyses through principal component
analysis, factor analysis and so on. For most of these methods, consistency of the
covariance matrix estimator in terms of the operator norm is important. In high di-
mensions, however, the sample covariance matrix is known to be not consistent in the
operator norm. Under such settings, in practice, one often selects a (random) sub-
set of variables and focuses on the spectral properties of the corresponding covariance
(sub)-matrix. In Section 4.2, we study the consistency of the sample covariance matrix
of sub-Weibull (α) ingredient random vectors, in terms of the maximum sub-matrix
operator norm with sub-matrix size bounded by k ≤ n. We show that the rate of
convergence is
√
k log(ep/k)/n for most values of α > 0. This rate was previously
obtained for the joint sub-Gaussian case by Loh and Wainwright (2012); see Lemma
15 there. This norm was possibly first studied by Rudelson and Vershynin (2008) for
bounded random variables. The convergence rate of this norm plays a key role in
studying post-Lasso least squares linear regression estimators and in structured co-
variance matrix estimation. The post-Lasso linear regression estimator was studied in
Belloni and Chernozhukov (2013) and more generally, for post-selection inference in
Kuchibhotla et al. (2018). For adaptive estimation of bandable covariance matrices,
a thresholding mechanism was introduced by Cai and Yuan (2012) where a result
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about maximum sub-matrix operator norm is required. Cai and Yuan (2012) deal
with Gaussian random vectors and using our results this method can be extended to
sub-Weibull random vectors.
3. Restricted Eigenvalues. Bickel, Ritov and Tsybakov (2009) introduced the restricted
eigenvalue (RE) condition to analyze the Lasso and the Dantzig selector. The RE
condition concerns the minimum eigenvalue of the sample covariance matrix when
the directions are restricted to lie in a specific cone (see Section 4.3 for a precise
definition), and its verification forms a key step in high dimensional linear regression.
A well known result in this regard is that of Rudelson and Zhou (2013) who verified
the RE condition for the covariance matrices of jointly sub-Gaussian random vectors.
Some extensions under weaker tail assumptions (e.g. sub-exponentials) have also been
considered by Lecue´ and Mendelson (2014) among others; see Section 4.3 for further
details. Based on our results in Section 4.2, we prove that the covariance matrices
of both jointly and marginally sub-Weibull random vectors satisfy the RE condition
with probability tending to one. In fact, we actually prove a more general result on
restricted strong convexity from which the RE condition’s verification follows as a
consequence. To our knowledge, this is the first such unified result obtained in this
generality regarding the verification of the RE condition.
4. Linear Regression via Lasso. One of the most popular and possibly the first high
dimensional linear regression technique is the Lasso introduced by Tibshirani (1996).
The general results of Negahban et al. (2012) provide an easy recipe for studying
the rates of convergence of the Lasso estimator. Based on this general recipe and
equipped with the verification of the RE condition, we prove in Section 4.4 the rate of
convergence of the Lasso estimator to be
√
k log p/n (the minimax optimal rate) un-
der sub-Weibull covariates and sub-Weibull/polynomial-tailed errors when the “true”
regression parameter is assumed to be k-sparse. We allow for both fixed and random
designs, as well as for misspecified models. Apart from admitting several other ex-
tensions (see Remark 4.13), our results only assume a marginal sub-Weibull property
of the covariates, thus making them stronger than most existing results for Lasso
which usually provide the rates under jointly sub-Gaussian/sub-exponential covariate
vectors.
The outline of our probability exposition is as follows. We first propose a new Orlicz
quasi-norm called the Generalized Bernstein-Orlicz (GBO) norm that allows for a com-
pact representation of the results regarding sub-Weibull random variables. van de Geer
and Lederer (2013) introduced its predecessor, the Bernstein-Orlicz norm, that provides
a formal understanding of the nature of the tail bound given by Bernstein’s Inequal-
ity (see Section 2 for details). The recent paper Wellner (2017) extends the results of
van de Geer and Lederer (2013) to capture the tail behavior given by Bennett’s inequal-
ity. Although it was not stressed in van de Geer and Lederer (2013), one of the main
features of Bernstein’s inequality is that even for sub-exponentials, it provides a part
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sub-Gaussian tail behavior for the sum. This in turn plays a key role in proving the rate
of convergence of a maximum of several such sums to be the same as that in the case
of sub-Gaussian variables. The GBO norm is constructed with the aim of capturing a
similar tail behavior for the general case of sub-Weibulls. After presenting various ready-
to-use results in terms of the GBO norm and their applications for the problems above,
we also prove a Berry-Esseen bound for mean zero high dimensional sub-Weibull random
vectors based on the results of Chernozhukov, Chetverikov and Kato (2017). All of our
results are derived under the assumption of independence allowing for non-identically
distributed ingredient variables. The extensions for the supremum of empirical processes
with sub-Weibull envelope function are discussed in Section S.1 of the supplementary
material.
1.2. Organization. The rest of this paper is organized as follows. In Section 2, we
define the class of sub-Weibull random variables and introduce the Generalized Bernstein-
Orlicz norm. A detailed discussion of several useful and basic properties of the GBO norm
is deferred to Appendix A. Section 3 provides several ready-to-use bounds for sums of
independent mean zero sub-Weibull random variables. Using the results of Section 3,
the fundamental statistical applications discussed above are studied in Section 4. To
facilitate “asymptotic” distributional claims for inference, a high dimensional central
limit theorem for sub-Weibull random variables is also derived in Section 5. We conclude
with a summary and directions for future research in Section 6.
The supplementary material contains results on empirical processes and proofs of all
the results in the main article. In Section S.1, tail bounds for suprema of empirical
processes with sub-Weibull envelopes and maximal inequalities based on uniform and
bracketing entropy are presented. Proofs of the results in Section 2 (along with those
in Appendix A) and Section 3 are presented in Sections S.2 and S.3, respectively. The
results of Sections 4, 5 as well as S.1 are proved in Sections S.4, S.5 and S.6, respectively.
2. The Generalized Bernstein-Orlicz (GBO) Norm. We first recall the general
definition of Orlicz norm of random variables. For a historical account of Orlicz norms
and sub-Weibulls, we refer to Section 1 of Wellner (2017) and the references therein.
Definition 2.1 (Orlicz Norms). Let g : [0,∞) → [0,∞) be a non-decreasing func-
tion with g(0) = 0. The “g-Orlicz norm” of a real-valued random variable X is given
by
(2.1) ‖X‖g := inf{η > 0 : E [g(|X|/η)] ≤ 1}.
The function ‖·‖g on the space of real-valued random variables is not a norm unless g
is additionally a convex function. We define the g-Orlicz norm under the only assumption
of monotonicity since in the following, convexity is not satisfied and is also not required.
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It readily follows from (2.1) that
(2.2) P
(|X| ≥ ηg−1(t)) ≤ 1
t
for all t ≥ 0.
Two very important special cases of g are given by ψ2(x) = exp(x
2) − 1 which cor-
responds to sub-Gaussian random variables and ψ1(x) = exp(x) − 1 which corresponds
to sub-exponential random variables. As a generalization, we define sub-Weibull random
variables as follows.
Definition 2.2 (Sub-Weibull Variables). A random variable X is said to be sub-
Weibull of order α > 0, denoted as sub-Weibull (α), if
‖X‖ψα <∞, where ψα(x) := exp (xα)− 1 for x ≥ 0.
Based on this definition, it follows that if X is sub-Weibull (α), then
(2.3) P (|X| ≥ t) ≤ 2 exp
(
− t
α
‖X‖αψα
)
, for all t ≥ 0.
The right hand side here resembles the survival function of a Weibull random variable
of order α > 0 and so the name sub-Weibull random variable. It is also clear from
inequality (2.3) that the smaller the α is, the more heavy-tailed the random variable is.
A simple calculation implies that a converse of the tail bound result in (2.3) also holds.
It can further be shown that X is sub-Weibull of order α, if and only if, its moments
satisfy
sup
r≥1
r−1/α ‖X‖r <∞,
where ‖X‖r := (E [|X|r])1/r; see Propositions 2.5.2 and 2.7.1 of Vershynin (2018) for
similar results. Clearly, sub-exponential and sub-Gaussian random variables are sub-
Weibull of orders 1 and 2 respectively, while bounded variables are sub-Weibulls of order
∞. Also, X is sub-exponential if and only if |X|1/α is sub-Weibull of order α; this follows
readily from Definition 2.2.
To define the Generalized Bernstein-Orlicz norm, we recall the classical Bernstein
inequality for sub-exponential random variables. Suppose X1, . . ., Xn are independent
mean zero sub-exponential random variables, then
(2.4) P
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ 2×
{
exp(−t2/(4σ2n)), if t < σ2n/Cn,
exp(−t/(4Cn)), otherwise,
where σ2n := 2
∑n
i=1 ‖Xi‖2ψ1 and Cn := max{‖Xi‖ψ1 : 1 ≤ i ≤ n}; see Proposition 3.1.8
of Gine´ and Nickl (2016). Clearly, the tail of the sum behaves like a Gaussian for smaller
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values of t and behaves like an exponential for larger t. An equivalent way of writing
inequality (2.4) that leads to the Bernstein-Orlicz norm is
P
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ η1√σ2n log(1 + t) + η2Cn log(1 + t)
)
≤ 1
t
,
for some constants η1, η2 > 0. Comparing this inequality with (2.2), one can define an
Orlicz norm through a function gη(·) whose inverse is given by:
g−1η (t) :=
√
log(1 + t) + η log(1 + t),
parametrized by η > 0. The corresponding Orlicz norm ‖·‖gη is exactly the Bernstein-
Orlicz norm introduced by van de Geer and Lederer (2013). The Generalized Bernstein-
Orlicz (GBO) norm is defined as follows.
Definition 2.3 (Generalized Bernstein-Orlicz Norm). Fix α > 0 and L ≥ 0. Define
the function Ψα,L(·) based on the inverse function
(2.5) Ψ−1α,L(t) :=
√
log(1 + t) + L (log(1 + t))1/α for all t ≥ 0.
The Generalized Bernstein-Orlicz (GBO) norm of a random variable X is then given by
‖X‖Ψα,L as in Definition 2.1.
Remark 2.1 It is easy to verify from (2.5) that Ψα,L(·) is monotone and Ψα,L(0) = 0
and so, Definition 2.1 is applicable. The function Ψα,L(·) does not have a closed form
expression, in general and is not convex for α < 1. But ‖·‖Ψα,L is a quasi-norm; see
Proposition A.5 in Appendix A. 
The properties proved for the Bernstein-Orlicz norm in van de Geer and Lederer (2013)
also hold for the GBO norm ‖·‖Ψα,L even though the function Ψα,L(·) is not convex for
α < 1. Several basic properties of the GBO norm, along with the tail and moment
equivalence properties and some maximal inequalities are presented in Appendix A.
The ready-to-use concentration inequality results in Section 3 are presented in terms of
the ‖·‖Ψα,L norm and for this reason, we briefly mention here the precise nature of the
tail behavior captured by the GBO norm. If ‖X‖Ψα,L <∞, then
P
(
|X| ≥ ‖X‖Ψα,L
{√
t+ Lt1/α
})
≤ 2 exp(−t) for all t ≥ 0.
So, for t small enough, the survival function of X behaves like a Gaussian and for t
larger, the survival function behaves like a Weibull of order α. Hence, the results from
Section 3 imply that the tail of sums of sub-Weibull random variables behaves like a
combination of a Gaussian and a Weibull.
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2.1. Sub-Weibull Random Vectors. For our applications, we consider the following
two definitions of sub-Weibull random vectors. For any vector x ∈ Rq, let ‖x‖2 represent
the Euclidean (L2) norm of x, and let x(j) represent the j-th coordinate of x for all
1 ≤ j ≤ q.
Definition 2.4 (Joint Sub-Weibull Vectors). A random vector X ∈ Rq is said to be
jointly sub-Weibull if for every θ ∈ Rq of unit Euclidean norm X>θ is sub-Weibull and
the joint sub-Weibull norm is given by
‖X‖J,ψα := sup
θ∈Rq , ‖θ‖2=1
∥∥∥X>θ∥∥∥
ψα
.
This is one of the most commonly used type of tail assumptions on random vec-
tors (especially with α = 2); see Section 3.4 of Vershynin (2018). As with the random
variables, the cases α = 1, 2 correspond to sub-exponential and sub-Gaussian random
vectors, respectively.
Definition 2.5 (Marginal Sub-Weibull Vectors). A random vector X ∈ Rq is said to
be marginally sub-Weibull if for every 1 ≤ j ≤ q, X(j) is sub-Weibull and the marginal
sub-Weibull norm is given by
‖X‖M,ψα := sup
1≤j≤q
‖X(j)‖ψα .
Clearly, ‖X‖M,ψα ≤ ‖X‖J,ψα for any random vectorX and hence marginal sub-Weibull
property is weaker than joint sub-Weibull. A detailed comparison of marginal and joint
sub-Weibull properties is deferred to Section 4.
3. Norms of Sums of Independent Random Variables. The following sequence
of results show the use of the Ψα,L-norm in representing the part sub-Gaussian tail be-
havior in finite samples for sums of independent random variables when the ingredient
random variables are sub-Weibull (α). All results in this section are stated for indepen-
dent random variables that are possibly non-identically distributed. Extensions to the
case of dependent random variables also exist in the literature; see Merleve`de, Peligrad
and Rio (2011) and Appendix B of Kuchibhotla et al. (2018). The proofs of all the re-
sults in this section are given in Section S.3 of the supplementary material. The following
result can be derived from Theorem 2 of Lata la (1997).
Theorem 3.1. If X1, . . . , Xn are independent mean zero random variables such that
‖Xi‖ψα <∞ for all 1 ≤ i ≤ n and some α > 0, then for any vector a = (a1, . . . , an) ∈ Rn,
the following bound holds true:∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
Ψα,Ln(α)
≤ 2eC(α) ‖b‖2 ,
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where b = (a1 ‖X1‖ψα , . . . , an ‖Xi‖ψα) ∈ Rn,
C(α) := max{
√
2, 21/α} ×
{√
8e3(2pi)1/4e1/24(e2/e/α)1/α, if α < 1,
4e+ 2(log 2)1/α, if α ≥ 1,
and
Ln(α) :=
41/α√
2 ‖b‖2
×
{
‖b‖∞ , if α < 1,
4e ‖b‖β/C(α), if α ≥ 1.
For the case α ≥ 1, β is the Ho¨lder conjugate satisfying 1/α+ 1/β = 1.
Remark 3.1 The transition at α = 1 is due to the fact that Weibull random variables
are log-convex for α ≤ 1 and log-concave for α ≥ 1. It is worth noting that the conclusion
of Theorem 3.1 cannot be improved in terms of dependence on a = (a1, . . . , an) and are
optimal in the sense that there exists distributions for Xi satisfying ‖Xi‖ψα ≤ 1 for
which there is a lower bound matching the upper bound; see Theorem 2 and Examples
3.2 and 3.3 of Lata la (1997). It should also be noted that these optimality results were
also derived earlier by Gluskin and Kwapien´ (1995) and Hitczenko, Montgomery-Smith
and Oleszkiewicz (1997). 
The bound provided by Theorem 3.1 is solely in terms of ‖Xi‖ψα . It is clear, however,
from the classical central limit theorem that asymptotically the distribution of the sum
(properly scaled) is determined by the variance of the sum. Although it is impossible
to prove an exponential tail bound solely in terms of the variance, we expect at least
the Gaussian part of the tail to depend on the variance only. This is the content of the
following results. The proofs are based on the techniques of Adamczak (2008).
Theorem 3.2. If X1, . . . , Xn are independent mean zero random variables such that
‖Xi‖ψα <∞ for all 1 ≤ i ≤ n and some 0 < α ≤ 1, then∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
Ψα,Ln(α)
≤ 2e
√
6
(
n∑
i=1
E
[
X2i
])1/2
,
where
Ln(α) =
41/αKαCα
2
√
6
(log(n+ 1))1/α
(
n∑
i=1
E
[
X2i
])−1/2
max
1≤i≤n
‖Xi‖ψα ,
with constants Cα,Kα > 0 depending only on α.
Section 2.2 of Adamczak (2008) provides a counterexample proving that it is not
possible to replace the factor (log(n+ 1))1/α by anything of smaller order with only the
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hypothesis of ‖Xi‖ψα < ∞ if the norm bound is desired to be in terms of the variance
itself. The main advantage of Theorem 3.2 over Theorem 3.1 is the appearance of the
variance in the bound, as opposed to the ‖·‖ψα norm, at the cost of the log factor in
Ln(α) (which also explains the gain in the logarithmic factor mentioned after Theorem
8 of van de Geer and Lederer (2013)). This distinction can impact the convergence rate
if E(X2i ) is of much smaller order than ‖Xi‖2ψα ; see Remark 3.3 for an example involving
kernel smoothing estimators where this is indeed the case.
The following result is the analogue of Theorem 3.2 for the case α ≥ 1.
Theorem 3.3. If X1, . . . , Xn are independent mean zero random variables such that
‖Xi‖ψα <∞ for all 1 ≤ i ≤ n and some α ≥ 1, then∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
Ψ1,Ln(α)
≤ 2e
√
6
(
n∑
i=1
E
[
X2i
])1/2
,
with
Ln(α) :=
41/αCα
2
√
6
(log(n+ 1))1/α
(
n∑
i=1
E
[
X2i
])−1/2
max
1≤i≤n
‖Xi‖ψα ,
for some constant Cα > 0 depending only on α.
Theorem 3.3 proves a bound on the Ψ1,Ln(α)-norm irrespective of how light-tailed the
initial random variables are (or in other words, how large α > 1 is). Observe that this
result reduces to the usual Bernstein’s inequality for bounded random variables by taking
α =∞. In light of this, it seems not possible to prove Theorem 3.3 for a Ψα,L-norm with
α > 1. Note further that even though the result uses the Ψ1,L-norm, the parameter L
behaves as (log n)1/α/
√
n with the exponent of log n being 1/α instead of 1. So, this
result cannot be obtained by simply applying Theorem 3.2 with α = 1.
Most of our examples in Section 4 involve the maximum of many averages. For this
reason, we present a tail bound for such maximums explicitly as a theorem below, al-
though it is in fact a simple corollary of Theorems 3.2 and 3.3 (depending on whether
α ≤ 1 or α ≥ 1). For a vector v ∈ Rq, let ‖v‖∞ denote max1≤j≤q |v(j)|.
Theorem 3.4. Suppose X1, . . . , Xn are independent mean zero random vectors in
Rq, for any q ≥ 1, such that for some α > 0 and Kn,q > 0,
max
1≤i≤n
max
1≤j≤q
‖Xi(j)‖ψα ≤ Kn,q, and define Γn,q := max1≤j≤q
1
n
n∑
i=1
E
[
X2i (j)
]
.
Then for any t ≥ 0, with probability at least 1− 3e−t,∥∥∥∥∥ 1n
n∑
i=1
Xi
∥∥∥∥∥
∞
≤ 7
√
Γn,q(t+ log q)
n
+
CαKn,q(log(2n))
1/α(t+ log q)1/α
∗
n
,
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where α∗ := min{α, 1} and Cα > 0 is some constant depending only on α.
Remark 3.2 (Orlicz Norms of Products of Random Variables). In all our results, the
random variables are only required to be sub-Weibull of some order α > 0. In many ap-
plications, one may need to deal with products of two or more such sub-Weibull variables.
The following result (proved as Proposition S.3.2 in Section S.3 of the supplementary
material) provides a Ho¨lder type inequality establishing a bound on the ‖·‖ψα norm of
such product variables. The two examples mentioned in the introduction can also be
easily dealt with using this result. If Wi, 1 ≤ i ≤ k, are (possibly dependent) random
variables satisfying ‖Wi‖ψαi <∞ for some αi > 0, then
(3.1)
∥∥∥∥∥
k∏
i=1
Wi
∥∥∥∥∥
ψβ
≤
k∏
i=1
‖Wi‖ψαi where
1
β
:=
k∑
i=1
1
αi
.
See also Lemma 2.7.7 of Vershynin (2018) for a similar result. 
Remark 3.3 (Linear Kernel Averages). An important illustration of some of the
main features of our results is in the derivation of (pointwise) deviation bounds for lin-
ear kernel average estimators (LKAEs) involving sub-Weibull variables. Such estimators
are encountered in kernel smoothing based methods for non-parametric regression and
density estimation.
Let {(Yi, Xi) : i = 1, . . . , n} denote n i.i.d. realizations of a random vector (Y,X)
having finite second moments, where Y ∈ R and X ∈ Rp. Assume for simplicity that
X has a Lebesgue density f(·). Let m(x) := E(Y |X = x) and ψ(x) := m(x)f(x). Let
K(·) : Rp → R denote any kernel function (e.g. the Gaussian kernel on Rp). Consider
the following LKAE of ψ(x), given by
ψ̂(x) :=
1
nhp
n∑
i=1
YiK
(
Xi − x
h
)
, where h ≡ hn > 0 is the bandwidth.
Suppose ‖Y ‖ψα ≤ CY for some α,CY > 0 and g(x) := E
(
Y 2|X = x) f(x) is bounded,
i.e. 0 ≤ g(x) ≤ MY for all x, for some constant MY ≥ 0. Assume further that K(·) is
bounded and square integrable, i.e. for some constants CK , RK ≥ 0, |K(x)| ≤ CK for
all x and
∫
Rp K
2(x)dx ≤ RK . Then, for any fixed x ∈ Rp and any t ≥ 0, we have with
probability at least 1− 3e−t,
(3.2)
∣∣∣ψ̂(x)− E{ψ̂(x)}∣∣∣ ≤ 7 ΓY,K√
nhp
√
t +
CαΥY,K(log(2n))
1/α
nhp
t1/α
∗
,
where ΓY,K := (MYRK)
1
2 , ΥY,K := CY CK , α
∗ := min{α, 1} and Cα > 0 is some constant
depending only on α. (3.2) provides a ready-to-use deviation bound for sub-Weibull
LKAEs with a convergence rate of (nhp)−1/2 for any α > 0, assuming nhp → ∞ as
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n→∞. Note that to extract this (sharp) rate, it is necessary to exploit that h−pY K{(X−
x)/h} has a variance of much smaller order than its squared ‖·‖ψα norm. The proof of
(3.2) is given in Section S.3 of the supplementary material. Under standard smoothness
conditions and a q-th order kernel K(·), for some q ≥ 2, it can be shown that |E{ψ̂(x)}−
ψ(x)| ≤ O(hq) uniformly in x (see, for instance, Hansen (2008) and references therein)
and hence, a tail bound for |ψ̂(x)−ψ(x)| can also be obtained. The result provided here
is mostly for illustration and can possibly be extended in several directions; see Section
6 for further discussion. 
4. Applications in High Dimensional Statistics. In this section, we study in
detail the four fundamental statistical applications mentioned in the introduction. Before
proceeding to these applications, we provide a brief discussion that suggests that the joint
sub-Weibull property is a much more restrictive assumption than the marginal one. A
careful examination of the joint sub-Weibull property implies an “almost independence”
restriction on the coordinates for a dimension-free bound. For a simple example consider
the random vector X ∈ Rq where all the coordinates are exactly the same X(1) = · · · =
X(q). In this case, it is clear that
(4.1) ‖X‖J,ψα = sup
θ∈Rq , ‖θ‖2=1
‖θ‖1 ‖X(1)‖ψα =
√
q ‖X(1)‖ψα .
Although this is a pathological example, it shows that if the coordinates of X are highly
dependent then the random vector cannot have a “small” joint sub-Weibull norm; see
Section 3.4 of Vershynin (2018) for a discussion. For all the high dimensional applications
we consider, the (polynomial) dependence on the dimension in (4.1) can render the rates
useless. Note that even though a Gaussian X ∈ Rq is jointly sub-Gaussian, ‖X‖J,ψ2 will
depend on the maximum eigenvalue of Σ := Cov(X), which may not be dimension-free
if X has correlated components (e.g. if Σ is an equicorrelation matrix).
The “almost independence” restriction implied by the joint sub-Weibull property may
not necessarily be satisfied in practice and it is also hard to find results for high dimen-
sional statistical methods in the literature under marginal sub-Gaussian/sub-exponential
tails. So, we consider both the marginal and the joint sub-Weibull assumptions in de-
riving the tail bounds as well as the rates of convergence in the following statistical
applications.
4.1. Covariance Estimation: Maximum Elementwise Norm. Suppose X1 , . . . , Xn are
independent random vectors in Rp. Define the (gram) matrices
(4.2) Σˆn :=
1
n
n∑
i=1
XiX
>
i and Σn :=
1
n
n∑
i=1
E
[
XiX
>
i
]
.
Note that Σˆn is unbiased for Σn. Assuming that Xi’s have mean 0, Σn is the covariance
matrix of the scaled sample mean
√
nX¯n and Σˆn is a natural estimator of Σn. Define the
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elementwise maximum norm as
∆n :=
∣∣∣∣∣∣∣∣∣Σˆn − Σn∣∣∣∣∣∣∣∣∣∞ = max1≤j≤k≤p
∣∣∣∣∣ 1n
n∑
i=1
{Xi(j)Xi(k)− E [Xi(j)Xi(k)]}
∣∣∣∣∣ .
As shown later in Section 5, it is necessary to control the elementwise maximum norm
between the empirical and population covariance matrices to establish consistency of
the multiplier bootstrap. The main result of this section (proved in Section S.4.1 of the
supplementary material)is as follows. Only the case α ≤ 2 is considered here and the
case α > 2 can be derived similarly from Theorem 3.3 and 3.4. Recall Definition 2.5.
Theorem 4.1. Let X1, . . . , Xn be independent random vectors in Rp satisfying
(4.3) max
1≤i≤n
‖Xi‖M,ψα ≤ Kn,p <∞ for some 0 < α ≤ 2.
Fix n, p ≥ 1. Then for any t ≥ 0, with probability at least 1− 3e−t,
∆n ≤ 7An,p
√
t+ 2 log p
n
+
CαK
2
n,p(log(2n))
2/α(t+ 2 log p)2/α
n
,
where Cα > 0 is a constant depending only on α, and A
2
n,p is given by
A2n,p := max
1≤j≤k≤p
1
n
n∑
i=1
Var (Xi(j)Xi(k)) .
Remark 4.1 (Rate of Convergence). It is clear from Theorem 4.1 that the rate of
convergence of ∆n is given by
∆n = Op
(
max
{
An,p
√
log p
n
,K2n,p
(log n)2/α(log p)2/α
n
})
.
Thus if (log p)2/α−1/2 = o(
√
n(log n)−2/α), then ∆n = Op
(
An,p
√
log p/n
)
. It is easy to
verify under assumption (4.3) that An,p ≤ CαK2n,p; see Proposition 2.5.2 of Vershynin
(2018) for a proof. Note that if α = 2, i.e. Xi’s are marginally sub-Gaussian, then
the (known) rate of convergence is
√
log p/n. Thus, the key implication of the above
calculations is that the rate of convergence can match that of the sub-Gaussian case for
a wide range of α > 0. This is the main importance of the tail bounds stated in Section 3
and the same phenomenon is observed in all the subsequent applications too. Also, it is
clear that the same result holds under a joint sub-Weibull assumption. 
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Remark 4.2 (Application to Coupling Inequality). The quantity ∆n also appears
in a coupling inequality for the maximum of a sum of random vectors. The coupling
inequality refers to bounding∣∣∣∣∣max1≤j≤p 1√n
n∑
i=1
Xi(j)− max
1≤j≤p
1√
n
n∑
i=1
Zi(j)
∣∣∣∣∣ ,
where Xi ∈ Rp are mean zero and Zi ∼ Np(0,E
[
XiX
>
i
]
) constructed on the same
probability space as Xi’s. For this quantity to converge in probability to zero, Theorem
4.1 of Chernozhukov, Chetverikov and Kato (2014) requires ∆n to converge to zero,
among other terms. 
4.1.1. Gram Matrix to Covariance Matrix. The quantity ∆n only measures the dif-
ference between the sample and the population gram matrices and this is important in
applications involving linear regression since only the gram matrix appears and not the
covariance matrix. In some applications it is of interest to deal with covariance matrices:
Σˆ∗n :=
1
n
n∑
i=1
(
Xi − X¯n
) (
Xi − X¯n
)>
,
Σ∗n :=
1
n
n∑
i=1
E
[
(Xi − µ¯n) (Xi − µ¯n)>
]
,
(4.4)
where X¯n :=
∑n
i=1Xi/n and µ¯n := E
[
X¯n
]
=
∑n
i=1 E [Xi] /n. Note that Σ∗n is not the
variance of X¯n unless µi = µ¯n for all i. Define the maximum elementwise norm error for
the covariance matrix as
∆∗n :=
∣∣∣∣∣∣∣∣∣Σˆ∗n − Σ∗n∣∣∣∣∣∣∣∣∣∞.
Theorems 4.1 and 3.4 imply the following result (proved in Section S.4.1 of the supple-
mentary material).
Theorem 4.2. Under the setting of Theorem 4.1, for any t ≥ 0, with probability at
least 1− 6e−t,
∆∗n ≤ 7A∗n,p
√
t+ 2 log p
n
+
CαK
2
n,p(log(2n))
2/α(t+ 2 log p)2/α
n
,
where
A∗n,p := max
1≤j≤k≤p
(
1
n
n∑
i=1
Var ((Xi(j)− µ¯n(j))(Xi(k)− µ¯n(k)))
)1/2
.
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In comparison to Theorem 4.1 which applied to gram matrices, the only change with
covariance matrices is the replacement of An,p with A
∗
n,p.
Remark 4.3 (Sparse Covariance Matrix Estimation). The basic technique of sparse
estimation is thresholding. For simplicity, consider the case of identically distributed
random vectors. Recall the definition of the usual covariance matrix Σˆ∗n from (4.4) and
define for λ > 0, the matrix Σ˘n,λ by
Σ˘n,λ(j, k) :=
{
Σˆ∗n(j, k), if
∣∣∣Σˆ∗n(j, k)∣∣∣ ≥ λ,
0, otherwise,
for 1 ≤ j ≤ k ≤ p. This estimator essentially sets to zero those elements of Σˆ∗n that are
“small”. This is referred to sometimes as universal hard thresholding since λ does not
depend on (j, k). The parameter λ is called the thresholding parameter. It is easy to
verify that
P
(
Σ∗n(j, k) = 0 and Σ˘n,λ(j, k) 6= 0 for some j, k
)
≤ P (∆∗n > λ) .
So, the right cut-off λ for consistent support recovery would be of the same order as the
rate of convergence of ∆∗n which is
√
log p/n, as shown in Theorem 4.2 (under additional
conditions, as in Remark 4.1). So, for a wide range of α, the cut-off used for Gaussians
works for marginally sub-Weibull random vectors too. For a more careful study of the
properties of Σ˘n,λ in terms of the operator norm and extensions to weakly sparse matrices,
see Bickel and Levina (2008), Cai and Liu (2011) and Fan, Liao and Liu (2016). As can
be seen from the analysis there, a result similar to Theorem 4.2 plays a key role. It should
be noted here that most of the literature about covariance matrix estimation is based
on a joint sub-Gaussian assumption on the ingredient random vectors and our setting
above is more general. 
Remark 4.4 (Bootstrap Consistency). From Remark 4.1 and Theorem 4.2 of Cher-
nozhukov, Chetverikov and Kato (2017), it follows that the consistency of either the
multiplier bootstrap or Efron’s empirical bootstrap for high dimensional averages re-
quires the convergence of ∆∗n to zero. In fact, the multiplier bootstrap error is bounded
by a multiple of (∆∗n)1/3; see Remark 5.2 in Section 5 for more details. Hence, our results
in this section prove the bootstrap consistency under weaker tail assumptions. 
4.2. Covariance Estimation: Maximum k-Sub-Matrix Operator Norm. In the previ-
ous sub-section, a bound on the elementwise maximum norm was provided. It is clear
that the maximum norm only deals with the elements of the matrix. In many applications
and practical data exploration, it is of much more importance to study functionals of the
covariance matrix such as the eigenvalues and eigenvectors. A key ingredient in studying
these functionals is consistency of the covariance matrix in the operator norm. As ex-
pected, if the dimension of the random vectors Xi is larger than n, then the covariance
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matrix is not consistent in the operator norm. Also, in high-dimensions it is a common
practice to select a subset of “significant” group of coordinates of Xi’s and explore the
properties of that subset. Motivated by this discussion, we study the maximum k-sparse
sub-matrix operator norm of the gram matrix. This norm is also of importance in high
dimensional linear regression due to its connections to the restricted isometry property
(RIP) and the restricted eigenvalue (RE) condition. Define
RIPn(k) := sup
θ∈Rp,
‖θ‖0≤k,‖θ‖2≤1
∣∣∣θ> (Σˆn − Σn) θ∣∣∣ ,
with Σˆn and Σn as defined in (4.2). Here, ‖θ‖0 denotes the number of non-zero entries
of θ. RIPn(k) is a norm for k ≥ 2. The quantity RIPn(k) also plays an important
role in post-Lasso linear regression asymptotics (see condition RSE(m) in Belloni and
Chernozhukov (2013)) and more generally, in post-selection inference (see Kuchibhotla
et al. (2018) for details). This norm was possibly first studied (with identity matrix for
Σn) in Rudelson and Vershynin (2008) under the assumption of marginally bounded
random vectors or equivalently, assumption (4.3) with α = ∞. Also see Appendix C of
Belloni and Chernozhukov (2013) for similar results.
Our main results on tail bounds for RIPn(k) are presented in Theorem 4.3. However,
using the results of Section 4.1, an easier but generally sub-optimal bound on RIPn(k)
may also be obtained which we present below for the sake of completeness. Note that
RIPn(k) ≤
(
sup
‖θ‖0≤k,‖θ‖2≤1
‖θ‖21
)∣∣∣∣∣∣∣∣∣Σˆn − Σn∣∣∣∣∣∣∣∣∣∞ ≤ k∣∣∣∣∣∣∣∣∣Σˆn − Σn∣∣∣∣∣∣∣∣∣∞.
This is a deterministic inequality and using the bounds on ∆n derived previously, it is
easy to derive bounds for RIPn(k). For simplicity, we only present an expectation bound
instead of general tail bounds (or moment bounds). Under the hypothesis of Theorem 4.1
in Section 4.1, we have
(4.5) E [RIPn(k)] ≤ Cα
{
An,pk
√
log p
n
+K2n,p
k(log p log(2n))2/α
n
}
,
for some constant Cα > 0 depending only on α. This bound provides the rate of
k
√
log p/n for RIPn(k) using the arguments of Remark 4.1. Note that this is derived
only under a marginal ψα-bound. The factor k here is optimal under the marginal hy-
pothesis as can be seen from the pathological example discussed before Section 4.1. (In
this example, the factor
√
log p disappears.) A sharper bound alternative to (4.5) can be
derived under the hypothesis of a joint ψα assumption on Xi. Under this joint hypothesis,
the dominating term becomes
√
k log p/n.
We next derive a bound on RIPn(k) in a unified way, using a different approach, that
always presents the dominating term of order
√
k log p/n (upto a distributional constant
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factor) under either of these assumptions. The main result of this section (proved in
Section S.4.2 of the supplementary material) is as follows. Once again, we only present
the result for 0 < α ≤ 2 and the similar result for α > 2 can be derived using Theorem 3.3.
Theorem 4.3. Let X1, . . . , Xn be independent random vectors in Rp. Define
Υn,k := sup
θ∈Θk
1
n
n∑
i=1
Var
((
X>i θ
)2)
.
Fix 0 < α ≤ 2. Then the following bounds hold true:
(a) If ‖Xi‖M,ψα ≤ Kn,p for all 1 ≤ i ≤ n, then for any t > 0, with probability at
least 1− 3e−t,
RIPn(k) ≤ 14
√
Υn,k(t+ k log(36p/k))
n
+
CαK
2
n,pk(log(2n))
2/α(t+ k log(36p/k))2/α
n
.
(4.6)
(b) If ‖Xi‖J,ψα ≤ Kn,p for all 1 ≤ i ≤ n, then for any t > 0, with probability at
least 1− 3e−t,
RIPn(k) ≤ 14
√
Υn,k(t+ k log(36p/k))
n
+
CαK
2
n,p(log(2n))
2/α(t+ k log(36p/k))2/α
n
.
(4.7)
Here in both cases, Cα > 0 represents a constant depending only on α.
In comparison between (a) and (b), the only difference is the extra factor of k in the
second term which is usually of lower order than the first.
Remark 4.5 (Rate of Convergence). The bounds (4.6) and (4.7) both provide the
same rate of (Υn,kk log p/n)
1/2 for a wide range of k following the arguments of Re-
mark 4.1 and this is actually what is expected from the central limit theorem as well.

Remark 4.6 (Growth of Υn,k). The leading term in the bounds of Theorem 4.3 de-
pends on Υn,k which relates to the fourth moment of linear combinations. Such quantities
have also appeared in several other problems, including likelihood methods with diverg-
ing number of parameters (Portnoy (1988)), sub-Gaussian estimation of means (Joly,
Lugosi and Oliveira (2017)), tail bounds for lower eigenvalues of covariance matrices
(Oliveira (2013)) and verification of so-called small-ball conditions (Lecue´ and Mendel-
son, 2014). In some of these works, the fourth moment of linear combinations is assumed
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to be bounded by the square of the second moment. Such an assumption coupled with a
bounded operator norm of Σn implies that Υn,k is of constant order. In general, Υn,k can
grow with k and it is not clear the rate at which it can grow for arbitrary distributions.
However, under a joint sub-Weibull assumption, it is at most a constant multiple of K4n,p.

Remark 4.7 (Gram Matrix to Covariance Matrix). Using the results in Section 4.1.1,
the results of this section can be easily modified to bound RIPn(k) when the gram
matrices Σˆn and Σn are replaced by the covariance matrices Σˆ
∗
n and Σ
∗
n respectively; see
Remark 4.5 of Kuchibhotla et al. (2018) for more details. Similar comments also apply
for the results in the next section on the restricted eigenvalue condition and will not be
repeated. 
Remark 4.8 (Adaptive Covariance Matrix Estimation). Concentration inequalities
for RIPn(k) are also needed in adaptive estimation of a bandable covariance matrix. A
matrix Σn ∈ Rp×p is said to be k-bandable, for some k ≥ 1, if
Σn(i, j) = 0 for all |i− j| ≥ k, for some k ≥ 1.
An adaptive estimator was proposed in Cai and Yuan (2012) based on the idea of block
thresholding. Similar to the thresholding used in sparse covariance matrix estimation (see
Remark 4.3), block thresholding sets to zero a sub-matrix if its operator norm is smaller
than a threshold. The actual procedure is more complicated than this and is described
in Section 2.2 of Cai and Yuan (2012). Theoretical study of such a block thresholding
procedure requires a result similar to Theorem 4.3; see Theorem 3.3 in Section 3.2 of
Cai and Yuan (2012) for more details. The main difference in comparison with our result
is that we do not require sub-Gaussian tails whereas the proof of Theorem 3.3 there
relies heavily on the normality of the random vectors; see also Cai, Ren and Zhou (2016)
for a survey about high dimensional structured covariance matrix estimation. Using our
results from this section, the performance of the adaptive estimator can be studied under
much weaker assumptions of marginal sub-Weibull tail behaviors. 
4.3. Restricted Eigenvalue Condition. One of the most well known estimators for
high dimensional linear regression is the Lasso (Tibshirani, 1996). A crucial assumption
in the proof of the oracle inequalities for Lasso is the restricted eigenvalue (RE) condition
introduced by Bickel, Ritov and Tsybakov (2009) for the matrix Σˆn as defined in (4.2);
see Section 4.4 for further details on its application for Lasso. The RE condition on Σˆn
is given by
(4.8) inf
S⊆{1,...,p},
|S|≤k
inf
θ∈C(S;δ)
θ>Σˆnθ
θ>θ
≥ γn > 0,
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for some constant γn, where for any subset S ⊆ {1, 2, . . . , p} and any δ ≥ 1,
C(S; δ) := {θ ∈ Rp : ‖θ(Sc)‖1 ≤ δ ‖θ(S)‖1} .
Here, ‖v‖1 denotes the L1 norm of any vector v ∈ Rp, and θ(S) represents the sub-vector
of θ with indices in S; see Equation (11.10) of Hastie, Tibshirani and Wainwright (2015).
This assumption was verified for covariance matrices of sub-Gaussian random vectors
by Rudelson and Zhou (2013), extending the work of Raskutti, Wainwright and Yu
(2010) for Gaussians. It is worth mentioning that the assumption of Rudelson and Zhou
(2013) is that of jointly sub-Gaussian random vectors. Some extensions under weaker
tail behavior, including sub-exponentials have also been considered in Adamczak et al.
(2011) and Lecue´ and Mendelson (2014), for instance, although the latter’s result applies
more generally (see Remark 4.10 for more discussion).
A general result proving this assumption based on a bound on the maximum elemen-
twise norm is given in Lemma 10.1 of van de Geer and Bu¨hlmann (2009). This result
along with our bounds on ∆n in Section 4.1 implies that if the random vectors Xi satisfy
(4.3), then Σˆn satisfies the RE condition with probability converging to one if Σn satisfies
the RE condition and
kAn,p
√
log p
n
+K2n,p
k(log n)2/α(log p)2/α
n
= o(1).
As noted in Section 3.2 of Raskutti, Wainwright and Yu (2010), this result does not allow
for the optimal largest size for k, but it does relax the sub-Gaussianity assumption. It
is possible to get better rates using the bounds on RIPn(k) under assumption (4.3) as
shown below.
In the following, we prove that gram matrices obtained from sub-Weibull random
vectors satisfy the RE condition with high probability using Lemma 12 of Loh and
Wainwright (2012). For simplicity, we only consider the case 0 < α ≤ 2 and the case
α > 2 can be studied similarly. The main result of this section (proved in Section S.4.3
in the supplementary material) is as follows. We prove a stronger result – a sufficient
condition regarding restricted strong convexity that was introduced in Negahban et al.
(2012). As shown in Remark 4.9 below, the RE condition follows from this result.
Theorem 4.4. Under the setting of Theorem 4.3, the following high probability state-
ments hold true:
(a) If ‖Xi‖M,ψα ≤ Kn,p for all 1 ≤ i ≤ n, then setting
Ξ
(M)
n,k := 14
√
2
√
Υn,kk log(36np/k)
n
+
CαK
2
n,pk(log(2n))
2
α (k log(36np/k))
2
α
n
,
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we have with probability at least 1− 3k(np)−1, simultaneously for all θ ∈ Rp,
θ>Σˆnθ ≥
(
λmin(Σn)− 27Ξ(M)n,k
)
‖θ‖22 −
54Ξ
(M)
n,k
k
‖θ‖21 .
(b) If ‖Xi‖J,ψα ≤ Kn,p for all 1 ≤ i ≤ n, then setting
Ξ
(J)
n,k := 14
√
2
√
Υn,kk log(36np/k)
n
+
CαK
2
n,p(log(2n))
2
α (k log(36np/k))
2
α
n
,
we have with probability at least 1− 3k(np)−1, simultaneously for all θ ∈ Rp,
θ>Σˆnθ ≥
(
λmin(Σn)− 27Ξ(J)n,k
)
‖θ‖22 −
54Ξ
(J)
n,k
k
‖θ‖21 .
Here in both cases, Cα > 0 represents a constant depending only on α.
Remark 4.9 (Verification of the RE Condition). As mentioned before, Theorem 4.4
proves the restricted strong convexity property. Now we prove that this property implies
the RE condition. In our application to Lasso, we only need the RE condition with δ = 3
and so for simplicity, we only prove RE with δ = 3 from the conclusions of Theorem 4.4.
For any S ⊆ {1, 2, . . . , p} with |S| ≤ k and θ ∈ C(S; 3), we have
‖θ(Sc)‖1 ≤ 3 ‖θ(S)‖1 ≤ 3
√
k ‖θ(S)‖2 ⇒ ‖θ‖1 ≤ 4
√
k ‖θ‖2 .
Let Ξ be either Ξ
(M)
n,k or Ξ
(J)
n,k. The inequality above then implies that
(λmin(Σn)− 27Ξ) ‖θ‖22 −
54Ξ
k
‖θ‖21 ≥ (λmin(Σn)− 891Ξ) ‖θ‖22 .
Hence if λmin(Σn) ≥ 1782Ξ, then the restricted eigenvalue condition (4.8) is satisfied
with γn = λmin(Σn)/2; see footnote 4 of Negahban et al. (2012) for a related calculation.
In particular, if λmin(Σn) > 0, and
Υn,kk log(np/k) +K
2
n,pk(log n)
2
α (k log(np/k))
2
α = o(n),
then the RE condition is satisfied with probability converging to one under the marginal
sub-Weibull assumption. If instead,
Υn,kk log(np/k) +K
2
n,p(log n)
2
α (k log(np/k))
2
α = o(n),
then the RE condition is satisfied with probability converging to one under the joint
sub-Weibull assumption. To the best of our knowledge, this is the first result proving the
restricted eigenvalue condition in this generality. 
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Remark 4.10 (Requirement of Exponential Tails). Observe that the RE condition is
only concerned with the minimum sparse eigenvalue and so the assumption of exponential
tails may not be required in its full strength; see van de Geer and Muro (2014) and
Oliveira (2013) for details. In particular for this problem, it is only required to bound
(possibly exponentially), for some ε > 0, the probability of the event
1
n
n∑
i=1
(
X>i θ
)2 ≤ (1− ε) 1
n
n∑
i=1
E
[(
X>i θ
)2]
.
It is well-known that this event, being related to the average of non-negative random
variables, has an exponentially small probability; see Theorem 2.19 of de la Pen˜a, Lai
and Shao (2009) for an exponential tail bound under finite fourth moments. Oliveira
(2013) formalizes this to bound the probability of the event uniformly over all θ and
proved a general result related to the RE condition for a normalized covariance matrix;
see Theorem 5.2 there. Some of the main differences between his result and the results
in high dimensional statistics literature are listed after Theorem 5.2 therein; see also
Section 6.1 of van de Geer and Muro (2014) for more comparisons.
The marginal sub-Weibull assumption (a) in Theorem 4.4 is equivalent to the moment
growth: ‖Xi(j)‖r ≤ Cαr1/α for all r ≥ 1. Under an additional small-ball assumption,
Theorem E of Lecue´ and Mendelson (2014) shows that the same moment growth for
1 ≤ r ≤ log(wp) only, for some constant w ≥ 1, suffices to verify the RE condition. Note
that for p diverging with n, the weaker assumption of Lecue´ and Mendelson (2014) is
almost equivalent to a marginal sub-Weibull requirement. It is also not clear if Theorem
E of Lecue´ and Mendelson (2014) can be extended to prove a restricted strong convexity
property as in Theorem 4.4.
Finally, although it maybe possible to prove the RE condition itself under weaker tail
assumptions on the covariates and allowing for an exponential growth of p, the theoretical
analysis of Lasso and other related high dimensional estimators – where this condition
is most needed – usually requires exponential tails for the (random) covariates anyway
to ensure logarithmic dependence on p in the convergence rates. 
4.4. High Dimensional Linear Regression. In this section, we derive results related to
Lasso, a well-known high dimensional linear regression estimator introduced by Tibshi-
rani (1996). Let (X>1 , Y1)>, . . . , (X>n , Yn)> be n independent random vectors in Rp ×R.
Let β0 ∈ Rp be a vector such that
(4.9) Yi = X
>
i β0 + εi with
1
n
n∑
i=1
E [εiXi] = 0 ∈ Rp.
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Observe that such a vector β0 always exists, as long as the population gram matrix∑n
i=1 E[XiX>i ]/n is invertible, and is given by
β0 = arg min
θ∈Rp
1
n
n∑
i=1
E
[(
Yi −X>i θ
)2]
=
(
1
n
n∑
i=1
E
[
XiX
>
i
])−1( 1
n
n∑
i=1
E [XiYi]
)
.
Differentiating the objective function above implies the second condition in (4.9). A linear
model is said to be well-specified if E
[
εi
∣∣Xi] = 0 in which case the second condition
in (4.9) holds trivially. Thus, the specification (4.9) is a much weaker condition and
allows for a misspecified linear model. Note also that in (4.9), X is allowed to include 1 to
account for an intercept term. The Lasso estimator βˆn(λ) for a regularization parameter
λ > 0 is given by
(4.10) βˆn(λ) := arg min
θ∈Rp
1
2n
n∑
i=1
(
Yi −X>i θ
)2
+ λ ‖θ‖1 .
In most of the literature on Lasso, the guarantees on the estimator are usually ob-
tained under some restrictive assumptions such as fixed or jointly sub-Gaussian covari-
ates and/or homoscedastic Gaussian/sub-Gaussian errors, although these are not the
only settings studied; see Vidaurre, Bielza and Larran˜aga (2013) and references therein
for a detailed survey of L1-penalized regression methods, and their computational and
theoretical properties.
In this section, we analyze the Lasso under weaker tail assumptions on the covariates
Xi, the errors εi and allowing for model misspecification. The main message of the
result here is that the Lasso estimator attains the rate of
√
k log p/n for a large range
of k, p if β0 is k-sparse. Our analysis allows for both fixed and random covariates since
we do not assume identical distributions of the random vectors. A very general result
about Lasso is obtained by Negahban et al. (2012) that is derived based on deterministic
inequalities (see Section 4.2 there). The following main result (proved in Section S.4.4
of the supplementary material) is based on this general result. Recall the definitions of
Σˆn, Σn from Equation (4.2) and Ξ
(M)
n,k from Theorem 4.4.
Theorem 4.5. Consider the setting above. Suppose ‖β0‖0 ≤ k and there exists 0 <
α ≤ 2, and ϑ,Kn,p > 0 such that
max
{
‖Xi‖M,ψα , ‖εi‖ψϑ
}
≤ Kn,p for all 1 ≤ i ≤ n.
Also suppose n ≥ 2, k ≥ 1 and the matrix Σn satisfies λmin(Σn) ≥ 1782Ξ(M)n,k . Then, with
probability at least 1−3(np)−1−3k(np)−1, the regularization parameter λn can be chosen
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to be
(4.11) λn = 14
√
2σn,p
√
log(np)
n
+
CγK
2
n,p(log(2n))
1/γ(2 log(np))1/γ
n
,
so that the Lasso estimator βˆn(λn) satisfies∥∥∥βˆn(λn)− β0∥∥∥
2
≤ 84
√
2
λmin(Σn)
[
σn,p
√
k log(np)
n
+
CγK
2
n,pk
1/2(log(np))2/γ
n
]
,
where Cγ > 0 is some constant depending only on γ and
1
γ
:=
1
α
+
1
ϑ
, and σ2n,p := max
1≤j≤p
1
n
n∑
i=1
Var (Xi(j)εi) > 0.
Remark 4.11 (Rate of Convergence). We believe that Theorem 4.5 is the first result
proving rates of convergence of the Lasso estimator in this generality. It follows from this
result that if λmin(Σn) ≥ 1782Ξ(M)n,k holds and
(log(np))4/γ−1 = o(n), as n→∞,
then the rate of convergence of Lasso is
√
k log p/n which is also known to be the minimax
optimal rate. Note that in Theorem 4.5, the probability is converging to one as n→∞
and so the bound has log(np) instead of the usual log p. By making the probability
to be 1 − O(p−1), the usual rate √k log p/n can be recovered. In the special case of
conditionally homoscedastic errors εi with E(εi
∣∣Xi) = 0 and Var(εi∣∣Xi) = σ2, and with
Xi’s normalized to have marginal variances of 1, we have σn,p = σ and leads to the
familiar rate σ
√
k log p/n. If a joint sub-Weibull property is assumed on the covariates
in Theorem 4.5, then the same result holds with Ξ
(M)
n,k replaced by Ξ
(J)
n,k. Note that
Ξ
(J)
n,k ≤ Ξ(M)n,k . Some related results for Lasso with jointly sub-Weibull dependent random
vectors can be found in Wong and Tewari (2017). 
Lasso under Polynomial Moments on Errors. A careful inspection of the theoretical
analysis of Lasso reveals that the assumption of sub-Weibull errors can be weakened to
polynomial-tailed errors. This has also been noted in the recent work of Han and Wellner
(2017); see Theorem 6 and Examples 1-3 therein, where they provide a general recipe
for deriving the convergence rates of Lasso allowing for much weaker tailed errors. Their
results, however, are asymptotic and need the (restrictive) assumption of εi being mean
zero and independent of Xi, 1 ≤ i ≤ n, although they do allow for dependence among
εi’s. In Theorem 4.6 below, we prove an analogue of Theorem 4.5 with only polynomial
moments of εi. Recall Definition 2.5 and Ξ
(M)
n,k from Theorem 4.4, and recall that for any
random variable W , ‖W‖r = (E [|W |r])1/r.
imsart-aos ver. 2014/10/16 file: MBS-Arxiv-V2.tex date: July 2, 2018
MOVING BEYOND SUB-GAUSSIANITY 25
Theorem 4.6 (Lasso with Polynomial-Tailed Errors). Under the setting of Theo-
rem 4.5, suppose ‖β0‖0 ≤ k and there exists 0 < α ≤ 2, r ≥ 2 so that
max
1≤i≤n
‖Xi‖M,ψα ≤ Kn,p, and max1≤i≤n ‖εi‖r ≤ Kε,r.
Also suppose n ≥ 2, k ≥ 1 and the matrix Σn satisfies λmin(Σn) ≥ 1782Ξ(M)n,k . Then for
L ≥ 1, with probability at least 1−3(np)−1−3k(np)−1−L−1, the regularization parameter
λn can be chosen to be
λn = 14
√
2σn,p
√
log(np)
n
+
CαKn,pKε,r(log(np))
1/α
[
(log(2n))1/α + L
]
n1−1/r
,
so that the Lasso estimator βˆ(λn) satisfies∥∥∥βˆn(λn)− β0∥∥∥
2
≤ 84
√
2
λmin(Σn)
σn,p
√
k log(np)
n
+ CαKn,pKε,r
k1/2(log(np))1/α
[
(log(2n))1/α + L
]
λmin(Σn) n1−1/r
,
for some constant Cα > 0 depending only on α.
Remark 4.12 (Convergence Rates and Fixed Designs). Theorem 4.6 proves that
the rate of convergence of the Lasso is σn,p
√
k log p/n if
Kε,r(log(np))
1/α−1/2(log(2n))1/α = o(n1/2−1/r).
In comparison to Han and Wellner (2017), Theorem 4.6 provides a precise non-asymptotic
extension of their (asymptotic) results under (marginally) sub-Weibull covariates, with-
out the assumption regarding the errors being independent of the covariates. Since our
result allows for (a) non-identically distributed observations, (b) both fixed and random
designs, as well as (c) possibly misspecified models, it serves as a generalization (under
sub-Weibull covariates) of Theorem 6 (and Examples 2-3) of Han and Wellner (2017).
Finally, note that under a fixed design, i.e. if Xi, 1 ≤ i ≤ n are n fixed vectors, then
Xi’s are marginally sub-Weibull (∞) and
max
1≤i≤n
‖Xi‖M,ψ2 ≤ max1≤i≤n ‖Xi‖M,ψ∞ = max1≤i≤n max1≤j≤p |Xi(j)|.
Hence, applying Theorem 4.6 with α = 2 in this case, we observe that a rate of
√
k log p/n
can be achieved under the (almost trivial) rate constraint
Kε,r(log(np))
−1/2(log(2n))1/2 = o(n1/2−1/r),
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which is satisfied as long as n is large enough and r > 2. Similarly, for Theorem 4.5, the
constraint becomes: (log(np))4/ϑ−1 = o(n). It should be noted that for fixed designs, the
RE condition is simply an explicit assumption. 
Remark 4.13 (Extensions and Other Estimators). Using the probability tools from
Section 3 and the method of proof in this section, it is possible to prove very general
results extending Theorem 4.5 in several directions (similar extensions also apply to
Theorem 4.6 even though we only illustrate them for Theorem 4.5). We briefly discuss
some of these below.
Theorem 4.5 is proved under the assumption of hard sparsity in the sense that no more
than k entries of β0 are non-zero. One can derive an oracle inequality using Theorem
1 of Negahban et al. (2012). Under the assumptions of Theorem 4.5 (except the hard
sparsity), the oracle inequality is as follows. For the choice of λn in (4.11), with probability
converging to one,∥∥∥βˆn(λn)− β0∥∥∥2
2
≤ min
S: Ξ
(M)
n,|S|=o(1)
18λ2n|S|
Γ2n(S)
+
8λn ‖β0(Sc)‖1
Γn(S)
+
3456Ξ
(M)
n,|S| ‖β0(Sc)‖21
|S|Γn(S)
 ,(4.12)
where Γn(S) := λmin(Σn)−1755Ξ(M)n,|S|. Under the condition Ξ
(M)
n,|S| = o(1), for large enough
n, Γn(S) ≥ λmin(Σn)/2. The constants could possibly be improved here. This is an oracle
inequality because there is no assumption on β0 and the bound adapts to the true sparsity
of β0. The proof can be found in Section S.4.4 (Proposition S.4.1) of the supplementary
material. As shown in Section 4.3 of Negahban et al. (2010), inequality (4.12) implies a
rate of convergence if β0 is weakly sparse.
Following the proof of Proposition 2 of Negahban et al. (2010), and using the proof of
Theorem 4.4, it is easy to prove the restricted strong convexity property for generalized
linear models when the covariates are marginally sub-Weibull. Hence Theorem 4.5 can
be easily extended to the case of L1-penalized estimation methods for generalized linear
models.
Finally, we mention that apart from the Lasso, there are many other estimators avail-
able for high dimensional linear regression, including the Dantzig selector (Candes and
Tao (2007)) and the square-root Lasso (Belloni, Chernozhukov and Wang (2011)). The
key ingredient in the analysis of all these estimators is the restricted eigenvalue condition
as shown in van de Geer (2016). Hence, the rate of convergence of these estimators can
also be derived under much weaker assumptions based on our results. 
5. High Dimensional Central Limit Theorem for Sub-Weibulls. In the pre-
vious sections, we have obtained the rates of convergence of various high dimensional
quantities without emphasizing much on the constants. For inference, however, constants
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are important to make asymptotically exact statements. The main aim of this section
is to show by a Berry-Esseen bound that the maximum of an average of independent
vectors behaves as the maximum of an average of independent Gaussians with the same
covariance structure. Suppose W1, . . . ,Wn are independent mean zero random vectors
in Rq with finite second moment. It is of vast importance in high dimensional statistics
to understand the distribution of W¯n, the average of W1, . . . ,Wn. Let G1, . . . , Gn be
independent mean zero Gaussian vectors in Rq satisfying
E
[
GiG
>
i
]
= E
[
WiW
>
i
]
for all 1 ≤ i ≤ n.
Set
SWn :=
1√
n
n∑
i=1
Wi ∈ Rq and SGn :=
1√
n
n∑
i=1
Gi ∈ Rq.
Let Are denote the set of all rectangles in Rq, that is, Are consists of all sets A of the
form: A = {z ∈ Rq : a(j) ≤ z(j) ≤ b(j) for all 1 ≤ j ≤ q}, for some vectors a, b ∈ Rq.
Finally, set for any class A of (Borel) sets in Rq,
ρn (A) := sup
A∈A
∣∣P (SWn ∈ A)− P (SGn ∈ A)∣∣ .
Chernozhukov, Chetverikov and Kato (2017) proved a very general Berry-Esseen result
for independent random vectors without any specific tail assumptions. They provide
concrete rates for two specific cases, including the case of marginally sub-exponential
random vectors, and we extend this to the case of marginally sub-Weibull random vectors
for our final result of this section (proved in Section S.5 of the supplementary material).
Define
(5.1) Ln,q := max
1≤j≤q
1
n
n∑
i=1
E
[
|Wi(j)|3
]
.
Theorem 5.1. Suppose W1, . . . ,Wn are independent mean zero random vectors in
Rq satisfying for some β,B,Kn,q > 0,
min
1≤j≤q
1
n
n∑
i=1
E
[
W 2i (j)
] ≥ B and max
1≤i≤n
max
1≤j≤q
‖Wi(j)‖ψβ ≤ Kn,q.(5.2)
Assume further that for some constant K2 > 0 (depending only B),
(5.3)
1
8K2Kn,q
(
nLn,q
log q
)1/3
≥ max{1, 21/β−1}
{
(log q)1/β + (6/β)1/β + 1
}
.
Then there exist constants K1 > 0 depending only on B, and Cβ,B > 0 depending only
on B, β such that
ρn (Are) ≤ K1
(
L2n,q log
7 q
n
)1/6
+ Cβ,B
K6n,q log q
n
.
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Remark 5.1 It is noteworthy that if Ln,q and Kn,q do not diverge, then the bound
on ρn (Are) is of the order (log7 q/n)1/6, irrespective of what β > 0 is. In a way, this
is expected since the usual multivariate Berry-Esseen bound (Theorem 1.1 of Bentkus
(2004)) is of the same rate as long as the random vectors have a finite third moment
(regardless of how light their tails are). Of course, the difference in the tails appear in
the non-uniform versions of the Berry-Esseen bound. It might also be of interest to note
that the growth rate of the constant Cβ,B is at least of the order (1/β)
1/β. 
Remark 5.2 (Multiplier Bootstrap and Its Consistency). Chernozhukov, Chetverikov
and Kato (2017) suggest a multiplier bootstrap scheme for an application of the high
dimensional central limit theorem in statistical inference. For independent standard nor-
mal random variables e1, . . . , en independent of W1, . . . ,Wn, the bootstrap statistic is
given by
SeWn :=
1√
n
n∑
i=1
ei
(
Wi − W¯n
)
, and W¯n :=
1
n
n∑
i=1
Wi ∈ Rq.
Set Wn := {W1, . . . ,Wn}. Note that conditional on Wn, SeWn has a multivariate normal
distribution with mean zero and covariance
Σˆ∗n :=
1
n
n∑
i=1
(
Wi − W¯n
) (
Wi − W¯n
)>
.
Bootstrap consistency requires the convergence to zero of the statistic
ρMBn (Are) := sup
A∈Are
∣∣P (SeWn ∈ A∣∣Wn)− P (SGn ∈ A)∣∣ .
Section 4.1 of Chernozhukov, Chetverikov and Kato (2017) proves that under the first
assumption in (5.2), for some constant C > 0 depending only on B,
ρMBn (Are) ≤ C
∣∣∣∣∣∣∣∣∣Σˆ∗n − Σ∗n∣∣∣∣∣∣∣∣∣1/3∞ log2/3 p = C (∆∗n)1/3 log2/3 p,
where Σ∗n :=
∑n
i=1 E[WiW>i ]/n. In Section 4.1.1, we proved the convergence of ∆∗n to
zero which in turn proves the bootstrap consistency. 
6. Conclusions and Future Work. In this paper, we proposed a new Orlicz norm
that extracts a part sub-Gaussian tail behavior for sums of independent random variables.
Various concentration results related to sub-Weibull random variables and processes are
studied in a unified way. We hope that the exposition here amplifies the use of sub-
Weibull random variables, especially the heavy-tailed ones, in the theoretical analysis of
statistical methods. To illustrate this, we studied four fundamental statistical problems
in high-dimensions and extend many of the by-now standard results in the literature. For
example, our results in Sections 4.3 and 4.4 are possibly the first set of unified results on
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the RE condition and the Lasso under sub-Weibull/polynomial-tail errors and marginally
sub-Weibull covariates.
Throughout the paper, we have restricted the random variables/vectors to be inde-
pendent to keep the presentation simple. The independence assumption, however, may
not be appropriate for many econometric applications. The extensions of the results in
Section 3 are available in Merleve`de, Peligrad and Rio (2011) for strong mixing random
variables, and in Appendix B of Kuchibhotla et al. (2018) for functionally dependent
random variables (Wu (2005)). Unfortunately, many useful processes are not strongly
mixing and the results of Kuchibhotla et al. (2018) do not reduce to those in Section 3
under independence. Extensions to the case of martingales are also not fully understood.
A recent progress in this direction is Fan (2017) that provides the result for martingales
with α = 2; see also Fan, Grama and Liu (2017) for related results. Tail bounds for mar-
tingales matching their asymptotic normality under sub-Weibull martingale differences
have important implications for concentration results related to functions of independent
random variables, which in turn are useful for dependent data (Wu, 2005); see Boucheron
et al. (2005) for more applications in this regard. Thus, it is worth considering possible
extensions of our results in Section 3 to martingales.
In terms of further statistical applications of our results, an important problem worth
considering is a complete study of the problem in Remark 3.3, including consistency of
the LKAEs in terms of the supremum norm and/or uniform-in-bandwidth consistency.
These problems have been considered under an asymptotic setting by Einmahl and Ma-
son (2000, 2005) using empirical process techniques. Their basic framework can indeed
be adopted and combined with our results on suprema of empirical processes in Section
S.1 to obtain a sequence of widely applicable non-asymptotic results for LKAEs involving
sub-Weibulls. Further, it is also of interest to study the version of these problems involv-
ing so-called “generated covariates”, wherein the kernel smoothing is performed over
(possibly) lower dimensional and/or estimated transformations of the original covari-
ates. Such methods are of considerable importance in econometrics and in the sufficient
dimension reduction literature. They can be particularly useful in high dimensional set-
tings, where a fully non-parametric smoothing may be undesirable due to the curse of
dimensionality; see Mammen, Rothe and Schienle (2012, 2013) for some results and liter-
ature review on non-parametric regression over generated regressors. Using our empirical
process results in Section S.1 again, it would be of interest to obtain non-asymptotic tail
bounds and rates of convergence for such LKAEs over generated regressors, especially in
“truly” high dimensional settings where the dimension of the original covariates could
be much larger than the sample size. While all these problems are interesting, a detailed
analysis is far too involved for the scope of the current paper. We certainly hope to
explore some of these problems separately in the future.
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APPENDIX A: PROPERTIES OF THE GBO NORM
In this section, we provide a collection of some useful basic properties of the GBO
norm. Since it does not have a closed form, it is hard to directly see the part sub-
Gaussian behavior captured by the GBO norm for sub-Weibulls, as shown in (2.4) for
sub-exponentials. To resolve this issue, we first provide an equivalent norm that is based
on a closed form g in Proposition A.1.
Proposition A.1. Fix α,L > 0. Define φα,L : [0,∞)→ [0,∞) as
φα,L(x) = exp
(
min
{
x2,
(x
L
)α})− 1.
Then for any random variable X, ‖X‖Ψα,L ≤ ‖X‖φα,L ≤ 2 ‖X‖Ψα,L .
In the remaining part of this section, we derive various properties of ‖·‖Ψα,L , the proofs
of which are deferred to Section S.2 of the supplementary material. We start with simple
monotonicity properties of ‖·‖Ψα,L .
Proposition A.2 (Monotonicity Properties). The following monotonicity properties
hold for the GBO norm:
(a) If |X| ≤ |Y | almost surely, then ‖X‖Ψα,L ≤ ‖Y ‖Ψα,L for all α,L > 0.
(b) For any random variable X, ‖X‖Ψα,L ≤ ‖X‖Ψα,K for 0 ≤ L ≤ K.
The following sequence of propositions prove the equivalence of finite Ψα,L-norm with
a tail bound and a moment growth. The proofs are similar to those of van de Geer and
Lederer (2013). It is worth mentioning here that although we present some of the results
with explicit constants, our goal is not to provide optimal constants and they could
possibly be improved.
Proposition A.3 (Equivalence of Tail and Norm Bounds). For any random variable
X with δ := ‖X‖Ψα,L, we have
(A.1) P
(
|X| ≥ δ
{√
t+ Lt1/α
})
≤ 2 exp(−t), for all t ≥ 0.
Conversely, if the tail bound (A.1) holds for some constants δ, L > 0, then
‖X‖Ψα,c(α)L ≤
√
3δ, where c(α) := 31/α/
√
3.
Proposition A.4 (Equivalence of Moment Growth and Norm Bound). For any
random variable X,
C∗(α) sup
p≥1
‖X‖p√
p+ Lp1/α
≤ ‖X‖Ψα,L ≤ C∗(α) sup
p≥1
‖X‖p√
p+ Lp1/α
,
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where C∗(α) := 12 min{1, α1/α} and C∗(α) := emax
{
2, 41/α
}
.
Proposition A.5 (Quasi-Norm Property). For any sequence of (possibly dependent)
random variables Xi, 1 ≤ i ≤ k,∥∥∥∥∥
k∑
i=1
Xi
∥∥∥∥∥
Ψα,L
≤ Qα
k∑
i=1
‖Xi‖Ψα,L ,
where
Qα :=
{
2e(4/α)1/α, if α < 1,
1, if α ≥ 1.
One of the main advantages of Orlicz norms of the exponential type lies in their
usefulness to derive maximal inequalities. The following result proves one such for the
GBO norm ‖·‖Ψα,L .
Proposition A.6 (Maximal Inequality). Let X1, . . . , XN be random variables (pos-
sibly dependent) such that max1≤j≤N ‖Xj‖Ψα,L ≤ ∆ < ∞ for some α,L,∆ > 0. Set
X∗N := max1≤j≤N |Xj | . Then for all t ≥ 0,
P
(
X∗N ≥ ∆
{√
t+ logN + L (t+ logN)1/α
})
≤ 2 exp(−t),
and
‖X∗N‖Ψα,K(α)L ≤ ∆Qα
{√
3 +
√
logN +M(α)L (logN)
1
α
}
,
where K(α) := c(α)M(α) with M(α) := max{1, 2(1−α)/α}. Recall c(α) and Qα from
Propositions A.3 and A.5.
Remark A.1 (Bound on the Expectation of the Maximum). From Proposition A.6
it follows that
‖X∗N‖1 ≤ max
1≤j≤N
‖Xj‖Ψα,L Cα
{√
logN + L (logN)1/α
}
,
for some constant Cα depending only on α. Note that if the random variables are sub-
Gaussian (α = 2), then the rate becomes
√
logN . The main implication of the GBO norm
is that it shows the rate can still be
√
logN even if α 6= 2 as long as L(logN)1/α−1/2 =
o(1). 
The next proposition provides an alternative to, and a generalization of, Proposition
A.6. This is similar to Proposition 4.3.1 of de la Pen˜a and Gine´ (1999). Note that for
infinitely many random variables (N = ∞), Proposition A.6 does not lead to useful
bounds; see the discussion following Proposition 4.3.1 of de la Pen˜a and Gine´ (1999) for
importance of this alternative.
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Proposition A.7 (A Sharper Maximal Inequality). Let X1, X2, . . . be any sequence
of random variables (possibly dependent) such that for all i = 1, 2, . . ., ‖Xi‖Ψα,L <∞ for
some α,L > 0. Then∥∥∥∥∥supk≥1 |Xk|√2 ‖Xk‖Ψα,L Ψ−1α,S(α)L(k)
∥∥∥∥∥
Ψα,c(α)M(α)L
≤ 2.5Qα,
where S(α) := 21/αM(α)/2. Recall c(α), Qα and M(α) from Propositions A.3, A.5 and
A.6.
A.1. Extensions to Tail Behaviors Involving Multiple Regimes. The GBO
norm ‖·‖Ψα,L introduced in Section 2 is designed to exploit two regimes in the tail of a
random variable, namely, Gaussian and Weibull of order α. It is of interest to extend the
theory to exploit more than two regimes in the tail of a random variable. Many examples
exist where this is relevant, including in particular U -statistics based on independent
variables; see, for example, Lata la (1999), Gine´, Lata la and Zinn (2000) and Boucheron
et al. (2005) for results on U -statistics and Rademacher Chaos.
For vectors α = (α1, . . . , αk) ∈ (R+)k and L = (L1, . . . , Lk) ∈ (R+)k, for some k,
define the function Ψα,L(·) based on the inverse function
Ψ−1α,L (t) :=
k∑
j=1
Lj (log(1 + t))
1/αj for t ≥ 0.
The extended multiple regime GBO norm is defined by setting g(·) = Ψα,L(·) in Defi-
nition 2.1. The GBO norm ‖·‖Ψα,L corresponds to α = (1/2, α) and L = (1, L). Similar
to Ψα,L(·), there is no closed form expression for Ψα,L(·), and a function φα,L(·) closely
related to Ψα,L(·) is given by:
φ−1α,L(t) := max
{
Lj (log(1 + t))
1/αj : 1 ≤ j ≤ k
}
.
It is easy to check that ‖X‖Ψα,L ≤ ‖X‖φα,L ≤ k ‖X‖Ψα,L . All the properties stated in
this section also hold for the extended GBO norm ‖·‖Ψα,L . Their proofs are similar and
hence omitted to avoid repetition.
SUPPLEMENTARY MATERIAL
Supplement to “Moving Beyond Sub-Gaussianity in High Dimensional
Statistics: Applications in Covariance Estimation and Linear Regression”
(.pdf file). In the supplement, we extend the study of sub-Weibulls to tail bounds for the
suprema of empirical processes, and also present the proofs of all our results in the main
manuscript.
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SUPPLEMENT TO “MOVING BEYOND SUB-GAUSSIANITY IN HIGH
DIMENSIONAL STATISTICS: APPLICATIONS IN COVARIANCE
ESTIMATION AND LINEAR REGRESSION”
BY ARUN K. KUCHIBHOTLA AND ABHISHEK CHAKRABORTTY
The Wharton School, University of Pennsylvania
In this supplement, we extend the study of sub-Weibulls to tail bounds for the suprema of
empirical processes, and also present the proofs of all our results in the main manuscript.
S.1. Norms of Supremum of Empirical Processes. In this section, we present
tail and norm bounds for the supremum of empirical processes with certain tail bounds on
the envelope function. To avoid any issues about measurability, we follow the convention
of Talagrand (2014) and define
E
[
sup
t∈T
Xt
]
:= sup
{
E
[
sup
t∈S
Xt
]
: S ⊆ T is finite
}
,
for any stochastic process {Xt} indexed by t ∈ T for some set T ; see Equation (2.2)
of Talagrand (2014). Using this convention, we can define the g-Orlicz norm of the
supremum as
(S.1.1)
∥∥∥∥sup
t∈T
Xt
∥∥∥∥
g
:= inf
{
C > 0 : E
[
g
(∣∣∣∣sup
t∈S
Xt
C
∣∣∣∣)] ≤ 1 for all S ⊆ T finite} .
The setting for all the results in this section is as follows. Let X1, X2, . . . , Xn be
independent random variables with values in a measurable space (X ,B) and F is a class
of measurable functions f : X → R such that Ef(Xi) = 0 for all f ∈ F . Define
(S.1.2) Z := sup
f∈F
∣∣∣∣∣
n∑
i=1
f(Xi)
∣∣∣∣∣ and Σn(F) := supf∈F
n∑
i=1
E
[
f2(Xi)
]
.
Without loss of generality we can assume that F is finite, using (S.1.1). The final result
will not depend on the cardinality of F implying the result by (S.1.1). Based on the
Generalized Bernstein-Orlicz norm and the generic chaining proof techniques in Section
10.2 of Talagrand (2014) and Section 5 of Dirksen (2015), one can obtain “optimal”
tail bounds on the supremum of the empirical processes under a sub-Weibull envelope
assumption in terms of the γ-functionals of Talagrand (2014). These bounds, however,
require computation of the complexity of F in terms of two distances and this can be
hard in many examples of interest. For this reason, we first provide deviation bounds,
and then bounds on the expectation (maximal inequalities), in terms of uniform covering
and bracketing numbers. The proofs of all results in this section are given in Section S.6.
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Before proceeding to unbounded function classes, we first state a result that provides
a moment bound for the supremum of a bounded empirical process. This is essentially
the Talagrand’s inequality for empirical processes. The result is based on Theorem 3.3.16
of Gine´ and Nickl (2016) and is given with explicit constants to resemble the Bernstein’s
inequality for real-valued random variables; see also Theorem 1.1 and Lemma 3.4 of
Klein and Rio (2005).
Proposition S.1.1. Suppose F is a class of uniformly bounded measurable func-
tions f : X → [−U,U ] for some U <∞. Then, under the setting above, for p ≥ 1,
(S.1.3) ‖Z‖p ≤ E [Z] + p1/2 (2Σn(F) + 4UE[Z])1/2 + 6Up.
Proposition S.1.1 can now be extended to possibly unbounded empirical processes
using the proof of Theorem 4 of Adamczak (2008) and this is in lines with our use of the
technique in the proofs of Theorems 3.2 and 3.3. Set
F (Xi) := sup
f∈F
|f(Xi)| for 1 ≤ i ≤ n and ρ := 8E
[
max
1≤i≤n
|F (Xi)|
]
.
The function F (·) is called the envelope function of F . Define the truncated part and
the remaining unbounded part of Z as
Z1 := sup
f∈F
∣∣∣∣∣
n∑
i=1
(
f(Xi)1{|f(Xi)| ≤ ρ} − E [f(Xi)1{|f(Xi)| ≤ ρ}]
)∣∣∣∣∣ ,
Z2 := sup
f∈F
∣∣∣∣∣
n∑
i=1
(
f(Xi)1{|f(Xi)| > ρ} − E [f(Xi)1{|f(Xi)| > ρ}]
)∣∣∣∣∣ .
(S.1.4)
Theorem S.1.1. Suppose, for some α,K > 0,
max
1≤i≤n
∥∥∥∥∥supf∈F |f(Xi)|
∥∥∥∥∥
ψα
≤ K <∞.
Then, under the notation outlined above, for α∗ = min{α, 1} and p ≥ 2,
(S.1.5) ‖Z‖p ≤ 2E [Z1] +
√
2p1/2Σ1/2n (F) + Cαp1/α∗
∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα
,
and
(S.1.6) ‖(Z − 2eE[Z1])+‖Ψα∗,Ln(α) ≤ 3
√
2eΣ1/2n (F),
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where
Cα := 3
√
2pi(1/α∗)1/α∗Kα∗
[
8 + (log 2)1/α−1/α∗
]
,
Ln(α) :=
91/α∗Cα
3
√
2
∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα
Σ−1/2n (F).
Here the constant Kα∗ is the one used in Theorem 6.21 of Ledoux and Talagrand (1991).
Remark S.1.1 It is clear that this result reduces to Theorems 3.2 and 3.3 if the
function class F contains only one function. Note that in this case, E[Z1] is bounded
by Σ
1/2
n (F). There are two differences of Theorem S.1.1 in comparison with Theorem 4
of Adamczak (2008). Firstly, our result allows for the full range α ∈ (0,∞) instead of
just α ∈ (0, 1]. Secondly, our result only involves E[Z1], that is, the expectation of the
supremum of bounded empirical processes instead of E[Z]. This allows us to use many of
the existing maximal inequalities for supremum of bounded empirical processes for the
study of unbounded empirical processes as well. Also, it is interesting to note that using
the bound on E[Z1], and the moment bound (S.1.5), we can bound E[Z]. This is similar
to the results in Section 5 of Chernozhukov, Chetverikov and Kato (2014). 
Remark S.1.2 The proof technique as mentioned above is truncation and using the
Talagrand’s inequality for the truncated part. We have taken this proof technique from
Adamczak (2008). Even if the envelope function does not satisfy a ψα-norm bound, this
part of the proof works. The moment bounds for the remaining unbounded part have
to be obtained under whatever moment assumption the envelope function satisfies. This
was done in Lederer and van de Geer (2014) under polynomial tails of the envelope
function. The dominating term even in their bounds resemble the asymptotic Gaussian
behavior as do ours. 
The application of Theorem S.1.1 only requires bounding E [Z1], the expectation of the
supremum of a bounded empirical process. Most of the maximal inequalities available in
the literature apply to this case. The following two results provide such inequalities based
on uniform entropy and bracketing entropy (defined below). There are many classes for
which uniform covering and bracketing numbers are available and these can be found in
van der Vaart and Wellner (1996). We only give these inequalities for bounded classes
and explicitly show the dependence on the bound (which in our case may increase with
the sample size). In the following, we use the classical empirical processes notation. For
any function f , define the linear operator
Gn(f) :=
1√
n
n∑
i=1
{f(Xi)− E [f(Xi)]} .
Note here that we allow for non-identically distributed random variables X1, X2, . . . , Xn.
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Given a metric or a pseudo-metric space (T, d) with metric d, for any  > 0, its covering
number N(, T, d) is defined as the smallest number of balls of d-radius  needed to cover
T . More precisely, N(, T, d) is the smallest m such that there exists t1, t2, . . . , tm ∈ T
satisfying
sup
t∈T
inf
1≤j≤m
d(t, tj) ≤ .
For any function class F with envelope function F , the uniform entropy integral is defined
for δ > 0 as
J(δ,F , ‖·‖2) := sup
Q
∫ δ
0
√
log(2N(x ‖F‖2,Q ,F , ‖·‖2,Q))dx,
where the supremum is taken over all discrete probability measures Q and ‖h‖2,Q denotes
the ‖·‖2-norm of h with respect to the probability measure Q, that is, ‖h‖22,Q := EQ
[
h2
]
.
To provide explicit constants we use Theorem 3.5.1 of Gine´ and Nickl (2016) along with
Theorem 2.1 of van der Vaart and Wellner (2011).
Proposition S.1.2. Suppose F is a class of measurable functions with envelope
function F satisfying ‖F‖∞ ≤ U <∞. Assume that F contains the zero function. Then
E
[
sup
f∈F
|Gn(f)|
]
≤ 16
√
2 ‖F‖2,P J (δn(F),F , ‖·‖2)
[
1 +
128
√
2UJ (δn(F),F , ‖·‖2)√
nδ2n(F) ‖F‖2,P
]
,
where Σn(F) is as defined in (S.1.2),
‖F‖22,P :=
1
n
n∑
i=1
E
[
F 2(Xi)
]
, and δ2n(F) :=
Σn(F)
n ‖F‖22,P
.
The following proposition proves an alternative to Proposition S.1.2 using bracketing
numbers. For  > 0, let the set {[fLj , fUj ] : 1 ≤ j ≤ N} represents the minimal -
bracketing set of F with respect to ‖·‖2,P -norm if for any f ∈ F , there exists an 1 ≤ I ≤
N such that for all x,
fLI (x) ≤ f(x) ≤ fUI (x) and
1
n
n∑
i=1
E
[|fUI (Xi)− fLI (Xi)|2] ≤ 2.
The number N is the -bracketing number, usually denoted by N[ ](,F , ‖·‖2,P ). Define
the bracketing entropy integral as
J[ ]
(
η,F , ‖·‖2,P
)
:=
∫ η
0
√
log
(
2N[ ]
(
x,F , ‖·‖2,P
))
dx for η > 0.
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The following proposition is very similar to Proposition 3.4.2 of van der Vaart and
Wellner (1996) and we provide it here with explicit constants allowing for non-identically
distributed random variables. The proof follows that of Theorem 3.5.13 and Proposition
3.5.15 of Gine´ and Nickl (2016) and we do not repeat the proof except for necessary
changes. Also, see Theorem 6 of Pollard (2002).
Proposition S.1.3. Suppose F is a class of measurable functions with envelope
function F satisfying ‖F‖∞ ≤ U <∞. Then
E
[
sup
f∈F
|Gn(f)|
]
≤ 2J[ ]
(
δn(F),F , ‖·‖2,P
)58 + J[ ]
(
δn(F),F , ‖·‖2,P
)
U
√
nδ2n(F)
 ,
for any δn(F) satisfying δn(F) ≥ Σ1/2n (F)/
√
n with Σn(F) as in (S.1.2).
For the sake of completeness, we provide one last result relating the expectation of the
unbounded supremum Z in terms of the expectation of the supremum Z1 of a bounded
empirical process. Theorem S.1.1 provides such a result under a sub-Weibull envelope
assumption, while the following result applies in general.
Proposition S.1.4. Under the notation outlined before Theorem S.1.1, we have
E [Z] ≤ E [Z1] + 8E
[
max
1≤i≤n
F (Xi)
]
.
Remark S.1.3 We note that only a sample of empirical process results are presented
here. For many applications, the results on the statistic Z in (S.1.2) are not sufficient.
The main reason for this is that these results do not allow for function dependent scaling.
For example, if the variance of
∑
f(Xi) varies too much as f varies over F , then it is
desirable to obtain bounds for
sup
f∈F
(
n∑
i=1
E
[
f2(Xi)
])−1/2 ∣∣∣∣∣
n∑
i=1
f(Xi)
∣∣∣∣∣.
This arises in uniform-in-bandwidth results related to linear kernel averages; see Theorem
1 of Einmahl and Mason (2005) for a precise problem. The derivation there is based
on a well-known technique called the peeling device introduced by Alexander (1985);
see van de Geer (2000, page 70) for more details. More general function dependent
scalings in empirical processes are considered in Gine´ and Koltchinskii (2006). In both
these works, the functions are taken to be uniformly bounded and extensions to sub-
Weibull random variables are desirable. The problems above have a non-random function
dependent scaling and there are also some interesting problems involving a random
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function dependent scaling. One ready example of this is related to the Nadaraya-Watson
kernel smoothing estimator of the conditional expectation which is a ratio of two linear
kernel averages. We hope to explore some of these in the future. 
S.2. Proofs of Results in Section 2 and Appendix A.
Proof of Proposition A.1. It is clear from the definition of φα,L(·) that
φ−1α,L(t) = max
{√
log(1 + t), L (log(1 + t))1/α
}
for all t ≥ 0.
It follows that for all t ≥ 0,
(S.2.1) φ−1α,L(t) ≤ Ψ−1α,L(t) ≤ 2φ−1α,L(t).
Hence for all x ≥ 0,
(S.2.2) φα,L(x/2) ≤ Ψα,L(x) ≤ φα,L(x).
The result now follows by Definition 2.1.
Proof of Proposition A.2. (a) If ‖Y ‖Ψα,L =∞, then the result is trivially true.
If δ = ‖Y ‖Ψα,L <∞, then for η > δ,
E
[
Ψα,L
( |Y |
η
)]
≤ 1 ⇒ E
[
Ψα,L
( |X|
η
)]
≤ 1.
Letting η ↓ δ implies the result.
(b) The result trivially holds if ‖X‖Ψα,L =∞. Assume ‖X‖Ψα,L <∞. It is clear from
the definition (2.5) of Ψ−1α,L(t),
Ψ−1α,L(t) ≤ Ψ−1α,K(t) for all t ≥ 0.
Observe that for η > ‖X‖Ψα,L ,
E [Ψα,K (|X|/η)] =
∫ ∞
0
P
(
|X| ≥ ηΨ−1α,K (t)
)
dt
≤
∫ ∞
0
P
(
|X| ≥ ηΨ−1α,L(t)
)
dt = E
[
Ψα,L
( |X|
η
)]
≤ 1.
Letting η ↓ ‖X‖Ψα,L implies the result.
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Proof of Proposition A.3. From definitions (2.1) and (2.5), for η > δ,
P
(
|X| ≥ η
[√
t+ Lt1/α
])
= P
( |X|
η
≥ Ψ−1α,L(et − 1)
)
= P
(
Ψα,L (|X|/η) + 1 ≥ et
)
≤
(
E [Ψα,L(|X|/η)] + 1
)
exp(−t) ≤ 2 exp(−t).
Now taking limit as η ↓ δ implies the first part of the result.
For the converse result, set c(α) = 31/α−1/2. Observe that
E
[
Ψα,c(α)L
( |X|√
3δ
)]
=
∫ ∞
0
P
(
|X| ≥
√
3δΨ−1α,c(α)L(t)
)
dt
=
∫ ∞
0
P
(
|X| ≥
√
3δ
{√
log(1 + t) + c(α)L (log(1 + t))1/α
})
dt
=
∫ ∞
0
P
(
|X| ≥ δ
{√
log(1 + t)3 + L
(
log(1 + t)3
)1/α})
dt
≤ 2
∫ ∞
0
1
(1 + t)3
dt ≤ 1.
This implies ‖X‖α,c(α)L ≤
√
3δ and completes the proof of the proposition.
Proof of Proposition A.4. For a proof of the first inequality in Proposition A.4,
note that it holds trivially if ‖X‖Ψα,L =∞. Assume δ := ‖X‖Ψα,L <∞. Fix η > δ. From
the hypothesis and inequality (S.2.2),
E [Ψα,L(|X|/η)] ≤ 1 ⇒ E
[
exp
(
min
{( |X|
2η
)2
,
( |X|
2ηL
)α})
− 1
]
≤ 1.
Thus, for p ≥ 1, (using the inequalities xp/p! ≤ exp(x)− 1 and (p!)1/p ≤ p)
(S.2.3)
∥∥∥∥∥min
{( |X|
2η
)2
,
( |X|
2ηL
)α}∥∥∥∥∥
p
≤ p.
Now observe by the equivalence of inverse functions (S.2.1), for any x ≥ 0
(S.2.4) x ≤ Ψ−1α,L(φα,L(x)) =
(
min
{
x2,
(x
L
)α})1/2
+ L
(
min
{
x2,
(x
L
)α})1/α
.
Taking x = |X|/(2η) in (S.2.4) and using triangle inequality of ‖·‖p-norm,∥∥∥∥X2η
∥∥∥∥
p
≤
∥∥∥∥∥min
{( |X|
2η
)2
,
( |X|
2ηL
)α}∥∥∥∥∥
1
2
p
2
+ L
∥∥∥∥∥min
{( |X|
2η
)2
,
( |X|
2ηL
)α}∥∥∥∥∥
1
α
p
α
.(S.2.5)
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If p ≥ α, then from (S.2.3)∥∥∥∥∥min
{( |X|
2η
)2
,
( |X|
2ηL
)α}∥∥∥∥∥
p/α
≤ p/α,
and for 1 ≤ p ≤ α,∥∥∥∥∥min
{( |X|
2η
)2
,
( |X|
2ηL
)α}∥∥∥∥∥
1/α
p/α
≤
∥∥∥∥∥min
{( |X|
2η
)2
,
( |X|
2ηL
)α}∥∥∥∥∥
1
≤ 1 ≤ p1/α.
Combining these two inequalities, we get for p ≥ 1,
(S.2.6)
∥∥∥∥∥min
{( |X|
2η
)2
,
( |X|
2ηL
)α}∥∥∥∥∥
1/α
p/α
≤ p1/α max
{
1, (1/α)1/α
}
.
A similar inequality holds with (p/α, 1/α) replaced by (p/2, 1/2). Substituting inequal-
ity (S.2.6) in (S.2.5), it follows for p ≥ 1 that
‖X‖p ≤ (2η)
[√
p+ Lp1/α max{1, (1/α)1/α}
]
.
Therefore by letting η ↓ δ, for p ≥ 1,
‖X‖p ≤ 2 ‖X‖Ψα,L
√
p+ 2L ‖X‖Ψα,L p1/α max{1, (1/α)1/α},
or equivalently,
1
2
min{1, α1/α} sup
p≥1
‖X‖p√
p+ Lp1/α
≤ ‖X‖Ψα,L .
Converse: For a proof of the second inequality in Proposition A.4, set
∆ := sup
p≥1
‖X‖p√
p+ Lp1/α
,
so that
‖X‖p ≤ ∆
√
p+ L∆p1/α for all p ≥ 1.
Note by Markov’s inequality and these moment bounds that for any t ≥ 1,
P
(
|X| ≥ e∆√t+ eL∆t1/α
)
≤ exp(−t),
and for 0 < t < 1 (trivially),
P
(
|X| ≥ e∆√t+ eL∆t1/α
)
≤ 1.
imsart-aos ver. 2014/10/16 file: MBS-Arxiv-V2.tex date: July 2, 2018
MOVING BEYOND SUB-GAUSSIANITY 41
Hence, for any t > 0,
(S.2.7) P
(
|X| ≥ e∆√t+ eL∆t1/α
)
≤ e exp(−t).
Take K = emax{2, 41/α}. Observe that,
E
[
Ψα,L
( |X|
K∆
)]
=
∫ ∞
0
P
(
|X| ≥ K∆Ψ−1α,L(t)
)
dt
=
∫ ∞
0
P
(
|X| ≥ K∆
{√
log(1 + t) + L(log(1 + t))1/α
})
dt
≤
∫ ∞
0
P
(
|X| ≥ e∆
√
log(1 + t)4 + eL∆(log(1 + t)4)1/α
)
dt
≤ e
∫ ∞
0
1
(1 + t)4
dt = e/3 < 1.
Therefore, ‖X‖Ψα,L ≤ K∆.
For the proofs of the results in Section 3, we use the following alternative result
regarding inversion of moment bounds to get bounds on the GBO norm.
Proposition S.2.1. If ‖X‖p ≤ C1
√
p+C2p
1/α, holds for p ≥ 1 and some constants
C1, C2, then ‖X‖Ψα,K ≤ 2eC1, where K := 41/αC2/(2C1).
Proof. From the proof of Proposition A.4 (or, in particular (S.2.7)), we get
P
(
|X| ≥ eC1
√
t+ eC2t
1/α
)
≤ e exp(−t), for all t ≥ 0.
Take K = 41/αC2/(2C1) as in the statement of the result. Observe that with δ := eC1,
E
[
Ψα,K
( |X|√
4δ
)]
=
∫ ∞
0
P
(
|X| ≥
√
4δΨ−1α,K(t)
)
dt
=
∫ ∞
0
P
(
|X| ≥
√
4δ
{√
log(1 + t) +K(log(1 + t))1/α
})
dt
=
∫ ∞
0
P
(
|X| ≥ eC1
√
log(1 + t)4 + eC2L(log(1 + t)
4)1/α
)
dt
≤ e
∫ ∞
0
1
(1 + t)4
dt = e/3 < 1.
Therefore, ‖X‖Ψα,K ≤ 2eC1.
Proof of Proposition A.5. Assume without loss of generality that ‖Xi‖Ψα,L <∞
for all 1 ≤ i ≤ n, as otherwise the result is trivially true. If α > 1, then Ψ−1α,L(·) is a
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concave function and hence ‖·‖Ψα,L is a proper norm proving the result. For α < 1, the
result follows trivially by noting that both sides of the inequality in Proposition A.4 are
norms. This completes the proof.
Proof of Proposition A.6. By union bound and Proposition A.3,
P
(
max
1≤j≤N
|Xj | ≥ ∆
{√
t+ logN + L (t+ logN)1/α
})
≤
N∑
j=1
P
(
|Xj | ≥ ∆
{√
t+ logN + L (t+ logN)1/α
})
≤ 2N exp (−t− logN) ≤ 2N
N
exp(−t).
Hence the tail bound follows. To bound the norm note that for all α > 0,
(t+ logN)1/α ≤M(α)
(
t1/α + (logN)1/α
)
,
and from the tail bound of the maximum,
P
(
Z ≥ δ
{√
t+M(α)Lt1/α
})
≤ P
(
max
1≤j≤N
|Xj | ≥ ∆
{√
t+ logN + L (t+ logN)1/α
})
≤ 2 exp(−t),
where
Z :=
(
max
1≤j≤N
|Xj | −∆
{√
logN +M(α)L (logN)1/α
})
+
.
Hence by Proposition A.3, ‖Z‖Ψα,K(α) ≤
√
3∆. The result follows by Proposition A.5
along with the fact
max
1≤j≤N
|Xj | ≤ Z + ∆
{√
logN +M(α)L (logN)1/α
}
,
and by noting that the random variables on both sides are non-negative.
Proof of Proposition A.7. By homogeneity, we can without loss of generality as-
sume that
‖Xk‖Ψα,L = 1 for all k ≥ 1.
imsart-aos ver. 2014/10/16 file: MBS-Arxiv-V2.tex date: July 2, 2018
MOVING BEYOND SUB-GAUSSIANITY 43
Note that by the union bound, for t ≥ 0,
P
(
sup
k≥1
(
|Xk| −
√
2 log(1 + k)−M(α)L(2 log(1 + k))1/α
)
+
≥ √t+M(α)Lt1/α
)
≤
∑
k≥1
P
(
|Xk| ≥
√
t+ 2 log(1 + k) + L(t+ 2 log(1 + k))1/α
)
≤
∑
k≥1
2
(1 + k)2
exp(−t)
≤ 2(pi
2 − 6)
6
exp(−t) < 2 exp(−t).
Hence by Proposition A.3,
(S.2.8)
∥∥∥∥∥supk≥1
(
|Xk| −
√
2 log(1 + k)−M(α)L(2 log(1 + k))1/α
)
+
∥∥∥∥∥
Ψα,c(α)M(α)L
≤
√
3.
Recall c(α) = 31/α/
√
3. Since
√
2 log(1 + k) ≥ 1 for k ≥ 1, using (S.2.8), it follows that∥∥∥∥∥supk≥1
(
|Xk|√
2 log(1 + k) +M(α)L(2 log(1 + k))1/α
− 1
)
+
∥∥∥∥∥
Ψα,c(α)M(α)L
≤ 1.5.
The result now follows by an application of Proposition A.5.
S.3. Proofs of Results in Section 3.
Proof of Theorem 3.1. Since aiXi = (ai ‖Xi‖ψα)(Xi/ ‖Xi‖ψα), we can without
loss of generality assume ‖Xi‖ψα = 1. Define Yi = (|Xi| − η)+ with η = (log 2)1/α. This
implies that
(S.3.1) P (|Xi| ≥ t) ≤ 2 exp(−tα) ⇒ P (Yi ≥ t) ≤ exp(−tα).
By symmetrization inequality (Proposition 6.3 of Ledoux and Talagrand (1991)),∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
p
≤ 2
∥∥∥∥∥
n∑
i=1
εiaiXi
∥∥∥∥∥
p
,
for independent Rademacher random variables εi, 1 ≤ i ≤ n independent ofXi, 1 ≤ i ≤ n.
Using the fact that εiXi is identically distributed as εi|Xi| and by Theorem 1.3.1 of de la
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Pen˜a and Gine´ (1999), it follows that∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
p
≤ 2
∥∥∥∥∥
n∑
i=1
εiai|Xi|
∥∥∥∥∥
p
≤ 2
∥∥∥∥∥
n∑
i=1
εiai(η + Yi)
∥∥∥∥∥
p
≤ 2
∥∥∥∥∥
n∑
i=1
εiaiYi
∥∥∥∥∥
p
+ 2η
∥∥∥∥∥
n∑
i=1
εiai
∥∥∥∥∥
p
≤ 2
∥∥∥∥∥
n∑
i=1
εiaiYi
∥∥∥∥∥
p
+ 2η
√
p ‖a‖2 .(S.3.2)
By inequality (S.3.1), ∥∥∥∥∥
n∑
i=1
aiεiYi
∥∥∥∥∥
p
≤
∥∥∥∥∥
n∑
i=1
aiZi
∥∥∥∥∥
p
,
for symmetric independent random variables Zi, 1 ≤ i ≤ n satisfying P (|Zi| ≥ t) =
exp(−tα) for all t ≥ 0. Now we apply the bound in examples 3.2 and 3.3 of Lata la (1997)
in combination with Theorem 2 there.
Case α ≤ 1: Example 3.3 of Lata la (1997) shows that for p ≥ 2,∥∥∥∥∥
n∑
i=1
aiZi
∥∥∥∥∥
p
≤ max
{
p1/2
√
2 ‖a‖2 21/α,
p1/α ‖a‖p
exp(1/(2e))
}
e3(2pi)1/4e1/24
α1/α
.
Using the proof of corollary 1.2 of Bogucki (2015) and substituting the resulting bound
in (S.3.2), it follows that for p ≥ 2,∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
p
≤
√
8e3(2pi)1/4e1/24(e2/e/α)1/α
[√
p ‖a‖2 + p1/α ‖a‖∞
]
.
Corollary 1.2 of Bogucki (2015) uses the inequality p1/p ≤ e but using p1/p ≤ e1/e gives
the bound above; see also Remark 3, Equation (3) of Kolesko and Lata la (2015). Set
C ′(α) :=
√
8e3(2pi)1/4e1/24(e2/e/α)1/α. For p = 1 note that∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
1
≤
∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
2
≤ C ′(α)
[√
2 ‖a‖1 + 21/α ‖a‖∞
]
Thus for p ≥ 1,∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
p
≤ C ′(α) max{
√
2, 21/α}
[√
p ‖a‖2 + p1/α ‖a‖∞
]
.
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Hence the result follows by Proposition S.2.1.
Case α ≥ 1: it follows from (13) of example 3.2 of Lata la (1997) that for p ≥ 2,∥∥∥∥∥
n∑
i=1
aiZi
∥∥∥∥∥
p
≤ 4e
√p( n∑
i=1
a2i
)1/2
+ p1/α
(
n∑
i=1
|ai|β
)1/β ,
with β as mentioned in the statement. Therefore, for p ≥ 2,∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
p
≤ (4e+ 2η)√p ‖a‖2 + 4ep1/α ‖a‖β .
For p = 1, note that∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
1
≤
∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
2
≤ max{
√
2, 21/α}
[
(4e+ 2η) ‖a‖2 + 4e ‖a‖β
]
,
and so, for p ≥ 1,∥∥∥∥∥
n∑
i=1
aiXi
∥∥∥∥∥
p
≤ max{
√
2, 21/α}
[
(4e+ 2η)
√
p ‖a‖2 + 4ep1/α ‖a‖β
]
.
The result now follows by an application of Proposition S.2.1.
Before proving moment inequalities with unbounded variables, we first provide the
Bernstein moment bounds for bounded random variables since this forms an integral
part of our proofs.
Proposition S.3.1. (Bernstein’s Inequality for Bounded Random Variables) Sup-
pose Z1, Z2, . . . , Zn are independent random variables with mean zero and uniformly
bounded by U in absolute value. Then for p ≥ 1,∥∥∥∥∥
n∑
i=1
Zi
∥∥∥∥∥
p
≤
√
6p
(
n∑
i=1
E
[
Z2i
])1/2
+ 10pU.
Proof of Proposition S.3.1. By Theorem 3.1.7 of Gine´ and Nickl (2016),
P (|Sn| ≥ t) ≤ 2 exp
(
− t
2
2σ2n + 2Ut/3
)
, for all t ≥ 0.
where
Sn :=
n∑
i=1
Zi, and σ
2
n :=
n∑
i=1
E
[
Z2i
]
.
To bound the moments of |Sn|, note that
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(a) If 2Ut/3 ≤ 2δσ2n (or equivalently, t ≤ 3δσ2n/U), then
exp
(
− t
2
2σ2n + 2Ut/3
)
≤ exp
(
− t
2
2(1 + δ)σ2n
)
.
(b) If 2Ut/3 ≥ 2δσ2n, then
exp
(
− t
2
2σ2n + 2Ut/3
)
≤ exp
(
−t 3δ
2U(1 + δ)
)
.
Set t0 := 3δσ
2
n/U . Now observe that for p ≥ 2,
E [|Sn|p]
=
∫ ∞
0
ptp−1P (|Sn| ≥ t) dt
≤ 2
∫ ∞
0
ptp−1 exp
(
− t
2
2σ2n + 2Ut/3
)
dt
= 2
∫ t0
0
ptp−1 exp
(
− t
2
2(1 + δ)σ2n
)
dt+ 2
∫ ∞
t0
ptp−1 exp
(
− 3δt
2U(1 + δ)
)
dt
≤ 2
∫ ∞
0
ptp−1 exp
(
− t
2
2(1 + δ)σ2n
)
dt+ 2
∫ ∞
0
ptp−1 exp
(
− 3δt
2U(1 + δ)
)
dt
=: I+ II.
By a change of variable for I, we have
I = 2
∫ ∞
0
ptp−1 exp
(
− t
2
2(1 + δ)σ2n
)
dt
= 2
(√
(1 + δ)σ2n
)p ∫ ∞
0
pzp−1 exp
(
−z
2
2
)
dz
(1)
= 2
(√
(1 + δ)σ2n
)p
2p/2Γ
(
1 +
p
2
)
(2)
≤ 2
(√
2(1 + δ)σ2n
)p√
2pi exp
(
−1− p
2
)(
1 +
p
2
)(p+1)/2
exp
(
1
12(1 + p/2)
)
.
Inequality (1) above can be found in Exercise 3.3.4(a) of Gine´ and Nickl (2016) and
inequality (2) follows from Theorem 1.1 of Jameson (2015). Simplifying the above bound
for p ≥ 2, we get
I1/p ≤
√
2(1 + δ)σ2n
e
(
2
√
2pi
e
)1/p (
1 +
p
2
) 1
2
+ 1
2p
exp
(
1
12p(1 + p/2)
)
≤
√
2(1 + δ)
e
(
2
√
2pi
e
)1/2
21/4 exp
(
1
48
)
σn
√
p ≤ 2.1σn√p, (taking δ = 1).
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To bound II, note that by change of variable
II = 2
∫ ∞
0
ptp−1 exp
(
− 3δt
2U(1 + δ)
)
dt = 2
(
2U(1 + δ)
3δ
)p ∫ ∞
0
pzp−1 exp(−z)dz
(1′)
= 2
(
2U(1 + δ)
3δ
)p
Γ(1 + p)
(2′)
≤ 2
(
2U(1 + δ)
3δ
)p√
2pi(1 + p)p+
1
2 exp(−p− 1) exp
(
1
12(p+ 1)
)
.
Here again inequalities (1′) and (2′) follows from Exercise 3.3.4 (a) of Gine´ and Nickl
(2016) and Theorem 1.1 of Jameson (2015), respectively. This implies for p ≥ 2, that
II1/p ≤
(
2eU(1 + δ)
3δ
)(
2
√
2pi
e
)1/p
(1 + p)
1+ 1
2p exp
(
1
12p(p+ 1)
)
≤ 2eU(1 + δ)
3δ
(
2
√
2pi
e
)1/2(
3p
2
)
(1 + p)1/(2p) exp
(
1
72
)
≤ 2e(1 + δ)
3δ
(
2
√
2pi
e
)1/2(
3
2
)
31/4 exp
(
1
72
)
Up ≤ 10Up,
also for δ = 1. Therefore, for p ≥ 1,
(E [|Sn|p])1/p ≤ 2.1σn√p+ 10pU ≤
√
6pσ2n + 10pU.
Proof of Theorem 3.2. The method of proof is a combination of truncation and
Hoffmann-Jorgensen’s inequality. Define
Z = max
1≤i≤n
|Xi|, ρ = 8E [Z] , K = max
1≤i≤n
‖Xi‖ψα ,
Xi,1 = Xi1{|Xi| ≤ ρ} − E [Xi1{|Xi| ≤ ρ}] , and Xi,2 = Xi −Xi,1.
It is clear that Xi = Xi,1 +Xi,2 and |Xi,1| ≤ 2ρ for 1 ≤ i ≤ n. Also by triangle inequality,
for p ≥ 1, ∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
p
≤
∥∥∥∥∥
n∑
i=1
Xi,1
∥∥∥∥∥
p
+
∥∥∥∥∥
n∑
i=1
Xi,2
∥∥∥∥∥
p
.
Now note that for 1 ≤ i ≤ n,
E[X2i,1] = Var (Xi,1) = Var
(
Xi1{|Xi|≤ρ}
) ≤ E[X2i ].
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Thus, Applying Bernstein’s inequality (Proposition S.3.1), for p ≥ 1,∥∥∥∥∥
n∑
i=1
Xi,1
∥∥∥∥∥
p
≤
√
6p
(
n∑
i=1
E
[
X2i
])1/2
+ 20pρ.
By Hoffmann-Jorgensen’s inequality (Proposition 6.8 of Ledoux and Talagrand (1991))
and by the choice of ρ,∥∥∥∥∥
n∑
i=1
Xi,2
∥∥∥∥∥
1
≤ 2
∥∥∥∥∥
n∑
i=1
|Xi|1{|Xi| ≥ ρ}
∥∥∥∥∥
1
≤ 16 ‖Z‖1 ,
since
P
(
max
1≤k≤n
k∑
i=1
|Xi|1{|Xi| ≥ ρ} > 0
)
≤ P (Z ≥ ρ) ≤ 1/8.
Therefore, by Theorem 6.21 of Ledoux and Talagrand (1991),∥∥∥∥∥
n∑
i=1
Xi,2
∥∥∥∥∥
ψα
≤ 17Kα ‖Z‖ψα ,
where the constant Kα is given in Theorem 6.21 of Ledoux and Talagrand (1991). Hence,
for p ≥ 1, ∥∥∥∥∥
n∑
i=1
Xi,2
∥∥∥∥∥
p
≤ CαKαK(log(n+ 1))1/αp1/α,
for some constant Cα depending on α. Therefore, for p ≥ 1,
(S.3.3)
∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
p
≤
√
6p
(
n∑
i=1
E
[
X2i
])1/2
+ CαKαK(log(n+ 1))
1/αp1/α,
for some constant Cα > 0 (possibly different from the previous line). Hence the result
follows by Proposition S.2.1.
Proof of Theorem 3.3. The proof follows the same technique as that of Theorem
3.2. Define Z = max1≤i≤n |Xi|, ρ = 8E [Z], K = max1≤i≤n ‖Xi‖ψα ,
Xi,1 = Xi1{|Xi| ≤ ρ} − E [Xi1{|Xi| ≤ ρ}] , and Xi,2 = Xi −Xi,1.
Following the same argument as in the proof of Proposition 3.2, for p ≥ 1,
(S.3.4)
∥∥∥∥∥
n∑
i=1
Xi,1
∥∥∥∥∥
p
≤
√
6p
(
n∑
i=1
E
[
X2i
])1/2
+ 20pρ.
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By Hoffmann-Jorgensen’s inequality (Proposition 6.8 of Ledoux and Talagrand (1991))
and by the choice of ρ,∥∥∥∥∥
n∑
i=1
Xi,2
∥∥∥∥∥
1
≤ 2
∥∥∥∥∥
n∑
i=1
|Xi|1{|Xi| ≥ ρ}
∥∥∥∥∥
1
≤ 16 ‖Z‖1 .
Since ‖Xi‖ψα <∞ for α > 1, ‖Xi‖ψ1 <∞. Hence applying Theorem 6.21 of Ledoux and
Talagrand (1991), with α = 1,∥∥∥∥∥
n∑
i=1
Xi,2
∥∥∥∥∥
ψ1
≤ K1
[
16 ‖Z‖1 + ‖Z‖ψ1
]
≤ 17K1 ‖Z‖ψ1 .
By Problem 5 of Chapter 2.2 of van der Vaart and Wellner (1996),
‖Z‖ψ1 ≤ ‖Z‖ψα (log 2)1/α−1 for α ≥ 1,
and so,
(S.3.5)
∥∥∥∥∥
n∑
i=1
Xi,2
∥∥∥∥∥
ψ1
≤ 17K1(log 2)1/α−1 ‖Z‖ψα ≤ Cα(log(n+ 1))1/α max1≤i≤n ‖Xi‖ψα ,
for some constant Cα > 0 depending only on α. Therefore, combining inequalities (S.3.4)
and (S.3.5) with ρ ≤ 8Cα(log(n+ 1))1/α, for p ≥ 1
(S.3.6)
∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
p
≤
√
6p
(
n∑
i=1
E
[
X2i
])1/2
+ Cαp(log(n+ 1))
1/α,
for some constant Cα > 0 (possibly different from that in (S.3.5)) depending only on α.
Now the result follows by Proposition S.2.1 with α = 1.
Proof of Theorem 3.4. Case α ≤ 1: Using the moment bound (S.3.3) in the proof
of Theorem 3.2, it follows that for all 1 ≤ j ≤ q and t ≥ 0,
P
(∣∣∣∣∣ 1n
n∑
i=1
Xi(j)
∣∣∣∣∣ ≥ e
√
6Γn,qt
n
+
CαKn,q(log(2n))
1/αt1/α
n
)
≤ ee−t,
for some constant Cα depending only on α (see, for example, the proof of (S.2.7) for
inversion of moment bounds to tail bounds). Hence by the union bound,
P
(∥∥∥∥∥ 1n
n∑
i=1
Xi
∥∥∥∥∥
∞
≥ 7
√
Γn,q(t+ log q)
n
+
CαKn,q(log(2n))
1
α (t+ log q)
1
α
n
)
≤
q∑
j=1
ee−t
q
≤ 3e−t.
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Case α ≥ 1: Using the moment bound (S.3.6) in the proof of Theorem 3.3, it follows
that for all 1 ≤ j ≤ q and t ≥ 0,
P
(∣∣∣∣∣ 1n
n∑
i=1
Xi(j)
∣∣∣∣∣ ≥ e
√
6Γn,qt
n
+
CαKn,q(log(2n))
1/αt
n
)
≤ ee−t,
for some constant Cα depending only on α. Hence by the union bound,
P
(∥∥∥∥∥ 1n
n∑
i=1
Xi
∥∥∥∥∥
∞
≥ 7
√
Γn,q(t+ log q)
n
+
CαKn,q(log(2n))
1
α (t+ log q)
n
)
≤ 3e−t.
This completes the proof.
Proof of Remark 3.2. The following result provides the bound on the Orlicz norm of a
product of random variables, and also proves the claim in Remark 3.2.
Proposition S.3.2. If Wi, 1 ≤ i ≤ k are (possibly dependent) random variables
satisfying ‖Wi‖ψαi <∞ for some αi > 0, then∥∥∥∥∥
k∏
i=1
Wi
∥∥∥∥∥
ψβ
≤
k∏
i=1
‖Wi‖ψαi where
1
β
:=
k∑
i=1
1
αi
.
Proof. The bound is trivial for k = 1 and it holds for k > 2 if it holds for k = 2 by
recursion. For k = 2, set δi = ‖Wi‖ψαi for i = 1, 2. Fix ηi > δi for i = 1, 2. By definition
of δi, this implies
(S.3.7) E
[
exp
(∣∣∣∣Wiηi
∣∣∣∣αi)] ≤ 2 for i = 1, 2.
Observe that
E
[
exp
(∣∣∣∣W1η1 · W2η2
∣∣∣∣β
)]
(1)
≤ E
[
exp
(∣∣∣∣W1α1
∣∣∣∣α1 βα1 +
∣∣∣∣W2η2
∣∣∣∣α1 βα2
)]
(2)
≤
(
E
[
exp
(∣∣∣∣W1η1
∣∣∣∣α1)])β/α1 (E [exp(∣∣∣∣W2η2
∣∣∣∣α2)])β/α2
(3)
≤ 2.
Here (1) and (2) are applications of Young’s inequality and Ho¨lder’s inequality respec-
tively while (3) follows by (S.3.7) and the definition of β. By taking limit as ηi ↓ δi proves
(3.1) for k = 2.
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Proof of Remark 3.3. For each fixed x ∈ Rp, let Th(Z;x) := h−pY K((X−x)/h), where
Z := (Y,X). Then under our assumed conditions, using the quasi-norm property and
moment bounds for the ‖·‖ψα norm (see, for instance, Chapter 2.2 of van der Vaart and
Wellner (1996)) along with Proposition S.3.2, we have: for all x ∈ Rp,
‖Th(Z;x)− E{Th(Z;x)}‖ψα ≤ Aα
[
‖Th(Z;x)‖ψα + E{|Th(Z;x)|}
]
≤ Aα
[
‖Th(Z;x)‖ψα +Bα ‖Th(Z;x)‖ψα
]
= Dα ‖Th(Z;x)‖ψα ≤ Dαh−pCY CK ,(S.3.8)
where Aα, Bα > 0 are some constants depending only on α, and Dα := Aα(1 +Bα) > 0.
Further, Var{Th(Z;x)} ≤ E{T 2h (Z;x)} and E{T 2h (Z;x)} satisfies: for all x ∈ Rp,
E{T 2h (Z;x)} = E
[
E
{
T 2h (Z;x)|X
}]
=
1
h2p
∫
Rp
{
E
(
Y 2|X = u)}K2(u− x
h
)
f(u)du
=
1
h2p
∫
Rp
{
E
(
Y 2|X = x+ hϕ)}K2 (ϕ) f(ϕ) hpdϕ ≤ RKMY
hp
,(S.3.9)
where the final bound is due to our assumptions. The result (3.2) now follows by simply
applying Theorem 3.4 to the random variables Th(Zi;x)− E{Th(Zi;x)}, 1 ≤ i ≤ n, and
by using the bounds (S.3.8) and (S.3.9). This completes the proof.
S.4. Proofs of Results in Section 4.
S.4.1. Proofs of Results in Section 4.1.
Proof of Theorem 4.1. Under assumption (4.3), it follows from Proposition S.3.2
that
max
1≤i≤n
max
1≤j≤k≤p
‖Xi(j)Xi(k)‖ψα/2 ≤ K
2
n,p,
and so, Theorem 3.4 with q = p2 implies the result.
Proof of Theorem 4.2. It is easy to verify that
Σˆ∗n =
1
n
n∑
i=1
(Xi − µ¯n) (Xi − µ¯n)> −
(
X¯n − µ¯n
) (
X¯n − µ¯n
)>
=: Σ˜∗n −
(
X¯n − µ¯n
) (
X¯n − µ¯n
)>
.
Clearly,
(S.4.1) ∆∗n ≤
∣∣∣∣∣∣∣∣∣Σ˜∗n − Σ∗n∣∣∣∣∣∣∣∣∣∞ + ∥∥X¯n − µ¯n∥∥2∞ ,
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where ‖x‖∞ represents the maximum absolute element of x. Since Σ˜∗n is the gram matrix
corresponding to the random vectors Xi − µ¯n, Theorem 4.1 applies for the first term on
the right hand side of (S.4.1). For the second term, Theorem 3.4 applies. Combining
these two bounds, we get that for any t ≥ 0, with probability at least 1− 6e−t,
∆∗n ≤ 7A∗n,p
√
t+ 2 log p
n
+
CαK
2
n,p(log(2n))
2/α(t+ 2 log p)2/α
n
+ 98
(
Bn,p(t+ log p)
n
)
+
CαK
2
n,p(log(2n))
2/α(t+ log p)2/α
n2
,
(S.4.2)
where Bn,p := max1≤j≤p
∑n
i=1 Var (Xi(j)) /n. As before, it is easy to show that Bn,p ≤
CαK
2
n,p and so, the last two terms of inequality (S.4.2) are of lower order than the second
term and hence, we obtain that with probability at least 1− 6e−t,
∆∗n ≤ 7A∗n,p
√
t+ 2 log p
n
+
CαK
2
n,p(log(2n))
2/α(t+ 2 log p)2/α
n
,
with a possibly increased constant Cα > 0.
S.4.2. Proofs of Results in Secion 4.2.
Proof of Theorem 4.3. To prove the result, note that
RIPn(k) = sup
θ∈Rp,
‖θ‖0≤k,‖θ‖2≤1
∣∣∣∣∣ 1n
n∑
i=1
{(
X>i θ
)2 − E [(X>i θ)2]}
∣∣∣∣∣ ,
and define the set
Θk := {θ ∈ Rp : ‖θ‖0 ≤ k, ‖θ‖2 = 1} ⊆ Rp.
For every ε > 0, let Nε denote the ε-net of Θk, that is, every θ ∈ Θk can be written as
θ = xθ+zθ where ‖xθ‖2 ≤ 1, xθ ∈ Nε and ‖zθ‖2 ≤ ε. In this representation xθ and zθ can
be taken to have the same support as that of θ. By Lemma 3.3 of Plan and Vershynin
(2013), it follows that
∣∣N1/4∣∣ ≤ (36pk
)k
.
By Proposition 2.2 of Vershynin (2012), it is easy to see that RIPn(k) can be bounded
by a finite maximum as
RIPn(k) ≤ 2 sup
θ∈N1/4
∣∣∣∣∣ 1n
n∑
i=1
{(
X>i θ
)2 − E [(X>i θ)2]}
∣∣∣∣∣ .
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This implies that RIPn(k) can be controlled by controlling a finite maximum of averages.
Set
Λn(k) := sup
θ∈N1/4
∣∣∣∣∣ 1n
n∑
i=1
{(
X>i θ
)2 − E [(X>i θ)2]}
∣∣∣∣∣ .
(a) Under the marginal ψα-bound, it is easy to see that for θ ∈ Θk with support
S ⊆ {1, . . . , p} of size k,
∥∥∥∥(X>i θ)2∥∥∥∥
ψα/2
≤
∥∥∥∥∥∥
∑
j∈S
X2i (j)
∥∥∥∥∥∥
ψα/2
≤ Cα
∑
j∈S
‖Xi(j)‖2ψα ≤ CαK2n,pk,
for some constant Cα depending only on α. Hence by Theorem 3.4, it follows that
for any t > 0, with probability at least 1− 3e−t,
Λn(k) ≤ 7
√
Υn,k(t+ k log(36p/k))
n
+
CαK
2
n,pk(log(2n))
2/α(t+ k log(36p/k))2/α
n
.
(b) Under the joint ψα-bound, it readily follows that
sup
θ∈Θk
∥∥∥∥(X>i θ)2∥∥∥∥
ψα/2
≤ K2n,p.
Hence by Theorem 3.4, we get that for any t > 0, with probability at least 1−3e−t,
Λn(k) ≤ 7
√
Υn,k(t+ k log(36p/k))
n
+
CαK
2
n,p(log(2n))
2/α(t+ k log(36p/k))2/α
n
.
The result now follows since RIPn(k) ≤ 2Λn(k).
S.4.3. Proofs of Results in Section 4.3.
Proof of Theorem 4.4. The proof follows using Theorem 4.3 and Lemma 12 of
Loh and Wainwright (2012).
(a) From part (a) of Theorem 4.3, we have with probability at least 1− 3k(np)−1,
RIPn(k) ≤ Ξ(M)n,k .
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On the event where this inequality holds, applying Lemma 12 of Loh and Wain-
wright (2012) with Γ = Σˆn − Σn and δ = Ξ(M)n,k proves that with probability at
least 1− 3k(np)−1,
θ>Σˆnθ ≥
(
λmin(Σn)− 27Ξ(M)n,k
)
‖θ‖22 −
54Ξ
(M)
n,k
k
‖θ‖21 for all θ ∈ Rp.
(b) From part (b) of Theorem 4.3, we get with probability at least 1− 3k(np)−1,
RIPn(k) ≤ Ξ(J)n,k.
By a similar argument as above, the result follows.
This completes the proof of Theorem 4.4.
S.4.4. Proofs of Results in Section 4.4. The following is a general result of Negahban
et al. (2012) and this form is taken from Hastie, Tibshirani and Wainwright (2015).
Lemma S.4.1 (Theorem 11.1 of Hastie, Tibshirani and Wainwright (2015)). Assume
that the matrix Σˆn satisfies the restricted eigenvalue bound (4.8) with δ = 3. Fix any
vector β ∈ Rp with ‖β‖0 ≤ k. Given a regularization parameter λn satisfying
λn ≥ 2
∥∥∥∥∥ 1n
n∑
i=1
Xi
(
Yi −X>i β
)∥∥∥∥∥
∞
> 0,
any estimator βˆn(λn) from the Lasso (4.10) satisfies the bound∥∥∥βˆn(λn)− β∥∥∥
2
≤ 3
γn
√
k λn.
Lemma S.4.1 holds for any of the minimizers βˆn(λn) in case of non-uniqueness.
Proof of Theorem 4.5. Using Proposition S.3.2, it follows that
max
1≤i≤n
‖Xi(j)εj‖ψγ ≤ K2n,p.
By Theorem 3.4, it follows that with probability at least 1− 3(np)−1,
(S.4.3)
∥∥∥∥∥ 1n
n∑
i=1
Xiεi
∥∥∥∥∥
∞
≤ 7
√
2σn,p
√
log(np)
n
+
CγK
2
n,p(log(2n))
1/γ(2 log(np))1/γ
n
.
Also, under assumption λmin(Σn) ≥ 1782Ξ(M)n,k and from the analysis in Remark 4.9, we
obtain that the restricted eigenvalue condition holds with probability at least 1−3k(np)−1
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with γn = λmin(Σn)/2. Therefore applying Lemma S.4.1, it follows that with probability
at least 1 − 3(np)−1 − 3k(np)−1, there exists a λn (given by twice the upper bound in
(S.4.3)) and hence, a Lasso estimator satisfying
∥∥∥βˆn(λn)− β0∥∥∥
2
≤ 84
√
2
λmin(Σn)
[
σn,p
√
k log(np)
n
+ 21/γCγK
2
n,p
k1/2(log(np))2/γ
n
]
.
Note that the choice of λn above is as claimed in the result. This completes the proof.
Proof of Theorem 4.6. Under the assumption λmin(Σn) ≥ 1782Ξ(M)n,k , the RE con-
dition holds with probability at least 1− 3k(np)−1. To apply Lemma S.4.1, it is enough
to show that the λn in the statement is a valid choice. For this we prove that with
probability at least 1− 3(np)−1 − L−1,
max
1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
εiXi(j)
∣∣∣∣∣ ≤ 7√2σn,p
√
log(np)
n
+
CαKn,pKε,r(log(np))
1/α
[
(log(2n))1/α + L
]
n1−1/r
.
We follow the proof technique of Theorem 3.2 to reduce the assumption on εi to poly-
nomial moments, as follows. Define
Cn,ε := 8E
[
max
1≤i≤n
|εi|
]
≤ 8n1/r max
1≤i≤n
‖εi‖r ≤ 8n1/rKε,r.
Note that under the setting of Theorem 4.5, for 1 ≤ j ≤ p,
1
n
n∑
i=1
εiXi(j) =
1
n
n∑
i=1
{εiXi(j)− E[εiXi(j)]} .
Set for 1 ≤ i ≤ n, Si := εiXi − E [εiXi] ∈ Rp, and for 1 ≤ j ≤ p,
S
(1)
i (j) := Si(j)1{|εi|≤Cn,ε} − E
[
Si(j)1{|εi|≤Cn,ε}
]
,
S
(2)
i (j) := Si(j)1{|εi|>Cn,ε} − E
[
Si(j)1{|εi|>Cn,ε}
]
.
Therefore, by triangle inequality,
max
1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
εiXi(j)
∣∣∣∣∣ = max1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
Si(j)
∣∣∣∣∣
≤ max
1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
S
(1)
i (j)
∣∣∣∣∣+ max1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
S
(2)
i (j)
∣∣∣∣∣ .
(S.4.4)
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For the summands of the first term, note that
Var(S
(1)
i (j)) ≤ E
[
S2i (j)1{|εi|≤Cn,ε}
]
≤ E [S2i (j)] = Var(Si(j)) = Var(εiXi(j)),
and for some constant Bα (depending only on α),∥∥∥S(1)i (j)∥∥∥
ψα
≤ 2 ∥∥Si(j)1{|εi|≤Cn,ε}∥∥ψα
≤ 2Bα
∥∥εiXi(j)1{|εi|≤Cn,ε}∥∥ψα + 2Bα |E[εiXi(j)]|
≤ 2BαCn,εKn,p + 2Bα ‖εi‖2 ‖Xi(j)‖2
≤ 2BαCn,εKn,p + 2Bα ‖εi‖2Kn,p = 2BαKn,p [Cn,ε + ‖εi‖2]
≤ 4BαKn,pCn,ε ≤ 32n1/rBαKn,pKε,r.
Therefore, by Theorem 3.4, it follows that with probability at least 1− 3(np)−1,
max
1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
S
(1)
i (j)
∣∣∣∣∣ ≤ 7√2σn,p
√
log(np)
n
+
CαKn,pKε,r(log(2n))
1/α(log(np))1/α
n1−1/r
.
(S.4.5)
For the second term in (S.4.4), note that∥∥∥∥∥max1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
S
(2)
i (j)
∣∣∣∣∣
∥∥∥∥∥
1
≤ 2
∥∥∥∥∥max1≤j≤p 1n
n∑
i=1
|εiXi(j)|1{|εi|>Cn,ε}
∥∥∥∥∥
1
.
By the definition of Cn,ε, we have
P
(
max
1≤j≤p
1
n
n∑
i=1
|εiXi(j)|1{|εi|>Cn,ε} > 0
)
≤ P
(
max
1≤i≤n
|εi| > Cn,ε
)
≤ 1/8.
Thus by Hoffmann-Jorgensen’s inequality, we have∥∥∥∥∥max1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
S
(2)
i (j)
∣∣∣∣∣
∥∥∥∥∥
1
≤ 2
n
∥∥∥∥max1≤j≤p max1≤i≤n |εiXi(j)|
∥∥∥∥
1
≤ 2
n
∥∥∥∥max1≤i≤n |εi|
∥∥∥∥
2
∥∥∥∥∥∥ max1≤i≤n,
1≤j≤p
|Xi(j)|
∥∥∥∥∥∥
2
≤ 2Cα(log(np))
1/α
n1−1/r
Kε,rKn,p,
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for some constant Cα > 0. So, for any L ≥ 1, with probability at least 1− L−1,
(S.4.6) max
1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
S
(2)
i (j)
∣∣∣∣∣ ≤ 2LCα(log(np))1/αKε,rKn,pn1−1/r .
From inequalities (S.4.5) and (S.4.6), we get with probability at least 1−3(np)−1−L−1,
max
1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
Si(j)
∣∣∣∣∣ ≤ 7√2σn,p
√
log(np)
n
+
CαKn,pKε,r(log(np))
1/α
[
(log(2n))1/α + L
]
n1−1/r
.
(S.4.7)
Taking together the events on which the RE condition and the inequality (S.4.7) hold,
we have with probability at least 1 − 3(np)−1 − 3k(np)−1 − L−1, the RE condition is
satisfied with γn = λmin(Σn)/2 and λn can be chosen as
λn = 14
√
2σn,p
√
log(np)
n
+
CαKn,pKε,r(log(np))
1/α
[
(log(2n))1/α + L
]
n1−1/r
,
so that the lasso estimator βˆn(λn) satisfies (by Lemma S.4.1),∥∥∥βˆn(λn)− β0∥∥∥
2
≤ 84
√
2
λmin(Σn)
σn,p
√
k log(np)
n
+ CαKn,pKε,r
k1/2(log(np))1/α
[
(log(2n))1/α + L
]
λmin(Σn) n1−1/r
.
This completes the proof of Theorem 4.6.
Proof of Remark 4.13. The following result proves the oracle inequality stated in Re-
mark 4.13.
Proposition S.4.1 (Oracle Inequality for Lasso). Consider the setting of Theo-
rem 4.5. For the choice of λn in (4.11), with probability converging to one,∥∥∥βˆn(λn)− β0∥∥∥2
2
≤ min
S: Ξ
(M)
n,|S|=o(1)
18λ2n|S|
Γ2n(S)
+
8λn ‖β0(Sc)‖1
Γn(S)
+
3456Ξ
(M)
n,|S| ‖β∗(Sc)‖21
|S|Γn(S)
 ,
where
Γn(S) := λmin(Σn)− 1755Ξ(M)n,|S|.
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Proof. The proof closely follows the arguments of Theorem 11.1 of Hastie, Tibshirani
and Wainwright (2015) and Section 4.3 of Negahban et al. (2010). Set for ν ∈ Rp,
G(ν) :=
1
2n
n∑
i=1
(
Yi −X>i (β0 + ν)
)2
+ λn ‖β0 + ν‖1 ,
and νˆ := βˆn(λn)−β0. Also, fix any subset S ⊆ {1, 2, . . . , p} with Ξ(M)n,|S| = o(1). Note that
with probability at least 1− 3(np)−1,
λn ≥ 2
∥∥∥∥∥ 1n
n∑
i=1
Xiεi
∥∥∥∥∥
∞
,
as shown in the proof of Theorem 4.5. On this event the following calculations hold true.
By definition G(νˆ) ≤ G(0) and so,
(S.4.8)
νˆ>Σˆnνˆ
2
≤ νˆ>
(
1
n
n∑
i=1
Xiεi
)
+ λn [‖β0‖1 − ‖β0 + νˆ‖1] .
Now observe that
‖β0 + νˆ‖1 ≥ ‖β0(S) + νˆ(S)‖1 − ‖β0(Sc)‖1 + ‖νˆ(Sc)‖1
≥ ‖β0(S)‖1 − ‖νˆ(S)‖1 − ‖β0(Sc)‖1 + ‖νˆ(Sc)‖1 .
Since ‖β0‖1 = ‖β0(S)‖1 + ‖β0(Sc)‖1, the above inequality substituted in (S.4.8) implies
νˆ>Σˆnνˆ
2
≤ νˆ>
(
1
n
n∑
i=1
Xiεi
)
+ λn [2 ‖β0(Sc)‖1 + ‖νˆ(S)‖1 − ‖νˆ(Sc)‖1]
≤ ‖νˆ‖1
∥∥∥∥∥ 1n
n∑
i=1
Xiεi
∥∥∥∥∥
∞
+ λn [2 ‖β0(Sc)‖1 + ‖νˆ(S)‖1 − ‖νˆ(Sc)‖1]
≤ λn
2
‖νˆ(S)‖1 +
λn
2
‖νˆ(Sc)‖1 + λn [2 ‖β0(Sc)‖1 + ‖νˆ(S)‖1 − ‖νˆ(Sc)‖1]
≤ 3λn
2
‖νˆ(S)‖1 −
λn
2
‖νˆ(Sc)‖1 + 2λn ‖β0(Sc)‖1 .
(S.4.9)
This inequality has two implications that prove the result. Firstly, the left hand side
of (S.4.9) is non-negative and so,
(S.4.10) ‖νˆ(Sc)‖1 ≤ 3 ‖νˆ(S)‖1 + 4 ‖β0(Sc)‖1 .
For the second implication, note that inequality (S.4.10) implies that
‖νˆ‖1 = ‖νˆ(S)‖1 + ‖νˆ(Sc)‖1
≤ 4 ‖νˆ(S)‖1 + 4 ‖β0(Sc)‖1
≤ 4
√
|S| ‖νˆ(S)‖2 + 4 ‖β0(Sc)‖1 ≤ 4
√
|S| ‖νˆ‖2 + 4 ‖β0(Sc)‖1 .
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Therefore, applying Theorem 4.4 with k = |S|, we get that with probability at least
1− |S|(np)−1,
νˆ>Σˆnνˆ ≥
(
λmin(Σn)− 27Ξ(M)n,|S|
)
‖νˆ‖22 −
54Ξ
(M)
n,|S|
|S|
(
32|S| ‖νˆ‖22 + 32 ‖β0(Sc)‖22
)
=
(
λmin(Σn)− 1755Ξ(M)n,|S|
)
‖νˆ‖22 −
1728Ξ
(M)
n,|S|
|S| ‖β0(S
c)‖21
= Γn(S) ‖νˆ‖22 −
1728Ξ
(M)
n,|S|
|S| ‖β0(S
c)‖21 .
(S.4.11)
Combining inequality (S.4.11) with inequality (S.4.9), we obtain
Γn(S)
2
‖νˆ‖22 ≤
3λn
√|S|
2
‖νˆ‖2 + 2λn ‖β0(Sc)‖1 +
864Ξ
(M)
n,|S|
|S| ‖β0(S
c)‖21
Hence,
‖νˆ‖2 ≤
3λn
√|S|
Γn(S)
+
√
2
Γn(S)
2λn ‖β0(Sc)‖1 + 864Ξ(M)n,|S||S| ‖β0(Sc)‖21
1/2 ,
and so the result follows.
S.5. Proofs of Results in Section 5. The following is a generalization (in terms
of the tail assumption) of Lemma C.1 of Chernozhukov, Chetverikov and Kato (2017).
Lemma S.5.1. Let ξ be a nonnegative random variable such that
P (ξ > x) ≤ A exp
(
− x
α
Bα
)
for all x ≥ 0,
for some constants A,B > 0. Then for every t ≥ max{(6/α)1/α, 1}B,
E
[
ξ31{ξ ≥ t}] ≤ {(6+αα )At3 exp (−tα/Bα) , if 0 < α ≤ 2,
4At3 exp
(−t2/B2) , if α ≥ 2.
Proof of Lemma S.5.1. Observe that for any t ≥ 0,
E
[
ξ31{ξ > t}] = 3∫ t
0
P (ξ > t)x2dx+ 3
∫ ∞
t
P (ξ > x)x2dx
= P (ξ > t) t3 + 3
∫ ∞
t
P (ξ > x)x2dx.
imsart-aos ver. 2014/10/16 file: MBS-Arxiv-V2.tex date: July 2, 2018
60 A. KUCHIBHOTLA AND A. CHAKRABORTTY
Observe that if α ≥ 2 and t ≥ B,
P (ξ ≥ t) ≤ A exp
(
− t
α
Bα
)
≤ A exp
(
− t
2
B2
)
.
Therefore, it is enough to verify the result for 0 < α ≤ 2. For 0 < α ≤ 2, note that∫ ∞
t
x2 exp
(
− x
α
Bα
)
dx =
B3
α
Γ
(
3
α
,
tα
Bα
)
,
where Γ(a, z) :=
∫∞
z exp(−x)xa−1dx denotes the upper incomplete gamma function for
any a, z > 0. Now using equation (1.5) of Borwein and Chan (2009), it follows that∫ ∞
t
x2 exp
(
− x
α
Bα
)
dx ≤ 2B
3
α
(
tα
Bα
)3/α−1
exp (−tα/Bα) ≤ 2t
3
α
exp (−tα/Bα) ,
if t ≥ 21/α(3/α− 1)1/αB. Therefore,
E
[
ξ31{ξ ≥ t}] ≤ A [1 + 6
α
]
t3 exp
(
− t
α
Bα
)
.
To prove for the case α ≥ 2, take α = 2 in the inequality above.
Before proving Theorem 5.1, we recall Theorem 2.1 of Chernozhukov, Chetverikov and
Kato (2017). For φ ≥ 1, set
(S.5.1) Mn,W (φ) :=
1
n
n∑
i=1
E
[
max
1≤j≤q
|Wi(j)|3 1
{
max
1≤j≤q
|Wi(j)| ≥
√
n/(4φ log q)
}]
.
Similarly, define Mn,G(φ) with Wi(j)’s replaced by Gi(j)’s in (S.5.1) and let
Mn(φ) := Mn,W (φ) +Mn,G(φ).
Finally, set for any class A of (Borel) sets in Rq,
ρn (A) := sup
A∈A
∣∣P (SWn ∈ A)− P (SGn ∈ A)∣∣ .
To proceed further, we present Theorem 2.1 of Chernozhukov, Chetverikov and Kato
(2017).
Theorem S.5.1 (Theorem 2.1 of Chernozhukov, Chetverikov and Kato (2017)). Sup-
pose that there exists some constant B > 0 such that
min
1≤j≤q
1
n
n∑
i=1
E
[
|Wi(j)|2
]
≥ B.
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Then there exist constants K1,K2 > 0 depending only on B such that for every con-
stant L ≥ Ln,q,
ρn(Are) ≤ K1
[(
L2 log7 q
n
)1/6
+
Mn(φn)
L
]
,
with
φn := K2
(
L2 log4 q
n
)−1/6
.
To get concrete rates under any tail assumption on Wi’s, one needs to bound Mn(φn).
Chernozhukov, Chetverikov and Kato (2017) bound this function in two examples,
namely, sub-exponential tails of Wi(j) and polynomial tails of ‖Wi‖∞; see Proposition
2.1 and Assumptions (E.1), (E.2) of Chernozhukov, Chetverikov and Kato (2017). Recall
the definition of Ln,q from (5.1).
Proof of Theorem 5.1. From the definition of φn in Theorem S.5.1 and taking
L = Ln,q, √
n
4φn log q
=
n1/3L
1/3
n,q
4K2 log
1/3 q
=
1
4K2
(
nLn,q
log q
)1/3
=: Φn.
Under assumption max1≤i≤n ‖Xi‖M,ψβ ≤ Kn,p, we get for 1 ≤ i ≤ n that
P
(
max
1≤j≤q
|Wi(j)| ≥ Kn,q(t+ log q)1/β
)
≤ 2 exp(−t).
This implies that P (∆i ≥ t) ≤ 2 exp(−tβ), where
∆i :=
1
M(β)Kn,q
(
max
1≤j≤p
|Wi(j)| −M(β)Kn,q(log q)1/β
)
+
.
From this definition,
max
1≤j≤q
|Wi(j)| ≤M(β)Kn,q∆i +M(β)Kn,q(log q)1/β,
and so,
Mn,W (φn)
M3(β)K3n,q
≤ 1
n
n∑
i=1
E
[(
∆i + (log q)
1/β
)3
1{
∆i+(log q)1/β≥ ΦnM(β)Kn,q
}]
≤ 4
n
n∑
i=1
E
[(
∆3i + (log q)
3/β
)
1{
∆i+(log q)1/β≥ ΦnM(β)Kn,q
}] .
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Hence, it follows that
Mn,W (φn)
M3(β)K3n,q
≤ 4(log q)3/βP
(
∆i + (log q)
1/β ≥ Φn
M(β)Kn,q
)
+ 4E
[
∆3i1
{
∆i+(log q)1/β≥ ΦnM(β)Kn,q
}](S.5.2)
Under assumption (5.3),
Φn
M(β)Kn,q
≥ Φn
2M(β)Kn,q
+ (log q)1/β,
and so,
P
(
∆i + (log q)
1/β ≥ Φn
M(β)Kn,q
)
≤ P
(
∆i ≥ Φn
2M(β)Kn,q
)
,
and
E
[
∆3i1
{
∆i+(log q)1/β≥ ΦnM(β)Kn,q
}] ≤ E [∆3i1{∆i≥ Φn2M(β)Kn,q }
]
.
We at first bound the terms on the right hand side of (S.5.2) for 0 < β ≤ 2. Again under
assumption (5.3), Φn/{2M(β)Kn,q} ≥ (6/β)1/β . Thus using assumption on ‖Wi‖M,ψβ
and Lemma S.5.1,
Mn,W (φn)
M3(β)K3n,q
≤ 8(log q)3/β exp
(
−
(
Φn
2M(β)Kn,q
)β)
+ 8
(
1 +
6
β
)(
Φn
2M(β)Kn,q
)3
exp
(
−
(
Φn
2M(β)Kn,q
)β)
≤ 8
(
2 +
6
β
)(
Φn
2M(β)Kn,q
)3
exp
(
−
(
Φn
2M(β)Kn,q
)β)
.
It is easy to derive that for ν1, ν2 > 0,
(S.5.3) xν1 exp
(
− x
ν2
)
≤ νν12 νν11 exp(−ν1), for all x ≥ 0.
Using inequality (S.5.3) with ν1 = 6/β, ν2 = 1 and x = (Φn/{2M(β)Kn,q})β, we get(
Φn
2M(β)Kn,q
)3
exp
(
−
(
Φn
2M(β)Kn,q
)β)
≤
(
6
eβ
)6/β (2M(β)Kn,q
Φn
)3
.
Therefore, for 0 < β ≤ 2,
(S.5.4)
Mn,W (φn)
M3(β)K3n,q
≤ 16
(
6
β
)1+6/β (2M(β)Kn,q
Φn
)3
.
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If β ≥ 2, then under restriction (5.3), Φn/{2M(β)Kn,q} ≥ 1, we get by Lemma S.5.1
and (S.5.3) that
Mn,W (φn)
M3(β)K3n,q
≤ 8(log q)3/β exp
(
−
(
Φn
2M(β)Kn,q
)2)
+ 32
(
Φn
2M(β)Kn,q
)3
exp
(
−
(
Φn
2M(β)Kn,q
)2)
≤ 40
(
Φn
2M(β)Kn,q
)3
exp
(
−
(
Φn
2M(β)Kn,q
)2)
≤ 40
(
3
e
)3(2M(β)Kn,q
Φn
)3
.(S.5.5)
To bound Mn,G(φn) note that
max
1≤i≤n
‖Gi‖M,ψ2 ≤ 2 max1≤j≤n max1≤i≤n
√
Var (Gi(j)) ≤ CβKn,q,
for some constant Cβ > 0. Here, the last inequality follows since Var(Gi(j)) = Var(Wi(j))
≤ C2βK2n,q. Thus applying the bound on Mn,W (φn) with β = 2, we get
(S.5.6)
Mn,G(φn)
M3(2)C3βK
3
n,q
≤ 40
(
3
e
)3(2M(2)CβKn,q
Φn
)3
.
Combining inequalities (S.5.4), (S.5.5) and (S.5.6), we get for any β > 0,
Mn,W (φn) +Mn,G(φn) ≤ Cβ
K6n,q
Φ3n
= Cβ
(4K2)
3K6n,q log q
nLn,q
,
for some constant Cβ > 0 depending only on β. Now using the fact Ln,q ≥ B3/2, we get,
Mn(φn)
Ln,q
≤ Cβ
(4K2)
3K6n,q log q
nL2n,q
≤ Cβ
(4K2)
3K6n,q log q
nB3
.
Substituting this bound in Theorem S.5.1, we obtain
ρn (Are) ≤ K1
(L2n,q log7 q
n
)1/6
+ Cβ
(4K2)
3K6n,q log q
nB3

= K1
(
L2n,q log
7 q
n
)1/6
+ Cβ,B
K6n,q log q
n
,
for Cβ,B := K1Cβ(4K2)
3/B3 depending only on β and B.
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S.6. Proofs of Results in Section S.1.
Proof of Proposition S.1.1. By Theorem 3 of Adamczak (2008), we get for all
t ≥ 0 that
P
(
(Z − E[Z])+ ≥ t
) ≤ exp(− t2
2(Σn(F) + 2UE[Z]) + 3Ut
)
.
Set A := 2(Σn(F) + 2UE[Z]) and B := 3U . Then using the arguments in Proposi-
tion S.3.1, we get for p ≥ 2, (and any δ > 0)
E
[
(Z − E[Z])p+
] ≤ ∫ ∞
0
ptp−1 exp
(
− t
2
A(1 + δ)
)
dt+
∫ ∞
0
ptp−1 exp
(
− tδ
B(δ + 1)
)
dt
≤
(√
A(1 + δ)/e
)p √2pi
e
(
1 +
p
2
)(p+1)/2
exp
(
1
12(1 + p/2)
)
+
(
B(1 + δ)
eδ
)p √2pi
e
(1 + p)p+
1
2 exp
(
1
12(p+ 1)
)
=: I+ II.
So, for p ≥ 2,
I1/p ≤ p1/2
√
A(1 + δ)/e
(√
2pi
e
)1/p (
1 +
p
2
) 1
2p
exp
(
1
12p(1 + p/2)
)
≤ p1/2
√
A by taking δ = 1/2.
Also, regarding II, for p ≥ 2,
II1/p ≤ p
(
3B(1 + δ)
2eδ
)(√
2pi
e
)1/p
(1 + p)1/(2p) exp
(
1
12p(p+ 1)
)
≤ 2Bp.
Therefore, for p ≥ 2,
‖(Z − E[Z])+‖p ≤ (2Σn(F) + 4UE[Z])1/2
√
p+ 6pU,
and since ‖Z‖p ≤ ‖(Z − E[Z])+‖p + E[Z], for p ≥ 1,
‖Z‖p ≤ E[Z] + (2Σn(F) + 4UE[Z])1/2
√
p+ 6Up,
proving (S.1.3).
Proof of Theorem S.1.1. By triangle inequality, Z ≤ Z1 + Z2. Note that Z1 is a
supremum of bounded empirical process and so, by Proposition S.1.1 for p ≥ 2
‖(Z1 − E[Z1])+‖p ≤ p1/2 (2Σn(F) + 8ρE [Z1])1/2 + 12ρp
≤
√
2p1/2Σ1/2n (F) + 2
√
2p1/2ρ1/2 (E [Z1])1/2 + 12ρp
≤
√
2p1/2Σ1/2n (F) + (2pρ+ E [Z1]) + 12ρp
= E [Z1] +
√
2p1/2Σ1/2n (F) + 14pρ,(S.6.1)
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where we used the arithmetic-geometric mean inequality and the fact that
Var (f(Xi)1{|f(Xi)| ≤ ρ}) ≤ E
[
f2(Xi)1{|f(Xi)| ≤ ρ}
] ≤ E [f2(Xi)] ≤ Var (f(Xi)) .
To deal with Z2, observe that
‖Z2‖ψα∗ ≤ 2
∥∥∥∥∥
n∑
i=1
F (Xi)1{F (Xi) ≥ ρ}
∥∥∥∥∥
ψα∗
Since α∗ ≤ 1 for all α > 0 and ‖F (Xi)‖ψα∗ <∞, it follows from Theorem 6.21 of Ledoux
and Talagrand (1991) that
‖Z2‖ψα∗ ≤ 2Kα∗
{
E
[
n∑
i=1
F (Xi)1{F (Xi) ≥ ρ}
]
+
∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα∗
}
,
with the constant Kα∗ as in the cited theorem. Additionally by Hoffmann-Jorgensen
inequality combined with the definition of ρ, we have
E
[
n∑
i=1
F (Xi)1{F (Xi) ≥ ρ}
]
≤ 8E
[
max
1≤i≤n
F (Xi)
]
≤ 8
∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα
.
And by Problem 5 of Chapter 2.2 of van der Vaart and Wellner (1996),∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα∗
≤ (log 2)1/α−1/α∗
∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα
.
Therefore,
‖Z2‖ψα∗ ≤ 2Kα∗
[
8 + (log 2)1/α−1/α∗
] ∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα
.
This implies that for p ≥ 1,
(S.6.2) ‖Z2‖p ≤ 2
√
2pi(p/α∗)1/α∗Kα∗
[
8 + (log 2)1/α−1/α∗
] ∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα
.
Note that for all α > 0, (p/α∗)1/α
∗ ≥ p for all p ≥ 1 and so, for all α > 0,
14pρ ≤
√
2pi(p/α∗)1/α∗Kα∗
[
8 + (log 2)1/α−1/α∗
] ∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα
.
Therefore, combining bounds (S.6.1) and (S.6.2), we obtain for p ≥ 2,
‖Z‖p ≤ E [Z1] + ‖(Z1 − E[Z1])+‖p + ‖Z2‖p
≤ 2E [Z1] +
√
2p1/2Σ1/2n (F)
+ 3
√
2pi(p/α∗)1/α∗Kα∗
[
8 + (log 2)1/α−1/α∗
] ∥∥∥∥max1≤i≤nF (Xi)
∥∥∥∥
ψα
.
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This proves (S.1.5). Using the reasoning as in Proposition S.1.1,
E
[
Ψα∗,Ln(α)
(
(Z − 2eE[Z1])+
3
√
2eΣ
1/2
n (F)
)]
≤ 1,
with Ln(α) is as defined in the statement. This proves (S.1.6).
Proof of Proposition S.1.2. By Theorem 3.5.1 and inequality (3.167) of Gine´ and
Nickl (2016),
E
[
sup
f∈F
|Gn(f)|
]
≤ 8
√
2E
[∫ ηn(F)
0
√
log(2N(x,F , ‖·‖2,Pn))dx
]
,
where Pn represents the empirical measure of X1, X2, . . . , Xn, that is, Pn({Xi}) = 1/n.
Here
η2n(F) := sup
f∈F
‖f‖2,Pn = sup
f∈F
(
1
n
n∑
i=1
f2(Xi)
)1/2
.
Using a change-of-variable formula,
E
[
sup
f∈F
|Gn(f)|
]
≤ 8
√
2E
[
‖F‖2,Pn J (δn(F),F , ‖·‖2)
]
,
where
δ2n(F) :=
1
‖F‖22,Pn
sup
f∈F
1
n
n∑
i=1
f2(Xi), and ‖F‖22,Pn :=
1
n
n∑
i=1
F 2(Xi).
Now an application of Lemma 3.5.3 (c) of Gine´ and Nickl (2016) implies that
(S.6.3) E
[
sup
f∈F
|Gn(f)|
]
≤ 8
√
2 ‖F‖2,P J
(
∆
‖F‖2,P
,F , ‖·‖2
)
,
where
∆2 := E
[
sup
f∈F
1
n
n∑
i=1
f2(Xi)
]
and ‖F‖22,P :=
1
n
n∑
i=1
E
[
F 2(Xi)
]
.
Note that by symmetrization and contraction principle
∆2 ≤ sup
f∈F
1
n
n∑
i=1
E
[
f2(Xi)
]
+ E
[
sup
f∈F
1
n
∣∣∣∣∣
n∑
i=1
{
f2(Xi)− E
[
f2(Xi)
]}∣∣∣∣∣
]
≤ n−1Σn(F) + 16U√
n
E
[
sup
f∈F
|Gn(f)|
]
.
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See Lemma 6.3 and Theorem 4.12 of Ledoux and Talagrand (1991). Substitute (S.6.3)
in this inequality, we obtain
∆2
‖F‖22,P
≤ n
−1Σn(F)
‖F‖22,P
+
128
√
2U√
n ‖F‖2,P
J
(
∆
‖F‖2,P
,F , ‖·‖2
)
.
For notation convenience, let
H(τ) := J (τ,F , ‖·‖2) , A2 :=
n−1Σn(F)
‖F‖22,P
, and B2 :=
128
√
2U√
n ‖F‖2,P
.
Following the proof of Lemma 2.1 of van der Vaart and Wellner (2011) with r = 1, it
follows that
H
(
∆
‖F‖2,P
)
≤ H (A) + B
A
H (A)H1/2
(
∆
‖F‖2,P
)
.
Solving the quadratic inequality, we get
H
(
∆
‖F‖2,P
)
≤ 2B
2
A2
H2(A) + 2H(A).
Substituting this bound in (S.6.3), it follows that
E
[
sup
f∈F
|Gn(f)|
]
≤ 16
√
2 ‖F‖2,P J (δn(F),F , ‖·‖2)
[
1 +
128
√
2UJ (δn(F),F , ‖·‖2)√
nδ2n(F) ‖F‖2,P
]
.
This proves the result.
Proof of Proposition S.1.3. In the proof of Theorem 3.5.13 of Gine´ and Nickl
(2016), the decomposition (3.206) holds as it is and the calculations that follow have to
be done for averages of non-identically distributed random variables. For example, the
display after (3.206) should be replaced by Lemma 4 of Pollard (2002). (The inequality
in Lemma 4 of Pollard (2002) is written for
√
nGn(f) not n−1/2Gn(f)). The variance
calculations after (3.209) of Gine´ and Nickl (2016) should be done as
Var
(
Gn
(
∆kfI{τf=k}
))
=
1
n
n∑
i=1
E
[
(∆kf)
2I(∆kf ≤ αn,k−1,∆k(f) > αn,k)
]
.
See, for example, Lemma 5 of Pollard (2002). There is a typo in Proposition 3.5.15 in the
statement; it should be Pf2 ≤ δ2 for all f ∈ F . In our case this δ would be the one defined
in the statement. The final result follows by noting the concavity of J[ ](·,F , ‖·‖2,P ),
J[ ]
(
2δn(F),F , ‖·‖2,P
)
≤ 2J[ ]
(
δn(F),F , ‖·‖2,P
)
.
This completes the proof.
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Proof of Proposition S.1.4. It is clear by the triangle inequality that Z ≤ Z1+Z2
and so,
E [Z] ≤ E [Z1] + E [Z2] .
From the definition (S.1.4) of Z2, we get
E [Z2] ≤ 2E
[
sup
f∈F
n∑
i=1
|f(Xi)|1{|f(Xi)|≥ρ}
]
≤ 2E
[
n∑
i=1
F (Xi)1{F (Xi)≥ρ}
]
.
Using Hoffmann-Jorgensen’s inequality along with the definition of ρ, we have
E
[
n∑
i=1
F (Xi)1{F (Xi)≥ρ}
]
≤ 8E
[
max
1≤i≤n
F (Xi)
]
.
Therefore,
E [Z] ≤ E [Z1] + 8E
[
max
1≤i≤n
F (Xi)
]
.
This completes the proof.
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