We present a method for visually and quantitatively assessing the presence of structure in clustered data. The method exploits measurements of the stability of clustering solutions obtained by perturbing the data set. Stability is characterized by the distribution of pairwise similarities between clusterings obtained from sub samples of the data. High pairwise similarities indicate a stable clustering pattern. The method can be used with any clustering algorithm; it provides a means of rationally defining an optimum number of clusters, and can also detect the lack of structure in data. We show results on artificial and microarray data using a hierarchical clustering algorithm.
Introduction
Clustering is widely used in exploratory analysis of biological data. With the advent of new biological assays such as DNA microarrays that allow the simultaneous recording of tens of thousands of variables, it has become more important than ever to have powerful tools for data visualization and analysis. Clustering, and particularly hierarchical clustering, play an important role in this process. ½ ¾ ¿ Clustering provides a way of validating the quality of the data by verifying that groups form according to the prior knowledge one has about sample categories. It also provides means of discovering new natural groupings. Yet there is no generally agreed upon definition of what is a "natural grouping." In this paper we propose a method of detecting the presence of clusters in data that can serve as the basis of such a definition. It can be combined with any clustering algorithm, but proves to be particularly useful in conjunction with hierarchical clustering algorithms.
The method we propose in this paper is based on the stability of clustering with respect to perturbations such as sub-sampling or the addition of noise. Stability can be considered an important property of a clustering solution, since data, and gene expression data in particular, is noisy. Thus we suggest stability as a means for defining meaningful partitions. The idea of using stability to evaluate clustering solutions is not new. In the context of hierarchical clustering, some authors have considered the stability of the whole hierarchy. However, our experience indicates that in most real world cases the complete dendrogram is rarely stable. The stability of partitions has also been addressed.
In this model, a figure of merit is assigned to a partition of the data according to average similarity of the partition to a set of partitions obtained by clustering a perturbed dataset. The optimal number of clusters (or other parameter employed by the algorithm) is then determined by the maximum value of the average similarity. But we observed in several practical instances that considering the average, rather than the complete distribution was insufficient. The distribution can be used both as a tool to visually probe the structure in the data, and to provide a criterion for choosing an optimal partition of the data: plotting the distribution for various numbers of clusters reveals a transition between a distribution of similarities that is concentrated near 1 (most solutions highly similar) to a wider distribution. In the examples we studied, the value of the number of clusters at which this transition occurs agrees with the intuitive choice of the number of clusters. We have developed a heuristic for comparing partitions across different levels of the dendrogram that make this transition more pronounced. The method is useful not only in choosing the number of clusters, but also as a general tool for making choices regarding other components of the clustering algorithm. We have applied it in choosing the type of normalization and the number of leading principal components. Many methods for selecting an optimum number of clusters can be found in the literature. In this paper we report results that show that our method performs well when compared with some of the more successful methods reported in recent surveys. ½¼ ½½ This may be explained by the fact that our method does not make assumptions about the distribution of the data or about cluster shape as most other methods; ½½ ½¼ only our method and the gap statistic can detect the absence of structure. Our method has advantages over information-theoretic criteria based on compression efficiency considerations and over related Bayesian criteria ½¾ in that they are model free, and work with any clustering algorithm. Some clustering algorithms have been claimed to generate only meaningful partitions, so do not require our method for this purpose. ½¿ We also mention the method of Yeung et al. ½ for assessing the relative merit of different clustering solutions. They tested their method on microarray data; however, they do not give a way of selecting an optimal number of clusters, so no direct comparison can be made.
The paper is organized as follows: in Section 2 we introduce the dot product between partitions and express several similarity measures in terms of this dot product. In Section 3 we present our practical algorithm. Section 4 is devoted to experimental results of using the algorithm. This is followed by a discussion and conclusions.
Clustering similarity measures
In this section we present several similarity measures between partitions found in the literature, ½ and express them with the help of a dot product. We begin by reviewing our notation. Let Ü ½ Ü Ò , and Ü ¾ Ê be the dataset to be clustered.
A labeling Ä is a partition of into subsets Ë ½ Ë . We use the following representation of a labeling by a matrix with components:
½ if Ü and Ü belong to the same cluster and ¼ otherwise (1) Let labelings Ä ½ and Ä ¾ have matrix representations ´½µ and ´¾µ , respectively. We define the dot product
This dot product computes the number of pairs of points clustered together, and can also be interpreted as the number of common edges in graphs represented by ´½µ and ´¾µ , and we note that it can be computed in Ç´ ½ ¾ Òµ.
As a dot product, Ä ½ Ä ¾ satisfies the Cauchy-Schwartz inequality: Ä ½ Ä ¾ Ô Ä ½ Ä ½ Ä ¾ Ä ¾ , and thus can be normalized into a correlation or cosine similarity measure:
This similarity measure was introduced by Fowlkes and Mallows. Next, we show that two commonly used similarity measures can be expressed in terms of the dot product defined above. Given two matrices ´½µ ´¾µ with 0-1 entries, let AE for ¾ ¼ ½ be the number of entries on which ´½µ and ´¾µ have values and , respectively. The matching coefficient ½ is defined as the fraction of entries on which the two matrices agree:
The Jaccard coefficient is a similar ratio when "negative" matches are ignored:
The matching coefficient often varies over a smaller range than the Jaccard coefficient since the AE ¼¼ term is usually a dominant factor. These similarity measures can be expressed in terms of the labeling dot product and the associated norm: , where ½ Ò is an Ò¢Ò matrix with entries equal to 1. The above expression for the Jaccard coefficient shows that it is close to the correlation similarity measure, as we have observed in practice.
The model explorer algorithm
When one looks at two sub-samples of a cloud of data points, with a sampling ratio (fraction of points sampled) not much smaller than 1 (say ¼ ), one usually observes the same general structure ( Figure 1 ). Thus it is reasonable to postulate that a partition into clusters has captured the "inherent" structure in a dataset if partitions into clusters obtained from running the clustering algorithm with different subsamples are similar, i.e. close in structure according to one of the similarity measures introduced in the previous section. "Inherent" structure is thus structure that is stable with respect to sub-sampling. We cast this reasoning into the problem of finding the optimal number of clusters for a given dataset and clustering algorithm: look for the largest such that partitions into clusters are stable. Note that rather than choosing just the number of clusters, one can extend the scope of the search for a set of variables where structure is most apparent, i.e. stable. This is performed elsewhere. We consider a generic clustering algorithm that receives as input a dataset (or similarity/dissimilarity matrix) and a parameter that controls either directly or indirectly the number of clusters that the algorithm produces. This input convention is applicable to hierarchical clustering algorithms: given , cut the tree so that clusters are produced. We want to characterize the stability for each value of . This is accomplished by clustering sub-samples of the data, and then computing the similarity between pairs of sub-samples according to similarity between the labels of the points common to both sub-samples. The result is a distribution of similarities for each . The algorithm is presented in Figure 2 .
The distribution of the similarities is then compared for different values of 
for ½ to num subsamples do 4: ×Ù ½ subsamp´ µ a sub-sample with a fraction of the data 5: ×Ù ¾ subsamp´ µ 6:
Intersect ×Ù ½ ×Ù ¾
9:
Ë´ µ ×´Ä ½´Á Ò Ø Ö × Øµ Ä ¾´Á ÒØ Ö× Øµµ Compute the similarity on the points common to both subsamples 10: end for 11: end for ( Figure 3 ). In our numerical experiments (Section 4) we found that, indeed, when the structure in the data is captured by a partition into clusters, many sub-samples have similar clustering, and the distribution of similarities is concentrated close to 1.
Remark 3.1 For the trivial case
½, all clusterings are the same, so there is no need for any computation in this case. In addition, the value of should not be too low; otherwise not all clusters are represented in a sub-sample. In our experiments the shape of the distribution of similarities did not depend very much on the specific value of .
Experiments
In this section we describe experiments on artificial and real data. We chose to use data where the number of clusters is apparent, so that one can be convinced of the performance of the algorithm. In all the experiments we show the distribution of the correlation score; equivalent results were obtained using other scores as well. The sampling ratio, , was ¼ and the number of pairs of solutions compared for each was 100. As a clustering algorithm we use the average-link hierarchical clustering algorithm. ½ The advantage of using a hierarchical clustering method is that the same set of trees can be used for all values of , by looking at different levels of the tree each time. To tackle the problem of outliers, we cut the tree such that there are clusters, each of them not a singleton (thus the total number of clusters can be higher than ). This is extended to consider partitions that contain clusters, each of them larger than some threshold. This helps enhance the stability in the case of a good value of , and de-stabilizes clustering solutions for higher , making the transition from highly similar solutions to a wide distribution of similarities more pronounced.
We begin with the data depicted in Figure 1 , which is a mixture of four Gaussians. The histogram of the score for varying values of is plotted in figure 3 . We make several observations regarding the histogram. At ¾ it is concentrated at 1, since almost all the runs discriminated between the two upper and two lower clusters. At ¿ most runs separate the two lower clusters, and at most runs found the "correct" clustering which is reflected in the distribution of scores still concentrated near 1. For there is no longer one preferred solution, as is seen by the wide spectrum of similarities. We remark that if the clusters were well separated, or the clusters arranged more symmetrically, there would not have been a preferred way of clustering into 2 or 3 clusters as is the case here; in that case the similarity for ¾ ¿ would have been low, and increased for . In such cases one often observes a bimodal distribution of similarities.
The next dataset we considered was the yeast DNA microarray data of Eisen et al. ½ We used the MYGD functional annotation to choose the 5 functional classes that were most learnable by SVMs, ½ and that were noted by Eisen et al. to cluster well. ½ We looked at the genes that belong uniquely to these 5 functional classes. This gave a dataset with 208 genes and 79 features (experiments) in the following classes: (1) Tricarboxylic acid cycle or Krebs cycle (14 genes), (2) Respiration chain complexes (27 genes), (3) Cytoplasmaticribosomal proteins (121 genes), (4) proteasomes (35 genes), and (5) Histones (11 genes). The first three principal components were then extracted (see Figure 4) . One can clearly see four clusters in the data; these agree well with the MYGD classes, with classes 1 and 2 strongly overlapping. The distribution and histogram of scores is given in Figure 6 . We observe the same behavior as in the Gaussian mixture data. Between and there is a transition from a distribution that has a large component near 1, to a wide distribution that is similar to the distribution on random data (see below). Since there was a singleton cluster, the total number of clusters is 5. The clusters agree well with the protein classes that were assigned to the genes in the MYGD database, with the exception that clusters 1 and 2 were clustered together. The way the dendrogram was cut to produce the partition is illustrated in Figure 5 . Looking at the dendrogram one might think that further splitting of cluster 3 is justified. However, the length of the edge in the dendrogram can be misleading: in the case of average linkage the length of the edge is proportional to the average distance between clusters, and since cluster 3 is large, a long edge does not necessarily imply a well separated sub-cluster. At high levels of the hierarchy long edges generally result simply because the clusters become larger, even if the data contains no structure. When clusters 1 and 2 are assigned the same label, the similarity between the clustering and the known classification is 0.97. We note that principal component analysis (PCA) not only allows visualization of the data, it enhances cluster structure reflected in the stability and also improves the agreement of the clustering with the MYGD classes. A run on data uniformly distributed on the unit cube is shown in Figure 7 . The distributions are quite similar to each other, with no change that can be interpreted as a transition from a stable clustering to an unstable one.
These examples indicate a simple way for identifying ; choose the value where there is a transition from a score distribution that is concentrated near 1 to a wider distribution. This can be quantified, e.g. by a jump in the area under the cumulative distribution function or by a jump in È´× µ, where × is the random variable that denotes the similarity between partitions into clusters, and is a constant. A value of ¼ would work on the set of examples considered here.
The results of our method are compared in Table 1 with a number of other methods for choosing . We used most of the methods tested by Tibshirani et al. against their gap statistic method. ½½ They are among the methods tested by Milligan and Cooper. ½¼ Jain's method uses the quotient between the in-cluster average distance and out-of-cluster average distance, averaged over all the clusters. The optimal number of clusters is chosen as the that minimizes this quantity. The method of Calinski and Harabsz is similar, but uses a different normalization, and the squared distances. The silhouette statistic is based on comparing the average distance of the point to members of other clusters with the average distance of a point to members of its own cluster. A point is "well clustered" if it is closer on average to the members of its own cluster than to points of other clusters. The silhouette statistic is the average of the point silhouettes, and is chosen to maximize it. The KL (Krzanowski and Lai), Hartigan, and gap statistic methods use criteria that are based on the -dependence of a function of the within-cluster sum-squared distances. Almost all the methods were successful on the Gaussian mixture data; this is to be expected since some of the methods are specifically constructed for such data. The microarray data proved more difficult. We note that our method gave the same results when all the variables rather than just the first three principal components were clustered, whereas the gap statistic did not give a result when all the variables were clustered. The gap statistic is based on a comparison of the within cluster sum-squared distance of the given clustering with an average obtained over random data. Perhaps the comparison with random data does not scale well to very high dimensionality. All the methods we tested, other than the gap statistic and our own method cannot detect a lack of structure: they produce a meaningful result only if it is known beforehand that the number of clusters is greater than 1. When these methods are run on data with no structure they still provide (erroneously) a result. Running these methods on sub-samples of the data can provide the information required to rule out the hypothesis of no structure: intuitively, for data with clear clusters the result is likely to remain the same, while for data with no structure the criterion is likely to be unstable, and fluctuate across sub-samples.
Discussion
In the set of experiments we ran, only the gap statistic method performed as well as our method. Since the gap statistic is based on a sum-squared distances criterion, it is biased toward compact clusters; our method has no such bias. Further work should include a more systematic experimental analysis to differentiate the two methods. Both methods are the most computationally expensive, requiring running the clustering algorithm a number of times. Our method can be used not only to choose the number of clusters, but also as a comparative tool that can help in choosing other aspects of the clustering such as normalization. Our algorithm is most efficient with hierarchical clustering, since once a dendrogram is computed, varying the number of clusters is achieved at little additional computational expense. The datasets analysed in this paper were chosen for illustrative purposes for having a distinct structure. One might argue that many real world datasets do not have such an obvious number of clusters. Indeed, partitions obtained on a large set of variables (e.g. thousands of genes from DNA microarrays) are usually unstable. We see that as a symptom that prior knowledge is needed to select meaningful subsets of variables (genes) that can yield stable clusters.
Our method is related to the bootstrap and jackknife methods in its use of sampling to estimate a statistic. ½ However, in our case, sampling is used as perturbation that generates the statistic. (Alternatively, one can add noise to the data instead of sub-sampling.) We also note that generating pairs of clusterings can be performed in various ways: comparing pairs of clustered subsamples as done here; comparing clustered subsamples to a reference clustering; or dividing the data into two, clustering both parts, and obtaining a second clustering of each part by assigning its points to clusters according to the nearest cluster center of the other part. Stability of a classifier is a notion that was applied in supervised learning as well. ½ It was shown that stability can be used to bound the prediction error of a classifier: the more stable the classifier, the more likely it is to perform well. In future work we plan to extend this theoretical framework to the case of unsupervised learning. Finally, the notion of stability can be applied in other types of data analysis problems whose objective is to detect structure in data, e.g. extraction of gene networks, or ranking of genes according to their predictive power.
Conclusion
Determining the optimum number of clusters in data is an ill posed problems for which many solutions have been proposed. None of them is widely used, and the level of their performance is data dependent. ½¼ In this paper we propose to use the distribution of pairwise similarity between clusterings of sub-samples of a dataset as a measure of the stability of a partition. The number of clusters at which a transition from stable to unstable clustering solutions occurs can be used to choose an optimal number of clusters. In all the experiments we ran, the results coincide with the intuitive choice. Whereas most model selection methods give a result without attaching a level of confidence to it, the sharpness of the transition from stable to unstable solutions can give information on how well defined the structure in the data is, and unlike most other methods it can provide information on the lack of structure. In another study we have found it useful as a comparative tool that can help in choosing various aspects of the clustering such as the number of principal components to cluster, and which normalization to use. Thus we view our method as a general exploratory tool, and not just as a way of selecting an optimal number of clusters.
