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This thesis describes a precise measurement of the muon charge asymmetry in
inclusive pp → W + X production at the center of mass energy of √s = 7 TeV
of colliding protons. The data sample was collected with the Compact Muon
Solenoid detector at the Large Hadron Collider and corresponds to an inte-
grated luminosity of 4.7 fb−1. The measurement was performed in 11 bins of
the muon pseudorapidity within |η| < 2.4 range and for two thresholds on its
transverse momentum: pT > 25 GeV and pT > 35 GeV.
Precise measurement of the muon charge asymmetry provides an important
test for the Standard Model physics. Thanks to the large data sample, contain-
ing more than 20 million W → µν events, statistical precision is greatly improved
compared with the previous lepton charge asymmetry results at the LHC. To-
tal absolute uncertainty on the charge asymmetry varies within 0.2% − 0.4% in
different muon pseudorapidity bins. The result provides significant constraints
on the parton distribution functions of the proton in the Bjorken-x range from
0.001 to 0.1.
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CHAPTER 1
INTRODUCTION
Hadron colliders have been the primary tool for exploring the energy-
frontier of experimental particle physics. CERN’s Large Hadron Collider
(LHC) [2], which collides protons with unprecedented energies and luminosi-
ties, probes the fundamental interactions of nature at the shortest distances
achieved to date. Since the LHC’s startup in 2010, the Compact Muon Solenoid
(CMS) [3], one of two high-luminosity experiments at the LHC, collected about
5 fb−1 of
√
s = 7 TeV and about 20 fb−1 of
√
s = 8 TeV data, which enabled numer-
ous precise measurements and studies of rare processes in Standard Model (SM)
physics. The discovery of the Higgs boson, predicted by the SM’s electroweak
theory about 40 years ago, is certainly the most remarkable achievement of the
LHC to date. An extensive number of searches for signatures of beyond-the-
SM (BSM) physics have also been performed. When the LHC starts up again in
2015, with
√
s = 13 TeV of colliding protons, the search will go on.
Since the proton is a composite object, the kinematics of the hard pp scat-
tering process at the LHC is defined by the momenta of the proton’s partons
that are involved in a given hard interaction. Therefore, interpretation of LHC
data requires knowledge of the densities of all constituent partons in the proton.
These parton densities, described by Parton Distribution Functions (PDFs), are
measured by analyzing data obtained from various fixed-target, lepton-hadron,
and hadron-hadron scattering experiments.
Uncertainties in the PDFs often dominate the overall theoretical uncertainty
of inclusive and differential cross sections of the processes studied at the LHC.
Consequently, PDF uncertainties result in non-negligible contributions to sys-
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tematic uncertainties in many current SM measurements. They also translate
into uncertainties in SM backgrounds of BSM processes. Therefore, accurate
knowledge of PDFs is crucial to performing precision measurements and de-
tecting new physics at the LHC.
Due to their large production cross section and clean experimental signature,
W and Z bosons and their leptonic decay are important SM standard candles at
the LHC. These processes are extensively used for calibrating detector response
and commissioning charged leptons and missing transverse energy. In addition,
they provide a crucial test for the theoretical framework used to calculate inclu-
sive and differential cross sections. At the same time, precise measurements of
certain observables in the W and Z processes provide additional information to
help constrain the PDFs in the proton. This thesis describes one of such mea-
surements.
In pp collisions, W bosons are produced primarily through the annihilation
of a valence quark from one of the protons with a sea antiquark from the other:
ud¯ → W+, du¯ → W−. Because of the presence of two valence u quarks in the
proton, W+ bosons are produced more often than W− bosons. In this work we
present a precise measurement of pp → W± → µ±ν production asymmetry as a
function of daughter muon pseudorapidity1,
A(η) =
dσ(W+ → µ+ν)/dη − dσ(W− → µ−ν)/dη
dσ(W+ → µ+ν)/dη + dσ(W− → µ−ν)/dη, (1.1)
that is sensitive to the valence and sea quark distributions in the proton. At the
same time, being a ratio, the charge asymmetry is free from many sources of
systematic uncertainty and can therefore be measured with high accuracy.
1 Pseudorapidity is defined as η = − ln[tan(θ/2)], where θ is a polar angle relative to the beam
axis.
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This thesis is organized as follows. In Chapter 2 we introduce the basic
concepts of perturbative quantum chromodynamics (QCD) and PDFs that are
used for calculating cross sections in proton-proton collisions. We then concen-
trate on W production in pp collisions and discuss the motivation for W charge
asymmetry measurement in more detail, followed by a short review of previ-
ous asymmetry measurements made at the Tevatron and the LHC. In Chapter 3
we describe some basic characteristics of the LHC and the CMS detector. Chap-
ter 4 discusses reconstruction algorithms for various physics objects in the CMS,
such as muons. It also discusses missing transverse energy (E/T), which is im-
portant to our analysis. Finally, in Chapter 5 we give a detailed overview of the
muon charge asymmetry measurement we produced using the CMS detector
and in Chapter 6 we summarize the results of this measurement and discuss the
possible improvements and challenges in future measurements of the charge
asymmetry in
√
s = 8 TeV and
√
s = 13 (14) TeV of pp collisions.
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CHAPTER 2
OVERVIEW OF THE THEORETICAL BACKGROUND AND PREVIOUS
MEASUREMENTS
Scattering processes at hadron colliders are described by Quantum Chro-
modynamics (QCD) [4, 5], which is a theory of the strong interactions between
quarks and gluons — the constituents of hadrons.
The idea of quarks as the fundamental building blocks of matter was first
suggested by Gell-Man [6] and Zweig [7] in 1964 to explain the observed spectra
of hadron mass resonances. The concept of color, the charge of the strong inter-
action, was introduced to avoid a problem with the symmetric wave-function
of baryons under the exchange of two quarks, which would contradict the Pauli
principle. Several experimental measurements (e.g. full hadronic cross section
of e+e− scattering) also indicated the need for an extra degree of freedom. In
1973, the idea of color was extended into the gauge SU(3)C theory of Quantum
Chromodynamics (Fritzsch and Gell-Mann [8]). The fundamental constants of
the QCD are the strong coupling constant g ( or αs = g2/4pi ) and masses of six
quarks.
Quarks, which carry fractional electric charges, have never been observed as
single particles in the experiment. This experimental fact is related to a property
of strong interactions, called confinement, which implies that the quarks can only
exist in color-less combinations of quark-antiquark pairs, called mesons, and
bound states of three quarks, called baryons. When produced by high energy
collisions, quarks and gluons hadronize and are revealed as jets of the final state
hadrons, leptons and photons.
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A distinctive property of QCD is asymptotic freedom, which implies that at
short distances the strong coupling constant becomes so small that the quarks
and gluons can be treated as approximately free particles within a hadron. It
is this feature of strong interactions that allows application of the perturbative
formalism of the quantum field theory to QCD at high energies [9, 10].
The first evidence of the asymptotically free behavior of the point-like con-
stituents of protons came from Deep Inelastic Scattering (DIS) experiments at
SLAC, when particle accelerators became powerful enough to probe the internal
structure of hadrons. When scattering electrons off the protons, it was revealed
that their structure functions did not depend on the momentum transfer Q, but
only on x = Q2/M(E′ − E), where E and E′ are the energies of the incoming and
outgoing lepton in the proton rest frame, respectively. This phenomenon, now
known as Bjorken scaling, led Feynman (1969) [11] and Bjorken and Paschos
(1969) [12] to the idea of partons, the point-like constituents of hadrons, which
carry the fraction x of the hadron’s total momentum with a certain distribution
of probability, called parton distribution functions. These partons, after detailed
studies of their properties, were identified with quarks, previously suggested
from the hadron spectroscopy, and gluons — the particles responsible for the
binding strong force.
This somewhat unintuitive behavior of the strong interaction, which be-
comes stronger at large distances (small energies) and weaker at small distances
(large energies), follows naturally when quantum corrections from vacuum po-
larization are taken into account. Ultraviolet divergencies, which arise from the
loop diagrams of quark and gluon self-interactions, are regulated with renor-
malization techniques. After the renormalization procedure, the strong cou-
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pling constant acquires logarithmic µ-scale dependence. In leading-order ap-
proximation this dependence is given by the equation:
αs(µ) ≈ αs(µ0)
1 + β04piαs(µ0) ln
(
µ2
µ20
) = 4pi
β0 ln(µ2/Λ2QCD)
, (2.1)
where αs(µ0) is some reference value, ΛQCD is the QCD scale where non-
perturbative effects become important, and β0 = 11 − 2/3N f , where N f = 6 is
the number of quark flavors. At short distances, where µ2/Λ2QCD → ∞, αs → 0,
which confirms asymptotic freedom. At large distances, or equivalently, when
momentum transfer approaches ΛQCD, the coupling becomes very large, which
is consistent with confinement. Such decreasing αs = αs(µ2) dependence is driven
by positive contribution to β0 (i.e. +11) that arises from the non-Abelian gluon
loop diagrams. These diagrams are characteristic of the strong interaction, be-
cause the propagator of the interaction (i.e. gluon) carries the charge of the
interaction (i.e. color) and can, therefore, self-interact.
QCD does not predict the value of the strong coupling constant, only its
scale-dependence, so it must be measured by experiment. Figure 2.1 summa-
rizes numerous measurements of the strong coupling constant, performed at
various experiments at different Q-scales, including the latest measurement at
CMS of the three-jet mass [13]. One can see that the theory correctly predicts
the universal scale-dependence of the strong coupling across three orders of
magnitude, which provides the most powerful test of perturbative QCD and
strong evidence of its validity. By convention, the value of the strong coupling
is quoted at the reference scale of µ0 = MZ. The current world average value is
6
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Figure 2.1: Comparison of various measurement of αs at different Q-scales.
The black curve shows the αs evolution as determined from the
latest 3-jet mass measurement at CMS, with the corresponding
error band. The red curve shows the world-average αs evolu-
tion [13].
αs(MZ) = 0.1184 ± 0.0007 [14].
2.1 Cross sections at hadron-hadron colliders
Calculation of production cross sections in hadron-hadron collisions with per-
turbative QCD relies on the concept of factorization [15]. This concept was first
introduced by Drell and Yan [16] to extend the partonic model of hadrons, de-
veloped from DIS experiments, to hadron collisions. It was postulated that
the total hadronic cross section of Drell-Yan production of a pair of muons,
σ(AB → µ+µ−X), can be calculated by weighting the partonic level cross sec-
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tions, σˆ(qq¯ → µ+µ−X), with the universal parton distribution functions, fa/A(x)
and fb/B(x), measured with DIS experiments:
σAB→µ+µ−X =
∑
a,b
∫
dxadxb fa/A(xa) fb/B(xb)σˆab→µ+µ−X, (2.2)
where ab = qq¯, q¯q. A good agreement between the theoretical predictions and
the measured cross sections confirmed the applicability of the partonic model in
hadron-hadron collisions and the method was extended to other hard scattering
processes.
Perturbative corrections from real and virtual gluon emission result in log-
arithmic divergencies in the soft and collinear limits. These divergences are
regulated by introducing a cut-off factorization scale µF , which separates the
long and short distance physics. The divergent, non-perturbative part is ab-
sorbed into the definition of PDFs which, consequently, acquire logarithmic
µF-dependence in accordance with the corresponding renormalization group
equations, called Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolu-
tion equations [17, 18]. The remaining finite part of the perturbative correction
is process-specific, and can be expressed as a perturbative series of αs(µR), where
µR is the renormalization scale for the running coupling. The generic cross sec-
tion for AB→ X process can thus be written as
σAB→X =
∑
a,b
∫
dxadxb fa/A(xa, µF) fb/B(xb, µF) × [σˆLO + αs(µR)σˆNLO + ...]ab→X. (2.3)
Figure 2.2 shows the theoretical cross sections of various processes at the Teva-
tron and the LHC, calculated at NLO in perturbative QCD.
Factorization and renormalization scale dependencies of individual partonic
cross sections σˆk are such that, when summed over all orders of perturbation
series, they exactly cancel the explicit µR-dependence of the strong coupling and
8
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Figure 2.2: Standard Model cross sections of various processes at the Teva-
tron and the LHC, calculated at NLO in perturbative QCD [19].
µF-dependence of PDFs, so that the total cross section is independent of these
parameters. In practice, however, only a limited number of perturbative terms
can be calculated, since the complexity of the calculations increases dramatically
with each order. As a result, calculated cross sections acquire artificial scale-
dependence and the actual numerical results will depend on the choice of these
parameters. Usually, they are both chosen to be equal to a typical scale of the
process; e.g. in pp→ W+X production it will be a mass of the W boson, µR = µF =
MW ; and the theoretical uncertainty of the calculation is estimated by varying
these scales by a factor of two µR = µF = 0.5MW , 2MW . Since this uncertainty
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arises from the missing terms in the calculation, the higher the calculated order,
the smaller the theoretical uncertainty associated with the renormalization and
factorization procedure will be.
2.2 Parton Distribution Functions
In order to make theoretical predictions of the cross sections in pp collisions,
knowledge of the parton distribution functions is required. The evolution of
PDFs with the factorization scale µ is described by DGLAP equations,
∂qi(x, µ2)
∂ log µ2
=
αS
2pi
∫ 1
x
dz
z
[
Pqiq j(z, αS )q j
( x
z
, µ2
)
+ Pqig(z, αS )g
( x
z
, µ2
)]
∂g(x, µ2)
∂ log µ2
=
αS
2pi
∫ 1
x
dz
z
[
Pgq j(z, αS )q j
( x
z
, µ2
)
+ Pgg(z, αS )g
( x
z
, µ2
)]
(2.4)
where q(x, µ2) and g(x, µ2) denote quark and gluon distribution functions, re-
spectively; and Pab’s are called kernel functions (or “splitting functions”) and
have perturbative expansions
Pab(x, αS ) = P
(0)
ab +
αS
2pi
P(1)ab + ... (2.5)
These splitting functions are known up to P(2)ab and are normally used in the
numerical solutions of the evolution equations.
QCD, however, cannot predict the PDFs themselves so, as is the case with
the strong coupling, they must be measured experimentally. Since these are
the universal distributions, they are measured by analyzing all available data of
deep inelastic scattering, Drell-Yan and jet production processes, accumulated
by various lepton-hadron and hadron-hadron scattering experiments.
Various processes from different experiments probe certain partons cover-
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ing a limited region of x−Q2 kinematic plane. The HERA data from the H1 and
ZEUS experiments probe mostly the low-x region, while the fixed target DIS
and DY data cover the higher x values. Collider data covers a wide range of
x − Q2 plane. Figure 2.3 (left) shows the parton kinematic plane of fixed target,
HERA, and LHC experiments. As one can see, the LHC explores a new kine-
matic region. Therefore, theoretical calculations for hard-scattering processes
have to rely on the evolution equations of PDFs determined from the previous
experiments.
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Figure 2.3: (left) Parton kinematic plane at fixed target, HERA and LHC
experiments [19]. (right) NLO QCD fit of the neutral cur-
rent cross sections at HERA experiments with CT10 PDF
model [20].
There are several groups that perform the global PDF analysis. In this anal-
ysis we will focus on four of them: CTEQ [20], MSTW [21], NNPDF [22] and
HERA [23]. The first three include most of the available data and are regarded as
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global PDFs, while the HERA PDF relies primarily on the data from the H1 and
ZEUS experiments. PDFs from various groups or versions of the same group
usually differ due to different procedures in the analysis of the global data. The
differences arise from a number of sources, including differences in the selected
data sample used in the global PDF analysis, the QCD perturbation order, the
treatment of experimental uncertainties, choice of the strong coupling value,
factorization and renormalization schemes, treatment of heavy flavor quarks,
assumptions at x → 0 and x → 1 limits, assumptions about the sea quarks
etc [24].
Normally the PDFs are parameterized at some low Q20 ∼ 1 GeV2 scale and
are evolved with DGLAP equations in the global QCD fit to include the data
points provided at various Q-scales. A typical parameterization is of the form:
xq(x;Q0) = A0xA1(1 − x)A2C(x; A3, ...), (2.6)
where A1 and A2 describe the behavior at x → 0 and x → 1 limits, respectively;
and C(x, A3, ...) is a residual smooth function, which is different in various PDF
models and provides an extra flexibility to allow accurate description of the
parton density shapes. The parameterizations are constrained to obey the sum
rules, dictated by the number of valence quarks in the proton:∫ 1
0
uv(x,Q20)dx = 2,
∫ 1
0
dv(x,Q20)dx = 1,
∫ 1
0
sv(x,Q20)dx = 0. (2.7)
where qv ≡ q − q¯. In addition, the total momentum carried by all partons must
be equal to that of the proton:∫ 1
0
g(x;Q0) + ∑
i
(
qi(x;Q0) + q¯i(x;Q0)
) xdx = 1. (2.8)
Figure 2.4 shows the typical processes that are used in the global PDF fit
in, for example, the MSTW2008 analysis, along with involved partons and x-
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ranges, in which the parton-densities are probed. A total of about 2700 data
points are used in the NLO MSTW2008 global QCD fit. Figure 2.3 (right) shows
the result of the NLO QCD fit of the HERA data subset of the neutral current
cross sections in the CT10 PDF analysis.
Process Subprocess Partons x range
!± {p, n}→ !±X γ∗q → q q, q¯, g x ! 0.01
!± n/p→ !±X γ∗ d/u→ d/u d/u x ! 0.01
pp→ µ+µ−X uu¯, dd¯→ γ∗ q¯ 0.015 " x " 0.35
pn/pp→ µ+µ−X (ud¯)/(uu¯)→ γ∗ d¯/u¯ 0.015 " x " 0.35
ν(ν¯)N → µ−(µ+)X W ∗q → q′ q, q¯ 0.01 " x " 0.5
νN → µ−µ+X W ∗s→ c s 0.01 " x " 0.2
ν¯N → µ+µ−X W ∗s¯→ c¯ s¯ 0.01 " x " 0.2
e± p→ e±X γ∗q → q g, q, q¯ 0.0001 " x " 0.1
e+ p→ ν¯X W+ {d, s}→ {u, c} d, s x ! 0.01
e±p→ e± cc¯X γ∗c→ c, γ∗g → cc¯ c, g 0.0001 " x " 0.01
e±p→ jet +X γ∗g → qq¯ g 0.01 " x " 0.1
pp¯→ jet +X gg, qg, qq→ 2j g, q 0.01 " x " 0.5
pp¯→ (W± → !±ν)X ud→W, u¯d¯→W u, d, u¯, d¯ x ! 0.05
pp¯→ (Z → !+!−)X uu, dd→ Z d x ! 0.05
Table 1: The main processes included in the current global PDF analysis ordered in three groups:
fixed-target experiments, HERA and the Tevatron. For each process we give an indication of their
dominant partonic subprocesses, the primary partons which are probed and the approximate
range of x constrained by the data.
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Figure 2.4: Processes used in MSTW2008 global QCD analysis, along with
involved partons and approximate x-ranges probed. Processes
are ordered in three groups: fixed target experiments, HERA
and Tevatron [21].
In addition to the best PDF parameter values {S 0}, one also needs to know
their uncertainties to estimate the theoretical errors of the calculated cross sec-
tions. Most of the PDF models use the Hessian method to estimate the uncer-
tainties, except for NNPDF, which uses Monte-Carlo sampling. In the case of
NNPDF, an ensemble of n = 100 (or 1000) PDF replicas are generated, which
provide their correlated variations {S k} within their uncertainties. The central
value and the error of some variable F = F(S ), due to uncertainties in PDFs can
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be then calculated as:
〈F〉 = 1
n
n∑
k=1
F(S k)
∆F =
√
n
n − 1
(〈F2〉 − 〈F〉2). (2.9)
In the Hessian approach (MSTW, CT10, HERA), a covariance n × n matrix
from the global fit, where n is the number of free parameters, is first diagonal-
ized to get the eigen-states in the free-parameter space. Each eigen-vector di-
rection is then further scanned to provide asymmetric ∆S +k and ∆S
−
k variations,
corresponding to the ∆χ2 tolerance for the required confidence interval (usually
68%), taking into account non-quadratic behavior of the χ2 near the global min-
imum. Thus, a total of 2 × n parameter variations are included in the PDF error
set and the uncertainty on a variable F = F(S ) is calculated as
∆F =
1
2
√
n∑
k=1
(
F(S +k ) − F(S −k )
)2
. (2.10)
To calculate asymmetric uncertainties, the following equations should be used
instead [25]:
(∆F)+ =
 n∑
k=1
[
max
(
F(S +k ) − F(S 0k), F(S −k ) − F(S 0k), 0
)]21/2
(∆F)− =
 n∑
k=1
[
max
(
F(S 0k) − F(S +k ), F(S 0k) − F(S −k ), 0
)]21/2 (2.11)
Since the strong coupling constant and the PDFs are both involved in the
calculations, the best-fit PDF parameters depend on the choice of the value of
αS . Different PDF groups have different treatments of αS , e.g. MSTW extracts
the best αS value from the fit, while NNPDF provides 100 PDF replicas for each
value of the strong coupling between 0.114 and 0.124 in steps of 0.001. Table 2.1
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summarizes the strong coupling values at which the PDF error sets are pro-
vided. For NNPDF set we will choose the value of αS = 0.119 in our calculations,
which is consistent with current world average value from the PDG.
Table 2.1: Central strong coupling values for different PDF sets.
PDF set αNLOS (MZ)
CT10 0.118
HERAPDF1.5 0.1176
MSTW2008 0.1202
NNPDF2.3 0.119
Figure 2.5 displays the parton distribution functions predicted by the
MSTW2008 set at two Q2 values with the corresponding error bands. For
Q2 = 104 GeV2, parton distribution functions are boosted toward low mo-
mentum fractions with an increased contribution from gluons because at high
Q2 values, valence quarks radiate more gluons; and gluons split into quark-
antiquark pairs.
2.3 W production at the LHC
A dominant mechanism of W-boson production in pp collisions at the LHC pro-
ceeds through the annihilation of a valence quark from one of the colliding pro-
tons with a sea antiquark from the other. The corresponding Feynman diagrams
for a leptonic decay channel (muon, in our case) are shown in Fig. 2.6.
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ent Q2 = 10 GeV2 (left) and Q2 = 10000 GeV2 (right) [21].
W+
d¯
u
νµ
µ+
W−
u¯
d
ν¯µ
µ−
Figure 2.6: Feynman diagrams for leading order W production in a muon
decay channel in proton-proton collisions at the LHC .
Given the four-momenta of the colliding partons,
P1 =
√
s
2
(
x1, 0, 0, x1
)
,
P2 =
√
s
2
(
x2, 0, 0,−x2),
the fractional momenta x1,2 of the partons can be related with the mass and the
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rapidity y = 0.5 ln[(E + pz)/(E − pz)] of the W as:
M2 = P2W = (P1 + P2)2 = sx1x2 (2.12)
y =
1
2
ln
PW0 + PW3
PW0 − PW3
=
1
2
ln
x1
x2
, (2.13)
where
√
s is the center of mass energy of colliding protons. Therefore, a given
W rapidity corresponds to the following x-values of the partons:
x1,2 =
M√
s
exp(±y). (2.14)
CMS can detect W bosons up to a rapidity of ∼ 2.5 in its leptonic decay chan-
nel, limited by the fiducial coverage of the tracking system used to detect the
charged leptons from the decay. Therefore, with W production studies CMS can
effectively probe the parton densities in 0.001 . x . 0.1 range.
In leading order, the partonic cross section for W± production is given by:
σˆ(qq¯′ → W) =
√
2pi
3
GFM2|Vqq′ |2δ(sˆ − M2), (2.15)
whereVqq′ is the CKM matrix element, and sˆ = x1x2s is the square of center-
of-mass energy of the partonic system. Factorization Eq. 2.3, upon integrating
over sˆ, leads the following expressions for the differential cross sections of W+
and W− production:
dσ(ud¯ → W+)
dy
=
√
2pi
3
GFM2|Vud|2
s
(
u(x1)d¯(x2) + u(x2)d¯(x1)
)
,
dσ(du¯→ W−)
dy
=
√
2pi
3
GFM2|Vud|2
s
(
d(x1)u¯(x2) + d(x2)u¯(x1)
)
, (2.16)
where x1,2 are given by Eq. 2.14. We have restricted ourselves to first generation
quark-antiquark annihilation, which dominates the total cross section because
the valence quarks are first generation. In these equations the parton densities
should be evaluated at the W mass scale: q(x) = q(x; µF = MW).
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The next-to-leading (NLO) order QCD corrections to the W production cross
sections, which are O(αs), involve virtual corrections (loop diagrams) and real
emission of gluons and quarks from initial state quarks and gluons, respectively.
Figure 2.7 depicts example Feynman diagrams that lead to NLO QCD correc-
tions to the original LO diagram of W+ production. In leading order, W bosons
are produced with zero transverse momentum when the transverse motion of
the colliding partons are neglected. At NLO, W bosons can recoil against the
emitted quarks and gluons with a sizable transverse momentum. This is the
dominant production mechanism for W + 1 jet events.
W+
d¯
u
νµ
µ+
W+
g
u
νµ
µ+
d
W+
d¯
u
νµ
µ+
W+
d¯
u
νµ
µ+
Figure 2.7: Example Feynman diagrams of real (top) and virtual (bottom)
NLO QCD corrections to LO W+ production in the muon decay
channel.
Calculation of the vector boson production cross sections is available at next-
to-next-to (NNLO) leading order in QCD, O(α2s) [26]. It has been found that
while the NLO QCD corrections to vector boson production is significant, the
NNLO corrections are relatively small. Figure 2.8 shows the differential cross
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sections of W+ and W− production in proton-proton collisions calculated at LO,
NLO and NNLO in perturbative QCD at
√
s = 14 TeV. The PDFs were modeled
with MRST set in these calculations. The error band shows the variation in the
calculated cross sections when the factorization and renormalization scales are
varied within a factor of two: M/2 ≤ µ ≤ 2M. As expected, the theoretical
uncertainty associated with the choice of these scales reduces dramatically with
each order of perturbation series.
Figure 13: The CMS rapidity distributions for production of an on-shell W− boson (left) and
on-shell W+ boson (right) at the LHC, at LO, NLO, and NNLO, for the MRST PDF sets. Each
distribution is symmetric in Y ; we only show half the rapidity range in each case. The bands indicate
the common variation of the renormalization and factorization scales in the range MW /2 ≤ µ ≤
2MW .
• soft (sz): terms which contain either a delta function or a plus distribution in 1 −
z. These terms arise from production of the vector boson V close to the partonic
threshold, and can be obtained by considering only soft partonic emissions from the
qq¯ → V subprocess.
• collinear (cy): terms containing delta functions or plus distributions in either y or
1 − y, but not in 1 − z. These terms result from the emission of radiation collinear
to one of the initial partons.
• hard (h): terms which have no delta functions or plus distributions. These terms
arise from generic scattering events with the emission of hard additional partons in
the final state.
There is some potential ambiguity in this separation, due to the presence of Jacobian
factors in the integration. We perform the separation in terms of the functions Fij(z, y)
appearing in Eq. (6.3); i.e., including all Jacobian factors resulting from the transformation
the variables (z, y). The sz terms can be obtained by using the soft gluon approximation,
and it is possible to imagine obtaining the cy contributions from a simplified calculation
in which the collinear emission of V is factorized from a hard scattering piece. The hard
– 39 –
Figure 2.8: Differential W± production cross section as a function of y in
pp collisions with
√
s = 14 center-of-mass energy, calculated
at LO, NLO and NNLO in perturbative QCD. The MRST PDF
model is used. The uncertainty bands reflect the variation of
the renormalization and factorization scales in M/2 ≤ µ ≤ 2M
range [27].
In this analysis the main reference theoretical predictions will be performed
at NLO. However, we will also study the impact of the NNLO QCD corrections.
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2.4 W and lepton charge asymmetry
Experimentally W’s are normally observed through their leptonic decays, which
have a branching fraction of about 11%1. A typical W± → l±ν event is charac-
terized by one isolated high-pT charged lepton and large missing transverse
energy, introduced by the neutrino.
Due to the excess of the u valence quark over d, from Eqs. 2.16 one can see
that there will be more W+ than W− produced. One usually considers the differ-
ential charge asymmetry as a function of W rapidity, defined as
A(y) =
dσ(W+)/dy − dσ(W−)/dy
dσ(W+)/dy + dσ(W−)/dy
. (2.17)
In the leading order approximation, assuming the sea anti-quark contributions
to proton momentum to be equal (u¯ ≈ d¯), for the central rapidity (y = 0) the
expression above simplifies to
A(0) ≈ u(x0) − d(x0)
u(x0) + d(x0)
=
uv(x0) − dv(x0)
uv(x0) + dv(x0) + 2q¯(x0)
, (2.18)
where x0 = MW/
√
s ≈ 0.01. So, at central rapidity we expect some non-zero
asymmetry and the value will depend on the excess of u(x0) over d(x0).
As one increases the W rapidity, one of the partons acquires a higher x-value
and the other parton acquires a lower x-value, according to the Eq. 2.14. As-
suming u and d parton densities are roughly equal for low x, since they are
dominated by the sea contribution, at high W rapidities the asymmetry can be
described with the same expression above, with x0 now being the largest mo-
mentum fraction of the two partons. Since the u(x)/d(x) ratio increases with x
as we probe more of the valence quarks, the asymmetry is expected to be larger
1Hadronic decay channels, despite having a total branching fraction of ∼ 67%, are over-
whelmed by QCD dijet background.
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for the high W rapidity values. Therefore, by measuring the asymmetry as a
function of W rapidity, one can directly probe the shapes of the valence and sea
quark distribution functions.
There is, however, an experimental complication associated with the fact that
leptonic decay of a W boson always involves an undetected neutrino, whose
longitudinal momentum cannot be measured. Therefore, the full momentum of
the W and, hence, its rapidity, cannot be directly reconstructed. A commonly ac-
cepted approach is to measure the charge asymmetry as a function of the decay
charged lepton pseudorapidity η, defined as
A(η) =
dσ(W+ → µ+ν)/dηµ − dσ(W− → µ−ν)/dηµ
dσ(W+ → µ+ν)/dηµ + dσ(W− → µ−ν)/dηµ . (2.19)
The muon charge asymmetry is not directly related to PDFs but instead is a
convolution of the original W charge asymmetry by its anisotropic decay into
the muon and the neutrino. Because of the V − A nature of the charged weak
current, which couples to only the left-handed fermions and right-handed anti-
fermions, the µ− will prefer to follow the direction of the incoming quark, while
the µ+ will prefer the direction of the anti-quark. The opening angle θ∗ be-
tween the charged lepton and the incoming quark in the rest frame of the W
is distributed as (1 ± cos θ∗)2. The schematic diagrams of ud¯ → W+ → µ+ν and
du¯→ W− → µ−ν¯ processes are shown in Fig. 2.9.
The muon pseudorapidity in the lab frame can be expressed in terms of the
W rapidity in the same frame and the muon pseudorapidity in the W rest frame
as:
ηµ = yW + η∗µ ≈ yW +
1
2
ln
1 + cos θ∗
1 − cos θ∗ . (2.20)
Because the quarks carry a larger average fraction of the proton momentum
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µ+
!µ
ud
µ!
!µ
! *
! *
Figure 2.9: Schematic diagram for ud¯ → W+ → µ+ν (left) and du¯ → W− →
µ−ν (right) production. The black solid arrows show the mo-
mentum direction, while the blue open arrows show the direc-
tion of spin. The µ− prefers to follow the direction of the incom-
ing quark, while the µ+ prefers the direction of the antiquark.
than the antiquarks, W’s are more likely to be boosted in the quark direction,
and the larger the boost the more likely it is so. Therefore, W+ (W−) bosons with,
say, large positive rapidity are mostly produced through the annihilation of u (d)
quarks, moving in the positive z direction and having a large x-value, with d¯ (u¯)
antiquarks, moving in the opposite direction and having a small x-value. There-
fore, the daughter µ+ (µ−) muons, which prefer to go against (in) the direction
of incoming u (d) quarks, will tend to have negative (positive) pseudorapidity
in the rest frame of the W. The situation is reversed when considering neg-
ative W rapidities. This effect results in the ηµ+ distribution boosted towards
more central rapidities compared with the yW+ , while the ηµ− distribution gets
wider and spreads over the higher rapidities, compared with yW− . Therefore,
the lepton charge asymmetry is larger than the W charge asymmetry at central
rapidities, and is smaller at high rapidities. The inclusive pp → WX± → µ±νX
signal Monte-Carlo sample, described in Section 5.1.5, clearly shows this effect
(see Fig. 2.10).
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Figure 2.10: Distribution of W and muon rapidities (left) and charge asym-
metries with different pT threshold on the muon (right) in
inclusive pp → WX± → µ±νX production, as modeled with
POWHEG Monte-Carlo sample, interfaced with CT10 PDF set.
The lepton charge asymmetry is often measured within a certain fiducial re-
gion of pseudorapidity and transverse momentum of the charged lepton. The
pseudorapidity coverage is normally limited by the tracker detector, while the
pT threshold is typically applied at the online trigger level to reduce the back-
grounds. Figure 2.10 shows the change in the muon charge asymmetry when
different thresholds are applied to its transverse momentum. When applying
the pT requirement, one removes mostly the boosted events around cos θ∗ ∼ ±1,
which are mainly responsible for the difference between the W and muon charge
asymmetries. Therefore, a higher pT threshold will result in a smaller asymme-
tries in central bins and larger asymmetries at high rapidities.
Since the charge asymmetry is sensitive to the parton distribution functions,
it provides discrimination among the PDF models that predict different shapes
of valence and sea quark distribution. Figure 2.11 (left) shows a comparison of
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the valence quark distributions for MSTW and CT10 PDF models evaluated at
Q2 = M2W . As one can see, their valence quark distributions are slightly different,
particularly near x ∼ 0.01, where CT10 predicts larger u but smaller d valence
quark density compared with MSTW.
Figure 2.11 (right) shows the lepton charge asymmetries corresponding to
MSTW and CT10 PDF models, calculated with FEWZ [28] at the NLO QCD, for
pT > 25 GeV threshold. As expected, at central rapidities, which correspond to
x1 = x2 ≈ 0.01, the disagreement is most visible and CT10 predicts larger charge
asymmetry. Uncertainties in the CT10 (MSTW) PDF parameters translate to
about 0.7% (0.5%) in the absolute uncertainty of the lepton charge asymmetry at
central rapidities. The disagreement between the two predictions is about 2%.
Therefore, measurement of the lepton charge asymmetry with a sub-percent
precision can discriminate between different PDF sets and constrain their un-
certainties. In Section 5.6.4 we will also consider other PDF sets and look at the
effect of NNLO QCD corrections on the muon charge asymmetry.
2.5 Previous asymmetry measurements
W and lepton charge asymmetries have been measured by the CDF and D0 ex-
periments at the Tevatron collider. In pp¯ collisions W+ (W−) bosons are primarily
produced by the annihilation of a valence u (d) quark in the proton with valence
d¯ (u¯) quark in the antiproton. The total production cross sections of W+ and W−
are equal. However, since the average momentum carried by u quark of the
proton is larger than the average momentum carried by a d¯ antiquark of the
antiproton, W+ will be boosted in the proton momentum direction, and the W−
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Figure 2.11: (left) Comparison of valence quark distributions between
CT10 and MSTW PDF models at Q2 = M2W . (right) Lepton
charge asymmetries, calculated at NLO QCD with MSTW and
CT10 PDF sets for pT > 25 GeV threshold on the muon.
will be boosted in the antiproton momentum direction. This effect results in
the rapidity-dependent charge asymmetry, which is asymmetric with respect to
y = 0.
CDF has measured the charge asymmetry as a function of the W-rapidity by
using the W mass constraint to recover the longitudinal momentum of the neu-
trino [29]. This constraint results in a quadratic equation that in general yields
two rapidity solutions. Both solutions are used in this technique. Each rapidity
solution is weighted according to the probabilities derived from MC simulation2
and parameterized as a function of W charge, rapidity, transverse momentum,
and the muon polarization angle in the W rest frame. Figure 2.12 (left) depicts
the resulting W asymmetry distribution, showing good agreement with the the-
oretical prediction from the CTEQ PDF set. This result is included in most of
2The procedure is iterated to remove the possible bias in input from MC simulation.
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the recent PDF fits.
The latest D0 W charge asymmetry measurement was performed in a muon
decay channel with 7.3 fb−1 of the Tevatron data. The fiducial region was defined
as pµT > 25 GeV and E
ν
T > 25 GeV [30]. The resulting asymmetry distribution is
depicted in Fig. 2.12 (right), showing excellent agreement with the theoretical
predictions of the CT10 (CTEQ) PDF model. The measured asymmetries have
consistently higher values compared with MSTW2008 predictions, though the
two theoretical predictions are within the quoted uncertainty band.
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asymmetry in the largest |ηµ| region analyzed. A sys-
tematic uncertainty due to modeling is included as the
difference in the generator-lev l as mmetries from res-
bos+photos and powheg [21] with CT10 PDFs [22].
The systematic uncertainty on the muon charge asym-
metry is determined from the total uncertainties on the
backgrounds, the charge misidentification probability,
the relative efficiency for positive and negative muons,
the magnet polarity weighting, and the momentum/E/T
resolution correction. A contribution due to vary-
ing trigger isolation conditions is also included. The
dominant source of systematic uncertainty is from the
momentum/E/T resolution correction.
The muon charge asymmetry is expected to be invari-
ant under CP transformation, and our asymmetry results
for ηµ < 0 are consistent with those for ηµ > 0. There-
fore, we fold the data such that −Aµ(−ηµ) = Aµ(ηµ)
(CP-folding) to decrease the statistical uncertainty. The
data are CP-folded at the level of the numbers of pos-
itive and negative muon events, and all backgrounds,
corrections, and uncertainties are remeasured. Results
from Run IIa and Run IIb are also found to be consis-
tent and, after CP-folding, combined using the BLUE
method [23]. Figure 2 shows the measured muon charge
asymmetry with 7.3 fb−1 of integrated luminosity for the
two kinematic regions and theory predictions with the
CTEQ6.6, CT10, and MSTW2008 [24] PDF sets. The
theory prediction with the CTEQ6.6 PDFs is generated
by resbos+photos, and the predictions with the CT10
and MSTW2008 PDFs are generated by powheg. Both
generators are next-to-leading order perturbative QCD
calculations interfaced with pythia for parton shower-
ing. The theory curves are determined by imposing the
(pµT ,E/T ) selection criteria at the generator level. The
uncertainty is derived from the CTEQ6.6 uncertainty
sets [25].
At lower lepton pT , the lepton charge asymmetry is
strongly influenced by the V–A decay of the W boson.
At large lepton pT , the lepton charge asymmetry is closer
to the W boson production asymmetry, leading to the
different shapes of Figs. 2(a) and 2(b). The data at
pµT > 35 GeV, E/T > 35 GeV, and larger values of η
µ
favor an increased d(x)/u(x) ratio at higher values of x
than is predicted, as did the earlier D0W → eν asymme-
try measurement [6]. The measured values and the res-
bos+photos CTEQ6.6 predictions for both kinematic
regions are summarized in Table I. Contributions of the
individual systematic uncertainties are shown in Table II.
In conclusion, we have measured the muon charge
asymmetry from pp → W → µν + X using 7.3 fb−1 of
integrated luminosity collected with the D0 detector at√
s = 1.96 TeV. The measured asymmetry is compared
with theory predictions generated by resbos+photos
with the CTEQ6.6 PDF set and by powheg with the
CT10 and MSTW2008 PDF sets. The total experimen-
tal uncertainties are smaller than the PDF uncertainties
FIG. 2: [color online]. The muon charge asymmetry vs. muon
pseudorapidity for (a) (pµT > 25 GeV and E/T > 25 GeV) and
(b) (pµT > 35 GeV and E/T > 35 GeV). The black points show
the muon charge asymmetry measured with 7.3 fb−1 of inte-
grated luminosity. The error bars represent the total uncer-
tainties. The solid line and the band are the central value and
uncertainty band of the resbos+photos with CTEQ6.6 pre-
diction. The predictions from powheg with the MSTW2008
and CT10 PDF sets are also shown.
in most ηµ regions, so our asymmetry measurement pro-
vides additional constraints on the PDFs. This measure-
ment is a significant improvement on the previous D0
result in this channel and provides the most precise mea-
surement of the W boson lepton asymmetry from the
Tevatron for lepton pseudorapidities |η!| ! 1.8.
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Figure 2.12: W and lepton charge asymmetries at CDF (left) [29] and D0
(right) [30] experiments.
The three LHC experiments — CMS, ATLAS and LHCb — measured lepton
charge asymmetries with the first 35 pb−1 of 7 TeV data delivered in 2010. CMS
measured both muon and electron charge asymmetries with pT > 25 GeV and
pT > 35 thresholds on the charged lepton in 6 |η| bins up to |η| < 2.1 [31]. ATLAS
measured the combined lepton charge asymmetry within t e fiducial regi n,
defined by the following cuts on the lepton and E/T: plT > 20 GeV, E/T > 25
GeV, MT > 40 GeV [32]. LHCb provided the complementary measurement of
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the muon charge asymmetry with pT > 25 GeV threshold, extending the pseu-
dorapidity coverage from |η| = 2.1 to |η| = 4.5 [33]. The measured asymmetry
distributions from ATLAS and LHCb experiments are shown in Fig. 2.13.
|l!|
0 0.5 1 1.5 2 2.5
lA
0.1
0.15
0.2
0.25
0.3
0.35
 = 7 TeV)sData 2010 (
MSTW08
HERAPDF1.5
ABKM09
JR09
-1 L dt = 33-36 pb"
Stat. uncertainty
Total uncertainty
ATLAS
µ
!
0 1 2 3 4
µ
A
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
 = 7 TeVsLHCb, 
stat
Data MSTW08
tot
Data ABKM09
JR09
NNPDF21
HERA15
CTEQ6M (NLO)
 > 20 GeV/cµ
T
p
Figure 9: Lepton charge asymmetry Aµ = (σW+→µ+ν−σW−→µ−ν¯)/(σW+→µ+ν +σW−→µ−ν¯)
in bins of muon pseudorapidity. The dark shaded (orange) bands correspond to the sta-
tistical uncertainties, the light hatched (yellow) band to the statistical and systematic
uncertainties added in quadrature. Superimposed are NNLO (NLO) predictions as de-
scribed in Fig 7. The MSTW08 values for ηµ < 2 represent the central value of the
prediction.
factors of two around the nominal value, which is set to the boson mass. The uncertainties
for each set correspond to the PDF uncertainties at 68% and the scale uncertainties added
in quadrature.5
While the W− and Z cross-sections are well described by all predictions, the W+
cross-section is slightly overestimated by the ABKM09 and NNPDF21 PDF sets. The ra-
tio of theW− to Z cross-sections agrees reasonably well with the predictions, but theW+
to the Z ratio is overestimated by most of the predictions. The systematic uncertainties
for the RW almost cancel and also the theoretical uncertainties are much reduced. The
RW measurement tests the Standard Model predictions with a precision of 1.7% which
is comparable to the uncertainty of the theoretical prediction. The ABKM09 predic-
tion overestimates this ratio while all the other predictions agree with the measurement.
Differential distributions are measured in five bins in yZ for the Z and of ηµ for the W.
Figure 7 shows the differential cross-section as a function of the rapidity of the Z boson
together with NNLO (NLO) predictions with different parametrisation for the PDFs of
the proton. The predictions agree with the measurements within uncertainties though
all the predictions are lower than the measured cross-section for 2.5 < ηµ < 3.0. The
differential cross-sections are listed in Table 3 in the Appendix.
5The uncertainties for the PDF set from CTEQ6m which is given at 90% CL are divided by 1.645.
18
Figure 2.13: Lepton charge asymmetry measurements from ATLAS
(left) [32] and LHCb (right) [33] experiments.
CMS has further updated the electron charge asymmetry measurement with
the first 840 pb−1 of 7 TeV data, within the pT > 35 GeV fiducial region, driven
by the single electron trigger threshold [34]. The results, shown in Fig. 2.14 (left)
was included in the global PDF analysis of NNPDF2.3 and was found to have
significant impact on PDF uncertainties. Preliminary results of muon charge
asymmetry measurement using the first 235 pb−1 of CMS data is also avail-
able [35].
The current analysis, described in this thesis, is based on the full 7 TeV
dataset, collected by CMS during th 2011 operation and includes most of th
sample used in the previous muon asymmetry measurement. Therefore, our
result will supersede the previous muon asymmetry measurement.
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Figure 2.14: Latest electron asymmetry measurement (left) [34] and pre-
liminary muon charge asymmetry results (right) [35] at CMS.
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CHAPTER 3
EXPERIMENTAL APPARATUS
The dataset used in our muon charge asymmetry measurement was col-
lected with the CMS detector which is installed at one of the high-luminosity
interaction points (IP) of the LHC — the world’s largest and most energetic
particle collider. The primary motivation of the LHC is to explain electroweak
symmetry breaking and to search for signatures of new physics beyond the SM.
It is designed to collide protons at the center-of-mass energy of 14 TeV with a
nominal instantaneous luminosity of 1034 cm−2s−1. During the 2011 (2012) Run,
the LHC operated at a center-of-mass energy of 7 (8) TeV.
The seven-fold increase in energy and the hundred-fold increase in designed
integrated luminosity over the previous hadron collider experiments signifi-
cantly amplifies the discovery potential of the LHC. We can also explore par-
ticle physics at the TeV scale and can make precise measurements of high cross
section processes. These extraordinary conditions, however, present significant
challenges. At the design luminosity, the LHC’s general-purpose detectors will
observe 109 inelastic events per second, with thousands of particles emerging
from the interaction point every 25 ns. These conditions require careful design
of an online trigger system and pose stringent requirements on the time reso-
lution and granularity of the different sub-detectors. Moreover, the radiation
hardness of the detectors and the front-end electronics must be able to cope
with the intense particle fluxes coming out of the interaction region. In this
Chapter we review the basic characteristics of the LHC, as well as the various
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sub-detectors and online trigger system of the CMS.
3.1 Large Hadron Collider
The LHC is a two-ring-superconducting hadron collider installed in an under-
ground tunnel of 26.7 km circumference. The tunnel was originally constructed
for the Large Electron Positron collider on the French-Swiss border near Geneva,
Switzerland.
The LHC is supplied with protons by the series of acceleration steps dis-
played in Fig. 3.1. First, an ion source is used to strip electrons from hydrogen
atoms. The resulting protons are accelerated through a 30-meter long linear ac-
celerator LINAC to 50 MeV. Then they are injected into the Proton Synchrotron
Booster (PSB), where they reach an energy of 1.4 GeV. In the next sequence,
the Proton Synchrotron (PS) accelerates them to 26 GeV; the Super Proton Syn-
chrotron increases their energy to 450 GeV; and finally they are injected into the
LHC ring, where they reach a final designed energy of 3.5 TeV (in 2011), 4 TeV
(in 2012) or 7 TeV (design). The basic characteristics of each machine are listed
in Table 3.1.
Protons in the PS, SPS and LHC are accelerated using electric fields that are
fed into Radio-Frequency (RF) cavities, which serve as resonators tuned to a
specific frequency. Circular acceleration is done in many turns. In the LHC
tunnel, it takes about 20 minutes to accelerate from 450 GeV to 7 TeV, with an
average increase of 0.5 MeV in each turn. The RF systems provide longitudinal
focusing, which constrains protons in a longitudinal phase-space to confined
regions called RF buckets. The radio frequency of the LHC is 400 MHz, which
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Fig. 6. Schematic view of the LHC with its injectors.
Table 2
Length (circumference), bending radius ρ and beam momentum at injection of the main
accelerators in the LHC injection chain.
Machine L (m) Relative ρ (m) Beam momentum (GeV/c) Bunches
LINAC 30 – 10−4 4× 2
PSB 157 8.3 0.05 4× 2
PS 628.318 1 70.676 1.4 72
SPS 6911.56 11× PS 741.257 26 4× 72
LHC 26658.883 27/7×SPS 2803.98 450 2×2808
Table 3
Bunch intensity andnormalized emittance at injection into
the LHC.
Design value 2011 operation
N particles/bunch 1.15× 1011 1.4× 1011
"n , µm 3.5 2
3. Injection
Filling the LHC with protons or ions requires a range of pre-accelerators. The first stage is a source and linear accelerator
‘‘LINAC’’, followed by the Booster (PSB), PS and SPS rings, see Fig. 6.
The size of these accelerators and their beam momentum at injection are listed in Table 2.
The radio frequency (RF) systems provide a longitudinal focusing which constraints the particle motion in the
longitudinal phase space to a confined region called the RF bucket. The RF-frequency of the LHC is 400 MHz which
corresponds to 75 cmwavelength or buckets of 2.5 ns length. The LHC circumference is 35640 RF-wavelengthswhichwould
theoretically allow for the same number of buckets. Filling all bucketswith particleswould produce collisions spaced by only
37.5 cm.
A more realistic bunch spacing for the LHC is one per 10 RF-buckets or 25 ns. With a crossing angle of ∼0.3 µrad, this
allows for 10 σ beam separation for the parasitic beam encounters at multiples of 3.75 m from the interaction points (at
the nominal β∗). A larger bunch spacing also reduces the unwanted multipactoring effects like the ‘‘electron cloud effect’’
mentioned earlier. Gaps of 225 ns corresponding to the injection kicker rise time are required between batches of bunches
to fill the LHC. A single 3 µs gap is required to allow to cleanly dump the particles in the LHC. This limits the maximum
number of bunches in the LHC per ring to 2808.
Table 2 also shows themaximumnumber of bunches for injectionwith 25 ns spacing in the LHC accelerator chain. Groups
of bunches are called batches. The PS can inject batches of 72 bunches into the SPS. The SPS is filled with up to 4 PS batches.
The beamquality in the LHC is pre-determined by the injectors. Themain figures ofmerit are the intensity, i.e. the number
of protons or ions per bunch and the beam emittance "n. A small emittance corresponds to a high particle density and
allows for high luminosity. Numerical values are given in Table 3. During acceleration, the transverse oscillation amplitudes
decrease proportional to the square root of the momentum p (σ ∝ √", " ∝ "n/βγ ∝ "n/p, Eq. (7)).
The protons are injected through transfer lines TI 2, TI 8 into the LHC. Beam 1 is injected through TI 2 at point 2 of the LHC
in clockwise direction. A schematic layout of this injection region is shown in Fig. 7. The focusing quadrupoles are labeled
as Q. The incoming beam is directed by dipole magnets to the LHC. The MSI is a ‘‘septum magnet’’ in which the incoming
beam is deflected by 12 mrad towards the circulating beam. The last active injection element is the pulsed kicker magnet
MKI which deflects the incoming beam vertically by 0.85 mrad onto the orbit of the circulating LHC beam. In order to allow
a proper injection setup with pilot bunches and to protect the LHC in case of malfunctioning of the injection kickers, an
injection beam stopper, TDI, is placed 15 m upstream of the superconducting recombination dipole D1, supplemented by
an additional shielding element, TCDD, 3 m upstream of D1.
Figure 3.1: Schematic of the CERN accelerator complex [36].
corresponds to buckets of 2.5 ns in length. The design proton-bunch spacing
at LHC is 10-RF buckets or 25 ns. During the 2011 data collection, the LHC
operated with bunch spacing of 75 ns and 50 ns.
Table 3.1: Basic characteristics (length or circumference L, bending radius
ρ and reached beam momentum p) of accelerators in proton ac-
celeration chain at the LHC [36].
Machine L(m) ρ (m) p (GeV) Bunches
Linac2 30 – 0.05 4 × 2
PSB 175 8.3 1.4 4 × 2
PS 628 71 26 72
SPS 6912 741 450 4 × 72
LHC 26659 2804 7000 2 × 2808
The LHC tunnel consists of eight straight sections of about 528 m in length,
and 8 arcs covering a total of about 22 km. Protons in the arcs are bent by dipole
magnets. In order to achieve the momentum p = 7 TeV/c of the proton beams
in the LHC tunnel with a curvature radius of ρ = 2804 m, a magnetic field of B
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[T] = 3.336 × p [GeV/c] / ρ [m] = 8.3 T is required, which is achieved using the
NbTi superconducting magnet technology, operating at the superfluid Helium
temperature of 1.9 K. Along the straight sections of the LHC pipes, systems of
quadrupole magnets are installed to stabilize the beams and focus them at the
interaction points, thus minimizing their transverse size and achieving maxi-
mum luminosity.
Luminosity, together with beam energy, is the most important parameter
for a collider. A colliding proton’s high energy is essential to producing heavy
particles. Luminosity, on the other hand, determines the production rate of in-
teresting hard-scattering events; and maximizing it is equally important. For a
given instantaneous luminosity L, the production rate of a process with a cross
section σ can be calculated as:
dN
dt
= σ × L. (3.1)
Luminosity at the interaction region of colliding beams can be calculated as:
L = frevnbN
2
b
4piσxσy
, (3.2)
where nb is the number of bunches, Nb is the number of protons in each bunch
(1.1 1011), frev = 11.25 kHz is the revolution frequency, and σx and σy are the
horizontal and vertical beam sizes at the interaction point.
Luminosity at the LHC is not constant during a physics run. It decays over
time primarily due to proton-proton collisions at high-luminosity interaction
points. The peak luminosities for different runs also change over time, depend-
ing on beam conditions. The evolution of the various parameters of the LHC
during the 2011 data-collection run is presented in Table 3.2. The total number
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Table 3.2: Evolution of peak LHC performance in 2011 [36].
Fill Date Bunch Bunches Peak L Number of protons
number space (ns) (1033 cm−1 s−1) per beam (1014)
1635 18 March 2011 75 32 0.03 0.04
1637 19 March 2011 75 64 0.06 0.07
1644 22 March 2011 75 136 0.17 0.16
1645 22 March 2011 75 200 0.25 0.24
1712 15 April 2011 50 228 0.24 0.29
1716 16 April 2011 50 336 0.35 0.42
1739 26 April 2011 50 480 0.51 0.58
1749 30 April 2011 50 624 0.72 0.76
1755 02 May 2011 50 768 0.83 0.93
1809 27 May 2011 50 912 1.10 1.15
1815 29 May 2011 50 1092 1.27 1.33
1901 27 June 2011 50 1236 1.25 1.64
2032 18 August 2011 50 1380 2.40 1.68
of events that a given process produces during a given period t1 − t0, however,
depends only on an integrated luminosity Lint ( N = σ × Lint ), calculated as
Lint =
∫ t1
t0
L(τ)dτ. (3.3)
Four LHC experiments, installed at each of the four interaction points where
the two beams intersect, detect the products of collisions and record a large
variety of scattering events for subsequent analysis. Two multi-purpose detec-
tors, CMS and ATLAS, are designed for high-luminosity proton-proton colli-
sions (L ∼ 1034 cm−2 s−1). LHCb is specifically designed for B-meson physics
studies, requiring medium luminosities (L ∼ 1032 cm−2 s−1) and ALICE is a ded-
icated experiment for ion collisions, operating with low luminosities (L ∼ 1029
cm−2 s−1) of proton or heavy ion beams.
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3.2 Compact Muon Solenoid
The CMS is a general-purpose detector, installed 100 meters underground [3,
37]. The overall layout of the CMS is shown in Fig. 3.2. At the core of the de-
tector, a 13-meter long superconducting solenoid with a 6-meter inner-diameter
provides a 3.8T magnetic field. The large bending power of this strong magnetic
field is essential for an unambiguous determination of the muon charge for up to
1 TeV and precise measurement of muon momentum, yielding a dimuon mass
resolution of about 1% at 100 GeV.
C ompac t Muon S olenoid
Pixel Detector
Silicon Tracker
Very-forward
Calorimeter
Electromagnetic
Calorimeter
Hadron
Calorimeter
Preshower
Muon
Detectors
Superconducting Solenoid
Figure 3.2: Layout of the CMS Detector [3].
The bore of the magnet coil accommodates the tracking system and the
calorimeters. The tracking system consists of 10 layers of silicon microstrip de-
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tectors, which provide high granularity and precision to deal with high track
multiplicities, and 3 layers of silicon pixel detectors, which reside closest to the
interaction point and are essential for precise determination of the impact pa-
rameter of charged particles and the position of secondary vertices.
The electromagnetic calorimeter (ECAL) uses lead tungstate (PbWO4) crys-
tals and covers the pseudorapidity region up to 3.0. A preshower detector is
installed in front of the ECAL endcap to identify and reject neutral pions. ECAL
provides good electromagnetic energy resolution, resulting in a ∼ 1% level res-
olution in di-electron and di-photon mass at 100 GeV.
The hadronic calorimeter (HCAL) is crucial for the reconstruction of hadron
jets and measuring the missing transverse energy. The central HCAL calorime-
ters, HCAL Barrel (HB) and HCAL Endcap (HE), surround the ECAL and cover
the pseudorapidity region up to 3.0. The HB is complemented with outer HCAL
(HO) which detects the hadronic tails that escape the central calorimetry. For-
ward HCAL (HF) calorimeter provides the pseudorapidity coverage up to 5.0.
The outermost part of the detector consists of the four stations of the muon
systems, which, in addition to identifying muon tracks, significantly improve
their momentum resolution at high momenta compared to the tracker measure-
ment alone.
The distinguishing components of the CMS are the high-field solenoid, a
full-silicon-based tracking system, and a homogeneous scintillating-crystals-
based electromagnetic calorimeter. A large variety of physics processes can be
effectively studied owing to the key features of the CMS detector, which can be
summarized as follows.
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• Excellent muon momentum resolution and identification over a wide
range of its momenta and angles, as well as unambiguous determination
of muon charge up to p ∼ 1 TeV.
• Good charged particle momentum resolution and reconstruction effi-
ciency in the tracker. Efficient b−tagging and τ reconstruction.
• Excellent electromagnetic energy resolution, efficient pi0 rejection, efficient
photon and electron isolation at high luminosities.
• Good missing transverse energy and dijet mass resolution.
In the subsequent Sections we review the main characteristics of each sub-
detector and the online trigger system.
3.2.1 CMS tracking system
The tracking system of the CMS provides an accurate measurement of the tra-
jectories of charged particles and a precise reconstruction of secondary vertices.
The tracking system is located closest to the interaction point, has a length of
5.8 m and a diameter of 2.5 m. In order to efficiently deal with the thousands of
charged particles from ∼20 overlapping proton-proton interactions at design lu-
minosity, high granularity and fast response is required. In addition, the intense
particle flux causes severe radiation damage to the tracking system. To achieve
the desired performance and an expected lifetime of 10 years under these harsh
conditions, the tracker design is entirely based on silicon detector technology.
Figure 3.3 shows a schematic drawing of the CMS tracker. Three cylindrical
layers of hybrid pixel detector modules surround the interaction point at a radii
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Figure 3.3: Layout of CMS Tracker [3].
of 4.4, 7.3, and 10.2 cm, delivering three high precision measurements of the
track trajectory. The barrel layers are 53 cm in length and are complemented
by two endcap disks of pixel modules on each side. The pixel detector covers
an area of about 1 m2 and has 66 million pixels. The pixel cells have a size
of 100×150 µm2, which provides similar track resolution in both r − φ and z
directions. The spacial resolution of each measurement point is about 15−20 µm.
The silicon strip tracker occupies the radial region between 20 cm and 116 cm
and consists of four different subsystems. Four cylindrical layers of the Tracker
Inner Barrel (TIB) are complemented by three Tracker Inner Discks (TID) on
each side, which extend up to 55 cm in radius. The inner tracking assembly is
surrounded by six layers of the Tracker Outer Barrel (TOB), which extend up to
116 cm in radius and up to 118 cm along the z axis. The region between 124 cm
< |z| < 282 cm on each side of the detector is occupied by 9 disks of the Tracker
Endcaps (TEC).
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The strips of the silicon sensors are parallel to the beam axis in the TIB and
TOB and are radial on the disks. The sensors have thicknesses of either 320 µm
or 500 µm and a strip pitch ranging from 80 µm to 184 µm. The TIB and TID
deliver up to 4 r − φ space points on a trajectory, the TOB provides another 6
r−φ measurements and the TEC provides 9 measurements in φ. In addition, the
modules of the first two rings of TID and first two layers of TIB and TOB, as well
as rings 1, 2 and 5 of TEC carry a second micro-strip detector which provides a
second coordinate, z in the barrel and r in the endcaps.
Thus the overall tracker layout ensures at least 9 hits in the silicon strip
tracker in the full range of |η| < 2.4, of which at least four are two-dimensional.
The single point resolution ranges from ∼20 µm to ∼50 µm. The silicon strip
tracker has a total of 9.3 million strips and 198 m2 of active silicon area. The hit
efficiency is above 99% in both the silicon pixel and the silicon strip detectors.
3.2.2 Electromagnetic calorimeter
The electromagnetic calorimeter of the CMS is a hermetic homogeneous
calorimeter covering the pseudorapidity range |η| < 3.0. The ECAL crystals
are made of lead tungstate (PbWO4) which is characterized by a short radiation
length (0.89 cm), small Moliere radius (2.2 cm), high density (8.28 g/cm3), fast
response, and high radiation resistance. These properties are essential to build
a fast, compact, and granular calorimeter which can operate in the harsh radia-
tion environment of the detector. The scintillation decay time of the crystals is of
the same order as the LHC bunch crossing time, 80% of the light being emitted
in 25 ns. The scintillation light is detected by silicon avalanche photodiodes in
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the barrel region and vacuum phototriodes in the endcap regions.
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supermodule
Preshower
Supercrystals
Modules
Preshower
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Figure 3.4: Layout of the CMS electromagnetic calorimeter [3].
The layout of the ECAL is shown in Fig. 3.4. The barrel part of the calorime-
ter (EB) covers the pseudorapidity range |η| < 1.479. Granularity of the EB is
360φ × (2 × 85)η, resulting in a total of 61,200 crystals. Each crystal has a front
face of 22 × 22 mm2, which corresponds to 0.0174 × 0.0174 in η − φ; and a length
of 230 mm, which corresponds to 25.8 units of radiation length. Each half of
the EB is made of 18 supermodules, each covering 20◦ in φ. Each supermodule
is composed of four modules (an assembly of 400 or 500 crystals) and contains a
total of 1700 crystals.
The two endcap calorimeters (EE) provide a pseudorapidity coverage of
1.479 < |η| < 3.0. Crystals in the EE are grouped in mechanical units of 5×5 crys-
tals, called supercrystals. Each EE is divided into two halves, called Dees, each
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containing a total of 3662 crystals. Each crystal has a front face of 29 × 29 mm2
and a length of 220 mm, which corresponds to 24.7 units of radiation length.
The Preshower detectors (ES) are located in front of the EE and cover a pseu-
dorapidity range 1.65 < |η| < 2.60. Each detector is a sampling calorimeter made
of two sets of lead absorber and silicon strip sensor layers. The material thick-
ness of the lead is 2 X0 in the first layer and 1 X0 in the second layer. Each silicon
sensor has an active area of 61× 61 mm2 and is divided into 32 strips of 1.9 mm
pitch. The primary purpose of the ES is to identify neutral pions. Effective pi0
identification is achieved with the high granularity of the ES, which is able to
separate two spatially close photons from the pi0 decay. Due to its high granu-
larity, the ES also improves the position measurement of electrons and photons.
3.2.3 Hadron calorimeters
Hadron calorimeters are important for the reconstruction of hadronic jets and
missing transverse energy. Figure 3.5 shows the layout of the CMS Hadron
calorimeter. The barrel (HB) and endcap (HE) regions are located between the
electromagnetic calorimeter and the magnet coil, which limits the total amount
of material that absorbs the hadronic shower. Therefore, the outer hadron
calorimeter (HO) is installed outside the solenoid complementing the HB.
The HB covers the pseudorapidity range |η| < 1.3. Each half of the HB
consists of 18 azimuthal wedges, each covering 20◦ in φ. The wedges are con-
structed out of flat brass absorber plates aligned parallel to the beam axis. The
absorber consists of a 40-mm-thick front steel plate, followed by eight 50.5-mm-
thick and six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plates.
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Figure 3.5: Layout of the CMS hadronic calorimeter [38].
The innermost and outermost steel plates are for structural strength. The total
absorber thickness at the central angle is 5.8 interaction lengths, increasing with
the polar angle to about 10.6 interaction lengths at η = 1.3. The HB active ma-
terial consists of 15 3.7-mm-thick SCSN81 plastic scintillator layers, chosen for
its long-term stability and moderate radiation hardness. In addition, the first
9-mm-thick layer of Bicron BC408 scintillator is located in front of the steel sup-
port plate to sample hadronic showers developing between the EB and HB. The
last layer is also relatively thick, 9 mm, and serves to correct for late developing
showers leaking out of the back of the HB. The scintillation light is converted
by wavelength-shifting fibers and detected by hybrid photodiodes that can pro-
vide gain and can operate in high magnetic fields.
The HCAL endcaps (HE) cover the pseudorapidity region between 1.3 and
3. Since the HE is inserted into the end of a high magnetic field the absorber
41
is made of a nonmagnetic C26000 cartridge material, which has, in addition, a
small interaction length and good mechanical properties. The active scintillator
materials in the HE are the same as those in the HB. The granularity of the
HB and HE calorimeters is (∆η,∆φ) = (0.087, 0.087) for |η| < 1.6 and (∆η,∆φ) =
(0.17, 0.17) for |η| > 1.6.
The forward hadronic calorimeter (HF) is placed at 11.2 m from the inter-
action point and covers the pseudorapidity region 3 < |η| < 5. It uses quartz
fibers as an active medium to effectively deal with the intense particle fluxes
it experiences. The signal is generated when charged particles from a shower
generate Cherenkov light. Therefore the calorimeter is mostly sensitive to the
electromagnetic component of a shower. The absorber is made of 5-mm-thick
grooved steel plates. The detector is functionally divided into two longitudinal
segments. Half of the fibers run over the full depth of the absorber (10 interac-
tion lengths), while the other half starts at a depth of 22 cm from the front of
the detector. This arrangement facilitates discrimination of the showers gener-
ated by electrons and photons, which deposit a large fraction of their energy in
the first 22 cm, from those generated by hadrons, which generate nearly equal
signals in both segments on average.
3.2.4 Muon system
The muon system is a key component of the CMS detector. It provides, together
with the tracking system, high quality muon identification and high precision
momentum measurement over a wide range of the transverse momentum and
full pseudorapidity coverage.
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The layout of the muon system is shown in Fig. 3.6. The barrel part of the
muon detector has a cylindrical form and covers the pseudorapidity region up
to |η| < 1.2. For muon identification the system uses drift tube (DT) chambers,
organized into four stations. Each of the first three stations contains 8 cham-
bers that measure muon coordinates in the r − φ plane, and 4 chambers that
provide a measurement in z direction. The fourth station provides the only
two-dimensional r − φ measurement. Drift cells of each chamber are offset by
a half-cell width with respect to their neighbors to eliminate dead spots and to
measure time with excellent resolution.
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Figure 3.6: Layout of the CMS muon system [37].
In the endcap regions, where the background levels are high and the mag-
netic field is large and non-uniform, the muon system uses cathode strip cham-
bers (CSC), characterized by their fast response time, fine segmentation, and
radiation resistance. The endcaps cover the pseudorapidity region between 0.9
and 2.4 and are also organized into four stations with chambers positioned per-
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pendicular to the beam line and interspersed between flux return plates. The
cathode strips of each chamber run radially outward and provide a precision
measurement in the r−φ plane. The anode wires run approximately perpendic-
ular to the strips and provide measurements of η and the beam-crossing time of
a muon. Each 6-layer CSC provides robust pattern recognition for rejection of
backgrounds and efficient matching of hits to those in other stations and to the
CMS inner tracker.
Due to multiple-scattering of muons in the detector material before they
reach the first muon station, muon momentum resolution of the standalone
muon system is about 9% for small values of η and for transverse momenta
up to 200 GeV. At 1 TeV the standalone momentum resolution varies between
15% and 40%, depending on the pseudorapidity. A global muon fit, which also
uses information from the inner tracker, improves the momentum resolution by
an order of magnitude at low momenta and to about 5% at the 1 TeV scale.
The DT’s and CSC’s are complemented by a dedicated trigger system con-
sisting of resistive plate chambers (RPC) which provide fast, independent and
highly segmented triggers with a sharp pT threshold covering the pseudorapid-
ity range up to 1.6. RPC’s produce fast response with good time resolution but
coarser position precision compared to DT’s and CSC’s.
Finally, in order to optimize the muon momentum resolution, a complex
alignment system measures the positions of the muon detectors with respect to
each other and to the inner tracker.
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3.2.5 Trigger system
With a beam crossing frequency of 40 MHz and more than 20 interactions per
bunch crossing at the design luminosity, the LHC provides unprecedented inter-
action rates of 109 interactions per second. Since it is impossible to store and pro-
cess all events, a trigger system is deployed, which reduces the event rate by six
orders of magnitude in two steps: the Level-1 (L1) trigger and the High-Level
Trigger (HLT). The Level-1 trigger consists of custom-designed, programmable
electronics, whereas the HLT is a software system implemented in a filter farm
of about one thousand commercial processors.
The L1 trigger has local, regional and global components and is based on the
calorimetry and muon systems. The architecture is displayed in Fig. 3.7. The
local triggers generate individual trigger primitives based on energy deposits
in calorimeter trigger towers and hit patterns in muon chambers. The regional
triggers combine their information and use pattern recognition logic to iden-
tify ranked and sorted trigger objects, such as electron and muon candidates.
The global calorimeter and global muon triggers determine the highest-rank
calorimeter and muon objects and transfer them to the global trigger, the top
entity of the L1 hierarchy, which makes a decision whether to reject the event
or accept it for further evaluation by a high level trigger. This decision is com-
municated to the sub-detectors through the Timing, Trigger and Control (TTC)
system.
The L1 local muon trigger subsystems represent three muon detectors: the
DT trigger in the barrel (|η| < 1.2), the CSC trigger in the endcap (|η| > 1.2) and
the RPC trigger covering both regions (|η| < 1.6). Each of these trigger subsys-
tems has its own trigger logic. The DT and CSC electronics first process the
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Figure 8.1: Architecture of the Level-1 Trigger.
determine the highest-rank calorimeter and muon objects across the entire experiment and transfer
them to the Global Trigger, the top entity of the Level-1 hierarchy. The latter takes the decision
to reject an event or to accept it for further evaluation by the HLT. The decision is based on al-
gorithm calculations and on the readiness of the sub-detectors and the DAQ, which is determined
by the Trigger Control System (TCS). The Level-1 Accept (L1A) decision is communicated to the
sub-detectors through the Timing, Trigger and Control (TTC) system. The architecture of the L1
Trigger is depicted in figure 8.1. The L1 Trigger has to analyze every bunch crossing. The allowed
L1 Trigger latency, between a given bunch crossing and the distribution of the trigger decision to
the detector front-end electronics, is 3.2 µs. The processing must therefore be pipelined in order to
enable a quasi-deadtime-free operation. The L1 Trigger electronics is housed partly on the detec-
tors, partly in the underground control room located at a distance of approximately 90 m from the
experimental cavern.
8.1 Calorimeter trigger
The Trigger Primitive Generators (TPG) make up the first or local step of the Calorimeter Trigger
pipeline. For triggering purposes the calorimeters are subdivided in trigger towers. The TPGs sum
the transverse energies measured in ECAL crystals or HCAL read-out towers to obtain the trigger
tower ET and attach the correct bunch crossing number. In the region up to |η |= 1.74 each trigger
tower has an (η ,φ )-coverage of 0.087× 0.087. Beyond that boundary the towers are larger. The
TPG electronics is integrated with the calorimeter read-out. The TPGs are transmitted through
high-speed serial links to the Regional Calorimeter Trigger, which determines regional candidate
electrons/photons, transverse energy sums, τ-veto bits and information relevant for muons in the
form of minimum-ionizing particle (MIP) and isolation (ISO) bits. The Global Calorimeter Trigger
determines the highest-rank calorimeter trigger objects across the entire detector.
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Figure 3.7: CMS Level-1 trigger architecture [3].
information from each chamber locally, delivering one trigger-primitive (track-
segment) per muon per station, which includes the information on position,
direction, bunch crossing, and quality.
The trigger primitives from all stations are sent to the regional Track Finder,
which applies a pattern recognition algorithm to build the regional muon can-
didates. The three regional track-finders from each sub-detector rank the muon
candidates; and up to the four DT, four CSC, and eight RPC candidat s ar then
transferred to the Global Muon Trigger (GMT) for further analysis.
The GMT performs matching based on the proximity of the candidates in
the η − φ plane. A selected ensemble of muons is sorted based on their quality,
transverse momentum and the pseudorapidity and up to four best muon can-
didates are then transmitted to the Global Trigger, including ISO (isolation) and
MIP (compatibility with a minimum ionizing particle in ∆η × ∆φ = 0.35 × 0.35)
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bits, based on the information received from the Global Calorimeter Trigger.
The Global Trigger is the final step in the CMS Level-1 architecture, which
implements a pre-defined list (or “menu”) of triggers based on the selection
criteria, such as minimum transverse momentum or energy, for the final list
of objects. The corresponding output L1 trigger objects will serve as seeds in
further processing of events by the HLT.
The design output rate limit of the L1 trigger is 100 kHz. The latency be-
tween the bunch-crossing and the distribution of the trigger decision to the de-
tector front-end electronics is 3.2 µs. During this time all high-resolution data
are held in pipe-lined memories to be analyzed later by the more sophisticated
algorithms of the HLT.
The purpose of the HLT is to reduce the output event rate down to about
100 Hz, selecting only the interesting events for saving in mass storage. At this
point, the full granularity of the CMS detector is available and algorithms are
similar to those in the offline reconstruction. In order to optimize the speed of
the HLT reconstruction, the final trigger objects are normally reconstructed at
several levels, to allow discarding events as early as possible before running
more CPU consuming algorithms.
The total HLT rate gets contributions from many different individual trigger
paths which are dedicated to reconstructing the types of individual particles
or particle topologies that characterize the various SM or BSM processes. For
each trigger path, there exist a number of configurations designed for different
luminosity levels. Figure 3.8 shows the typical trigger rates for various trigger
paths in one of the trigger configurations.
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Figure 3.8: Typical predicted and observed rates of various HLT paths in
one of the CMS HLT menu configurations in 2011 [39].
To keep the rate of events with a certain topology — say, with at least one
muon in the output — at a manageable level, one can either put a high thresh-
old on its transverse momentum or apply tighter quality criteria to the muons.
For background studies, it is often required to have both low quality and small
transverse momentum objects saved for later analysis. In such cases, to keep the
rate low, the system saves only a fraction of the events passing the trigger selec-
tion. Such trigger paths are referred to as being prescaled. The prescale factor of
10, for example, means that only 1 event out of 10 is recorded for analysis. The
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prescale factors of a given trigger path normally change in different versions, or
within a single version depending on the current luminosity.
Each event can pass several HLT paths. Various HLT paths are grouped to-
gether to define a primary dataset, which combines all events that fire at least one
of the triggers it contains. For example the SingleMu primary dataset, used in
this analysis, is a unification of about 25 different HLT paths with different com-
binations of muon quality, transverse momentum and prescale factors (most of
these paths are prescaled).
Events that fire at least one of the online trigger paths are then passed
through the pre-defined streams for monitoring data quality and stored for fur-
ther analysis.
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CHAPTER 4
CMS EVENT RECONSTRUCTION
Particles, produced during the inelastic proton-proton scattering at the CMS
interaction region, leave signals in different subsystems of the CMS detector.
CMS event reconstruction algorithms use these signals to try to identify pri-
mary particles, evaluate their momenta, and determine the positions of inter-
action points. Some particles, e.g. muons, can be uniquely identified and their
full momenta can be measured. Others are only characterized by their typi-
cal experimental signature, e.g. all charged particles are experimentally recon-
structed as tracks; quarks and gluons are reconstructed as jets etc. Events that
involve weakly interacting particles, such as neutrinos, that leave no trace in the
detector are characterized by missing transverse energy — the total momentum
imbalance of the reconstructed event in the transverse plane.
In this Chapter we review the reconstruction algorithms for objects which
are relevant to our analysis. We start with reconstruction of tracks, i.e. mea-
surement of the charge and the momentum of charged particles; and primary
vertices, i.e. positions of interaction points. We then describe the reconstruction
of muons based on the combined information from the inner tracker and the
muon detectors. At the end we review the algorithm of Global Event Descrip-
tion, also called Particle Flow (PF), which uses full information from all the CMS
sub-detectors in order to coherently reconstruct and identify all stable particles
in the event. These particles, which we will refer to as PF-candidates, are then
used to construct jets and missing transverse energy.
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4.1 Tracks and vertices
Tracks in the CMS are produced by applying several iterations of the Combi-
natorial Track Finder (CTF) sequence [40]. During the first iterations, tracks
with relatively high transverse momenta, originating from near the interaction
point, are produced. After each iteration, detector hits associated with the pre-
viously reconstructed tracks are removed from the collection of tracker hits, and
the remainder is used to reconstruct lower pT and more displaced tracks in the
subsequent iteration.
Each iteration proceeds in four steps: seed generation, track finding, track fit-
ting, and track selection. In the first step, seeds are generated based on three hits
in the pixel tracker (or two hits and the beam spot). These seeds provide the first
estimate of the trajectory parameters and their uncertainties. The choice of the
pixel detector for seed generation is driven by the detector’s high granularity,
which, regardless of its proximity to an interaction point, ensures a much lower
average layer occupancy compared with the outer strip layers. In addition, pixel
layers, as described in Section 3.2.1, provide accurate three-dimensional space
point measurements, which allow better estimation of the track parameters.
The track-finding algorithm builds a track trajectory using the Kalman filter
method [41]. The algorithm starts from the generated track seeds and adds hits
from subsequent layers one by one. Each layer includes information on the
location of the hit, its uncertainty, and the amount of material passed. When a
compatible hit (according to the χ2 test) is found in a tracker layer, it is included
in the track and the track’s trajectory parameters and uncertainties are updated.
The search for compatible hits continues until the algorithm reaches the last
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tracker layer.
Once the track-finding step is finished, the entire track fit is repeated to im-
prove the trajectory. This time, non-uniformity of the magnetic field is taken
into account. At the end, “smoothing” is performed by reverting the direction
of extrapolation, i.e. starting with the outermost hits and progressing towards
the beam spot.
At the end of each iteration, a set of quality criteria is applied to reject poorly
reconstructed tracks. The selection criteria are based on the normalized χ2 value
of the trajectory fit, the number of tracker layers, and the impact parameter
significance.
The momentum resolution of reconstructed tracks with pT = 1 (100) GeV is
about 0.7% (1.5%) in the central pseudorapidity region and degrades to about
2% (7%) at η = 2.4 (Fig. 4.1). For isolated muons up to 100 GeV, the tracking effi-
ciency is over 99% across the entire tracker coverage, and has no dependence on
the transverse momentum. For charged pions the tracking efficiency is lower,
mainly due to nuclear interactions with the tracker material, but it is 80% or
above, depending on the pseudorapidity. Tracking efficiency for charged pi-
ons also depends on their pT ’s, since the cross section for nuclear interaction is
higher for low-energy hadrons.
Reconstructed tracks are used to determine the locations of all proton-proton
interaction vertices in the event. The vertex reconstruction proceeds in three
steps [42]. First, from all track candidates, high-quality tracks are selected,
based on each track’s normalized χ2, the number of hits on each track from
the pixel and silicon strip detectors, and the significance of the track’s trans-
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Figure 3.4: Resolution of several track parameters for single muons with transverse momenta of 1,
10 and 100 GeV: transverse momentum (left panel), transverse impact parameter (middle panel),
and longitudinal impact parameter (right panel).
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of transverse momenta of 1, 10 and 100 GeV.
3.1.4 Tracker system aspects
All elements of the CMS tracker are housed in the tracker support tube, which is suspended on the
HCAL barrel. The tracker support tube is a large cylinder 5.30 m long with an inner diameter of
2.38 m. The 30-mm-thick wall of the cylinder is made by two 950-1/T300 carbon fiber composite
skins, 2 mm in thickness, sandwiching a 26-mm-high Nomex core. Over the entire length of the
tube’s inner surface, two carbon fiber rails are attached on the horizontal plane. The tracker outer
barrel (TOB) and both endcaps (TEC+ and TEC-) rest on these rails by means of adjustable sliding
pads. The tracker inner barrel and disks (TIB/TID) are in turn supported by the TOB. The angle
between the guiding elements of these rails is controlled to better than 0.183 mrad, corresponding
to a parallelism between the guides better than ±0.5mm in all directions over the full length.
An independent support and insertion system for the pixel detectors, the central section of
the beam pipe and the inner elements of the radiation monitor system spans the full length of the
tracker at its inner radius. This is composed of three long carbon fiber structures, joined together
during tracker assembly to form two continuous parallel planes, on which precision tracks for
the installation, support and positioning of each element are machined. The central element is
a 2266.5-mm-long and 436-mm-wide cylinder which is connected with flanges to the TIB/TID
detector. This element provides support and accurate positioning to the pixel detectors. Two 2420-
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Figure 4.1: Transverse momentum (left) and transverse impact parameter
(right) resolutions for single muons with pT ’s of 1, 10 and 100
GeV [3].
verse impact parameter. Second, the selected tracks are clustered into groups,
based on the z coordinates of their closest approach to the beam spot, to assign
tracks within the same group to the same interaction vertex. Track clustering is
performed using the deterministic annealing (DA) algorithm [43]. In the third
step, the vertex location parameters are found with the adaptive vertex filter al-
gorithm [44]. This algorithm also assigns a weight factor w to each track within
a cluster, which determines the likelihood of the track belonging to its corre-
sponding vertex. The sum of all track w′s of a given vertex is then used to eval-
uate the number of degrees of freedom of a vertex, ndof = 2×∑ntracksk=1 wk − 3, which
is one of the quality parameters of the reconstructed vertex. The collection of all
vertices that pass the quality criteria are sorted based on the
∑ntracks
k=1 p
2
T,k and the
first one is identified as the primary vertex of the hard interaction.
53
4.2 Muons
Reconstruction of muons relies on tracks reconstructed in the silicon tracker, as
described in the previous Section, and Standalone Muon tracks, reconstructed
using the muon system detectors alone [45]. The tracks in the muon system are
reconstructed using the Kalman-filter technique, extrapolating from the inner-
most chambers out. The state of the track is propagated from one muon station
to the next, taking into account the interaction of the muon with the material and
the non-uniform magnetic field in the detector. Once the iteration reaches the
outermost station, a reversed Kalman filter is then applied, propagating the tra-
jectory towards the innermost muon station. At the end, the vertex-constrained
fit is performed to extrapolate the track to the nominal interaction point.
Global Muons are reconstructed by extending the standalone muon tracks in-
wards to include the hits in the silicon strip and pixel tracker iteratively using
the Kalman filter. At large transverse momenta, pT > 200 GeV, the global muon
fit significantly improves the momentum resolution, up to a factor of two, com-
pared with the tracker-only fit.
Another approach to muon reconstruction is to extrapolate tracks recon-
structed in the inner tracker outwards to include the hits in the muon sys-
tem, taking into account the non-uniform magnetic field, muon energy losses
and multiple scattering in the detector material. If at least one muon segment
matches the extrapolated track, the corresponding track is referred as the Tracker
Muon.
Tracker Muon reconstruction is more efficient than Global Muon reconstruc-
tion at low momenta, p < 5 GeV, since it requires only one segment in the
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muon system. Most of the high momentum genuine muons, however, are re-
constructed with both algorithms. Tracker Muons and Global Muons that share
the same tracker track are combined into a single muon object, with the mo-
mentum determined from the tracker-only fit for lower transverse momentum
muons (up to 200 GeV) or by the global fit, when both fits give a transverse
momentum greater than 200 GeV.
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Figure 3. Invariant mass spectrum of dimuons in events collected with the loose double-muon trigger in
2010. The inset is a zoom of the 8–12GeV/c2 region, showing the three ϒ(nS) peaks clearly resolved owing
to a good mass resolution, about 100MeV/c2 in the entire pseudorapidity range and 70MeV/c2 when both
muons are within the range |η |< 1.
describe the detector geometry. The positions of the tracker modules were evaluated by applying
the track-based alignment procedure to a sample of 2.2 million cosmic-ray muons and 3.3 million
minimum-bias events collected in 2010. The residual uncertainties in the positions of individual
tracker modules were measured to be smaller than 6µm in the pixel detector and less than 10µm
in the silicon strip tracker. The procedure used to emulate the remaining misalignment effects in
the simulation closely followed that employed to align the tracker using data, and used as input the
module displacements determined from cosmic-ray data available at the time of the MC sample
production. As a result, the simulated geometry of the tracker included coherent displacements
and rotations of tracker modules that could bias the track reconstruction without affecting the
local alignment precision. These coherent movements were estimated not to exceed 200µm. The
alignment precision for muon chambers was estimated by comparison with photogrammetry to be
about 500µm for DT chambers and between 300 and 600µm (depending on the ring) for CSCs,
in the r-φ plane. The misalignment scenario for the muon chambers used in the simulation was
consistent with this precision.
Unless stated otherwise, additional proton-proton interactions in the same bunch crossing
(pile-up) were not simulated because of their relatively small rate in 2010 (2.7 interactions on
average). Such pile-up is expected to have a negligible effect on the results presented here.
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Figure 4.2: Invariant mass spectrum of dimuons in events collected with
the loose double-muon trigger in 2010. The inset is a zoom of
the 8-12 GeV region, showing the three Υ(nS ) peaks, clearly
resolved owing to a good mass resolution, about 100 MeV in
the entire pseudorapidity range and 70 MeV when both muons
are within the range |η| < 1 [45].
Figure 4.2 shows dimuon mass distribution in the events collected with the
loose doubl -mu n trigger in 2010, demonstrating excellent mass resolut on
over three orders of magnitude.
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4.3 Global Event Description
The purpose of the Global Event Description is to reconstruct and identify all
stable particles in the event [46]. The algorithm, called Particle Flow, combines
the information from all CMS sub-detectors to reconstruct and identify muons,
electrons, photons, charged hadrons, and neutral hadrons up to |η| < 3. It takes
advantage of the high granularity and energy resolution of the CMS electro-
magnetic calorimeter and the high efficiency, low-fake rate, and excellent mo-
mentum resolution of the CMS tracker in a wide transverse momentum range.
The reconstructed stable particles are then clustered into jets and are used to
calculate an event’s missing transverse momentum.
4.3.1 Particle Flow algorithm
The building blocks (“elements”) of the Particle Flow algorithm are tracks from
the inner tracker, calorimeter clusters, and tracks from the muon system. In or-
der to achieve the high performance of the Particle Flow algorithm, reconstruc-
tion of genuine tracks at close to 100% efficiency is essential, which is achieved
by applying an iterative tracking procedure.
The purposes of clustering energy deposits in calorimeter cells are 1) to
measure the energy and direction of stable neutral particles, such as photons
and neutral hadrons, 2) to separate energy deposits from neutral particles and
charged hadrons, 3) to reconstruct and identify electrons with accompanying ra-
diated photons, and 4) to help with the energy measurement of charged hadrons
that have poorly reconstructed tracks. Thus, a specific clustering algorithm was
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developed to achieve a high detection efficiency for low energy particles and an
effective separation of energy deposits from spatially close particles. The clus-
tering of calorimeter cells is performed separately in each sub-detector: EB, EE,
ES, HB, and HE.
Since in general a given particle generates several particle flow elements, a
linking algorithm is used to remove possible double counting across different
detectors and also to combine the elements into particle flow blocks that will be
used to reconstruct individual particles. A link between the tracker track and
the muon system track is established if the corresponding global fit returns an
acceptable χ2. Tracks are linked to a given calorimeter cluster if the extrapo-
lated trajectory falls within the cluster boundaries. Similarly, the clusters in two
calorimeters, e.g. ECAL and HCAL, or PS and ECAL are linked if the position
of the cluster in more granular calorimeter (ECAL or PS) is within the envelope
of a less granular one (HCAL or ECAL).
After linking all the particle-flow elements to produce blocks, the PF algo-
rithm reconstructs individual PF particles. First it produces PF-muons from all
global muons with a combined momentum that is within three standard devia-
tions of the tracker measurement. Then corresponding tracks are removed from
the block and the expected energy deposit in the calorimeters is subtracted from
the calorimeter clusters. PF electron candidates are reconstructed by applying
the Gaussian-Sum Filter (GSF) [47] fit to the pre-identified, high-purity tracks
and ECAL clusters. The algorithm takes into account the possible radiation of
photons by the electrons in the tracker layers. The electron candidates are then
identified by a number of tracking and calorimeter variables to produce the PF-
electron objects. The corresponding ECAL clusters from the electron and from
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the Bremsstrahlung photons are removed from the block for further analysis.
Each of the remaining tracks gives rise to a PF-charged hadron, and the possi-
ble energy excesses in the ECAL and HCAL give rise to photons and neutral
hadrons. The energy reconstruction of the neutral hadrons is improved with
a dedicated calibration technique, which accounts for the non-linearity of the
HCAL response to hadrons, as well as for the difference in the ECAL responses
to hadrons and photons.
4.3.2 PF jets and /ET
The PF algorithm describes the content of each physics event as a collection
of different types of physics objects: PF muons, electrons, charged hadrons,
photons and neutral hadrons, complemented with the electromagnetic and
hadronic energy deposits in the forward calorimeter beyond |η| = 3. These ob-
jects are then used to reconstruct PF-jets by clustering them using the anti-kt
algorithm [48] with a cone size of R = 0.5. Because the PF algorithm uses the full
set of CMS detector information coherently when reconstructing individual PF-
candidates, jets made from these PF-candidates perform better in terms of both
response and resolution, when compared with ones based on energy deposits
in the calorimetry, or on tracks reconstructed by the CMS tracking system.
The presence of weakly interacting particles in the event, such as neutrinos,
introduces momentum imbalance in the transverse plane. The missing trans-
verse momentum is defined as a negative vector sum of transverse momenta of
all reconstructed PF-particles:
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~6ET = −
∑
PF−particles
~pT (4.1)
Missing Transverse Energy (E/T), which is the magnitude of the above vector,
is a powerful variable to identify events involving weakly interacting particles.
As we describe in the next Chapter, in this analysis we use E/T distribution to
extract the W → µν signal yield from the selected data sample of W candidates.
E/T in W → µν events is introduced by the neutrino with a typical transverse
momentum of ∼40 GeV. The data sample will be contaminated with QCD multi-
jet and Z/γ∗ → µ+µ− events, which have either no, or small genuine E/T. The
measured non-zero values of E/T (∼15 GeV in 2011) in these background events
arise predominantly from the finite resolution effects. In the next Section we
describe another variable, E/T significance, which provides a likelihood that the
measured non-zero E/T in a given event can be attributed to the measurement
resolutions.
As is the case with jets, E/T, based on the PF algorithm (pfE/T) has demon-
strated superior performance in terms of both response and resolution as com-
pared with E/T based solely on the calorimeter or the tracker information. Fig-
ure 4.3 shows the calibrated E/T resolution in multi-jet events for three E/T cal-
culation algorithms originally developed in the CMS [1]. Calorimeter-based E/T
(type2 caloE/T) is a negative vector sum over the calorimeter deposits and mo-
menta of reconstructed muons (taking into account the average energy deposit
of muons in the calorimeters), corrected for the jet energy scale and the aver-
age unclustered energy response. Track-corrected E/T (tcE/T) also starts from the
calorimeter deposits and, in addition to the reconstructed muons, also corrects
for well reconstructed tracks, taking into account the average energy deposits of
59
!"
!"#
Figure 4.3: Calibrated E/X,Y resolution versus calibrated pf
∑
ET for Type2
caloE/T, tcE/T and pfE/T in multijet events for data and simula-
tion [1].
charged pi-mesons in the calorimeters. As one can see, pfE/T outperforms other
E/T algorithms in terms of resolution.
4.4 /ET Significance [1]
1 A spurious nonzero ~E/T in an event can have contributions from many sources,
including measurement resolution, reconstruction inefficiencies, instrumental
defects, and improper pattern recognition. Events in which the reconstructed
~E/T is consistent with contributions solely from particle-measurement resolu-
tions and efficiencies can be identified by evaluating the ~E/T significance, S. The
significance offers an event-by-event assessment of the likelihood that the ob-
served E/T is consistent with zero given the reconstructed content of the event
1E/T significance section is a reproduction of the section previously published in [1]
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and known measurement resolutions.
4.4.1 Definition
The significance requires evaluation of the uncertainty in the total measured
transverse momentum, which is given by
~ET
total
=
∑
i ∈ X
~ETi = −~E/T, (4.2)
where ~ETi = (Exi , Eyi) is the measured transverse momentum of the i
th recon-
structed object. X is the set of reconstructed objects, such as calorimeter towers
(for Calo E/T) or PF particles (for PF E/T), used to calculate E/T. In the derivation of
the significance, three quantities are relevant for each object in the sum. The first
of these is ~eTi , the true transverse momentum of the object. Under the null hy-
pothesis of zero genuine total transverse momentum,
∑
i ∈ X ~eTi = 0. The second
is ~ETi , the measured transverse momentum of the object, which is distributed
according to Pi(~ETi |~eTi), the probability density function (pdf) for observing the
measured transverse momentum given the true transverse momentum of the
object. The third is ~εi = ~ETi − ~eTi . For convenience, we define an equivalent pdf
in terms of this difference: pi(~εi|~eTi) ≡ Pi(~εi + ~eTi |~eTi). Given the null hypothesis,∑ ~ETi = ∑~εi, so that the ith reconstructed object contributes ~εi to the measured
total transverse momentum.
We first introduce the likelihood that we would observe a total transverse
momentum ~ε under our null hypothesis. For the two-object case, the likelihood
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function is given by
L(~ε) =
∫
P1(~ET1 |~eT1)P2(~ET2 |~eT2)δ(~ε − (~ET1 + ~ET2)) d ~ET1 d ~ET2
=
∫
p1(~ε1|~eT1)p2(~ε2|~eT2)δ(~ε − (~ε1 + ~eT1 + ~ε2 + ~eT2)) d~ε1 d~ε2
=
∫
p1(~ε1|~eT1)p2(~ε2|~eT2)δ(~ε − (~ε1 + ~ε2)) d~ε1 d~ε2, (4.3)
since 0 =
∑
i ~eTi = ~eT1 + ~eT2 . For an arbitrary number of input objects, the full
likelihood function can be generated by a recursive application of Eq. (4.3). The
significance is defined as the log-likelihood ratio
S ≡ 2 ln
(L(~ε = ∑~εi)
L(~ε = 0)
)
, (4.4)
which compares the likelihood of measuring the total observed ~ET
total
=
∑ ~ETi =∑
~εi to the likelihood of the null hypothesis, ~ET
total
= 0.
This formulation is completely general and accommodates any probability
distribution function. In practice, however, we often employ Gaussian uncer-
tainties for measured quantities, for which the integrals of Eq. (4.3) can be done
analytically. The Gaussian probability density function is given by
pi(~εi|~eTi) ∼ exp
(
−1
2
(~εi)†V−1i (~εi)
)
,
where Vi is the 2×2 covariance matrix associated with the ith measurement. The
integration of Eq. (4.3) yields
L(~ε) ∼ exp
(
−1
2
(~ε)†V−1 (~ε)
)
with V = V1 + V2. When many measurements contribute, the expression gener-
alizes to
L(~ε) ∼ exp
−12(~ε)†
∑
i
Vi
−1 (~ε)
 . (4.5)
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The covariance matrix Ui for each reconstructed object in the ~ET sum is ini-
tially specified in a natural coordinate system having one axis aligned with the
measured ~ETi vector, ~ETi ≡ (ETi cos φi, ETi sin φi):
Ui =
 σ
2
ETi
0
0 E2Ti σ
2
φi
 . (4.6)
This matrix is rotated into the standard CMS x-y reference frame to give the
error matrix
Vi = R(φi)UiR−1(φi), (4.7)
where R(φi) is the rotation matrix. The matrix summation is then performed in
this common reference frame. Combining Eqs. (4.4), (4.5), and (4.7) yields
S =
∑
i ∈ X
~ETi
† ∑
i ∈ X
R(φi)UiR−1(φi)
−1 ∑
i ∈ X
~ETi
 . (4.8)
Equation (4.8) makes explicit the dependence of S and ~E/T on the set of objects
X over which the vectors and matrices are summed. In general S is small when
the E/T can be attributed to measurement resolution, and large otherwise.
In the Gaussian case, S is simply a χ2 with two degrees of freedom. If we
rotate into a coordinate system with the x axis parallel to the ~E/T axis, instead
of the CMS horizontal axis, then Eq. (4.8) is simplified to S = E2T/(σ2ET(1 − ρ2)),
where σ2ET is the variance of the magnitude of
~E/T, and ρ is the correlation coef-
ficient between the variances parallel to and perpendicular to the measured ~E/T.
This form emphasizes the essential meaning of S, but obscures the important
feature that, through its denominator, S embodies the full topological informa-
tion in the event. Essential features such as the angles between the measured ~E/T
and the reconstructed objects in the event are embedded in the definition of the
denominator. This form also makes apparent the relationship between the true
significance (in the Gaussian limit) and the more naive measure Σ = E/T/
√∑
ET .
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The specialization to a Gaussian probability density function is less restric-
tive than it may appear, as any probability density function expressible as a
linear combination of Gaussians is accommodated by the formalism presented
here.
To apply Eq. (4.8) to PF E/T significance, we note that the Gaussian proba-
bility distribution function only accommodates measurement resolution. Using
only reconstructed PF particles to determine the covariance matrix would ne-
glect fluctuations in the measured PF particle content itself. These fluctuations
arise from detection and reconstruction efficiencies, and provide a nonnegligi-
ble contribution to the PF E/T resolution. These fluctuations, however, also affect
the PF jet resolutions. We can therefore substitute the PF jet resolutions for the
combined measurement resolutions of the PF particles that have been clustered
into jets. The sum of covariance matrices in Eq. (4.8) thus includes contribu-
tions from PF jets, PF particles that were not considered during jet finding (e.g.
isolated leptons), and PF particles that are not clustered into any jet. This ap-
proach inherently takes into account the contributions both from measurement
resolution and from fluctuations in the reconstructed particle content.
The covariance matricesUi of Eq. (4.6) are obtained from the known response
of each type of PF particle or jet as a function of pT and η. The charged hadron
and muon resolutions are obtained on a particle-by-particle basis from the error
matrix from the final track fit, and the resolutions for electrons are those ob-
tained from studies of data samples of known resonances such as neutral pions,
Z bosons, etc. The jet and photon resolutions are from simulation. No input
resolutions were tuned based on the behaviour of the significance distribution
itself.
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4.4.2 Performance of SPF in dijet events
Because S is χ2 distributed, it should exhibit a flat probability of χ2, P(χ2), for
two degrees of freedom in an event sample that nominally has no genuine E/T.
(That is, 1−P(χ2) is the standard cumulative distribution function of the χ2 statis-
tic for two degrees of freedom.) Dijet samples from pp collisions are dominated
by such events.
We select dijet events by requiring at least two jets satisfying |η| < 2.3 and
pT > pminT , with thresholds p
min
T of 30 or 60 GeV. One of the jets above threshold
must have been responsible for the event passing an HLT single-jet trigger. We
use data collected with a 15 GeV trigger threshold for our 30 GeV dijet sample,
and a 30 GeV trigger threshold for the 60 GeV dijet sample. (Because of different
prescale factors applied to the two trigger streams, the 60 GeV dijet sample is
not a direct subset of the 30 GeV sample.)
We compare the distributions of the PF significance, SPF, as well as the corre-
sponding P(χ2) distributions, in data and simulation in Fig. 4.4 for both values
of the pminT threshold. The significance distribution very closely follows a pure
exponential, and the P(χ2) distribution is populated quite uniformly between
zero and unity in both data and simulation. There is a small peak at zero in
P(χ2); simulation (Fig. 4.4) indicates that about half of this peak results from
genuine E/T in the event sample. This E/T arises from a combination of sources
such as the semileptonic decays of heavy quarks and the η acceptance of the de-
tector. The data and simulation distributions match well in the 30 GeV threshold
sample. MC studies show that the remainder of the excess of low probability
events after accounting for genuine E/T typically have at least one high-pT jet
whose response is in the non-Gaussian tail of the response function.
65
To probe the stability of the SPF behaviour, we have studied dijet samples
with different pminT thresholds, which changes the relative contributions of dif-
ferent detector regions in the covariance matrix calculations. We find that, over-
all, the SPF distributions for the bulk of the data continue to exhibit near-ideal
behaviour independent of threshold. As the 60 GeV sample shown here demon-
strates, though, the higher threshold data does begin to develop a larger tail in
the significance, and a correspondingly larger peak at zero in P(χ2), than we
find in the simulation. The discrepancy between data and MC is below the 0.2%
level. Visual examination of the events with low probability reveal that the dis-
crepancy arises from a combination of events with a residual anomalous energy
contamination and other events with a high-pT jet with activity straddling the
endcap (HE) and forward (HF) calorimetry, for which the non-Gaussian tails are
not yet perfectly modeled.
For the SPF distributions shown here, the transition point for use of resolu-
tions based on PF jets rather than resolutions from unclustered PF particles in
the SPF calculation (Eq. (4.8)) occurs at a jet pT of 3 GeV. The SPF distributions
are insensitive to the variation of this transition point between jets and individ-
ual particles over the range of 1 to approximately 6 GeV. By 10 GeV, a slope
in the P(χ2) distribution clearly appears, indicating that we no longer account
sufficiently for contributions to the E/T resolution from fluctuations in the recon-
structed particle content.
A powerful feature of the E/T significance is that its distribution is insensitive
to pileup (for events with no genuine E/T). As long as the correct resolutions are
input, the significance should still have a purely exponential behaviour with a
uniformly distributed P(χ2). In Fig. 4.4, no restrictions were made on the num-
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Figure 4.4: Distributions of the E/T significance SPF (left) and the corre-
sponding probability of χ2,P(χ2) (right), for dijet event samples
in data (points) and simulation (solid histograms) with 30 GeV
(top) and 60 GeV (bottom) jet pT thresholds. The dashed his-
tograms show the simulation distributions with true E/T contri-
butions, from physics and acceptance effects, subtracted event-
by-event. The dotted line overlaid on the SPF distributions
shows a reference pure exponential function. Each inset ex-
pands the small P(χ2) region.
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ber of interaction vertices in the data, while the simulation has no pileup. In
Fig. 4.5, we compare the shapes of the single-vertex and multiple-vertex signif-
icance and P(χ2) distributions in data. The shapes are very similar, as expected.
The main difference arises in the low probability region, where the multiple in-
teraction data exhibits behaviour closer to the ideal—an example of the central
limit theorem. With the additional contributions to the E/T resolution, the roles
of the non-Gaussian response tails and genuine E/T are diminished. The overall
insensitivity can be useful, for example, when extrapolating backgrounds dom-
inated by samples with nominally zero genuine E/T.
Figure 4.5: Distributions of the E/T significance (left) and P(χ2) (right) for
events with a single interaction vertex (histogram) and multi-
ple interaction vertices (points) in the 60 GeV threshold dijet
sample. The inset expands the small P(χ2) region.
4.4.3 Application to W → eν events
As a case study, we examine the potential gain of introducing the significance
variable into the selection criteria for W → eν analyses. The set of criteria em-
68
ployed is that of the recent measurement by the CMS Collaboration of the W
cross section [49], for which backgrounds were reduced by means of a strin-
gent, 80% efficient, electron isolation criterion. Signal and background yields
in that analysis were determined by a fit to the reconstructed E/T distribution,
though because of the large backgrounds at small values of E/T, the signal level
is largely determined from the E/T > 20 GeV region.
One analysis option would be to relax the electron isolation from an 80%
to a 95% efficient criterion and introduce E/T significance to help reduce back-
grounds. Figure 4.6 compares the efficiency for signal versus background in
simulation for increasing minimum thresholds on E/T, with both the 80% and
95% electron isolation criteria applied; SPF, again with both isolation criteria;
and E/T/
√∑
ETi with the 95% isolation criterion. All efficiencies are measured
relative to the signal or background yield obtained with the looser 95% electron
isolation criterion applied. (As a result, the tighter 80% criterion has an asymp-
totic efficiency value of approximately 84%.) Application of the tighter criterion
changes the relative signal and background distributions for E/T and E/T sig-
nificance compared to the looser criterion. When a minimum E/T threshold is
applied, the tighter isolation criterion provides a better signal to background
ratio at low background levels than the looser criterion. Application of a mini-
mum SPF threshold with the looser criterion, however, outperforms all the other
combinations for background rejection at a given signal efficiency.
We note that in the calculation of the significance, the isolated signal electron
candidate enters as an electron, and in particular with the resolution associated
with an electron. This approach was found to outperform the option where each
event was treated as electron-free (as is the case for the dominant background).
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Figure 4.6 also shows that the SPF distributions for W → eν in data and sim-
ulation agree well. As expected, the backgrounds without genuine E/T are com-
pressed towards low values of SPF while signal events having real E/T extend to
high values of SPF.
Figure 4.6: (left) Efficiency curves for W → eν signal versus backgrounds
varying the minimum value of E/T (solid lines), of SPF (dotted
lines), and of E/T/
√∑
ETi (dot-dash line), with the 95% efficient
(blue) or 80% efficient (red) electron isolation criterion applied.
(right) Distributions of SPF in candidate W → eν events from
data (points) and simulation (stacked histograms). The simu-
lation components, from top to bottom, are signal (mustard)
and backgrounds from jets (purple), γ+jets (black), Z → ee (yel-
low), and W → τντ (orange). The simulation is scaled by a fit
to the data with floating normalizations for the signal and the
total background.
Figures 4.7 and 4.8 contrast the behaviour of signal and total background
efficiencies for minimum E/T or SPF thresholds for different numbers of inter-
action vertices (pileup) in simulation. The jets and γ+jets backgrounds, which
have no genuine E/T, dominate. As pileup increases, the background contri-
bution at higher E/T grows, while that at high SPF remains quite stable. As a
result, a background subtraction based on extrapolation of E/T will be sensitive
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to the modeling of pileup, while one based on extrapolation of SPF would not.
As one can see from the signal versus background efficiency curves shown in
Fig. 4.8, differentiation of signal from background degrades for both E/T and SPF
as pileup increases. Regardless of the amount of pileup, however, SPF always
provides a superior signal to background ratio compared to E/T.
Figure 4.7: Efficiency versus minimum threshold curves for W → eν sig-
nal and for total background for different numbers of interac-
tion vertices with a minimum applied E/T threshold (left) and a
minimum applied SPF threshold (right).
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Figure 4.8: Efficiency curves for W → eν signal versus backgrounds, vary-
ing the minimum value of E/T (solid lines) and of SPF (dotted
lines) for events with two interaction vertices (blue) or at least
five interaction vertices (red).
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CHAPTER 5
MEASUREMENT OF MUON CHARGE ASYMMETRY
In this Chapter we describe the measurement of muon charge asymmetry in
inclusive pp → W + X → µν + X production at √s = 7 TeV of colliding protons.
The charge asymmetry is measured in 11 bins of absolute muon pseudorapidity
|η|:
[0.00, 0.20], [0.20, 0.40], [0.40, 0.60], [0.60, 0.80],
[0.80, 1.00], [1.00, 1.20], [1.20, 1.40], [1.40, 1.60],
[1.60, 1.85], [1.85, 2.10], [2.10, 2.40].
The measurement phase-space is restricted to pT > 25 GeV for the muon, limited
by the trigger. As a cross-check analysis, we also perform the measurement with
a pT > 35 GeV requirement on the muon.
The data sample used in this analysis was collected by the CMS during its
2011 operation with proton-proton collisions. W → µν candidates were selected
from an isolated single muon trigger stream by applying tight offline muon
identification criteria to remove the background events. A detailed review of
the data and the Monte Carlo (MC) simulated samples, along with offline event
selection criteria, is given in Section 5.1.
All the selected W → µν candidate events in data and simulated samples are
divided into 11 × 2 sets based on the muon pseudorapidity and charge. In each
pseudorapidity bin W± → µ±ν signal yields are extracted by fitting E/T distri-
butions in data with the MC signal and background templates. Various correc-
tions are applied to correct the E/T distribution in the data, the template shapes,
and normalizations in the simulation. The extracted charge asymmetry in each
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pseudorapidity bin is corrected at the end for different selection efficiencies of
positive and negative muons. The details are described in Section 5.2.
Section 5.3 discusses the binned maximum likelihood fit technique with fi-
nite MC simulated templates, originally developed by Barlow and Beeston [50].
The method in our analysis is adjusted to the multinomial treatment of distri-
butions in simulated templates. We then apply this technique in Section 5.4 to
extract the W± → µ±ν signal and muon charge asymmetry in each pseudorapid-
ity bin, followed by a detailed study of systematic uncertainties in Section 5.5.
At the end, in Section 5.6, we discuss the results of this analysis and their
comparison with previous CMS lepton asymmetry measurements and with the-
oretical predictions. We also present the first PDF analysis of the impact of this
measurement on HERA PDFs.
5.1 Analysis samples
In this Section we describe the data sample used in our analysis. We start with
an overview of the CMS 2011 dataset and the online trigger, followed by a dis-
cussion of the backgrounds and offline event selection. We will then review the
MC tools that were used to simulate signal and background events.
5.1.1 CMS 2011 Dataset
During the 7 months of the CMS’s 2011 Run with proton-proton collisions, the
LHC delivered data corresponding to an integrated luminosity of 6.13 fb−1, of
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which 5.55 fb−1 was recorded by the experiment. The small data loss is mainly
due to malfunctioning of the data acquisition system or the misbehaviour of
one or several detector subsystems. The evolution of LHC-delivered and CMS-
recorded integrated luminosities during the 2011 operation is displayed in
Fig. 5.1.
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Figure 5.1: Evolution of LHC-delivered and CMS-recorded integrated lu-
minosities during the 2011 data-collection [51].
The primary method of measuring luminosity [52] in the CMS is based on
signals from the forward hadronic calorimeter. Two methods for extracting a
signal in real time are used. The zero counting method, which is based on the av-
erage fraction of empty HF towers, determines the mean number of interactions
per bunch-crossing. The
∑
ET method exploits the linear relationship between
the average transverse energy per tower and the luminosity. The two online
algorithms agree within 5%.
Absolute luminosity calibration is performed with Van der Meer scans [53],
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where the transverse offset of colliding beams is varied to measure the profile
of the detector response as a function of the offset and to determine the effective
overlap area of the beams Aeff. The peak luminosity L0 can be then calculated as
L0 = N1N2 frevnbAe f f , (5.1)
where Ni is the bunch intensity in beam i, frev = 11, 246 Hz is the LHC orbit
frequency, and nb is the number of colliding bunches. The luminosity calibration
constant for a detector is determined using its count rate with fully overlapping
beams and the corresponding luminosity calculated using the equation above.
The measurement is further tuned with offline algorithms that take into account
the non-linear detector response to the luminosity by looking at the average
number of reconstructed vertices.
The CMS also uses a pixel detector to improve the offline luminosity mea-
surement in each 23.3-s-long data-taking unit, called luminosity section. The pixel
detector measures luminosity by counting the number of pixel clusters [54].
This algorithm takes advantage of the detector’s fine granularity and good lin-
ear response to the luminosity. Here again, the calibration constant, or pixel cross
section, is derived from the Van der Meer scans and this value is then used to in-
fer the instantaneous luminosity in each luminosity section. The final relative
uncertainty of the measured luminosity in the CMS 2011 dataset is 2.2%.
W → µν candidate events in this analysis are selected from the SingleMu
primary dataset, which contains events that fire one of about 25 single muon
triggers, each with different muon quality criteria, pT threshold and prescale
factors. First, the dataset was cleaned up to select only the luminosity sections
where all CMS sub-detectors were performing well. This set of (“golden”) lu-
minosity sections is provided centrally by the dedicated CMS data-certification
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team. We also discarded luminosity sections recorded towards the end of the
2011 data-collection, where a single isolated muon trigger, as will be discussed
in the next Section, was prescaled. Thus in the end we have a data sample cor-
responding to an integrated luminosity of (4.66 ± 0.10) fb−1.
The total proton-proton interaction cross section is dominated by soft inelas-
tic scattering (“minimum-bias”) events that leave a signal in the detector. Due
to the large cross section, minimum-bias events contaminate the physics events
under study. These soft interactions will be referred to as pileup. Given the per-
bunch measured instantaneous luminosity L (corrected on average over each
luminosity section with a pixel-detector-based algorithm) and the total inelastic
cross section, measured by CMS σinelastic = 68 mb, one can calculate the average
number of interactions per bunch crossing as:
µ =
σinelastic × L
frev
(5.2)
The distribution of the mean number of interactions during the 2011 dataset is
shown in Fig. 5.2. Contributions from each half of the data-collection period are
also displayed: 2011A, which corresponds to total integrated luminosity of 2.3
fb−1 with an average pileup value of 6.4, and 2011B, with an integrated lumi-
nosity of 2.4 fb−1 and an average pileup value of 11.4.
5.1.2 Noise cleaning
The events in the dataset are first filtered according to a standard set of noise
cleaning criteria, provided centrally in CMS and used in most of the analyses.
These filters have been developed to remove the events containing beam back-
grounds and anomalous signals from the detectors.
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Figure 5.2: Distribution of mean number of interactions per bunch-
crossing in CMS 2011 dataset used in this analysis. Contribu-
tions from each half of the data-collecting period, 2011A and
2011B, are also shown.
The beam background (“scraping”) events produce high occupancy in the
tracker detectors and result in the reconstruction of fake tracks. This back-
ground is removed by requiring that the fraction of high-purity tracks in the
event is at least 25%. To make it into the dataset, an event must have one good
primary vertex, with at least 4 degrees of freedom, as defined in Section 4.1, and
transverse and longitudinal distance from the nominal collision point of less
than 2 cm and 24 cm, respectively. At the end we apply an HCAL noise clean-
ing algorithm, which identifies and removes the events containing anomalous
signals from the hybrid photodiodes and readout boxes.
The effect of the noise cleaning filters on the signal was investigated in the
MC sample and was found to be negligible (∼100% efficiency).
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5.1.3 Isolated Single Muon Trigger
The inclusive W boson production cross section multiplied by its single leptonic
decay branching ratio has been measured by the CMS to be σ(pp → W + X) ×
BR(W → lν) = (10.31± 0.02stat. ± 0.09syst. ± 0.10theory ± 0.41lumi) nb [49]. So, a total of
about 50 million W → µν events were produced in the pp collisions during the
2011 experiment at the CMS.
W → µν events with low muon transverse momentum are heavily contam-
inated by the QCD multijet background, where genuine muons are produced
from the decay of heavy flavor hadrons (beauty or charmed) or from pi’s and K’s
decaying in flight. Fake punch-through muons can also be reconstructed from the
tail of the hadronic shower that escapes the system of calorimetry. These QCD
events are effectively suppressed by applying the transverse momentum cut
and the set of identification and isolation criteria on the reconstructed muons
both at online and offline selection levels.
In this analysis we use an isolated single muon trigger, HLT IsoMu24, with a
transverse momentum threshold of 24 GeV on the reconstructed muon. Online
selection of muons in the HLT is performed in two steps. First, Level-2 (L2) stan-
dalone muons are reconstructed, using L1 muon candidates as seeds. The HLT
trigger path is seeded by the L1 SingleMu12(16) muon trigger, with a transverse
momentum threshold of 12 (16) GeV on L1 muon candidates. The standalone
muon reconstruction, as described in the previous Chapter, uses only informa-
tion from the muon system. Then the collection of L2-muons is filtered by the
transverse momentum and quality requirements. A typical quality requirement
is that the standalone muon reconstruction must involve at least two muon sta-
tions.
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Additional calorimeter-based isolation is required at this point to further
clean the muon collection. The isolation variable is calculated using the
weighted sum of the energy deposits in the ECAL and HCAL within a certain
∆R < ∆Rmax = 0.24 cone around the muon candidate, where ∆R =
√
∆φ2 + ∆η2.
The cone axis is defined by the muon direction at the vertex. The muon con-
tribution to the isolation variable is removed by defining the vetoed region
∆R < ∆Rmin from the muon track position at the calorimeter, as shown in
Fig. 5.3. The veto region is different for the ECAL and the HCAL. Typical val-
ues are ∆RHCALmin = 0.1 and ∆R
ECAL
min = 0.07. The weighted sum is calculated as
ET = EHCALT + αE
ECAL
T , with α = 1.5, which reflects the better discriminating
performance of the ECAL compared with the HCAL. Additional cuts against
the noise are used at the level of contributing crystals and towers (0.2 GeV for
ECAL, 0.5 GeV for HCAL). The threshold value for the isolation variable varies
between 2 GeV and 4 GeV, depending on the muon pseudorapidity.
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Figure 5.3: Schematic illustration of the muon isolation cone [37].
The muon selection at L2 reduces the rate enough to allow the Level-3 (L3)
reconstruction to use the full set of tracker information. L3 reconstruction uses
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L2 muon candidates as seeds and extrapolates them into the inner tracker by the
global muon reconstruction algorithm, as described in Section 4.2. At this point,
minimum transverse momentum requirement of 24 GeV and additional pixel-
track based isolation is applied to further clean the L3 muon collection. The
pixel track candidates are searched for only in the pixel detector by dedicated
pixel-reconstruction software which is based on 3-hit tracks. It is optimized for
speed but, due to the small number of hits, has poor momentum resolution
and a limited track-finding efficiency of ∼90%. The veto cone is defined by
∆Rmin < 0.01 and the isolation cone size is the same, ∆Rmax = 0.24. The threshold
values depend on muon pseudorapidity and vary between 0.8 GeV and 1.1 GeV.
If at least one muon candidate survives the HLT IsoMu24 sequence up to
this point, the event is accepted in this HLT path and the collection of filtered
L3 muons is saved in the corresponding list of trigger objects. Due to the high
luminosity of the colliding beams towards the end of the 2011 data collection,
the HLT IsoMu24 was prescaled in order to maintain an acceptable trigger rate.
In our analysis, the corresponding luminosity sections are discarded up-front.
Table 5.1 shows the single muon HLT configuration versions used in differ-
ent physics runs during the 2011 data collection period, along with correspond-
ing integrated luminosities.
5.1.4 Backgrounds and event selection
To remove background events containing fake and cosmic muons, and reduce
the contamination by QCD multi-jet events containing genuine muons, a set
of additional tight quality criteria, listed in Table 5.2, is applied to the recon-
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Table 5.1: Dataset runs and isolated muon triggers with corresponding
integrated luminosities.
Runs HLT Path Lint ( fb−1 )
2011A 2.31
160404 – 163261 HLT IsoMu15 v5 0.047
163269 – 163869 HLT IsoMu24 v2 0.169
165088 – 165633 HLT IsoMu24 v4 0.142
165970 – 167043 HLT IsoMu24 v5 0.560
166346 HLT IsoMu24 v6 0.004
167078 – 167913 HLT IsoMu24 v7 0.254
170249 – 173198 HLT IsoMu24 v8 0.869
173236 – 173692 HLT IsoMu24 v9 0.264
2011B 2.35
175832 – 178380 HLT IsoMu24 v9 1.617
178420 – 179889 HLT IsoMu24 v12 0.634
179959 – 180252 HLT IsoMu24 v13 0.093
2011 Total 4.66
structed muons. First, the pseudorapidity coverage of offline muons is re-
stricted to |η| < 2.4 to remove the poorly reconstructed muons near the edge of
the tracker. We then require that the muons are reconstructed with both Global
and Tracker muon reconstruction algorithms, as described in Section 4.2. A set of
quality selections is applied to corresponding global and inner track candidates.
At the end we require the muon track to be isolated.
W → µν candidate events then are selected as follows. First, the momentum
of each muon in the cleaned collection is corrected for detector misalignment
and mis-modeling of the magnetic field, and then the collection is sorted by
decreasing corrected transverse momentum (pT ). This muon momentum cor-
rection is described in Section 5.2.1. Then the leading muon, with maximum pT ,
is identified as the signal muon from the W decay, and a transverse momentum
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Table 5.2: Offline muon identification and isolation criteria.
Description Selection
Pseudorapidity coverage • |η| < 2.4
Muon is reconstructed as a Global • is Global Muon
Muon, with a set of quality criteria • normalized χ2 < 10.0
applied to the corresponding • valid hit in the muon chamber
global track. • segments in at least two stations
Muon is reconstructed as a Tracker • is Tracker Muon
Muon, with a set of quality criteria • at least one hit in the pixel detector
applied to the corresponding • at least 8 tracker layers with hits
inner track. • small transverse impact |dxy| < 0.2
Offline relative tracker isolation • ∑∆R<0.3 ptracksT /pmuonT < 0.1
cut of pT > 25 GeV is applied. To ensure that the offline signal muon was also
reconstructed using the HLT algorithm, we require the closest trigger object in
η − φ plane to be within the ∆R < 0.1 cone around the muon. To reduce the
background from Drell-Yan dimuon production, we veto the events that have
a second identified muon with pT > 15 GeV. The vetoed events are selected as
a Drell-Yan control sample, which will be used to derive various corrections to
E/T distribution in the data and in the MC simulation.
After all selections are made, the W → µν events remain contaminated with
a background that contains a genuine muon with high pT . The dominant pro-
cesses contributing to the total background are:
• QCD multi-jet production, with genuine high-pT muons from heavy fla-
vor hadron decays. The QCD multi-jet background also gets a small con-
tribution from pi and K decays in flight. This is one of the dominant back-
grounds and makes up 6–9% of all W candidates depending on the muon
pseudorapidity bin.
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• A Drell-Yan dimuon production, pp → Z/γ∗ → µ+µ−, where one of the
muons either falls outside the tracker fiducial region, has low pT , or fails
one of the identification or isolation criteria. This is also one of the dom-
inant backgrounds, and its contribution ranges from 3% in the central re-
gion to 8% in high η bins.
• W → τν background, with the τ subsequently decaying into a muon,
makes up about 3% of the total selected sample. This process has to be
treated as background, since the asymmetry is measured as a function of
muon η and the acceptance region is also defined by muon pT .
• The contribution from other backgrounds is small, . 1%. The main sources
are Z/γ∗ → τ+τ− decays, followed by τ(s) decaying into the muon(s), and
tt¯ production, followed by their semi-leptonic decays through Ws. The
contribution from single-top and diboson production backgrounds was
estimated and found to be negligible (< 0.1%).
5.1.5 MC Simulated Datasets
In order to model the signal and electroweak background processes, a
POWHEG [55] MC event generator is used, which is based on matrix element cal-
culations in the next-to-leading order of QCD. It is interfaced with PYTHIA [56]
which provides parton showering and hadronization. To properly take into
account the spin-correlations in processes involving τ lepton decays, such as
W → τν and Z/γ∗ → τ+τ−, the TAUOLA [57] package is used. The POWHEG-
generated samples use a CT10 model for PDFs. The detector response to all
generated particles is then simulated by a GIANT4 [58] package, and final events
are produced using the same event reconstruction algorithms as were used on
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the data.
QCD events are generated with PYTHIA; the CTEQ6l [59] PDF model is
used to describe parton distributions. In order to avoid running a highly CPU-
intensive detector simulation on all QCD generated events, a muon-enriched
sample is produced by selecting only the events which contain a true pT > 15
GeV muon.
Pileup is modeled by adding a certain number of simulated minimum-
bias events to the hard-scatter event content, prior to running the final event-
reconstriction. Two types of pileup are distinguished. In-time pileup refers to
additional interactions in the same bunch-crossing as the main interaction. Soft
particles, produced in these interactions contaminate the physics events under
study. In addition, since the detector’s response-time is of the same order as the
bunch-spacing, hard-scatter events are also contaminated by late and early sig-
nal tails arriving from the soft interactions in previous and subsequent bunch
crossings, respectively. This type of pileup will be called out-of-time pileup.
Table 5.3: Signal and background processes and Monte-Carlo tools used
to produce them, along with the theoretical cross sections and
effective integrated luminosities.
Process Generator Region σ (pb) Lequivint ( fb
−1 )
W+ → µν POWHEG – 6152 3.1
W− → µν POWHEG – 4286 3.0
W+ → τν POWHEG – 6152 0.5
W− → τν POWHEG – 4286 0.7
Z/γ∗ → µ+µ− POWHEG M > 20 GeV 1666 9.8
Z/γ∗ → µ+µ− POWHEG 10 GeV < M < 20 GeV 3400 1.9
Z/γ∗ → τ+τ− POWHEG M > 20 GeV 1666 7.8
tt¯ POWHEG – 158 6.1
QCD PYTHIA pµT > 15 GeV 79700 0.6
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Table 5.3 shows a list of signal and background processes, along with the
tools used to generate them. Signal and electroweak background cross sections
are calculated at NNLO QCD with the FEWZ [28] package, while the tt¯ cross sec-
tion is evaluated at NLO QCD with the MCFM tool [60]. One should note that
we will only rely on tt¯ theoretical cross section in this analysis, since normaliza-
tion of all other backgrounds will be assessed by data-driven techniques. The
equivalent integrated luminosity is calculated as Lequivint = Nevents/σ, where Nevents
is the number of generated events after matching the pileup distribution to data,
as described in Section 5.2.3.
5.2 Corrections
In this Section we describe corrections we need to apply to the reconstructed
muon momentum and ~6ET , in order to prepare E/T templates in data and simu-
lation. These templates will be used later for W± → µ±ν signal yield and charge
asymmetry extraction. We will also review the measurement of muon selection
efficiencies using the Tag-and-Probe method in Z → µ+µ− events and normaliza-
tion of electroweak background templates.
5.2.1 Muon momentum scale correction
The momentum of the reconstructed muon critically depends on the correct
alignment of the tracker system and the details of the magnetic field. However,
after the alignment of the tracker detector, a residual misalignment remains that
is not perfectly reproduced in the MC simulation. This misalignment leads to
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a charge-dependent bias in the reconstruction of muon momenta, which is re-
moved with a muon momentum correction. The detailed description of the
method for extraction of the muon correction factors using Z/γ∗ → µ+µ− events
is given in reference [61].
First, corrections to muon momentum in bins of η and φ are extracted sep-
arately for positive and negative muons using the average values of the 1/pT
distributions of muons in Z/γ∗ → µ+µ− events. The 1/pT spectra at the MC
generator-level, smeared by the reconstruction resolution, are used as “Refer-
ence” to which the reconstructed spectra in both data and MC simulation are
tuned to match. Second, the correction factors derived in the previous step are
tuned by comparing the dimuon invariant mass in each bin of muon charge Q
and η to the “Reference”. By comparing the correction factors for positively and
negatively charged muons in each bin, we can determine relative corrections
for misalignment and for uncertainties of the magnetic field in the tracker sys-
tem. We found that the bias resulted predominantly from misalignment. The
same procedure was performed for both the data and for the reconstructed MC
events; correction factors were determined separately.
The average of the Z mass (mass profile) as a function of muon Q and η
before and after the 1/pT tuning is shown in Fig. 5.4. The Z mass profiles after
the correction are compared to the reference mass profile for the data and for
the reconstructed MC events, respectively. Z mass profiles agree well with the
reference, so the muon momentum bias was largely removed. Note that the
reference mass profile is expected to be a function of η because of the pT cuts
on the two daughter muons. Correction factors are extracted using the same η
binning defined for the charge asymmetry analysis in order to avoid correlations
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Figure 5.4: Dimuon mass profile before (top) and after (bottom) muon mo-
mentum correction.
between different η bins.
5.2.2 W and Z transverse momentum re-weighting
The POWHEG MC generator, used in this analysis to model all electroweak pro-
cesses, does not accurately describe the transverse momentum distribution of
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vector bosons in data. To improve the description we use weight-factors pro-
vided in the muon momentum correction package [61]. The weight factors
are derived by comparing the pT distribution in data and simulated Z → µ+µ−
events. Several iterations are performed to unfold the weight factors to the gen-
erator level pgenT .
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Figure 5.5: Comparison of boson pT distributions between data and MC
in Drell-Yan control region before (left) and after (right) weight-
ing.
Figure 5.5 shows a comparison of the pT distribution in data and simulated
Z → µ+µ− events in our control region before and after applying w = w(pgenT )
weight factors, showing that the weight-factors improve the description of the
boson pT . The mismodeling of the boson transverse momentum is primarly due
to missing soft gluon radiation terms in the perturbation series, which should
be similar in W and Z events. Therefore we also apply the same weight factors
to our generated W events. Systematic uncertainty associated with this assump-
tion will be discussed in Section 5.5.
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5.2.3 Pileup re-weighting
MC samples in the CMS are normally produced centrally before the data-
collection is finished. Therefore, the pileup distribution in simulation does not
exactly match but roughly covers the expected luminosity conditions in data.
To match the pileup distribution in data, all simulated samples are re-weighted
event-by-event.
In this analysis we employ the 3D pileup re-weighting technique. Based on
the distribution of the mean number of interactions in data, shown in Fig. 5.2,
and the distribution of the true number of interactions in simulation, triplet
distributions of (N−1, N0, N1) (early, in-time, and late pileup) are generated by
randomly sampling the above distributions and generating the triplet of num-
bers with Poisson probability around this mean. The cumulative 3-dimensional
distributions for data and simulation are then used to derive the MC weights,
based on the triplet of early, in-time, and late pileup values in a given event.
We check the performance of the pileup re-weighting algorithm by looking
at the distribution of the number of reconstructed primary vertices in the Drell-
Yan control region. Figure 5.6 shows good agreement between the data and MC
simulation.
For the MC simulation templates in the W fit, instead of weighting all events
with the pileup 3D weights, discussed above, we filter them using an accept-
reject technique based on the same weights. This is done to avoid a large spread
of event weights, which degrades the Barlow-Beeston fit performance because it
relies on the raw number of entries and average weights in MC template bins 1.
1If we performed the pileup re-weighting of all events, many events would end up having
very small weights. Consequently, MC template bins would have many entries, which would
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Figure 5.6: (left) Distribution of number of recontructed primary vertices
in Z/γ∗ → µ+µ− events in data (points) and simulation (his-
togram). (right) In-time pileup distribution in W → µν sim-
ulated events after re-weighting all events with pileup 3D
weights and the same distribution after filtering events based
on the same weights.
In Fig. 5.6 (right) we verify that the two methods give the same in-time pileup
distributions in the W signal MC sample. By filtering the events, we effectively
lose an extra 10% of each sample in terms of the statistical uncertainties, com-
pared to re-weighting.
5.2.4 Muon selection efficiency
Overall efficiency in the selection of muon candidates gets contributions from
reconstruction, identification (including isolation), and trigger efficiencies. The
not contribute much to their contents, but would artificially make them more precise. As a
result, BB fit would underestimate the uncertainties of floating parameters and overestimate
the corresponding best-fit χ2 = −2 lnL value.
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muon reconstruction efficiency includes contributions from the reconstruction
efficiency in the inner tracker system and in the outer muon system. The muon
offline efficiency is the product of reconstruction and identification efficiencies.
The contribution of each component to the overall efficiency (tracking, outer
muon reconstruction, identification and trigger) is measured from the Z/γ∗ →
µ+µ− events using the Tag-and-Probe (T&P) method. In the T&P method, one of
the daughter muons is used to tag the Z/γ∗ → µ+µ− event and the other muon
candidate is used as a probe to study the muon efficiencies as a function of
charge Q, η and pT . For every event a positively (negatively) charged muon is
selected as the tag, which is required to satisfy all offline and trigger selection
criteria; and a negatively (positively) charged probe candidate is used to study
the efficiencies of negatively (positively) charged muons.
Each individual efficiency is determined for each charge Q of the muon in
22 η and 7 pT bins. The same procedure is done for both data and MC sim-
ulation. The η binning is the same as one in our charge asymmetry analysis
(but +η and −η bins are considered separately), and the pT bins have the follow-
ing boundaries (in GeV): 15, 20, 25, 30, 35, 40, 45, ∞. For the offline efficiency
measurement, a binned likelihood fit is performed over the Z mass spectrum to
estimate the signal and background yields in both passed and failed categories.
The trigger efficiencies are measured by counting events in these two categories2,
which allows each η bin to be further divided into 2 or 3 bins to allow efficiency
measurements in finer η bins.
Figure 5.2.4 shows example fits to mµµ distributions in passed and failed cat-
egories which are used to determine the global muon reconstruction efficien-
2The tag-muon is always required to be matched with a trigger object. The two categories
are based on whether or not the probe muon also has the corresponding reconstructed trigger
object.
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cies. The signal shape is modeled with a generator level dimuon mass spectrum
convoluted with the Gaussian resolution function. The background is modeled
with an exponential function.
Figure 5.8 summarizes muon “offline” and “trigger” efficiencies in data.
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Figure 5.7: Example fits to the mµµ distributions in passed and failed cate-
gories to determine the positive muon reconstruction efficiency
in 0 < η < 0.2 and three different pT bins.
Muon selection efficiency affects the asymmetry measurement in two ways.
First, all MC simulated samples, after having been normalized to theoreti-
cal cross sections, are corrected for the mismodeling of muon selection effi-
ciency by weighting each event with data(Q, pT , η)/mc(Q, pT , η). In addition,
Z/γ∗ → µ+µ− events are further corrected for the second muon efficiency both
in the control region and the W signal region by o f f linedata (Q, pT , η)/
o f f line
mc (Q, pT , η)
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Figure 5.8: Offline (top) and trigger (bottom) selection efficiencies for µ+
(left) and µ− (right) in data as a function of muon pT and η.
and (1 − o f f linedata (Q, pT , η))/(1 − o f f linemc (Q, pT , η)), respectively. In the W signal re-
gion, only events where the second generated muon falls inside the acceptance
region, pT > 25 GeV and |η| < 2.4, are weighted and those Q, pT and η values are
used to evaluate the weight factors.
Because of the CMS detector’s imperfect uniformity, both in terms of mate-
rial distribution and alignment, it is possible to have different selection efficien-
cies for positive and negative muons. If this is the case, the observed charge
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asymmetry in selected events will be biased and needs to be corrected. If the
average selection efficiency of positive and negative muons is ±data(η), then one
can use the following equation,
A =
A0 − 0.5(1 − A0)δ
1 + 0.5(1 − A0)δ ≈ A0 − 0.5(1 − A
2
0)δ, (5.3)
where δ = +(η)/−(η) − 1, to correct the observed asymmetry A0 to the true
value A in each pseudorapidity bin. Given the 2-dimensional pT − η efficiency
tables, displayed in Fig. 5.8, we calculate the average data efficiency in each
pseudorapidity bin with the selected signal MC events using
Q(η) =
∑
w∑
w/data(Q, η, pT )
=
∑
ωdata(Q, η, pT )/mc(Q, η, pT )∑
ω/mc(Q, η, pT )
, (5.4)
where w = ωdata(Q, η, pT )/mc(Q, η, pT ) includes all weight factors applied to W
signal events, and ω is the remaining factor, which in the default scenario is the
boson qT weight.
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Figure 5.9: Ratio of positive and negative muon selection efficiencies.
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The corresponding +/− values in 11 pseudorapidity bins are displayed in
Fig. 5.9 as solid circles. One can see that this ratio deviates from unity in cer-
tain pseudorapidity bins. These deviations are primarily caused by the online
trigger selection efficiency. As a cross-check we also calculate the average effi-
ciencies by looping over all generated W → µν events with pT > 25 GeV and
calculating (Q, η) =
∑
ωdata(Q, η, pT )/
∑
ω. As expected, the two methods yield
consistent values for the ratio of positive and negative muon selection efficien-
cies.
5.2.5 Tuning of the Missing Transverse Energy
This Section describes the corrections that we must apply to the PF-~6ET determi-
nation of the missing transverse momentum before we can use it in our analy-
sis. There are three main corrections that we can derive from and test with our
Drell-Yan control sample:
• correction for the muon ~pT bias described in Section 5.2.1,
• correction for the φ(~6ET ) modulation observed in both data and simulation,
• correction for the hadronic recoil response and resolution in simulation to
match those in data.
Recoil definition
Recoil is defined as the vector sum of the transverse momenta of all PF candi-
dates, excluding the identified muons. In the Drell-Yan control sample it can be
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written as:
~u = −~6ET − ~qT , (5.5)
where ~qT is the transverse momentum of the dimuon system. In W → µν events
it is defined as:
~u = −~6ET − ~p µT . (5.6)
We then define the parallel and perpendicular components of this vector
relative to the boson direction as u|| and u⊥, respectively. In order to define the
boson qT and direction, we use the reconstructed muon whenever possible. So,
in the Drell-Yan control sample, we define the boson momentum as that of a
reconstructed dimuon system. In simulated W → µν events we define it as ~qW =
~p recoµ +~p
gen
ν , while in W → τν events we use the generated W momentum directly.
The Z/γ∗ → µ+µ− MC background events in the W-signal region are split into
two categories based on the direction of the “missing” generated muon that
failed the DY veto.
• If the “missing” generated muon falls within the tracker fiducial (failing
some of the muon quality criteria, e.g. isolation), we define the recoil and
recoil axes as in the Drell-Yan control sample, using the generated muon
instead of the reconstructed one.
• When the “missing” generated muon falls outside of the trackers cover-
age, it behaves like a neutrino. Therefore, the recoil and recoil axes are
defined as in the W signal, replacing neutrino momentum with the mo-
mentum of the second generated muon.
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Φ modulation correction
The reconstructed ~6ET distribution is not isotropic in φ. The main sources of this
modulation are the non-uniform reconstruction efficiency of low-pT tracks and
the non-uniform response of the HCAL and ECAL to the soft particles. Since
a significant fraction of low-pT particles comes from the additional minimum-
bias interactions, it is expected that this φ modulation will be more pronounced
in events with larger pileup. We also observe that the effect of modulation is
larger in the data than in the simulation, and that the phase of the modulation
is different. So, instead of matching the MC simulation to the data, we apply
a correction to remove this modulation and make the φ(~6ET ) distribution flat in
both.
We derive the correction for φ modulation by studying the average perpen-
dicular recoil as a function of boson φ for a different number of reconstructed
vertices in both the data and the MC simulation. We first correct the ~6ET for muon
momentum scale in both samples. Then we look at the average u|| profile as a
function of boson qT and fit it with the function
− u˜||(qT ) = (c0 + c1qT )
(
1 + erf(αqβT )
)
. (5.7)
This step is only needed to check that the amplitude of 〈u|| − u˜||(qT )〉(φ) variation
is consistent with the amplitude of the 〈u⊥〉(φ) variation. The phase difference
should be pi/2.
Figure 5.10 shows the profile of 〈u|| − u˜||(qT )〉(φ) and 〈u⊥〉(φ) for 7 interaction
vertices. Each such profile is fitted with A j(n) cos(φ−φ0, j(n)), where n is the num-
ber of reconstructed vertices, and j denotes whether it is a perpendicular or
parallel component. Then, in Fig. 5.11, we fit the amplitude of the perpendicu-
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function of boson φ for 7 reconstructed interaction vertices.
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lar recoil as a linear function of pileup and fit the phase (φ0,⊥−pi/2 for the parallel
component, and φ0,|| − pi for the perpendicular component) with a constant. The
fits are only performed for the perpendicular component. The parallel compo-
nents are overlaid only to check the consistency. To remove the φ modulation
from ~6ET , we add a 2d-vector to ~6ET , whose direction is independent of pileup
(but different in the data and in the simulation), and the amplitude is a linear
function of pileup:
E/X = E/X + (A0 + knpu) cos(φ0)
E/Y = E/Y + (A0 + knpu) sin(φ0). (5.8)
Note, this correction is independent of the recoil axis and will be applied in
all MC simulated and data events.
Average parallel recoil
After having corrected ~6ET for muon scale and φ modulation, we derive the aver-
age recoil as a function of boson qT in 4 bins of the leading jet |η|: [0.0–1.2], [1.2–
2.4], [2.4–3.0], [3.0–5.0]. Jets are formed by clustering all PF-candidates, except
for identified PF-muons, with the anti-kt algorithm with cone size of R = 0.5.
Each recoil profile is fitted with the following function:
− u˜||(qT ) = (c0 + c1qT )
(
1 + erf(αqβT )
)
. (5.9)
As one can see from Fig. 5.12, the difference between average recoil in the data
and in the MC simulation is quite sensitive to η of the jet against which the
boson is recoiling.
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Figure 5.12: Profile of the recoil distribution in data (solid circles) and sim-
ulation (open circles) for two pseudorapidity bins of the lead-
ing jet, 0.0 < |η| < 1.2 (left) and 3.0 < |η| < 5.0 (right).
Resolution of perpendicular and parallel recoils
The resolution of the parallel and perpendicular recoil is measured as a func-
tion of qT for different numbers of reconstructed vertices. Figure 5.13 shows
an example distribution of u⊥ and (u|| − u˜||(qT ; η jet)) for 10 GeV < qT < 12 GeV
and 7 interaction vertices. Each such distribution is fitted with a Gaussian func-
tion. Figure 5.14 shows the σ of the result function from the previous step,
parametrized as a function of qT with the expression
σ(qT ; n) =
√
N2n + S 2nqT . (5.10)
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Closure Test
We test the performance of the ~6ET tuning procedure in our Drell-Yan control
sample itself (“closure test”). All ~6ET correction steps can be summarized as
follows:
1. Correct ~6ET for the muon scale bias in both the data and the MC simulation.
2. Remove the φ modulation ( Eq. 5.8 ) in both the data and the MC simula-
tion.
3. Shift the average and scale the resolution of recoil components in the sim-
ulation to match the values in data:
u|| =
(
u|| − u˜||MC
) σDA||
σMC||
+ u˜||DA, (5.11)
u⊥ = u⊥
σDA⊥
σMC⊥
, (5.12)
where u˜|| and σ||,⊥ are calculated with Eqs. 5.9 and 5.10, respectively.
4. Recalculate the ~6ET in the MC simulation with the corrected recoil.
Figure 5.15 shows that ~6ET corrections improve the agreement between data
and MC simulation and remove φ(~6ET ) modulations from both.
5.2.6 Drell-Yan normalization correction
The Drell-Yan Z/γ∗ → µ+µ− process is one of the dominant backgrounds in the
selected sample and makes up about 3–8% of all events depending on the pseu-
dorapidity bin. When extracting the W± → µ±ν signal yields in each pseudora-
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Figure 5.15: Uncorrected (top) and corrected (bottom), E/T (left) and φ(~6ET )
(right) distributions in Drell-Yan control sample.
pidity bin with the maximum likelihood fit, the normalization of Z/γ∗ → µ+µ−
background is fixed. It is determined as follows.
The entire generated POWHEG sample is first normalized using the theo-
retical cross section, calculated at NNLO of QCD, to the measured integrated
luminosity. Then, to take into account mismodeling of the muon selection ef-
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ficiencies, all simulated Z/γ∗ → µ+µ− events in the Drell-Yan control region are
weighted with the following factors:
w =

f ull
data(Q1, pT1, η1)

f ull
MC (Q1, pT1, η1)
× 
o f f line
data (Q2, pT2, η2)

o f f line
MC (Q2, pT2, η2)
. (5.13)
At the end, the residual k-factors are derived in the six dimuon mass bins
listed in Table 5.4, which fix the normalization of simulated events to the data.
These k-factors are by default applied to correct the Z/γ∗ → µ+µ− background
normalization in the W signal region, on top of the efficiency corrections, de-
scribed in Section 5.2.4. When evaluating systematic uncertainties, the full cor-
rection is included in the variation of Z/γ∗ → µ+µ− background normalization.
The details will be discussed in Section 5.5.
Table 5.4: Z/γ∗ → µ+µ− normalization k-factors in six mass bins.
Mass bin(GeV) 15 – 30 30 – 40 40 – 60 60 – 120 120 – 150 150 −∞
k-factor 1.637 1.265 1.040 1.027 1.081 1.159
Figure 5.16 shows the distribution of leading muon η in data and simulated
Z/γ∗ → µ+µ− events for positive and negative muons. The normalization of the
MC simulation has been fixed with the efficiency correction factors from Eq. 5.13
and the residual mass-dependent k-factors described above. The uncertainty
band includes the full k-factor values in addition to uncertainties of the PDFs,
muon momentum, and selection efficiencies.
5.2.7 QCD /ET shape
By default, all ~6ET corrections described in the previous Sections are also applied
to QCD MC simulated events. Although the event topology of QCD events is
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Figure 5.16: Leading positive (left) and negative (right) muon pseudo-
rapidity distributions.
quite different from that of Z/γ∗ → µ+µ− and W → µν events, there are common
sources of disagreement between the data and the simulation, such as pileup,
which we want to take into account. In QCD events we define the recoil axes
to be oriented along the reconstructed muon’s ~pT and calculate the relevant ~6ET
correction parameters using its magnitude.
In this Section we test our ~6ET correction technique in a QCD control region.
Events selected for the QCD-enriched sample fail the default isolated single
muon HLT, but pass the corresponding non-isolated single muon trigger. We
also invert the offline tracker isolation. The non-isolated trigger was prescaled
and the prescale factor was increasing during the 2011 data-collection period.
Our sample is largely dominated by the very first segment of the 2011A data,
consisting of a total integrated luminosity of 0.28 fb−1.
Figure 5.17 shows good agreement between the E/T distributions of the data
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Figure 5.17: The E/T distribution in the QCD-enriched sample, containing
positively (left) and negatively (right) charged reconstructed
muon. ~6ET corrections have been applied in both the data and
the simulation. The W → µν contribution is normalized to the
measured luminosity and the QCD MC sample is normalized
to the data. The green shaded band in each ratio plot shows
the statistical uncertainty of the QCD MC E/T shape and the
yellow shaded band shows the total uncertainty, including the
systematic error.
and the MC simulation after all the corrections were applied. Because the QCD
events are quite different from the Z/γ∗ → µ+µ− events and the recoil axes (as
well as the recoil itself) is not well defined, we apply the conservative variation
of the QCD E/T shape when evaluating systematic uncertainty. To do so, we
remove the recoil correction and the smearing part from the ~6ET corrections and
fit the ratio of the resulting E/T distribution to the fully corrected distribution,
using the p0 + p1Gaus(0, p3) function. Then we re-weight the fully corrected E/T
distribution. The corresponding variations are shown by the yellow bands on
the bottom parts in Fig. 5.17.
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5.3 Fitting with finite MC samples
The W± → µ±ν signal yields in each pseudorapidity bin are extracted by fitting
the E/T distribution in data with the signal and the background templates. As
described in the previous Section, all templates are derived from the MC simu-
lation and are corrected with the data-driven techniques.
In our analysis we employ the binned maximum likelihood fit technique de-
veloped by Barlow and Beeston (BB), which takes into account statistical uncer-
tainties in both data and simulation. As described in reference [50], this method
assumes that the bin-contents of all simulated histograms are smeared accord-
ing to a Poisson distribution around their corresponding true values. However,
since the total number of events in each MC source is a deterministic number,
the template distributions should be treated as multinomials3. If the number
of simulated events is much larger than the number of events in data, which is
normally the case, then the BB approximation works well4. However, the total
number of generated signal and QCD events in our analysis is less than what we
expected given our data sample (Table 5.3). In such a case, BB approximation
can lead to a notable overestimation of statistical errors.
In the following Sections we first describe the BB technique, then we show
two ways of calculating the correct error matrix of floating parameters, regard-
less of the generated MC samples size.
3Even if one does not want the total number of events in a given template to be determin-
istic (e.g. to take the statistical uncertainty of the event selection efficiency into account), if its
normalization is floating in the fit, then its distribution must be treated as a multinomial.
4Of course, if the number of simulated events is sufficiently large, then the statistical errors
in MC templates can be neglected altogether.
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5.3.1 Barlow-Beeston Technique
A typical problem in many High Energy Physics analyses is to estimate the com-
position of a data sample based on the MC simulations of the various sources.
A commonly accepted approach is to fit some distribution (generally of more
than one dimension) in data events to simulated templates.
Suppose we have a binned distribution di ( 1 ≤ i ≤ NB ) of some variable
in our data sample, which we want to use to estimate its composition. We also
have NS simulated template histograms with the same binning for all processes
that we expect to contribute to our data sample. The total number of events in
a simulated source j we will denote by M j =
∑NS
j=1 a ji, where a ji is the number
of events it contributes to bin i. The corresponding total expected number of
events in our data sample we will denote by D j. The key variables in the BB
formalism are the strength-factors, p j = D j/M j, indicating the factor by which the
source j should be scaled to yield the corresponding expected number of events
in data. In our analysis we will be interested in the total number of events D j in
data for each source j.
In the nominal (i.e. without BB) approach, ignoring the statistical fluctua-
tions in simulated templates, the total predicted number of events in a bin i can
be then written as:
gi =
NS∑
j=1
p ja ji. (5.14)
To find the most probable values for p j, or equivalently, for D j, one would max-
imize the log-likelihood
lnL =
NB∑
i=1
di ln
gi
di
− gi. (5.15)
In the BB technique, statistical uncertainties in simulated templates are also
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taken into account. Namely, it is acknowledged that the observed a ji counts are
in fact smeared around their corresponding true values, A ji, which are in general
unknown. The total predicted number of events in a bin i is thus expressed as
fi =
NS∑
j=1
p jA ji, (5.16)
and the likelihood 5.15 is extended to include the fluctuations in the MC tem-
plates:
lnL =
NB∑
i=1
di ln fidi − fi +
NS∑
j=1
(
a ji ln
A ji
a ji
− A ji
) . (5.17)
The likelihood 5.17 has NS unknown parameters of interest p j and NS × NB
unknown variables A ji, which we are not really interested in. Differentiation of
this likelihood with respect to p j’s leads to the following set of NS equations,
NB∑
i=1
diA ji
fi
− A ji = 0 ∀ j, (5.18)
and differentiation with respect to A ji’s leads to the following set of NS × NB
equations,
dip j
fi
− p j + a jiA ji − 1 = 0 ∀i, j (5.19)
Then the variable ti = 1 − di/ fi is introduced, which significantly simplifies the
Eq. 5.19. Its value equals unity if di is zero, otherwise it can be found by solving
its corresponding equation,
di
1 − ti =
∑
j
p ja ji
1 + p jti
, ∀i, (5.20)
for a given set of {p j}. The predicted number of events from each source can
then be calculated as
A ji =
a ji
1 + p jti
. (5.21)
Special considerations apply in a bin if the number of events aki for one or
more MC sources is zero. For a source k with a zero count in a bin i, aki = 0, the
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predicted Aki can be non-zero, only if pk is the largest of all strength-factors and
its expression,
Aki =
di
1 + pk
−
∑
j,k
p ja ji
pk − p j (5.22)
yields a positive value.
To summarize, for a given set of parameters of interest {p j} one can numeri-
cally calculate the optimal values of A ji, that maximize the likelihood 5.17, either
by using the Eqs. 5.20 and 5.21, or the Eq. 5.22. The optimal values for {p j} are
then typically found by minimizing the −2 lnL, using one of the standard mini-
mization tools, e.g. MINUIT [62].
5.3.2 Adjusting the error matrix after the fit
The BB formalism, described above, assumes that a ji’s are smeared around the
true values, A ji’s, according to the Poisson distribution. Since the total number
of events in each MC source is a deterministic number, however, the distribu-
tions are in fact multinomial. The Poisson treatment of these distributions leads
to overestimated uncertainties of corresponding strength factors p j (or, equiv-
alently, of D j). In this Section we discuss a simple way of adjusting the error
matrix for {D j}.
Let’s assume that the BB fit, described in the previous Section, reports the
optimal strength-factors {p j} along with the corresponding uncertainties {δp j}
and the correlations ρ(δp j, δpk). The corresponding optimal values for D j can
then be calculated as
D j = p j × M j (5.23)
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Since the MC distributions in the BB likelihood are treated as Poisson, the total
predicted number of events
∑
i A ji in each MC source is floating in the fit. There-
fore, the reported statistical uncertainty of the strength factors will contain the
uncertainty of both the template shapes and the normalizations. This can be
quantified as follows:
δp2j
p2j
=
δD2j
D2j
+
δM2j
M2j
, (5.24)
where δD j/M j would be the statistical error of the strength factor p j, if the total
expected number of events from the corresponding MC source,
∑
i A ji, were not
allowed to float. So, given the optimal values and errors of p j, corresponding to
the likelihood 5.17, we can adjust the uncertainties of D j after the fit, as
δD j =
√
M2jδp
2
j − p2jδM2j . (5.25)
Since there are no correlations between the statistical uncertainties of the total
numbers of events in the different MC sources, off-diagonal elements of the
covariance matrix do not need to be corrected. Therefore one can adjust the
correlation factors as
ρ(δD j, δDk) =
M jδp jMkδpk
δD jδDk
ρ(δp j, δpk), (5.26)
where δD j and δDk are calculated according to the Eq. 5.25.
The Eqs. 5.25 and 5.26 provide a simple way to adjust the error matrix on
{D j} using the optimal values and uncertainties of the strength factors in BB
likelihood. If, however, different MC sources are linked in a certain complicated
way, or one wants to extract a certain combination of various sources directly
from the fit, this approach might be not applicable (or the correction procedure
might get too involved). In the next Section we describe an alternative approach,
where the fit directly returns the correct error matrix without the need for any
adjustments.
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5.3.3 Constrained Barlow-Beeston likelihood fit
An alternative way to extract the correct error matrix of floating parameters
from the fit is to maximize the likelihood 5.17 in the constrained parameter-
space, where the total number of predicted events in each MC source is fixed to
the corresponding observed value:∑
i
A ji =
∑
i
a ji ∀ j (5.27)
As described in the reference [50], these normalization conditions are satisfied
automatically at the maximum of the original BB likelihood. Therefore these
constraints should not change the optimal values for the strength-factors. How-
ever, since the allowed space for free parameters is now limited, the reported
error matrix will be different.
To implement the above constraints, we add the Lagrange-Multiplier terms
for each MC source to the likelihood 5.17,
lnL =
NB∑
i=1
di ln fidi − fi +
NS∑
j=1
(
a ji ln
A ji
a ji
− A ji + λ j(A ji − a ji
) , (5.28)
and rewrite the math accordingly. Taking the differentials with respect to p j
leads to the same Eq. 5.18. The differentials with respect to A ji now depend on
λ j,
dip j
fi
− p j + a jiA ji − 1 + λ j = 0 ∀i, j. (5.29)
And differentials with respect to λ j lead to the constraining Eq. 5.27. Following
the same steps and introducing ti = 1 − di/ fi, we get the following two sets of
equations:
di
1 − ti =
∑
j
p ja ji
1 + p jti − λ j , ∀i (5.30)∑
i
a ji(λ j − p jti)
1 + p jti − λ j = 0, ∀ j (5.31)
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So, instead of NB independent Eqs. 5.20 for ti, now we have NB equations for ti
which depend on {λ j}; and NS equations for λ j, which depend on {ti}, which is
a slight technical complication. The two sets of equations are solved iteratively.
In each iteration a current set of values {ti} is used to solve all NS Eqs. 5.31 for λ j;
then the result set of {λ j} is used to solve all NB Eqs. 5.30 for ti; and so on, until
the required precision is reached. Each equation is solved numerically using
Newton’s method.
Having found optimal {ti} and {λ j} values for a given set of {p j}, the predicted
number of events from each MC source in each bin is calculated as
A ji =
a ji
1 + p jti − λ j . (5.32)
We also re-write the equations concerning the zero bin content case in the
MC templates. For a given source k, which has a zero count in bin i, aki = 0, the
corresponding predicted number of events Aki can be non-zero only if this MC
source has a maximum value for pk/(1 − λk) and its final expression, which now
reads,
Aki =
di
1 − λk + pk −
∑
j,k
p ja ji
pk(1 − λ j) − p j(1 − λk) (5.33)
returns a positive value.
The advantage of this method is that the uncertainties in the floating parame-
ters of the fit do not need to be adjusted. Therefore, one can replace the strength-
factors in the likelihood 5.28 by the parameters of ultimate interest (e.g. {N j}, or
various combinations between them, such as sums and asymmetries); and di-
rectly retrieve the correct covariance matrix of their uncertainties from the fit.
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5.3.4 Toy MC Studies
We use a toy study to examine the performance of each method described in
the previous Sections. We generate distributions similar to the E/T distributions
in signal and background events. In the toy study W± → µ±ν, signal events in
data are contaminated by a QCD background. The total number of generated
signal (QCD) events in the MC simulation is ∼1.5 (10) times less than in “data”.
Table 5.5 shows the details of the toy setup.
Table 5.5: The setup for toy studies with maximum likelihood fit.
W+ W−
true number of events in data DT 550,000 350,000
true number of signal events in data DTS 500,000 300,000
true number of QCD events in data DTQ 50,000 50,000
number of signal events in MC MS 300,000 200,000
number of QCD events in MC MQ 5,000 5,000
The E/T shapes in signal ( fS ) and QCD ( fQ) events are defined as follows:
fS (x) = x × Gaus(x;m = 40, σ = 15), 0 < x < 100
fQ(x) = x × Gaus(x;m = 0, σ = 17), 0 < x < 100 (5.34)
The shapes are identical for two charges, both in data and in the MC templates.
All histograms have 100 bins of width equal to 1.0.
We generate 10,000 pseudo-experiments with the parameters listed above. In
each round we smear the total number of W± → µ±ν and QCD events according
to the Poisson distribution around the true values listed in Table 5.5. We fill the
corresponding histograms by randomly sampling the shapes in Eqs. 5.34. Then
we perform the simultaneous fit of the E/T distributions in W+ and W− candidate
events with MC templates, floating three parameters:
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1. the strength-factor for W+ → µ+ν events, p+
2. the strength factor for W− → µ−ν events, p−
3. the common strenth-factor for the QCD+ and QCD− events, pQ.
The example E/T distributions in W+ and W− events are depicted in Fig. 5.18.
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Figure 5.18: Example E/T distributions in W+ (left) and W− (right) candi-
date events in one of the toy experiments. Each MC source is
scaled by the strength-factor evaluated from the fit.
In each pseudo-experiment, we calculate the predicted number of events in
data for each source as N j = p j × M j. The fit is performed and the uncertainties
and correlations are evaluated in three different ways:
1. Nominal BB fit, δN j = M jδp j; ρ(δN j, δNk) = ρ(δp j, δpk)
2. Nominal BB fit, adjusted uncertainties and correlations (Eq. 5.25 and 5.26)
3. Constrained BB fit, δN j = M jδp j; ρ(δN j, δNk) = ρ(δp j, δpk)
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Table 5.12 shows the uncertainties and correlations calculated with the three
methods listed above in one of the toy experiments. The asymmetry and its
uncertainty is calculated using the Eqs. 5.36 and 5.37. One can see that while
the constrained BB fit and the adjusted errors give the same results, the raw
uncertainties from the BB fit are overestimated by about 40%.
Table 5.6: The statistical uncertainties and correlations calculated with the
three fit methods in one of the toy experiments. The central val-
ues in all three cases are the same: N+ = 499015, N− = 300944,
NQ = 101176 and A = 0.2476.
δN+ δN− δNQ ρ−,Q ρ+,Q ρ+,− δA(%)
Nominal fit, raw unc. 1321 1038 1443 -28.8 -27.6 8.0 0.20
Nominal fit, adjusted unc. 957 790 1029 -53.1 -53.4 14.4 0.14
Constrained fit, raw unc. 957 790 1029 -53.1 -53.4 14.4 0.14
Figure 5.19 shows the results from the toy study with the constrained BB
fits. The average values of calculated correlation factors over the 10,000 pseudo-
experiments between the uncertainties are 〈ρ(δN−, δNQ)〉 = −53.8, 〈ρ(δN+, δNQ)〉 =
−53.2, and 〈ρ(δN+, δN−)〉 = 14.8. These values are consistent with the values
displayed in the 2-dimensional distributions in Fig. 5.19. All pull distributions
in Fig. 5.19 have a mean consistent with zero and a width consistent with unity.
Figure 5.20 shows that the nominal Likelihood fit using Eq. 5.15 (i.e. ignoring
uncertainties in MC templates) returns biased results and underestimates the
uncertainties by about ∼30% in our toy setup; the nominal BB approach yields
unbiased results but overestimates the uncertainties by about the same amount;
while the constrained BB fit returns unbiased results with correct uncertainties.
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Figure 5.19: Results from the toy study with constrained fits. The left plots
show the two-dimensional distributions of NQ vs. N−, NQ vs.
N+ and N− vs. N+, along with the corresponding correlation
factors. The right plots show the distributions of the pulls for
N+, N− and NQ.
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5.4 Extraction of the signal and charge asymmetry
Having applied all the online and offline muon selection criteria described in
Section 5.1, our selected data sample consisted of about 12.9 million W+ and 9.1
million W− candidate events, of which about 84% were W± → µ±ν signal events,
8% were QCD background and the remaining 8% were electroweak and tt¯ back-
ground events. The signal and background compositions differ across different
pseudorapidity bins. To extract the number of W± → µ±ν events and calculate
the charge asymmetry in each of the 11 pseudorapidity bins, we fit the E/T distri-
butions simultaneously in W+ and W− candidate events with the MC simulated
templates, using the constrained BB maximum likelihood technique described
in Section 5.3.3.
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The total likelihood for the simultaneous fit is written as
lnL =
∑
q=+,−
NB∑
i=1
dqi ln fqidqi − fqi + dqi +
NS∑
j=1
(
aq ji ln
Aq ji
aq ji
+ (λ j − 1)(Aq ji − aq ji)
) ,
(5.35)
where
• dqi is the data count in bin i for charge q;
• aq ji is the raw count of MC source j with charge q in bin i;
• Aq ji is the expected count of MC source j with charge q in bin i;
• fqi = ∑Nsourcesj=1 p jwq jiAq ji is the total predicted content of bin i in data for
charge q, where p j’s are strength-factors and wq ji is the average weight
for MC source j with charge q in bin i; and
• λ j is the Lagrange multiplier for source j.
In this likelihood the constant terms have been added such that in the large
statistics limit, −2 lnL returns the χ2 value. This value will be used to check the
goodness of each fit.
All MC templates are first normalized to the theoretical cross sections. Then
they are corrected for the different muon selection efficiencies in the data and
in the simulation. Additional mass-dependent k-factors are applied to the
Z/γ∗ → µ+µ− background events. The normalizations of the QCD templates with
positive (QCD+) and negative (QCD−) reconstructed muons are corrected up-
front, such that the ratio between them equals the value measured in the QCD
control region. Relative QCD+/QCD− normalization will be discussed in more
detail in the systematics Section. The template shapes are derived from the MC
simulation and are corrected with data-driven techniques. All initial correction
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factors for the normalization and the shape of each MC simulated template are
contained in wq ji weights.
The floating parameters in the fits are the total number of W+ → µ+ν events
(N+), the total number of W− → µ−ν events (N−), and the strength factor for
QCD events, which is common for the two charges. The strength factor for the
W± → τ±ν background is equal to that for the W± → µ±ν signal for each charge.
The normalization of other electroweak and tt¯ backgrounds remains fixed, with
the strength factors equal to unity.
After the fit we calculate the “raw” charge asymmetry and its error in each
pseudorapidity bin with the following equations:
A0 =
N+ − N−
N+ + N−
(5.36)
δA0 =
√
f 2+δN2+ + f 2−δN2− + 2ρ f+ f−δN+δN−, (5.37)
where f± = ±2N∓/(N+ + N−)2.
Figure 5.21 shows the example E/T distributions for W+ and W− candidate
events in three muon pseudorapidity bins for pT > 25 GeV. The W± → µ±ν and
QCD templates have been scaled according to the corresponding fit results. Ta-
ble 5.7 summarizes the results of all fits for pT > 25 GeV and pT > 35 GeV.
The second and third columns show the expected number of W+ and W− events.
The correlations between them are about 15%. These correlations are induced
by common QCD strength factors for the two charges. The χ2 values indicate a
good quality fit in all pseudorapidity bins.
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Figure 5.21: E/T distributions in W± → µ±ν candidates with pT > 25 GeV
and 0.0 ≤ |η| < 0.2 (a, b), 1.0 ≤ |η| < 1.2 (c, d), and 2.1 ≤
|η| < 2.4 (e, f). The ratios between the data points and the total
MC predictions are shown on the bottom of each panel. The
green shaded band shows the statistical uncertainty; and the
yellow shaded band shows the total uncertainty, including all
systematic errors discussed in Section 5.5.
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Table 5.7: Summary of fitted N+ and N−, their correlation coefficients, the
χ2 values, and the extracted raw charge asymmetries A0. Here
the correlations and A0 are in units of percent.
η bin N+/103 N−/103 ρ(δN+, δN−) χ2NDF=197 A0 × 100
pT > 25 GeV
0.00 – 0.20 1033.0 ± 1.4 764.9 ± 1.2 14.5 255 14.912 ± 0.096
0.20 – 0.40 970.2 ± 1.3 713.9 ± 1.2 14.9 190 15.216 ± 0.098
0.40 – 0.60 1060.3 ± 1.4 771.5 ± 1.2 14.7 220 15.766 ± 0.094
0.60 – 0.80 1055.1 ± 1.4 752.4 ± 1.2 14.6 213 16.745 ± 0.093
0.80 – 1.00 935.8 ± 1.3 652.1 ± 1.1 14.5 245 17.866 ± 0.098
1.00 – 1.20 931.0 ± 1.3 625.4 ± 1.1 13.9 231 19.636 ± 0.099
1.20 – 1.40 949.0 ± 1.3 621.6 ± 1.1 14.2 209 20.848 ± 0.099
1.40 – 1.60 957.1 ± 1.3 607.3 ± 1.1 13.7 202 22.365 ± 0.099
1.60 – 1.85 1131.8 ± 1.4 687.6 ± 1.2 14.7 225 24.417 ± 0.093
1.85 – 2.10 1113.4 ± 1.4 656.8 ± 1.1 12.9 237 25.797 ± 0.094
2.10 – 2.40 843.6 ± 1.2 481.3 ± 1.0 11.8 244 27.341 ± 0.106
pT > 35 GeV
0.00 – 0.20 574.3 ± 1.0 459.7 ± 0.9 18.9 203 11.083 ± 0.116
0.20 – 0.40 538.9 ± 0.9 428.9 ± 0.9 17.4 202 11.371 ± 0.119
0.40 – 0.60 588.3 ± 1.0 462.8 ± 0.9 18.5 187 11.935 ± 0.114
0.60 – 0.80 582.9 ± 1.0 453.7 ± 0.9 18.7 205 12.472 ± 0.114
0.80 – 1.00 513.7 ± 0.9 392.3 ± 0.8 18.7 218 13.406 ± 0.124
1.00 – 1.20 509.1 ± 0.9 379.2 ± 0.8 15.7 226 14.620 ± 0.121
1.20 – 1.40 520.2 ± 0.9 376.9 ± 0.8 16.2 191 15.970 ± 0.123
1.40 – 1.60 522.7 ± 0.9 370.2 ± 0.8 14.7 195 17.074 ± 0.123
1.60 – 1.85 614.6 ± 1.0 418.8 ± 0.9 17.5 239 18.945 ± 0.118
1.85 – 2.10 604.7 ± 1.0 395.8 ± 0.9 15.0 192 20.885 ± 0.123
2.10 – 2.40 464.3 ± 0.9 288.5 ± 0.8 14.7 234 23.357 ± 0.141
5.5 Systematic uncertainties
In this Section we discuss the systematic uncertainties in the measured muon
charge asymmetries. Since the W± → µ±ν signal yields and the asymmetries are
extracted by fitting E/T distributions, we consider all systematic sources that
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could affect the E/T shapes in the data and in the MC templates. The normal-
izations of some of the background sources are fixed in the fits. We therefore
also study the effect of systematic uncertainties on background source normal-
ization. In addition, we discuss possible sources of bias in the observed charge
asymmetries in the selected data sample; and we look at systematic uncertain-
ties associated with the corrections that remove these biases. All values of sys-
tematic uncertainties will be summarized in Section 5.5.7.
5.5.1 Muon selection efficiency
The uncertainty of the muon selection efficiency is a dominant source of sys-
tematics in both pT > 25 GeV and pT > 35 GeV analyses. The efficiencies are
measured using the Z/γ∗ → µ+µ− events in the control sample with the Tag-
and-Probe method. The same technique is applied in the data and in the MC
simulation.
As described in Section 5.2.4, the measured efficiencies enter the muon
charge asymmetry analysis in two ways. First, the extracted raw charge asym-
metry is corrected for the difference in selection efficiencies of positive and neg-
ative muons using the Eq. 5.3. These correction factors depend only on the ratios
+(η)/−(η). The uncertainties of these ratios are dominated by the statistical un-
certainties in the Z/γ∗ → µ+µ− control sample. Second, the normalization of
each MC template is corrected for any mis-modeling of the selection efficien-
cies in the simulation. The potential biases of the charge asymmetries from the
two effects are correlated (∼70%). However the systematic error of the asymme-
try due to the uncertainty of +(η)/−(η) is about 10 times larger than the error
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introduced through the uncertainty of the background normalization.
The systematic error of the measured charge asymmetry in each pseudora-
pidity bin, resulting from the uncertainties of the muon selection efficiencies,
is evaluated as follows. All offline and online selection efficiency values, mea-
sured in each η−φ bin, are smeared 400 times within their corresponding statisti-
cal uncertainties. The +(η)/−(η) values, along with their resulting statistical un-
certainties are displayed in Fig. 5.9. In each round, the background normaliza-
tion and the extracted raw charge asymmetry is corrected using the current set
of smeared efficiency values with the procedure, described in Section 5.2.4. In
the end, the systematic uncertainty is calculated as a spread (Root Mean Square)
of the corrected asymmetry distribution in the 400 pseudo-experiments.
Since the efficiencies are measured in the same muon pseudorapidity bins,
the correlations between systematic uncertainties in different |η| bins are zero.
5.5.2 Muon momentum
The measurement phase-space in this analysis is defined by the transverse mo-
mentum of the muon, pT > 25(35) GeV. Therefore, the uncertainty of the muon
transverse momentum directly affects the yields of the W± → µ±ν candidates in
the selected sample in both, data and simulation. In addition the muon ~pT is
naturally included in the calculation of ~6ET in all W± → µ±ν candidate events,
therefore its uncertainty also affects the shapes of the E/T distributions.
To estimate the systematic error of the charge asymmetry in each pseudora-
pidity bin, the muon correction parameters in each (η, φ) bin, described in Sec-
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tion 5.2.1, are smeared within their uncertainties 400 times. In each round, the
current set of parameters are used consistently to select W± → µ±ν candidates,
correct ~6ET , perform the fits, and extract the final asymmetry. At the end, the
systematic uncertainty is calculated as a spread of the result asymmetry distri-
bution in these pseudo-experiments. Since the muon scale corrections are also
extracted in the same |η| bins, the correlations between the systematic uncertain-
ties in different bins are zero.
While the muon momentum systematics makes a modest contribution to the
total uncertainty in pT > 25 GeV analysis, it is one of the dominant systematics
sources in pT > 35 GeV analysis (see Tables 5.8 and 5.9). The reason for this is
two-fold. First, the uncertainty of the muon momentum itself increases linearly
with its momentum. Second, in pT > 35 GeV analysis the cut on the muon pT is
applied close to the Jacobean peak, where a slight uncertainty in the relative pT
calibration for positive and negative muons can translate into a sizeable error in
the observed charge asymmetry.
5.5.3 QCD Background
When extracting the W+ → µ+ν and W− → µ−ν signal yields in each |η| bin with
the simultaneous fits, the overall QCD normalization is floating, but the ratio
QCD+/QCD− is taken from the control region. To calculate this ratio, we first
count the events with positive and negative reconstructed muons in the QCD-
enriched data sample. Then we subtract the small contributions (see Fig. 5.17)
from W± → µ±ν events which are evaluated using the MC simulation normal-
ized with the theoretical cross sections to the corresponding integrated lumi-
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nosity (0.28 fb−1). In Fig. 5.22, we compare the values in each pseudorapidity
bin to ones predicted by the QCD MC simulation in the signal and in the QCD-
enriched regions.
To estimate the systematic uncertainty in each pseudorapidity bin, the
QCD+/QCD− value in the central 10 |η| bins is varied by ±5% in the pT > 25
GeV analysis, and by ±15% in the pT > 35 GeV analysis. In the last pseudora-
pidity bin we vary this ratio by 10% and by 20%, respectively. These variations
of the QCD+/QCD− ratio span the maximum range indicated by the QCD MC
simulation. The uncertainties in different |η| bins are assumed to be uncorre-
lated.
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Figure 5.22: Distribution of the QCD+ / QCD− ratio in the data and in the
simulation in W signal and QCD control regions for pT > 25
GeV (left) and pT > 35 GeV (right) cuts on the muon.
As an additional cross-check, we fit the E/T distributions in the W+ → µ+ν and
W− → µ−ν events separately. In this case, to reduce statistical fluctuations due
to the small size of the simulated QCD sample, we merge the E/T histograms of
the QCD+ and QCD− backgrounds and use the same combined QCD template
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in both fits. We find that the result QCD+/QCD− values are within the variation
described above, indicated by the yellow bands in Fig. 5.22.
Another source of systematics, associated with the QCD background, is the
mis-modeling of the E/T shape in the QCD background templates. As described
in Section 5.2.7, the QCD E/T shape is derived from the MC simulation and is cor-
rected for the φ modulation, the muon momentum bias and the mis-modeling
of the hadronic recoil. Two types of variations in the shape of the QCD E/T dis-
tribution are considered. First, the shape of the QCD E/T distribution without
the hadronic recoil correction is used in the extraction of the signal. In order to
avoid the statistical component in this variation, we fit the ratio of the uncor-
rected E/T distribution to the fully corrected one with p0 + p1Gaus(0, p3) and use
the resulting function to multiply the corrected E/T template bin-by-bin, varying
the overall shape smoothly. This is done in a correlated way for W+ and W−
samples.
In addition, we swap the corrected template shapes of the QCD+ and QCD−
backgrounds in the fits. Here, again, to avoid the statistical component in the
variation, we first fit their ratio with a smooth function and use the resulting
function and its inverse to effectively swap the overall QCD+ and QCD− tem-
plate shapes.
These two contributions to the systematic uncertainties from the “QCD E/T”
are then added in quadrature. The bin-to-bin correlation of the systematic un-
certainties due to each shape variation is assumed to be 100%. In total, the
systematic uncertainties of the QCD background are comparable to the uncer-
tainties in the muon selection efficiencies.
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5.5.4 Final State Radiation
FSR refers to the radiation of a photon by the final state muon produced in
the W boson decay. This radiation, on average, tends to reduce the muon pT .
Therefore, muons before FSR have a higher pT spectrum than muons after FSR.
Since the pT distribution of positive and negative muons in W± → µ±ν events is
not identical, the pT > pminT cut on the muons before and after FSR can result in
different charge asymmetry values.
The effect of FSR is estimated with our signal POWHEG MC sample, which
is interfaced with PYTHIA for parton showering and hadronization. Photon ir-
radiation by the muons in this framework is implemented in the same way as
parton showering. We calculate the muon charge asymmetry in each pseudora-
pidity bin by applying the pT > 25 (35) GeV cut on the generated muons either
before or after they radiate the photon. The difference between the two values
varies within 0.07–0.12% for the pT > 25 GeV cut and within 0.03–0.11% for the
pT > 35 GeV cut across different |η| bins.
For this measurement the central values are not corrected for the FSR effect.
However, the full shift predicted by the POWHEG MC is taken as an additional
systematic uncertainty, and the bin-to-bin correlations are assumed to be 100%.
The FSR effect is small compared to other systematic uncertainties.
5.5.5 Parton Distribution Functions
We follow the PDF4LHC recommendation [25] in evaluating systematic uncer-
tainties that originate from uncertainties in the PDFs. The NLO MSTW2008,
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CT10, and NNPDF2.1 PDF sets are used. All simulated events are re-weighted
to a given PDF set and the overall normalization is allowed to vary. Different
PDF sets predict different Z rapidity shapes, resulting in different normaliza-
tions of the Z/γ∗ → µ+µ− background in each pseudorapidity bin. The PDFs
also affect the ratio of W± → µ±ν and W± → τ±ν yields in the signal region, de-
fined by the muon pT cut. The shapes of the E/T distribution corresponding to
different PDF sets are also slightly different.
Asymmetry values corresponding to each error-member of each PDF set are
used to evaluate the systematic uncertainties. For the CT10 and MSTW PDF
sets, we use asymmetric master Eqs. 2.11. For the NNPDF set, we take the RMS
of the asymmetry distribution over 100 replicas as the the systematic uncer-
tainty. For CT10, we scale the uncertainties evaluated for a 90% confidence level
(C.L.) down to a 68% C.L. by a factor of 1.64485.
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Figure 5.23: PDF systematic bands corresponding to three PDF sets for
pT > 25 GeV (left) and pT > 35 GeV (right) analyses. The
error bands of the NNPDF and MSTW sets in each |η| bin are
shifted by the difference between their central predictions and
the central prediction of the CT10 set.
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Error bands corresponding to three PDF sets are depicted in Fig. 5.23. We
take the half-width of the total envelope as the total PDF uncertainty. Since
variations of the central values corresponding to the three PDF sets are negligi-
ble, the central asymmetry values are not modified. The bin-to-bin correlations
are evaluated using the CT10 error set.
5.5.6 Other systematic sources
In this Section we review other sources of systematics found to have small or
negligible contributions to the total systematic uncertainty. Unless specified
otherwise, each systematic uncertainty is evaluated by taking the deviation (or
maximum deviation) from the default asymmetry value as we vary the corre-
sponding source of the systematics. The bin-to-bin correlations are ±100%. The
sign of the correlation for a given systematic source between the uncertainties
in two bins is positive (negative) if the asymmetries shift in the same (opposite)
directions for the corresponding variation.
Pileup
Additional proton-proton interactions in the event affect the resolution of E/T.
To estimate the corresponding uncertainty, we follow the standard procedure
employed in CMS, and vary the minimum bias cross section by ±5%. For
each variation we generate a new pileup distribution in data and redo the
pileup re-weighting. This variation takes into account all the effects of the mis-
modeling the pileup, including the uncertainty of the pileup distribution and
mis-modeling of the physics content in each minimum-bias interaction. Pileup
131
affects the E/T shapes coherently in all pseudorapidity bins, therefore the bin-to-
bin correlations are 100%.
Recoil and φ-modulation corrections
The hadronic recoil correction affects the shape of the E/T distribution in all MC
samples. To calculate the systematic uncertainties in this source, the average
recoil and resolution parameters are smeared within their uncertainties, tak-
ing into account the correlations between them. This procedure is repeated 400
times and the RMS of the resulting asymmetry distribution is taken as a system-
atic uncertainty.
To evaluate systematic uncertainty due to φ-modulation of ~6ET , the correction
for φ-modulation is removed and the shift in the extracted charge asymmetry is
taken as a systematic uncertainty.
Electroweak background normalization
As described in Section 5.2.6, we apply residual mass-dependent k-factors to
the Z/γ∗ → µ+µ− background. To estimate the systematics, we remove these
residual corrections and redo the fits.
The W± → τ±ν background is normalized to the W± → µ±ν yields in data with
a ratio obtained from an MC simulation. This ratio is largely determined by
the branching fraction of τ decaying to µ. A 2% uncertainty is assigned to the
W± → τ±ν to W± → µ±ν ratio [14].
We use the integrated luminosity to normalize the EWK and tt¯ samples. To
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estimate the systematic uncertainty, the luminosity is varied by ±2.2%. To be on
the conservative side, Z/γ∗ → µ+µ− background normalization is also allowed
to vary with the luminosity5.
The tt¯ sample is normalized to the integrated luminosity using the theoreti-
cal cross section. Its normalization is additionally varied by ±15% to take into
account the uncertainty of the cross section.
Modeling of the W transverse momentum
To improve the agreement between the data and the simulation, the boson pT
spectrum is reweighted using weight factors that are the ratios of the distribu-
tion of boson pT for the Z/γ∗ → µ+µ− events in the data and in the MC sim-
ulation. In doing so, we have made the assumption that the scale factors to
correct the boson pT distribution in MC simulation to match the data are the
same for W and Z events. This assumption is tested using two different sets
of MC simulations: one from the POWHEG event generator and the other from
MADGRAPH [63]. Here, the MADGRAPH simulation is treated as “data”, and the
ratio of Z boson pT between the MADGRAPH simulation and the POWHEG simu-
lation is compared to the same ratio in simulated W events. This double ratio is
parameterized using an empirical function to smooth the statistical fluctuations,
and additional weights are obtained using the fitted function. These additional
factors are used to reweight the POWHEG W events, and the deviation of the re-
sult asymmetries from the default value is taken as the systematic uncertainty.
5Although there is double-counting in the variation of the overall normalization from the
mass-dependent k-factors, luminosity and PDFs, since all these systematics are small we can
afford to stay on the conservative side.
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Muon charge mis-identification
Bias in the measured charge asymmetry can be introduced by an incorrect mea-
surement of the muon charge. A charge mis-identification rate w would dilute
the asymmetry by a factor of (1 − 2w). The muon charge mis-identification rate
has been studied in detail previously and was found to have a negligible effect
on the muon charge asymmetry [31].
5.5.7 Summary of systematic uncertainties
Tables 5.8 and 5.9 show the summary of various systematic uncertainties in the
muon charge asymmetry measurement for pT > 25 GeV and pT > 35 GeV anal-
yses, respectively. The total systematic error is calculated by adding contribu-
tions from all systematics sources in quadrature. Similarly, the total uncertainty
is calculated by adding the statistical and the total systematic errors in quadra-
ture. Contributions from statistical and dominant systematic sources to the total
uncertainties are illustrated in Fig. 5.24.
For pT > 25 GeV analysis, the systematic uncertainty is dominated by the
muon efficiency and the QCD. For the pT > 35 GeV analysis, the uncertainty
of the muon momentum scale also adds a significant contribution. As one can
also see from the figure, uncertainties from the PDFs are rather small in both
cases, meaning that the result of the muon charge asymmetry measurement is
not sensitive to which PDF set is used to model the MC signal and background
samples. This fact is crucial to our analysis, since the main purpose of the muon
charge asymmetry measurement is to constrain uncertainties in the PDFs.
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Figure 5.24: The dominant systematic and statistical contributions to the
total uncertainty in pT > 25 GeV (left) and pT > 35 GeV analy-
sis (right). On the vertical axis δ2A is the square of the uncer-
tainty. All contributions to the total δ2A are stacked.
The total correlation matrix of systematic uncertainties is shown in Ta-
ble 5.10. Since the dominant systematic sources are uncorrelated between the
different bins, the total bin-to-bin correlations are also small. The maximum
correlation factors in the pT > 25 GeV and pT > 35 GeV analyses are about 30%
and 15%, respectively. The dominant sources of the correlations are the uncer-
tainties of the QCD E/T shape and the FSR.
5.6 Results and discussion
In this Section we discuss the results of the muon charge asymmetry measure-
ment and their implications. We first check the robustness of the results by
comparing the two independent measurements in the positive and negative η
sides of the detector. We will also compare the two measurements using two
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Table 5.8: Systematic uncertainties in 11 |η| bins for pT > 25 GeV. The units
are in 10−5.
|η
|b
in
0.
00
–
0.
20
0.
20
–
0.
40
0.
40
–
0.
60
0.
60
–
0.
80
0.
80
–
1.
00
1.
00
–
1.
20
1.
20
–
1.
40
1.
40
–
1.
60
1.
60
–
1.
85
1.
85
–
2.
10
2.
10
–
2.
40
Stat. unc. 96 98 94 93 98 99 99 99 93 94 106
µ± efficiency 111 133 121 122 170 175 170 168 165 175 268
QCD +/- 120 113 110 105 102 103 97 104 108 94 183
QCD E/T 70 65 65 67 68 69 78 82 92 83 87
pT (µ±) 45 50 50 49 51 54 54 58 54 54 55
FSR 74 77 104 109 89 113 107 91 118 87 77
PDF 28 26 23 25 18 20 27 31 42 50 69
W± → τ±ν 26 26 26 26 26 25 25 25 25 25 24
tt¯ 12 13 12 12 11 11 10 9 8 7 5
Z/γ∗ → µµ 2 1 2 3 0 7 1 13 19 38 46
Lint 2 3 4 4 6 9 12 17 24 33 40
φ(~6ET ) 11 9 33 12 29 34 44 45 55 49 38
Pileup 17 13 11 5 14 25 22 31 19 28 0
Recoil 3 3 3 3 3 3 3 3 3 4 3
pT (W) 3 4 4 5 8 11 8 9 6 3 0
Total sys. 203 212 217 216 238 255 251 250 266 256 364
Total unc. 225 233 236 235 258 274 270 269 282 273 379
statistically independent data samples, corresponding to the 2011A and 2011B
data collection periods.
The final muon charge asymmetry results will be compared with the pre-
vious CMS measurements of muon and electron charge asymmetries. We will
then discuss the consistency of the results with various theoretical calculations
using different PDF models.
Finally, we will present the first QCD analysis of the impact of the muon
charge asymmetry results on HERA PDFs .
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Table 5.9: Systematic uncertainties in 11 |η| bins for pT > 35 GeV. The units
are in 10−5.
|η
|b
in
0.
00
–
0.
20
0.
20
–
0.
40
0.
40
–
0.
60
0.
60
–
0.
80
0.
80
–
1.
00
1.
00
–
1.
20
1.
20
–
1.
40
1.
40
–
1.
60
1.
60
–
1.
85
1.
85
–
2.
10
2.
10
–
2.
40
Stat. unc. 116 119 114 114 124 121 123 123 118 123 141
µ± efficiency 120 138 116 107 159 164 171 176 186 194 325
QCD +/- 151 138 135 128 133 118 116 122 137 120 168
QCD E/T 30 25 17 23 24 22 18 17 31 31 37
pT (µ±) 122 135 134 141 146 154 162 170 161 172 189
FSR 28 50 57 78 22 41 76 55 90 109 105
PDF 8 8 7 11 12 10 17 22 31 40 58
W± → τ±ν 13 12 13 12 12 12 11 12 11 11 11
tt¯ 11 13 12 11 11 10 10 9 7 6 5
Z/γ∗ → µµ 10 9 9 3 6 10 8 9 9 20 40
Lint 1 2 0 0 0 1 4 10 16 25 39
φ(~6ET ) 2 9 10 3 8 28 37 35 22 22 1
Pileup 15 3 5 18 19 2 7 3 13 14 32
Recoil 5 6 5 4 5 4 5 4 4 6 8
pT (W) 4 2 4 4 7 5 6 9 9 1 14
Total sys. 234 245 232 234 258 261 278 283 301 313 436
Total unc. 261 272 259 260 286 288 304 308 323 336 458
5.6.1 Charge asymmetry without η symmetry imposed
The muon charge asymmetry in pp→ W production must be symmetric for the
two η sides of the detector: A(η) = A(−η). As a first cross-check, we perform the
muon charge asymmetry measurement in 22 η bins instead of 11.
The +(η)/−(η) ratio, measured from the Z/γ∗ → µ+µ− events, differs from
unity in certain regions of the detector. These deviations are not, in general,
equal for +η and −η bins. Therefore, this cross-check provides an important test
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Table 5.10: Correlation matrix of systematic uncertainties between differ-
ent |η| bins. The units are in percent.
|η| b
in
0.
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0.
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0.
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0.
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–
1.
40
1.
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1.
60
1.
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–
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85
1.
85
–
2.
10
2.
10
–
2.
40
pT > 25 GeV
0.00 – 0.20 100 28.1 32.4 32.9 27.1 29.0 29.5 28.0 30.5 26.1 16.7
0.20 – 0.40 100 30.7 31.4 25.6 27.5 27.9 26.3 28.9 24.5 15.8
0.40 – 0.60 100 37.4 30.9 33.8 34.5 32.1 36.1 30.3 19.3
0.60 – 0.80 100 31.1 34.0 34.4 32.0 36.3 30.4 20.0
0.80 – 1.00 100 28.5 29.5 28.0 31.2 26.9 17.3
1.00 – 1.20 100 32.6 31.1 34.8 30.2 19.3
1.20 – 1.40 100 32.8 36.9 32.2 20.8
1.40 – 1.60 100 36.0 32.7 21.3
1.60 – 1.85 100 37.1 24.9
1.85 – 2.10 100 24.4
2.10 – 2.40 100
pT > 35 GeV
0.00 – 0.20 100 4.6 4.8 6.4 3.4 3.6 4.7 3.4 5.4 5.8 4.3
0.20 – 0.40 100 6.4 8.5 3.3 4.3 6.3 4.4 7.2 8.0 5.8
0.40 – 0.60 100 9.8 3.8 5.6 8.4 6.2 8.9 9.9 6.6
0.60 – 0.80 100 5.1 6.9 10.7 7.8 11.9 13.5 9.7
0.80 – 1.00 100 3.2 4.2 3.3 4.7 5.0 3.6
1.00 – 1.20 100 7.0 5.4 7.0 7.5 4.7
1.20 – 1.40 100 8.1 10.8 12.0 7.8
1.40 – 1.60 100 8.8 9.9 6.7
1.60 – 1.85 100 14.2 10.3
1.85 – 2.10 100 12.6
2.10 – 2.40 100
for the corrections that we apply to remove the bias due to differences in the
selection efficiencies of positive and negative muons.
Figure 5.25 depicts the comparison of raw and corrected muon charge asym-
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metries between positive and negative η sides. As one can see, the +(η)/−(η)-
correction brings the asymmetry values in positive and negative η bins into
agreement within their uncertainties.
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Figure 5.25: The raw (left) and corrected (right) muon charge asymmetry
in positive (solid circle) and negative (open circle) η regions
in pT > 25 GeV (top) and pT > 35 GeV (bottom) analysis.
The uncertainties of the left figures are only statistical. The
uncertainties of the right figures include the uncertainty of the
+(η)/−(η) ratio.
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5.6.2 Charge asymmetry in 2011A and 2011B
Here we compare the muon charge asymmetry measurements using two statis-
tically independent data samples: 2011A and 2011B, which correspond to inte-
grated luminosities of 2.3 fb−1 and 2.4 fb−1, respectively.
Various conditions, including detector alignment and the online trigger pa-
rameters, changed during the two data collection periods. Therefore, both the
muon momentum correction parameters and the efficiency tables are measured
separately, once for each of the two datasets. Instantaneous luminosity also in-
creased during the 2011 data collection period, so the pileup values in 2011B are
larger than those in 2011A (Fig. 5.2). Therefore, the ~6ET correction parameters are
also separately derived for the two datasets. Correspondingly, all the MC tem-
plates are split into two parts. In each part, the pileup distribution is matched
to either the 2011A or the 2011B dataset, as appropriate.
Figure 5.26 shows a comparison between the muon charge asymmetries
measured in the 2011A and 2011B datasets. As one can see, the correspond-
ing asymmetry values are within their uncertainties both before and after the
+(η)/−(η) corrections are applied. This implies that the ratio of positive and
negative muon selection efficiencies is not very different in the two datasets.
However, since the efficiencies are measured using the Z/γ∗ → µ+µ− control
sample, with 10 times less number of events than the W → µν signal sample,
the fluctuations in the corrected asymmetry values are larger than the raw ones
(although they are within their corresponding statistical uncertainties).
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Figure 5.26: The raw (left) and corrected (right) muon charge asymmetry,
measured with 2011A (solid circles) and 2011B (open circles)
datasets, in pT > 25 GeV (top) and pT > 35 GeV (bottom) anal-
ysis. The uncertainties of the left figures are only statistical.
The uncertainties of the right figures include the uncertainty
of the +(η)/−(η) ratio. The bottom panel of each plot shows
the ratio A(2011A)/A(2011B), fitted with the constant function.
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5.6.3 Comparison with previous CMS measurements
Figure 5.27 shows the comparison of our muon charge asymmetry result with
previous CMS lepton charge asymmetry measurements, as discussed in Sec-
tion 2.5. For most of the data points the agreement is within one standard
derivation.
In previous muon charge asymmetry analysis, the central Araw values are
not corrected for differences in the selection efficiencies for positive and nega-
tive muons; but the statistical uncertainty of +(η)/−(η) is included in the total
systematic error. Assuming the +/− ratios are the same in the first 0.234 fb−1
data as what we measured in the full 2011 dataset (Fig. 5.9), the +(η)/−(η) cor-
rection can account for about a half of the observed overall shift. One should
also note that the detector alignment corrections were significantly worse in the
data sample used in the previous measurement, and hence, large residual cor-
rections for the muon momentum were needed. The data sample used in the
previous muon charge asymmetry measurement is included in the dataset used
here. Therefore, our result supersedes the previous measurement.
The data samples used in our measurement and in the previous electron
charge asymmetry measurements are statistically independent. Combining the
results of the two measurements can potentially improve the constraints in
global PDF fits. The correlation between uncertainties in the electron charge
asymmetry and our measurement is small. The completely correlated sys-
tematic sources of error include the luminosity measurement, tt¯ background,
W± → τ±ν background, and the PDF uncertainty.
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Figure 5.27: Comparison of our muon charge asymmetry results with pre-
vious CMS measurements of muon (left) and electron (right)
charge asymmetries.
5.6.4 Comparison with theoretical predictions
We compare the measured muon charge asymmetry values in each pseudora-
pidity bin with theoretical calculations. The theoretical predictions are obtained
using the NLO FEWZ 3.1 MC tool, interfaced with the CT10, NNPDF2.3, HERA-
PDF1.5, MSTW2008, and MSTW20008CPDeout PDF models. The FEWZ config-
uration parameters are summarized in Table 5.11.
Theoretical errors, corresponding to the uncertainties in the MSTW and the
CT10 PDF models, are evaluated with the asymmetric master Eqs. 2.11. CT10
errors are divided by 1.64485 to scale the uncertainties at 90% C.L down to 68%
C.L. For the NNPDF set, uncertainty in each bin is calculated as a RMS of the
asymmetry distribution over 100 PDF error replicas.
The HERA PDF set constructs the full uncertainty as a combination of ex-
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Table 5.11: FEWZ 3.1 configuration parameters.
√
s of pp collisions 7 TeV
µF , µR 80.403 GeV
Alpha QED 0.0078125
Fermi constant 0.0000116637 GeV−2
W mass 80.403 GeV
W width 2.141 GeV
W → lν partial width 0.2263
sin2 θW 0.22255
(Vud,Vus,Vub) (0.97428, 0.22530, 0.00347)
(Vcd,Vcs,Vcb) (0.22530, 0.97345, 0.04100)
QCD perturbation order NLO (NNLO)
Muon pT threshold 25 (35) GeV
PDF sets CT10, NNPDF2.3, HERA1.5,
MSTW2008, MSTW2008CPdeut
perimental, modeling, and parameterization uncertainties [23]. To evaluate the
experimental part, the symmetric master Eq. 2.10 is used. Modeling and pa-
rameterization uncertainties are also evaluated as described in [23]. The total
uncertainties are calculated by summing the three contributions in quadrature.
The numerical values of the theoretical predictions and measured asymme-
tries are shown in Table 5.12. The corresponding distributions are displayed in
Fig. 5.28. The theoretical predictions with CT10, NNPDF2.3, and HERAPDF1.5
PDF models are in good agreement with the data. The data set used to obtain
the NNPDF2.3 PDF model includes the previous CMS electron charge asym-
metry and other LHC results. The old MSTW2008 PDF model poorly describes
the asymmetry results measured by CMS. The more recent model of the same
group, MSTW20008CPDeout [64], uses more flexible parameterization of PDFs,
which results in much better agreement between the theoretical predictions and
144
the data6. The agreement between the measured asymmetry values and the
theoretical calculations is quantified with a χ2 test in Table 5.13.
Table 5.12: Summary of the final results for muon charge asymmetry A.
Theoretical predictions are obtained using the NLO FEWZ 3.1
MC tool interfaced with the NLO CT10, NNPDF2.3, HERA-
PDF1.5, and MSTW2008CPDEUT PDF models. The PDF un-
certainty is at the 68% C.L. All units are in percent.
|η| bin A (±stat.±sys.) CT10 NNPDF HERA MSTW
pT > 25 GeV
0.00 – 0.20 15.21 ± 0.10 ± 0.20 15.35+0.74−0.68 14.94 ± 0.39 15.33+0.30−0.84 14.34+0.75−0.69
0.20 – 0.40 15.38 ± 0.10 ± 0.21 15.63+0.73−0.69 15.16 ± 0.37 15.58+0.32−0.85 14.67+0.75−0.69
0.40 – 0.60 16.03 ± 0.09 ± 0.22 16.27+0.71−0.70 15.90 ± 0.36 16.16+0.34−0.88 15.27+0.75−0.70
0.60 – 0.80 17.06 ± 0.09 ± 0.22 17.27+0.68−0.71 16.71 ± 0.34 16.98+0.37−0.91 16.19+0.74−0.71
0.80 – 1.00 17.88 ± 0.10 ± 0.24 18.45+0.66−0.74 17.99 ± 0.33 17.98+0.42−0.94 17.33+0.74−0.73
1.00 – 1.20 20.07 ± 0.10 ± 0.26 19.85+0.64−0.76 19.46 ± 0.33 19.25+0.48−0.95 18.74+0.73−0.74
1.20 – 1.40 21.13 ± 0.10 ± 0.25 21.50+0.63−0.80 21.03 ± 0.33 20.51+0.54−0.92 20.45+0.72−0.76
1.40 – 1.60 22.17 ± 0.10 ± 0.25 23.13+0.64−0.84 22.66 ± 0.34 21.92+0.59−0.84 22.12+0.70−0.78
1.60 – 1.85 24.61 ± 0.09 ± 0.27 24.87+0.65−0.89 24.49 ± 0.35 23.32+0.63−0.70 24.01+0.68−0.79
1.85 – 2.10 26.16 ± 0.09 ± 0.26 26.42+0.67−0.95 25.88 ± 0.38 24.70+0.65−0.57 25.70+0.65−0.81
2.10 – 2.40 26.49 ± 0.11 ± 0.36 27.13+0.74−1.03 26.46 ± 0.42 25.40+0.81−0.48 26.48+0.65−0.87
pT > 35 GeV
0.00 – 0.20 11.25 ± 0.12 ± 0.23 11.00+0.52−0.48 10.68 ± 0.37 10.80+0.32−0.76 10.39+0.67−0.67
0.20 – 0.40 11.38 ± 0.12 ± 0.24 11.36+0.52−0.49 10.91 ± 0.33 11.07+0.33−0.77 10.61+0.68−0.68
0.40 – 0.60 12.04 ± 0.11 ± 0.23 11.80+0.52−0.50 11.40 ± 0.31 11.51+0.34−0.79 11.10+0.70−0.69
0.60 – 0.80 12.62 ± 0.11 ± 0.23 12.59+0.53−0.53 12.18 ± 0.33 12.17+0.36−0.80 11.71+0.72−0.71
0.80 – 1.00 13.36 ± 0.12 ± 0.26 13.60+0.55−0.58 13.21 ± 0.35 13.02+0.37−0.82 12.70+0.74−0.74
1.00 – 1.20 14.93 ± 0.12 ± 0.26 14.79+0.59−0.64 14.24 ± 0.36 14.10+0.40−0.81 13.75+0.77−0.77
1.20 – 1.40 16.11 ± 0.12 ± 0.28 16.14+0.64−0.73 15.65 ± 0.36 15.31+0.41−0.77 15.24+0.79−0.79
1.40 – 1.60 16.64 ± 0.12 ± 0.28 17.72+0.70−0.83 17.11 ± 0.36 16.68+0.40−0.68 16.69+0.79−0.82
1.60 – 1.85 18.94 ± 0.12 ± 0.30 19.53+0.77−0.94 18.87 ± 0.36 18.22+0.40−0.51 18.62+0.77−0.86
1.85 – 2.10 21.26 ± 0.12 ± 0.31 21.52+0.82−1.06 20.89 ± 0.38 20.15+0.41−0.32 20.71+0.71−0.90
2.10 – 2.40 22.81 ± 0.14 ± 0.44 23.53+0.86−1.17 22.73 ± 0.42 22.17+0.71−0.33 22.79+0.66−0.99
6It should be noted that the CMS asymmetry results are not used in the QCD analysis to
obtain the parameters in the MSTW20008CPDeout PDF model.
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Figure 5.28: Comparison of measured muon charge asymmetries to the-
oretical predictions with the NLO CT10, NNPDF2.3, HERA-
PDF1.5, MSTW2008, and MSTW2008CPDEUT PDF models.
The results for muon pT > 25 GeV and pT > 35 GeV are
shown. The error bands on the data points include the sta-
tistical and systematic uncertainties. The PDF uncertainty
band for theoretical predictions corresponds to the 68% con-
fidence level. The theoretical predictions are calculated using
the FEWZ 3.1 MC tool.
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Table 5.13: χ2 test for the measured asymmetries and the theoretical calcu-
lations using four different PDF models. Only the experimental
covariance matrix is used in the χ2 calculation.
χ2 (NDF = 11)
PDF Set pT > 25 GeV pT > 35 GeV
CT10 21 21
NNPDF2.3 16 25
MSTW2008CPDEUT 43 63
HERAPDF1.5 64 34
Since the total experimental uncertainties of the measured asymmetries are
significantly smaller than the uncertainties of the theoretical predictions for each
PDF model, the measurement we have laid out in this paper can be used to
constrain the parameters in the next generation of PDF sets.
Theoretical predictions for lepton charge asymmetry are given for the kine-
matic region specified by the lepton pT threshold. Acceptance is affected by the
modeling of the W boson pT . However, the effects on W+ and W− are largely
correlated. Therefore, the impact on lepton charge asymmetry cancels to first
order. Figure 5.29 shows a comparison of measured charge asymmetries from
NLO CT10 predictions based on FEWZ and RESBOS [65, 66, 67]. RESBOS does a
resummation of soft gluon radiation at an approximate next-to-next-to-leading
logarithm order, which yields a more realistic description of boson pT compared
with the fixed-order calculations, such as FEWZ. However, the difference be-
tween FEWZ asymmetry predictions and RESBOS predictions is negligible; and
our measurement is not sensitive to the small difference between fixed-order
and resummed calculations.
Figure 5.30 shows a comparison of measured asymmetries and theoretical
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Figure 5.29: Comparison of the measured muon charge asymmetry with
theoretical predictions based on the RESBOS and FEWZ 3.1 MC
tools. The NLO CT10 PDF set is used in both calculations. The
results are shown for muon pT > 25 GeV (left) and pT > 35
GeV (right).
predictions, using FEWZ 3.1 at NLO and NNLO QCD. Each calculation uses
HERA PDF with a corresponding QCD order. In addition, the NNLO calcula-
tion was performed using the DYNNLO [68, 69] MC tool. The two MC tools’
predictions agree within 1%. For the 25 GeV threshold of the muon, the pre-
dictions at NLO and at NNLO are very similar. For the 35 GeV threshold of
the muon, the difference between the NLO and NNLO calculations becomes
much more pronounced. However, the predictions still lie within the quoted
PDF uncertainties.
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Figure 5.30: Comparison of the measured muon charge asymmetry with
theoretical predictions at NNLO QCD for muon pT > 25 GeV
(left) and pT > 35 GeV (right). The NNLO HERAPDF1.5 set
is used in the NNLO calculations. Calculations are performed
with the FEWZ and DYNNLO MC tools. For comparison, theo-
retical predictions for NLO FEWZ (using the NLO HERA PDF)
are also displayed.
5.7 Impact of charge asymmetry on PDFs
Here we present the first QCD analysis, performed by HERA PDF experts, that
studies the impact of our muon charge asymmetry results on HERA PDFs. The
reference HERA PDFs are based on the neutral current (NC) and the charged
current (CC) cross sections measured in the H1 and the ZEUS experiments. The
muon charge asymmetryA(η) results in 11 bins of the muon pseudorapidity for
pT > 25 GeV are added to the reference dataset to study the impact of our results
on the HERA PDFs.
The analysis is performed within the HERAFitter [70] framework at the NLO
QCD, using the MCFM [60] tool for the calculations. The partons are evolved
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from a starting scale of Q20 = 1.9 GeV
2 using the QCDNUM program [71]. Heavy
quark contributions are treated with the General Mass Variable Flavor Number
scheme [72], with mc = 1.4 GeV and mb = 4.75 GeV. Renormalization and factor-
ization scales are set to the corresponding scale of the process, µR = µF = Q; and
the strong coupling constant is set to the PDG value, αS (MZ) = 0.1176 [14].
The following combinations of PDFs are floating in the fit at the starting
scale:
xuv(x) = Auv x
Buv (1 − x)Cuv (1 + Euv x2),
xdv(x) = Adv x
Bdv (1 − x)Cdv ,
xU¯(x) = AU¯ xBU¯ (1 − x)CU¯ ,
xD¯(x) = AD¯xBD¯(1 − x)CD¯
xg(x) = AgxBg(1 − x)Cg + AgxBg(1 − x)Cg , (5.38)
where xU¯(x) = xu¯(x) and xD¯ = xd¯(x) + xs¯(x). The normalization parameters Auv ,
Adv , Ag are fixed by QCD sum rules; B parameters describe the behavior of PDFs
at small x; and C parameters describe their behavior at x → 1. The following
constraints Au¯ = Ad¯ and Bu¯ = Bd¯ are applied to ensure the same normalization
for u¯ and d¯ at small x. The second term in the gluon density provides more
flexibility; C′g = 25 value is motivated by the approach of the MSTW group [21].
As for the strange antiquark density, BD¯ is set equal to BU¯ , and AU¯ = AD¯(1 − fs),
where fs = s¯/(d¯ + s¯) is a strangeness fraction, and its value, fs = 0.31 ± 0.08, is
taken7 from [21]. A total of 13 parameters are floating in the fit.
Measurements used in this QCD analysis, along with the corresponding par-
tial χ2 values, are listed in Table 5.14. Figure 5.31 shows the valence quark dis-
tributions before and after the muon charge asymmetry data were included in
7HERA data are not sensitive to the strange quark density.
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Table 5.14: Measurements used in the HERA QCD analysis and corre-
sponding partial χ2 values reported by the fit.
Dataset χ2 / NDF
H1+ ZEUS NC cross sections in e−p 107 / 145
H1+ ZEUS NC cross sections in e+p 416 / 379
H1+ ZEUS CC cross sections in e−p 20 / 34
H1+ ZEUS CC cross sections in e+p 36 / 34
CMS muon charge asymmetry in pp 15 / 11
Total 594 / 590
PDFs. As one can see, both uv and dv central distributions are significantly af-
fected. Also, the asymmetry data significantly reduces the uncertainties on the
valence d quark, which is poorly constrained by the HERA data alone.
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Figure 5.31: Valence uv (left) and dv (right) quark distributions in the HERA
PDF model. The dashed band shows the PDF uncertainties
corresponding to the reference HERA data, while the solid
light-blue shows the new PDF uncertainties after our muon
charge asymmetry results have been included. The solid line
in the bottom panels shows the ratio between the new and the
reference central PDFs.
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CHAPTER 6
SUMMARY
We have presented a precision measurement of muon charge asymmetry in
pp→ W events at 7 TeV using a data sample corresponding to an integrated lu-
minosity of 4.7 fb−1 collected with the CMS detector at the LHC. The asymmetry
is measured in 11 bins of absolute muon pseudorapidity for two different muon
pT thresholds: 25 GeV and 35 GeV. The precision of this measurement is signifi-
cantly improved compared with previous CMS asymmetry measurements. The
total absolute uncertainty per bin is 0.2% – 0.4%.
The measured asymmetries are in good agreement with theoretical predic-
tions calculated using the CT10, NNPDF2.3, and HERAPDF1.5 PDF models.
The data are in poor agreement with the MSTW2008 model, although the agree-
ment is significantly improved by using a more flexible parameterization of
PDFs in the MSTW2008CPDEUT set.
We found the experimental errors to be significantly smaller than the current
PDF uncertainties in the QCD calculations. Therefore, our measurement can be
used to improve the determination of PDFs in future fits. We also presented
the first QCD analysis performed by HERA PDF experts. The study showed
that our results have a significant impact on the central distributions of both va-
lence quarks in the proton. The asymmetry results we present also significantly
reduce the uncertainty of d valence quark distribution in a HERA PDF model.
W charge asymmetry will be measured with the ∼20 fb−1 of √s = 8 TeV
data collected by CMS in 2012. The large data sample is expected to reduce the
uncertainty of +/−, which is currently dominated by the statistical uncertainty
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in the Drell-Yan control sample. However, since during the 2012 data-collection
the pileup was significantly higher, the resolution of E/T is larger. Consequently,
the ability to separate the signal from QCD events is expected to be poorer.
Therefore, the systematic uncertainty of the QCD background is expected to be
the dominating issue. This measurement will also serve as a preparatory step
towards analyzing even higher pileup data of
√
s = 13 (14) TeV, which will
extend the study of parton densities into different kinematic region of lower
x-values.
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