I. INTRODUCTION
The Craik-Leibovich (CL) equations are a surface-wave filtered version of the Navier-Stokes equations in which the rectified effects of the waves are parameterized by a "vortex force" term involving the surface-wave Stokes (i.e., Lagrangian mass) drift velocity. [1] [2] [3] The equations are used to describe Langmuir circulation (LC), a strongly anisotropic convective flow characterized by a system of counter-rotating wind-aligned vortical structures, 4, 5 and other upper ocean wave-driven or wave-modified phenomena 6 with time scales long compared to the period of the dominant waves. As shown in Figure 1 , the hallmark surface signature of LC is a series of long, roughly parallel lines of foam, oil, or other tracers that collect in the surface convergence zones between pairs of subsurface counter-rotating vortices. Motivated by these patterns, early numerical [7] [8] [9] [10] and even recent theoretical [11] [12] [13] investigations of the CL equations enforced strict downwind invariance of all field a) Author to whom correspondence should be addressed. Electronic mail: greg.chini@unh.edu
046605-3
Zhang et al. Phys. Fluids 27, 046605 (2015) to the full 3D CL equations via secondary stability analyses of both systems. Finally, we show that in the parameter regime considered, the highly nonlinear (albeit non-turbulent) dynamics are dominated by a defect traveling wave (TW) solution, which we analyze in some detail. This terminology, introduced in Ref. 28 , refers to patterns that drift in the downwind (x) direction with a non-zero phase speed. The drift requires the pattern to be 3D; that is, strictly downwind-invariant solutions cannot drift in the x direction. We refer to such solutions as defect states because at any instant of time the x-dependence is confined to a region of downwind extent that is small compared to the downwind wavelength of the structure. The remainder of the paper is organized as follows. In Sec. II, the derivation and formulation of the rCL equations are reviewed. Secondary stability analysis of the full 3D CL equations, described in Sec. III, clearly shows that the dominant instability of straight parallel roll solutions is a 3D mode having a downwind length scale that increases in proportion to the (appropriately scaled) surface wave forcing, providing further motivation for the derivation of the reduced model. In the same section, results of this secondary stability analysis of the full 3D CL equations are compared with corresponding predictions obtained from an analysis of the rCL equations; the good quantitative agreement between these secondary stability results confirms the appropriateness of the scalings used to derive the reduced model. In Sec. IV, an overview of the flow phenomenology exhibited in our numerical simulations of the rCL equations is presented. Bistability is observed in the parameter regime investigated, with defect-free and defect traveling waves coexisting at the same parameter values. Our simulations suggest that the basin of attraction of the latter is larger than that of the former. In Sec. V, we analyze the Eulerian and Lagrangian surface patterns induced by steady and aperiodic defect traveling waves. It is demonstrated that the defect dynamics are associated with a novel 2:1 spatial resonance phenomenon that drives abrupt downwind shifts (in the same 2:1 ratio) in the LC windrow spacing. We conjecture that this resonance may be an inherent feature of the full CL equations in the limit of strong wave forcing, providing a possible explanation for the oft-reported formation of Y-shaped features ("Y-junctions") with downwind-pointing stems ( Figure 1(b) ). Our conclusions are given in Sec. VI.
II. REDUCED CRAIK-LEIBOVICH (rCL) EQUATIONS
In the absence of density stratification and Coriolis accelerations, the dimensionless 3D CL equations can be written as 1, 2 Du Dt = −∇p + 1 La
where the dependent variables u, p, and ω ≡ ∇ × u are, respectively, the velocity vector, pressure, and vorticity vector. In Eq.
(1), all lengths and Eulerian velocity components have been scaled isotropically with the mixed layer depth H and the water friction velocity u * (a measure of the wind stress). Cartesian coordinates x, y, and z measure distance in the downwind, cross-wind, and vertical directions. The Stokes drift velocity U s , the Lagrangian mass drift velocity associated with the filtered surface waves, is a prescribed input in CL theory. Here, U s has been made dimensionless using u s 0 , the dimensional value of the Stokes drift at the mean position of the sea surface. For simplicity and to enable qualitative comparisons with the results of fully 3D DNS by Tandon and Leibovich, 27 the Stokes drift velocity is presumed to be aligned with the wind (x) direction and to be a linear rather than more realistic exponentially decaying function of depth, i.e.,
whereê x is a unit vector in the x direction (see Figure 2 ). Nevertheless, we emphasize that the rCL equations remain valid for more realistic Stokes drift profiles. Given these scalings, the 3D CL equations are governed by two dimensionless parameters: the turbulent Langmuir number La t =  u * /u s 0 , first introduced by McWilliams et al., 14 and the friction Reynolds number R * = u * H/ν e , where ν e is an eddy (or, in LES, a subgrid-scale) viscosity. As noted by McWilliams et al., 14 and subsequently by various other authors, 18, [29] [30] [31] Langmuir turbulence is a distinct turbulence regime, exhibiting scaling properties and coherent structures that differ from Zhang et al.
Phys. Fluids 27, 046605 (2015) FIG. 2. Schematic representation of the physical domain: a layer of uniform density fluid with a free surface at z = 0. X , y, and z are the (long) downwind, cross-wind, and vertical coordinates, respectively; τ is the surface wind stress; U s is the strictly X -directed Stokes drift velocity, which varies only with depth.
those characterizing stress-driven shear flow turbulence in the absence of surface waves. Loosely, the Langmuir turbulence regime arises when La t 0.7 (see Ref. 29) . For equilibrated wind-forced sea states, La t in the range from 0.2 to 0.5 is commonly reported; 25 indeed, in a more recent study 32 estimating the global distribution of La t , the distribution peak consistently occurred for La t 0.3 (see Figure 4 in Ref. 32 ). For remotely generated (i.e., swell) waves, even smaller La t values (reaching 0.1-0.2) may be realized. 33, 34 Motivated by the observed anisotropy of LC and the common occurrence of relatively small values of La t , Chini et al. 26 derived an asymptotically reduced version of the CL equations by exploiting the formal limit La t → 0. Inspection of Eq. (1) indicates that the vorticity must align with the Stokes drift-i.e., with the direction of the presumed aligned wind and surface waves-in this limit, which thus provides some insight into the quasi-2D structure of Langmuir turbulence. The situation is loosely analogous to the way in which mode coupling parallel to the rotation axis is inhibited in rapidly rotated turbulent flows under the Taylor-Proudman constraint. If the pressure is rescaled (and denoted P), the leading order balance as La t → 0 becomes ∇P = U s × ω. By examining this balance and its curl in component form, we find
where the prime denotes ordinary differentiation with respect to z. From Eqs. (3), (5), and (6), we readily conclude that the leading-order fields P, V, and W, where V and W are the y and z velocity components, are independent of "fast" x; that is, at leading order, these fields do not vary with x on a scale commensurate with or smaller than the mixed layer depth. Furthermore, since ω z is x-independent (according to Eq. (6)), we see that Eq. (4) imposes a secularity condition: because the right side of this equation, representing the tilting of vertical vorticity into the wind direction to create streamwise vorticity, is independent of x, the x-vorticity component ω x must evidently grow linearly with x-unless the ratio of the vertical to streamwise vorticity components ω z /ω x is smaller than estimated on the basis of the given scalings. As an aside, we note that if a "fast" time scale τ had been introduced into the leading order balance, such that ∂ t = (1/La 2 t )∂ τ , then there would be a rapid-distortion transient 31, 35 in the small La t limit in which V and W grow linearly in time while the streamwise velocity component U remains approximately constant in magnitude. To avoid this secular growth in both space and time and, indeed, to filter the rapid distortion transient, it is necessary to conclude that U 0 ≪ (V 0 , W 0 ) as La t → 0, where the subscript "0" is used here to denote characteristic magnitudes. This is precisely the ordering of velocity variances reported by Teixeira and Belcher 31 in their rapid distortion theory of Langmuir turbulence. By invoking this ordering a priori, the rapid distortion is effectively instantaneous and produces velocity fields at the correct amplitudes for (nonlinear) temporal saturation.
With these analytical insights, Chini et al. 26 proceeded to derive the rCL equations by first rescaling the velocity components anisotropically and then employing a multiple spatial scale asymptotic expansion. For completeness, we summarize the derivation here for the ideal CL equations, 3 which comprise the backbone of modern LES models of Langmuir turbulence. As in Eq.
(1), all lengths are scaled with the mixed layer depth H, and the downwind velocity is made dimensionless using the friction velocity u * . However, the appropriate cross-wind and vertical velocity scale is taken to be √ u * u s 0 , inducing a corresponding eddy-turnover time scale H/ √ u * u s 0 . The pressure is scaled with ρu * u s 0 , where ρ is the water density. With these rescalings, the ideal 3D CL equations can be written in component form as
where T, u, v ⊥ ≡ (v, w), and P are the dimensionless time, downwind velocity, "perpendicular" ( y,z) velocity, and pressure variables, respectively, while ∇ ⊥ ≡ (∂ y , ∂ z ) is the gradient operator in the perpendicular (i.e., cross-wind) plane. Equations (7)- (9) are exact; an asymptotic theory is developed by identifying ε ≡ La t , i.e., the ratio of the downwind to cross-wind/vertical velocity scales, as an asymptotic parameter and considering the formal limit ε → 0. Based on experience with other, similar theories, including the quasi-geostrophic (QG) equations 36 and the reduced equations for rapidly rotating thermal convection, 37 it is plausible that the resulting theory is sufficiently robust to capture the full LC dynamics, as governed by the ideal 3D CL equations, for finite (i.e., physically realizable) values of La t .
The asymptotic analysis proceeds by allowing all dependent fields to depend not only on the "fast" x coordinate but also on a "slow" streamwise coordinate X ≡ εx, so that ∂ x → ∂ x + ε∂ X . These fields are then expanded as
and substituted into Eqs. (7)- (9) . Collecting terms sharing like powers of ε yields a hierarchy of equations. At O(ε −1 ), it is readily concluded that the leading-order cross-wind velocity field (v 0 ,w 0 ) and pressure P 0 are constrained to be independent of fast x, consistent with the leading-order dynamical balances discussed above. This motivates decomposition of all (fast) x-varying fields into a fast-x average (denoted with a bar) plus a fluctuation. Averaging the O(1) downwind momentum equation and exploiting the x-invariance of (v 0 ,w 0 ) and P 0 yields
Similarly, averaging the O(1) version of the perpendicular momentum equation requires
Crucially, the reduced system can be closed by invoking the O(1) continuity equation, ∇ ⊥ · v 0⊥ = 0, from which a Poisson equation for the leading-order pressure can be derived. This system-the ideal rCL equations-can be re-expressed concisely as
In Eqs. (16)- (19) , the ⊥ sub-and superscripts refer to the perpendicular, i.e., y-z or crosswind, plane. U(X, y, z,T) is the fast-x averaged, leading-order downwind velocity componentū 0 ; Π(X, y, z,T) is the leading-order pressure P 0 ; Ω(X, y, z,T) is the leading-order downwind vorticity component; and ψ(X, y, z,T) is the associated leading-order streamfunction defined in terms of the perpendicular velocity field, i.e., v 0 = ∂ z ψ and w 0 = −∂ y ψ. The streamfunction/vorticity formulation is possible because, as a consequence of anisotropy, the leading-order reduced dynamics are divergence-free in the cross-wind plane; this condition gives rise to the elliptic pressure constraint in Eq. (19) . Note that the material derivative 26 the (ideal) rCL equations reduce exactly to the (inviscid) 2D-3C CL equations in streamfunction/vorticity form when X derivatives are suppressed. By retaining these terms, the rCL equations incorporate important 3D physical processes on long downwind scales, including streamwise pressure gradients, advection of downwind vorticity by the Stokes drift, and retention of the full (leading-order) contribution to the fast-x averaged vertical vorticity in the CL vortex force. Relative to the fully 3D CL equations, certain physics has been suppressed, of course. Most notably, advection by U is a subdominant process as is stretching of downwind vorticity by streamwise gradients of U. Hence, if the rCL equations admit non-trivial, sustained 3D dynamics, the flows will necessarily differ from wall-bounded shear flow turbulence, for which these subdominant processes are of primary importance. One potential merit of the reduced system is that for a given physical domain length, fewer grid points are required in the downwind direction than would be the case for the full 3D CL equations, owing to the fact that rapid distortion occurs instantaneously in the present model and any associated O(H) (dimensional) streamwise variability is consistently filtered. For the same reason, we also anticipate that larger time steps may be employed, suggesting that numerical simulations of the rCL equations may enable significant computational savings.
Of course, to be useful, the ideal rCL equations (16) and (17) must be regularized (even in 2D) to prevent an imposed background Eulerian shear flow from being linearly unstable to disturbance modes with arbitrarily large cross-wind wavenumbers. We emphasize that this is not a shortcoming of the reduced equations, but rather a property of the underlying fully 3D ideal CL equations. Moreover, diffusive effects of some sort must be incorporated to accommodate a traction (i.e., wind stress) boundary condition at the free surface, unlike in the rapid distortion theory of Teixeira and Belcher. 31 Here, we follow Chini et al. 26 by turning to the dissipative CL equations and simply retaining the first occurrence of formally higher-order (Laplacian) diffusion terms in the asymptotic analysis, which have the form (ε/R * )∇ 2 ⊥ (ū 0 ,v 0⊥ ). (Note that R * already involves an eddy diffusivity ν e owing to the filtering procedure inherent in the derivation of the CL equations.) Only diffusion in the cross-wind plane is retained in the regularized rCL equations, consistent with variability occurring on much longer downwind than cross-wind and vertical scales in the small-La t limit. With the given scalings, the non-dimensional wind stress boundary condition at z = 0 is ∂ zū0 = R * . This approach can either be viewed as an ad hoc regularization or understood in the sense of composite asymptotic equations, 38 i.e., the formally small diffusion terms enter the leading-order dynamical balances in thin surface and bottom boundary layers and in narrow downwelling plumes. In either case, ε ≡ La t and R * are reintroduced into the resulting reduced system. However, these two parameters can be collapsed into a single diffusion parameter, the so-called laminar Langmuir number La ≡ ν e /  u * R * u s 0 H arising naturally in the dimensionless 2D-3C (dissipative) CL equations, 4 by a straightforward renormalization of all variables:
The resulting dissipative/regularized (and renormalized) rCL equations are given by
We solve the rCL equations (20)- (23) subject to the following boundary conditions. At z = 0, the X-directed wind stress is applied at the mean position of sea surface; hence,
where the second and third constraints correspond to stress-free and zero normal flow boundary conditions on the perpendicular velocity field. For simplicity, the bottom boundary at z = −1 crudely represents a non-deformable mixed-layer base. Note that in the absence of Coriolis acceleration, the layer can only reach a statistically equilibrated state if the mean traction across the lower boundary equals that imposed at the sea surface; hence, at z = −1, we require
In Eqs. (24) and (25), the normal pressure-gradient at the boundaries is obtained by evaluating the (reduced) vertical momentum equation at z = 0, −1. All fields are taken to be L y -periodic in the y direction and L X -periodic in the X direction, where L y is chosen to be sufficiently large to contain at least a pair of Langmuir cells for the given values of the diffusion parameter La and the downwind domain length L X . Our specification of U s (z), L y , and La and our omission of the effects of density stratification and Coriolis accelerations are guided by our objective to verify that the reduced system can exhibit sustained aperiodic 3D dynamics and surface patterns reminiscent of LC. Thus, we focus on identifying a parameter regime in which interesting nonlinear spatiotemporal dynamics are admitted by the reduced equations rather than on reproducing phenomena observed in the upper ocean or exhaustively exploring parameter space. Indeed, this study is a necessary and natural prerequisite for future investigations employing the reduced equations in oceanographically relevant parameter regimes.
We conclude this section by commenting that the asymptotic reduction described here could evidently be performed more concisely by first identifying a new small parameter ϵ ≡ La t (La t /La)
≡ ε √ R * and then analyzing the dissipative CL equations from the outset. One virtue of this alternative derivation, which was given by Chini et al., 26 is that the dissipative rCL equations (20)-(23) are then strictly asymptotically consistent, i.e., with no ad hoc retention of formally subdominant eddy-diffusion terms. Nevertheless, this is not the view adopted here. One issue is that if the retained diffusion terms are to be of the same asymptotic order as the other terms in the rCL equations, then formally La = O(1), and owing to the identity La t ≡ R 3/2 * La, if ϵ → 0 (so that La t → 0, since La is being fixed) then R * → 0, too. Although not a Stokes or creeping flow limit, as is clear from the consistent retention of the nonlinear advection terms in the rCL equations, this is physically unsatisfactory. Thus, we choose instead to view the retention of the diffusion terms as a regularization or a composite approximation, as discussed above. With this interpretation, La may become arbitrarily small as La t → 0, implying R * need not tend to zero. Second, even allowing for La to become small, when ϵ rather than ε is identified as the asymptotic parameter, an apparent condition for the validity of the analysis is that R * = o(La −2 t ). However, this bound on the allowed growth of R * as La t → 0 is overly conservative and ultimately derives from (re-)scaling the dimensional downwind velocity with u * R * to render the dimensionless traction boundary condition at z = 0 parameter free. Since R * involves an eddy or subgrid-scale viscosity, its value cannot be unambiguously estimated. Nevertheless, values of R * in the upper ocean invoked in the literature 14, 27 range from about 5 to 500 or more, depending in part upon whether LC-induced mixing is included in the estimate. At the upper end of this range, the scaling u * R * (u * R * /H) vastly overestimates typical streamwise Eulerian flow speeds (vertical gradients) associated with wind-driven currents and LC over the bulk of the mixed layer. Indeed, regardless of the renormalization used to arrive at the single-parameter form of the rCL equations (20)- (23), the validity of the reduced system ultimately relies on advection and straining induced by the mean streamwise Eulerian flow being dominated by that attributable to the surface-wave Stokes drift. As demonstrated in Teixeira and Belcher 31 (see, in particular, their Figure 9 (b), which was generated using data from the LES in Ref. 14) , this is, in fact, a physically relevant limit even for scenarios in which R * is large, i.e., for Langmuir turbulence. The compelling point, as explained by Teixeira and Belcher, 31 is that while the turbulence homogenizes the (Eulerian) downwind momentum, thereby reducing the straining by the mean Eulerian wind-driven current, it has no impact on the Lagrangian Stokes drift.
III. SECONDARY STABILITY ANALYSIS
Prior to performing numerical simulations of the rCL equations, we first carry out a secondary stability analysis of the reduced system by computing steady fully nonlinear 2D-3C (i.e., straight and parallel) roll solutions and then assessing the stability of these 2D cellular base flows to small-amplitude 3D disturbances. The secondary stability results prove invaluable in the design of appropriate numerical experiments. In this context, it is worth noting that the secondary stability analysis of the full 3D CL equations performed by Tandon and Leibovich 39 suggests that the downwind wavelength of the dominant 3D instability of straight parallel roll solutions increases as a parameter proportional to the surface wave forcing is increased (i.e., as La t is decreased), a result that we make explicit here. This fact, along with its practical ramification-namely, that long computational domains are required for simulations in this regime-motivated the derivation of the rCL equations in Chini et al.
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In addition to providing critical information on the required computational domain size, the secondary stability analysis also guides our choice of initial conditions for the numerical simulations of the rCL equations. Our expectation is that, nominally, the reduced dynamics will become more spatiotemporally complex as the diffusion coefficient La is reduced. Hence, we first choose a comparatively small value of La and perform a secondary stability analysis to determine an appropriate domain length L X . Specifically, we choose L X so that the fastest-growing (in practice, always 3D) secondary instability mode comfortably fits into the domain at the chosen values of La and L y . We then initialize a numerical simulation at those parameter values with the corresponding fully nonlinear 2D cellular base flow plus a small-amplitude contribution of the fastest-growing secondary instability eigenmode. Conveniently, we can then proceed in a systematic fashion by incrementally increasing La while keeping the domain size and resolution in X fixed and using the final state from the previous simulation (i.e., at smaller La) to initialize the simulation at the larger value of La. Since the dynamics generally become less complex as La is increased, we do not find it necessary to impose-and, thus, to specify the form of-a disturbance at the initial time. Of course, this would not be the case for a suite of simulations in which La is incrementally decreased. In fact, we have carried out simulations for decreasing La and found evidence of hysteresis and, hence, regimes of bistability (see Sec. IV).
For the results reported here, we fix the cross-wind extent of the domain L y = π and choose the smallest value of La to be 0.005. For these parameters, a steady 2D-3C solution of the rCL equations (20)- (23) with X-derivatives suppressed is numerically computed. The resulting cellular flow is found to exhibit only a single pair of rolls, implying a cross-wind wavenumber k = 2. Since the equations governing the linear stability of this base flow involve y-periodic coefficients, Floquet theory may be employed: considering only the fundamental mode (the fastest-growing mode for the parameter regime being investigated), the 3D downwind velocity perturbation u may be expressed as
where c.c. denotes the complex conjugate, k is the fundamental wavenumber of the 2D cellular base flow, and σ ≡ σ r + iσ i is the complex-valued temporal growth rate of the secondary instability mode with downwind wavenumber l. The other perturbation fields are expanded similarly. Complete details of the linearized equations and solution methods relating to this secondary stability analysis are given in Chini et al.
As a partial validation of the rCL equations, these secondary stability results are compared directly with the corresponding stability results obtained by analyzing the full 3D CL equations. Note that the 2D base flow is identical in each case, albeit scaled differently. Specifically, for the Positive growth occurs for wavenumbers l min < l < l max , with the maximum growth rate at l = l f . The (dashed) growth rate curves extracted from the 3D CL equations are also shown (after renormalization using the same anisotropic velocity scales as used in the derivation of the rCL equations). (c) The downwind phase speed −σ i /l of the fastest-growing fundamental modes shown in the upper panels vs. l, compared with the results from the 3D CL equations rescaled to accord with the scalings employed in the rCL equations.
3D CL equations, we scale velocity components (lengths) isotropically with u * (H) such that two non-dimensional parameters, the turbulent Langmuir number La t and friction Reynolds number R * , arise in the governing equations-see Eq.
(1). In making this comparison, three scenarios are considered: La t = 0.1, 0.05, and 0.01, with La ≡ La t R −3/2 * = 0.005, the value at which the 2D base flow is computed, held fixed in each case.
In Figure 3 (a), we show σ r as a function of the downwind wavenumber l of the most dangerous fundamental modes as computed using the full 3D CL equations. Clearly, the downwind wavelength of the mode with the largest growth rate increases dramatically as La t decreases. With the given isotropic velocity scalings, the maximum growth rate is also seen to increase as La t is reduced. These conclusions can also be gleaned from the data in Table I . The solid line in Figure 3(b) shows the corresponding growth rate curve as obtained from the rCL equations. For ease of reference, the results from the full 3D CL equations in Figure 3 (a) are also shown (by the dashed curves) after renormalization using the rCL scalings:
, where the subscript 3D denotes the isotropically scaled 3D eigenvalue or wavenumber, while the subscript rCL denotes the corresponding anisotropically scaled 3D quantity. The general agreement is very good, providing partial validation of the asymptotic procedure used here and in Ref. 26 to derive the rCL equations. More specifically, as evident from Table I , the maximum growth rate σ m and the associated wavenumber l f of the fastest-growing mode agree to within a maximum relative error of a few percent for the chosen parameters. Of course, Figure 3 also reveals some obvious discrepancies in the predicted growth rates for large values of the downwind wavenumber l. By design, the reduced model consistently filters fast variability in the downwind direction; this is manifest in Figure 3 (b) by the comparatively enhanced decay rates at large l. This discrepancy is also evident in Figure 3(c) , showing the downwind phase speed −σ i /l of the fastest-growing modes as a function of l. Here, too, the agreement is very good, except-by design-at large l. Note that the disturbances are non-dispersive for l 11, and that the phase-speed value of 1/2 corresponds to the vertically averaged speed of the Stokes drift, which in the reduced dynamics is the only agency responsible for downwind advection. The fact that −σ i 0 is of fundamental importance since it shows that the instability is a Hopf bifurcation leading to a growing TW-the eigenfunctions take the form u(X, y,
Contours of the flow fields associated with the fastest-growing eigenfunction (for which l = l f ) are plotted in both the x-y and y-z planes in Figure 4 . This eigenfunction is in excellent agreement with the eigenfunction extracted from secondary stability analysis of the full 3D CL equations (see Figure 5) . Investigation of the time-dependent dynamics suggests that this mode indeed plays a role in the fully nonlinear dynamical evolution captured by the rCL equations. As discussed in Chini et al. 26 and also shown in this section, the secondary stability results are encouraging in that they suggest that the rCL equations are not ill-posed since disturbances with increasingly rapid X-variation are increasingly damped (even in the absence of any X-diffusion). Moreover, the observation that the fastest growing mode has both an O(1) downwind wavenumber and an O(1) growth rate confirms that the anisotropic velocity and length scalings are appropriate. Informed by the results of the secondary stability analysis, we next describe numerical simulations of the rCL equations designed to explore the fully nonlinear, reduced dynamics.
IV. NUMERICAL SIMULATIONS OF THE rCL EQUATIONS

A. Numerical scheme
The rCL equations (20)- (23) and boundary conditions (24) and (25) are spatially discretized using a Fourier pseudospectral method in the periodic X and y directions and a Chebyshev-tau method in the inhomogeneous z direction. A second order semi-implicit temporal discretization is used, in which the linear diffusive terms are treated with the implicit Crank-Nicolson scheme while the remaining linear and nonlinear terms are treated with the explicit 2nd-order Adams-Bashforth method. The resulting Helmholtz equations in wavenumber space are solved for each Fourier mode pair using an algorithm originally developed by Clenshaw 41 and later summarized in Ref. 42 , which only requires O(N z ) operations per wavenumber pair, where N z is the number of z-grid points. 1D (slab) domain decomposition is employed to efficiently perform (inverse) Fast Fourier Transforms (FFT) in parallel. 43 The simulations reported below have all been performed for La ≥ 0.005. For the minimum value of La considered, the growth rate of the most dangerous secondary instability modes in the reduced model crosses zero at two distinct downwind wavenumbers, l min ≈ 0.5 and l max ≈ 10 ( Figure 3(b) ) and disturbances with downwind wavenumbers l min < l < l max are able to drive instability. Since the wavelength of the longest unstable disturbance is given by 2π/l min , the downwind 
Since the growth rate is maximized at a downwind wavenumber l f ≈ 4.55 ≈ 9l min , we choose the initial condition for the (3D) downwind-velocity disturbance to be a superposition of modes normally distributed about l = l f ,
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B. Overview of phenomenology
We begin by summarizing in Figures 6 and 7 the dynamical behavior admitted by the rCL equations over a specified parameter range. Figure 6 is a schematic bifurcation diagram showing the various dynamical regimes identified in this study as a function of La −2 , a representation that is made to facilitate comparison with the bifurcation schematic in Figure 1 of Ref. 27 . Since Tandon and Leibovich 27 employ the full 3D CL equations, their results are necessarily given as a function of two parameters: a Rayleigh-like number R ≡ La −2 and the friction Reynolds number (which they denote Re * rather than R * ). In contrast, the dissipative rCL equations benefit from the property that these two parameters can be combined, via the rescaling given in Sec. II (see the text preceding Eq. (20)), into a single effective parameter: the laminar Langmuir number La. This property facilitates exploration of parameter space, since only one parameter needs to be varied. If desired, however, the results can be mapped to a particular (La −2 ,R * ) combination by using the identity R * ≡ (La t /La) 2/3 and specifying the appropriate finite value of La t . When La −2 is below the primary instability threshold for the given domain size, La −2 p ≈ 0.065 −2 , the steady structureless shear flow is stable. When La −2 is above this threshold but not too large, the flow is most unstable to downwind invariant (2D) disturbances, leading to stable 2D steady roll solutions. When La −2 is increased further, beyond the secondary instability threshold La −2 s ≈ 0.034 −2 , the 2D rolls lose stability to 3D disturbances. For La −2 > La −2 s , the rCL equations generally exhibit bistability, with two distinct sets of solution behavior. In the defect scenario, FIG. 6 . A schematic bifurcation diagram summarizing the dynamical regimes identified in this investigation of the rCL equations. Two scenarios involving the secondary instability of straight parallel roll solutions and comprising a hysteresis loop are found. The defect scenario consists of steady rolls, steady defect traveling waves, and aperiodic defect traveling waves. In the (defect-free) TW scenario, steady rolls lose stability to sinuous TWs, which then lose stability to vacillating TWs. See Figure 7 for a gallery of these numerical solutions. TWs. These two scenarios can be easily distinguished by the presence or absence of defects in the surface patterns: regions of strong spatial distortion where the windrow spacing (the distance between two adjacent streaks of relatively high downwind momentum fluid) changes by a factor of two. The defect traveling wave solutions become unsteady, even aperiodic, under sufficiently strong forcing conditions. As shown in Figure 7 (c), the sinuous TW is characterized by a streak of high downwind momentum fluid (shown in white) traveling downwind in a sinuous pattern. At stronger forcing, the dynamics alternates between nearly downwind invariant cellular flow (Figure 7(d) , left) and sinuous traveling waves (Figure 7(d) , right), forming a vacillating traveling wave pattern that is loosely reminiscent of the self-sustaining process and associated bursting cycle in the near-wall region of wall-bounded shear flows. 44 Together, these two scenarios comprise a hysteresis loop, in which distinct flow structures are exhibited for the same parameters (domain size, La) depending upon the initial conditions. Thus, by performing simulations of the rCL equations, we have found all of the dynamical behaviors reported by Tandon and Leibovich 27 in their DNS of the full 3D CL equations. In their study, the dynamics of sinuous and vacillating traveling waves were thoroughly discussed. However, the structure of the defect traveling waves was not described in a comparable level of detail, nor were unsteady defect traveling waves computed. Consequently, the remainder of this article is devoted to a detailed discussion of the (reduced) dynamics of steady and aperiodic defect traveling waves, and of the surface signatures they generate, within the framework of the rCL equations.
C. Defect solutions
A suite of simulations was initiated by setting La = 0.005 and imposing the disturbance (27) on the 2D steady rolls with k = 2. Then, as noted previously, for La > 0.005, the final state of the preceding simulation, performed at a smaller value of La, was taken to be the new initial condition. For La in the range between the primary instability threshold (i.e., La p = 0.065) and 0.005, and La increasing, two different types of sustained 3D dynamics are observed, namely, steady and aperiodic defect traveling waves. We illustrate the former using simulation results at La = 0.02 and the latter using results at La = 0.005. anisotropically scaled X-velocity component appears to be comparable with the y and z components, it should be borne in mind that, when scaled isotropically, downwind speeds are smaller by a factor proportional to La t than flow speeds in the cross-wind plane. These simulation results provide qualitative confirmation that the rCL equations admit sustained quasi-3D dynamical states reminiscent of fully 3D LC, as reported in Ref. 27 . The Eulerian flow patterns for both La = 0.02 and La = 0.005 are broadly similar, exhibiting the expected subsurface counter-rotating cellular structure and a surface flow with downwind oriented, quasi-but not strictly parallel streaks-both hallmark features of Langmuir circulation. Note that the streaks are elongated extensively in the downwind direction, since isotropically scaled downwind distances are larger by a factor proportional to La
t than is shown in the figure. Clearly, the flow structure is more complex in both space and time for La = 0.005 than for La = 0.02, an assertion that is substantiated quantitatively in Figure 9 . In Figures 9(a) and 9(b) , the time evolution of the downwind vorticity component Ω(X, y, z,T) at an arbitrary (X, y, z) location within the domain is recorded once the flow has become statistically stationary. Figures 9(c) and 9(d) show the corresponding time evolution of the volume-averaged kinetic energy
where v = ∂ψ/∂z and w = −∂ψ/∂ y. For La = 0.02 (Figures 9(a) and 9(c)), the vorticity exhibits time-periodic behavior while the volume-averaged kinetic energy is strictly steady. For La = 0.005 (Figures 9(b) and 9(d)), the time trace of the vorticity is aperiodic but ⟨KE⟩ is roughly (although not exactly) periodic. In the former case, the flow field comprises a steady, downwind-propagating 3D defect traveling-wave solution of the rCL equations, for which all flow fields satisfy
where Φ is any flow field variable and Φ w is the associated wave solution. Here, the phase speed c ≡ L X /T w ≈ 0.5022, where T w is the temporal period estimated from the data used to generate Figure 9 (a). The propagation speed computed here agrees closely with the theoretical value of 0.5 corresponding to the vertical average of the Stokes drift velocity. We note that exact invariant solutions of this type are increasingly thought to form the backbone of the turbulent attractor in turbulent wall flows. [45] [46] [47] Here, even at La = 0.005, a "ghost" of the steady defect TW solution continues to be evident (see Figure 8 ).
V. EULERIAN AND LAGRANGIAN SURFACE PATTERNS
A prominent feature of the flow fields in Figure 8 is the occurrence of defects in the Eulerian surface patterns (i.e., in the plane z = 0), where the roll vortices seemingly merge or split. In this section, we investigate these surface patterns, and the associated defect dynamics, in more detail. 
A. Eulerian surface patterns: Downwind-modulated 2:1 spatial resonance
To understand the surface patterns, it is instructive to first examine the subsurface flow within a particular cross-wind ( y-z) plane. Figure 10 shows the evolution of the cellular flow in the plane X = 2π over one temporal period for the case in which the dynamics is strictly periodic (La = 0.02). The subplots (a)-(f) show that the cellular flow evolves from two pairs of rolls (Figure 10(a) ) to one pair (Figures 10(c) and 10(d) ) and then back to two pairs (Figure 10(f) ); the last state corresponds to a translate of the state in Figure 10 (a) by half a wavelength, implying that one more such cycle is required before the state in Figure 10(a) is restored.
This type of behavior is known to be associated with the so-called 2:1 spatial resonance, i.e., the resonance between states with wavenumber 2k (Figure 10(a) ) and states with wavenumber k (Figures 10(c) and 10(d) ), as first noted in Refs. 48 and 49. Under appropriate conditions, the amplitude equations describing this resonance exhibit an attracting, structurally stable heteroclinic cycle connecting the 2k state to its π/(2k) translate and back again. To interpret this dynamic, it is helpful to consider the evolution of the system in terms of a trajectory in an appropriate phase space. This phase space contains (unstable) equilibria corresponding to the states shown in Figures 10(a) and 10(f); these states are connected by a special (heteroclinic) trajectory that passes close to the k state represented in Figures 10(c) and 10(d) , and this trajectory is both attracting and persistent under parameter changes (i.e., it is structurally stable). Along such a trajectory, the system evolves exponentially slowly away from a four-vortex state; it then passes the vicinity of the k state, and so briefly resembles a single pair of vortices rather than two pairs, just as in Figure 10 , before returning to a π/(2k) translate of the four-vortex state. Since the trajectory is attracting and structurally stable, nearby trajectories will behave the same way, and the behavior seen in Figure 10 will persist for an open set of initial conditions and an open set of parameter values. Although the theory predicts that with each additional cycle the system will spend longer and longer in the 2k state, this is not observed in practice because experimental or numerical noise keeps the solution from approaching the 2k state too closely. The resulting dynamics take the form of a statistical limit cycle, 50 with an average period that depends on the noise level in the system. Dynamics of this type have been seen in a number of hydrodynamic systems, including turbulent boundary layers, 44, 51 von Kármán flow between counter-rotating disks, 52 and Rayleigh-Bénard convection between boundaries with different thermal properties, 53 and can be traced to the signs of the coefficients of certain quadratic terms in the amplitude equations; in hydrodynamic systems, these signs are necessarily such as to generate a structurally stable heteroclinic cycle 54 and this evidently is the case here as well. The above theory relies on the presence of a 2:1 spatial resonance between equilibria. In the present case, however, the observed vortex states have 3D structure and so are of TW type. Nevertheless, since the isotropically scaled downwind wavenumber (proportional to La t l min ) is small, it is plausible that elements of the 2:1 resonance for downwind-invariant vortex structures should be observable in the resulting dynamics. As shown in Figure 10 , for La = 0.02, this is indeed the case. Figure 10(m) shows the vorticity at the core of the leftmost roll (in red, y ≈ 0.7), which provides an indication of the strength and orientation of the cellular flow. For the time interval corresponding to the snapshots in Figures 10(a)-10(f) , both the changes in the color of the contours and in the sign of the vorticity evident in the time series in Figure 10 (m) signal a cross-wind phase shift of π/(2k) (i.e., 1/4-wavelength of the fundamental cross-wind mode), as expected from the theory of the 2:1 spatial resonance. Again, since the vorticity is time-periodic in the y-z plane when La = 0.02, one full period consists of a pair of transitions during each of which the 2k pattern translates one quarter of the fundamental wavelength in the cross-wind direction, as shown in Figures 10(a)-10(l) . However, Figure 10 (m) also reveals a significant departure from the predictions of the standard theory of 2:1 spatial resonance: the time interval from (a) to (c) is longer than the corresponding time interval from (f) to (h). This asymmetry can be quantified by measuring the length of time spent in the corresponding four-cell states (i.e., the time intervals between successive changes in the sign of the vorticity), as well as the durations of successive translations by π/(2k) (i.e., the times required for the vorticity to reverse sign). In the present case, the ratio of times spent in the four-cell states is roughly 7/5, while the switching times from + to − vorticity and − to + vorticity are very similar. In contrast, the standard theory of the 2:1 spatial resonance between equilibria predicts a time ratio equal to unity, indicating that the system is likely outside the regime of validity of this theory. Possible explanations include (a) at La = 0.02, the system is far from the assumed codimension-two point, a situation studied in Ref. 55; (b) the different downwind drift speeds of the k and 2k states modify the theory; or that (c) the correct formulation of the problem requires the inclusion of a mean Eulerian flow in the downwind direction thereby turning the mode interaction problem into a 0:1:2 interaction, as studied in Ref. 56 ; or indeed a combination of all three possibilities. Evidently, the 3D structure of the downwind vortices is a key component of the present work that distinguishes it from the earlier studies of systems exhibiting the 2:1 resonance. We aim to address these issues in a follow-up publication based on the preliminary work in Ref. 57 . Figures 11(a)-11(d) show snapshots of the surface flow for the periodic case (La = 0.02) corresponding to the times in Figures 10(a) , 10(d), 10(i), and 10(l), respectively, and highlight the role played by the 3D structure of the vortices in the downwind direction. The patterns formed by the velocity vectors confirm that, generally, the surface flow is directed toward the streaks in red, i.e., the red streaks are collocated with surface convergence zones. Furthermore, the number of red streaks at a given X station indicates the number of roll pairs. Surface defects correspond to locations at which two convergence zones merge or a single divergence zone (necessarily interlaced with the convergence zones) splits, both when viewed from a location upwind of the defect. Following the convention used by Haeusser 58 and Bhaskaran and Leibovich, 28 the former are defined to be negative defects and the latter positive.
For La = 0.02, the defects are permanent structures that drift in the downwind direction at constant speed. When the defect passes a particular location, one observes locally the annihilation of a pair of adjacent vortices, or the insertion of a pair of new vortices between a pair of existing vortices. For example, in Figure 11 (a), the black solid line (at X = 2π, the location at which the contours in Figure 10 were made) intersects two red streaks indicating there are two pairs of rolls, as shown in Figure 10 (a). In Figure 11 (b), corresponding to the instant shown in Figure 10(d) , two counter-rotating vortices have annihilated each other, leaving a single pair of larger and stronger vortices. This interpretation, rather than one of vortex merger favored in Refs. 28 and 58 in which two pairs of rolls merge into a single pair, accords with that given by Li and Garrett 8 in their 2D-3C numerical simulations of the CL equations. Thus, at an instant between the snapshots in Figures 11(a) and 11(b) , a positive defect passes. A short time later, a negative defect passes X = 2π, since an "additional" pair of rolls appears. Hence, positive defects are shown by the blue intersections and negative defects by the red intersections. As noted in Bhaskaran and Leibovich, 28 positive and negative defects are created and annihilated pairwise (owing to the requirement of lateral periodicity), so the number of positive defects and negative defects is always equal.
At a later time, another pair of defects passes through X = 2π, as shown in Figures 11(c) and 11(d), completing one full period of the steady traveling wave. From any of the plots in Figures 11(a)-11(d) , it is evident that the X-distance between two consecutive pairs of the same type of defect is different, consistent with the non-uniform time interval between the two π/(2k) cross-wind phase shifts in a single period. Thus, from a spatiotemporal dynamical systems viewpoint, the behavior computed here for La = 0.02 is perhaps best described as a downwind-modulated 2:1 spatial resonance, and we speculate that the solutions computed here bifurcate off steady defect traveling waves associated with such a resonance but with no spatiotemporal asymmetry.
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Phys. Fluids 27, 046605 (2015) Not surprisingly, the defect dynamics for the aperiodic case (La = 0.005) are much more complex than for the periodic case. In the periodic case, for example, the cross-wind location of the defects is fixed (because the solution is a steady downwind-propagating traveling wave), but in the aperiodic case, defects exhibit both downwind and cross-wind motions. Moreover, the spatial extent (i.e., the area) of the intersections (where convergence zones merge and divergence zones split) varies strongly when La = 0.005 but is constant when La = 0.02. Overall, the Eulerian surface pattern when La = 0.005 is spatiotemporally complex, but still characterized by the prominence of downwind elongated surface features separated by positive and negative defects.
B. Lagrangian surface patterns: Y-junction formation and break-up
As noted previously, the hallmark surface signature of LC is a series of quasi-parallel streaks, or windrows, roughly aligned with the wind and surface waves. The streaks form as flotsam, bubbles, or other surface tracers are swept into the convergence zones between alternating pairs of subsurface vortices; that is, these manifestations of LC are Lagrangian rather than Eulerian signatures. Thus, it is instructive to investigate the Lagrangian surface patterns that are generated by the reduced dynamics.
One characteristic feature of windrow patterns manifested by 3D LC is the formation of "Y-junctions," locations at which two distinct lines of tracers merge or a single line splits in two. For example, the field observations of Farmer and Li 59 confirm that a dominant characteristic of surface bubble patterns at higher wind speeds (when LC was active) is the preferential formation of downwind-pointing Y-junctions, in which the two forks of the "Y" coalesce when viewed from upwind. (In contrast, upwind-pointing Y-junctions, in which the two forks of the "Y" coalesce if viewed from downwind, occurred less frequently.) To investigate the physical origin of this bias, Bhaskaran and Leibovich 28 performed surface tracer simulations using a weakly nonlinear theory (derived from the full 3D CL equations). Their investigation not only confirms the preferential occurrence of downwind-pointing Y-junctions but also attributes this bias to Lagrangian history effects associated with tracer advection by the different flow fields in the neighborhood of positive and negative defects. Specifically, negative defects frequently, although not always, gave rise to persistent downwind-pointing Y-junctions while positive defects only transiently induced upwind-pointing Y-junctions, but these were not observed to be stable. Away from defects, no Y-junctions of any kind were observed.
We investigate Lagrangian surface patterns generated by the defect traveling-wave solution computed at La = 0.02 and the more complex, aperiodic flow realized at La = 0.005 in the reduced model. We contemplate two tracer initial conditions: (i) a uniform distribution of tracers, emulating preexisting and non-replenishing surface markers (like seaweed) and (ii) a line source of tracers at X = 0 to crudely mimic scenarios in which tracers may be replenished and released from a specific Eulerian location (e.g., oil rising up to the free surface as a plume and subsequently spreading along the surface). For both La = 0.02 and La = 0.005, we start the tracer simulations using statistically steady flow fields. Once the simulation is commenced, the position of each tracer is updated by the dimensional increments
where tildes refer to dimensional quantities and the superscript 0 indicates evaluation at the sea surface (z = 0). Note that the Stokes drift contributes to the advection of passive tracers in the downwind direction. In dimensionless form,
noting that U 0 s = 1 since the Stokes drift velocity is scaled by its dimensional value u s 0 at z = 0. Thus, the position of each surface tracer particle is updated according to FIG. 12 . Evolution of surface tracers for La = 0.02, when the Eulerian surface flow comprises a steady downwindpropagating defect traveling wave. The tracers are released at T = 0 and recorded at T = 3, 7, 13, 17, and 28. The upper plots show the evolution starting from a uniform distribution of surface tracers; the lower plots show the evolution when a line source of surface tracers is located at X = 0. Note that each tracer plot is (periodically) duplicated four times in the y direction to facilitate visualization of the Lagrangian surface patterns.
where "new" and "old" refer to the updated and previous tracer locations, respectively. The Fourier series representation of v 0 in (35) amounts to employing spectrally accurate interpolation to evaluate the cross-wind velocity at arbitrary (X, y) positions that generally do not correspond to physical grid points on which v 0 = v(X, y, 0,T) was computed. For the tracer simulations, we set ∆T = 0.25 dimensionless time units. For the evolution of the initially uniformly distributed tracers, when any tracer is advected beyond the boundaries of the computational domain [0,
, it is replaced by a "new" tracer at the opposite boundary in accord with the presumed periodicity in both the X and y directions. For the tracer evolution from a line source at X = 0, particles evenly distributed in y along the line X = 0 are introduced every ∆T. When any of the tracers crosses the boundaries at y = 0 or y = L y , it is replaced by a new one at the opposite boundary; particles crossing the boundary at X = L X , however, are not replaced.
Snapshots of the surface tracer simulations initialized with uniformly distributed particles and the tracer line source are shown in Figure 12 for La = 0.02 and in Figure 13 for La = 0.005. In both the periodic and aperiodic cases, the initially uniformly distributed particles are organized into downwind pointing Y-junctions in about 3 time units. Ultimately, for La = 0.02, the tracer pattern culminates in a series of wavy lines, while for La = 0.005, "ghosts" of the downwind-pointing Y-junctions can be discerned. When tracers are continually released from a line source at X = 0, the downwind-pointing Y-junctions persist. Specifically, for the periodic case La = 0.02, tracers from the line source collect into downwind-pointing Y-junctions and this pattern propagates in the downwind direction. For the aperiodic case La = 0.005, particles from the line source also collect into downwind-pointing Y-junctions. However, as the Y-junctions travel downwind, they break up and reform. For example, at T = 23, the two arms of a Y-junction are about to detach from one another and reconnect to the arm from another breaking Y-junction. Visually, it is clear that for both sets of simulations, there is a preferential occurrence of downwind-pointing Y-junctions, in accord with the conclusion of Bhaskaran and Leibovich 28 and Farmer and Li. 59 As in the former study, Y-junction formation and persistence here have a clear correspondence with the defect-mediated spatial structure of the underlying Eulerian flow, as illustrated, e.g., in Figure 8 .
VI. CONCLUSION
Motivated by the routine occurrence of anisotropic Langmuir circulation patterns, Chini et al. 26 derived an asymptotically reduced version of the fully 3D CL equations, viz., the rCL equations, using multiple-scale asymptotic analysis. The reduced equations go beyond strictly 2D (downwind invariant) formulations by consistently incorporating the dominant 3D physical processes on long downwind scales while averaging or filtering certain fast, fine-scale flow features. In the present investigation, the dynamics admitted by the rCL equations in cross-wind confined domains has been explored using a combination of secondary stability analysis and numerical simulation.
The secondary stability analysis, in which the stability of steady, nonlinear 2D-3C roll solutions to 3D perturbations is assessed, suggests that the rCL equations are not ill-posed (as disturbances with large downwind wavenumbers are damped even in the absence of downwind diffusion) and provides important guidelines for the design of numerical simulations. Comparisons with the secondary stability analysis of the full 3D equations confirm the asymptotic validity and accuracy of the reduced model and, in fact, motivate its derivation. The rCL equations are asymptotically valid when downwind velocity anomalies are small relative to cross-wind velocity fluctuations, and when the strain-rate induced by the surface-wave Stokes drift dominates that attributable to the mean streamwise Eulerian currents, as is the case in Langmuir turbulence. 31 Although the asymptotic reduction is formally valid in the limit La t → 0, where La t is the turbulent Langmuir number, our results suggest that the rCL equations may be sufficiently robust to capture LC dynamics for commonly occurring values of La t (e.g., 0.2-0.3).
The secondary stability results also indicate that the rCL equations admit interesting 3D behavior in certain parameter regimes, as the fastest-growing secondary instabilities are indeed 3D and exhibit O(1) growth rates on a convective time scale. This assertion is confirmed by our pseudospectral numerical simulations of the reduced model, which exhibit sustained 3D dynamics reminiscent of LC and provide further empirical support that the rCL equations comprise a well-posed mathematical model. Over the parameter space explored here, bistability and hysteretic behavior are observed, with the basin of attraction of the defect-free sinuous and vacillating traveling waves seemingly smaller than that for the strongly nonlinear steady and aperiodic defect traveling waves emphasized in this study.
In addition to further validating the reduced model, the numerical simulations described here suggest the intriguing possibility that the oft-reported occurrence of Y-junctions in LC windrow patterns may be linked to a downwind-modulated 2:1 spatial resonance. We speculate that this dynamic, which is captured in its purest form in a steady defect traveling-wave solution, may be an inherent feature of the CL equations in the strong vortex-force limit. Like Bhaskaran and Leibovich, 28 we attribute the preferential occurrence of downwind-pointing Y-junctions to Lagrangian history effects associated with the different Eulerian flows induced in the neighborhoods of positive and negative defects. However, in their weakly nonlinear analysis, defect formation and motionand, hence, Y-junction evolution-necessarily occur on a slow, diffusive time scale; in contrast, here, it is seen to occur on a fast, convective time scale, which is more plausible physically. Of course, we acknowledge that the detailed behavior in the vicinity of defects cannot be properly captured by the rCL equations, which retain variability only on long downwind (although short vertical and cross-wind) scales. The same restriction applies to the amplitude equations employed by Bhaskaran and Leibovich. In a parallel study, 57 we are exploring the possibility of capturing the downwind-modulated 2:1 resonance using a weakly nonlinear analysis.
In summary, by confirming that the reduced model is able to capture sustained aperiodic dynamics as well as Eulerian and Lagrangian surface patterns reminiscent of LC, the present investigation provides a foundation for future computational studies using the rCL equations. A natural next step is to simulate the rCL equations in a very wide and long computational domain under more extreme forcing conditions and with realistic Stokes drift profiles. In this way, we will be able to assess whether the 2:1 spatial resonance (and its role in Y-junction formation) persists. We will also be able to make direct comparisons of key statistics, patterns, and structural aspects of the flow with those obtained from DNS or LES of the full 3D CL equations. Finally, we aim to incorporate the rCL equations into recently developed multiscale models 60 that retain the effects of Coriolis acceleration and density stratification so that the reduced equations may be employed for upper ocean process studies.
