We investigate the time evolution of the Kondo resonance in response to a quench by applying the timedependent numerical renormalization group (TDNRG) approach to the Anderson impurity model in the strong correlation limit. For this purpose, we derive within TDNRG a numerically tractable expression for the retarded two-time nonequilibrium Green function G(t + t , t), and its associated time-dependent spectral function, A(ω, t), for times t both before and after the quench. Quenches from both mixed valence and Kondo correlated initial states to Kondo correlated final states are considered. For both cases, we find that the Kondo resonance in the zero temperature spectral function, a preformed version of which is evident at very short times t → 0 + , only fully develops at very long times t 1/T K , where T K is the Kondo temperature of the final state. In contrast, the final state satellite peaks develop on a fast time scale 1/Γ during the time interval −1/Γ t +1/Γ, where Γ is the hybridization strength. Initial and final state spectral functions are recovered in the limits t → −∞ and t → +∞, respectively. Our formulation of two-time nonequilibrium Green functions within TDNRG provides a first step towards using this method as an impurity solver within nonequilibrium dynamical mean field theory.
Introduction.-The nonequilibrium properties of strongly correlated quantum impurity models continue to pose a major theoretical challenge. This contrasts with their equilibrium properties, which are largely well understood [1] , or can be investigated within a number of highly accurate methods, such as the numerical renormalization group method (NRG) [2] [3] [4] [5] , the continuous time quantum Monte Carlo (CTQMC) approach [6] , the density matrix renormalization group [7] , or the Bethe ansatz method [8, 9] . Quantum impurity models far from equilibrium are of direct relevance to several fields of research, including charge transfer effects in lowenergy ion-surface scattering [10] [11] [12] [13] [14] [15] [16] [17] , transient and steady state effects in molecular and semiconductor quantum dots [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] , and also in the context of dynamical mean field theory (DMFT) of strongly correlated lattice models [37] [38] [39] , as generalized to nonequilibrium [40] [41] [42] . In the latter, further progress hinges on an accurate non-perturbative solution for the nonequilibrium Green functions of an effective quantum impurity model. Such a solution, beyond allowing timeresolved spectroscopies of correlated lattice systems within DMFT to be addressed [43] [44] [45] [46] [47] , would also be useful in understanding time-resolved scanning tunnelling microscopy of nanoscale systems [48] and proposed cold atom realizations of Kondo correlated states [49] [50] [51] [52] , which could be probed with real-time radio-frequency spectroscopy [53] [54] [55] .
In this Letter, we use the time-dependent numerical renormalization group (TDNRG) approach [56] [57] [58] [59] [60] [61] [62] to calculate the retarded two-time Green function, G(t 1 = t + t , t 2 = t), and associated spectral function, A(ω, t), of the Anderson impurity model in response to a quench at time t = 0, and apply this to investigate in detail the time evolution of the Kondo resonance. This topic has been addressed before within several approaches, including the non-crossing approximation [26, 63] , conserving approximations [64] and within CTQMC for quantum dots out of equilibrium [32] . Related work on the temporal evolution of the spin-spin correlation function in the Kondo model and thermalization in the Anderson impurity model following initial state preparations has also been carried out [65, 66] . Formulations of the time-dependent spectral function within TDNRG are also available [59, 67] , but only for positive times. Here, we derive expressions for the two-time Green function and spectral function A(ω, t) which are numerically tractable at arbitrary times, including negative times. The main advantages of the TDNRG over other approaches for calculating time-dependent spectral functions is that it can access arbitrary long times (t → ±∞) and arbitrary low temperatures and frequencies, is non-perturbative and calculates spectral functions directly on the real frequency axis. It is therefore well suited for investigating the formation in time of the exponentially narrow and low temperature Kondo resonance [68] following a quench at t = 0 specified by ε i = −15Γ, U i = 30Γ and ε f = −6Γ, U f = 12Γ with final state Kondo temperature T K = 2.5 × 10 −5 . A structure on the scale of T K evolves into the Kondo resonance at long times t 1/T K , while a structure at ω = ε f + U f ≈ 240T K with negligible time-dependence corresponds to the final state satellite peak. Panels (b)-(d) show the spectral function at times tT K = 0.001, 1 and 1000, respectively. The TDNRG calculations used a discretization parameter Λ = 4, z averaging [74, 75] with N z = 32 and a cutoff energy E cut = 24.
the case of positive times [73] G(ω + iη, t) = 
where B = d σ , C = d † σ , and ρ i→ f sr (m) = e f sem|ρ|rem f is the full reduced density matrix projected onto the final states [61] . A somewhat more complicated expression can be derived for negative times [73] . From Eq. (1), we see that the spectral function can be calculated highly efficiently at all times and frequencies from a knowledge of ρ i→ f sr (m), the final state matrix elements, and excitations at each shell m. Our expressions for A(ω, t) in the two time domains t < 0 and t > 0 recover the initial and final state spectral functions for t → −∞ and t → +∞, respectively and satisfy the spectral sum rule +∞ −∞ dωA(ω, t) = 1 exactly [73] . Below, we shall first focus on positive times, where the main time evolution of the Kondo resonance occurs, then on negative to positive times, showing how the high energy final state features in A(ω, t) evolve from their initial state counterparts already at negative times.
Results for positive times.-Consider quench (A), i.e., switching between symmetric Kondo regimes with T function A(ω > 0, t > 0) = A(−ω, t > 0). Two structures, associated with two energy scales, are visible at all times t > 0 : the satellite peak at ω = ε f + U f ≈ 240T K and a structure on the scale of T K around the Fermi level. The former has negligible time-dependence, indicating that the satellite peak in the spectral function has already formed by time t = 0 (its evolution at negative times from the initial state satellite peak at ω = ε i + U i > ε f + U f is discussed below). In contrast to this, the structure around the Fermi level has significant time-dependence at t > 0 and evolves into the fully formed final state Kondo resonance only on time scales t 1/T K [Figs. 1(c) and 1(d)] in agreement with Ref. 26 for the U = ∞ Anderson model. For tT K 1, the height of the Kondo resonance at the Fermi level approaches its unitary value given by the Friedel sum rule πΓA(ω = 0, t → ∞) = 1 to within 15% [ Fig. 1(d) ]. The small deviation from the expected value is a result of incomplete thermalization due to the discretized Wilson chain used within TDNRG [67, 73, 76] . Consequently, evaluating A(ω, t → ∞) via the self-energy [77] does not improve the Friedel sum rule further in this limit [59] . In the opposite limit, t → −∞, where thermalization is not an issue, we recover the Friedel sum rule to within 3% (discussed below). The use of a discrete Wilson chain is also the origin of the small substructures at |ω| T K in Figs. 1(b)-1(d), effects seen in the time evolution of other quantities, such as the local occupation, and explained in terms of the discrete Wilson chain [78] . On shorter time scales, tT K 1, states in the region T i K |ω| < T K , initially missing [ Fig. 1(b) ], are gradually filled in by a transfer of spectral weight from higher energies [ Fig. 1(c) ] to form the final state Kondo resonance at long times [ Fig. 1(d) ]. The presence of a structure on the final state Kondo scale T K at short times t → 0 + is understood as follows: the Fourier transform with respect to t = t 1 − t 2 necessarily convolutes information about the final state at large t 1 , t 2 into the spectral function at short-times t [79] . Hence, the gross features of the spectral function, even at short times t → 0 + , are close to those of the final state spectral function A(ω, t → ∞), and far from those of the initial state spectral function. Clear signatures of the latter, such as the much narrower initial state Kondo peak, only appear at negative times.
Consider now quench (B), in which the system, is switched from the mixed valence to the symmetric Kondo regime. , respectively]. The low energy structure of width T K , initially asymmetric and exceeding the unitary height 1/πΓ, has significant time-dependence for t > 0 and evolves into the fully developed Kondo resonance at t 1/T K [Figs. 2(d) and 2(e)]. The deviation from the Friedel sum rule πΓA(ω = 0, t → ∞) = 1 is comparable to that for quench (A) and reflects the incomplete thermalization due to the discrete Wilson chain used within TDNRG. The discrete Wilson chain also results in the substructures at |ω| T K in Figs. 2(c) and 2(d) and in the small remaining asymmetry of the fully developed Kondo resonance in Fig. 2(e) .
From negative to positive times.-Figures 3(a) and 3(b) show the overall time-dependence of the spectral function for negative and positive times, respectively, for quench (A), on a linear frequency scale. As for positive times [ Fig. 1(a) and Fig. 3(b) ], low and high energy structures are visible also for negative times [ Fig. 3(a) ]. Moreover, it is clear from Figs. 3(a) and 3(b) that the transition from the initial to the final state spectral function occurs on different time scales for the different structures. Consider first the high energy structures, which carry essentially all the spectral weight. Initially, these are located at ω = ±ε i ≈ ±600T K as is clearly visible in Fig. 3 Fig. 3(a) , is accompanied by small regions of negative spectral weight in this transient time range [73] . This does not violate any exact results for time-dependent, as opposed to steady-state, spectral functions, and is observed in other systems [30, 80, 81] . The spectral sum rule is satisfied analytically exactly at all times and numerically within 1% at all negative times and to higher accuracy at positive times for all quench protocols [73] . Turning now to the low energy structure, i.e., the Kondo resonance, the use of a linear frequency scale now allows the initial state Kondo resonance at ω = 0 to be clearly seen in Fig. 3(a) [see also Fig. 3(c) ]. This structure, of width T i K T K at t → −∞ and satisfying the Friedel sum rule πΓA(ω = 0, t → −∞) = 1, gradually broadens and acquires a width of T K at short negative times [73] , and then evolves into the fully developed Kondo resonance on positive time scales tT K 1 [ Fig. 3(e) ].
Even more interesting is the negative [ Fig. 4 (tΓ +1) as clearly seen in Fig. 4(b) , i.e., the formation of the high energy final state satellite peaks occurs on a fast time scale t ≈ 1/Γ in the interval −1/Γ t +1/Γ (dashed lines in Fig.4 ). Going into more details, we see in Figs. 4(a) and 4(c)-(e) the deconstruction of the mixed valence resonance in the time range −1/Γ < t < 0. While this resonance carries essentially all the spectral weight at t −1/Γ, weight is gradually transferred to ω < 0, with precursor oscillations starting at
, to form the lower final state satellite peak at ω = ε f for −1/Γ < t < 0 [ Fig. 4(e) ] . Simultaneously, the mixed valence resonance narrows from its original width Γ ≈ 10T K and shifts towards the Fermi level to form a low energy structure on the scale of T K [ Fig. 4(e) ]. The latter eventually evolves into the final state Kondo resonance at tT K 1. The final state spectral function is recovered in the long-time limit tT K 1 [ Fig. 4(f) ]. Conclusions.-In summary, we investigated within the TD-NRG the time evolution of the spectral function of the Anderson impurity model in the strong correlation limit. Quenching into a Kondo correlated final state, we showed that the Kondo resonance in the zero temperature spectral function only fully develops at very long times t 1/T K , although a preformed version of it is evident even at very short times t → 0 + . The latter can be used as a smoking gun signature of the transient build up of the Kondo resonance in future cold atom realizations of the Anderson impurity model [50] . The satellite peaks evolve from their initial state values at negative times on a much faster time scale t ≈ 1/Γ in the time-interval −1/Γ t 1/Γ. Our formulation of sum rule conserving two-time nonequilibrium Green functions within TDNRG, including lesser Green functions, and their explicit dependence on both times [73] , yields the basic information required for applications to time-dependent quantum transport [30] and constitutes a first step towards using TDNRG as an impurity solver within nonequilibrium DMFT [41, 42, 83] . B 88, 235106 (2013 Supplementary Material on " Time evolution of the Kondo resonance in response to a quench "
In this supplementary material, we derive numerically tractable expressions for the retarded two-time Green function, G(t + t , t), and the associated time-dependent spectral function, A(ω, t), within the single quench TDNRG for both positive (t > 0) and negative (t < 0) times. For positive times, we compare our numerically tractable expression, obtained within the full density matrix approach [S1] , to a numerically more time-consuming expression obtained for positive times only in Ref. S2 and compare spectral densities from the two approaches at selected times for the Anderson impurity model. The t → ±∞ and t → 0 ± limits of A(ω, t), are discussed and we prove that our expressions for A(ω, t) satisfy the spectral weight sum rule +∞ −∞ dωA(ω, t) = 1 exactly analytically. Details of the numerical evaluation of the spectral functions is given and we show that the numerical error for the spectral weight sum rule lies below ≈ 1% for all quench protocols studied. The effect of the discrete Wilson chain on the Friedel sum rule and the time evolution are discussed. For completeness, we show results for the reverse of quench (B) in the main text, and make comparisons with non-equilibrium non-crossing approximation results at finite low temperature [S3] and with a hybridization quench [S4] . The expresion for the lesser Green function is given and used to calculate the time dependence of the local occupation number of the Anderson model. Finally, the explicit dependence of the retarded Green function on its two time arguments is illustrated numerically.
I. RETARDED TWO-TIME NONEQUILIBRIUM GREEN FUNCTION IN TDNRG
We consider the retarded two-time Green function G BC (t + t , t) = −iθ(t ) Tr{ρ[B(t + t ),Ĉ(t)] s } for a system undergoing a quantum quench at t = 0 as described by the time-dependent Hamiltonian H(t) = (1 − θ(t))H i + θ(t)H f , withρ = e −βH i the density matrix of the initial state, represented by the full density matrix in Eq. (S18) [S1] . Since t > 0, we have two cases to consider, (i), t > 0, in which case both operators B and C evolve with respect to H f , and, (ii), t < 0, in which case, either both operators evolve with respect to H i if t < t + t < 0, or if t < 0 < t + t operator C evolves with respect to H i , while operator B evolves with respect to H f . While the Fourier transform with respect to the time difference t yielding G(ω + iη, t) and hence A(ω, t) is straightforward in case (i), in case (ii), expressions for G(t + t , t) are needed from both time domains t < t + t < 0 and t < 0 < t + t in order to construct G(ω + iη, t < 0) and hence A(ω, t < 0). Depending on the physical system considered, both positive and negative times may be of interest. Thus, in problems where the quench represents an initial state preparation, the main interest is in the evolution at t > 0 following this preparation [S5] . However, if the quench is considered to be a perturbation applied to the system at time t = 0, the full time evolution is of interest. This case is also required for applications to nonequilibrium dynamical field theory (DMFT) [S6-S8] . From a theoretical point of view, t < 0 is also of interest to fully describe the evolution of the spectral function A(ω, t) from its initial state value at t = −∞ to its final state value at t = +∞.
A. Positive time-dependence t > 0
We first consider the case t > 0, treating t < 0 in the next subsection. We have for the retarded Green function,
where s = ±1 for fermionic/bosonic Green functions, respectively. In the notation of Ref. S9 and following the approach of Anders [S2] , we have for the first (BC) term of the anticommutator with t > 0
where |lem , m = m 0 , . . . , N is the complete set of eliminated states in the NRG diagonalization procedure, with m 0 the first iteration at which states are eliminated and N is the last NRG iteration (see Refs. [S9, S10] for details). We evaluate f re m|B(t )Ĉ|sem f by inserting the decomposition of unity [S10] 
The first term in the above expression is diagonal in the environment variables e, e , and q runs over all states (kept and discarded) at the shell m. We put 1 = 1
Substituting (S4) into (S3) and using the NRG approximation, we have 
in which ρ i→ f s,r (m) = e f sem|ρ|rem f is the projected full reduced density matrix known from Ref. S9 . Fourier transforming the above equation with respect to t gives
with η is a positive infinitesimal. Similarly, the second (CB) term of the anticommutator in (S1) gives us
Hence, for positive times we obtain G(ω, t) = I 1 (ω, t) + I 2 (ω, t).
In order to calculate the time-dependent spectral function from the above, one can follow Anders [S2] by defining the following time-dependent density matrix
Then we have the following expression for the Green's function
from which the time-dependent spectral function can be calculated. This expression of Anders [S2] , generalized here within the full density matrix approach, and hence valid at arbitrary temperature [S9] , requires, however, the time-dependent reduced density matrixρ i→ f k 2 k 1 (m , t) at each point in time, and the latter is in turn obtained via the recursion relation in Eq. (S9), resulting in a numerically highly time consuming calculation. This motivated us to develop an alternative and numerically more tractable expression for the retarded two-time Green function, to which we now turn.
A different and numerically more feasible expression for G(ω, t > 0) than the expression above, can be obtained if we go back to Eq. (S5) and substitute this into Eq. (S2), 
and the second term can be rearranged as follows 
Combining the above two terms, we have 
we have the retarded Green's function as follows 
which together with e f sem|ρ(t)|rem f = ρ (m , t), but within a different approximation that follows from the second line of Eq. (S14). In this way, the recursive evaluation of a reduced density matrix depending explicitly on time is circumvented in our expression, making it numerically tractable. A similar expression to Eq. (S17) has been derived for initial state density matrices corresponding to either pure states, such as the ground state, or to decoupled initial states (Γ = 0 in the Anderson model) with or without excitations in the bath and used to study thermalization in the Anderson model following such an initial state preparation [S4] .
As a check on Eq. (S17), we can verify that it reduces to the equilibrium retarded Green function in the case that H f = H i (vanishing quench size). In this limit, using the definition of the full density matrix of the initial state[S1], 
and of the reduced full density matrix R m red (k, k ) in Refs. S9 and S12, we have 
Substituting this expression into Eq. (S17) for G(ω, t), we obtain the following time-independent expression G(ω) = which is identical to the expression in the equilibrium case [S1, S9, S12].
It is interesting to compare the spectral function obtained from our Eq. (S17) with that of Anders obtained from Eq. (S10). For this purpose, we consider quench (A) of the main text and three representative times: t = 0, t = 1/T K , and t → +∞. From Figs. S1(a) and S1(c) we see that both expressions give the same results at t = 0 and t → +∞, while at finite times small differences arise for |ω| T K [see Fig. S1(b) ]. As we discussed in connection with Eq. (S10) above the main advantage of our new expression Eq. (S17), is that it can be evaluated numerically very efficiently. By contrast, to date, no results at finite times have been published using Eq. (S10) and only results for infinite times have been published [S2] .
B. Negative time-dependence (t < 0)
At negative times t < 0, we can have t + t before or after the quench. When t + t < 0 or t < −t , we have 
which is t-independent, and just corresponds to the equilibrium propagator of the initial state Hamiltonian (as long as t < −t ). While for t + t > 0 or t > −t , we have 
In general, then, we have for the retarded Green function at t < 0
For the first part (BC term) of the anticommutator at t + t < 0 we have 
Similarly, the first part (BC term) of the anticommutator for t + t > 0 is given by 
where Cρ(t) ≡ e iH i t Cρe −iH i t (i.e., the tilde signifies that the time evolution operators apply to the composite operator Cρ). We decompose the above sum into three parts corresponding to m 1 > m, m 1 = m, and m 1 < m, then simplify them as follows 
The second part (CB term) of the anticommutators for the two parts at t + t < 0 and t + t > 0, denoted by I − 2 (t + t , t ) and I + 2 (t + t , t ), respectively, can be derived in a similar way and combining all terms gives the expression for the two-time Green function G(t + t, t) at t < 0. Fourier transforming with respect to the time difference t results in the following expression for the spectral function at t < 0 
From this expression, we easily see that G(ω, t → −∞) recovers the initial state Green function. While from the starting definition, we have G(ω, t → 0 − ) equal to G(ω, t → 0 + ), in the approximate expressions above this is no longer guaranteed as a consequence of the NRG approximation and the different derivations for t → 0 ± . Figures S2(a)-S2(b) show the spectral functions at t → 0 + and t → 0 − and quantify the size of the discontinuity at t = 0. While the spectral functions for t → 0 ± match to high accuracy at high frequencies |ω| T K for both quench (A) [ Fig. S2(a) ] and quench (B) [ Fig. S2(b) ] of the main text, there is a mismatch at low frequencies.
In Fig. S3 we show the negative time spectral function for quench (A) of the main text using logarithmic axes for both time t (in units of the initial state Kondo scale T i K = 1.2 × 10 −3 T K ) and frequency, ω (in units of the final state Kondo scale T K ). The data is the same as the positive frequency data in Fig. 3(a) of the main text, but the use of a logarithmic frequency axis now makes clearer the statement made there concerning the structure around the Fermi level, that "this structure, of width T i K T K at t → −∞ and satisfying the Friedel sum rule πΓA(ω = 0, t → −∞) = 1, gradually broadens and acquires a width of T K at short negative times ...". In addition, Fig. S3 shows that the low energy structure on a scale T K at short negative times is formed by drawing spectral weight from both the initial state Kondo resonance (diagonal stripes at t −1/T i K ), and also from the satellite peaks (starting at t −1/Γ). As for short positive times [ Fig. 1(a) 
where E sr = E s − E r . The first contribution, E(ω, t) = 
is evaluated in the usual way by replacing δ(ω − E) by the logarithmic Gaussian 
and evaluate this in the usual way. Taking it's principle value integral then gives the second contribution to the spectral function: .
(S34)
To summarize,
Negative time spectral function
We now consider the evaluation of A(ω, t) for negative times starting from the expression for the retarded Green function in Eq. (S30). This is a sum of two terms G(ω + iη, t) = G 1 (ω + iη, t) + G 2 (ω + iη, t), with
where {CR} . Correspondingly, the spectral function is also written as a sum of two parts A(ω, t) = A 1 (ω, t) + A 2 (ω, t). Consider first A 1 (ω, t) = − 1 π ImG 1 (ω, t), for finite 0 > t > −∞, G 1 (ω + iη, t) is regular, having no poles on the real axis, then A 1 (ω, t) is evaluated directly 
with a finite η = b|E m sr | and b ≥ 1/N z where N z is the number of bath realizations in the z averaging procedure. For consistency, we also evaluate G 2 (ω, t) in Eq. (S36) with the same Lorentzian broadening and thereby obtain A 2 (ω, t) = − 1 π ImG 2 (ω, t) and thus A(ω, t) = A 1 (ω, t) + A 2 (ω, t).
D. Spectral sum rule
The spectral weight sum rule +∞ −∞ dωA(ω, t) = 1 with A(ω, t) = − 1 π ImG(ω, t) is exactly satisfied for all positive times within our expression Eq. (S17) and the same holds true for Eq. (S10) (see Ref. S2) . Here, we prove that it is exactly satisfied also for all negative times. With G(ω, t) defined by Eq. (S30), we need to evaluate the following terms The corresponding contribution, w − (t), of negative spectral weight relative to the total weight (= 1) as a function of time t < 0 for the four quench protocols. The maximum value of w − (t), close to tΓ −1, correlates with the quench size as measured by
where use was made of Therefore the sum rule is proved at t < 0. The sum rule also holds for t = 0 − , as can be seen by noting that the last integrals contributing to I 1 (t) and I 2 (t) return 0 in this case.
The numerically evaluated negative-time spectral function also satisfies this sum rule to within ≈ 1% for all quench protocols and all negative times, as shown in Fig. S4(a) . In Fig. S4(b) we show w − (t) = +∞ −∞ dωF(ω, t) with F(ω, t) = A(ω, t) if A(ω, t) < 0 and F(ω, t) = 0 if A(ω, t) > 0, i.e., the contribution to the total weight coming from regions of negative spectral density. Regions of negative spectral weight appear for transient times in many other systems [S15-S17], while in steady state limits t → ±∞ the spectral function is positive definite within canonical density matrix approaches. We see that both w − (t) and the error in the sum rule are both largest in the time region tΓ −1 where the major part of the spectral weight (located in the satellite peaks) is being rearranged from ω = ε i , ε i + U i to ω = ε f , ε f + U f . The maximum size of w − (t) correlates with the quench size ∆ d = | f − i |, and reaches up to 15% for the largest quench (A) in Fig. S4(b) . 
E. Friedel sum rule, thermalization and discretization effects
The TDNRG replaces the continuum conduction electron bath H = kσ k c † kσ c kσ in the Anderson model by a logarithmically discretized bath k → ±Λ −n whose tight binding representation in energy space (the so called Wilson chain) is given by H = N n=o,σ t n ( f † nσ f n+1σ + H.c.) with t n ≈ Λ −(n−1)/2 for n 1 and where Λ > 1 is the discretization parameter. The continuum limit corresponds to Λ → 1 + , which is not possible to take numerically within the iterative NRG diagonalization scheme due to the increasing slow convergence in this limit. The effect of using such a discrete Wilson chain on the time evolution of physical quantities in response to a quench is twofold: (i), incomplete thermalization at long times after the quench due to the fact that a Wilson chain (even in the limit N → ∞) cannot act as a proper heat bath [S18] (see also Refs. S4, S9, S10, and S19) and ,(ii), additional real features appear in the time evolution, due to the logarithmic discretization of the bath. We address these two effects in turn.
Incomplete thermalization in the long time limit is reflected in deviations of observables from their expected values in the final state. These deviations can be reduced by decreasing Λ, as shown in Ref. S9 for the case of the local occupation n d (t) in the Anderson model, where n d (t → +∞) was found to approach its expected value more closely upon decreasing Λ towards 1. In the present context of spectral functions, incomplete thermalization is reflected in a ≈ 15% deviation of πΓA(ω = 0, t → ∞) from the continuum result sin 2 (πn d /2), where n d is the occupation number in the final state. However, this deviation is not an error of the TDNRG but is expected because of (i). The Friedel sum rule (FSR) only holds for equilibrium states. In the infinite past, where thermalization issues play no role, and one achieves the equilibrium state at t = −∞, the FSR is satisfied to within a 1 − 3% for all quenches studied, which is comparable to the accuracy achievable in equilibrium NRG calculations [S20] (the spectra for large negative t in Fig.3(c) and Fig.4(c) of the main text) . This demonstrates that the 15% deviation in the value of πΓA(ω = 0, t → ∞) is not an error of the TDNRG but is the correct result for the Wilson chain used.
We note, furthermore, that other approaches to time dependent spectral densities, such as the non-crossing approximation [S3] suffer, even for equilibrium spectral densities, from much larger errors in the Friedel sum rule (see Table I in Ref. S20) , and still other methods [S21] can result in errors which exceed 50% despite the use of a continuum bath. In the latter approaches the deviations from the Friedel sum rule represent real errors in the underlying methods, whereas in the TDNRG, the deviation observed is that expected from using a logarithmically discretized chain.
The second effect of using a Wilson chain is that additional features appear in the time evolution of physical observables that would be absent for a continuum bath. Examples are the small oscillations seen in Figs .1 and 2 of the main text at low energies |ω| < T K . Physically, these oscillations, or "substructures" result from the highly nonequilibrium situation created by the quench: following the quench, the local change in energy has to be transported by electrons propagating outwards in the process of thermalization. These electrons are reflected off the different sites (n = 0, 1, ..., N) of the inhomogeneous Wilson chain (with hoppings t n ∼ Λ −(n−1)/2 ) arriving back at the impurity site where they interfere at specific times to give additional features in the time evolution of local quantities (such as in A(ω, t)). This was originally explained in great detail by Eidelstein et al. in Ref. S22 for observables like the occupation number n d (t). These authors also showed a comparison between n d (t) using TDNRG and n d (t) using exact diagonalization for a noninteracting resonant level model, both calculated using the same Wilson chain. The additional features in the time evolution of n d (t), not present in the continuum model, were identified as real effects and not as being due to errors or unphysical features of the TDNRG method. Thus, the features seen in Figs.1 and 2 of the main text at low energies |ω| < T K have their origin in the logarithmically discretized bath. In the remote past, before the quench is able to act, such features are expected to be absent. In support of this interpretation, we therefore show on a logarithmic scale the spectral function in the distant past A(ω, t = −∞) in Figs. S5(a)-S5b, which indeed show the absence of all "substructures". This is to be compared with the presence of such "substructures" at finite and long positive times [Figs. 1(b)-1(d) and Fig. 2 (c)-2(e) in the main text]. Finally, we mention that since the limit Λ → 1 + is not feasible within NRG, a simpler approach that is useful to obtain results closer to those of the continuum limit is the averaging of time-dependent quantities over N z 1 realizations of the bath [S10] .
II. ADDITIONAL RESULTS
Our derivation for the non-equilibrium two-time retarded Green function at both positive and negative times can be used to derive expressions for the other commonly used Green functions in many-body theory, including lesser (and greater) Green functions, and can be used for arbitrary quenches. In the next subsections, we show the results for the cases of the reverse of quench (B) in the main text, i.e. quenching from a symmetric Kondo into a mixed valence regime, a finite temperature quench as in Nordlander et al. [S3] , and a hybridization quench in which the coupling Γ is switched on at time t = 0. We also show results for the lesser Green function, which together with the retarded Green function constitute the basic ingredients for many applications, e.g., to transient and non-equilibrium transport through correlated quantum dots [S16, S23, S24]. In Sec. II E, we show the explicit two-time dependence of the retarded Green function, a basic ingredient in nonequilibrium DMFT applications [S6] .
A. Symmetric Kondo to mixed valence [reverse of quench (B)]
In this subsection, we show the time-dependent spectral functions for the case of the reverse of quench (B) in the main text. i.e., from the symmetric Kondo to the mixed valence regime. We see in Fig. S6 how the spectral function evolves from the spectral function of the initial state at t → −∞ [ Fig. S6(c) for tT K = −10 3 (tΓ = −10 4 )], with the Friedel sum rule satisfied to within a few % in this limit, to its value in the long-time limit with a mixed valence peak close to the Fermi level and a satellite peak at ω = ε f + U above the Fermi level [ Fig. S6(f) for tT K = +10 3 (tΓ = +10 4 )]. Similar to the other cases in the main text, the initial state satellite peaks at ω = ±ε i rapidly relocate at t = −1/Γ [dashed line in Fig. S6(a) ] with spectral weight being shifted to form the upper satellite peak and the mixed valence resonance, a process which essentially has completed by t = +1/Γ [dashed line in Fig. S6(b) ]. The weights of these peaks weights are also close to those of the final state for tΓ +1. The central peak which represents the Kondo resonance at t → −∞ also varies strongly at t −1/Γ, and evolves into the mixed valence peak by time t +1/Γ. 
. This corresponds to a quench from one asymmetric Kondo regime to another with disparate Kondo scales; in contrast we previously investigated quenches in which one of the states was in a symmetric Kondo regime whereas the other was in an mixed valence regime. The quench in Ref. S3 also differs from those studied so far since it is at a finite temperature T = 2.5 × 10
Thus, initially the Kondo resonance is strongly temperature suppressed whereas in the final state it is only moderately suppressed by temperature. This quench can therefore serve to illustrate the application of our TDNRG formalism for time dependent spectral functions to finite temperatures.
In figure S7 , we show the time-dependent spectral function from negative to positive times. The calculations were carried out for U D to simulate the U = ∞ case. We therefore observe only the satellite peak below the Fermi level in the negative frequency range, both in the initial and final states. Similar to the other calculations, the satellite peak rapidly relocates at t ≈ −1/Γ from ε i to ε f as shown in Fig. S7 (a) . At the same time, the spectral function develops small regions of negative spectral weight, with the total sum-rule remaining satisfied to within 1% as shown in Fig. S4 (a) . The central peak at ω = 0 is absent at t → −∞ since the calculation is at finite temperature T T i K . Since the temperature T ≈ T K is finite and comparable to the final state Kondo scale, the Kondo resonance does not fully develop at long times [ Fig. S7 (b) and S7(c)] with πΓA(ω = 0, t → ∞) reaching only about 59% of its T = 0 value. This is better seen in Fig. S7(d) , which shows a close up of the low frequency region around the Fermi level. Nevertheless, despite the finite temperature, one sees the build up of the Kondo resonance at t 1/T K . 
C. Hybridization quench
In this subsection, we show the time-dependent spectral functions for the case of a hybridization quench as in Ref. S4 , where the hybridization between the impurity and the conduction electrons, initially turned off at t < 0, is suddenly turned on at t = 0. In figure S8 (a)-(b) , we see that for this quench also, low and high energy features are present at all times. The high energy features correspond to the final state satellite peaks at ε f and ε f + U, whereas the low energy feature of width on the scale of the final state Kondo temperature T K represents the Kondo resonance. While the former have little temperature dependence at all t > 0, as in Weymann et al. [S4] , the latter has significant time dependence, developing fully only at tT K 1 [ Fig. S8(a) ] with weight drawn in from higher energies in the process. Notice that this low energy peak appears even at t = 0, which is different from Weymann et al, [S4] since the broadening parameter is set to be time-independent in our calculation, while it is time-dependent (and large of order Γ at t = 0) in Weymann et al. [S4] . While the strong time dependence of the Kondo resonance can be seen on a logarithmic frequency scale from Fig. S8(a) , it is barely discernible on the linear frequency scale of Fig. S8(b) .
D. Lesser Green functions
We consider explicitly the lesser Green function for the local level in the Anderson impurity model, defined by
For equal times (t = 0),
i.e., Im[G < (t, t)] = n dσ (t), so the lesser Green function at equal times gives the time evolution of the local occupation number. Following the derivation for the retarded Green function in Sec. I, we similarly obtain the following expression for the lesser Green function 
with B ≡ d † σ and C ≡ d σ . The time evolution of the occupation number calculated from this expression by setting t = 0 + can be compared with that calculated directly from the thermodynamic observable n dσ (t) [S9] . The two results, shown in Fig. S9 , match perfectly at short times and differ slightly on longer time scales (tΓ 1). This small difference arises because the NRG approximation enters differently in the expressions for thermodynamic and dynamic quantities. Fig. S10(a) that −Im[G(t, t))] = 1 for all t > 0, recovering the canonical anticommutation relation for fermions, ande hence the spectral sum rule for t > 0. Non-equilibrium DMFT [S6, S8, S11, S25] requires impurity Green functions in real time, and the ability to calculate these within TDNRG, which we here demonstrated, is a useful first step for future applications to the former.
