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Abstract. The emerging reality of wireless sensor networks deployed as
long-lived infrastructure mandates an approach to tailor developed arte-
facts at run-time to avoid costly reprogramming. Support for dynamic
concerns, such as adaptation, calibration or tuning of the functional and
non-functional behaviour by application users and infrastructure man-
agers raises the need for fine-grained run-time customization. This pa-
per presents a policy-based paradigm to realize the diverse concerns of
the involved actors by enabling fine-tuning and optimization of the run-
time environment. Integration of the policy paradigm into various main
programming models is analyzed. A prototype implementation of the
paradigm in the context of an event-component based wireless sensor
network platform is evaluated on the SunSPOT sensor platform.
Key words: Policy, Component models, Reconfiguration, Multi-paradigm
Programming
1 Introduction
Over the last few years, Wireless Sensor Networks (WSN) have evolved into
long-lived infrastructure on which various applications from multiple actors may
be executing concurrently [25, 24, 21]. This trend of moving away from the tra-
ditional monolithic application paradigm towards a general purpose execution
platform capable of hosting a multitude of applications has already been exem-
plified by several scenarios that explore the advantages of using WSNs, such as
environmental monitoring [16], road monitoring [4], or logistics [21]. In these ap-
plication scenarios, WSN devices play a role which is merely not data-centric but
expands to the execution of a localized part of the holistic application, in which
the sensor acts as a general purpose execution platform, albeit with limited ex-
ecution capabilities. As such, WSN infrastructure is becoming another tier of
enterprise infrastructure on which various software components can be deployed
over time, and which are potentially used and administrated by different actors.
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Both these multi-actor and long-lived usage modes drive the need for run-
time customization or adaptation. More specifically, the need for run-time adap-
tation can be due to (i) changing requirements of a single application end-user in
a long-lived setting, since it is impossible to capture all (future) requirements at
development time, (ii) driven by the benefits of reuse by running customized ver-
sions of a single application for various application users, and (iii) plain change
in the system environment over time. In the first case (i), the demands of the
user with respect to the system change: a sampling frequency sufficient today
may no longer be appropriate tomorrow. This ultimately comes down to the
same requirement raised by the multi-actor perspective (ii) where services may
differ only through customization of service behaviour, for instance in sampling
frequency, persistence or security of collected data. These objectives are typically
very specific to each user, and therefore cannot always be fixed during platform
development time. To illustrate (iii), it is straightforward to envision different
behaviour depending on location or energy status. As a result, appropriate pro-
gramming abstractions must be foreseen that allow for each individual actor to
tailor its portion of business functionality over time at run-time.
In this paper, we propose a policy-based abstraction and associated pro-
gramming model to accommodate the adaptation requirement, hereby enabling
variations in functional and non-functional concerns of application end-users and
system administrators. We demonstrate how our policy-driven system integrates
in a non-intrusive way with (the interaction models) of the application logic pro-
grammed in the WSN and how it operationally aligns with the activities of the
WSN administrative stakeholder. A prototype implementation on the SunSPOT
[23] sensor platform is presented enabling flexible and fine-grained customizabil-
ity of the WSN, while respecting its resource-constrained nature in terms of
memory footprint and performance overhead. We validate through a case study
in a WSN-based flood monitoring application where the policy-driven system is
used to tailor the individual concerns of the various actors.
The remainder of this paper is structured as follows. Section 2 motivates
the case for and highlights the requirements of fine-grained customization in
long-lived WSN scenarios involving multiple actors. Section 3 discusses how the
policies are used as a paradigm to express and support the various concerns of
different stakeholders and how to integrate them in existing systems. Section 4
validates a prototype implementation through a flood monitoring case, while its
performance and overhead is evaluated in Section 5. Section 6 discusses related
work. Finally, Section 7 concludes and sketches future work.
2 Fine-grained customization in multi-actor WSNs:
motivation and requirements
WSNs are moving away from the monolithic application model towards a shared-
infrastructure, multi-application usage mode where every device has an admin-
istrative owner controlling the device [10]. In this setting, multiple applications
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reflecting the functional (business) goals of their respective owners may execute
concurrently on a node [25, 21].
Consider for instance an environmental river-monitoring scenario where mul-
tiple entities may leverage a WSN to gather temperature, pollution, and water
level data. Both governmental agencies as well as ecological scientists from uni-
versities are interested in pollution and temperature data, whereas local govern-
ment is interested in flooding data to protect the livestock of the community
along the river. During commissioning, certain activities are executed: first and
foremost the application is composed out of subprograms. These programs are
then deployed. Finally an initial configuration defining fixed sensor sampling and
reporting rates is established. From this scenario, we can identify three drivers
for run-time customization:
1. Since at commissioning time, ecologists do not know what base pollution
values to expect, the alerting threshold will need updating. In fact, this value
will change frequently with evolution of water quality. Within a long-lived
application, customization happens frequently reflecting tuning or changing
requirements.
2. The data gathering activities of the government and the scientist are funda-
mentally similar yet subtle differences in level of detail need to be accommo-
dated. Large efficiency gains (footprint, programming effort) can be made in
the WSN by using customized variants of the same application, for exam-
ple with different operational parameters. Within a multi-actor setting, the
possibility to customize greatly facilitates reuse and resource efficiency.
3. Alerting thresholds need to be adjusted depending on the location of the
sensor and time of season, for example in extreme rainfall events pollution
will typically be very high because of sewerage overrun. Customization rules
describe change in system behaviour in response to system dynamics.
Due to dynamism in many of these scenarios, WSN customization is not solely
a one-time process as previous real world WSN deployments [16] have revealed,
but rather a continuous process. Many operational parameters of the WSN (or its
constructing system or application parts) will change continuously in response to
changes in objectives of applications users, system administrators or in response
to internal change such as mobility or available energy. In addition, the change
cycle of above customizations is closely related to the type of abstraction which
is used to realize that particular part of the application that is impacted by
this change. For instance, pure business functionality, such as a generic sensing
component, is changed less often compared to the rules governing the sampling
behaviour of that component during extreme rainfall.
Finally, since the above customizations are performed by both application
end-users or system administrators during the run-time phase of the application,
it should be recognized these users prefer to express their goals differently than
developers [2]. Abstractions offered for run-time customization must therefore
be intuitive and sufficiently high-level. In this context, rule-based declarative or
imperative approaches are typically considered to be appropriate abstractions
[10, 3].
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From this, the requirements of the mechanism to support these run-time
customizations can now be identified:
1. Fine-grained: supporting small and specific changes in behaviour and as
such complementary to the development and composition activities of the
applications where behaviour is described at large.
2. Light-weight: since the changes are frequent, it is beneficial to the WSN that
their representation is compact and their execution imposes little overhead.
3. End-user abstraction: adequate abstraction so that less technical end-users
rather than expert WSN programmers can express their goals.
These requirements are in contrast with typical WSN reprogramming ap-
proaches such as TinyOS [15] that work monolithically, or even component-based
engineering [8] where only coarse-grained change is supported. Component mod-
els do provide an attractive programming model for building multi-actor WSNs
since new applications can be constructed in a cost-effective and resource-efficient
manner by reusing existing components. Some level of support is offered in com-
ponent models for the problems of dynamism and long-livedness of the WSN
through the ability to add or delete functionality or modification of the ex-
isting composition at run-time. Yet, components are typically implemented as
coarse-grained generic artefacts applicable for a wide variety of applications with
little support for domain-specific customization. Thus, while component-based
reconfiguration provides a generic mechanism for enacting changes, it is inef-
ficient when only a few lines of code may represent that change. This is par-
ticularly critical for WSNs, where memory is limited and software updates are
costly. So, while the component approach has clear merits, the combined require-
ments regarding change granularity, frequency, and end-user abstraction demand
a specific solution with low development overhead, memory footprint, and per-
formance overhead. Furthermore, the solution should integrate in a non-intrusive
manner with the existing main development paradigm. Therefore, we introduce
a lightweight framework for adapting application behaviour based on policies.
Policies for this framework are high-level, declarative and platform independent,
allowing end-users to easily tailor behaviour.
3 Policy as paradigm for fine-grained customization
Like regular programs, policies are abstractions that govern the behaviour of
applications. By using policies functionally, the application actor can fine-tune
the behaviour of a business function so that it better serves its purpose. Non-
functionally, an infrastructure manager can realize its security or energy concerns
through policy specification. For instance, sharing policies may indicate what
actor may use which piece of functionality. In this section, we first discuss the
life cycle of using policies as a programming paradigm for fine-tuning WSN
behaviour. Secondly, we focus on possible strategies for integration in existing
systems.
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3.1 Policy life cycle
Several activities take place between policy specification by the application user
and their actual enforcement or execution on the target device. Policies start
their life cycle as high-level user-specified policies and subsequently undergo
several levels of transformation and refinement to end up as code or configuration
specifications that can be directly deployed and executed on the elements of an IT
infrastructure [1]. To be applicable in the context of resource-constrained systems
such as WSNs, it is crucial to make optimal use of the capabilities offered by the
resource-rich back-end to perform most of these activities which are inherently
heavyweight. Figure 1 illustrates the chain of activities that constitute the policy
life cycle in the context of WSNs:
1. Policy specification happens by (non-technical) application users using tools
helping them to create syntactically and semantically correct policies written
in a policy language. These policies are then submitted to the administrative
actor together with a list of applications and target nodes where they should
be applied.
2. Policy analysis is a heavyweight activity which should exclusively happen in
the resource-rich back-end of the administrative actor. It involves checking
for conflicts between already applied policies and verification whether the
policy is transparent for other users. If a policy is found to be correct, it is
marked for transformation and distribution to the nodes.
3. Next, the policy is transformed into a more compact and optimized repre-
sentation better suited for energy-efficient dissemination inside the WSN.
4. Since policies may potentially govern control over all types of functionality
deployed inside the network, secure policy distribution is an essential part
of the life cycle. Therefore, it is particularly critical that only authorized
actors can deploy these policies and that they are disseminated in a secure
and reliable fashion.
5. Installation and policy enforcement on a node happens upon reception and
verification of the policy. After reception of the compact policy represen-
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tation, an implementation-specific data structure more suitable for efficient
evaluation is constructed which is then stored locally.
3.2 Integration strategies
Integration of the proposed policy-based programming paradigm with the main
application development paradigm of the WSN should be transparent for the ap-
plication developer whilst guaranteeing execution of the policies. At some point
execution must be transferred from application code to policy code. The ex-
act point in an application where redirection to the set of applicable policies
or corresponding refined code is performed depends on the interaction model
used for application composition. Classical interaction paradigms [5] in tradi-
tional distributed applications include amongst others (remote) procedure calls,
method invocations, or event-based messaging, and the base entities (compo-
nents in these systems) are considered reusable, solely identified by their type
along with their interfaces and dependencies [8].
At development time, all applications are composed by combining individual
components through a set of connections which model interface dependencies.
At run-time, these connections are represented by a series of inter-component
procedure calls or communication messages, depending on the interaction model
used. Since both syntax and semantics of these component interactions are well
standardized, it is advantageous to limit policy enforcement to these component-
to-component interaction points. For tailoring and customization purposes of the
application this set of points is sufficient. Hence, the integration of the policy-
based paradigm must a priori be supported by the interaction model or must
be inserted in the interaction model before deployment through selective instru-
mentation. Regarding the interaction model, since (remote) procedure calls and
method invocation are resource-heavy, they are not suited for the WSN target
environment as scalability is compromised [14]. Therefore, we limit the scope of
our research to event-based messaging, which is commonly used as interaction
model in WSNs [15, 18], and integrate our policy-based paradigm directly inside
this interaction model.
3.3 Paradigm benefits
Policies offer an attractive development paradigm complementary to the main
application development paradigm used inside the WSN system. First, they pro-
vide a powerful abstraction for additional customization as they allow to specify
and enforce various functional and non-functional concerns at run-time. Sec-
ondly, since policies are focused on a single concern, they can be lightweight (see
Section 4). Thus customization is achieved at a reasonable energy cost. Finally,
the fine-grained, independent distribution model complements the update model
used by the main development paradigm, since it supports small changes to ap-
plication compositions, hence accommodating evolving application demands and
dynamic environmental conditions.
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4 Research prototype
A prototype of a framework supporting the proposed policy paradigm was imple-
mented for an event-based run-time reconfigurable component model. For testing
and evaluation purposes, we applied the resulting framework in the context of a
small-scale real world river monitoring case.
4.1 Implementation
Base paradigm: component model. The Loosely-coupled Component Infras-
tructure (LooCI) [9] is a lightweight event-based run-time reconfigurable com-
ponent model for WSNs. In the LooCI model, components are indirectly bound
over an event bus abstraction, implementing a decentralized publish/subscribe
interaction model. All LooCI components define their provided interfaces as the
set of events that they publish, whereas the required interfaces of a LooCI com-
ponent are similarly defined as the events to which it subscribes to.
Reconfiguration in LooCI is enacted by mechanisms to dynamically deploy,
start, stop, or remove components together with dynamic re-wiring of component
bindings. Defining a LooCI component implicitly provides access to the event bus
for inter-component communications and the underlying connectionless network
framework. As a result, all communication between LooCI components is car-
ried by events that allow for asynchronous and indirect communication between
a pair of components. For our research, the key benefits of LooCI are, along with
a small footprint and good performance, that it promotes this event-based in-
teraction paradigm and a loose coupling between cooperating components. The
set of introspective facilities includes support to discover components and their
bindings on a node or between two nodes.
Policy framework and language: The supporting framework for our policy
based programming paradigm is illustrated in Figure 2. This framework is de-
ployed on every node inside the WSN and is integrated with the LooCI event
bus. Since all interactions between LooCI components occur as events over the
event bus, it is possible to tailor multiple aspects of the system by modifying
their content or configuring the manner in which these events are propagated. To
facilitate this type of management, the LooCI run-time is extended with a com-
pact policy engine, which executes a lightweight Event-Condition-Action (ECA)
policy specification language. Every ECA policy consists of a description of the
triggering events, a condition which is a logical expression typically referring to
event criteria or external system aspects, and a list of actions to be enforced
in response. Every time an event is sent between a pair of components via the
event bus, the policy engine intercepts this event and evaluates how it should
be modified based upon the set of per-node installed policy rules, stored inside
a repository component. If the incoming event matches a policy rule, its associ-
ated action(s) will applied. At run-time, the set of policies can be dynamically
updated accommodating evolving application requirements.
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Our prototype policy language allows various functions to be invoked inside
the condition and action parts of a policy. Amongst these include actions to
allow/deny the event to pass, change its contents, replicate and reroute the event
towards an intermediate component for additional processing, or to publish a
custom user-defined event, for example containing a configuration value destined
for a particular component. In this sense, policies offer a simple, yet powerful
abstraction for end-users to fine-tune generic component behaviour, or for system
administrators to inject various flavours of non-functional concerns.
Policy distribution model: As shown in Figure 1, the policy distribution
model forces all policy administration to go through the gateway, which is under
control of the infrastructure manager and has a direct trust relation with each
sensor. In our research prototype, this trust between the gateway and the indi-
vidual sensors is established by using a pre-deployed public/private key scheme.
Application users submit their (high-level) policies to the infrastructure man-
ager in a secure manner using standard enterprise-grade security technologies
such as TLS/SSL. Upon reception, these policies are analysed for consistency
and transformed into a compact binary representation, more suitable for energy-
efficient dissemination inside the WSN. In order to deploy a policy on a sensor
node, the infrastructure manager then transfers this compact policy representa-
tion together with its associated deployment instructions to the gateway using a
secure connection, ensuring authenticity and confidentiality of the said policies
when distributed to the gateway.
Next, to securely deploy the policy inside the WSN, the gateway constructs
a message M that securely encapsulates the following content D:
D = [deploy_instr, dest_addr, id, timestamp, policy_data]
M = D,MAC(KGW , D)
In this message, deploy instr contains the deployment instructions such as
install or remove a policy, dest addr is the node where the policy needs to be
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deployed, id indicates a sequence number used between the gateway and desti-
nation, timestamp is the current timestamp used as nonce, and policy data is
the binary representation of the policy sent to the WSN. For integrity purposes,
a Message Authentication Code (MAC), denoted as MAC(KGW , D), of the pol-
icy data D is attached to the message M . This MAC is signed by the private
key KGW of the gateway.
Once received, the destination node can check whether the message has been
sent from the gateway by using the pre-deployed public/private key pair to
verify MAC(KGW , D). In this sense, non-repudiation of origin, integrity, and
protection against replay attacks can be guaranteed. When this verification is
successful, the policy data can be extracted from the message, transformed
by the policy engine into a data structure which is more suitable for efficient
evaluation, and added to the list of policies installed on the node.
Note that this scheme only ensures integrity of the policy data and does not
provide confidentiality. Policy authenticity can be assured between each node and
the gateway, and between the gateway and network administrator. Optionally,
confidentiality can be ensured inside the WSN via symmetric encryption using
a session key generated by the pre-deployed public/private key scheme.
4.2 Real world case study
The combination of a lightweight component framework LooCI and policy frame-
work was evaluated in the context of a small-scale real world river monitoring
case in the city of Sa˜o Carlos, in Sa˜o Paulo state, Brazil. In this scenario, the
WSN consisted of four SunSPOT [23] sensor nodes that were deployed to moni-
tor river water quality. Different local environmental science partners monitored
three environmental factors over a two-week period: (i) water depth was moni-
tored using a hydrostatic level sensor in order to provide early warning of flood
events, (ii) water conductivity levels were monitored using a standard conduc-
tivity sensor in order to infer pollution levels, and (iii) methane levels were
monitored using a simple CH4 sensor in order to detect decaying organic mat-
ter. Finally, tamper and theft detection was implemented using the built-in three
dimensional accelerometer of the SunSPOT.
Application composition: The river monitoring composition consisted of
seven LooCI components that implemented generic functionality, including log-
ging, encapsulation of hardware resources like sensors, or alert reporting. At
platform commissioning time, these components were wired to each other as
depicted in Figure 3(a).
– A pressure sensor component periodically polls the hydrostatic level sensor
and exposes these readings through events of type ‘PRESSURE’.
– A conductivity sensor component periodically measures water conductivity
and exposes these readings through events of type ‘CONDUCTIVITY’.
– A methane sensor component exposes readings from the CH4 sensor via an
interface of type ‘METHANE’.
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Fig. 3. River monitoring composition
– An environmental alert component processes these readings, adds additional
context information such as node ID and timestamp, and forwards these read-
ings to the environmental scientists.
– A generic logging component encapsulating access to the flash memory and
processing ‘LOG’ events.
– Finally, to detect sensor tampering and theft, a tampering alert component in
the back-end is remotely wired to an accelerometer component that provides
readings from the built-in accelerometer via an interface of type ‘ACCEL’.
Policy-augmented composition: In contrast to the generic functionality of-
fered by components, policies are used to tailor this functionality. For example,
allowing scientists to set a specific level at which sensor readings should generate
an alert. As a result of this, the basic application composition can be augmented
with various types of policies as illustrated in Figure 3(b). An example policy for
flood detection is provided in Listing 1, filtering readings at the source node and
only allowing remote publication where the value exceeds a pre-defined thresh-
old. As a result, the policy allows very specific customization of the flood alerting
composition by the scientist, possibly depending on the time of season or the
location of the sensor. It will not only prevent the publication of spurious alerts,
but also conserve battery power. Similarly, an administrator can deploy a policy
specifying an energy-aware alert reporting strategy for all environmental alerts
inside the network. For instance, when the nodes are low on battery power ev-
erything must be stored locally, which is achieved through the publishing of a
custom LOG event (Listing 2).
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policy "Flood detection" {
on PRESSURE as p; // PRESSURE contains parameter value
if( p.value > 500 )
then(
allow p; //by default other PRESSURE events are blocked
)
}
Listing 1. Example of flood detection policy
policy "Energy -aware reporting policy" {
on ENVIRONMENTAL_ALERT as e;
if( POWER_STATE == LOW )
then(
deny e; //do not propagate event
publish(LOG , e.data []); //but store it locally
)
}
Listing 2. Example of energy management policy set by the administrator
Similarly, other possible unanticipated concerns might be addressed by the
injection of policies at run-time. As a result, Figure 3(b) illustrates policies for
conductivity detection, tampering detection, and methane detection which are
possibly written by different users.
5 Evaluation and discussion
We have implemented and evaluated the performance of our policy-based pro-
gramming paradigm on Java ME CLDC 1.1 compliant SunSPOT nodes [23]
(180 MHz ARM9 CPU, 512 kB RAM, 4 MB flash, SQUAWK VM version ‘RED-
100104’). We investigate the overhead in terms of memory footprint, development
overhead, and performance of policy evaluation and secure policy distribution.
5.1 Memory footprint and cost of change
As presented in Table 1, the footprint of the policy framework is small. The
run-time consumes 28 kB of ROM, which represents 0,6 % of the total flash
memory available on the SunSPOT. Dynamic memory requirements (RAM) for
the policy framework are small, requiring only 0,2 % of the total available RAM.
The footprint for the component model run-time and the example components
is higher, but still small w.r.t. resource capabilities. The disparity between ROM
and RAM requirements of a component can be explained by SunSPOT-specific
overhead due to the inter-isolate RPC server and the establishment of proxies.
Representing a policy is efficient, as the compact representation of the policies
used in the case study only occupies 72 bytes of static memory on average. When
combined with the distribution protocol header size of 15 bytes, it represents the
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Static footprint (ROM) Dynamic footprint (RAM) SLoC
Components:
LooCI run-time 52 kB 37 kB N/A
Conductivity Sensor 1.8 kB 26 kB 59
Methane Sensor 1.7 kB 26 kB 59
Pressure Sensor 1.7 kB 26 kB 59
Accelerometer 1.9 kB 26 kB 53
Environmental Alert 2.1 kB 26 kB 64
Logging Component 1.9 kB 27 kB 68
Policies:
Framework run-time 28 kB 1 kB N/A
Flood detection 64 bytes 284 bytes 7
Energy-aware reporting 102 bytes 440 bytes 8
Theft detection 65 bytes 292 bytes 7
Conductivity detection 63 bytes 296 bytes 7
Methane detection 62 bytes 286 bytes 7
Table 1. Comparison of memory requirements and development overhead
amount of data transmitted per policy from the gateway to an individual node.
As a result, policy updates are lightweight compared to traditional component-
based reconfiguration. Upon reception, the policy data is transformed into a
Java object more suitable for efficient evaluation, requiring 320 bytes of RAM
on average for the policies applied in the case study.
5.2 Development overhead
Table 1 also provides a quantitative assessment of development overhead in terms
of Source Lines of Code (SLoC) of all components and policies. As can be seen,
both paradigms are relatively compact and impose limited overhead on devel-
opers. The identical size of some artefacts listed in the table may be attributed
to their simplicity and similarity (in all cases, components read a simple value
from the SunSPOT Analog-to-Digital Converter (ADC) and transmit it over the
event bus, whereas the policies do some simple filtering of spurious events).
5.3 Policy engine performance
Figure 4(a) illustrates the overhead of evaluating a number of policies against
an event flowing between two components. The performance of policy evaluation
includes the time to intercept and redirect the event to the policy engine (0.5
ms), followed by evaluation of matching policies, which was on average 0.5 ms per
policy used in our case study. As can be seen from the figure, this scales linearly
with the number of policies. Finally, it takes 6 ms on average to construct a
policy from its compact representation into a suitable data structure, whereas
7420 ms are needed on average to initialize and start a regular component after
deployment (due to registration with the LooCI run-time and establishment of
inter-isolate proxies on the SunSPOT).
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5.4 Secure policy distribution performance
Subsequently, we investigate the overhead of secure policy distribution in terms
of a varying length of policy data as input. Since policy signing happens at the
gateway, which in the case study is a standard Internet-connected PC located
near the river, it can be done efficiently. We mainly concentrate on the time it
takes to verify MAC(KGW , D) at the receiving node. For signing and verifica-
tion, we use the SHA-1 hashing algorithm, which makes use of the pre-deployed
public/private key scheme [22] of the SunSPOT. As can be seen from Figure
4(b), verifying the authenticity of the message can be done in a constant time
order (i.e on average 720 ms). Only the time to calculate the signature slightly
increases with the input size (which could hypothetically be large), albeit this
signing happens at the resource-rich gateway tier. As policy updates in the field
test involved less then 80 bytes of policy data on average and 15 bytes of header
data, we believe this overhead is still acceptable.
5.5 Lessons learned from the field test
Through the case, several points were uncovered. Firstly, the ability to deploy
policies with different coverage was found advantageous. The distribution model
allows a single policy, implementing a specific concern, to be deployed to differ-
ent entities inside the network, ranging from an individual component interface
on a single device to the entire network. Secondly, because of diversity in func-
tional objectives, nature of the concerns, resource-constraints, and change cycle,
WSN applications benefit from “mixing- and-matching” multiple programming
paradigms. In particular, artefacts of varying granularity are incorporated to
reduce the impact of change on the system. Both relatively coarse-grained com-
ponents and lightweight, fine-grained policies are key elements of effective solu-
tions. Base artefacts can reflect dynamism of the application functionality and
the control rules govern the behaviour of that functionality. This paradigm mix
also supports the conceptual decoupling of stakeholder abstractions. Ordinary
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application users who often have little experience in programming, such as the
ecologists in our case, had the ability to express how components developed by
embedded systems experts should behave.
However, applying multiple programming paradigms next to each other must
be done with care. One paradigm can introduce additional behaviour opaque to
the other paradigm or create tight coupling between the various artefact devel-
opers, both leading to unwanted side effects. An operational model where for ex-
ample the network administrator analyzes the interplay between both paradigms
can mitigate this problem.
Regardless of the potential issues raised, it is our belief that the programming
of WSN applications based on multiple paradigms holds great potential for large
scale multi-actor scenarios such as the river monitoring application described in
this paper. The approach respects both the skill-set of each actor and the resource
constraints of the WSN.
6 Related work
In recent years, a number of programming abstractions [18] have been pro-
posed to simplify WSN application development, including programming models
adopting the principles of component-based engineering. Their associated update
models can be classified as either static or dynamic. NesC [7], perhaps the best
known component model in the WSN field, adopts an event-driven program-
ming approach as the interaction model in combination with a static update
model. Reconfiguration translates to deploying a monolithic image, allowing for
whole-program analysis and optimization. Run-time reconfigurable component
models such as RUNES [4], or OpenCOM [6] follow a dynamic update model,
allowing the composition to be changed at run-time through the deployment of
new components and modification of component bindings. Despite their benefits
regarding reusability, components are still artefacts solely supporting coarse-
grained modifications.
In order to use the component paradigm, additional support from the sen-
sor operating system is equally needed. Modular updates at run-time can be
provided, for example, by modular Virtual Machine (VM) solutions [13, 25] or
component-oriented operating systems [20]. A major drawback of VMs applied in
energy-constrained systems is that they interpret byte code as opposed to com-
ponents executing native instructions, which results in overhead. Similar to this
research on combining a lightweight policy-based paradigm with a more generic
main development paradigm, Koshi et al. [13] describe a hybrid approach that
efficiently combines VM byte code interpretation with native code execution.
Platon and Sei [19] emphasize the need for policy-based management of
WSNs to provide for scalability of security. Marsh et al. [17] provide for a flex-
ible and memory efficient policy specification language validating policy-based
approaches for WSN management. Finger [26] provides support for the policy-
based management of TinyOS [15] nodes in a relatively small footprint, though
it offers no support of run-time reconfiguration of applications.
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7 Conclusions and future work
This paper has made the case for a fine-grained, policy-driven approach to man-
age the diverse concerns of multiple actors involved in realistic WSN applications.
The feasibility of this approach has been demonstrated through a prototype im-
plementation on the SunSPOT platform, using an event-based component model
as the base programming paradigm. We validated in a real world river monitoring
scenario. As a result, the evaluation has shown that our approach is sufficiently
lightweight and has clear benefits to be applied effectively in WSN environments.
In the short term, our future work will focus upon further investigation on the
interplay of multiple co-existing programming paradigms. Furthermore, investi-
gation of when to apply which paradigm is required as this might not always be
always obvious for many goals. In this light, further collaboration with different
WSN actors should give us the necessary insights.
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