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Abstract
We give a classification of irreducible four-dimensional symmetric spaces
G/H which admit compact Clifford–Klein forms, where G is the transvec-
tion group of G/H. For this, we develop a method that applies to partic-
ular 1-connected solvable symmetric spaces.
We also examine a ‘solvable analogue’ of Kobayashi’s conjecture for
reductive groups and find an evidence that the reductive assumption in
Kobayashi’s conjecture is crucial.
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1 Introduction
We are interested in the classification of indecomposable pseudo-Riemannian
symmetric spaces which admit compact Clifford–Klein forms. In this paper, we
classify vthe spaces whose dimensions are up to four and transvection groups
are solvable. In the following, we review a background of our problem from two
different viewpoints.
First, we review a classification of pseudo-Riemannian symmetric spaces.
After E´.Cartan [6], [7] classified Riemannian symmetric spaces, Berger [3] gave
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the classification theory of irreducible symmetric spaces. However, since pseudo-
Riemannian symmetric spaces have a degenerate subspace in their tangent
spaces, they are not necessarily decomposed into irreducible symmetric spaces.
A ‘minimum unit’ of pseudo-Riemannian symmetric space is said to be inde-
composable. Therefore, one may expect to classify indecomposable symmetric
spaces. Indecomposable symmetric spaces of signature (n, 1) and (n, 2) are clas-
sified by Cahen, Wallach, Parker, Kath and Olbrich [5], [4], [12]. However, since
the number of lists of pseudo-Riemannian symmetric spaces is ‘large’, it does not
seem that there is a beautiful classification like the list of irreducible symmetric
spaces [3].
Second, we review the existence problem of compact Clifford–Klein forms.
For a Lie group G, its closed subgroup H and discrete subgroup Γ, we say the
manifold Γ\G/H is a Clifford–Klein form (see Definition 2.23). In the late 1980s,
a systematic study of Clifford–Klein forms for non-Riemannian homogeneous
spaces was initiated by T. Kobayashi [14]. The following problem is one of the
central problems in the field, but the final answer remains open.
Problem 1.1 ([14]). Classify homogeneous spaces G/H which admit compact
Clifford–Klein forms.
By the classification of Berger [3], non-flat irreducible symmetric spaces are
reductive type, and most of the works on this problem focused on classifyingsym-
metric spaces of reductive type which admits compact Clifford–Klein forms (see
[2], [16], [18], [22], [23], [25], [26] and so on). Five series and seven sporadic
irreducible symmetric spaces have been found to admit compact Clifford–Klein
forms so far [23].
In view of the above two prospects, we are interested in the following sub-
probrem of Problem 1.1.
Problem 1.2 ([13, §1]). Classify indecomposable pseudo-Riemannian symmet-
ric spaces G/H which admit compact Clifford–Klein forms.
Problem 1.2 was studied by Kath–Olbrich [13]. They found a necessary
and sufficient condition for the existence of compact Clifford–Klein forms in
the case of indecomposable Lorentzian symmetric spaces. In this paper, we are
interested in Problem 1.2 for the case of symmetric spaces with signature (n, 2).
For the first step of the problem, we classified four-dimensional indecomposable
symmetric spaces of solvable transvection type which admit compact Clifford–
Klein forms:
Theorem 1.3. A four-dimensional indecomposable pseudo-Riemannian sym-
metric space G/H which satisfies the following conditions is locally isometric
to one of the four symmetric spaces G±I1,1,I1,1/H or G±I2,I2/H (see Definition
2.10).
• G is the solvable transvection group of G/H.
• G/H admits compact Clifford–Klein forms.
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Here, two pseudo-Riemannian symmetric spaces are said to be locally isometric
if the corresponding symmetric triples are isomorphic (see Definition 2.5).
The transvection group of a pseudo-Riemmanian symmetric space is the
closed and connected subgroup of the isometry group generated by the prod-
ucts of two geodesic symmetries. The classification of pseudo-Riemannian sym-
metric spaces is given by their symmetric pair of Lie algebras with respect to
their transvection groups. For simplicity, we consider the existence problem of
compact Clifford–Klein forms for transvection groups.
Since Kath–Olbrich [13] classified Lorentzian spaces which admit compact
Clifford–Klein forms, we discuss the space of signature (2, 2). Roughly speaking,
the spaces of signature (2, 2) are parameterized by three real valuables x, y, z
up to some equivalence relation (see Section 2.2). It is divided into four parts
according to its property and spaces corresponding to only one part (3) admit
compact Clifford–Klein forms (see Figure 1 in Section 2.2).
We use two strategies, the constructor (see Definition 2.30) and (L) condi-
tion (see Definition 4.15). The idea of the constructor for reductive case was
introduced by T.Kobayashi [14], and the following conjecture remains open.
Conjecture 1.4 ([23, Conjecture 3.3.10]). If the homogeneous space G/H of
reductive type admits compact Clifford–Klein forms, that is, G/H admits a
reductive constructor.
Remark that the conjecture above does not assert that for a compact Clifford–
Klein form Γ\G/H of a homogeneous space G/H of reductive type, there exists
a reductive constructor L containing Γ cocompactly. In this paper, Clifford–
Klein form Γ\G/H is called standard [11] if there exists a connected subgroup
L containing Γ and acting on G/H properly. In some cases, we can obtain a non-
standard compact Clifford–Klein form by deforming standard one(see [9],[20]).
We show the assumption ‘reductive type’ in this conjecture is crucial by
showing a ‘solvable analogue’ of the conjecture does not hold (Example 6.1).
In this paper, we review basic concepts of pseudo-Riemannian symmetric
spaces and Clifford–Klein forms and introduce the space GD,D′/H in Section 2.
In Section 3, we show some general properties about properness and freeness in
1-connected solvable Lie groups. We prove the main theorem in Section 5 using
the necessary and sufficient condition for the existence of compact Clifford–Klein
forms of GD,D′/H given in Section 4. Finally, we show a ‘solvable analogue’ of
the Kobayashi’s conjecture does not hold in Section 6.
2 Preliminaries
In this section, we review some basic concepts of pseudo-Riemannian symmetric
spaces and Clifford–Klein forms. We also introduce solvable Lie algebra gD,D′
and indecomposable pseudo-Riemannian symmetric space GD,D′/H, which is
the main terget examined in this paper.
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2.1 Pseudo-Riemannian symmetric triples
1-connected pseudo-Riemannian symmetric spaces correspond to symmetric triples
(see Definition 2.3). We review the correspondence in this section. In this paper,
we assume Lie algebras are real and finite dimensional.
Definition 2.1 (metric Lie algebra with involution [12]). Let g be a Lie algebra,
g an indefinite inner product on g of signature (p, q), and σ an involution on g.
We say (g, σ, g) is a metric Lie algebra with involution of signature (p, q) if the
Lie algebra g, the inner product g of signature (p, q) and the involution σ are
mutually ‘compatible’, that is, satisfy following conditions.
(1) The involution σ is isometric with respect to the inner product g.
(2) The inner product g is adg invariant, namely,
g([X,Y ], Z) + g(Y, [X,Z]) = 0 (∀X,Y, Z ∈ g).
Remark 2.2. Let g be a Lie algebra and h its subalgebra. The following
correspondence is bijective.
{Involutions σ on g satisfying gσ = h} '
{Complementary spaces q ⊂ g of h satisfying [q, q] ⊂ h}
σ 7→ g−σ
Definition 2.3 (symmetric triple, [12]). A metric Lie algebra with involution
(g, σ, g) is said to be a symmetric triple if subspace q := g−σ satisfies [q, q] = h.
Remark 2.4 ([4]). For a symmetric triple (g, σ, g), the following restriction is
bijective.
{g-invariant inner product on g} ' {h-invariant inner product on q}
g 7→ g|q
Therefore, we think g as an inner product of q in this paper.
Definition 2.5 (homomorphism of symmetric triple, [12]). For two symmetric
triples (g1, σ1, g1) and (g2, σ2, g2), a Lie algebra homomorphism φ : g1 → g2 is
said to be a homomorphism of symmetric triple if φ is ‘compatible’ with the
involutions and the inner products, that is, satisfies the following conditions.
(1) σ2 ◦ φ = φ ◦ σ1.
(2) g2(φ(X1), φ(X2)) = g1(X1, X2) (∀X1, X2 ∈ g1).
Definition 2.6. For two symmetric triples t1 = (g0, σ0, g0) and t2 = (g1, σ1, g1),
the triple t1⊕ t2 := (g0⊕ g1, σ0⊕ σ1, g0⊕ g1) is also a symmetric triple. We say
t1⊕t2 is the direct sum of t1 and t2. A symmetric triple is said to be decomposable
if it is written as the direct sum of two non-trivial symmetric triples.
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In the following, we review the correspondence between symmetric triples
and pseudo-Riemannian symmetric spaces.
Theorem 2.7 ([4, Ch.I Section 2]). There is a bijection between the isomorphic
classes of 1-connected pseudo-Riemannian symmetric spaces of signature (p, q)
and the isomorphic classes of symmetric triples of signature (p, q).
Like the case of Riemannian symmetric spaces, the goal of the classification
problem of pseudo-Riemannian symmetric spaces is to classify their ‘minimum
units’, which is indecomposable. For Riemannian spaces, they are irreducible
symmetric spaces, but are not necessarily for pseudo-Riemannian spaces.
Definition 2.8 (decomposability). A pseudo-Riemannian symmetric space is
said to be decomposable if the space is isomorphic to the direct product of two
nontrivial pseudo-Riemannian symmetric spaces.
The irreducibility of pseudo-Riemannian symmetric spaces correspond to
that of symmetric pairs.
Proposition 2.9 ([4, Proposition 4.4]). LetM be a 1-connected pseudo-Riemannian
symmetric space, and t := (g, σ, g) a corresponding symmetric triple. Then the
following correspondence is one to one.
{decompositions of t} → {decompositions of M} t1 ⊕ t2 7→M1 ×M2
whereM1 andM2 are corresponding 1-connected pseudo-Riemannian symmetric
spaces of t1 and t2 respectively.
2.2 Examples of symmetric triples
In this subsection, we introduce solvable Lie algebra gD,D′ and examples of
irreducible symmetric triples tD,D′ := (gD,D′ , σ, g).
Let hn := R-span {Xi, Yi, Z} ([Xi, Yj ] = δijZ) be the Heisenberg Lie algebra.
Note that hn is a 2-step nilpotent Lie algebra, and we denote its center by z and
by Hn the Heisenberg Lie group.
Definition 2.10. We define a Lie algebra homomorphism φ : sp(n,R)→ Der hn
as follows:
φ : sp(n,R)→ Der hn W 7→
(
W
0
)
,
where we naturally identify R-span {Xi, Yi} as R2n. We think sp(n,R) as a
subalgebra of Der(hn) by this map. For symmetric and invertible matrices D
and D′we define a subalgebra gD,D′ ⊂ Der(hn)n hn as follows:
gD,D′ := pr
−1
1 (RW ),
where W =
(
D′
D
)
and pr1 : sp(n,R)n hn → sp(n,R) is the first projection
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Remark 2.11. The Lie algebra gD,D′ is solvable and dim gD,D′ = 2n+ 2.
We set h := R-span {Yi} and q := RW ⊕ R-span {Xi} ⊕ z. Then we have
g = q ⊕ h, and put σ the corresponding involution. We set the indefinite
inner product g on q by the following Gram matrix with respect to the basis
{W,Xi, Z}:
g :=
 0 −1D′−1
−1 0
 .
The signature of g is (p+ 1, q + 1), where (p, q) is the signature of D′.
Proposition 2.12. Let D and D′ be symmetric and invertible matrices and
(p, q) the signature of D′.
(1) The Lie algebra gD,D′ is completely solvable if and only if the eigenvalues
of the product DD′ are all positive real numbers.
(2) The triple tD,D′ = (gD,D′ , σ, g) is a symmetric triple of signature (p +
1, q + 1).
(3) Two symmetric triples tD1,D′1 and tD2,D′2 are isomorphic if and only if
there exist P ∈ GL(n,R) and k ∈ R× satisfying:
PD′1P
T = D′2 and k
2PTD2P = D1.
Proof. (1) A Lie algebra over R is completely solvable if and only if all eigen-
values of adjoint representations are real. It is enough to show that for
T ∈ hn the eigenvalues of ad(W + T ) on gD,D′ are real. By an easy
calculation, with respect to the base {W,Xi, Yi, Z}, we have:
ad(W + T ) =

0
∗ D′
∗ D
∗ ∗ ∗ 0
 .
Hence, g is completely solvable if and only if the all eigenvalues of
(
D′
D
)
are real. Since the eigenvalues are square roots of the eigenvalues of the
product DD′, it is equivalent to the positiveness of the eigenvalues of the
product DD′.
(2) First, we show that tD,D′ is a symmetric triple. It is enough to show that
[q, q] = h and g is adh-invariant. Since D is non-degenerate, the former
holds. We prove the latter. This condition is equivalent to:
g((adv)X,Y ) + g(X, (adv)Y ) = 0 (∀X,Y ∈ q,∀v ∈ h).
If we think g as the representation matrix of the metric on q = RX ⊕
R-span {Xi}⊕z and adv as the matrix on q, this condition is equivalent to
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the condition g(adv) + (g(adv))T = 0, namely, g(adv) is skew symmetric.
By an easy calculation, we have:
adv =
−D′v
−vT
 , g(adv) =
 vT−v
 .
Next, we prove the indecomposability of tD,D′ . It is enough to show that
an arbitrary adh invariant subspace is degenerate. For the decomposition
q := RW⊕R-span {Xi}⊕z, we set the projections pr1 : q→ RW, pr2 : q→
R-span {Xi} , pr3 : q→ z respectively. Let V be a non-trivial adh invariant
subspace. It is enough to show that z ⊂ V ⊂ R-span {Xi} ⊕ z. First we
show z ⊂ V . Let v ∈ V . If pr1(v) 6= 0, we have 0 6= (adw)2v ∈ z for some
w ∈ h. If pr2(v) 6= 0, we have 0 6= (adw)v ∈ z for some w ∈ h. Therefore,
we have z ⊂ V . Next we show V ⊂ R-span {Xi}⊕z. Assume v ∈ V satisfy
pr1(v) 6= 0. Since D is invertible, we obtain R-span {Xi} ⊂ (adh)v and
this contradicts to the non-triviality of V . Therefore, pr1(v) = 0 for all
v ∈ V and we have V ⊂ R-span {Xi} ⊕ z.
(3) Let φ : gD1,D′1 → gD2,D′2 be an isomorphism of symmetric triples. Since
φ is compatible with the involutions and the inner products, it preserves
the direct sum decomposition gD,D′ = RW ⊕R-span {Xi}⊕ h⊕ z. We set
φ =

k
P
Q
l
 ,
where k, l ∈ R× and P, Q ∈ GL(n,R). Since φ preserves the inner
products, we have
D′2 = PD
′
1P
T , kl = 1.
Since φ is a Lie algebra homomorphism, we have
φ([f, v]) = [φ(f), φ(v)] (∀f ∈ R-span {Xi} ,∀v ∈ h) ⇐⇒ P = lQT−1,
φ([X, f ]) = [φ(X), φ(f)] (∀f ∈ R-span {Xi}) ⇐⇒ QD1 = kD2P.
The conditions PD1P
T = D′2 and kP
TD2P = D1 follow from the above
calculations. It is easy to check a homomorphism which satisfies the con-
ditions is an isomorphism of symmetric triples.
Definition 2.13. We denote by (D1, D
′
1) ∼ (D2, D′2) if the condition of Propo-
sition 2.12 (3) holds. It is easily checked that ∼ is an equivalence relation of
Sym(n,R)× Sym(n,R).
We see the equivalence class of the triples (gD,D′ , σ, g) for n = 2.
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Lemma 2.14. For n = 2 and the signature of D′ is (1, 1), the following list
gives a complete class representatives of symmetric triple (gD,D′ , h).
(1) (D,D′) = (diag(±1,±ν),diag(1,−ν))(ν > 0) except for (D,D′) = (±I1,1, I1,1)
if the matrix product DD′ has distinct real eigenvalues,
(2) (D,D′) =
((
ν 1
1 −ν
)
,
(−ν 1
1 ν
))
(ν > 0) if DD′ has imaginary eigen-
values,
(3) (D,D′) = (±I1,1, I1,1) if DD′ has the same eigenvalues and diagonalizable,
(4) (D,D′) =
((±2 1
1 0
)
,±
(
0 1
1 0
))
if DD′ has the same eigenvalues and
not diagonalizable.
To prove this lemma, we use the following fact and easy lemmas.
Fact 2.15. We have O(1, 1) =
〈
H(t) :=
(
cosh t sinh t
sinh t cosh t
)
, I1,1
〉
t∈R
.
Lemma 2.16. For D :=
(
x y
y z
)
, put w :=
x+ z
2
, c :=
x− z
2
. Then we get:
H(t)DH(t)T =
(
w cosh 2t+ y sin 2t+ c w sinh 2t+ y cosh 2t
w sinh 2t+ y cosh 2t w cosh 2t+ y sinh 2t− c
)
, I1,1DI1,1 =
(
x −y
−y z
)
.
Lemma 2.17. For real numbers A,B ∈ R satisfying |A| ≥ |B|, A sinh t +
B cosh t = 0 for some t ∈ R.
Proof of Lemma 2.14. We putD′ := I1,1, D :=
(
x y
y z
)
and w :=
x+ z
2
, c :=
x− z
2
. By Lemma 2.16, We may and do assume y > 0.
• The case where the product DD′ has distinct real eigenvalues (⇔ |w| > y).
We choose t ∈ R satisfying w sinh 2t + y cosh 2t = 0 by Lemma 2.17. By
Lemma 2.16, we have the equivalence (D,D′) ∼ (diag(±1, µ), I1,1) for
some µ ∈ R>0 except for (±I1,1, I1,1). Moreover, (diag(±1, µ), I1,1) 6∼
(diag(±1, µ′), I1,1) for ν 6= ν′ since the eigenvalues of DD′ are different
except the case (I2, I1,1) and (−I2, I1,1). On the ohter hand, (I2, I1,1) 6∼
(−I2, I1,1) since there exist no matrix P such that PI2PT = −I2. Putting
µ = ν2 for ν ∈ R>0\{1} and P = diag(1, 1/
√
ν) we see (diag(±1,±µ), I1,1) ∼
(diag(±1,±ν),diag(1,−ν)).
• The case where the product DD′ has imaginary eigenvalues (⇔ |w| < y).
We choose t ∈ R satisfying w cosh 2t + y sinh 2t = 0 by Lemma 2.17. By
Lemma 2.16, we obtain:
H(t)DH(t)T =
(
c d
d −c
)
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for some c ∈ R and d ∈ R>0. Then we choose ν ∈ R>0 satisfying
kH(t)DH(t)T =
(
1− ν2 2ν
2ν −1 + ν2
)
for some k ∈ R>0. By choosing
P := H(t)
1√
2(1 + ν2)
(√√
1 + ν2 − ν
√√
1 + ν2 + ν√√
1 + ν2 + ν
√√
1 + ν2 − ν
)
,
we have the equivalence (D,D′) ∼
((
ν 1
1 −ν
)
,
(−ν 1
1 ν
))
. Moreover
we have: ((
ν 1
1 −ν
)
,
(−ν 1
1 ν
))
6∼
((
ν′ 1
1 −ν′
)
,
(−ν′ 1
1 ν′
))
for ν 6= ν′ since the eigenvalues of the matrix product are different.
• The case where the product DD′ has the same eigenvalues (⇔ |w| = y).
The product DD′ is diagonalizable if and only if y = 0. Since diagonaliz-
able case is easy, we only prove the not diagonalizable case. By the action
of H(t), we get four cases:((
0 1
1 2
)
, I1,1
)
(y = w, c > 0),
((−2 1
1 0
)
, I1,1
)
(y = w, c < 0),((
2 1
1 0
)
, I1,1
)
(y = −w, c < 0),
((
0 1
1 −2
)
, I1,1
)
(y = −w, c > 0).
By easy calculations, we have the equivalence to the following classes
respectively. ((
2 −1
−1 0
)
,
(
0 1
1 0
))
,
((−2 −1
−1 0
)
,
(
0 1
1 0
))
,((
2 −1
−1 0
)
,
(
0 −1
−1 0
))
,
((−2 −1
−1 0
)
,
(
0 −1
−1 0
))
.
Moreover, we see that they are not mutually equivalent checking the eigen-
values of the matrix product and the actions of O(1, 1).
Remark 2.18. By using w and y in the proof of Lemma 2.14, a picture of the
parameter spaces of GD,I1,1 is given as follows:
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Figure 1: A picture of the parameter space of GD,I1,1
2.3 Indecomposable solvable pseudo symmetric triples of
signature (2,2)
In this subsection, we introduce some classes of the pseudo symmetric triples and
review the following fact given by Kath–Olbrich [12]. However, we use another
notation for our calculations. The correspondence is given in Remark 2.21.
Fact 2.19. An indecomposable and reducible solvable pseudo-Riemannian sym-
metric spaces of signature (2, 2) is locally isomorphic to one of the following list.
(I) Nilpotent symmetric space Gnil/H
(II) Solvable symmetric space GD,D′/H, where
(a) (D,D′) = (diag(±1,±ν),diag(1,−ν)) (ν > 0),
(b) D =
(
ν 1
1 −ν
)
, D′ =
(−ν 1
1 ν
)
(ν > 0),
(c) D = ±I1,1, D′ = I1,1,
(d) D =
(±2 1
1 0
)
, D′ = ±
(
0 1
1 0
)
.
We define notation used in this fact.
Definition 2.20. We define the nilpotent Lie algebra gnil := R-span {A1, A2, B,C1, C2}
as follows:
[A1, A2] = B, [B,A1] = C2, [B,A2] = C1,
the other brackets are trivial.
Put h := RB and q := R-span {A1, A2, C1, C2}, then we have g = q ⊕ h and
[q, q] = h. We set σ as the involution corresponding to the complementary
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space q (see Remark 2.2) and define an inner product g on q as follows:
g± :=
( ±I1,1
±I1,1
)
.
Remark 2.21. The correspondence between the spaces of Fact 2.19 and the
list of Kath–Olbrich [12, Theorem 7.1] is given by following table:
[12, Theorem 7.1] (1) (a)(b) (1)(c) (2)(a)(b) (3) (4)
Fact 2.19 2(a) 2(b) 1 2(c) D′ = S 2(c) D′ = −S
Here, we set S =
(
0 1
1 0
)
.
Notation 2.22. We denote by Gnil the 1-connected nilpotent Lie group with
the Lie algebra gnil, and we denote by GD,D′ the 1-connected solvable Lie group
with the Lie algebra gD,D′ . These Lie groups are transvection groups of Gnil/H
and GD,D′/H respectively.
2.4 Clifford–Klein forms
In this subsection, we review Clifford–Klein forms following [14] and [19].
Definition 2.23 ([14]). Let G be a Lie group, H its closed subgroup, and Γ its
discrete subgroup. Assume the Γ-action on G/H is fixed point free and prop-
erly discontinuous. Then the quotient space Γ\G/H has the unique manifold
structure such that the natural surjection pi : G/H → Γ\G/H is a covering
map. The manifold Γ\G/H is said to be a Clifford–Klein form.
Problem 1.1 is a significant open question. In this section, we review some
known results and basic terminologies for Problem 1.1.
Fact 2.24 ([14]). Let L be a Lie group and X a locally compact space, assume
L acts on X and Γ be a uniform lattice of L. Then:
(1) The group Γ acts on X cocompactly if and only if so does the group L.
(2) The group Γ acts on X properly discontinuous if and only if so does the
group L.
We write down some properties.
Definition 2.25 ([15, Definition 6], [18, Definition 2.1.1]). G be a locally com-
pact group and H and L its subsets.
(1) We say the pair (H,L) is proper in G, denoted by H t L if H ∩ SLS is
relatively compact in G for any compact set S ⊂ G.
11
(2) We say the pair (H,L) has the property (CI) in G if H∩gLg−1 is relatively
compact in G for any g ∈ G.
(3) We say the pair (H,L) is free if H ∩ gLg−1 = {e}, where e is the unit
element of G.
(4) We say the pair (H,L) is similar and denoted by H ∼ L if there exists a
compact set S ⊂ G such that H ⊂ SLS and L ⊂ SHS.
Remark 2.26 ([15], [18]). Let G be a locally compact group and H,H ′ and L
its subsets.
(1) The pair (H,L) is proper (resp. has the property (CI), is free) in G if and
only if so is (L,H) in G.
(2) The relation ∼ is an equivalence relation.
(3) If H ∼ H ′ in G, then H t L if and only if H ′ t L in G.
(4) If the pair (H,L) is proper, then (H,L) has the property (CI).
Remark 2.27 ([18, Observation 2.13]). Let G be a locally compact group and
H and L closed subgroups.
(1) The L-action on G/H is proper if and only if H t L in G.
(2) The L-action on G/H is free if and only if the pair (H,L) is free in G.
On a 1-connected nilpotent group, we can check the property (CI) by check-
ing its Lie algebras as the following remark. This remark is easily shown by
using diffeomorphism exp : g→ G.
Remark 2.28 ([21]). Let G be a 1-connected nilpotent Lie group and H and
L its connected subgroups. Then the following conditions are equivalent.
(a) The pair (H,L) has the property (CI).
(b) AdGh ∩ l = {0}.
(c) h ∩AdGl = {0}.
Here, l and h are the Lie algebras of H and L respectively.
Proposition 2.29. Let G be a locally compact group and N its normal closed
subgroup of G, and H, L and Γ closed subgroups of G. Assume N/(Γ ∩N) is
compactWe denote by G˜, H˜, L˜ and Γ˜ the image of G, H, L and Γ respectively
by the natural projection pi : G→ G/N .
(1) If Γ is discrete, so is Γ˜ ⊂ G˜.
(2) The condition Γ t H in G implies Γ˜ t H˜ in G˜.
(3) If L\G/H is compact, so is L˜\G˜/H˜.
The statement (1) follows from [8, Lemma 5.1.4]. The statement (2) follows
from [17, Lemma 1.3(2)]. The statement (3) is easy.
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2.5 Constructors
By Fact 2.24, it is natural to define the following subgroup. We use the following
terminology which is introduced in [24]1.
Definition 2.30 ([24]). Let G/H be a homogeneous space of a Lie group. A
connected and closed subgroup L ⊂ G is said to be a constructor if the natural
action of L on G/H is cocompact and proper.
It is important to consider the existence of a constructor for the existence
problem of compact Clifford–Klein forms. There are an affirmative result (Fact
2.32) and a negative result (Remark 2.33).
Definition 2.31 ([31]). Let G be a Lie group and Γ its closed subgroup. We
say a closed and connected subgroup L ⊂ G be a syndetic hull of Γ if L includes
Γ cocompactly.
Fact 2.32 (Saito[30], [1]). Let G be a 1-connected completely solvable Lie group
and Γ ⊂ G a closed subgroup. Then there exists the unique syndetic hull L of
Γ. Especially, if the space G/H has a compact Clifford–Klein form Γ\G/H, the
space G/H has a constructor L which is the syndetic hull of Γ.
Remark 2.33. The assumption ‘completely solvable’ of the above fact is cru-
cial. In fact there exists a solvable Lie group G and its discrete subgroup Γ ⊂ G
which had no syndetic hulls (see Example 6.1).
3 Properness and cocompactness in solvable Lie
groups
In this section, we show some propositions to check properness and cocompact-
ness in 1-connected solvable Lie groups, which is used in the proof of the main
theorem. The main propositions are Proposition 3.5 and Proposition 3.11.
3.1 Freeness and (CI) property in solvable Lie groups
In this subsection, we show the equivalence of the freeness and the property
(CI) for 1-connected solvable Lie groups.
Proposition 3.1. Let G be a 1-connected solvable Lie group, and H and L
connected closed subgroups of G. Then the following conditions are equivalent.
(a) The pair (H,L) is free in G.
(b) The pair (H,L) has the property (CI) in G.
Remark 3.2. For a 1-connected exponential solvable Lie group G, the above
statement is proven by Baklouti and Ke´dim [1].
1see also http://coe.math.sci.hokudai.ac.jp/sympo/ccyr/2006/pdf/TaroYOSHINO.pdf
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Proposition 3.1 easily follows from the next fact.
Fact 3.3 ([10, Theorem 2.3]). A compact subgroup of a 1-connected solvable
Lie group is trivial.
The following corollary follows from Proposition 3.1 and Remark 2.26.
Corollary 3.4. Let G be a 1-connected solvable Lie group and H and L its
closed subgroups. If the pair (H,L) is proper, then (H,L) is free.
3.2 Constructors in solvable homogeneous space
In this subsection, we show some propositions for the existence of constructors
in solvable homogeneous space. First, we see a criterion of the cocompactness
of the L-action.
Proposition 3.5. Let G be a 1-connected solvable Lie group, and H and L its
connected subgroups. Assume the subgroup L acts on the homogeneous space
G/H properly. Then the following conditions are equivalent.
(a) The space L\G/H is compact.
(b) The space L\G/H consists of one point.
(c) g = h⊕ l as a linear space.
Here, g, h and l are Lie algebras of G,H and L respectively.
Proof. First, We show (a)⇒(b) using Lemma 3.6. It is enough to show L\G/H
has a manifold structure. The natural L-actions on G/H is proper by the
assumption and free by Corollary 3.4. Hence L\G/H has a manifold structure.
The implication (b)⇒(a) is clear.
Next, we show the implication (b)⇒(c). Since G/H is the L-orbit of the
origin point eH, we have dim(G/H) ≤ dimL and so dimG ≤ dimH + dimL.
On the other hand, by the properness of the L-action we have l∩h = {0}. Then
we have dimG ≥ dimH + dimL.
Finally, we check the implication (c)⇒(b). We consider the L-orbit of the
origin point eH. The orbit is closed since the L-action on G/H is proper. On
the other hand, since L-action is free by Proposition 3.1, the dimension of L-
orbit equals to dimL. Hence the L-orbit is open. Since G/H is connected, G/H
coincide with the L-orbit.
Lemma 3.6. Let G be a contractible Lie group and M a contractible manifold.
Assume G acts on M . If the quotient space G\M is a compact manifold, it
consists of one point.
This lemma is an immediate consequence of the following two lemmas.
Lemma 3.7. Let G be a topological group and act on a contractible space M .
Then G\M is contractible.
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Proof. By the homotopy exact sequence of the fiber bundle G→M → G\M ,
we have pii(G\M) = 0 (i ∈ N). Then we haveG\M is contractible by J.H.C.Whitehead
theorem.
Lemma 3.8. A contractible and closed manifold consists of one point.
Proof. Let M be a contractible and closed manifold. Since an arbitrary vector
bundle over M is trivial, M is orientable. For a volume element ω of M , we
have
∫
M
ω = 0 by Stokes theorem.
Next, we consider the equivalent condition of Proposition 3.5 (c).
Notation 3.9. Let V and W be linear spaces and φ : V → W a linear map.
We denote the graph of φ by Vφ := {v + φ(v) ∈ V ⊕W | v ∈ V } ⊂ V ⊕W .
Proposition 3.10. Let (g, σ, g) be a symmetric triple, g = q⊕h the eigenspace
decomposition with respect to σ, and l a subalgebra of g. Then the following
conditions are equivalent.
(1) The subalgebra l satisfies g = l⊕ h as a linear space.
(2) There exists a linear map φ : q→ h which satisfies the following condition
and l = lφ.
φ([φ(X), Y ] + [X,φ(Y )]) = [X,Y ] + [φ(X), φ(Y )] (∀X,Y ∈ q). (i)
The linear map φ in (2) is determined uniquely. Moreover if the subalgebra h
is commutative, the condition (i) is equivalent to:
φ([φ(X), Y ] + [X,φ(Y )]) = [X,Y ] (∀X,Y ∈ q). (ii)
This proposition is proven by an easy calculation.
3.3 Properness and (CI) property
To check the property (CI) is easier than the properness. The property (CI) was
introduced by T.Kobayashi and the equivalence of properness and the property
(CI) was shown for any pair of closed reductive subgroups of linear reductive
Lie groups [15]. Lipsman extended Kobayshi’s theory to non-reductive case [27].
For 1-connected nilpotent Lie groups, the equivalence of the properties is known
as Lipsman’s conjecture. About this conjecture, the following results have been
obtained so far. The properness and the property (CI) is equivalent for less than
or equal to 3-step nilpotent Lie groups [28],[32] and not equivalent for 4-step
nilpotent Lie groups [32]. In this subsection, we generalize Nasrin’s result.
Proposition 3.11. Let G′ be a Lie group, N a 1-connected 2-step nilpotent Lie
group and φ : G′ → AutN be a Lie group homomorphism. Put G := G′ nφ N .
Let L0 and H be connected subgroups of N and L1 a closed subgroup ofNG(L0),
where NG(L0) is the normalizer of L0 in G. Assume L1 t N in GIf we set
L := L1L0, the following conditions are equivalent.
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(a) L t H in G.
(b) The pair (L0, H) has the property (CI) in G.
Proof. It is enough to show the following conditions are equivalent.
(i) The pair (L0, H) has the property (CI) in G.
(ii) The pair (L0, φg′H) has the property (CI) in N for any g
′ ∈ G′.
(iii) l0 ∩ (id +adY )φg′∗h = {0} for any Y ∈ n and g′ ∈ G′.
(iv) L0 t φS′H in N for any compact set S′ ⊂ G′.
(v) L0 t H in G.
(vi) L t H in G.
Here, l0, h and n are the Lie algebras of L0, H and N respectively.
First, we check the implication (i)⇒(ii). The assumption (i) means L0 ∩
T(g′,g)H = L0 ∩ Tg(φg′H) is compact for all (g′, g) ∈ G, where Tg is the inner
automorphism with respect to g ∈ G. Hence the condition (ii) holds. The impli-
cation (ii)⇒(iii) is easily shown by using the diffeomorphism exp : n → N and
Baker-Cambell-Hausdorff formula. We show the implication (iii)⇒(iv). Let S ⊂
n be a compact set. It is enough to show that the subset L0∩(expS)φ′SH(expS)
is compact. By Baker-Cambell-Hausdorff formula, we have:
expSφ′SH expS = expS expφS′∗h expS
⊂
⋃
X∈h
exp
(
S + φS′∗X + S +
1
2
[S, φS′∗X] +
1
2
[φS′∗X,S] +
1
2
[S, S]
)
.
Then we have log(L0 ∩ expS(φS′H) expS) ⊂ l0 ∩ (id +adC1)φS′∗h+C2, where
C1 :=
1
2
(S − S) ⊂ n, C2 := S + S + 1
2
[S, S] ⊂ n are compact subsets. By the
condition (iii) we have l0∩ (id +adC1)φS′∗h = {0}. Hence the pair of the closed
cones
(
l0, (id +adC1)φ
′
S∗h
)
is proper by Lemma 3.12. Then the subset l0 ∩
(id +adC1)φS′∗h+C2 is compact and so is the subset L0 ∩ (expS)φ′SH(expS).
Next, we check the implication (iv)⇒(v). It is enough to show that L0∩SHS
is compact for S = S′ × S′′, where S′ and S′′ are compact sets of G′ and N re-
spectively. By an easy calculation, we have L0∩SHS ⊂ L0∩S′′(φS′H)(φS′S′′),
and L0 ∩ SHS is compact by the assumption (iv).
We show the implication (v)⇒(vi). Let S ⊂ G be a compact subset. Then we
have (H∩SL1L0S−1) ⊂ (H∩SL1S−1 TS L0), where TS L0 =
{
sls−1 ∈ G ∣∣ s ∈ S, l ∈ L0}.
Since TS L0 ⊂ N and H ⊂ N , we have (H ∩SL1S−1 TS L0) = H ∩ ((SL1S−1 ∩
N) TS L0). By L1 t N in G, the subset SL1S−1 ∩N is compact. Then L0 t H
implies the compactness of the subset H ∩ (SL1S−1 ∩N) TS L0.
Finally, the implication (vi)⇒(v) is easy and (v)⇒(i) follows from Remark 2.26.
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Lemma 3.12. Let C1 and C2 be two closed cones in Rn satisfying C1∩C2 = {0}.
Then the pair (C1, C2) is proper.
Proof. It is enough to show that (C1 + K) ∩ C2 is compact for an arbitrary
compact set K ⊂ Rn. We denote by S(a) and B(a) the sphere and the ball with
radius a ∈ R. There exists R ∈ R>0 satisfying K ⊂ B(R), and we set r ∈ R>0
be the distance between C1 ∩ S(1) and C2. Then we have (C1 + K) ∩ C2 ⊂
B(R/r).
4 General method for GD,D′
To prove the main theorem, we prepare some methods to verify the
(non-)existence of compact Clifford–Klein forms of the symmetric spaceGD,D′/H.
In this section, we use the following notations.
D, D′ : symmetric and invertible matrices,
W :=
(
D′
D
)
, Wt := exp tW.
4.1 Key propositions
In this section, we give the necessary and sufficient conditions for the existence
of compact Clifford–Klein forms of GD,D′/H.
Definition 4.1. For C ∈M(n,R) and w ∈ h, we denote by l′C ⊂ R-span {Xi, Yi}
the image of the following linear transform defined by
(
In 0
C 0
)
. Then we put:
lC := l
′
C ⊕ z ⊂
subalgebra
hn,
lC,w := R(W + w)⊕ lC ⊂
subspace
gD,D′ ,
where w ∈ h. We denote by LC the analytic subgroup of GD,D′ corresponding to
lC and if lC,w is a subalgebra of gD,D′ , we denote by LC,w the analytic subgroup
of GD,D′ corresponding to lC,w.
The following propositions are general methods for the existence of Clifford–
Klein forms for GD,D′/H. If D and D
′ are diagonal, the following proposition
also follows from [13, Proposition 4.8].
Proposition 4.2. For symmetric and invertible matrices D,D′, the following
conditions are equivalent.
(a) The symmetric space GD,D′/H admits compact Clifford–Klein forms.
(b) There exists C ∈M(n,R) satisfying the following conditions.
(i) The matrix At +BtC is invertible for all t ∈ R.
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(ii) The subgroup LC has an Tl-invariant uniform lattice for some l ∈
GD,D′ − Hn, where Tl is the inner automorphism with respect to
l ∈ GD,D′ .
whereAt, Bt ∈M(n,R) is determined byWt =
(
At Bt
∗ ∗
)
:= exp t
(
D′
D
)
.
Moreover, the following condition is a necessary condition of the above condition
(ii).
(ii’) The subspace l′C is Wt0 -invariant and det(Wt0 |l′C ) = ±1 for some t0 ∈ R×.
If GD,D′ is completely solvable, we can check the conditions more easily.
Proposition 4.3. For symmetric and invertible matrices D,D′, assume GD,D′
is completely solvable. The following conditions are equivalent.
(a) The symmetric space GD,D′/H admits compact Clifford–Klein forms.
(b) There exists C ∈ GL(n,R) and w ∈ h satisfying the following conditions.
(i) CD′C = D.
(ii) The subgroup LC,w admits a uniform lattice.
Moreover, the following condition is a necessary condition of the above condition
(ii).
(ii’) tr(D′C) = 0.
We prove Proposition 4.2 in Subsection 4.2 and Proposition 4.3 in Subsec-
tion 4.1.
Before the proof, we give a characterization of the subspaces lC and lC,w.
Proposition 4.4. (1) For a subalgebra l satisfying hn = h ⊕ l, then there
exists C ∈M(n,R) satisfying hn = lC
(2) For a subalgebra l satisfying gD,D′ = h⊕ l, then there exists C ∈M(n,R)
and w ∈ h satisfying l = lC,w.
To prove this proposition, we use the next lemma.
Lemma 4.5 ([13, Lemma 4.3]). Let g be a Lie algebra and the Heisenberg
algebra hn := R-span {Xi, Yi} ⊕ z is a subalgebra of g. Put h = R-span {Yi}.
and assume there exist a subalgebra l such that g = l⊕h as a linear space. Then
we have z ⊂ l.
Proof of Proposition 4.4. (1) Put q := R-span {Xi} ⊕ z. Then we have
hn = h⊕ q and there exists φ : q→ h satisfying l = qφ (see Notation 3.9).
By Lemma 4.5 we obtain φ(z) = 0. Let C ∈M(n,R) be the representation
matrix of φ|R-span{Xi}. Then we obtain l = lC .
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(2) Put q := RW ⊕ R-span {Xi} ⊕ z. Then we have gD,D′ = h ⊕ q and
there exists φ : q → h satisfying l = qφ. By Lemma 4.5, we obtain
φ(z) = 0. Let C ∈ M(n,R) be the representation matrix of φ|R-span{Xi}
and w := φ(W ) ∈ h. Then we get l = lC,w.
Remark 4.6. We have lC,w ' hk ⊕ Rn−2k, where k := (rank(C − CT ))/2.
4.2 Constructors of GD,D′/H
To prove Proposition 4.3, we examine the existence of constructors of GD,D′/H.
In this section, we give a structure theorem of constructors of GD,D′/H (Propo-
sition 4.7) and a necessary condition for the existence of a uniform lattice of the
constructors (Proposition 4.10).
Proposition 4.7. For a connected subgroup L ⊂ GD,D′ , the following condi-
tions are equivalent.
(a) The subgroup L is a constructor of GD,D′/H.
(b) There exists C ∈ GL(n,R) satisfying CD′C = D and w ∈ h such that
L = LC,w.
We prepare lemmas to prove Proposition 4.7.
Lemma 4.8. For C ∈M(n,R) and w ∈ h, the following conditions are equiva-
lent.
(a) The subspace lC,w ⊂ gD,D′ is a subalgebra.
(b) The subspace l′C is ad(W )-invariant.
(c) The subspace l′C is Wt-invariant for all t ∈ R
(d) The subalgebra lC is AdGD,D′ -invariant.
(e) CD′C = D.
Proof. First, we show the equivalence (a)⇔(b). Since lC is a subalgebra of hn,
the condition (a) is equivalent to the condition [W +w, lC ] ⊂ lC . Since we have
[w, lC ] ∈ R, this is equivalent to the condition (b) by an easy calculation. The
equivalence (b)⇔(c) is easily shown by using the diffeomorphism exp : hn → Hn.
Next we check (c)⇔(d). Since we have Ad(t,v)lC = Wtl′C ⊕ R, the implication
(c)⇒(d) holds. On the other hand, by the condition (d), lC is Ad(t,e)-invariant
for all t ∈ R and (c) holds. The equivalence (b)⇔(e) follows from the following
calculation. (
D′
D
)(
In 0
C 0
)
=
(
CD′ 0
C 0
)
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Lemma 4.9. For a homogeneous space GD,D′/H and its subgroup LC,w, the
LC,w-action on GD,D′/H is proper.
Proof. It is enough to show that H t LC,w and it is equivalent to the property
(CI) of the pair (H,LC,w) by Proposition 3.11. Actually, we set N := Hn, L0 :=
LC , and L1 is the analytic subgroup corresponding to the abelian subalgebra
R(X + w). Since the image pr1(SNS) is compact and R(X + w) ∩ log(SNS)
is compact for any compact set S ⊂ GD,D′ , we get L1 t N . Then we show the
property (CI) of the pair (H,LC,w). Let Tg be the inner automorphism with
respect to g ∈ GD,D′ . Since Tg(LC,w) ∩H = Tg(LC) ∩H and exp : hn → Hn
is diffeomorphic, we have
(LC,w, H) has the property (CI) ⇐⇒ AdG(lC) ∩ h = {0}.
By Lemma 4.8, we obtain AdGD,D′ (lC) = lC and lC ∩ h = {0} holds by the
definition of lC .
Proof of Proposition 4.7. The implication (a)⇒(b) follows from Proposition
4.4 and Lemma 4.8. We show the implication (b)⇒(a). From Lemma 4.9 and
(b), the properness of the natural action of LC,w follows. Since for 1-connected
solvable Lie groups, (CI) property and freeness are equivalent (Proposition 3.1),
the proper action LC,w on GD,D′/H is free. The cocompactness follows from
Proposition 3.5.
Next, we discuss a necessary condition for the existence of a uniform lattice
in LC,w.
Proposition 4.10. If LC,w has a uniform lattice, then the condition trD
′C = 0
holds.
For the proof of this proposition, we use the following fact and propositions.
Proposition 4.11. For M ∈M(n,R), we consider the following conditions.
(1) There exists a cocompact discrete subgroup Γ ⊂ Rn satisfying MΓ ⊂ Γ.
(2) There exists a cocompact discrete subgroup Γ ⊂ Rn satisfying MΓ = Γ.
(3) The all coefficients of the characteristic polynomial of M are integers.
(4) The all coefficients of the characteristic polynomial of M are integers and
detM = ±1.
Then the implications (1)⇒(3) and (2)⇒(4) hold. Moreover, the above four
conditions are equivalent if the eigenvalues of M are real and all different.
Proof. First, we prove the implication (1)⇒(2). Since the uniform lattice of
Rn is isomorphic to Zn, M is similar to an element of M(n,Z). Therefore, the
all coefficients of characteristic polynomial are integers.
Next, we show the implication (3)⇒(4). Since M is invertible and both
detM and detM−1 are integers, then we have detM = ±1.
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Finally, we prove the inverse implication assuming the eigenvalues of M real
and all different. Since the eigenvalues of M are all different, there exists v ∈ Rn
such that (M iv)i=0,1,··· ,n−1 is a basis of Rn. Then Γ := Z-span
{
M iv
}
i=0,1,··· ,n−1
satisfies the condition (1). Actually, by Cayley–Hamilton’s theorem, Mnv is
written as an linear combination of (M iv)i=0,1,··· ,n−1 with integer coefficients,
so we have Mnv ∈ Γ. Especially, in the case detM = ±1, since M−1v is also
written as a linear combination of (M iv)i=0,1,··· ,n−1, we have MΓ = Γ.
Fact 4.12 ([29, Theorem 3.3]). Let G be a connected solvable Lie group and
N its maximum connected (closed) normal nilpotent Lie subgroup. Let H be
a cocompact closed subgroup of G. Assume that H ∩N contains no connected
(closed) Lie subgroups which are normal in G. Then N/(H ∩N) is compact.
Proposition 4.13. For M ∈ M(n,R), set R-action φ : R → GL(n,R) t 7→
exp tM , and a semidirect group SM := R nφ Rn. If SM has a uniform lattice,
then we have trM = 0.
Proof. Since Rn is the maximum connected nilpotent normal subgroup of SM ,
Γ ∩ Rn is a uniform lattice of Rn by Fact 4.12. The condition trM = 0 follows
from Fact 4.12 and Proposition 4.11.
Fact 4.14 ([8]). Let G be a 1-connected nilpotent Lie group and Γ ⊂ G a
uniform lattice. Then G is commutative if and only if so is Γ.
Proof of Proposition 4.10. Let Γ be a uniform lattice of LC,w. Since LC is
the maximum connected normal nilpotent Lie subgroup of LC,w, Γ ∩ LC is a
uniform lattice of LC by Fact 4.12.
(a) The case where LC is commutative.
We can easily check that LC,w = SM , where M =
(
D′C 0
−wT 0
)
. Therefore the
condition trD′C = 0 follows from Proposition 4.13.
(b) The case where LC is not commutative.
Since a uniform lattice of LC is not commutative by Fact 4.14, Γ ∩ LC is not
commutative. Hence Z/(Γ0 ∩ Z) is compact, where Z is the center of Hn. By
applying Proposition 2.29 to the natural surjection pi : LC → LC/ZHn , we find
Γ˜ is a uniform lattice of commutative group L˜C . Since we have L˜C = SD′C , the
condition tr(D′C) = 0 follows from Proposition 4.13.
Finally, we prove Proposition 4.3.
Proof of Proposition 4.3. First, we show the equivalence (a)⇔(b). It is
enough to show that the following conditions are equivalent.
(1) There exists a discrete subgroup Γ ⊂ GD,D′ which acts GD,D′/H cocom-
pactly and discontinuously.
(2) There exists a constructor L of GD,D′/H and L has a uniform lattice.
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(3) There exists C ∈M(n,R) and w ∈ h such that CD′C = D and LC,w has
a uniform lattice.
SinceGD,D′ is completely solvable, the equivalence (1)⇔(2) follows from Fact 2.24
and Fact 2.32. The equivalence (2)⇔(3) follows from Proposition 4.7.
Moreover, the implication (b)(ii)⇒(ii’) follows from Proposition 4.10.
4.3 (L) condition
In this subsection, we prove Proposition 4.2. If GD,D′ is not completely solvable,
a discrete subgroup Γ ⊂ GD,D′ may fail to have its syndetic hull (Remark 2.33).
To show the proposition, we define (L) condition which play a similar role to
the syndetic hull.
Definition 4.15 ((L) condition). We say a Lie subgroup L′ ⊂ GD,D′ satisfies
(L) condition if L0 = L
′∩Hn is connected and there exists l ∈ L′−L0 satisfying
L′ = 〈l〉L0.
We see some basic properties of (L) condition (Proposition 4.16 and Propo-
sition 4.17).
Proposition 4.16. Let Γ ⊂ GD,D′ be a discrete subgroup. If Γ acts on
GD,D′/H cocompactly, there exists l ∈ Γ such that L′ := 〈l〉L0 is a subgroup
which satisfies (L) condition and includes Γ cocompactly, where L0 := L
′ ∩Hn.
Moreover, Γ ∩ L0 is a cocompact and discrete subgroup of L0.
Proposition 4.17 (Criterion of cocompactness and properness). Let D and
D′ be symmetric and invertible matrices and assume L′ is a subgroup of GD,D′
satisfying (L) condition. If we set L0 := L
′ ∩Hn, the following conditions are
equivalent.
(a) The natural L′-action on the space GD,D′/H is cocompact and proper.
(b) There exists a matrix C ∈ M(n,R) such that L0 = LC and At + BtC is
invertible for any t ∈ R.
Here, At, Bt ∈M(n,R) are determined by Wt =
(
At Bt
∗ ∗
)
:= exp t
(
D′
D
)
.
We postpone the proofs of the above two propositions and prove Proposi-
tion 4.2.
Proof of Proposition 4.2. First, we show the implication (a)⇒(b). Take a
cocompact and discontinuous subgroup Γ ⊂ GD,D′ . Then there exists the sub-
group L′ satisfying the (L) condition and including Γ cocompactly by Propo-
sition 4.16. By Fact 2.24, the L′-action is proper and cocompact. We have
L′ = 〈l〉LC for some l ∈ L − LC and C ∈ M(n,R) such that At + BtC is
invertible for any t ∈ R by Proposition 4.17. Hence the condition (b)(i) holds.
Moreover, LC ∩ Γ admits a Tl-invariant lattice Γ0 and (b)(ii) holds.
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Next, we check the implication (b)⇒(a). Take l ∈ GD,D′ and an Tl-invariant
lattice Γ0 ⊂ LC . Put L′ := 〈l〉LC and Γ := 〈l〉Γ0. Then Γ\GD,D′/H is a
compact Clifford–Klein form since the properness and the cocompactness of
Γ-action follows from Fact 2.24, Proposition 4.17 and the condition (b)(i).
Next we show the implication (ii)⇒(ii’) for any n ∈ N. Take l ∈ GD,D′
satisfying the condition (ii) and put t0 := pr1(l). The adjoint representation on
hn is described as
Adl =
(
Wt0
∗ 1
)
.
Since LC is Al-invariant, the subspace l
′
C is Wt0-invariant. Next we want to
show det(W |l′C ) = ±1.
(i) The case LC is commutative
Since log(LC ∩ Γ) is an Adl-invariant lattice in lC , we obtain det(Adl|lC ) =
±1 by Proposition 4.11, and so det(Wt0 |l′C ) = ±1.
(ii) The case LC is not commutative
By Fact 4.14, the subgroup Γ0 := Γ ∩ LC is non-commutative. Since the
quotient ZHn/(Γ0 ∩ ZHn) is compact, where ZHn is the center of Hn, we apply
Proposition 2.29 to the natural map pi : GD,D′ → GD,D′/ZHn , then Γ˜0 := pi(Γ0)
is a discrete subgroup of Hn/ZHn . Hence, the subset log(Γ˜0) is an Wt0-invariant
lattice of l′C . Then we have det(Wt0 |l′C ) = ±1 by Proposition 4.11.
In the rest of this section, we prove Proposition 4.16 and Proposition 4.17.
First, we prove Proposition 4.16. This proposition easily follows from the
following two lemmas (Lemma 4.18 and Lemma 4.19).
Lemma 4.18. Let Γ ⊂ GD,D′ be a discrete subgroup. Then the following
conditions are equivalent.
(a) The subgroup pr1(Γ) ⊂ R is discrete.
(b) There exists a closed subgroup L′ ⊂ GD,D′ which satisfies (L) condition
and contains Γ cocompactly.
Proof. Since the implication (b)⇒(a) is easy, we show the implication (a)⇒(b).
Since Γ0 := Γ ∩Hn has the syndetic hull L0 by Fact 2.32, it is enough to show
that there exists γ0 ∈ Γ such that Γ = 〈γ0〉Γ0. Let t0 ∈ pr1(Γ) be a generator
of pr1(Γ). We take γ0 ∈ Γ satisfying pr1(γ0) = t0. Then the following exact
sequence splits by the group homomorphism s : pr1(Γ)→ Γ t0 7→ γ0.
{1} // Γ0 // Γ
pr1 // pr1(Γ) //sdd
{1} .
Then we have Γ = s(pr1(Γ))Γ0 = 〈γ0〉Γ0.
Lemma 4.19. Suppose Γ ⊂ GD,D′ be a discrete subgroup acting on GD,D′/H
cocompactly. Then pr1(Γ) ⊂ R is discrete.
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To prove this lemma, we prepare the following lemma.
Lemma 4.20. Let N be a 1-connected nilpotent Lie group and n its Lie algebra.
Let φ : R → Aut n ⊂ GL(n) be a representation of R. Since exp : n → N is
diffeomorphic, we have Aut(n) ' Aut(N) and we may and do regard φ as
φ : R → AutN and set G := R nφ N . Assume there exists a decomposition
n = n1⊕n2 as the representation φ satisfying [n, n] ⊂ n2. Let Γ be a subgroup of
G satisfying [Γ,Γ] ⊂ exp(n2). If we set U := {t ∈ R | φt|n1has an eigenvalue 1},
then one of the following conditions holds.
(1) Γ ⊂ U × exp n.
(2) Γ ⊂ T(0,expV )(R × exp n2) for some V ∈ n, where Tg the inner automor-
phism with respect to g ∈ G.
Proof. Assume Γ 6⊂ U × exp n. We want to show the condition (2) holds. We
take an element (t0, (v0, w0)) ∈ Γ, where t0 ∈ pr1(Γ)\U , v0 ∈ n1 and w0 ∈ n2.
Note that the map id |n1 − φt0 |n1 is invertible. By the assumption [Γ,Γ] ⊂
exp(n2) and [n, n] ⊂ n2, for t ∈ (t, exp(v, w)) ∈ Γ, we have v+φtv0−φt0v−v0 = 0
and so v = (id−φt)(id−φt0)−1v0. Then if we put V := −(id−φt0)−1v0, we
obtain T(0,exp(V,0))(t, exp((v, w)) ∈ R× exp n2.
Proof of Lemma 4.19. Let z and ZHn be the center of hn and Hn respectively
and assume pr1(Γ) is not discrete. We denoted by l0 the Lie algebra of the synde-
tic hull of Γ∩Hn. First, we claim l0 6⊂ z. Actually, if l0 ⊂ z, then the subgroup Γ
satisfies the conditions of Lemma 4.20 by putting n1 := R-span {Xi}⊕h, n2 := z,
so we have Γ ⊂ T(0,exp v)(R× exp n2). However, since the action of R× exp z on
GD,D′/H is not cocompact, Γ-action is not cocompact. Then we may and do
assume l0 6⊂ zn.
(a) The case l0 is commutative
The subspace l0 has an Adγ-invariant uniform lattice for any γ ∈ Γ. There-
fore, tr Adγ must be integer by Proposition 4.11. On the other hand, we have
the following:
Claim. There exists γ ∈ Γ such that tr Adγ is not an integer.
To show this claim, we use the next:
Subclaim. There exists a finite family FΛ of complex-valued functions on R
such that for any γ ∈ Γ there exists f ∈ FΛ satisfying tr(Adγ |l0) = f(pr1(γ)).
Let Λ = {λ1, λ2, · · · , λn} be the multiset of eigenvalues of diag(X, 1) and
set FΛ :=
{
fI(t) =
∑
i∈I
etλi
∣∣∣∣∣ I ⊂ {1, 2, · · · , n}
}
. Since l0 is Adγ-invariant for
γ ∈ Γ, there exists f ∈ FΛ such that tr Adγ |l0 = tr(f(pr1(γ))). We have proven
the subclaim.
Since fi is not constant by l0 6⊂ z, the set f−1(Z) is countable. Hence for
A :=
⋃n
k=1 f
−1
k (Z), A is countable and R − A is non-empty open set. Since
pr1(Γ) is not discrete, we have (R−A) ∩ pr1(Γ) 6= ∅. Hence, there exists γ ∈ Γ
such that tr(Adγ) is not integer. We have proven the claim.
(b) The case l0 is non-commutative
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We have [Γ0,Γ0] ⊂ ZHn and ZHn/(ZHn ∩Γ0) is compact. We apply Proposi-
tion 2.29 to the natural surjection pi : GD,D′ → GD,D′/ZHn . Put G˜D,D′ , H˜ and
Γ˜ the image of pi of GD,D′ , H and Γ respectively. Then Γ˜ is a discrete subgroup
of G˜D,D′ and acts on G˜D,D′/H˜ cocompactly. Since Γ0 is non-commutative,
Γ˜0 = Γ˜ ∩ H˜n 6= {1}. Since Γ˜0 is commutative, if we replace GD,D′ , H and Γ as
G˜D,D′ , H˜ with Γ˜ in the proof of (a), we show a contradiction in the same way,
where we replace Λ with the set of eigenvalues of X in the proof of the above
subclaim.
Finally, we prove Proposition 4.17.
Proof of Proposition 4.17. It is enough to show the following three implica-
tions.
(1) The properness and the cocompactness of the L′-action =⇒ the existence
of C.
(2) The existence of C and the properness of the L′-action =⇒ the cocom-
pactness of the L′-action.
(3) The existence of C =⇒ (the properness of the L′-action ⇐⇒ the
invertibility of At +BtC).
First, we show the implication (1). Let pi : GD,D′ → L\GD,D′/H be a
natural surjection. Assume L′\GD,D′/H is compact. Then pi(Hn) is closed. In
fact, since pi−1(pi(Hn)) = L′Hn = 〈l〉Hn, the set pi−1(pi(Hn)) is locally closed
subgroup, so is closed. Hence pi(Hn) is compact and there exists a compact set
S ⊂ GD,D′ such that pi(S) ⊃ pi(Hn). Then we have L0〈l〉SH ⊃ Hn. Since
L0, H ⊂ Hn, we have Hn = L0S0H for S0 := 〈l〉S ∩ Hn. Since S is compact,
so is S0. Therefore L0 acts on Hn/H cocompactly. By Proposition 3.5 and the
properness of the action, we get hn = l0 ⊕ h. Then we obtain L0 = LC for
C ∈M(n,R) by Lemma 4.5.
Second, we prove the implication (2). It is enough to show that GD,D′ ⊂
L′SH for the closed interval S = [0,pr1(l)] ⊂ R, where L′ = 〈l〉LC . Let
(t, exp v) ∈ GD,D′ for t ∈ R and v ∈ hn. We take n ∈ N and t′ ∈ [0,pr1(l)] satis-
fying t = npr1(l)+t
′. We only have to show the condition pr2(l
nLC(t
′, exp 0)H) =
Hn and this is equivalent to the condition LC exp(Wth) = Hn. Since hn =
lC ⊕ Wth for any t ∈ R by the following lemma (Lemma 4.21), there exists
v1 ∈ l0 and v2 ∈ h satisfying v = v1 + Wtv2 for any v ∈ hn. For a element
v′ := v1 − 1
2
[v1,Wtv2] ∈ lC , we get exp v = exp v′ exp v2 by Baker-Cambell-
Hausdorff formula and Hn ⊂ LC exp(Wth) holds.
Finally, the implication (3) follows from the following lemma.
Lemma 4.21. Let L′ be the subgroup of GD,D′ satisfying (L) condition. As-
sume L′ ∩Hn = LC . Then the following conditions are equivalent.
(a) L′ t H in GD,D′ .
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(b) The pair (LC , H) satisfies the (CI) condition in GD,D′ .
(c) lC ⊕Wth = hn (∀t ∈ R).
(d) The matrix At +BtC is invertible (∀t ∈ R).
Proof. We show the implication (a)⇒(b). The pair (L′, H) satisfies the (CI)
condition by Remark 2.26 and so the pair (LC , H) satisfies the (CI) condition.
The implication (b)⇒(a) follows from Proposition 3.11 if we put N := Hn,
L1 := 〈l〉. In fact, since for any compact set S, the image pr1(SNS) is compact,
we have L1 t N . Here, pr1 : GD,D′ → R the first projection.
Next, we check the equivalence (b)⇔(c). The condition (b) is equivalent
to the condition lC ∩ AdGh = {0} by Remark 2.28. Since AdGh = Wth, the
equivalence holds.
Finally, we show the equivalence (c)⇔(d). The condition (c) is equivalent to
the conditionWtl
′
C∩h = {0}. Since we haveWtl′C = {(At +BtC)v∗ + (Ct +DtC)v | v ∈ h},
the condition (c) is equivalent to the invertibility of the matrix At+BtC, where
Wt :=
(
At Bt
Ct Dt
)
.
5 Proof of the main theorem
In this section, we give the proof of the main theorem (Theorem 1.3). We
check the existence of Clifford–Klein forms for the spaces which correspond to
Fact 2.19.
5.1 Nilpotent symmetric spaces
We consider the space which corresponds to Fact 2.19 (I) and prove the following
proposition.
Proposition 5.1. The symmetric spacesGnil/H do not admit compact Clifford–
Klein forms.
Proof. Assume Γ acts on Gnil/H properly and cocompactly. Since Lie algebra
gnil is nilpotent, there exists a constructor L including Γ cocompactly by Fact
2.32. On the other hand, we have:
Claim. There dose not exists a subalgebra l ⊂ gnil which satisfies 3.5(c).
We take a linear map φ : q → h such that l = lφ satisfying the condition of
Proposition 3.10. Let z be a center of gnil. First, we prove φ(z) = 0. Set
φ(Ci) = kiB (ki ∈ R, i = 1, 2), then we have
φ([Aj , φ(Ci)]) = [Aj , Ci] = 0 ((i, j) = (1, 2), (2, 1)).
Then we obtain k2i = 0 and φ(z) = 0. By Proposition 3.10, we have the following
contradiction.
0 = φ([φ(A1), A2] + [A1, φ(A2)]) = [A1, A2] = B.
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5.2 Solvable symmetric spaces
We consider the space which corresponds to Fact 2.19 (II). These spaces are
isometric to GD,D′/H for some invertible and symmetric matrices D,D
′. We
check the existence of compact Clifford–Klein forms using Proposition 4.2 and
Proposition 4.3.
Definition 5.2. We set the following sets:
• PD,D′ = {C ∈M(n,R) | C satisfies the condition (b) (i) of Proposition 4.2},
• LD,D′ = {C ∈M(n,R) | C satisfies the condition (b) (ii’) of Proposition 4.2},
• PcD,D′ = {C ∈M(n,R) | C satisfies the condition (b) (i) of Proposition 4.3},
• LcD,D′ = {C ∈M(n,R) | C satisfies the condition (b) (ii’) of Proposition 4.3}.
5.2.1 The spaces which correspond to Fact 2.19 (II)(1)
(i) the case of D = diag(1, ν)
In this case, gD,D′ is completely solvable.
Lemma 5.3. For D = diag(1, µ) and D′ = I1,1, we have PcD,D′ = ∅.
This lemma follows by an easy calculation.
(ii) the case of D = diag(−1, ν) and D = diag(1,−ν)
Lemma 5.4. For D = diag(1,−µ) and D′ = I1,1, we have LD,D′ = ∅
Proof. Let C ∈ LD,D′ . We put W1 := R-span
{
e1, e
1
}
and W2 :=
R-span
{
e2, e
2
}
. Since l′C is Wt0 -invariant for some 0 6= t0 ∈ R and the
eigenvalues of Wt0 are all different, lC = lC ∩W1⊕ lC ∩W2. However, this
contradicts to the condition lC ∩ h = {0} by the definition of lC .
(iii) the case of D = diag(−1,−ν)
Lemma 5.5. For D = diag(±1,±ν) and D′ = diag(1,−ν), we have
PD,D′ = ∅.
Proof. In this case, we have:
At = diag(cos t, cos νt), Bt = diag(sin t,− sin νt).
For C =
(
a b
c d
)
∈M(2,R), we obtain:
At +BtC =
1
2
(1 + (ad− bc)) cos(t+ νt) + 1
2
(a+ d) sin(t+ νt)
+
1
2
(1− (ad− bc)) cos(t− νt) + 1
2
(a− d) sin(t− νt)
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Then we only have to show:
Claim. For A,B, b, d ∈ R, and a, c ∈ R×, we have f(t) = A sin(at+ b) +
B sin(ct+ d) = 0 for some t ∈ R.
We may and do assume a ≤ c. We put tn := npi − d
c
. Then we have
f(tn) = A sin(atn + b) = A sin(api/c+ b− d/c). Since a ≤ c, for some n1,
f(tn1) ≥ 0 and some n2, f(tn2) ≤ 0. Then we have f(t) = 0 for some
t ∈ R by the intermediate value theorem.
5.2.2 The spaces which correspond to Fact 2.19 (II)(2)
Lemma 5.6. For D =
(
ν 1
1 −ν
)
, D′ =
(−ν 1
1 ν
)
(ν ∈ R>0), we have PD,D′ ∩
LD,D′ = ∅.
Proof. To prove this lemma, we show the following claims.
Claim 1. PD,D′ =

(
a b
c d
)
∈M(2,R)
∣∣∣∣∣∣
(b+ c)
2
sinh 2t+
(a− d)
2
sin 2νt
+ cos 2νt(cosh2 t− (ad− bc) sinh2 t) 6= 0 for all t ∈ R
 .
We obtain this claim by direct calculation.
Claim 2. LD,D′ ⊂
{(
a b
c d
)
∈M(2,R)
∣∣∣∣ c = −b and ad− bc = 1}
Subclaim 1. lC 6= W+,W−, where W+ := R-span
{
e1 + e
2, e2 + e
1
}
and
W− := R-span
{
e1 − e2, e2 − e1
}
are the eigenspaces of Wt.
By det(Wt|W+) = e2t and det(Wt|W−) = e−2t, the condition (ii’) does not hold
for lC = W+,W−
Subclaim 2. t0 ∈ {npi/ν ∈ R | n ∈ N}.
Assume t0 6∈ {npi/ν ∈ R | n ∈ N}. Since lCC ⊂ C4 is Wt0-invariant and eigen-
values of Wt are all different, we have lCC =
⊕
k∈I Vk, where Vk is the eigenspace
of Wt with respect to the eigenvalue e
tk and I ⊂ {1± i,−1± i}. Then we have
lCC = V1+i ⊕ V1−i = W+C or lCC = V−1−i ⊕ V−1+i = W−C. This contradicts to
Subclaim 1.
Then we show Calim 2. By the above subclaims, lC is Wnpi/ν-invariant,
we have lC = W
′
+ ⊕W ′−, where W ′+ ⊂ W+ and W ′− ⊂ W− are 1-dimensional
subspaces. Set W ′+ = R(α(e1+e2)+β(e2+e1)), W− = R(γ(e1−e2)+δ(e2−e1))
for α, β, γ, δ ∈ R. Since (W ′+ ⊕ W ′−) ∩ h 6= {0} we have αδ − βγ 6= 0. Put
a =
−2αδ
αδ − βγ , b =
αδ + βγ
αδ − βγ , γ =
2βγ
αδ − βγ . Then we have W
′
+ ⊕W ′− = lC for
C =
(
a b
−b d
)
and ad+ b2 = 1, therefore, we have Claim 2.
Finally, we prove Lemma. Since on the condition that b + c = 0 and ad −
bc = 1,
(b+ c)
2
sinh 2t +
(a− d)
2
sin 2νt + cos 2νt(cosh2 t − (ad − bc) sinh2 t) =
cos 2νt+ sin 2νt = 0 for some t ∈ R, we have PD,D′ ∩ LD,D′ = ∅
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5.2.3 The spaces which correspond to Fact 2.19 (II)(3)
(i) the case D = I1,1, D
′ = I1,1
In this case, the space GD,D′/H admits a compact Clifford–Klein forms.
If we set C = I2, LC,0 ' R nφ R3, where φ : R → AutR3 t 7→ exp tM
and M = diag(1,−1, 0). Set t0 = log(2 +
√
3). Since the characteristic
polynomial of exp t0M is t
3−5t2+5t−1 and its eigenvalues are real and all
different, there exists a uniform lattice Γ0 ⊂ R3 which is exp t0M -invariant
by Proposition 4.11. Then 〈(t0, e)〉Γ0 is a uniform lattice of LC,0.
(ii) the case D = −I1,1, D′ = I1,1
In this case, the space GD,D′/H admits a compact Clifford–Klein forms.
It is enough to show the condition (b)(i) and (ii) in Proposition 4.2 hold.
we set C in Proposition 4.2 as C :=
(
0 1
1 0
)
. Since det(At + BtC) =
sin2 t + cos2 t = 1, the condition (i) holds. By Remark 4.6, we have
LC ' R3 and T(2pi,e) = id, the subgroup LC has a Tl-invariant lattice,
where l = (2pi, e) and the condition (ii) holds.
5.2.4 The spaces which correspond to Fact 2.19 (II)(4)
For ε ∈ {±1}, put Dε :=
(
2ε −1
−1 0
)
and D′± := ±
(
0 1
1 0
)
in this subsection.
(i) the case D′ = D′−
In this case, gD,D′ is completely solvable.
Lemma 5.7. For D = D± and D′ = D′−, we have PcD,D′ ∩ LcD,D′ = ∅
Proof. First, by an easy calculation, we have PcD,D′ =
{(
ε −1
−1 0
)
,
(−ε 1
1 0
)}
.
On the other hand, from tr(D′C) = 2ε 6= 0 for C ∈ PcD,D′ , Lemma fol-
lows.
(ii) the case D′ = D′+
Lemma 5.8. For D = Dε, D
′ = D′+, we have PD,D′ = ∅
Proof. We have
At =
(
cos t 0
εt sin t cos t
)
, Bt =
(
0 sin t
sin t −εt cos t+ ε sin t
)
.
Let C =
(
a b
c d
)
∈ PD,D′ . If d 6= 0, we have det(A2npi + B2npiC) =
1 − 2npidε. Then there exists t1 ∈ R and t2 ∈ R satisfying det(At1 +
Bt1C) > 0, det(At2 + Bt2C) < 0. Hence we have det(At + BtC) = 0
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for some t ∈ R by the intermediate value theorem. If d = 0, we have
det(At +BtC) = (cos t+ c sin t)(cos t+ b sin t). Hence det(At +BtC) = 0
holds for some t ∈ R.
6 On Kobayashi’s conjecture
There have been attempts to extend Kobayashi’s theory on discontinuous groups
for reductive cases [13-19] to non-reductive cases such as Baklouti-Ke´dim[1],
Kath-Olbrich[13], Kobayashi-Nasrin[21], Lipsman[27], Nasrin[28], Yoshino[32]
and so on. In this section, we examine a ‘solvable analogue’ of Kobayashi’s
conjecture (Conjecture 1.4) and show an evidence that the assumption ‘reductive
type’ in Kobayashi’s conjecture is crucial.
Example 6.1. Let D := diag(−1,−1, 4), D′ := diag(1, 1,−1). Then GD,D′/H
admits compact Clifford–Klein forms and does not admit constructors.
Proof. First, we checkGD,D′/H does not admit constructors. AssumeGD,D′/H
admits constructors. Then there exists C ∈ GL(n,R) such that CD′C = D
by Proposition 4.7. However, we obtain (detC)2 = −4, which contradicts to
C ∈ GL(n,R).
Next, we check GD,D′/H admits compact Clifford–Klein forms by using
Proposition 4.2. We set
C :=
0 1 01 0 −2
0 −1 0
 .
It is enough to check that the conditions (b)(i) and (ii) in Proposition 4.2. We
can easily check that det(At + BtC) = 1 and (i) holds. Set t0 := 2pi. Then we
have Wt0 = I6 and LC ' H7 has a Wt0 -invariant lattice Γ ' H7(Z), and the
condition (ii) is satisfied.
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