An edge colouring of a multigraph can be thought of as a partition of the edges into matchings (a matching meets each vertex at most once). Analogously, an edge cover colouring is a partition of the edges into edge covers (an edge cover meets each vertex at least once). We aim to determine a tight lower bound on the maximum number of parts in an edge cover colouring as a function of the minimum degree δ, which would be an analogue of Shannon's theorem from 1949 on edge-colouring multigraphs. We are able to give a lower bound that is tight except when δ = 9 or δ is odd and ≥ 13; in these non-tight cases the best upper and lower bounds differ by one.
Introduction and Definitions
A k-edge cover colouring of a graph is an map C from edges to a finite set [k] := {1, . . . , k} of colours such that for each vertex v, and for each colour i ∈ [k], some e ∈ δ(v) has C(e) = i. The motivation for the terminology comes from the fact that an edge cover is a set E ′ ⊂ E of edges such that (V, E ′ ) has degree at least one at every vertex (equivalently, (V, E ′ ) is a spanning subgraph) -so C : E → [k] is a k-edge cover colouring if each for each colour i the set C −1 (i)) is an edge cover. We remark that every graph without isolated vertices has a trivial 1-edge cover colouring. The edge cover colouring number of a graph G, denoted χ ′ c (G), is the maximum k for which a k-edge cover colouring exists. This is a dual concept to edge colouring which is more commonplace. (A k-edge colouring is a map C : E → [k] such that each colour class is a matching; the edge colouring number χ ′ (G) of G is the minimum k for which a k-edge-colouring exists.) Some of the better-known properties of edge colouring are the following:
• In simple graphs, ∆(G) ≤ χ ′ (G) ≤ ∆(G)+1 where ∆(G) denotes the maximum degree; more generally, in multigraphs, • In all multigraphs, χ ′ (G) ≤ ⌈ 3 2 ∆(G)⌉ and this bound is tight in the sense that for all t, there is a 3-vertex graph with ∆(G) = t and χ ′ (G) = ⌈ Our aim is to produce a tight analogue of Shannon's theorem. In other words, we want to compute the maximum f (δ) such that every multigraph G has χ ′ c (G) ≥ f (δ(G)). Clearly f (0) = 0 and f (1) = 1, and Xu and Liu [XL08] in 2008 showed that f (δ) = δ − 1 for δ ∈ {2, 3, 4, 5}. However, it is not hard to see that this trend cannot continue, as the following example shows. Consider a multigraph H t on 3 vertices, whose three edges have multiplicity ⌊t/2⌋, ⌈t/2⌉, and ⌈t/2⌉. This multigraph has δ(H t ) = t and ⌈3t/2⌉ edges. But every edge cover has at least two edges, and it follows that f (t) = min
which is strictly less than δ − 1 for all δ > 5.
For this paper we treat only loopless multigraphs. If we treat loops as contributing 2 to the degree of its vertex, then for all even k the degree-k singleton graph has χ ′ c ≤ k/2, and it is fairly easy to show f (δ) = ⌈δ/2⌉. If we treat loops as contributing 1 to the degree of its vertex, then it is not hard to show that f is the same as in the loopless case. Hence we will implicitly forbid loops in the rest of the paper.
Here is one more example of how χ ′ and χ ′ c are related. Holyer [Hol81] showed that it is NP-complete to determine χ ′ (G) even if G is a simple cubic graph. For cubic simple graphs, χ ′ is either 3 or 4; notice that χ ′ = 3 is equivalent to saying that the edges can be partitioned into three perfect matchings. Similarly, we can see that for cubic simple graphs, χ ′ c = 3 if and only if the edges can be partitioned into three perfect matchings. Hence for cubic simple graphs it is NP-complete to compute χ ′ c .
Nearly Matching Lower Bounds
In this section we give a lower bound on f (δ) which matches the upper bound (1) except for odd δ ≥ 5, where it is one less than the upper bound. We give all details for the sake of completeness; we re-prove the fact that δ(4) = 3 given by Xu and Liu [XL08] and otherwise in this section we do not rely on their results; the proof tehcnique seems somewhat different than their recolouring-based approach.
First, we show that it is sufficient to consider regular graphs. Second, we review a method for partitioning an even graph into subgraphs having degree 2 at every vertex, which turns out to be useful. Third, by using Hall's theorem we can prove f (4) = 3; this leads us to prove that f (4k) = 3k and similar bounds for all other f (δ).
The following theorem essentially says that in determining 
Here is a partitioning method we use to get our results. It was proved in 1975 by Hilton [Hil75] , using a recolouring method.
Proposition 2. If G = (V, E) is a 2k-regular multigraph, E can be partitioned into sets E 1 , . . . , E k so that each (V, E i ) is a 2-regular multigraph.
Proof. First, compute an Eulerian orientation of G, which is an assignment of directions to edges so that each edge has in-degree k and out-degree k. Then, split each vertex v into two vertices v in and v out ; all endpoints pointing towards v are reassigned to point to v in , and all endpoints pointing away from v are reassigned to v out . Now ignoring directions, we have a k-regular bipartite graph, since every edge goes from an in-vertex to an out-vertex. It is well-known that such a graph admits a k-edge colouring; since the graph is k-regular, each node v in and v out is incident to exactly one edge of each colour. Let E i denote the edges of colour i; viewed in the original graph, deg Ei (v) = 2 for each v and i, so we are done. Now we show how Hall's theorem gives f (4) = 3.
Proposition 3. If G is a 4-regular multigraph, then G has a 3-edge cover colouring.
Proof. Applying Proposition 2, we partition G = (V, E) into two-regular graphs (V, E 1 ) and (V, E 2 ). The idea is that we will get one edge cover out of each of E 1 and E 2 , and then produce a third edge cover from the leftovers. More formally we will partition E i = C i ⊎ L i for i = 1, 2 so that (V, C 1 ), (V, C 2 ), and (V, L 1 ∪ L 2 ) are all spanning subgraphs.
To go through on this strategy, let us consider what sort of choices we have for C 1 , given the 2-regular graph (V, E 1 ). Every connected component of (V, E 1 ) is a cycle K j of length 2 or more. We will partition the edge set of each K j into two parts E(
Strategically, we will make the number of edges in K j C as small as possible while still covering all vertices of K j , which will leave a larger amount of edges in the leftovers K j L of E. In more detail, if |K j | is even, then we can choose K j C and K j E to be alternating sets of edges, which is nice in the sense that K j C and K j L both cover all vertices of K j . If |K j | is odd then we will take K j C to be a minimum-cardinality size edge cover of V (K j ), which has cardinality ⌈|K j |/2⌉; note there are |K j | possible such sets, each of which consists of two adjacent edges uv, vw plus alternating edges around the rest of the cycle. Then the leftovers
C cover all vertices of K j except for the single vertex v. We will call this v the marked vertex of the cycle K j . We perform the same strategy as above on both E 1 and E 2 . Notationally, let us also denote the cycles of E 2 by K j , we will assume that the indices j for the cycles in (V, E 2 ) are chosen differently from the indices j for the cycles in (V, E 1 ). Our strategy has some wiggle room, namely there are some choices in how we can cover the odd cycles. The question is, can we use this to find a choice of the marked vertices per cycle so that the total leftovers ∪ j K j L cover all vertices? The precise situation we need to avoid is the following: for a vertex v of G, for both of the cycles K j and K
will not contain any edges incident to v. It is not hard to see that this is the only problem that can occur: more concisely, ∪ j K j L is an edge cover if and only if, for each vertex v, v is marked at most once.
Finally, this is where Hall's theorem comes into play. We have a family of odd cycles, together containing all vertices at most twice, and we need to mark a vertex from each cycle so that no vertex is marked more than once. Hall's theorem says this is always possible unless there is a collection K of cycles such that | ∪ K∈K V (K)| < |K|. However, using the fact that |V (K)| ≥ 3 for each K, and double-counting, this condition is clearly seen to be impossible, so we are done.
Note that the strategy in the previous proof also shows that δ(6) ≥ 4.
Multigraphs of Large Degree
Using the results from the previous section, we now are able to start giving lower bounds that are close to Equation (1) for large minimum degree.
Proposition 4. If G is a 4k-regular multigraph, then G has a 3k-edge cover colouring.
Proof. By Proposition 2 we can decompose G into 2k graphs that are each 2-regular. By pairing up these graphs arbitrarily, we get a decomposition of G into k graphs G 1 , . . . , G k that are each 4-regular. Using Proposition 3 there is a 3-edge cover colouring of each G i . We relabel so that the 3k colours used in these colourings are all distinct, and then view them all as a single colouring of G. It is straightforward to see that each vertex has an incident edge of each colour.
Similarly we get the following.
Proposition 5. If G is a (4k + 2)-regular multigraph, then G has a (3k + 1)-edge cover colouring.
Proof. As before, except we are left with a lonely 2-regular graph from which we can only extract a 1-edgecover colouring.
These bounds match Equation (1). However, the case of odd degree seems trickier to deal with. Using Proposition 1 we can see that f (4k + 1) ≥ 3k and f (4k + 3) ≥ 3k + 1, which is off the upper bound (1) by one.
Summary Of All Known Bounds
Note that δ(5) = 4 was shown by Xu and Liu [XL08]; we have not found a proof of it using our methodology. We can use the result to get a couple of other values of f . We need a decomposition theorem for regular graphs of odd degree. It is convenient to use the following terminology for nonnegative integers
-regular multigraph is a multigraph that has degree between d 1 and d 2 at each vertex.
Proposition 6. If G = (V, E) is a 2k + 1-regular multigraph, E can be partitioned into sets E 1 , . . . , E k+1 so that each (V, E i ) is a [1,2]-regular multigraph.
Proof. Add an arbitrary perfect matching M on the vertex set to get a 2k + 2-regular multigraph (V, E ∪ M ). Using Proposition 2, this can be decomposed into k+1 2-regular multigraphs. Deleting M from this partition gives us the desired result. In summary, here are the best bounds we know for f (below, k ≥ 4). All upper bounds come from Equation (1). d 0 1 2 3 4 5 6 7 8 9 10 11 4k 4k + 1 4k + 2 4k + 3 f (d) ≥ 0 1 1 2 3 4 4 5 6 6 7 8 3k 3k 3k + 1 3k + 1 f (d) ≤ 0 1 1 2 3 4 4 5 6 7 7 8 3k 3k + 1 3k + 1 3k + 2
It would be nice to close the gaps. It is natural to conjecture that Equation (1) is tight in all cases -it would be especially strange if f (4k+3) were to equal 3k+1 for some k since that would give f (x+1) = f (x)+2 for x = 4k + 3, whereas intuition suggests f should grow in jumps of at most 1. So one would expect that it is hardest to prove that (1) is tight for t ≡ 1 (mod 4). We can make a precise statement to this effect using Corollary 8 -namely, we see that if (1) is tight for all t ≡ 1 (mod 4), then it is tight for all t.
