ABSTRACT Using numerical simulations of structure formation, we investigate multiple methods of determining the strength of the proximity effect in the H I Lyα forest. We analyze three high resolution (∼ 10 kpc) redshift snapshots (z = 4, 3 and 2.25) of a Hydro-Particle-Mesh simulation to obtain realistic absorption spectra of the H I Lyα forest. We model the proximity effect along the simulated sight lines with a simple analytical prescription based on the assumed quasar luminosity and the intensity of the cosmic UV background. We begin our analysis investigating the intrinsic biases thought to arise in the widely adopted standard technique of combining multiple lines of sight when searching for the proximity effect. We confirm the existence of this biases, albeit smaller than previously predicted with simple Monte Carlo simulations. We then concentrate on the analysis of the proximity effect along individual lines of sight. After determining its strength with a fiducial value of the UV background intensity, we construct the proximity effect strength distribution (PESD). We confirm that the PESD inferred from the simple averaging technique accurately recovers the input strength of the proximity effect at all redshifts. Moreover, the PESD closely follows the behaviors found in observed samples of quasar spectra. However, the PESD obtained from our new simulated sight lines presents some differences to that of simple Monte Carlo simulations. At all redshifts, we identify in the smaller dispersion of the strength parameters, the source of the corresponding smaller biases found when combining multiple lines of sight. After developing three new theoretical methods of recovering the strength of the proximity effect on individual lines of sight, we compare their accuracy to the PESD from the simple averaging technique. All our new approaches are based on the maximization of the likelihood function, albeit invoking some modifications. The new techniques presented here, in spite of their complexity, fail to recover the input proximity effect in an un-biased way, presumably due to some (unknown) higher order correlations in the spectrum. Thus, employing complex 3D simulations, we provide strong evidence in favor of the proximity effect strength distribution obtained from the simple averaging technique, as method of estimating the UV background intensity, free of any intrinsic biases.
INTRODUCTION
The transition from a neutral to an ionized state of the baryonic matter in the Universe, known as the epoch of reionization, also resulted in the appearance of the cosmic ultraviolet background radiation field (UVB). While it is still debated whether more exotic objects and processes (like miniquasars or dark matter annihilation) had significant influence on the process of reionization (Haiman & Loeb 1998; Ricotti & Ostriker 2004) , it is widely accepted that young star-forming galaxies and quasars are the primary sources of this radiation field in the post-reionization era (z < 6). Thus, after reionization, any change in the properties of the source population is reflected in the evolution of the UV background (UVB, Haardt & Madau 1996; Fardal et al. 1998; Haardt & Madau 2001) . Accurate estimates of the UVB intensity at different redshifts therefore provide important constraints on the evolution of star-forming galaxies and quasars in the Universe.
The most direct probe for the UVB is the ionization state of the intergalactic medium (IGM). Mainly consisting of hydrogen and helium, the IGM becomes detectable as the light from high redshift (z > 2) quasars travels toward us through the intergalactic space. Numerous absorption lines observed at wavelength shorter than the rest frame Lyα transition, known as the Lyα forest, arise from the small fraction of neutral matter (about 1 part in 100,000) in the IGM (Sargent et al. 1980; Weymann et al. 1981; Rauch 1998 ). The UVB is directly responsible for keeping the IGM ionized at this level, thus encoding its intensity (and, to a lesser extent, its spectrum) in the absorption profiles of the Lyα forest. Observationally, the only technique known so far to directly infer the photoionization rate or, equivalently, the UVB intensity over some a range of wavelengths is based on the socalled proximity effect. This effect is the manifestation of the IGM response to a systematic enhancement of UV radiation around bright quasars.
In the vicinity of a bright quasar, its UV radiation becomes several orders of magnitudes stronger than the cosmic UVB, leading to the decreased absorption blueward of the quasar Lyα emission line (Weymann et al. 1981; Carswell et al. 1982; Murdoch et al. 1986) . If the quasar luminosity is known, and the relative enhancement in the UV flux near the quasar relative to the average Universe is measured from the Lyα absorption spectra, the strength of the cosmic UVB can be deduced from the proximity effect (Carswell et al. 1987; Bajtlik et al. 1988) . While the proximity effect has been detected for more than a decade, primarily Bajtlik et al. 1988; Lu et al. 1991; Giallongo et al. 1996; Cooke et al. 1997; Scott et al. 2000; Liske & Williger 2001) , recent investigations of its signature along individual lines of sight have been employed to develop a new technique for estimating the UVB intensity (Dall'Aglio et al. 2008b,a) . This new approach is based on the analysis of the proximity effect strength distribution (PESD). Two distinct features appear in the analysis of the PESD. First, the strength distribution shows a clear peak and, second, it is significantly asymmetric. The peak of the PESD directly relates to the intensity of the UVB, whereas its asymmetry is mainly the result of low number statistics in the absorber counts near the quasar emission (Dall'Aglio et al. 2008a, hereafter Paper II) .
This approach is nevertheless subject to a large dispersion, as it is based on the detection of the proximity effect along individual sight lines. Such a dispersion is inversely related to the change in the opacity in the Lyα forest, and it is further amplified by effects like overdensities or quasar variability which are poorly understood. We are therefore motivated to initiate a theoretical investigation on the methodological approach of estimating the strength of the proximity effect.
The plan of the paper is as follows. We begin with a description of the type of simulations employed in Sect. 2. We then describe in detail in Section 3 the computation and calibration of the synthetic sight lines generated through the simulation box. Section 4 introduces the theoretical approach adopted to include the proximity effect on the lines of sight. We report in Sect.5 our results for different approaches in estimating the proximity effect signature on individual objects. We then present our conclusions in Sect. 6.
SIMULATIONS
In order to simulate moderate volumes of the Universe at high accuracy but with limited computational resources, we use the Hydro-Particle-Mesh (HPM) code developed by Gnedin & Hui (1998) . This particular class of numerical codes differs from those following only the dark matter, in its capability of modeling both the dark matter and the baryonic components of the Universe. However, an HPM simulation is not as computationally expensive as a full hydrodynamical one.
The IGM consists of the low density cosmic gas between collapsed objects. In this low density regime there exists a tight correlation between the gas density and temperature in the form
where δ is the baryonic density contrast, T 0 is the temperature at the mean density, which is of the order of 10 4 K andγ ranges between 1 and 1.6. For this reason, the thermal history of the low density component of the IGM can be described with high accuracy by the evolution of the two parameters T 0 andγ. Both parameters are functions of time and are sensitive to the ionization history of the Universe. Equation 1, also known as the effective equation of state, immediately provides the thermal pressure of the gas as a function of density, thus removing the need for a full hydrodynamical solver in the code (Hui et al. 1997; Gnedin & Hui 1998) . The thermal evolution of the IGM after reionization is mainly determined by the balance between adiabatic cooling (expansion of the Universe) and photoionization heating of cosmic gas. Additional effects that influence the effective equation of state include Compton heating from X-ray sources (e.g. Madau & Efstathiou 1999) and radiative transfer effects during He II reionization (e.g. Maselli & Ferrara 2005) . In this work we adopt an empirical approach, and use observational constraints on the effective equation of state to ensure that the thermal state of the Lyα forest in our models is realistic.
Observational constraints on the parameters T 0 andγ come from analyses of Lyα absorption lines (Ricotti et al. 2000; Schaye et al. 2000; McDonald et al. 2001a) , from the Doppler parameter distribution as a function of column density. The lower cut-off of the b − N distribution can be fitted by a power law b = b N0 (N/N 0 ) β , in which the proportionality constant b N0 and the power law index β directly relate to T 0 andγ, respectively.
The effective equation of state in the simulation was set in a piece-wise manner in three different intervals. At z < 4.5 we used the observed evolution of T 0 andγ (Ricotti et al. 2000; Schaye et al. 2000; McDonald et al. 2001a) . Between z = 6.5 and z = 4.5 we used the effective equation of state from reionization simulations of Gnedin & Fan (2006) ; these simulations match well the observed Lyα opacity in the spectra of high redshift quasars discovered in the Sloan Digital Sky Survey (SDSS) and smoothly merge with the observational constraints on T 0 andγ at z ≈ 4.5. Finally, during the reioniza- tion era (z > 6.5) T 0 andγ were assumed to increase linearly with the scale factor. This assumption is somewhat uncertain, but it is approximately consistent with high resolution numerical simulations of reionization (Gnedin 2004; Gnedin & Fan 2006) and has a negligible effect on the thermal state of the Lyα forest at our redshifts of interest, 2 < z < 4. Figure 1 shows the parameterized values of T 0 andγ as a function of cosmic time up to the final redshift used in the simulation.
For the purpose of this work we are not interested in an accurate calibration of the effective equation of state with all observational constraints, simply because these parameters are poorly estimated yielding a large scatter of results (McDonald et al. 2001b; Schaye et al. 2000) . The relevant fact is that Eq. 1 defines the underlying equation of state and that T 0 andγ do evolve with redshift according to a specific ionization history.
Following mesh. This yields a resolution element of 10 h −1 kpc ensuring an accuracy on a few km s −1 scale in the generation of the artificial quasar spectra (see section 3.1). We recorded the state of the simulation of seven different redshifts denoted by z.
3. THE LYMAN FOREST 3.1. Computation of the H I absorption The final product of an HPM simulation consists of a cosmological box (one at each z), containing information about the hydrogen density contrast δ b and the relative spatial velocity (v x , v y , v z ). We use this information to compute a set of absorption spectra as follows. We draw a set of 500 randomly distributed sight lines through the box obtaining along each line of sight a spatial coordinate plus velocity and density information. In order to compute the absorption spectrum of the Lyα forest, we follow the methodology of Hui et al. (1997) , which we briefly summarize here.
The optical depth of the Lyα forest at the observed wavelength λ 0 is given by
with x being the comoving radial coordinate along the line of sight, z is the redshift and n H i is the neutral hydrogen density at location x. The Lyα absorption cross section is σ α . If we expand the redshift scale around the mean redshift of interest z (in our case the snapshot redshift of our simulation), we can introduce a new coordinate u defined as
where x is the position at which the redshift due to cosmological expansion is equal to the snapshot redshift z. For simplicity we assume that the line of sight starts at the snapshot redshift, thus at x = 0. It is convenient to substitute the observed wavelength λ 0 with a new velocity coordinate u 0 , which is related to λ 0 by
where λ α = 1215.67Å. In this notation the optical depth becomes
where
The limits of integration u A and u B correspond to the velocity values of the positions x A and x B . The value of σ α,0 depends only on fundamental constants and is approximately 4.5 × 10 −18 cm 2 . The Doppler parameter b is equal to 2k B T /m p , where k B is the Boltzmann constant, T is the gas temperature at the velocity u, and m p is the proton mass. In order to compute the gas temperature at a given velocity and for a particular snapshot, we used our equation of state parameterization (T 0 ,γ) z . The sum in the integral accounts for velocity caustics, where one value of u corresponds to more than one x.
The final step in the computation of an absorption spectrum consists of deriving the neutral hydrogen fraction X H i from the baryonic overdensity δ b estimated with our HPM code. The neutral fraction is determined by the balance between photoionization and recombination, and it depends both on the temperature T and the intensity of the UV background J H i . The temperature typically is a function of the position and is determined by the effective equation of state, while the intensity of the UVB is, in our case, a free parameter. An illustrative example of the result of our procedure is shown in Fig. 2 .
Finally, the absorption spectrum should match two observational constraints: (i) the evolution of the effective optical depth in the Lyα forest and (ii) the flux probability distribution function. To accurately calibrate our simulation, we employed the sample of 40 high resolution (R ∼ 45 000), high S/N (S/N ∼ 70) quasar spectra obtained with the UV-Visual Echelle Spectrograph (UVES), probing a redshift interval between z ∼ 1.8 and z ∼ 4.6 (Paper II). Our simulated spectra are computed with the same spectral resolution as the observed sample, and in a similar redshift range, thus the two data sets can be directly compared.
The calibration of the simulated absorption spectra has been carried out iteratively. As the main goal of this work is to test and compare different methods of estimating the proximity effect signature, we do attempt to match exactly the synthetic and observed spectra. Rather, we adjust the intensity of the UV background to obtain an acceptable (but not necessarily the best) match between the simulated sight lines and the observed flux probability distribution and the evolution of the effective optical depth from the UVES observations. The final values of the UV background are listed in Tab. 2.
A complete study of how well the synthetic spectra can match the observed data would require a much more careful comparison between the model and the data, including modeling the observational procedure of determining the continuum level, thorough sampling of possible temperature-density relations in the modeled forest, etc. While such effort is well worth performing, it is beyond the scope of this paper and we postpone it to a future work.
The evolution of the effective optical depth
One fundamental observed property of the Lyα forest is a steep decline in the hydrogen opacity towards low redshift. This behavior is reflected in the so called effective optical depth, which is defined as τ eff = − ln F = − ln e −τH i where F is the transmitted flux and the averaging is performed over a fixed redshift path length. The redshift evolution of τ eff is well approximated by a power law in the form (Kim et al. 2002; Faucher-Giguère et al. 2008) , where the slope γ has no direct connection to the slopeγ of the equation of state (see Eq. 1). The main difference between observed spectra of the Lyα forest and our synthetic realizations is the lack of any evolution of τ eff with redshift along individual sight lines in the latter. This is simply because our simulated spectra are drawn through a single cosmological box at one particular redshift. Thus, for each snapshot, we can estimate the mean τ eff and its dispersion starting from a measure of the average transmitted flux along each of the 500 simulated lines of sight and normalizing to the whole redshift interval probed by the observed spectra. Figure 3 shows our results from the simulated sight lines into context while Tab. 2 lists the numerical values. For all snapshots at our disposal, the inferred average effective optical depth closely follows the expected enhancement at high redshift as probed by different investigations on high resolution quasar spectra (Schaye et al. 2003, Paper II) . Note that the uncertainties on the effective optical depths represent the RMS of τ eff determined on each single line of sight and not the real uncertainties of the measurements.
The flux probability distribution
The steep evolution of the hydrogen opacity in the Lyα forest described in the previous section can be detected in quasar spectra not only by measuring the average transmitted flux, but also by analyzing how the shape of the flux probability distribution (FPD) changes with redshift (Jenkins & Ostriker 1991) . The FPD provides a strong observational constraint, which it is important to be satisfyingly reproduced by a realistic model of the Lyα forest.
We employ similar approaches to compute the FPD in the simulated and in the observed spectra. Both (the synthetic and simulated) distributions are sampled in bins of ∆F = 0.01 and normalized by the bin size to maintain the condition that the FPD integrates to 1.
The observed FPD is estimated from the Lyα forest of those quasars intersecting a redshift slice of ∆z = 0.2, centered at the redshift of the simulated snapshot (z in Tab. 1). The FPD for the synthetic spectra is measured by combining the signal for all 500 lines of sight at one particular z. Additionally, we add Gaussian noise to the simulated line of sight in order to reproduce the average S/N level of the observed spectra. Figure 4 presents the comparison between the two estimates of the flux probability distribution. The agreement between the two distributions is reasonably good even if there are some indications of a departure at high redshift, in particular for the flux around unity. This lack of agreement is explained by the differences in the continuum placement of the observed and synthetic spectra. Additionally, we note that the error bars of the observed FPD are an estimate of both continuum un- certainties and Poissonian variance between different lines of sight. For the continuum uncertainties we adopted the estimates presented in Paper II.
The column density distribution
The high resolution of our simulations allows us to further characterize the statistical properties of synthetic spectra by measuring the distribution of column densities. The differential distribution function of the hydrogen column densities f (N H i ) is typically defined as the number n of absorption lines per unit column density and per unit absorption path length ∆X 5 (Tytler 1987 ). This distribution is typically very well represented by a single power law of the form f (N H i ) ∝ N −β H i with β ranging between 1.4 − 1.7 (Hu et al. 1995; Kim et al. 2002) .
Performing a fit of an absorption spectrum is computationally expensive, therefore we proceeded as follow: (i) we randomly select 100 simulated sight lines from our full sample of 500, (ii) for each selected line of sight we performed a Doppler profile fit using the publicly available code AU-TOVP 6 , and then (iii) we visually inspected all the lines of sight in order to reject the few cases where the automatic fitting procedure fails. We repeat this procedure for sight lines drawn from the snapshot at z = 4.0, 3.0 and 2.25 and then combine the results. The estimated column density distribution is plotted in Fig. 5 . Within the range 12 log N H i 16 cm −2 , the distribution accurately follows a power law with a slope of β = 1.64, close to several observational results (Tytler 1987; Hu et al. 1995; Kim et al. 2002) . Our data points seem to deviate from a power law extrapolation at the low column density end. This effect, discussed in detail by Hu et al. (1995) , is the result of incompleteness in the sample of lines arising primarily from line blending and further amplified by noise.
THE PROXIMITY EFFECT
The prime goal of this work is to test different techniques for detecting the proximity effect in quasar spectra. We have now a set of simulated sight lines at our disposal accurately reproducing many statistical properties of the observed Lyα forest. We now dicuss how we introduced the proximity effect in the simulated spectra.
In the vicinity of a luminous quasar, the intensity of UV radiation produced by the quasar itself is typically up to several orders of magnitudes larger than the intensity of the UV background. This enhanced ionizing radiation acts on the neutral hydrogen which, after a period of only about 10 4 yr after the quasar turn-on event, reaches a new state of photoionization equilibrium. In this regime, the neutral hydrogen density of the IGM in the absence of the quasar ionizing radiation, n H i,∞ , relates to that with the quasar radiation, n H i , as
where ω describes the excess of ionizing radiation in the vicinity of the quasar in units of the average cosmic UV background (Bajtlik et al. 1988) . Analytically, ω can be expressed in units of the UVB photoionization rate Γ b or in units of its intensity at the Lyman limit J ν0 ,
where z is the redshift along the line of sight (z < z q ), d L (z q , 0) is the luminosity distance of the quasar to the observer, and Figure 6 . Example of one simulated line of sight with the signature of the proximity effect introduced on the density of neutral hydrogen (dashed line) and on the optical depth (solid line). The difference between the two absorption patterns are due to the peculiar velocities along the sight line, which are neglected whenever the proximity effect is introduced on the optical depth. The middle panel shows the ratio between the two spectra. While the influence of peculiar velocities leads to a minor discrepancy between the two spectra, this difference is drowned in the noise even in high S/N spectra, as is shown in the bottom panel (S/N=100).
d L (z q , z) is the luminosity distance to redshift z along the line of sight. The parameters Γ q and f ν0 quantify the photoionization rate and the Lyman limit flux of the quasar, respectively. If we isolate the redshift dependence in Eq. 9 from the constants, we can define a new, unit-less parameter ω ⋆ , which is independent of the quasar redshift and is given by
where R 0 = 10 Mpc is an arbitrary distance scale introduced to make ω ⋆ unit-less (it also appears in Eq. 11). For quasars with typical Lyman limit luminosities in the range 30.5 < log(L ν0 ) < 32.5 and a constant UVB intensity J ν0 = 10
in units of erg cm −2 s −1 Hz −1 sr −1 (Paper II), we obtain 0.07 ω ⋆ 1.5. With our new definitions, Eq. 9 becomes
From an observed quasar spectrum, any information about the neutral hydrogen density or the velocity field of the gas along the line of sight cannot be derived. Therefore, the main strategy to recover the influence of the quasar ionization field on the Lyα forest is to translate the implications of Eq. 8 into observables such as the transmitted flux or the effective optical depth along the line of sight. Assuming that the optical depth follows the same type of relation as the neutral hydrogen density in Eq. 8, Liske & Williger (2001) included the quasar proximity effect into τ eff ,
In the case of our simulated lines of sight, the term expressing the evolution of the effective optical depth in the Lyα forest, τ 0 (1 + z) γ+1 , will be substituted by the average τ eff (z) at each snapshot redshift as listed in Tab. 2. In the rest of this paper, it will be convenient to use a variable ξ defined as
where β is the slope of the column density distribution. We note that assuming the validity of Eq. 8 also for the optical depth along a line of sight implies that the peculiar velocity of the hydrogen in the IGM has a negligible impact on the absorption spectrum. This assumption is impossible to test observationally, but it can be justified with the simulated spectra. We have the unique possibility of estimating this effect for the first time. We thus proceed as follows: (i) we compute a set of 100 sight lines at three different redshifts (z q = 2.25, 3 and 4) as described in Sect. 3.1 and include the proximity effect as a modification of the optical depth along the line of sight, or, alternatively, (ii) we included Eq. 8 into Eq. 5, meaning that we include the proximity effect on the hydrogen density, and then compute the same line of sight as in (i). Figure 6 presents the result of such a computation of the proximity effect on both the optical depth and the neutral hydrogen density. Peculiar velocities lead to a discrepancy between the two proximity effect profiles, however this difference cannot be detected, since it is dominated by noise even in high S/N quasar spectra (S/N ∼ 100).
In the following, the proximity effect is included in the simulated spectra as a modification of the neutral hydrogen density according to Equations 8 and 11. We note that the origin of all the lines of sight is random, thus the location of the quasar (but not its emission redshift) is also random. We therefore neglect in the present analysis any effect of a biased quasar environment, i.e. overdensities. While our results do change quantitatively if we vary ω ⋆ , the qualitative outcome of our analysis is independent of a particular choice of its numerical value. Therefore, by default we adopt ω ⋆ ≡ ω IN ⋆ = 1, unless stated otherwise.
METHODS OF ESTIMATING THE PROXIMITY
EFFECT STRENGTH 5.1. Reference approach: the combined proximity effect Among all the investigations of quasar spectra aimed at detecting of the proximity effect, two techniques have been employed so far: (i) the line counting statistic and (ii) the flux transmission statistic. Both adopt the common principle of estimating a certain quantity (number of lines or average transmission) within a regularly spaced grid in a sample of quasars. As we already showed in Paper II the advantages of the flux transmission with respect to the line counting statistics, we will use only the flux transmission statistic as our reference technique.
For each of the simulated spectra, and given the "input" value ω IN ⋆ , we construct the ω scale according to Eq. 11 and then define a uniform grid in log ω space. In each of the grid elements we determine the average flux and, thus, the effective optical depth values considering all spectra simultaneously. Finally, following Eq. 13, we derive the corresponding values of ξ as a function of ω. The typical proximity effect signature is such that ξ → 0 for ω → ∞ and it can be analytically modeled according to the formula
where the slope of the column density distribution was fixed to β = 1.64 at all redshifts according to our measurements
ν0 . In Paper II we first showed that this combined method is characterized by an intrinsic bias. Employing Monte Carlo simulations, we presented evidence for this bias by comparing the input and output proximity effect signal in a set of 500 synthetic spectra.
While a Monte Carlo approach may be sufficient when efficiently simulating the "randomness" in the properties of the absorbers, the new sight lines presented here are a significant step forward in terms of accurately reproducing the statistical properties of the Lyα forest. We begin our investigation comparing the results on the combined analysis of the proximity effect on both the Monte Carlo and the numerical simulated lines of sight. The Monte Carlo simulated spectra have been computed using the same procedure as in Paper II. In all cases we employed the signal of 500 spectra including the proximity effect in the same way as described in Sect. 4.
We fitted Eq. 14 to the values of ξ determined from a combination of all sight lines.
Repeating this exercise at z = (2.25, 3.0, 4.0) we obtained for the Monte Carlo simulations an overestimation in ω OUT ⋆ equal to ∆ log a = (0.14, 0.1, 0.05) dex, respectively, while for the HPM simulations we obtained ∆ log a = (0.1, 0.01, 0.01) dex. This, on the one hand confirms the existence of the bias, but on the other hand shows that the Monte Carlo simulations tend to overestimate it. In particular, at z = 3.0 the HPM simulated sight lines predict an almost negligible overestimation. We suspect that the origin of this marginal disagreement may be primarily attribute to the procedure that generates Monte Carlo absorption spectra. The algorithm does not place a fixed number of absorption lines, instead continues to populate the spectrum with as many line as necessary to yield an evolution of τ eff consistent with a pre-fixed power law. This may then translate into a larger scatter of absorption very close to the emission redshift, thus enhancing the systematic bias when combining multiple sight lines. We also cannot rule out the possibility that the calibration of our new synthetic spectra against observations has an effect in reducing the bias of the combined analysis of the proximity effect.
The proximity effect strength distribution
A correct understanding of the biases involved in the combined analysis of the proximity effect is essential to accurately determine the cosmic UV background intensity. We proposed in Paper II a new technique of measuring the UVB intensity, unaffected by the biases described in the previous section. This approach is based on the determination of the proximity effect along individual lines of sight in a quasar sample. Always adopting Monte Carlo simulated lines of sight at different redshifts, they fitted Eq. 14 to individual spectra and showed that 1. the distribution of log ω OUT ⋆ /ω IN ⋆ ≡ log a is skewed 2. the skewness increases with decreasing redshift 3. this asymmetry is the main contributor to the overestimation of the UVB found in the literature 4. the peak of this distribution is an unbiased estimate of the UV background intensity
The skewness of the proximity effect strength distribution (PESD) originates from the definition of the uniform grid in log ω space. In other words, as a constant log ω range progressively probes smaller redshift intervals approaching the quasar, the absorbers tend to no longer be Gaussian distributed. This effect is further enhanced at lower emission redshifts since the line number density decreases. Therefore, the distribution not only becomes broader, but also more skewed.
To check how accurately we can recover the input value ω IN ⋆ , we fit Eq. 14 to all 500 lines of sight at three different redshifts (z q = 2.25, 3 and 4). That gives us an estimate of the proximity effect strength ω OUT ⋆ along each sight line. Figure 7 illustrates a typical example of the proximity effect signature along one sight line in our HPM simulations. All lines of sight can then be combined to form the proximity effect strength distribution. Figure 8 presents our results.
We confirm, with advanced 3D numerical simulations, the recent results reported in Paper II: the PESD sharply peaks at the input model (log ω OUT ⋆ /ω IN ⋆ = 0) and becomes broader towards lower redshift. Furthermore, the skewness in the PESD increases towards low redshift. However, our results on the PESD inferred from the HPM simulation quantitatively differ from the Monte Carlo simulations. While the peaks of the distributions match, the rms are significantly smaller for the HPM-based sight lines. We obtained at redshifts z = (2.25, 3.0, 4.0) a dispersion of strength parameter equal to σ log a = (0.3, 0.23, 0.1) dex for the HPM simulations, while in the Monte Carlo one we estimated σ log a = (0.65, 0.5, 0.2) dex. The larger dispersion in the latter results in the stronger bias in the combined proximity effect analysis reported in the previous section.
To precisely estimate the uncertainties related to the modal value of the PESD we adopted a bootstrap technique. Starting from a distribution of N i values of log a, where N i represents the total number of log a estimates, we randomly duplicated N i /e strength parameters and estimated the modal value of the new PESD. We repeated this process 500 times for each redshift snapshot (as well as in the following), obtaining the mean and the sigma values of PESD modes. Measuring the proximity effect signal along individual lines of sight, and thus determining the PESD, allows unbiased estimates of the cosmic UV background. However, this method is still based on a simple averaging process of the absorption in the Lyα forest. In other words, the advantage of dealing with very high quality data is not fully explored. Hereafter, we will refer to the PESD estimated from the normalized optical depth on individual lines of sight as the simple averaging technique.
The maximum-likelihood approach
The importance of a precise determination of the UVB intensity at different epochs motivates us to further develop and test new methods of determining the proximity effect strength.
A widely used, extremely flexible approach for recovering input parameters is the maximization of the likelihood function (LF). It expresses the probability of a set of parameters in a statistical model describing certain data. In our case, we can write this function as the probability that our spectrum has been modified by the quasar radiation of a given strength ω ⋆ .
Generally the likelihood function is defined as
where the product is calculated over N data points, and P(F i |C) is the probability of occurrence of the measurement F i given the set of parameters C. Here, all data points F i are flux values in the observed or synthetic Lyα spectrum.
The prime limitation of Eq. 15 is that the product operator must be applied to uncorrelated data points. However, neighboring pixels in the Lyα absorption spectrum are strongly correlated due to both physical correlations of cosmic large-scale structures and thermal and instrumental broadening of absorption lines. Eq. 15 can be generalized for the case of correlated data, but that would require knowing an N − point correlation function for the flux, which is impossible to estimate in any reasonable way neither from the observational data nor from the simulations.
Therefore, as a first attempt, we adopt a simplified approach and re-bin the spectra over at least 40 km s −1 (the average width of an absorber in the velocity space) in order to significantly reduce the correlation in the Lyα forest without losing too much resolution. In the following sections we discuss more sophisticated methods of accounting for the correlations between the data points.
Let us now compare the same sight line with and without the signature of the proximity effect. These two spectra have the same original hydrogen distribution along the line of sight, thus the two hydrogen densities, or, ignoring the peculiar velocities, the two optical depths, are related by Eq. 8. Our aim is to express the observed flux probability density P(F) in Eq. 15 as a function of the strength of the proximity effect and the flux probability unaffected by the quasar radiation.
The FPD affected (P m ) and unaffected (P ∞ as presented in Fig. 4) by the quasar radiation are related by
Knowing that
we can write
The Likelihood function in Eq. 15 can be generalized in the presence of instrumental noise to
where the additional exponential term describes the Gaussian noise with the proper normalization. Inserting Eq. 18 into Eq. 19 we obtain
This function has only one free parameter, the strength of the proximity effect ω OUT ⋆
. For an infinitely high signal to noise ratio, the Gaussian becomes a delta function and the expression under the integral reduces to the flux probability distribution given by Eq. 18.
The methodological approach is then straightforward: (i) we introduce the proximity effect on the hydrogen neutral fraction along all the lines of sight at our disposal, (ii) we compute the likelihood function for a set of ω OUT ⋆ values within the range −1 < log ω OUT ⋆ < 1 and finally (iii) we search for the particular value of ω OUT ⋆ that maximizes Eq. 20. For illustration purposes we present in Fig. 9 the likelihood function for two different lines of sight where the two maxima are located in different positions with respect to the input model. After repeating this procedure over all spectra we construct the PESDs presented in Fig. 10 .
At all redshifts the inferred PESD has a clear maximum, however this maximum does not coincide with the input model, moreover the modal values of all PESDs are biased towards smaller ω OUT ⋆ . Contrary to the outcome of the simple averaging technique, this approach fails to recover the input model and also the inferred PESD is clearly broader. Several factors may cause this bias.
(i) Our spectra might still be significantly affected by intrinsic (as opposed to thermal or instrumental broadening) correlations in the Lyα forest. Even when we re-bin the spectrum to significantly reduce the correlations between nearby pixels, the intrinsic correlations between close absorbers largely remain. For this reason we recomputed the PESD after rebinning the spectrum over several tens of km s −1 , up to 100 km s −1 . Unfortunately this had no effect neither on the modal value of the PESD nor on its shape, demonstrating that it is intrinsic correlations between absorbers and not thermal broadening that is responsible for the biased result of Fig. 10 .
(ii) The flux probability distribution might change significantly along different lines of sight, thus concealing some uncontrolled systematic effect when assuming as common FPD the average over all sight lines. Therefore we have repeated our computation adopting the FPD estimated from the same line of sight without the influence of the quasar. Such a procedure is, of course, not feasible for real observations, but, nevertheless, it does not solve the problem of a biased PESD. We have finally tried to analytically fit the average or single FPD with different fits (Miralda-Escudé et al. 2000; Becker et al. 2007 ) also without success.
We conclude that the reason for the bias in the maximum likelihood analysis is caused by an intrinsic correlation in the Lyα forest not being accurately accounted for by our simple re-binning procedure. In the following, we attempt to solve this problem by estimating the correlation function in our simulated spectra.
The correlation function
We showed in the previous section that clustering of Lyα absorbers gives rise to correlations in the observed transmitted flux large enough to heavily bias the results of a maximum likelihood analysis, even after re-binning the simulated spectrum. We now focus on measuring how large these correlations are by means of the correlation function.
Given a point in redshift with transmitted flux F, the correlation function describes the probability of finding another point, with the same F, within a given redshift interval. More precisely, if we express the interval with a velocity shift ∆v we can write that
where F represents the mean flux and δF(v) ≡ F(v) − F. The numerical value of Corr(∆v) is obtained by directly averaging individual pixels over the spectrum, separated by a given velocity ∆v. To illustrate the properties of the correlation function, we computed Corr(∆v) for one sight line and show the result in Fig. 11 . The amplitude of the correlation increases significantly for separations smaller than about ∆v 100 km s −1 , while it fluctuates around zero for separations larger than a few hundreds of km s −1 . This directly shows that individual pixels in the Lyα forest are not independent from an other, but strongly correlated. Such a correlation, which also changes from one sight line to another, does not vanish after a simple re-binning of the spectrum.
Motivated by the lack of success in our previous method, we explore a different approach to remove the signature of correlated pixels. We introduce a weighting scheme in the definition of the correlation function designed to give negligible weight to correlated pixels in the Lyα forest. Adopting this weight to estimate a new flux probability distribution, we would immediately remove the imprints of the correlation.
If we introduce such a weighting scheme, Eq. 21 becomes
For this purpose, we explored two types of weighting functions: w 1 (F) = F, which removes the correlations for strong absorbers and, w 2 (F) = F 2 (1 − F) 2 , which accounts for the correlation of strong and weak absorbers. With our new definition of the correlation function, we recomputed Corr(∆v, w) for the same sight line as before and place our results into context in Fig. 11 . While already the first weight significantly reduces the correlations, the second one removes the intrinsic correlations of the the Lyα flux almost completely.
We then adopted w 2 (F) to recompute the FPD which will now have a different shape with respect to that of Fig. 4 , and will show one pronounced peak for 0 < F < 1. This new weighted probability distribution is used to infer the likelihood function following the same procedure as in Sect. 5.3. From the most likely values of the proximity effect strength, we reconstructed the PESDs which are now presented in Fig. 12 . With this new approach, all the inferred distributions not only present a significant bias with respect to the input model, but this bias additionally changes from an underestimation to an overestimation as the snapshot redshift decreases. In spite of the complexity of this new method, there are still uncontrolled systematics in the analysis of the proximity effect which are not correctly accounted for, even introducing a weighting scheme.
Sampling the Lyα forest for the likelihood
None of the techniques presented so far performs better than the simple averaging technique in recovering the signature of the proximity effect. Our next attempt to overcome the imprints of the mentioned correlations is based on the computation of a different likelihood function.
Until now we have proceeded with the computation of L following Eq. 20, where the product is performed considering all the flux pixels in the spectrum. Due to the absorption correlations and our difficulties in removing their signature, we now try to apply a selection of the pixels from which the product will be estimated. If we consider a set of i flux pixels separated by a few thousands of km s −1 (∆v), these points will be uncorrelated according to Fig. 11 . From this set of flux values we can estimate one likelihood function before considering to the next set of i flux pixels.
Depending on the resolution of our synthetic spectra (dv), we will have a set of j likelihood functions where the exact number is defined as j = ∆v/dv. Each likelihood function will then be maximized and yield one value of ω OUT ⋆, j . The distribution of ω OUT ⋆, j depends on how many points contribute to the particular set and behaves as follows: increasing the pixel separation ∆v, the number of pixels from which the likelihood is estimated decreases, thus yielding a broader distribution of ω OUT ⋆, j . Equivalently, if the pixel separation is too small, the influence of the correlation between pixels increases, resulting is a biased result. We fix our separation to ∆v = 2000 km s −1 and adopt the mean ω OUT ⋆, j as a proxy for the most likely indicator of the proximity effect strength. Figure 13 presents the results showing the PESDs at different redshifts. In our highest redshift snapshot the modal value of the PESD is, given the uncertainties, extremely close to the input model (offset by 1.4σ) with a dispersion in the strength parameter significantly smaller than that of the simple averaging technique. However, towards lower redshift, a significant bias in the modal values appears again. We conclude that this approach is not superior to the simple averaging technique.
Even if we could find two new pixel separations ∆v at redshifts z = 2.25 and 3.0 which yield no biases in the recovery of the reference model, we are aware of the drawbacks that such approach would have on real data. The biases that are in this method due to a wrong choice of the sampling size are extremely difficult to control because in real spectra we typically lack of the spectral informations without the quasar impact. At best, we therefore could only guess the appropriate Figure 13 . The proximity effect strength distribution in three different sets of 500 sight lines at redshift z = 2.25, 3.0, and 4.0. The PESD has been constructed employing a modified likelihood approach which adopted the unweighted FPD but samples the spectrum over 2000 km s −1 to account for the absorption correlations in the Lyα forest. The PESD remains biased with respect to the reference model and the amount of bias is now strongly dependent on redshift. sampling size via numerical simulations, without being able to test the accuracy.
We summaries the results of all the techniques presented in this work in Fig. 14 . None of the more maximum likelihood methods are capable of yielding tighter and unbiased constraints on the proximity effect than the simple averaging technique.
6. CONCLUSIONS We have analyzed a set of high-resolution, threedimensional numerical simulations with a Hydro-ParticleMesh code. We evolved the particle distribution in the simulated box until a redshift of z = 2.25, and recorded seven snapshots within the range 2.25 < z < 4. For each snapshot we have drawn 500 randomly distributed sight lines through the simulated box, obtaining simulated spectra of the Lyα forest.
A sample of 40 high-resolution, high-S/N quasar spectra, with emission redshifts within the range 2.1 < z < 4.7, has been used to calibrate the simulated spectra. We have computed from the simulated sight lines (i) the evolution of the effective optical depth, (ii) the flux probability distribution function, and (iii) the column density distribution at different redshifts. While the computation of the synthetic line of sight depends on several free parameters, we have tuned them to be consistent (within the measured uncertainties) with the observational data in all three measurements.
Our study is focused on developing and testing new techniques of recovering the strength of the proximity effect along individual sight lines. Our analysis has begun with a comparison between the widely adopted combined analysis of the proximity effect signal over multiple lines of sight, with the recently developed technique of estimating its strength on individual quasar spectra. We refer to this method the simple averaging technique. As the strength distribution is supposed to be asymmetric, biases are expected to arise when determining the combined proximity effect signal.
We have confirmed, with a realistic set of synthetic lines of sight drawn from our numerical simulation, the existence of this biases, albeit with a different intensity as predicted with Monte Carlo simulations. We have concluded that the smaller bias is caused by the smaller scatter of the strength parameter. We have confirmed that the modal value, or peak of the proximity effect strength distribution (PESD), yields an unbiased estimate of the input parameters used to compute the proximity effect. Moreover, we have detected the expected broadening in the shape of the PESD towards low redshift, as predicted in Paper II using Monte Carlo simulations.
In principle, the simple averaging technique, by combining observed pixels together, loses information. In order to avoid this loss, we have investigated several incarnations of a maximum likelihood approach. The first incarnation was a standard implementation of the likelihood function. Due to intrinsic (as opposed to thermal and instrumental broadening) auto-correlation of the transmitted flux along a single line of sight, this technique was subject of systematic bias at all redshifts and for all models of the flux probability distribution.
In the second method we have used a weighting scheme, designed to reduce the intrinsic auto-correlation in the absorption spectrum. While this weighting scheme was able to substantially reduce the two-point autocorrelation functions of the flux, the resultant PESDs were significantly biased. This failure of the weighting scheme indicates that it is not a twopoint, but some (currently unknown) higher order correlation function(s) that are primarily responsible for the bias in the maximum likelihood estimate of the proximity effect.
In an attempt to reduce the bias, we have adopted a sampling approach of widely separated flux points in the spectrum to design a more complex likelihood function. While this approach yielded a substantially more accurate estimate of the best-fit value, the value itself remained biased. That bias is comparable to the statistical uncertainty of the measurement at redshift z = 4.0, but becomes progressively larger towards lower redshifts.
Thus, the newly introduced simple averaging technique, despite of the perceived loss of information during the averaging procedure, is the only method of estimating the proximity effect signal free of biases.
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