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Abstract
An m × n matrix A over a semiring S is called regular if there is an n × m matrix G over S such that
AGA = A. We study the problem of characterizing those linear operators T on the matrices over a semiring
such that T (X) is regular if and only if X is. Complete characterizations are obtained for many semirings
including the Boolean algebra, the nonnegative reals, the nonnegative integers and the fuzzy scalars.
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1. Introduction
A semiring (see [4] or [5]) consists of a set S and two binary operations on S, addition (+) and
multiplication (·), such that
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(1) (S,+) is an Abelian monoid (identity denoted by 0);
(2) (S, ·) is a monoid (identity denoted by 1);
(3) multiplication distributes over addition;
(4) s · 0 = 0 · s = 0 for all s ∈ S; and
(5) 1 /= 0.
Usually S denotes both the semiring and the set. Thus all rings with identity are semirings.
One of the most active and fertile subjects in matrix theory during the past 100 years is the linear
preserver problem, which concerns the characterization of linear operators on matrix spaces that
leave certain functions, subsets, relations, etc., invariant. Although the linear operators concerned
are mostly linear operators on matrix spaces over some fields or rings, the same problem has been
extended to matrices over various semirings ([2,11] and therein).
Regular matrices play a central role in the theory of matrices, and they have many applications
in network and switching theory and information theory [3,5,8]. Recently, a number of authors
have studied characterizations of regular matrices over semirings [1,3,5,8,9]. But there are no
known results on characterizing those linear operators that (strongly) preserve regular matrices
over semirings.
In this paper, we study the linear operators that strongly preserve regular matrices over semi-
rings including the binary Boolean algebra, the nonnegative reals, the nonnegative integers and
the fuzzy scalars.
2. Preliminaries
We say that a semiring S is commutative if (S, ·) is Abelian; S is antinegative if 0 is the only
element to have an additive inverse. Thus, no ring is antinegative except {0}.
Algebraic terms such as unit and zero-divisor are defined for semirings as for rings. The fol-
lowing are some examples of semirings which occur in combinatorics. They are all commutative,
antinegative and free of zero-divisors.
Let B = {0, 1}, then (B,+, ·) is a semiring (a Boolean algebra) if
0 + 0 = 0 · 0 = 0 · 1 = 1 · 0 = 0 and 1 + 1 = 1 · 1 = 1.
Let C be any chain with lower bound 0 and upper bound 1, then (C,+, ·) ≡ (C,max,min)
is a semiring (a chain semiring). In particular, if F is the real interval [0,1], then (F,max,min)
is a semiring, the fuzzy semiring. If P is any subring with identity, of R, the reals (under real
addition and multiplication), and P+ denotes the nonnegative part of P, then P+ is a semiring.
In particular, Z+ (respectively, R+), the nonnegative integers (respectively, reals), is a semiring.
LetMm,n(S) denote the set of all m × n matrices with entries in a semiring S. If m = n, we
use the notationMn(S) instead ofMn,n(S). Algebraic operations onMm,n(S) and such notions
as linearity and invertibility are also defined as if the underlying scalars were in a field.
Hereafter, unless otherwise specified, S will denote an arbitrary semiring that is commutative,
antinegative and free of zero-divisors.
The matrix In is the n × n identity matrix, Jm,n is the m × n matrix all of whose entries are
1, and Om,n is the m × n zero matrix. We will suppress the subscripts on these matrices when
the orders are evident from the context and we write I, J and O, respectively. For any matrix A,
At is denoted by the transpose of A. A zero–one matrix inMm,n(S) with only one equal to 1 is
called a cell. If the nonzero entry occurs in the ith row and the j th column, we denote the cell by
Ei,j .
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A matrix A in Mn(S) is said to be invertible if there is a matrix B in Mn(S) such that
AB = BA = I .
In 1952, Luce [6] showed that a matrix A inMn(B) possesses a two-sided inverse if and only
if A is an orthogonal matrix in the sense that AAt = I , and that, in this case, At is a two-sided
inverse of A. In 1963, Rutherford [10] showed that if a matrix A inMn(B) possesses a one-sided
inverse, then the inverse is also a two-sided inverse. Furthermore such an inverse, if it exists, is
unique and is At . Also, it is well known that the n × n permutation matrices are the only n × n
invertible Boolean matrices.
The notion of generalized inverse of an arbitrary matrix apparently originated in the work of
Moore (see [7]). Let A be a matrix inMm,n(S). Consider a matrix X ∈Mn,m(S) in the equation
AXA = A. (2.1)
If (2.1) has a solution X, then X is called a generalized inverse of A. Furthermore A is called
regular if there is a solution of (2.1).
Clearly, J and O are regular in Mm,n(S) because JGJ = J and OGO = O, where G is
any cell inMn,m(S). Thus in general, a solution of (2.1), although it exists, is not necessarily
unique. Characterizations of regular matrices over semirings have been obtained by several authors
[1,3,5,8,9]. Furthermore Plemmons [8] has obtained an algorithm for computing generalized
inverses of Boolean matrices under certain conditions.
The following proposition is an immediate consequence of definitions of regular matrix and
invertible matrix.
Proposition 2.1. Let A be a matrix inMm,n(S). If U ∈Mm(S) and V ∈Mn(S) are invertible,
then the following are equivalent:
(i) A is regular inMm,n(S);
(ii) UAV is regular inMm,n(S);
(iii) At is regular inMn,m(S).
Also we can easily show that for a matrix A ∈Mm,n(S),
A is regular if and only if
[
A O
O B
]
is regular (2.2)
for all regular matricesB ∈Mp,q(S). In particular, all idempotent matrices inMn(S) are regular.
For matrices A,B ∈Mm,n(S), we say A dominates B (written B  A or A  B) if ai,j = 0
implies bi,j = 0 for all i and j . If A,B ∈Mm,n(S) and A  B, we define A \ B to be the matrix
C where ci,j =
{
0 if bi,j /= 0,
ai,j otherwise.
Define an upper triangular matrix n inMn(S) by
n = [λi,j ] ≡
⎛
⎝ n∑
ij
Ei,j
⎞
⎠ \ E1,n =
⎡
⎢⎢⎢⎢⎢⎣
1 1 · · · 1 0
1 · · · 1 1
.
.
.
...
...
1 1
1
⎤
⎥⎥⎥⎥⎥⎦
.
Then the following lemma shows that n is not regular for n  3.
Lemma 2.2. n is regular inMn(S) if and only if n  2.
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Proof. Clearly n is regular for n  2 because nInn = n.
Conversely, assume that n is regular for some n  3. Then there is a nonzero B ∈Mn(S)
such that n = nBn. From 0 = λ1,n =∑n−1i=1 ∑nj=2 bi,j , all entries of the 2nd column of B
are zero except for bn,2. From 0 = λ2,1 =∑ni=2 bi,1, all entries of the 1st column of B are zero
except for b1,1. Also, from 0 = λ3,2 =∑ni=3∑2j=1 bi,j , we have bn,2 = 0. If we combine these
three results, we conclude that all entries of the first two columns are zero except for b1,1. But
then 1 = λ2,2 =∑ni=2∑2j=1 bi,j = 0, a contradiction. Hence n is not regular for all n  3.

In particular, 3 =
⎡
⎣1 1 00 1 1
0 0 1
⎤
⎦ is not regular. Let
m,n =
[
3 O
O O
]
(2.3)
for all min{m, n}  3. Then m,n is not regular by (2.2).
Proposition 2.3. Let min{m, n}  3. For every cell E inMm,n(S), there is a regular matrix A
such that E + A is not regular.
Proof. Consider the matrixm,n in (2.3). Let P and Q be permutation matrices such that PEQ =
E1,1. Consider a matrix A satisfying PAQ = E1,2 + E2,2 + E2,3 + E3,3. Then
(PAQ)(G2,1 + G3,3)(PAQ) = PAQ and P(E + A)Q = m,n,
where Gi,j are cells inMn,m(S). Thus E + A is not regular, while A is regular by Proposition
2.1. 
The pattern, A∗, of a matrix A ∈Mm,n(S) is the matrix inMm,n(B) whose (i, j)th entry is
0 if and only if ai,j = 0. By the definition, we have
(AB)∗ = A∗B∗ and (B + C)∗ = B∗ + C∗
for all A ∈Mm,n(S) and for all B,C ∈Mn,q(S). It follows that if A is regular in Mm,n(S),
then A∗ is regular inMm,n(B). Let R(S) be the set of all regular matrices inMm,n(S); that is,
R(S) = {X ∈Mm,n(S)|X is regular} and let R(S)∗ = {Y ∈Mm,n(B)|Y = X∗ for some X ∈
R(S)}. In general, R(S)∗ /= R(B). For example, consider the matrix Y = E1,1 + E1,2 + E2,2.
Then we can easily check that Y ∈ R(B) but Y /∈ R(R+)∗.
The number of nonzero entries of a matrix A is denoted by (A).
Proposition 2.4. Let A be a matrix inMm,n(S) with (A) = 5 such that A has a row or a column
that has at least three nonzero entries. If E1,1 + E1,2 + E2,2 ∈ R(S)∗, then A∗ ∈ R(S)∗.
Proof. By hypothesis, E1,1 + E1,2 + E2,2 ∈ R(S)∗, thus there exist a, b, c, x, y, z, w ∈ S such
that
[
a b
0 c
]
⊕ O is a regular matrix with a generalized inverse
[
x y
z w
]
⊕ O (in fact, z = 0)
where O is the zero matrix of appropriate order. Fix a, b, c, x, y, z, w.
Assume that A has a row that has at least three nonzero entries. By Proposition 2.1, we may
permute the rows and columns and/or transpose a regular matrix and the result is a regular matrix.
Thus there are 11 inequivalent matrices inMm,n(B) to consider:
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X1 = E1,1 + E1,2 + E1,3 + E1,4 + E1,5, X2 = E1,1 + E1,2 + E1,3 + E1,4 + E2,5,
X3 = E1,1 + E1,2 + E1,3 + E2,4 + E2,5, X4 = E1,1 + E1,2 + E1,3 + E2,3 + E2,4,
X5 = E1,1 + E1,2 + E1,3 + E2,4 + E3,5, X6 = E1,1 + E1,2 + E1,3 + E2,4 + E3,4,
X7 = E1,1 + E1,2 + E1,3 + E1,4 + E2,4, X8 = E1,1 + E1,2 + E1,3 + E2,2 + E2,3,
X9 = E1,1 + E1,2 + E1,3 + E2,3 + E3,4, X10 = E1,1 + E1,2 + E1,3 + E2,3 + E3,3,
X11 = E1,1 + E1,2 + E1,3 + E2,2 + E3,3.
For i = 1, . . . , 6 let Ai be the (0, 1)-matrix inMm,n(S) whose pattern is Xi .
For i = 7, . . . , 11, let
A7 = a(E1,1 + E1,2 + E1,3) + bE1,4 + cE2,4, A8 = aE1,1 + b(E1,2 + E1,3)
+ c(E2,2 + E2,3),
A9 = a(E1,1 + E1,2) + bE1,3 + cE2,3 + E3,4, A10 = a(E1,1 + E1,2) + bE1,3
+ c(E2,3 + E3,3),
A11 = aE1,1 + b(E1,2 + E1,3) + c(E2,2 + E3,3).
So that A∗i = Xi, i = 1, . . . , 11.
Now let
B1 = G1,1, B2 = G1,1 + G5,2,
B3 = G1,1 + G4,2, B4 = G1,1 + G4,2,
B5 = G1,1 + G4,2 + G5,3, B6 = G1,1 + G4,2,
B7 = xG3,1 + yG3,2 + wG4,2 B8 = xG1,1 + yG1,2 + wG2,2,
B9 = xG2,1 + yG2,2 + wG3,2 + G4,3 B10 = xG2,1 + yG2,2 + wG3,2,
B11 = xG1,1 + y(G1,2 + G1,3) + w(G2,2 + G3,3),
where Gi,j are cells inMn,m(S).
Routine calculations show that AiBiAi = Ai for i = 1, . . . , 11 so that Ai ∈ R(S) and hence
A∗i ∈ R(S)∗.
This completes the proof. 
The (factor) rank, fr(A), of a nonzero A ∈Mm,n(S) is defined as the least integer r for which
there are B ∈Mm,r (S) and C ∈Mr,n(S) such that A = BC, see [2,4]. The rank of a zero matrix
is zero. Also we can easily obtain
0  fr(A)  min{m, n} and fr(AB)  min{fr(A), fr(B)} (2.4)
for all A ∈Mm,n(S) and for all B ∈Mn,q(S).
Proposition 2.5. Let min{m, n}  3. If A is a matrix inMm,n(S) with (A) = 3 and fr(A) = 2
or 3, then there is a matrix B with (B) = 2 such that (A + B)∗ /∈ R(S)∗.
Proof. Since (A) = 3 and fr(A) = 2 or 3, there are permutations P and Q such that PAQ 
m,n. Let C be a matrix inMm,n(S) with (C) = 2 such that (PAQ + C)∗ = m,n. If we take
B = PT CQT , then (A + B)∗ = PTm,nQT /∈ R(B) by Proposition 2.1 and hence (A + B)∗ /∈
R(S)∗. 
Linearity of operators onMm,n(S) is defined as for vector spaces over fields. A linear operator
onMm,n(S) is completely determined by its behavior on the set of cells inMm,n(S).
If T is a linear operator onMm,n(S), let T ∗, its pattern, be the linear operator onMm,n(B)
defined by T ∗(Ei,j ) = [T (Ei,j )]∗ for all cells Ei,j . Since S is a semiring that is commutative,
antinegative and free of zero-divisors, we have T ∗(A) = [T (A)]∗ for all A ∈Mm,n(S).
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Let T be a linear operator onMm,n(S). We say that
(1) T preserves regularity (or T preserves R(S)) if T (A) ∈ R(S) whenever A ∈ R(S);
(2) T strongly preserves regularity (or T strongly preservesR(S)) when T (A) ∈ R(S) if and
only if A ∈ R(S) for all A ∈Mm,n(S);
(3) T is singular if T (X) = O for some nonzero X; Otherwise T is nonsingular.
Example 2.6. Let A be any nonzero regular matrix inMm,n(S), where S = B or C. Define a
linear operator T onMm,n(S) by
T (X) =
⎛
⎝ m∑
i=1
n∑
j=1
xi,j
⎞
⎠A
for all X ∈Mm,n(S). Then we can easily show that T is a nonsingular linear operator that
preserves regularity. But T does not preserve nonregular matrices. Hence T does not strongly
preserve regularity. 
Lemma 2.7. Let min{m, n}  3. If T strongly preserves regularity onMm,n(S), then T is non-
singular.
Proof. If T (X) = O for some nonzero X ∈Mm,n(S), then T (E) = O for all cells E  X.
For such E, there is a matrix A such that A ∈ R(S) and E + A /∈ R(S) by Proposition 2.3.
Nevertheless, T (E + A) = T (A), a contradiction to the fact that T strongly preserves regularity.
Hence T (X) /= O for all nonzero X. Therefore T is nonsingular. 
Let A and B be matrices inMm,n(S). Then the matrix A ◦ B denotes the Hadamard product
(or Schur product). That is, the (i, j)th entry of A ◦ B is ai,j bi,j .
Lemma 2.8. Let min{m, n}  3 and B ∈Mm,n(S). Suppose that T is a linear operator on
Mm,n(S) defined by T (X) = X ◦ B for all X ∈Mm,n(S). If T strongly preserves regularity,
then all entries of B are nonzero and regular. In particular if fr(B) = 1, then there are diagonal
matrices D and E such that T (X) = DXE for all X ∈Mm,n(S).
Proof. By Lemma 2.7, all bi,j are nonzero. Let bi,j be any entry in B. Then Ei,j ◦ B = bi,jEi,j is
regular becauseEi,j is. Thus there is a matrixA = [ak,l] ∈Mn,m(S) such that (Ei,j ◦ B)A(Ei,j ◦
B) = Ei,j ◦ B so that bi,j aj,ibi,j = bi,j . Since bi,j is arbitrary, all entries of B are regular.
If fr(B) = 1, then there are matrices M = [d1, . . . , dm]t ∈Mm,1(S) and N = [e1, . . . , en] ∈
M1,n(S) such that B = MN . Let D = diag(d1, . . . , dm) and E = diag(e1, . . . , en). Then the
(i, j)th entry of T (X) is bi,j xi,j and the (i, j)th entry of DXE is dixi,j ej = bi,j xi,j . Thus the
result follows. 
3. Main results
Let A = [a1 a2 · · · an] be a matrix inMm,n(B), where aj denotes the j th column of A for
all j = 1, . . . , n. Then the column space of A is the set
{∑n
j=1 αjaj |αj ∈ B
}
, and denoted by
〈A〉; the row space of A is 〈At〉.
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For A ∈Mm,n(B) with fr(A) = k, A is said to be space decomposable if there are matrices
B ∈Mm,k(B) and C ∈Mk,n(B) such that A = BC, 〈A〉 = 〈B〉 and 〈At〉 = 〈Ct〉.
Theorem 3.1 [9]. Let A be a matrix in Mm,n(B). Then A is regular if and only if A is space
decomposable.
Lemma 3.2. If A is a matrix inMm,n(B) with fr(A)  2, then A is regular.
Proof. If fr(A) = 0, A = O is clearly regular. If fr(A) = 1, there are permutation matrices P and
Q such that PAQ =
[
J O
O O
]
. By (2.2) and Proposition 2.1, A is regular.
If fr(A) = 2, there are matrices B = [b1 b2] and C = [c1 c2]t of orders m × 2 and 2 × n,
respectively such that A = BC, where b1 and b2 are distinct nonzero columns of B, and c1 and c2
are distinct nonzero columns of Ct . Then all columns of A are of the forms 0,b1,b2 and b1 + b2
so that 〈A〉 = 〈B〉. Similarly, 〈At〉 = 〈Ct〉. Therefore A is space decomposable and hence A is
regular by Theorem 3.1. 
Theorem 3.3. Let min{m, n}  2. If T is an operator (that need not be linear) on Mm,n(B),
then T strongly preserves regularity.
Proof. If min{m, n}  2, then all matrices in Mm,n(B) are regular by Lemma 3.2 and (2.4).
Hence T (A) is always regular for all A ∈Mm,n(B). Thus the result follows. 
Proposition 3.4. Let A ∈Mm,n(S) be a sum of k cells with fr(A) = k, where min{m, n}  3
and 2  k  min{m, n}. Then J \ A ∈ R(S)∗ if and only if k = 2. In particular, J \ A /∈ R(S)
for k  3.
Proof. Without loss of generality, we assume that min{m, n} = m  3 and A =∑kt=1 Et,t . If
k = 2, consider a matrix X =
[
X′ J2,n−2
Jm−2,2 2Jm−2,n−2
]
∈Mm,n(S), where X′ =
[
0 1
1 0
]
. Then
X(G1,2 + G2,1)X = X, where Gi,j are cells in Mn,m(S); that is, X ∈ R(S). Hence J \ A(=
X∗) ∈ R(S)∗.
Let k  3. Now we will show that Y = J \ A /∈ R(B). If not, there is a nonzero B ∈Mn,m(B)
such that Y = YBY . Then the (t, t)th entry of YBY becomes∑
i∈I
∑
j∈J
bi,j (3.1)
for all t = 1, . . . , k, where I = {1, . . . , n} \ {t} and J = {1, . . . , m} \ {t}. From y1,1 = 0 and
(3.1), we have
bi,j = 0 for all i = 2, . . . , n; j = 2, . . . , m. (3.2)
Consider the 1st row and the 1st column of B. It follows from y2,2 = 0 and (3.1) that
bi,1 = 0 = b1,j for all i = 1, 3, 4, . . . , n; j = 1, 3, 4, . . . , m. (3.3)
Also, from y3,3 = 0, we obtain b1,2 = b2,1 = 0, and hence B = O by (3.2) and (3.3), a contradic-
tion. Thus J \ A /∈ R(B), equivalently Z /∈ R(S) for all Z ∈Mm,n(S) with Z∗ = J \ A. Hence
J \ A /∈ R(S)∗. 
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As shown in Example 2.6, if min{m, n}  3, there is a linear operator onMm,n(B) such that
T preserves regularity, while T does not strongly preserve regularity.
The next propositions, lemmas and their corollaries are necessary to prove the main theorem.
In the following, we assume that min{m, n} = m  3 and T is a linear operator onMm,n(S) that
strongly preserves R(S). Then we can easily show that T ∗ strongly preserves R(S)∗.
Let
kmax = max{(N) : N ∈Mm,n(B) and N /∈ R(S)∗}
and
N = {N ∈Mm,n(B) : N /∈ R(S)∗ with (N) = kmax}.
Since J ∈ R(S), kmax < mn, and so by Proposition 3.4, mn − 3  kmax  mn − 1.
Proposition 3.5. For distinct cells, E and F, T ∗(E) / T ∗(F ). In particular, if (T ∗(E)) =
(T ∗(F )) = 1, then T ∗(E) /= T ∗(F ).
Proof. Suppose T ∗(E)  T ∗(F ) for some distinct cells E and F . Then there are cells E1 and
E2 different from F such that fr(E + E1 + E2) = 3. Since F  J \ (E + E1 + E2), we have
T ∗(E)  T ∗(F )  T ∗(J \ (E + E1 + E2)) so that
T ∗(J \ (E1 + E2)) = T ∗(E) + T ∗(J \ (E + E1 + E2)) = T ∗(J \ (E + E1 + E2)).
But this is impossible as J \ (E + E1 + E2) /∈ R(S)∗ while J \ (E1 + E2) ∈ R(S)∗ by Propo-
sition 3.4. 
In the following four lemmas, we will prove
T ∗(N) ⊆N.
Lemma 3.6. If kmax = mn − 1, then T ∗(N) ⊆N.
Proof. If kmax = mn − 1, thenN = {J \ E ∈Mm,n(B) : E is a cell}. It suffices to show (T ∗(J \
E)) = mn − 1 for all cells E. If (T ∗(J \ E)) = mn for some cell E, then T ∗(J \ E) = J ∈
R(S)∗ which contradicts J \ E /∈ R(S)∗. Next suppose (T ∗(J \ E)) < mn − 1 for some cell
E. Then there is a matrix C with C  J \ E and (C) < mn − 1 such that T ∗(C) = T ∗(J \ E).
Take a cell F different from E such that F / C. It follows from (J \ E) + (J \ (C + F)) = J
that
T ∗(J ) = T ∗(J \ E) + T ∗(J \ (C + F)) = T ∗(C) + T ∗(J \ (C + F)) = T ∗(J \ F).
But this is impossible as J \ F /∈ R(S)∗ while J ∈ R(S)∗. Thus the result follows. 
Lemma 3.7. If m = n = 3 and kmax = 7, then T ∗(N) ⊆N.
Proof. In this case,N = {N ∈M3(B) : N /∈ R(S)∗ and (N) = 7}. Let N ∈N be arbitrary. It
suffices to show (T ∗(N)) = 7. It follows from kmax = 7 that (T ∗(N))  7. Suppose (T ∗(N)) 
6. Write N =∑7i=1 Ei and J =∑9i=1 Ei for cells E1, . . . , E9. By Lemma 2.7, (T ∗(Ei))  1
for all i. If (T ∗(Ei)) = 1 for all i = 1, . . . , 7, then by Proposition 3.5, T ∗(E1), . . . , T ∗(E7) are
distinct cells. But then
7 = (T ∗(E1) + · · · + T ∗(E7)) = (T ∗(E1 + · · · + E7)) = (T ∗(N))  6,
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a contradiction. Hence one of T ∗(Ei), say T ∗(E1), has at least two nonzero entries. Since
(T ∗(N))  6, we can find four cells in {E2, . . . , E7}, say E2, . . . , E5 such that T ∗(E1 + · · · +
E5) = T ∗(N).
Notice that by Proposition 3.4, fr(J \ N) = 1. By Proposition 2.1, we have X ∈N for all
X ∈M3(B) with (X) = 7 and fr(J \ X) = 1. If fr(E6 + E7) = 1, then
T ∗(J )= T ∗(N) + T ∗(E8 + E9) = T ∗(E1 + · · · + E5) + T ∗(E8 + E9)
= T ∗(J \ (E6 + E7)),
which is impossible as J \ (E6 + E7) /∈ R(S)∗ while J ∈ R(S)∗. Thus, fr(E6 + E7) = 2. Since
m = n = 3, there is a cell in {E6, E7}, say E6, and a cell in {E8, E9}, say E8 such that fr(E6 +
E8) = 1. Since T ∗(N) = T ∗(E1 + · · · + E5)  T ∗(E1 + · · · + E5 + E7)  T ∗(N), we have
T ∗(N) = T ∗(E1 + · · · + E5 + E7). But then
T ∗(J \ E8)= T ∗(N) + T ∗(E9) = T ∗(E1 + · · · + E5 + E7) + T ∗(E9)
= T ∗(J \ (E6 + E8)),
which is impossible because J \ E8 ∈ R(S)∗ while J \ (E6 + E8) /∈ R(S)∗. Thus, (T ∗(N)) =
7. 
Lemma 3.8. If m = n = 3 and kmax = 6, then T ∗(N) ⊆N.
Proof. In this case,N = {N ∈M3(B) : N /∈ R(S)∗ and (N) = 6}. Let N ∈N be arbitrary. It
suffices to show (T ∗(N)) = 6. It follows from kmax = 6 that (T ∗(N))  6. Suppose (T ∗(N)) 
5. Write N =∑6i=1 Ei and J =∑9i=1 Ei for cells E1, . . . , E9. By Lemma 2.7, (T ∗(Ei))  1
for all i. We will claim that there are distinct cells Ei,Ej , Ek in {E1, . . . , E6} such that
T ∗(Ei) + T ∗(Ej ) + T ∗(Ek) = T ∗(Ei + Ej + Ek) = T ∗(N).
Clearly the claim holds if there is a cell Ei in {E1, . . . , E6} such that (T ∗(Ei))  3. Suppose
(T ∗(Ei))  2 for i = 1, . . . , 6. Let Fi = T ∗(Ei) for i = 1, . . . , 6. Without loss of generality,
we may assume that
(F1) = · · · = (Fr) = 2 and (Fr+1) = · · · = (F6) = 1
for some r . If r = 0 or r = 1, then by Proposition 3.5, we see that F1, . . . , F6 are all disjoint and
hence
(T ∗(N)) = (F1 + · · · + F6) = (F1) + · · · + (F6)  6,
which is impossible. Thus, r  2. Now suppose (Fi + Fj )  3 for all 1  i < j  r . Then there
is a cell G such that G  Fi for all i = 1, . . . , r . It follows from Proposition 3.5 that the six cells
F1 \ G, . . . , Fr \ G,Fr+1, . . . , F6 are distinct and so
(T ∗(N))= (F1 + · · · + F6)  (F1 \ G) + · · · + (Fr \ G) + (Fr+1) + · · · + (F6)
= 6,
which is impossible. Thus there are two cells in {F1, . . . , Fr}, say F1 and F2, such that (F1 +
F2) = 4. In this case, we can always find another cellFk in {F3, . . . , F6} such thatF1 + F2 + Fk =
T ∗(N). So our claim holds.
Without loss of generality, we may assume T ∗(E1 + E2 + E3) = T ∗(N). Since N /∈ R(S)∗,
we must have E1 + E2 + E3 /∈ R(S)∗ and it can be easily checked that this is possible only if
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E1 + E2 + E3 = P(E11 + E12 + E21)Q for some permutation matrices P and Q. If PE22Q ∈
{E4, E5, E6}, then
T ∗(N) = T ∗(P (E11 + E12 + E21)Q)  T ∗(P (E11 + E12 + E21 + E22)Q)  T ∗(N),
and so T ∗(P (E11 + E12 + E21 + E22)Q) = T ∗(N) which is impossible as P(E11 + E12 +
E21 + E22)Q∈R(S)∗. Thus,PE22Q /∈{E4, E5, E6}. Similarly, we can checkPE23Q,PE32Q /∈
{E4, E5, E6}. Therefore, {E4, E5, E6} = {PE13Q,PE31Q,PE33Q}. In particular, we have
T ∗(P (E11 + E12 + E21 + E13)Q) = T ∗(P (E11 + E12 + E21)Q). But then
T ∗(P (J \ (E22 + E31))Q)
= T ∗(P (E11 + E12 + E21 + E13)Q) + T ∗(P (E23 + E32 + E33)Q)
= T ∗(P (E11 + E12 + E21)Q) + T ∗(P (E23 + E32 + E33)Q)
= T ∗(P (J \ (E13 + E22 + E31))Q),
which is impossible by Proposition 3.4. Therefore (T ∗(N)) = 6 and the result follows. 
Lemma 3.9. Suppose n  4 and kmax  mn − 2. For any matrix A with (A)  mn − 2,
(T ∗(A))  (A).
Consequently, we have T ∗(N) ⊆N.
Proof. Let (A) = p. We will prove the first part of the result by induction on p. By Lemma 2.7,
the result holds for p = 1. Assume that the result holds for all B with (B) < p. Let A be an
arbitrary matrix with (A) = p.
Suppose at least two rows and two columns of A contains zero entries. Since n  4, there are
cells E1, E2 / A and E3  A such that fr(E1 + E2 + E3) = 3. If (T ∗(A)) = (T ∗(A \ E3)),
then T ∗(A) = T ∗(A \ E3) and so
T ∗(J \ (E1 + E2))= T ∗(A) + T ∗(J \ (A + E1 + E2))
= T ∗(A \ E3) + T ∗(J \ (A + E1 + E2))
= T ∗(J \ (E1 + E2 + E3)),
a contradiction by Proposition 3.4. Then by assumption, we have (T ∗(A)) > (T ∗(A \ E3)) 
(A \ E3) = p − 1. Thus, the result follows.
Now supposeA has zero entries in one row only. Since (A)  mn − 2, without loss of general-
ity we may assume that A has zero entries in the first row with zero (1, 1)th and (1, 2)th entries. By
assumption, (T ∗(A)) ≥ (T ∗(A \ E21))  (A \ E21) = p − 1. Suppose (T ∗(A)) = p − 1.
Take
G1 = E21 + E33, G2 = E21 + E34, G3 = E22 + E33 and G4 = E22 + E34.
We claim that there is an index i in {1, 2, 3, 4} such that
T ∗(A \ Gi) = T ∗(A).
If the claim holds, we take F =
{
E12 if i ∈ {1, 2},
E11 if i ∈ {3, 4}. Then fr(F + Gi) = 3 and
T ∗(J \ F)= T ∗(A) + T ∗(J \ (A + F)) = T ∗(A \ Gi) + T ∗(J \ (A + F))
= T ∗(J \ (F + Gi)),
a contradiction by Proposition 3.4. Thus, (T ∗(A))  p and the result follows.
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It remains to prove our claim. If the claim does not hold, then for each i ∈ {1, 2, 3, 4},
p − 1 = (T ∗(A)) > (T ∗(A \ Gi))  (A \ Gi) = p − 2.
That is, (T ∗(A \ Gi)) = p − 2 and so T ∗(A \ Gi) = T ∗(A) \ Hi for some cell Hi  T ∗(A).
Notice that for any i /= j , (A \ Gi) + (A \ Gj) equals either A or A \ E for some E ∈ {E21, E22,
E33, E34}. Sincep − 1 = (T ∗(A))  (T ∗(A \ E))  p − 1, we haveT ∗(A \ E) = T ∗(A) and
so T ∗((A \ Gi) + (A \ Gj)) = T ∗(A) in both cases. Then
T ∗(A)= T ∗((A \ Gi) + (A \ Gj)) = T ∗(A \ Gi) + T ∗(A \ Gj)
= (T ∗(A) \ Hi) + (T ∗(A) \ Hj).
Thus, we must have Hi /= Hj . Hence (H1 + H2 + H3 + H4) = 4.
Now let B = A \ (E21 + E22 + E33 + E34). Since T ∗(B)  T ∗(A \ Gi) and Hi / T ∗(A \
Gi), we have Hi / T ∗(B) for all i = 1, . . . , 4 and hence H1 + H2 + H3 + H4 / T ∗(B). Then
T ∗(B)  T ∗(A) \ (H1 + H2 + H3 + H4) and hence by assumption,
p − 4 = (B)  (T ∗(B))  (T ∗(A) \ (H1 + H2 + H3 + H4))
= (p − 1) − 4 = p − 5
which is impossible. Therefore, our claim holds.
Finally suppose A has zero entries in one column only. Without loss of generality we may
assume that A has zero entries in the first column with zero (1, 1)th and (2, 1)th entries. Then the
result follows by a similar argument with G1 = E12 + E33,G2 = E12 + E34,G3 = E22 + E33
and G4 = E22 + E34. 
Corollary 3.10. The map T ∗|N is bijective fromN ontoN.
Proof. Suppose T ∗(N) = T ∗(M) for some distinct N,M ∈N. Then
T ∗(N + M) = T ∗(N) + T ∗(M) = T ∗(N) /∈ R(S)∗.
But (N + M) > (N) = kmax which contradicts the definition of kmax. Thus, T ∗ is injective in
N. Also by Lemmas 3.6–3.9, T ∗(N) ⊆N. SinceN is finite, T ∗(N) =N. Thus, the result
follows. 
Lemma 3.11. For any cell E, T ∗(E) is a cell. Furthermore, T ∗ is bijective on the set of cells.
Proof. Let E be an arbitrary cell. Notice that for any N ∈N, as T ∗(N) =N,
E  N ∈N ⇔ E + N ∈N ⇔ T ∗(E) + T ∗(N) ∈N ⇔ T ∗(E)  T ∗(N) ∈N.
Hence T ∗({N ∈N : E  N}) = {N ∈N : T ∗(E)  N}. Since T ∗ is bijective onN, the two
sets {N ∈N : E  N} and {N ∈N : T ∗(E)  N} have the same number of elements. This is
possible only if T ∗(E) is a cell. Thus, the first assertion follows. The last assertion follows by
Proposition 3.5. 
A matrix L is called a line matrix if L =∑nk=1 Ei,k or ∑ml=1 El,j for some i ∈ {1, . . . , m}
or j ∈ {1, . . . , n}; Ri =∑nk=1 Ei,k is an ith row matrix and Cj =∑ml=1 El,j is a j th column
matrix.
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Corollary 3.12. T ∗ preserves all line matrices.
Proof. By Lemma 3.11, T ∗ is bijective on the set of cells. If T ∗ does not map some line matrix into
a line matrix, without loss of generality, we assume that T ∗(E1,1) = E1,1 and T ∗(E1,2) = E2,2.
Case 1.E1,1 + E1,2 + E2,2 /∈ R(S)∗: Consider a matrixX = E1,1 + E1,2 + Ei,j , where i  2
and j  2. Then X /∈ R(S)∗. Since T ∗ strongly preserves R(S)∗, T ∗(X) /∈ R(S)∗ and hence
T ∗(Ei,j ) = E1,2 or E2,1 for all i  2 and j  2. This contradicts Lemma 3.11.
Case 2. E1,1 + E1,2 + E2,2 ∈ R(S)∗: Consider a matrix X = E1,1 + E1,2 + E1,3. Then we
have fr(T (X)) = 2 or 3. By Proposition 2.5, there is a matrix B with (B) = 2 such that (T (X) +
B)∗ /∈ R(S)∗. Furthermore we can write B = T (C) for some matrix C with (C) = 2 so that
T (X) + B = T (X + C). But then (X + C)∗ ∈ R(S)∗ by Proposition 2.4, contradicting that T ∗
strongly preserves R(S)∗.
Therefore T ∗ preserves all line matrices. 
An operator T onMm,n(S) is called a (P,Q,B)-operator if there are permutation matrices
P and Q, and a matrix B with B∗ = J such that T (X) = P(X ◦ B)Q for all X ∈Mm,n(S), or
m = n and T (X) = P(Xt ◦ B)Q for all X ∈Mn(S).
Now, we are ready to prove the main theorem.
Theorem 3.13. Let T be a linear operator onMm,n(S) with min{m, n}  3. If T strongly pre-
serves regularity, then T is a (P,Q,B)-operator.
Proof. Suppose that T strongly preserves regularity. Then T ∗ is bijective on the set of cells by
Lemma 3.11 and T ∗ preserves all line matrices by Corollary 3.12. Since no combination of s
row matrices and t column matrices can dominate Jm,n where s + t = min{m, n} unless s = 0
or t = 0, we have that either
(1) the image of T ∗ of each row matrix is a row matrix and the image of T ∗ of each column
matrix is a column matrix, or
(2) the image of T ∗ of each row matrix is a column matrix and the image of T ∗ of each column
matrix is a row matrix.
If (1) holds, then there are permutations σ and τ of {1, . . . , m} and {1, . . . , n}, respectively
such that T ∗(Ri) = Rσ(i) and T ∗(Cj ) = Cτ(j) for all i = 1, . . . , m and j = 1, . . . , n. Let P and
Q be permutation matrices corresponding to σ and τ , respectively. Then we have
T (Ei,j ) = bi,jEσ(i),τ (j) = P(bi,jEi,j )Q,
where bi,j /= 0 for all cells Ei,j . By the action of T on the cells, we have T (X) = P(X ◦
B)Q.
If (2) holds, then m = n and a parallel argument shows that there are permutation matrices P
and Q, and a matrix B with B∗ = J such that T (X) = P(Xt ◦ B)Q for all X ∈Mn(S). 
Corollary 3.14. Let T be a linear operator onMm,n(B) with min{m, n}  3. Then T strongly
preserves regularity if and only if there are permutation matricesP andQ such thatT (X) = PXQ
for all X ∈Mm,n(B), or m = n and T (X) = PXtQ for all X ∈Mn(B).
Proof. It follows from Theorem 3.13 and Proposition 2.1 
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4. Other results
In this section, we have characterizations of linear operators that strongly preserve regularity
over several semirings such as the nonnegative integers Z+, the nonnegative reals R+ and chain
semiring C including the fuzzy scalars.
A matrix A inMn(S) is called monomial if A∗ is a permutation matrix. It is well known that
a monomial matrix A is invertible if and only if all nonzero elements of A are units in S.
Let P+ be the nonnegative part of a subring P with identity of the reals. The nonnegative
integers Z+, and the nonnegative reals R+ are good examples of P+.
Proposition 4.1. Let a, b, c and d be units in P+. Then X =
[
a b
c d
]
is regular over P+ if and
only if ad = bc.
Proof. If ad = bc, then we have
[
a b
c d
] [
a−1 0
0 0
] [
a b
c d
]
=
[
a b
c d
]
.
Conversely assume that X is regular. Then there is a nonzero matrix Y =
[
x y
z w
]
, say x /= 0
such that XYX = X: that is,[
a(ax + by) + b(az + cw) a(bx + dy) + b(bz + dw)
c(ax + by) + d(az + cw) c(bx + dy) + d(bz + dw)
]
=
[
a b
c d
]
.
From (1, 2)th and (2, 2)th entries of XYX and X, we have ab−1(bx + dy) + (bz + dw) = 1 =
cd−1(bx + dy) + (bz + dw), and hence ab−1(bx + dy) = cd−1(bx + dy). Since bx + dy /= 0,
it follows by the cancellation property that ab−1 = cd−1, equivalently ad = bc. 
Theorem 4.2. Let min{m, n}  3 and T be a linear operator onMm,n(P+). Then T strongly
preserves regularity if and only if there are invertible matrices U and V such that T (X) = UXV
for all X ∈Mm,n(P+), or m = n and T (X) = UXtV for all X ∈Mn(P+).
Proof. By Proposition 2.1, the sufficiency is obvious. To prove the necessity, assume that T
strongly preserves regularity. By Theorem 3.13, there are permutation matrices P and Q, a
matrix B with B∗ = J such that T (X) = P(X ◦ B)Q for all X ∈Mm,n(P+), or m = n and
T (X) = P(Xt ◦ B)Q for all X ∈Mn(P+). For the case of T (X) = P(X ◦ B)Q, we define the
operatorL onMm,n(P+) byL(X) = P tT (X)Qt = X ◦ B. Since T strongly preserves regularity,
so does L. By Lemma 2.8, all entries of B are regular and hence units because only units are
nonzero regular elements over P+.
If fr(B) /= 1, there is a 2 × 2 submatrix C of B such that fr(C) = 2. Without loss of generality,
we assume that C =
[
b1,1 b1,2
b2,1 b2,2
]
. Then b1,1b2,2 /= b1,2b2,1 and hence C is not regular by Prop-
osition 4.1. Consider a matrix Y = E1,1 + E1,2 + E2,1 + E2,2. Then clearly Y is regular, while
L(Y ) =
[
C O
O O
]
is not regular by (2.2), a contradiction. Hence fr(B) = 1. By Lemma 2.8, there
are diagonal matrices D and E such that L(X) = DXE for all X ∈Mm,n(P+). Since all entries
of B are units, all diagonal entries of D and E are units. Since L(X) = P tT (X)Qt = X ◦ B, we
have T (X) = PDXEQ. If we let U = PD and V = EQ, then U ∈Mm(P+) and V ∈Mn(P+)
are invertible. Thus we have T (X) = UXV for all X ∈Mm,n(P+).
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If m = n and T is of the form T (X) = P(Xt ◦ B)Q, then a parallel argument shows that there
are invertible matrices U and V such that T (X) = UXtV for all X ∈Mn(P+). 
Corollary 4.3. Let min{m, n}  3 and T be a linear operator onMm,n(Z+). Then T strongly
preserves regularity if and only if there are permutation matricesP andQ such thatT (X) = PXQ
for all X ∈Mm,n(Z+), or m = n and T (X) = PXtQ for all X ∈Mn(Z+).
Let C be any chain semiring.
Proposition 4.4. Let A =
[
p q
q 0
]
be a matrix inM2(C) with pq /= 0. Then A is regular if and
only if pq = p.
Proof. If pq = p, then
[
p q
q 0
] [
0 1
1 0
] [
p q
q 0
]
=
[
p q
q 0
]
and hence A is regular.
Conversely, assume that A is regular and pq /= p. Then p /= q, pq = q (i.e., q < p) and there
is a nonzero G =
[
x y
z w
]
∈M2(C) such that AGA = A and hence
AGA =
[
px + q(y + z + w) q(x + z)
q(x + y) qx
]
=
[
p q
q 0
]
= A.
From (2, 2)th entries of AGA and A, x = 0 since q /= 0. Again from (1, 1)th entries of AGA
and A, q(y + z + w) = p. But this is impossible because q < p. Therefore A is not regular for
pq /= p. 
Note that if A is a monomial matrix in Mn(C), then A is invertible if and only if A is a
permutation matrix because 1 is the only unit element in C.
Theorem 4.5. Let min{m, n}  3 and T be a linear operator on Mm,n(C). Then T strongly
preserves regularity if and only if there are permutation matricesP andQ such thatT (X) = PXQ
for all X ∈Mm,n(C), or m = n and T (X) = PXtQ for all X ∈Mn(C).
Proof. The sufficiency follows Proposition 2.1. For the necessary, assume that T strongly pre-
serves regularity. By Theorem 3.13, there are permutation matrices P,Q and a matrix B with
B∗ = J such thatT (X) = P(X ◦ B)Q for allX ∈Mm,n(C), orm = n andT (X) = P(Xt ◦ B)Q
for all X ∈Mn(C).
Let T be of the form T (X) = P(X ◦ B)Q. Without loss of generality, we assume that P = Im
and Q = In so that T (X) = X ◦ B and T (J ) = B. Now we will show that B = J , equivalently
bi,j = 1 for all i and j . It is sufficient to consider b1,1; for bi,j is any entry of T (J ), let P ′ be
the transposition matrix that exchanges 1st and ith rows from identity matrix Im, and Q′ the
transposition matrix that exchanges 1st and j th rows from identity matrix In. Define a linear
operator L onMm,n(C) by L(X) = P ′T (X)Q′ for all X. Since T strongly preserves regularity,
so does L. Furthermore the (1, 1)th entry of L(J ) is bi,j .
Ifb1,1 /=1, letα=min{b1,1, b1,2, b2,1}. Thenα /= 0, 1. Consider a matrixA = E1,1 + α(E1,2+
E2,1). By Proposition 4.4, A is not regular and hence T (A) = b1,1E1,1 + α(E1,2 + E2,1) is not
regular so that b1,1α = α and b1,1 /= α. Thus α = b1,2 or b2,1. If α = b1,2, consider a matrix
A1 = b1,1(E1,1 + E1,2) + αE2,1. Then A1 is regular because A1[b1,1(G1,2 + G2,1)]A1 = A1,
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where Gi,j are cells in Mn,m(C). But T (A1) = b1,1E1,1 + α(E1,2 + E2,1) is not regular by
Proposition 4.4, a contradiction. For the case α = b2,1, if we consider a matrix A2 = b1,1(E1,1 +
E2,1) + αE1,2, then A2 is regular while T (A2) is not regular, a contradiction. Therefore b1,1 = 1.
Hence B = J . Therefore T (X) = PXQ for all X ∈Mm,n(C).
For the case of m = n and T (X) = P(Xt ◦ B)Q, a parallel argument shows that B = J so
that T (X) = PXtQ for all X ∈Mn(C). 
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