Abstract This paper enquires into the key question that how does present trend of global warming can affect the dynamics of a host-pathogen-vector system. A delayed host pathogen system is considered with temperature sensitive host in stochastic environmental settings. Temperature is assumed to be a dynamic quantity. These assumptions provide a mathematical framework which connects the environmental temperature to vector borne diseases. The underlying systems are analyzed to examine deterministic and stochastic stability criteria by constructing suitable Lyapunov functions. The sensitivity and stability analysis explains how global warming may affect host pathogen interaction under temperature sensitive settings. Further, it determines the possible link between pathogen invasion and temperature adaptability in host species.
Introduction
Atmospheric concentration of green house gases, which includes Carbon dioxide, Methane, Nitrous Oxide, is increasing, mainly due to human activities, such as use of fossil fuel, changes in land use and agriculture etc. (Watson et al. 1998 ). An increase in green house gases leads to increase in warming of the atmosphere and the Earth's surface temperature. According to estimates, average global temperature will have risen by 1.0-3.5 C by 2100 (Watson et al. 1996) . This rise in temperature is sensitive to human health for various reasons especially in terms of geographic and inter-seasonal occurrence of diseases. Any infectious disease which responds to environmental conditions may be affected by climate change. These include a wide range of zoonotic mammalian viruses, e.g. Hantaviruses, Nipah, Ebola, and many more, cholera and other water borne agents (Randolph 2009 ). In particular, vector borne diseases (VBDs) and water borne diseases (WBDs) are good examples of diseases which are directly linked to climatic conditions. The vector borne diseases are best studied diseases in association with climate change due to their widespread occurrence and sensitivity to climatic factors (Bangs et al. 2006; Bi et al. 2007; Halide and Ridd 2008; Pei-Chih et al. 2009; Lafferty 2009; Pascual and Bouma 2009; Githeko et al. 2000; Harvell et al. 2001; Altizer et al. 2013) . The temporal and spatial changes in temperature, precipitation and humidity that are expected to occur under different climate change events are directly linked to the biology and ecology of vectors and intermediate hosts and thereby the risk of disease transmission (Lindsay and Birley 1996; Githeko et al. 2000; Parham and Michael 2010) . Transmission patterns of arthropod-borne diseases are strongly influenced by changes in ambient temperature. According to observations in past, certain vector borne diseases including malaria, yellow fever, and dengue will expand their range to higher elevations and latitude in response to global warming (Harrus and Baneth 2005; Lemon et al. 2008) . The dynamic understanding of such human diseases in variable environmental setting has always been an important issue. In previous years, this issue is widely addressed and a vast amount of statistical, semi-emperical or emperical study is available (Lindsay and Birley 1996; Tian et al. 2008; Pascual et al. 2000; Jutla et al. 2013; Campbell-Lendrum et al. 2015 ). There are a few studies which also explore the above issue using dynamical system approach (Mordecai et al. 2013; Parham and Michael 2010; Molnár et al. 2013; Parham and Michael 2010) . In most of the above studies, temperature is either a static quantity or included as a general stochastic process. In realistic conditions, temperature is a dynamic quantity which constantly interact with organisms and influence their lives at various stages.
Significant gaps in the above studies and the necessity of further understanding of the effects of environmental variability on the dynamics of host-pathogen interactions inspire the present study. Here, we have presented a dynamical system approach to understand the dynamics of host-pathogen interaction in varying temperature regime with the role of intermediate vector host which is included in the proposed host pathogen system using time delay mechanism in disease transmission event. Host growth rate is considered as a nonlinear function of temperature (Brown et al. 2004; van der Meer 2006; Angilletta 2009 ) and temperature itself is considered as a dynamic variable. In order to understand the role of temperature related key parameters in the dynamic stable behaviour of hostpathogen interaction, we have kept modelling and analysis at a simple level. The aim of this study is to understand how adaptation by parameters to temperature can enable and resist the occurrence of diseases and how do the temperature related parameters constrain the basic reproductive number (R 0 )? Thermal adaptation by system parameters we mean how the thermally generalist and specialist species are affected in host-pathogen interaction. The next section proposes a mathematical model to study the impact of temperature variability on the host-pathogen dynamics. Third and the fourth section carry out the quantitative, qualitative and illustrative numerical analysis of the proposed mathematical model, respectively. Finally, we conclude this article with a discussion which elaborates the main findings of the analytical workout.
Mathematical model
In this section, following the standard modelling framework (Anderson and May 1991; Cooke 1979; Takeuchi and Ma 2007) , we have considered a temperature sensitive susceptible-infected (S-I) system for an epidemic which spreads in a host population due to vectors (such as mosquito). The model proposed in this section is based on standard assumptions (Cooke 1979; Takeuchi and Ma 2007; Rahman and Zou 2012) . Host and vector populations are considered to be composed of two compartments, viz. susceptible hosts (S(t)), infected hosts (I(t)), susceptible vectors ðS v ðtÞÞ and infected vectors ðI v ðtÞÞ, respectively. The susceptible vectors are getting infection from biting infected hosts and infected vectors then take s time units to become infectious (Cooke 1979) . These infectious vectors can spread infection to host population by transmitting infectious agents to susceptible hosts. A vector population is assumed to be large enough so that at any time t, I v ðtÞ is proportional to Iðt À sÞ (Cooke 1979 ), hence we can write I v ðtÞ ¼ fIðt À sÞ, where f is the constant of proportionality. Following the mass action law of disease incidence, the force of infection in host population at time t is governed by the following expression bI v ðtÞSðtÞ ¼ fbIðt À sÞSðtÞ ¼ bIðt À sÞSðtÞ where, b ¼ fb, is the disease transmission rate which depends on the length of latency period s via constant f (Rahman and Zou 2012). The above expression can be extended by including distributed delay Takeuchi 1995, 1997; Takeuchi and Ma 2007) to get the following modified form of the force of infection bSðtÞ R 1 0 f ðsÞIðt À sÞds. These assumptions lead to the following well studied susceptible-infected-recovered (SIR)type epidemic model Takeuchi 1995, 1997; McCluskey 2010; Enatsu et al. 2012; Takeuchi and Ma 2007) :
where positive constant l is birth and death rate and positive constants b and c are defined as daily contact rate and daily recovery rate, respectively (Takeuchi and Ma 2007) . In the above system, susceptible vector class is not considered separately. The kernel function f ðsÞ is continuous, non-negative and satisfies the following conditions:
In the above system, we propose some modifications to study the impact of temperature variability on the dynamics of host-pathogen system. We assume that disease is lifelong and the birth and death rates are not necessarily equal.
The proposed model connects a vector mediated susceptible-infected (SI) model to environmental temperature through host body temperature. Following the metabolic theory of ecology (Brown et al. 2004) , we have considered that host development is temperature dependent. This follows from the fact that reproduction is fueled by metabolism. The model is given by the following coupled integro-differential equations:
where, host growth rate b(T) is considered to be a function of temperature T, l is natural mortality rate, and k represents the rate at which disease related deaths occur. The host growth rate b(T) is modelled according to gaussian
, where T 0 is ambient temperature, q defines the shape of function b(T), and b 0 is the maximum growth rate of susceptible host (Fig. 1) . In general, environmental components, such as temperature influences the system parameters. Therefore, these parameters can be considered as smooth nonlinear functions of environmental variable, such as temperature in the present case (Jørgensen and Bendoricchio 2001) . Now, we consider that the host's temperature (T) is a dynamic quantity and it changes in response to the temperature of host's environment. We are interested in developing a dynamical equation for host's temperature which relates host's equilibrium temperature to the environmental temperature. For this purpose, we have followed an already existing mathematical framework based on Newton's law of cooling with added source (Logan and Wolesensky 2009) . A host at temperature T, receives solar energy and exchange heat energy with it's environment at a rate proportional to ðT À T 0 Þ, where T 0 is ambient (or environmental) temperature. Therefore, the heat exchange is kðT À T 0 Þ, where k is the heat transfer coefficient and it's unit is calories/(time-deg). This constant is the characteristic of the host, and it measures how fast the host conducts and transfers the heat. Therefore, the net rate at which the animal receives heat, in calories/hour, is f ¼ s À kðT À T 0 Þ. The quantity f is called the heat flux. The parameter s stands for the incoming solar radiation as a source of heat. Notice that the total amount of heat energy E, in calories, in a host of mass m is E ¼ mcT, where c is the specific heat of the host and it's unit is calories/(g.deg). By energy balance law, rate of change of heat energy in calories/hour, must be equal to the net heat flux, i.e.,
or, we can write the above equation in the following compact form
where, Q ¼ s=mc and h ¼ k=mc. This dynamical equation, which is called the Newton's law of cooling, provides a relation between host's temperature T(t) and it's rate of change _ TðtÞ. We can see that coupling of Eq. (3) to the dynamical system (2) leads to the following system of coupled integro-differential equations representing the dynamics of vector mediated host-pathogen interaction with dynamic host temperature settings:
where
, with the kernel function f ðsÞ is continuous and non-negative which satisfies condition (1), and the parameters in the above system (4) are defined in similar sense as discussed in subsystems (2) and (3). Notice that the above system (4) is deterministic in nature. In practice, host temperature undergoes random changes due to environmental temperature over a period of time, hence it induces stochasticity in the dynamical system (4). Therefore, we assume that the system (4) is exposed to stochastic perturbations that are of white noise type and are directly proportional to the deviation of instantaneous state of the system SðtÞ; IðtÞ; TðtÞ ð Þfrom the equilibrium state of the system S eq ; I eq ; T eq À Á . Based on the above arguments and the framework provided in Beretta et al. (1998) , we propose the following stochastic version of the above dynamical system (4):
where, W i ðtÞ, i ¼ 1; 2; 3 are independent standard Wiener process and r i , i ¼ 1; 2; 3 are real constants, which scale the intensities of environmental noises. The objective of the above system (5) is to determine the conditions for the robustness of dynamical system (4) when it is exposed to environmental stochasticity. This is done by comparing the asymptotic behaviour of dynamical systems (4) and (5) without and with stochastic perturbations. This task is carried out in the next section.
Uncertainty and sensitivity analysis
This section deals with uncertainty and global sensitivity analysis of basic reproduction number (R 0 ). The basic reproduction number is an important epidemiological parameter. R 0 represents the average number of secondary infection cases acquired from a primary infection case introduced into a totally susceptible population and therefore the magnitude of R 0 indicates the severity of an epidemic (Anderson and May 1991) . The basic reproduction number (R 0 ) can be derived from the mathematical model of transmission dynamics of an infectious disease. For the mathematical model proposed in this paper (system 4), we have the following expression for the basic reproduction number (for details see next section)
Generally, R 0 is estimated by specific input parameter values and consequently a single output value is derived for R 0 . However, when parameter estimation is uncertain, we can treat each input parameter as a random variable with a corresponding probability density function (PDF). Finally, the sample from these PDFs is randomly taken to derive a frequency distribution for R 0 (Sanchez and Blower 1997; Gilbert et al. 2014) . The resulting frequency distribution for R 0 is sufficient to perform uncertainty analysis (UA). UA is performed to investigate the uncertainty in the model output that is generated from uncertainty in input parameters (or input factors). Sensitivity analysis (SA) follows UA as it assesses how variations in model outputs can be apportioned, qualitatively and quantitatively, to different input sources (Saltelli et al. 2008) . Here, we focus on global sensitivity analysis (GSA), which examine the response of model output variables to parameter variation within a selected parameter space. GSA can be performed using variance-based methods [e.g. the Sobol's method, Fourier amplitude sensitivity test (FAST), and extended FAST (eFAST)], global screening methods and sample based methods such as LHS-PRCC (Latin hypercube sampling with partial rank correlation coefficient index) (Saltelli et al. 2008; Helton and Davis 2003; Wu et al. 2013) . If there is a nonlinear and monotonic relationship between output and input parameters then we use rank transform based methods e.g. PRCC, whereas in case of nonlinear and non-monotonic relationship between output and input parameters, GSA is performed using methods which are based on decomposition of variance in the model output, e.g, eFAST method. Since the relationship between parameters and output is not known a priori, then in principle using both PRCC and eFAST is ideal (Marino et al. 2008) . We begin uncertainty analysis with selecting parameter values and ranges. A probability distribution function (PDF) is assigned to each parameter. Each specified PDF describes the range of possible values and probability of occurrence of any specific value. PDFs for input parameters are adopted according to previous work (Marino et al. 2008; McCallum 2008; Wu et al. 2013 ) (see Table 1 ). If a priori knowledge exists suggesting more frequent or expected value for a parameter, then a normal pdf would be the best choice, and in case there is no a priori knowledge, the uniform distribution would be a natural choice (Marino et al. 2008) . After the Latin hypercube sample (N ¼ 1000) is drawn, histograms of the input parameter values are made (Fig. 2) . We have imposed biologically relevant restriction on parameters that they are not negative and accordingly normal pdfs are truncated in favour of this restriction. Corresponding to the above mentioned distributions for input parameters, the resulting distribution for R 0 is obtained (Fig. 2 ). The Table 2 and illustrated using bar charts and pie diagrams respectively (Fig. 3a, b ). The sign of PRCC indicates the direction of association between input and output factor. As with the standard rank correlation coefficient, a value of þ1 indicates a perfect positive linear relationship, a value of À1 indicates a perfect negative linear relationship, and a value of 0 indicates no linear relationship. PRCC for all the parameters are significantly different from zero (for all parameters p \ 0:00001) at p \ 0:05. PRCC suggests that parameters h, q, k, b, b 0 , l and Q influence R 0 in decreasing order (Fig. 3a) . The parameters h and Q have highest and lowest influence on R 0 , respectively. eFAST, on the other hand, is a variance decomposition method. Partitioning of variance in eFAST works by varying different parameters at different frequencies, encoding the identity of parameters in the frequency of their variation. Fourier analysis then measures the strength of each parameter's frequency in the model output. Thus, how strongly a parameter's frequency propagates from input through the model to the output serves as a measure of the model's sensitivity to the parameter (Marino et al. 2008) . Clearly, in this case, eFAST results also support the PRCC outputs (see Table 2 ), where parameters h and q have strongest influence on R 0 (Fig. 3b ). Notice that parameter b 0 can be measured with very less uncertainty and the parameter h is almost constant. Hence, we can remove the uncertainty in parameters b 0 and h using factor prioritization (FP) scheme (Saltelli et al. 2008) . We fix the parameters b 0 ¼ 3 and h ¼ 0:8, and execute a Monte Carlo uncertainty analysis over 1000 LHS points over the space (b, k, l, Q, q).
We get R 0 [ 1 with about 89 percent probability and R 0 \1 is still favoured with about 11 percent probability (Fig. 4) This suggests that in parameter space (b, k, l, Q, q) (with distributions as considered in Table 1 ), about 89 % chances are in favour of positive endemic state, whereas only 11 % probability favours the disease free state in the host population. We can see that uncertainty distribution of R 0 is left skewed with about 89 % of its fraction lying in the region R 0 [ 1 (Fig. 4) . Sensitivity analysis results (see Table 3 ) based on LHS-PRCC and eFAST are obtained in parameter space (b, k, l, Q, q).
In PRCC, column values for all the parameters are significant with p \ 0:00001 at p \ 0:05. PRCC suggests that the parameters b, k, q, l and Q influence R 0 in decreasing order, i.e., b has strongest and Q has smallest influence on R 0 (Fig. 5a ). Same order of parameter influence is also suggested by eFAST results (Fig. 5b) .
The uncertainty and sensitivity analysis suggests that parameters b, k and q have strong influence over R 0 , where, (a) (b) Fig. 3 Graphical representation of LHS-PRCC and eFAST b and k are disease related parameters and the parameter q is related to thermal adaptation in host. As far as the impact of environmental temperature is concerned, uncertainty and sensitivity analysis suggests that thermal adaptability in host plays an important role in the occurrence of positive endemic state in a host population. Notice that q has negative influence on R 0 (Table 3) , which suggests that R 0 decreases with increasing q. This analysis favours a more often occurrence of infection in a thermally generalist host rather than a thermally specialist host. An increment in q, which favours thermally specialist host, leads to reduction in R 0 . The same important role of q is also confirmed dynamically by stability analysis of endemic equilibrium point of the proposed dynamical system (Eq. 5) in the next section.
Mathematical analysis
This section analyzes the proposed mathematical model (Eq. 5) analytically. The purpose of this section is to obtain sufficient conditions for the stability in probability of disease free and endemic equilibrium points of the proposed dynamical system (Eq. 5) with distributed delay and stochastic perturbations. To achieve this goal, we have applied the analytical method which explores the stability of stochastic functional differential equations by constructing suitable Lyapunov functionals (Shaikhet 2013; Beretta et al. 1998 ). For useful definitions and results on the stability of stochastic functional differential equations see appendix at the end of this article or for more details see Shaikhet (2013) . It is easy to obtain the equilibrium points of the proposed dynamical system (Eq. 5) by setting _ SðtÞ ¼ 0, _ IðtÞ ¼ 0 and _ TðtÞ ¼ 0. This leads to the following set of two biologically meaningful equilibrium points:
(a) Disease free equilibrium point E 0 ¼ ðS 0 ; I 0 ; T Ã Þ, where
Lemma 1 The endemic equilibrium state E Ã 2 R 3 þ of the dynamical system (3) is feasible if and only if R 0 [ 1, where
is the basic reproduction number and a ¼ bðT Ã Þ.
Notice that using a little algebraic manipulation, we can show that R 0 [ 1 is equivalent to the condition 0 \ S Ã \ S 0 . The condition 0 \ S Ã \ S 0 intuitively explains that the fraction reduced from S 0 joins the infected class and is proportional to the positive difference ðS 0 À S Ã Þ. Now, we discuss the stability of these two equilibrium points following the Lyapunov functional based standard procedure (Shaikhet 2013) .
Stability in probability of disease free equilibrium point
Following the standard process (Shaikhet 2013) , we first shift the centre of the system (Eq. 5) at the equilibrium point E 0 by introducing new state variables: x 1 ðtÞ ¼ SðtÞ À S 0 , x 2 ðtÞ ¼ IðtÞ À I 0 and x 3 ðtÞ ¼ TðtÞ À T Ã . This change of state variables leads to the following system centred at E 0 :
where, the functional Jðx 2t Þ is defined as
and the function /ðx 3 ðtÞÞ is defined by the following expression
The stability of the disease free equilibrium point E 0 of the proposed system (Eq. 5) is equivalent to the stability of the trivial equilibrium point of the centered system (Eq. 9). To get sufficient condition for the stability in probability of the trivial solution of the nonlinear system (Eq. 9) with the order of nonlinearity higher than one, it is enough to get sufficient conditions for the asymptotic mean square stability (AMSS) of the trivial solution of the linear part of the considered nonlinear system (Shaikhet 2013; Beretta et al. 1998) . The linearized version of the system (Eq. 9) is given by the following set of linear integro-differential equations in new state variables y 1 ðtÞ, y 2 ðtÞ and y 3 ðtÞ:
(a) (b) also if we define S th ¼ h=qQ, and on using S 0 ¼ al À1 , the above condition can be written alternatively as
Above condition (Eq. 16) imposes an upper threshold S th on the disease free equilibrium population size S 0 . Threshold S th can be completely determined in terms of temperature related parameters. Parameter q determines thermal adaptability of host population and the parameter Q is related to input temperature in the system. Notice that S th is inversely proportional to the product of parameters q and Q. We may have four different possibilities according to simultaneous variations in the parameters q and Q. They are: (i) if both q and Q increase then it does not allow the large equilibrium population size S 0 ; (ii) if both q and Q decrease then it permits to have a large equilibrium population size S 0 ; (iii) for increasing Q, large population size S 0 is possible only when q decreases correspondingly and on the other hand if q also increases then the outcome is as according to possibility (i); and finally (iv) for decreasing Q, large population size S 0 is not possible if q increases accordingly and on the other hand if q also decreases, the outcome is as according to possibility (ii). This discussion on evolutionary front suggests that generalist host can cope well with rising temperature, whereas rise in temperature may impose adverse effects on specialist host species. Now, we access the impact of noise on the underlying subsystem (Eq. 14) by assuming r 1 6 ¼ 0 and r 3 6 ¼ 0. Let L be the generator of the system (Eq. 14) then for the proposed Lyapunov function (Eq. 15) (see ''Appendix'' for the calculation formula of LV)
where we have defined d i ¼ r 2 i =2, for i ¼ 1; 2; 3. Further, if d 1 \ l and d 3 \ h, then on using the Sylvester's criteria in the above quadratic form, we deduce the following sufficient condition for the asymptotic mean square stability of the trivial solution of the underlying subsystem (Eq. 14)
where,
The term on left hand side in the above inequality (in Eq. 18) can be defined biologically as the capacity of host population to replace the old generation by the new generation as it is a product of host growth rate at equilibrium temperature state ðaÞ and equilibrium host population size ðS 0 Þ. In this case, a new threshold quantityŜ th is achieved which caps the replacement capacity of host population. ThresholdŜ th is inversely proportional to the product of square of the parameters q and Q, which again confirms the same argument with four possibilities as discussed above in case of the threshold quantity S th . Further,Ŝ th is negatively proportional to the noise intensities d 1 and d 3 , which suggests that lower level of noise supports high replacement capacity of host population. The above analysis can be summarized in the form of the following theorem.
the trivial solution of the auxiliary system (Eq. 13) is asymptotically mean square stable if and only if the condition aS 0 \Ŝ th is satisfied. Now, we discuss the stability of the trivial solution of the linearized system (Eq. 12). For this purpose, we propose the following Lyapunov functional:
and if L is the generator of the process y 1 ðtÞ; y 2 ðtÞ; y 3 ðtÞ ð Þ , then on operating L on the functional V 1 , we obtain
Notice that from (Eq. 10) and the fact R 1 0 dFðsÞ ¼ 1, we can have 2y 2 ðtÞJðy 2t Þ y 2 ðtÞ 2 þ Jðy 2 2t Þ, and 2y 1 ðtÞJðy 2t Þ g À1 y 1 ðtÞ 2 þ gJðy 2 2t Þ, for some real constant g [ 0. Using these inequalities in the above expression, we get
where ¼ 2qaQ=h and
Now, following the standard procedure of constructing Lyapunov functionals (Shaikhet 2013), we consider
then from (Eq. 10) and the fact R 1 0 dFðsÞ ¼ 1, we can easily compute that LV 2 ¼ A ðy 2 ðtÞ 2 À Jðy 2 2t ÞÞ. Hence, for the functional V ¼ V 1 þ V 2 , we obtain
If we assume that 
simple algebraic manipulations lead to the following precise form for the above inequality
This condition (Eq. 21) is easily comparable with the previous condition (Eq. 18). The above inequality suggests the modification in thresholdŜ th , which is expressed aŝ
This modification elaborates the role of noise intensities and delay on host replacement capacity aS 0 apart from temperature and adaptation related parameters Q and q.
Notice that the impact of Q and q on aS 0 can be explained in the similar manner as we have done above in case of previous inequality (Eq. 18). The impact of delay can be assessed in terms of the positive real constant g. We can impose restrictions on g such that the inequalities (i)
to the following inequality g [ lðd 2 À ðl þ kÞÞ ðbS 0 ðl þ kÞÞ À1 . Hence, we can impose the following restriction on the possible choice of positive real constant g:
The above analysis can be summarized in the form of the following theorem. This theorem gives the sufficient condition for the stability in probability of the disease free equilibrium point E 0 (Fig. 6) .
Stability in probability of endemic equilibrium point
We will follow the same procedure as we have followed in the above section to find sufficient conditions for the stability in probability of the endemic equilibrium point E Ã . We begin with centering the system (Eq. 5), then reduce the centered system to linear system and finally obtain the auxiliary system from linear system by dropping the delay terms. By introducing new state variables x 1 ðtÞ ¼ SðtÞ À S Ã , x 2 ðtÞ ¼ IðtÞ À I Ã , and x 3 ðtÞ ¼ TðtÞ À T Ã , we can obtain the following system centred at the equilibrium point E Ã : where functions / and Jðx 2t Þ are defined in similar manner as in the above section (Eqs. 10-11). The stability of the endemic equilibrium point E Ã of the proposed system (Eq. 5) is equivalent to the stability of the trivial equilibrium point of the centered system (Eq. 23). The linearized version of the system (Eq. 23) is given by the following set of linear integro-differential equations in new state variables y 1 ðtÞ, y 2 ðtÞ and y 3 ðtÞ : 
All three equations in the above system (Eq. 25) are coupled, so its not possible to study specific subsystems in order to obtain the stability of the trivial solution of the system (Eq. 25). Let we consider bI Ã ¼ lðR 0 À 1Þ, where R 0 [ 1 in the above system (Eq. 25) and propose the following Lyapunov functional
and if L is the generator of the process z 1 ðtÞ; z 2 ðtÞ; z 3 ðtÞ ð Þ , then on operating L on the functional V, we obtain
where, and h [ 2d 3 , then by Sylvester's criteria LV is negative definite if and only if
Notice that 0\ K 1 \1, hence if conditions (i) and (ii) are satisfied, then by combining conditions (i) and (ii), we can write, (a) (b) Fig. 6 Fifty stochastic trajectories plotted which are converging to the disease free equilibrium point E 0 . a Susceptible (S) and infected (I) are represented by black and gray colour trajectories, respectively, b stochastic trajectories of temperature (T)
on further simplifying the above inequality and using the fact R 0 [ 1, we obtain 1\R 0 \R th ð27Þ
where, threshold R th is an upper bound of R 0 , which is defined as
and D is a positive constant given by following expression
On putting the value of e in the above expression for D, we obtain
Notice that the inequality (Eq. 27) is meaningful only if we have 0 \ D \ 1. Hence in this case, we can approximate
Further, notice that at D ¼ 0 inequality (Eq. 27) is not feasible and as D ! 1 then R th ! 1. Therefore, as D increases R 0 is also permitted to increase much above unity and thereby endemic may be highly contagious. The value of D can be rewritten, after putting the values of K 2 and K 3 , in the following form
where, we can observe that D is the product of three separate quantities assessing the impact of virulence at constant l (i.e. V l ), noise at constants l, k and h (i.e. N l;k;h ), and temperature at constants h and b 0 (i.e. E h;b 0 ). The explicit expressions for these quantities are
We can observe that quantity V l increases as virulence (i.e k) increases, quantity N l;k;h decreases with increasing the level of noise (i.e r 2 and r 3 ) and finally the quantity E h;b 0 on varying parameters q and Q follows the same four point behaviour as we have discussed earlier in case of thresholdsŜ th andŜ th . Any value of D and thereby the value of R th is a simultaneous effect of virulence, environmental noise, temperature of surrounding and the thermal adaptability. The above discussion can be concluded in terms of the following theorem.
, then the trivial equilibrium point of the auxiliary system (Eq. 25) is asymptotically mean square stable (AMSS) if and only if 1 \ R 0 \ R th , where R th is defined by the following positive expression
The threshold quantity (Eqs. 28, 29, 30) identified in the above discussion provides an understanding of how temperature along with virulence and thermal adaptability of host can affect the prevalence of a disease in terms of basic reproduction number R 0 . Now, we finally discuss the stability in probability of the trivial equilibrium point of the linearized stochastic functional dynamical system (Eq. 24). For this purpose, we propose the following Lyapunov functional V 1 ðy 1 ðtÞ; y 2 ðtÞ; y 3 ðtÞÞ ¼ C 11 y 1 ðtÞ 2 þ 2C 12 y 1 ðtÞy 2 ðtÞ þ C 22 y 2 ðtÞ 2 þ C 33 y 3 ðtÞ 2 ;
where, C ij are positive real constants, which are to be chosen in such a way that they satisfy the inequality
In further course of analysis we use bI Ã ¼ lðR 0 À 1Þ and consider that L is a generater of the process y 1 ðtÞ; y 2 ðtÞ; y 3 ðtÞ ð Þ . Then on operating L on functional V 1 and for some positive real constant n using the inequalities (i) 2y 2 ðtÞJðy 2t Þ \ y 2 ðtÞ 2 þ Jðy 2 2t Þ, (ii) 2y 1 ðtÞJðy 2t Þ \ n À1 y 1 ðtÞ 2 þ nJðy 2 2t Þ, (iii) C 12 À C 11 j C 12 À C 11 j, and (iv) C 22 À C 12 j C 22 À C 12 j, we obtain the following expression 
where, e ¼ qaQh À1 . Again, following the standard procedure of constructing Lyapunov functionals, we consider the following functional
where, A ¼ bS Ã ðj C 12 À C 11 j n þ j C 22 À C 12 jÞ. Then from (Eq. 10) and the fact R 1 0 dFðsÞ ¼ 1, we can easily compute that LV 2 ¼ A ðy 2 ðtÞ 2 À Jðy 2 2t ÞÞ. Hence, for the functional 
Without loss of generality, we choose ð35Þ
We observe that a 11 [ 0 is equivalent to the following inequality
where, d 2 \ ðl þ kÞð1 À bS Ã j C 22 À C 12 jÞ. Hence, on combining above two inequalities for n, we see that a 11 [ 0 and a 22 [ 0, if and only if
The above analysis leads to the stability in probability of the endemic equilibrium point of the proposed stochastic functional dynamical system (Eq. 5) under the following theorem. In the above analysis, we have pointed out the necessary and sufficient conditions for the stability in probability of the endemic equilibria of the proposed system (Eq. 5). In this case, we could not identify any threshold conditions as we did in other cases above due to the complexity involved in the system but we have successfully identified the upper bounds of noise intensities d i , i ¼ 1; 2; 3. In the next section, we have given suitable numerical examples which illustrate the results that we have obtained in this section.
Numerical example
In this section, we have discussed some numerical examples to illustrate the theoretical results that are obtained in the previous mathematical analysis section. We have considered different sets of numerical values of system parameters to highlight different possible results of the proposed dynamical system (Eq. 5). The simulations of processes S(t), I(t) and T(t) are obtained by stochastic #-method (Higham 2000; Koto 2003) . According to stochastic #-method, the difference analog of proposed system (Eq. 5) is
where, t ¼ nh, Nh ¼ s and DW kn ¼ W kðnþ1Þ À W kn for k ¼ 1, 2, 3 is discretized wiener process, and we have used for the simulation purpose JðI t Þ ¼ Iðt À sÞ. Let we start with disease free equilibrium point E 0 . For the following numerical values of the system parameters:
C. In this case, we obtain R 0 ¼ 0.7201, which is less than unity. Further, we can check that this parameter set satisfies the necessary and sufficient conditions stated in Theorem 2 for r 1 ¼ 0.15, r 2 ¼ 0.15, r 3 ¼ 0.5 and g ¼ 2.5. Hence, in this case, the disease free equilibrium point E 0 ¼ (3.2738, 0, 31.5) is stable in probability, which is verified by plotting fifty stochastic trajectories (Fig. 6 ).
For another set of parameters :
C. In this case, we obtain R 0 ¼ 2.6783, which is greater than unity and all the necessary and sufficient conditions stated in Theorem 4 are satisfied for r 1 ¼ 0.15, r 2 ¼ 0.15, r 3 ¼ 0.5 and n ¼ 1. Hence, in this case, the endemic equilibrium point E Ã ¼ (3.333, 2.33, 31.5) is stable in probability, which is verified by plotting fifty stochastic trajectories (Fig. 7) .
Notice that if r i , i ¼ 1, 2, 3, are considered as variables then we can numerically determine the feasible region for n as a function of environmental noise r i , i ¼ 1, 2, 3, using condition n l \ n \ n u and Theorem 4 (Fig. 8a) . Further, if we consider r 1 ¼ 0.15, r 2 ¼ 0.15, r 3 ¼ 0.5 and keep n as variable, then on treating stability conditions (Eq. 35 and Theorem 4) as functions of n, we can always locate the range of n for which these conditions are satisfied (Fig. 8b) .
Discussion
In this paper, a mathematical framework is provided to understand the impact of global warming on a vector mediated host pathogen system. The proposed system is kept simple in order to gain theoretical understanding of how does global warming can affect the dynamic stability conditions of a host-pathogen-vector system when the growth rate of host is considered as a function of host temperature. Dynamic host temperature provides an opportunity to connect the environmental or ambient thermal conditions to the underlying vector borne diseases (VBDs). Results of the uncertainty and sensitivity analysis provide strong evidences of connection between environmental thermal conditions and Basic reproduction number ðR 0 Þ which are also analytically examined. Sensitivity analysis identifies q as a parameter which along with parameters b and k strongly influence R 0 . Parameter q represents the thermal adaptability of a host species. This parameter q has a negative influence on R 0 , which suggests that an appreciation in q will depreciate R 0 . Appreciation in q can be linked to the thermal specialization in host species. This connection directly favours the argument that generalist hosts are highly vulnerable to pathogen invasion if temperature rises, i.e. as Q rises. On the other hand, analytical conditions in terms of threshold quantitiesŜ th , S th , R th and D, suggest that the impact of rising Q is countered by rising q, e.g. specialist thermal adaptation in host leads to a lower risk of epidemic success. In case of specialist host, rising temperature may eventually lead to a disease free state, and further rise in temperature may also badly affect the specialist host by eliminating it from the ecosystem. Whereas, in case of generalist host, pathogen invasion follows the thermal adaptability in host. Therefore, pathogen may survive with a temperature generalist host with almost no significant dynamic change as a result (a) (b) (c) (d) Fig. 7 Behaviour of stochastic and deterministic trajectories in the vicinity of endemic equilibrium state E Ã . a a few deterministic trajectories for susceptible (black) and infected (gray) are plotted without noise which eventually merges into endemic equilibrium point, b corresponding phase plane plot, c fifty stochastic trajectories for susceptible (black) and infected (gray) are plotted which eventually merge into endemic equilibrium point, d corresponding phase plane plot for few stochastic trajectories of global warming. The mathematical analysis also suggests that global warming may affect the host's generation replacement capacity at equilibrium. A rise in temperature can reduce the host's replacement capacity and thereby it may lead to the lower level of future host generations. Therefore, rising temperature may eliminate pathogen and provide disease free condition to a host but further rising may also eliminate host. Even if host is not eliminated, it will pay a high cost by reducing its generation replacement capacity which will lead to a reduced host population in successive generations. The threshold quantitiesŜ th ,Ŝ th , R th and D, which are achieved in disease free and endemic delay free cases are important analytical quantities which access the role of noise, virulence, global warming and thermal adaptation in host-pathogen-vector system. In particular, the threshold quantity D, analytically establishes that how virulence, environmental noise, thermal adaptation and rising temperature can affect the establishment of pathogen in a host when delay is not considered. Unfortunately due the complexity involved in the proposed system, mathematical analysis of endemic equilibrium state for non-zero delay does not provide any such clear relationship between thermal adaptability and temperature rise. Nonetheless, feasible conditions for delay and environmental noises are clearly identified which support the positive endemic equilibrium state in presence of delay. Although the proposed mathematical model provides a little insight into how temperature can affect the hostpathogen-vector dynamics, it can further be extended to accommodate more realistic situations in order to gain more insight into the dynamic role of temperature in the dynamics of host-pathogen-vector system in order to understand the future of many environmentally influenced diseases in the present scenario of rising temperature realities.
differential equation and the function u : ½0; 1Þ Â R n ! R has continuous partial derivatives The operator L is called the generator of (37) 
-Asymptotically p-stable if it is p-stable and for each initial function /, the solution x(t) of (37) is asymptotically p-trivial, i.e., lim t!1 E j xðt; /Þ j p ¼ 0. -Stable in probability if for any 1 [ 0 and 2 [ 0, there exists d [ 0 such that the solution xðt; /Þ of (37) satisfies the condition Pfsup t ! 0 j xðt; /Þ j [ 1 =F 0 g \ 2 for any initial function / such that Pfk / k 0 \dg ¼ 1.
In particular, if p ¼ 2, then the solution of (37) is called respectively mean square stable, asymptotically mean square stable (AMSS), and so on.
Definition 2 A non-negative functional Vðt; /Þ, defined on ½0; 1Þ Â H p , such that V(t, 0) 0 and lim t!0 EVðt; x t Þ ¼ 0 if lim t!0 E j xðtÞ j p ¼ 0, p [ 0, is called an F pfunctional. Now, we can state some stability conditions for the stochastic functional differential equations in terms of Lyapunov functionals. In the following theorems the constants c i are considered to be positive real quantities. For the proof of the following theorems see Shaikhet (2013) .
Theorem 5 Let V : ½t 0 ; 1Þ Â H p ! R þ be a continuous functional such that for any solution x(t) of the problem (37) and p ! 2, the following inequalities hold:
EVðt; x t Þ ! c 1 E j xðtÞ j p ; t ! 0; EVð0; /Þ c 2 k / k Then, the solution of (37) is asymptotically p-stable.
Further, using the fact E Â Vðt; x t Þ À Vðs; x s Þ Ã ¼
Z t s
ELVðs; x s Þds; t ! s; the last condition of the above theorem can be written equivalently as
ELVðt; x t Þ À c 3 E j xðtÞ j p ; t ! 0:
Theorem 6 Let there exists a function Vðt; /Þ in D such that for any solution x(t) of problem (37) and p ! 2, the following inequalities hold:
Vðt; x t Þ ! c 1 j xðtÞ j p ;
Vð0; /Þ c 2 k / k p 0 ; LVðt; x t Þ 0; t ! 0;
for any initial function / such that Pfk / k 0 dg ¼ 1, where d [ 0 is a sufficiently small quantity. Then, the solution of (37) is stable in probability. Now, we consider the following stochastic differential equation of neutral type dðxðtÞ À Gðt; x t ÞÞ ¼ a 1 ðt; x t Þdt þ a 2 ðt; x t ÞdWðtÞ; t ! 0; where c i , i ¼ 1; 2; 3 are some positive constants. Then the zero solution of (38) is asymptotically mean square stable.
Finally, we discuss the stability of the following scalar linearized stochastic functional differential equation. Notice that if A ¼ Àa and B ¼ 0, then the necessary and sufficient stability condition in the above lemma takes the form a [ r 2 =2.
Procedure of constructing Lyapunov functionals
The suggested procedure (Shaikhet 2013) for constructing a suitable Lyapunov functional consists of the following four steps:
Step 1 where zðt; x t Þ is some functional of x t , z(t, 0) ¼ 0, the functionals b i ðt; xðtÞÞ, i ¼ 1, 2, depends on t and x(t) only and do not depend on the history xðt þ sÞ, s \ 0, of the solution, and b i ðt; 0Þ ¼ 0.
Step 2 Consider the auxiliary differential equation without memory dyðtÞ ¼ b 1 ðt; yðtÞÞdt þ b 2 ðt; yðtÞÞdWðtÞ:
Let us assume that the zero solution of above auxiliary system is asymptotically mean square stable and therefore there exists a Lyapunov function v(t, y) such that c 1 j y j 2 v(t, y) c 2 j y j 2 and L 0 vðt; yÞ Àc 3 j y j 2 . Here, L 0 is the generator of the above auxiliary system and c i [ 0, i ¼ 1, 2, 3.
Step 3 Replace the second argument y of the function v(t, y) by the functional zðt; x t Þ from left hand part of (40), we obtain the main component V 1 ðt; x t Þ ¼ vðt; zðt; x t ÞÞ of the desired functional Vðt; x t Þ. Then it is necessary to calculate LV 1 , where L is the generator of (40).
Step 4 Usually, the functional V 1 almost satisfies the requirements of stability theorems. In order to satisfy these conditions completely, an auxiliary component v 2 can be easily chosen by some standard way. As a result, the desired functional Vðt; x t Þ takes the form V ¼ V 1 þ V 2 .
