This work presents a novel motion planning framework, rooted in nonlinear programming theory, that treats uncertain fully and underactuated dynamical systems described by ordinary differential equations. Uncertainty in multibody dynamical systems comes from various sources, such as system parameters, initial conditions, sensor and actuator noise, and external forcing. Treatment of uncertainty in design is of paramount practical importance because all real-life systems are affected by it, and poor robustness and suboptimal performance result if it is not accounted for in a given design. In this work uncertainties are modeled using generalized polynomial chaos and are solved quantitatively using a least-square collocation method. The computational efficiency of this approach enables the inclusion of uncertainty statistics in the nonlinear programming optimization process. As such, the proposed framework allows the user to pose, and answer, new design questions related to uncertain dynamical systems. Specifically, the new framework is explained in the context of forward, inverse, and hybrid dynamics formulations. The forward dynamics formulation, applicable to both fully and underactuated systems, prescribes deterministic actuator inputs that yield uncertain state trajectories. The inverse dynamics formulation is the dual to that of forward dynamics, and is only applicable to fully actuated systems; deterministic state trajectories are prescribed and yield uncertain actuator inputs. The inverse dynamics formulation is more computationally efficient as it requires only algebraic evaluations and completely avoids numerical integration. Finally, the hybrid dynamics formulation is applicable to underactuated systems where it leverages the benefits of inverse dynamics for actuated joints and forward dynamics for unactuated joints; it prescribes actuated state and unactuated input trajectories that yield uncertain unactuated states and uncertain actuated inputs. The benefits of the ability to quantify uncertainty when planning the motion of multibody dynamic systems are illustrated through several case studies. The resulting designs determine optimal motion plans-subject to deterministic and statistical constraints-for all possible systems within the probability space.
Introduction
1.1 Motivation. Design engineers cannot quantify exactly every aspect of a given system. These uncertainties frequently create difficulties in accomplishing design goals and can lead to poor robustness and suboptimal performance. Tools that facilitate the analysis and characterization of the effects of uncertainties enable designers to develop more robustly performing systems. The need to analyze the effects of uncertainty is particularly acute when designing motion plans for dynamical systems. Frequently, engineers do not account for various uncertainties in their motion plan in order to save time and to reduce costs. However, this simply delays, or hides, the cost, which is inevitably incurred downstream in the design flow, or worse, after the system has been deployed and fails to meet the design goals. Ultimately, if a robust motion plan is to be achieved, uncertainties must be accounted for up-front during the design process.
Many industries employ dynamic systems with planned motions that operate with uncertainty. For example, the industrial manufacturing sector uses articulated robotic systems for repeated tasks such as welding, packaging, and assembly; medical robots have been designed to aid physicians in surgery; and autonomous vehicles are taking on more and more tasks in military, municipality, and even domestic operations.
In the area of unmanned ground vehicles (UGVs), organizations such as the Defense Advanced Research Projects Agency (DARPA), the National Science Foundation (NSF), Office of Naval Research (ONR), and other agencies continue to investigate the application of legged robotic systems. Additionally, many UGVs, unmanned surface vehicles (USVs), and unmanned underwater vehicles (UUVs) are outfitted with articulated accessories to perform various tasks. These systems are designed to aid in diverse operations including improvised incendiary device (IID) detection and disarmament, material and equipment handling, and convoy, search, and rescue. Some showcase examples include Boston dynamics' BigDog (and next generation LS3), which convoys soldier equipment and Vecna's BEAR that retrieves wounded soldiers. Both of these examples work with payloads of varying size and weight in rough unknown terrain. These examples clearly illustrate the need to design motion strategies with uncertainties in mind. Elaborating further on the equipment convoy task, optimal design of the locomotion strategy, or gait, of the systems carrying uncertain payloads could result in large fuel/energy savings as well as lengthen the achievable distances of a given operation.
State of the Art in Motion Planning and Uncertainty
Quantification. In the following, a review of the literature is presented where works related to motion planning and uncertainty quantification are specifically covered.
deterministic ODEs. The main contribution of Park's work is to define new cost terms that capture actuator force limiting characteristics, where actuator velocities and resulting feasible torques are defined. Park's formulation utilizes quintic B-splines to provide a tractable finite-dimensional search space along with quasiNewton-based solver methods (e.g., BFGS). Additionally, he approaches obstacle avoidance by defining distance constraints with the growth function technique from Ref. [2] .
Sohl et al. presented a series of papers that document their excellent work in the area of optimal manipulator motion planning [3] [4] [5] . Their approach provides a few critical properties that streamline the problem. First, their geometric dynamics formulation has an equivalent recursive formulation that provides O(n) computational complexity. Second, the use of the product-ofexponentials (POE) in their formulation provides a straightforward and new approach to calculating the analytic gradient of the optimal motion planning objective function (which subsequently improves performance in the optimization search). In Ref. [6] Martin and Bobrow present a minimum effort formulation for open chain manipulators. In Ref. [7] Sohl and Bobrow extend the work to address branched kinematic chains; in Refs. [8] [9] [10] they again extend the work to address underactuated manipulators; and in Refs. [11, 12] the methods are applied to the specific design problem of maximizing the weightlifting capabilities of a Puma 762 Robot. Throughout this series of work the sequential quadratic programming (SQP) technique is used to solve the constrained optimization problem, however, in Ref. [13] a Newton type optimization algorithm is developed that reuses the analytic gradient and Hessian information from the geometric dynamics. In Ref. [14] Bobrow et al., further extend the work to solve infinite-dimensional problems using a sequence of linear-quadratic optimal control subproblems. Finally, Ref. [15] extended the geometric-based optimization methods to more general dynamic systems including those with closed-kinematic loops and redundant actuators and sensors.
Another inspiring body of research comes from Xiang et al. [16] [17] [18] [19] [20] [21] [22] [23] where analytic derivatives for the optimization cost of general open, branched, and closed looped systems, described by recursive Lagrangian dynamics, is presented. Formulations are based on the Denavit-Hartenberg kinematic methods, cubic Bsplines, and SQP-based solvers. Application emphasis focuses on the motion planning of overactuated 3D human figures, where models with as many as 23 DOFs and 54 actuators are used to design natural cyclic walking gaits. A combination of inverse and forward dynamics formulations are used, however, their formulation avoids explicit numerical integration (required in a sequential nonlinear programming (SeqNLP) methodology). Instead, their formulation makes use of the simultaneous nonlinear programming (SimNLP) methodology, which discretizes the EOMs over the trajectory of the system and treats the complete set of equations as equality constraints for the NLP. Therefore, the SimNLP has a much larger set of constraints than the SeqNLP approach but enjoys a more structured NLP that typically experiences faster convergence. (Note the definitions of SimNLP and SeqNLP come from Refs. [24, 25] .)
Motion
Planning of Uncertain Systems. Very little research has been performed in the area motion planning of uncertain dynamical systems. LaValle treats sensor uncertainty with RRTs in Ref. [26] . Barraquand addresses both actuator and sensor uncertainty in a stochastic dynamic programming (DP) framework but this work only addresses the kinematics of the system [27] . Park also presents a kinematic-only motion planning solution for systems with sensor and actuator uncertainties based on the Fokker-Planck equation [28] . Erdmann's early work on the backprojection method also only addressed sensor and actuator noise and was limited to first-order dynamic models [29] .
In Ref. [30] Kewlani presents an RRT planner for mobility of robotic systems based on gPC but refers to it as a stochastic response surface method (SRSM). This technique is similar in spirit to the work presented in this paper; however, the main difference is that Kewlani's solution is developed only for determining a feasible motion plan (given the use of the RRT technique). In Refs. [31] [32] [33] Hays et al. presented initial investigations of the framework presented in this paper, where the goal of the new framework is to provide an optimal motion plan for uncertain dynamical systems versus a feasible one.
Generalized Polynomial Chaos (gPC) Uncertainty
Quantification. Generalized polynomial chaos (gPC) is a relatively new method that is rapidly being accepted in diverse applications. Its origins come from early work by Wiener in the 1930s where he introduced the idea of homogenous chaoses [34] . His work made use of Gaussian distributions and the Hermite orthogonal polynomials. Xiu and Karniadakis generalized the concept by expanding the list of supported probability distributions and associated orthogonal polynomials [35, 36] , where the Galerkin projection method (GPM) was initially used. In Refs. [36] [37] [38] Xiu showed an initial collocation method based on Lagrange interpolation. A number of methods for selecting the collocation point locations were presented including tensor products and Smolyak sparse grids.
In Ref.
[39] Sandu et al. introduced the least-squares collocation method (LSCM) and used the roots of the associated orthogonal polynomials in selecting the sampling points. Cheng and Sandu showed that the LSCM maintains the exponential convergence of GPM yet was superior in computational speed in Ref. [40] . The Hammersley low-discrepancy sequences (LDS) data set was their preferred method in selecting collocation points and they presented a modified time stepping mechanism for solving stiff systems where an approximate Jacobian was used. The main benefit of quantifying uncertainties with gPC through LSCM over GPM is that the deterministic constitutive relations need not be modified to produce an uncertain set of constitutive equations. The deterministic equations are simply evaluated at appropriately selected sample points from the probability space. This drastically simplifies the burden of implementing uncertainty quantification on the practitioner.
Multielement gPC.
The accuracy of gPC deteriorates over time in long simulations and is dependent on the continuity of the system. In an effort to address these two concerns, Wan and Karniadakis developed multielement gPC (MEgPC) [41, 42] . This method discretizes the probability space into nonoverlapping partitions. Within each partition the traditional single element gPC is performed. Summing element integrations provides a complete integration of the full probability space. The algorithm presented adaptively partitioned the space based on estimates of error convergence. When an error estimate deteriorated to a specified point the element was split. The initial work was developed for the GPM methodology using uniform distributions. MEgPC was subsequently extended to arbitrary distributions in Refs. [43, 44] . Foo developed a collocation-based MEgPC in Ref. [45] and further extended the method to support higher dimensions using ANOVA methods in Ref. [46] .
As an alternative to MEgPC, Witteveen and Iaccarino developed a similar multielement method based on gPC called the simplex elements stochastic collocation (SESC) method. This method adaptively partitions the probability space using simplex elements coupled with Newton-Cotes quadrature. Their method has shown an O(n) convergence as long as the approximating polynomial order is increased with the number of uncertainties.
1.2.5 Recent Applications of gPC/MEgPC. The origins of gPC come from thermal/fluid applications; however, its adoption in other areas continues to expand. Sandu et al. introduced its application to multibody dynamical systems in [39, 40, [47] [48] [49] [50] [51] . Significant work has been done applying it as a foundational element in parameter [35] [36] [37] [38] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] and state estimation [71, 72] , as well as system identification [73] . Relatively recent work has applied gPC to both classical and optimal control system design [52, 74, 75] , power systems [76] , and mobile robots [77] .
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Work. This work presents a novel nonlinear programming (NLP) based motion planning framework that treats smooth, lumped-parameter, uncertain, and fully and underactuated dynamical systems described by ordinary differential equations (ODEs). Uncertainty in multibody dynamical systems comes from various sources, such as system parameters, initial conditions, sensor and actuator noise, and external forcing. Treatment of uncertainty in design is of paramount practical importance because all real-life systems are affected by it, and poor robustness and suboptimal performance results if it is not accounted for in a given design. System uncertainties are modeled using generalized polynomial chaos (gPC) and are solved quantitatively using a least-square collocation method (LSCM). The computational efficiencies of this approach enable the inclusion of uncertainty statistics in the NLP optimization process. As such, new design questions related to uncertain dynamical systems can now be answered through the new framework.
Specifically, this work presents the new framework for forward, inverse, and hybrid dynamics formulations. The forward dynamics formulation-applicable to both fully and underactuated systems-has prescribed deterministic actuator inputs and yields uncertain state trajectories. The inverse dynamics formulation is the dual to the forward dynamics formulation and is only applicable to fully actuated systems. It has prescribed deterministic state trajectories and yields uncertain actuator inputs. The inverse dynamics formulation is more computationally efficient as it is only an algebraic evaluation and completely avoids any numerical integration. Finally, the hybrid dynamics formulation is applicable to underactuated systems. It leverages the benefits of inverse dynamics for the actuated joints and forward dynamics for the unactuated joints. It has prescribed actuated state and unactuated input trajectories, which are deterministic, and yields uncertain unactuated states and uncertain actuated inputs. The benefits of the ability to quantify uncertainty when planning motion of multibody dynamic systems are illustrated in various optimal motion planning case studies. The resulting designs determine optimal motion plans-subject to deterministic and statistical constraints-for all possible systems within the probability space.
It is important to point out that the new framework is not dependent on the specific formulation of the dynamical equations of motion (EOMs); formulations such as Newtonian, Lagrangian, Hamiltonian, and geometric methodologies are all applicable. This work applies the analytical Lagrangian EOM formulation.
The structure of this paper is as follows. A brief review of Lagrangian dynamics is presented in Sec. 2. Section 3 discusses the well-studied motion planning problem for deterministic systems. Section 4 reviews the gPC methodology for uncertainty quantification. Section 5 introduces the new framework for motion planning of uncertain fully and underactuated dynamical systems based on the uncertain forward, inverse, and hybrid dynamics formulations with illustrating case studies. Concluding remarks are presented in Sec. 6.
Multibody Dynamics
The new framework presented in this work is not dependent on a specific EOM formulation. Formulations such as Newtonian, Lagrangian, Hamiltonian, and geometric methodologies are all applicable. This work applies the analytical Lagrangian EOM formulation. As a very brief overview, the Euler-Lagrange ODE formulation for a multibody dynamical system can be described by [78, 79] 
where qðtÞ 2 R nd are independent generalized coordinates equal in number to the number of degrees of freedom n d ; vðtÞ 2 R nd are the generalized velocities and-using Newton's The relationship between the time derivatives of the independent generalized coordinates and the generalized velocities is
where H q; h ð Þis a skew-symmetric matrix that is a function of the selected kinematic representation (e.g., Euler angles, Tait-Bryan angles, axis angle, Euler parameters, etc.) [33, 80, 81] . However, if Eq. (1) is formulated with independent generalized coordinates and the system has a fixed base, as in Refs. [31, 32] , then Eq. (2) becomes _ q ¼ v. The trajectory of the system is determined by solving Eqs. (1)- (2) as an initial value problem, where q 0 ð Þ ¼ q 0 and v 0 ð Þ ¼ v 0 . Also, the system measured outputs are defined by
where y 2 R no with n o equal to the number of outputs.
Motion Planning of Deterministic Fully and Underactuated Systems
The task of dynamic system motion planning is a well-studied topic. It aims to determine either a state or input trajectory-or an appropriate combination-to realize some prescribed motion objective. Treatment of fully and underactuated systems presents multiple methodologies for formulating the governing dynamics. The forward dynamics formulation, applicable to both fully and underactuated systems, prescribes actuator inputs that yield state trajectories through numerical integration. The inverse dynamics formulation is the dual to the forward dynamics formulation and is only applicable to fully actuated systems; it has prescribed state trajectories that yield actuator inputs. The inverse dynamics formulation is more computationally efficient as it is only an algebraic evaluation and completely avoids any numerical integration. Finally, the hybrid dynamics formulation is applicable to underactuated systems and leverages the benefits of inverse dynamics for actuated joints and relies on forward dynamics for unactuated joints. It prescribes actuated state and unactuated input trajectories to determine unactuated states through numerical integration and actuated inputs through algebraic evaluations. Partitioning the system states and inputs between actuated and unactuated joints in the following manner, q ¼ f a q; u qg and s ¼ f a s; u sg, facilitates the illustration of what quantities are known versus unknown when using these formulations of the system's dynamics (see Table 1 ).
Regardless of which dynamics formulation is selected, a common motion planning practice is to approximate infinite dimensional known trajectories by a finite-dimensional parameterization [10] . This paper parameterizes all known trajectories with Bsplines. For example, the parameterization of q takes the form and a similar expansion is given for s P; u ð Þ. There are
i;} ðuÞ of degree of }; and the relation m ¼ n sp þ } þ 1 must be maintained.
Basis functions b i;} ðuÞ can be created recursively by the Cox-de Boor recursion formula:
Also, a clamped B-spline has } þ 1 ð Þ repeated knots at the extremes of the knot list. The clamping allows one to force the curve to be tangent to the first and last control point legs (or segments) at the first and last control points. Meaning, s P; u Derivatives of B-spline functions are also B-splines. Let q 0 P; u ð Þ ¼ ð@qðuÞ=@uÞ represent the first derivative of qðP; uÞ. With a slight abuse of Lagrange's derivative notation, let the control points for q 0 P; u ð Þ be defined as
Unlike P, the values of P 0 are predetermined through the following recursive relation:
which gives the n sp À 1 inherited control points, or P 0 2 R nspÀ1 ÂR ndim . The corresponding n sp À 1 basis functions b i;}À1 ðuÞ are of degree } À 1 and are also calculated using Eq. (5).
Additionally, all derivative B-splines inherit their knot vector from their parent B-spline. However, only a subset of the original knot vector is used. Meaning, the knot vector for a derivative u 0 is updated by removing the first and last knot from the original knot vector u,
These recursive relations for control points, basis, and knot vectors also apply for higher-order derivatives. Therefore, by defining P for qðP; uÞ, all of its derivatives supported by the original degree }, control points, and knots, are automatically defined [82] .
To illustrate, given qðP; uÞ defined in Eq. (4), the first and second derivative curves are defined by
Therefore, in order to specify the initial and/or terminal conditions of a derivative clamped B-spline, the slope of the first/last leg of its parent's control points must match the value for the initial/final condition for the derivative. These are determined from Eq. (6). In a motion planning setting, the knot span ½u 0 ; u m Þ can be defined to correspond to the time of a motion plan's trajectory, where u 0 ¼ t 0 and u m ¼ t f , or b i;} ðuÞ ¼ b i;} ðtÞ. Therefore, the curves q P; u ð Þ ¼ q P; t ð Þ and s P; u ð Þ ¼ s P; t ð Þ are defined from ½t 0 ; t f Þ.
The generalized velocities and accelerations
The parameterizations (4), and (10)- (12) are equally applicable to appropriate actuated and unactuated subsets. Once all known trajectories are parameterized the EOMs take on the form
Hybrid :
where the time dependence has been dropped again for notational convenience.
In the hybrid dynamics case, it is worth mentioning that the unactuated input wrenches u s represent joint constraint forces. Depending on the formulation used to determine the EOMs (e.g., analytic versus recursive methods), then u s may be implicitly known once a q P ð Þ;
In such a formulation Eq. (15) reduces to
Once Eqs. (13)- (16) are determined then the NLP-based deterministic motion planning problems may be formulated as Forward dynamics NLP formulation :
Constraints
Cðy; s; hÞ 0
Hard ICs and TCs conditions
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Inverse dynamics
Hybrid dynamics NLP formulation :
Hard actuated ICs and TCs conditions
Hard unactuated ICs and TCs conditions
Equations (17)- (19) seek to find the control points P that minimize some prescribed objective function J, while being subject to the dynamic constraints defined in one of Eqs. (13)- (16) . Additional constraints may also be defined; for example, maximum/ minimum actuator and system parameter limits or physical system geometric limits can be represented as inequality relations C y; s; h ð Þ 0. In the hybrid dynamics NLP formulation, Eq. (19) explicitly differentiates between the initial conditions (ICs) and terminal conditions (TCs) for the actuated and unactuated states. All actuated ICs and TCs are determined by corresponding control points in P and all unactuated ICs and TCs are freely defined. When ICs and/or TCs are explicitly defined as shown in Eq. (19) they are referred to as hard constraints; conversely, if the constraints are added to the definition of the objective function J, then they are referred to as soft constraints.
The literature contains a variety of objective function definitions for J when used in a motion planning setting. Some commonly defined objective functions are
where Eq. (20) represents a time optimal design, Eq. (21) minimizes the effort, Eq. (22) the power, and Eq. (23) the jerk. The solutions to Eqs. (17)- (19) produce optimal motion plans under the assumption that all system properties are known (i.e., Eqs. (13)- (16) are completely deterministic). The primary contribution of this work is the presentation of variants of Eqs. (17)- (19) that allow Eqs. (13)- (16) to contain uncertainties of diverse types (e.g., parameters, initial conditions, sensor/actuator noise, or forcing functions). The following section will briefly introduce generalized polynomial chaos (gPC) that is used to model the uncertainties and to quantify the resulting uncertain system states and inputs.
Generalized Polynomial Chaos
Generalized polynomial chaos (gPC), first introduced by Wiener [34] , is an efficient method for analyzing the effects of uncertainties in second order random processes [35] . This is accomplished by approximating a source of uncertainty h with an infinite series of weighted orthogonal polynomial bases called polynomial chaoses. Clearly an infinite series is impractical, therefore, a truncated set of p o þ 1 terms is used with p o 2 N representing the order of the approximation. Or,
where h j 2 R represent known stochastic coefficients; w j 2 R represent individual single-dimensional orthogonal basis terms (or modes); nðxÞ 2 R is the associated random variable for h that maps the random event x 2 X, from the sample space X to the domain of the orthogonal polynomial basis (e.g., n : X ! ½À1; 1).
Polynomial chaos basis functions are orthogonal with respect to the ensemble average inner product,
where w n ð Þ is the weighting function that is equal to the joint probability density function of the random variable n. Also,
Generalized polynomial chaos can be applied to multibody dynamical systems described by differential equations [39, 47] . The presence of uncertainty in the system results in uncertain states and/or inputs. Therefore, the uncertain states/inputs can be approximated in a similar fashion as Eq. (24): Table 1 has a corresponding approximation as found in Eqs. (26) and (27) .
The stochastic basis may be multidimensional in the event there are multiple sources of uncertainty. The multidimensional basis functions are represented by W j 2 R nb . Additionally, n becomes a vector of random variables n ¼ fn 1 ; …; n np g 2 R np , and maps the sample space X to an n p dimensional cuboid n : X ! ½À1; 1 np (as in the example of Jacobi chaoses).
The multidimensional basis is constructed from a product of the single-dimensional basis in the following manner:
where subscripts represent the uncertainty source and superscripts represent the associated basis term (or mode). A complete set of basis may be determined from a full tensor product of the singledimensional bases. This results in an excessive set of p o þ 1 ð Þ np basis terms. Fortunately, the multidimensional sample space can be spanned with a minimal set of
The minimal basis set can be determined by the products resulting from these index ranges:
The number of multidimensional terms n b grows quickly with the number of uncertain parameters n p and polynomial order p o . Sandu et al. showed that gPC is most appropriate for modeling systems with a relatively low number of uncertainties [39, 47] but can handle large nonlinear uncertainty magnitudes.
Substituting Eqs. (24), (26) , and (27) into Eqs. (13)- (15) produces the following uncertain dynamics:
Uncertain forward dynamics UFD ð Þ:
Uncertain inverse dynamics UID ð Þ:
Uncertain
where the unknowns are now the unknown gPC expansion coefficients. (Notice how the uncertain parameters are expanded by their associated single-dimensional basis where the dependent states and/ or applied inputs are expanded by the multidimensional basis.) The Galerkin projection method (GPM) is a commonly used method for solving Eqs. (29)- (31), however, this is a very intrusive technique and requires a custom formulation of the dynamic EOMs. As an alternative, sample-based collocation techniques can be used without the need to modify the base EOMs.
Sandu et al. [39, 40] showed that the collocation method solves formulations such as Eqs. (29)- (31) by solving Eqs. (13)- (16) at a set of points k l 2 R np ; k ¼ 1; …; n cp , selected from the n p -dimensional domain of the random variables n 2 R np . Meaning, at any given instance in time, the random variables' domain is sampled and solved n cp times with n ¼ k l (updating the approximations of all sources of uncertainty for each solve), then the uncertain coefficients can be determined at that given time instance. This can be accomplished by defining intermediate variables such as
where i ¼ 1; …; n s ; k ¼ 0; …; n cp , and l ¼ 1; …; n i . Substituting them into Eqs.
(29)-(31) yields
Forward dynamics collocation sampling :
Inverse dynamics collocation sampling :
Hybrid dynamics collocation sampling :
where
Equations (34)- (36) provide a set of n cp independent equations whose solutions determine the uncertain expansion coefficients. This is accomplished by recalling the relationship of the expansion coefficients to the solutions as in Eqs. (32) and (33) . In matrix notation (32) and (33) can be expressed for all states:
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where the matrix
is defined as the collocation matrix. It is important to note that n b n cp . The expansion coefficients can now be solved for using Eqs. (38) and (39):
where A # is the pseudo inverse of A if n b < n cp . If n b ¼ n cp , then Eqs. (41) an (42) are simply a linear solve. References [40, [48] [49] [50] [51] presented the least-squares collocation method (LSCM) where the stochastic state coefficients are solved for, in a least-squares sense, using Eqs. (41) and (42) when n b < n cp . Reference [40] also showed that as n cp ! 1 the LSCM approaches the GPM solution where by selecting 3n b n cp 4n b the greatest convergence benefit is achieved with minimal computational cost. LSCM also enjoys the same exponential convergence rate as p o ! 1.
The nonintrusive nature of the LSCM sampling approach is arguably its greatest benefit; Eqs. (13)- (16) may be repeatedly solved without modification. Also, there are a number of methods for selecting the collocation points and the interested reader is recommended to consult Refs. [36] [37] [38] [39] [40] for more information.
Motion Planning of Uncertain Dynamical Systems
The deterministic motion planning formulations itemized in Eqs. (17)- (19) do not have the ability to account for uncertainties that are inevitably present in a system. The primary contribution of this paper is the development of a new NLP-based framework that, unlike Eqs. (17)- (19) in Sec. 3, directly treats system uncertainties during the motion planning process. Treatment of uncertainties during the motion planning phase allows designers to determine answers to new questions that previously were not possible (or very difficult) to answer.
The following sections present the new uncertain motion planning framework for the forward, inverse, and hybrid dynamics formulations with associated case studies to illustrate the benefits of the framework. It is important to note that while these case studies are simple systems selected intentionally to illustrate the benefits of the new framework, the reader should understand that the framework is general and can be applied to a diversity of problems with uncertainties originating from a variety of sources (e.g. ICs, sensor noise, actuator noise, process noise, parameter uncertainty).
Forward Dynamics Based Uncertain Motion Planning.
The uncertain motion planning formulation based on forward dynamics is
ÞÞ 0 Hard ICs and TCs conditions
where Eq. (43) is a reformulation of Eq. (17) using the uncertain dynamics defined in Eq. (34) . As illustrated in Table 2 , the known applied inputs s P ð Þ are deterministic but the system states q n ð Þ; _ q n ð Þ; € q n ð Þ; v n ð Þ; _ v n ð Þ f g are uncertain and are modeled using the gPC techniques reviewed in Sec. 4 .
Given the deterministic applied inputs in Eq. (43), motion planning may use the deterministic cost functions as defined in Eqs. (20)- (23) . However, designs may necessitate statistically penalizing terminal conditions (TC) of the state or output trajectories in the objective function (occasionally referred to as soft constraints). Two candidates are
nÞ. Equation (44) is the expected value of the TC's error and Eq. (45) is the corresponding variance of the TC's error. (Due to the orthogonality of the polynomial basis, Eqs. (44) and (45) result in a reduced set of efficient arithmetic operations on their respective gPC expansion coefficients.) Therefore, when applying soft constraints, the final cost function J may be composed of both deterministic and uncertain terms. For
, where a and b are scalarization constants.
The inequality constraints may also benefit from added statistical information. For example, bounding the expected values can be expressed as
where E y n ð Þ ½ ¼l y ¼ y 0 W j ; W j , and y; y n o are the minimum/ maximum output bounds, respectively.
Collision avoidance constraints would ideally involve supremum and infimum bounds: y inf y t; n ð Þ ð Þ; supðy t; n ð ÞÞ y
However, one major difficulty with supremum and infimum bounds is that they are expensive to calculate. A more efficient alternative can be to constrain the uncertain configuration in a weighted standard deviation sense. Collision constraints would then take the form
where std
and a i is a linear scaling factor. This gives the practitioner the ability to specify the level of uncertainty to be accounted for in the design in a tunable standard deviation sense. Table 2 Deterministic knowns versus uncertain unknowns
Case Study. Application of Eq. (43) enables a designer to treat all possible realizations of a given uncertain system when planning motions of fully actuated and underactuated systems. To illustrate, a simple fully actuated serial manipulator "pick-andplace" application (shown in Fig. 1 ) will now be presented. It is important to reiterate that while the following example illustrates one type of uncertainty, Eq. (43) may be applied to diverse applications with uncertainties unique to that application.
The design objective of this case study is to minimize the effort it takes to move the manipulator from its initial configuration q 0 to the target configuration q tf in a prescribed amount of time t f . This results in a deterministic objective function of J ¼ R ni i¼1 z i s 2 , which is frequently referred to as an effort optimal design. However, the payload mass M n ð Þ is defined to be uncertain rendering the system dynamics uncertain. Since the uncertain serial manipulator is a fully actuated system, where the joints q ¼ q 1 ; q 2 f gare actuated with the input wrenches s ¼ s 1 ; s 2 f g, the motion planning problem may be appropriately defined by Eq. (43) .
By parameterizing the input wrench profiles with B-splines, in a similar fashion as Eq. (4), Eq. (43) results in a finite search problem seeking for spline control points P that minimize the actuation effort defined in J. Therefore, the problem's optimization variables are x ¼ P f g. The actuators are bounded in their torque supply and the manipulator should neither hit the wall it is mounted to nor the obstacle. The constraints may therefore be defined as C :
where i ¼ 1; 2 and j ¼ obstacle for the signed distance D i;j ðl y 6a T r y Þ measured from each link of the serial manipulator to the obstacle calculated using the statistical mean and weighted standard deviations of the configuration/outputs, and s; s f g are the minimum/maximum input bounds, respectively. This formulation allows a design engineer to answer the question:
Given actuator and obstacle constraints, what is the "effort optimal" motion plan that accounts for all possible systems within the probability space?
Without accounting for the uncertainty directly in the dynamics and motion planning formulations, design engineers would have a difficult time answering this question.
The solution to this problem with the deterministic formulation, as defined in Eq. (17), results in an effort optimal solution of J ¼ 2770 Nm ð Þ 2 , where t f ¼ 1:5 s. All system parameters are set equal to one, h i ¼ 1 (with SI units), initial conditions q 0 ð Þ ¼ fðp=6Þ; ðp=6Þg and _ q 0 ð Þ ¼ f0; 0g rad, terminal conditions q t f ð Þ ¼ fÀðp=6Þ; À ðp=6Þg and _ q t f ð Þ ¼ f0; 0g rad, and s ¼ À10;
s ¼ 10 N m. The resulting optimal configuration time history is shown in Fig. 2 .
The solution from the new formulation, as defined in Eq. (43) with constraints defined by Eq. (49) with weightings factor
where all system parameters and initial/terminal conditions are defined the same as in the deterministic problem. The only difference in this problem definition, as compared to the deterministic problem, is the uncertain payload mass modeled with a uniform distribution having a unity mean and 0.5 variance. The resulting optimal uncertain end-effector Cartesian position time history is illustrated in Fig. 3 , where the mean and bounding time histories l yi 6a i Á r yi ; 8i ¼ 1; 2 f g À Á are displayed. Therefore, the effort optimal solution from the uncertain problem resulted in a more conservative answer of 3530 Nm ð Þ 2 as compared to 2770 Nm ð Þ 2 . This is a sensible solution. Close inspection of Fig. 2 shows the deterministic solution drove the configuration as close to the obstacle as possible. The introduction of uncertainty in the payload mass affected the amount of input torque required for the system to reliably avoid the obstacle for all systems within the probability space. In fact, Fig. 3 shows the Fig. 1 A simple illustration of an uncertain fully actuated motion planning problem. The forward dynamics based formulation aims to determine an effort optimal motion plan and the inverse dynamics based formulation aims to determine a time optimal motion plan. Both problems are subject to input wrench and geometric collision constraints. This system is an uncertain system due to the uncertain mass of the payload. Fig. 2 The effort optimal configuration time histories for the deterministic serial manipulator pick-and-place problem. This optimal solution resulted in a J 5 2770 Nm ð Þ 2 design. (The initial configuration starts at the target 'x' on the left and finishes at the 'x' target on the right while progressively darkening from light gray to black.) Fig. 3 The effort optimal uncertain end-effector Cartesian position time history for the uncertain serial manipulator pickand-place problem based on the uncertain forward dynamics NLP. The mean and bounding time histories l y i 6 a i Á r y i are displayed 8i 5 1; 2 f g with a i 5 1. This optimal solution resulted in a
distribution of end-effector Cartesian position trajectory induced by the uncertain payload. The uncertain optimal motion plan from Eq. (43) effectively pushed the end-effector configuration distribution away from the obstacle. This results in a larger effort optimal solution, however, all realizable systems (within a tunable weighted standard deviation sense), are now guaranteed to satisfy the constraints. In other words, the effort optimal solution to Eq. (43) produces the minimum effort design for the entire family of systems (again, within a tunable weighted standard deviation sense). Relying only on the contemporary deterministic problem formulation in Eq. (17) results in an unrealizable trajectory for a subset of the realizable systems.
A third study provides some additional insight to what the new framework can provide. By redefining the objective function for Eqs. (43) as (45) the uncertain design is no longer an effort optimal but terminal variance optimal design. In other words, the new design question is:
Given actuator and obstacle constraints, what motion plan will minimize the variance of the terminal condition's (TC) error when accounting for all possible systems within the probability space?
The effort optimal design resulted in a TC error standard deviation of r These results indicate a Pareto optimal trade-off between the effort and TC's variance. Therefore, designers may define a hybrid objective function with a scalarization between the effort optimal and terminal variance optimal terms.
One additional insight gained from the terminal variance optimal design is related to the controllability of an uncertain system's TC variance. If the TC variance was fully controllable then the terminal variance optimal design would be able to reduce it to zero. This initial investigation indicates that the variance is not fully controllable. A rigorous uncertain system controllability investigation is out of the scope of this work but will be considered for future research.
A final observation is that the uncertain forward dynamics motion planning framework embodied in Eq. (43) is most applicable to force controlled systems where input wrenches are prescribed. However, configuration/position controlled systems may be better designed through application of the uncertain inverse dynamics based NLP found in Eq. (50); this is illustrated in the next section.
Inverse Dynamics
where Eq. (50) is a reformulation of Eq. (18) using the uncertain dynamics defined in Eq. (35) . As illustrated in Table 2 , the known state trajectories q P ð Þ;
g are deterministic but the applied inputs s n ð Þ are uncertain and are modeled using the gPC techniques reviewed in Sec. 4 .
Given the uncertain applied inputs, the most interesting part of Eq. (50) comes in the definition of the objective function terms and constraints. These terms now have the ability to approach the design accounting for uncertainties by way of expected values, variances, and standard deviations. Recalling the definitions of an expected value and variance, Eqs. (21)-(23) may be redefined statistically:
where z is a vector of (optional) scalarization weights. The function (51) defines the expected effort, Eq. (52) the expected power with y i n; t ð Þ ¼ _ q i n; t ð Þ, and Eq. (53) the expected jerk. Close inspection of Table 2 shows that these statistically based objective function terms are applicable to the inverse and hybrid dynamics based motion planning formulations (50) and (55) . Case Study. Application of Eq. (50) enables a designer to treat all possible realizations of a given uncertain system when planning motions of fully actuated systems. To illustrate we will reuse the simple fully actuated serial manipulator pick-and-place application presented in Sec. 5.1 as shown in Fig. 1 .
The design objective for this example is to minimize the time it takes to move the manipulator from its initial configuration q 0 to the target configuration q tf . This results in a deterministic objective function J ¼ t f , which is frequently referred to as a time optimal design. However, the payload mass M n ð Þ is defined to be uncertain rendering the system dynamics uncertain. Since the uncertain serial manipulator is a fully actuated system, where the joints q ¼ q 1 ; q 2 f gare actuated with the input wrenches s ¼ s 1 ; s 2 f g, the motion planning problem may be appropriately defined by (50) .
By parameterizing the deterministic joint trajectories with Bsplines, as in Eq. (4), Eq. (50) results in a finite search problem seeking for spline control points P that minimize the trajectory time t f . Therefore, the problem's optimization variables are x ¼ P; t f È É . The actuators are bounded in their torque supply and the manipulator should neither hit the wall it is mounted to nor the obstacle. The constraints may therefore be defined as C :
Ày 1 0
where i ¼ 1; 2 and j ¼ obstacle for the signed distance D i;j measured from each link of the serial manipulator to the obstacle. Notice the bounding constraints on the input wrenches are defined by their statistical mean and weighted standard deviations, as in Eq. (48) , to quantify their uncertainty. Ideally these constraints would be defined by the extremes of the wrench distribution (i.e., the supremum and the infimum), however, due to their computational complexity the approximation by the mean and tunable weighted standard deviation is used.
Since the state trajectories are deterministic, the signed obstacle avoidance constraints ÀD i;j 0 and Cartesian wall avoiding constraints Ày 1 ; Ày 2 0 are deterministically defined.
This formulation allows a design engineer to answer the question:
Given actuator and obstacle constraints, what is the "time optimal" motion plan that accounts for all possible systems within the probability space?
The solution to this problem with the deterministic formulation, as defined in Eq. (18), results in a time optimal solution of t f ¼ 1:12 s where all system parameters are set equal to one, h i ¼ 1 (with SI units), with initial conditions q 0 ð Þ ¼ fðp=6Þ; ðp=6Þg and _ q 0 ð Þ ¼ f0; 0g rad, terminal conditions q t f À Á ¼ fÀðp=6Þ; Àðp=6Þg and _ q t f À Á ¼ f0;0g rad, and s ¼À10; s ¼ 10 N m. The resulting optimal input wrench time history is shown in Fig. 5 .
The solution from the new formulation, as defined in Eq. (50) with constraints defined by Eq. (54) and weighting factor a i ¼ 1; 8i ¼ 1; 2 f g, results in a time optimal solution of t f ¼ 1:2 s, where all system parameters and initial/terminal conditions are defined the same as in the deterministic problem. The only difference in this problem definition when compared to the deterministic problem is the uncertain payload mass is modeled with a uniform distribution having a 1 kg mean and 0.5 kg standard deviation. The resulting optimal uncertain input wrench time history is illustrated in Fig. 6 , where each input wrench is displaying its mean value and bounding time histories l si 6a i Á r si ; 8i ¼ 1; 2 f g. Also, the resulting configuration time history for the optimal uncertain motion plan is shown in Fig. 7 . Therefore, the time optimal solution from the uncertain problem resulted in a more conservative answer (1.2 s as compared to 1.12 s). This is a sensible solution. Close inspection of Fig. 5 shows the deterministic solution drove the input wrenches to their extreme bounds of 610 N m at certain points during the motion profile. Clearly introducing the uncertain mass to the system affected the amount of input torque required for the system to reliably follow the specified state trajectory. In fact, Fig. 6 shows the distribution of input wrenches induced by the uncertain mass. The uncertain optimal motion plan from Eq. (50) effectively pushed the input wrench distribution inside the actuation limits s; s f g. This results in a slower time optimal solution, however, all realizable systems (within a tunable weighted standard deviation sense), are now guaranteed to satisfy the constraints. In other words, the time optimal solution to Eq. (50) produces the minimum time for Fig. 5 The time optimal input wrench time histories for the deterministic serial manipulator pick-and-place problem based on the uncertain inverse dynamics NLP. This optimal solution resulted in a t f 5 1:12 s. Fig. 6 The time optimal uncertain input wrench time histories for the uncertain serial manipulator pick-and-place problem based on the uncertain inverse dynamics NLP. Each input wrench is displaying its mean value and bounding time histories l si 6 a i Á r si with a i 5 1; 8i 5 1; 2 f g. This optimal solution resulted in a t f 5 1:2 s. the entire family of systems (again, within a tunable "weighted standard deviation sense"). Relying only on the contemporary deterministic problem formulation in Eq. (18) results in an unrealizable trajectory for a subset of the realizable systems.
A final observation is that the uncertain inverse dynamics motion planning framework embodied in Eq. (50) is most applicable to configuration/position controlled systems, where states are prescribed as they are in Eq. (4). However, force controlled systems may be better designed through application of Eq. (43) based on uncertain forward dynamics as illustrated in the previous section, Sec. 5.1.
Hybrid Dynamics Based Uncertain Motion Planning.
The uncertain motion planning formulation based on hybrid dynamics is min x¼ P f g J s:t: Actuated kinematics
Hybrid dynamics
Constraints
Cðy n ð Þ; h n ð Þ; s n ð ÞÞ 0
Hard actuated ICs and TCs conditions
where Eq. (55) is a reformulation of Eq. (19) using the uncertain dynamics defined in (36) . As illustrated in Table 2 , the actuated states a q P ð Þ;
ð Þ f g and the unactuated inputs u s P ð Þ are known deterministic quantities. Conversely, the unactuated system states u q n ð Þ;
g and actuated inputs a s n ð Þ are uncertain and are modeled using the gPC techniques reviewed in Sec. 4.
Case Study. The simple underactuated inverting double pendulum problem (shown in Fig. 8 ) was selected to illustrate benefits of the uncertain motion planning based on the hybrid dynamics formulation (55) . The design objective of this example is to minimize the power it takes to move the manipulator from its initial hanging configuration q 0 to the target inverted configuration q tf . The double pendulum is an underactuated system, where only joint q 1 is actuated (by input s 1 ), and the mass of the second link is uncertain; therefore, the motion planning problem may be appropriately defined by Eq. (55). Fig. 7 The final optimal configuration time history of the uncertain serial manipulator pick-and-place application involving collision avoidance and actuator constraints design with the uncertain inverse dynamics NLP. (The initial configuration starts at the target 'x' on the left and finishes at the 'x' target on the right while progressively darkening from light gray to black.) Fig. 8 A simple illustration of the underactuated uncertain hybrid dynamics motion planning formulation. This problem aims to determine a power optimal motion plan to lift the pendulum from the initial hanging configuration to an inverted vertical configuration when subject to input wrench and terminal condition constraints. This is an uncertain system due to the uncertain mass of the payload.
By parameterizing the actuated state profiles with B-splines, as in Eq. (4), and using the hybrid dynamics defined in Eq. (16), Eq. (55) results in a finite search problem seeking for spline control points P and terminal time t f that minimize the system's power. Therefore, the problem's optimization variables are x ¼ P; t f È É . Assuming a soft terminal error expected value condition is used, the objective function becomes J ¼ a Á J S1 þ b Á J S4 , where a and b are scalarization constants.
The actuators are bounded in their torque supply. Additionally, suppose the design has a specified variance in the terminal error conditions (45) that must be satisfied. Implementing both of these design constraints as hard constraints takes the form 
where s; s f g are the minimum/maximum input bounds, respectively, and r 2 e tf ð Þ is the maximum acceptable terminal error variance.
Given actuator and terminal error variance constraints, what motion plan will minimize the system's power over the trajectory when accounting for all possible systems within the probability space?
The solution to this problem with the deterministic formulation, as defined in Eq. (19) , results in an power optimal solution of J S1 ¼ 1060W with t f ¼ 5:66 s, where all system parameters are set equal to h i ¼ 1 (with SI units) except the length of the first link is set to 0.5 m, initial conditions q 0 ð Þ ¼ fÀp; 0g and _ q 0 ð Þ ¼ f0; 0g rad, terminal conditions q t f À Á ¼ f0; 0g and _ q t f À Á ¼ f0; 0g rad, and the input limits are s ¼ À10; s ¼ 10 Nm. The resulting optimal motion plan's configuration time history is shown in Fig. 9 . Fig. 9 The power optimal configuration time history for the deterministic inverting double pendulum. This optimal solution resulted in a 1060 W design. (The initial configuration starts with the double pendulum in the down position and swings up to the vertical while progressively darkening from light gray to black.) Fig. 10 The uncertain input wrench time history for the deterministically designed motion plan applied to an uncertain inverting double pendulum (where l s 6 ar s with a 5 1). The presence of the uncertainty results in both the maximum and minimum input limits being exceeded. Fig. 11 The joint time histories for the deterministically design motion plan applied to an uncertain inverting double pendulum (where l q2 6ar q2 with a 5 1). The presence of the uncertainty results in the expected terminal error condition not being satisfied with excessive variance. Fig. 12 The power optimal configuration time history for the uncertain inverting double pendulum based on uncertain hybrid dynamics NLP, where l y i 2 a i Á r y i solid ð Þ; l y i 1 a i Á r y i n ðdash 2 dotÞg; 8i 5 1; 2 f g with a i ¼ 1. This optimal solution resulted in a 310 W design. (The initial configuration starts with the double pendulum in the down position and swings up to the vertical while progressively darkening from light gray to black.) Fig. 13 The uncertain input wrench time history resulting from the motion plan generated by the new uncertain hybrid dynamics NLP (where l s 6ar s with a 5 1). Both the maximum and minimum input limits were satisfied, in a weighted standard deviation sense, for all systems within the probability space. n sp 2 N ¼ number of B-spline basis and control points } 2 N ¼ spline degree p o 2 N ¼ polynomial order 
