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ABSTRACT
Present day Internet Protocol (IP) based video transport and dissemination
systems are heterogeneous in that they differ in network bandwidth, display resolu-
tions and processing capabilities. One important objective in such an environment
is the flexible adaptation of once-encoded content and to achieve this, one popu-
lar method is the scalable video coding (SVC) technique. The SVC extension of
the H.264/AVC standard has higher compression efficiency when compared to the
previous scalable video standards.
The network transport of 3D video, which is obtained by superimposing
two views of a video scene, poses significant challenges due to the increased video
data compared to conventional single-view video. Addressing these challenges re-
quires a thorough understanding of the traffic and multiplexing characteristics of
the different representation formats of 3D video.
In this study, H.264 quality scalability and multiview representation formats
are examined. As H.264/AVC, it’s SVC and multiview extensions are expected to
become widely adopted for the network transport of video, it is important to thor-
oughly study their network traffic characteristics, including the bit rate variability.
Primarily the focus is on the SVC amendment of the H.264/AVC standard, with
particular focus on Coarse-Grain Scalability (CGS) and Medium-Grain Scalabil-
ity (MGS). In this study, we report on a large-scale study of the rate-distortion
(RD) and rate variability-distortion (VD) characteristics of CGS and MGS. We also
examine the RD and VD characteristics of three main multiview (3D) representa-
tion formats. Specifically, we compare multiview video (MV) representation and
encoding, frame sequential (FS) representation, and side-by-side (SBS) representa-
tion; whereby conventional single-view encoding is employed for the FS and SBS
representations.
i
As a last step, we also examine Video traffic modeling which plays a major
part in network traffic analysis. It is imperative to network design and simulation,
providing Quality of Service (QoS) to network applications, besides providing in-
sights into the coding process and structure of video sequences. We propose our
models on top of the recent unified traffic model developed by Dai et al. [1], for
modeling MPEG-4 and H.264 VBR video traffic. We exploit the hierarchical pred-
ication structure inherent in H.264 for intra-GoP (group of pictures) analysis.
ii
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CHAPTER 1
Introduction
1.1 INTRODUCTION
The H.264/AVC specification [5] is the current state-of-the-art in video coding.
It has a significantly higher coding efficiency, which is defined as the least num-
ber of bits necessary to represent a given level of perceptual quality, compared to
the previous scalable video coding standards. Present day systems create a het-
erogeneous environment as they differ in network bandwidth, display resolutions
and processing capacities. The objective in such a heterogenous environment, is
the flexible adaptation of once-encoded content and inter-operability between de-
vices from different manufactures. To ensure that highest possible video quality
is available in such a heterogeneous environment, Scalable Video Coding (SVC)
techniques have been introduced. Scalability has already been provided in previous
standards such as H.262|MPEG-2 Video [6], H.263 [7] and MPEG-4 Visual [8],
but they have rarely been used commercially due to low coding efficiency and lack
of proper system layer integration and support [3, 4]. Also, scalability comes with
an increase in decoder complexity and a decrease in coding efficiency compared to
the single-layer bit streams. Single-layer bit streams are the bit streams that do not
provide scalability and are thus, non-scalable bit streams. Transmitting two or more
single-layer streams called simulcast, also tries to achieve the challenges posed by
a heterogenous environment, but at the cost of a significant increase in bit rate [4].
Hence, a scalable video coding standard has to fare well when compared with these
alternatives.
A scalable coded stream contains different resolutions, frame rates or qual-
ity levels of the original video sequence. The latest amendment of the H.264/AVC
standard, called the Scalable Video Coding (SVC) extension [9], aims to bring
1
varying scalability without too much loss in coding efficiency and without a sig-
nificant increase in the decoder complexity, when compared to the corresponding
non-scalable profiles. The SVC extension of the H.264/AVC standard offers tem-
poral scalability, spatial scalability, quality (SNR/fidelity) scalability in the form of
Coarse-Grain Scalability (CGS) and Medium-Grain Scalability (MGS), in addition
to combined spatio-temporal-quality scalability [4, 10]. The sub-streams derived
from a scalable bit stream represent video source content with a reduced frame rate
in the case of Temporal scalability. Spatial scalability, on the other hand, relates to
the case in which the sub-streams characterize video source content with a reduced
spatial resolution. In this study, the concentration is more on the quality scalability,
also known as the fidelity or the SNR scalability. Quality scalability provides the
same spatio-temporal resolution as the original bit stream, but with a different fi-
delity level [11]. Quality scalability provides different levels of granularity that can
be chosen for different applications. In CGS, limited rate scalability is provided by
a predefined set of achievable bit rates. MGS, on the other hand, supports a more
flexible bit rate adaptation on a Network Abstraction Layer (NAL) unit level, by
discarding NAL units wherever necessary [12]. NAL units represent encoded video
packets with header information.
In the last decade, video transport over communication networks such as the
Internet and wireless networks, has gained tremendous importance. The time-line
showing the development of video coding standards is shown in Figure 1.1.
Multiview video provides several views taken from different perspectives,
whereby each view consists of a sequence of video frames (pictures). Multiview
video with two marginally different views of a given scene can be displayed to give
viewers the perception of depth and is therefore commonly referred to as three-
dimensional (3D) video or stereoscopic video [13–15]. Providing 3D video services
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Figure 1.1: Time-line Showing the Development of Video Coding Standards in the
Last Decade
over transport networks requires efficient video compression (coding) techniques
and transport mechanisms to accommodate the large volume of video data from the
two views on bandwidth limited transmission links. While efficient coding tech-
niques for multiview video have been researched extensively in recent years [16,
17], the network transport of encoded 3D video is largely an open research prob-
lem.
Video traffic modeling plays an important role in the characterization and
analysis of network traffic and coded video sequences. It is imperative to network
design and simulation, providing Quality of Service (QoS) to network applications,
besides providing insights into the coding process and structure of video sequences.
Many models have been proposed in the past for MPEG video traffic. But very
few studies have considered H.264 [18] video traffic modeling and the multi-layer
aspects of video traffic streamed over the Internet. Prominent among those is the
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recent unified traffic model developed by Dai et al. [1] which presented a framework
by incorporating wavelet domain analysis into time-domain modeling.
1.2 OUTLINE
In this section, I give a brief outline of this study. CGS encodings for different
combinations of enhancement layers (ELs), delta quantization parameter (DQP)
values, Group of Pictures (GOP) and encoding structures (which are explained in
Chapter 2) are evaluated. In addition, for MGS encodings we also study the effect
of different MGS vectors and extraction methods. The joint characterization of bit
rate-distortion (RD) and bit rate variability-distortion (VD) curves of these CGS
and MGS encodings are examined and are compared to the equivalent traffic of
SVC single layer encodings. We also propose a modification to the existing CGS
encoder in Chapter 3. We compare the SVC to AVC rewriting process for CGS and
MGS encodings. The study further proceeds to comparing different multiview (3D)
formats based on their RD, VD and statistical multiplexing characteristics. With all
the different analyses performed on different types of encodings of single, scalable
and multiview video, the logical next step is to use this data to build traffic models,
which is done in Chapter 6. We propose different traffic models which exploit the
Hierarchical Prediction Structures inherent in H.264.
This study provides an elaborative overview of CGS and MGS. In addition,
video traces for CGS, MGS, Multiview (3D) for different types of encodings are
generated. Statistical analyses of these video traces are conducted and the findings
are exploited in building traffic models. The study is organized as follows.
In Chapter 2, a brief overview of the H.264/AVC standard, in view of under-
standing the SVC extension and the required tools of the H.264/SVC amendment
to understand CGS and MGS encodings is provided.
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In Chapter 3, Coarse-Grain Scalability (CGS) used in the SVC extension of
the H.264/AVC standard is discussed in detail. Trace generation process using the
JSVM 9.16 reference software [19] for the CGS encodings is described. Following
that the RD comparison and the VD comparison of various CGS encodings and
with the SVC single layer encodings is provided. A modification of the existing
CGS encoder is proposed and compared with the existing encoder; the proposed
encoder modifies the existing enhancement layers dependency constraint.
In the following Chapter 4, Medium-Grain Scalability (MGS) is discussed
in detail and we report on a large-scale study of the rate-distortion (RD) and rate
variability-distortion (VD) characteristics of MGS. The effects of different extrac-
tion methods and MGS vectors is presented. We also study the SVC to AVC rewrit-
ing process w.r.t CGS and MGS quality scalability. The rewritten streams are com-
pared with the scalable and single layer streams.
The succeeding Chapter 5 examines the fundamental traffic and statistical
multiplexing characteristics of the main existing approaches for representing and
encoding 3D video for long (54,000 frames) high-definition 3D videos. We con-
sider multiview video (MV) representation, frame sequential (FS) representation,
and side-by-side (SBS) representations.
As a last step, in Chapter 6 we exploit the statistical properties of different
video traces to propose different traffic models for H.264 video. These models use
the Hierarchical Prediction Structures inherent in H.264.
A summary of my study is given in Chapter 7, and directions for future
research are discussed.
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1.3 RELATED WORK
Compressed video transported over communication networks requires large band-
widths, exhibits Variable Bit Rates (VBR) and long range dependence (LRD), and
has to follow stringent Quality of service (QoS) requirements. This makes video
transport over networks a challenging problem, which has stimulated an extensive
research in this area. For any kind of research in this area, video characteriza-
tion is the prerequisite. Generally, there are three ways to characterize encoded
video [20] for the purpose of networking research: (i) Video traffic model, (ii)
Video bit stream, and (iii) Video traffic trace. Video traffic models such as [21–27],
aim to capture the important properties of real traffic through mathematical mod-
els. However, samples of real traffic or video traces of real traffic are used by the
traffic models. Therefore, video traces are a prerequisite for the traffic models.
The video bit stream on the other hand is generated by the encoder and contains
the complete video information. The advantage of using bit-stream is that it al-
lows network experiments where quality of video, after suffering losses, is evalu-
ated [28–30]. The traffic characterization can be obtained by parsing the bit stream.
The limitations of bit-streams are that they are very large in size, and are usually
proprietary and/or protected by copyright, thus limiting the access of networking
researchers to bit-streams. Hence, video traces are an attractive alternative to traffic
models and bit-streams, as they are easily available to the researching community,
have no copyright violations, and capture the size and quality information of the
video frames [20]. Many video traces have been created and are publicly avail-
able. Scalable video traces for MPEG encodings, H.264/AVC and the H.264/SVC
for different videos and different resolutions have been generated and analyzed ear-
lier [31]. For a detailed discussion on H.264 SVC, H.264/AVC, previous standards
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of the MPEG-4 family please refer [4, 9–12, 18, 32–36]. The traffic characteriza-
tions for scalable video encoded using the MPEG-4 Part 2 and the non-scalable
video encoded with the H.264/AVC standard have been studied in [37, 38]. The
traffic characterizations for temporal and spatial as well as pre-standard fine-grain
and medium-grain quality scalable video encoded with the H.264 SVC extension
have been studied in [39].
The RD characteristics and RD modeling have been studied for many years.
The VD curve is basically the plot of bit-rate variability versus the distortion (PSNR).
The VD curve is used to evaluate statistical multiplexing, which is essential in trans-
porting video over networks. The modeling of the VD curve has been discussed
in [40, 41].
The underlying spatial and SNR scalability in H.264 SVC have been de-
scribed in detail in [4, 10, 12, 42]. An earlier version of granular scalability called
fine-grained scalability (FGS) [43] has recently been removed from the SVC exten-
sion, due to its high computational complexity [44]. A version of FGS is currently
being researched and is being planned for the phase 2 of the SVC amendment [3].
Coarse-grain scalability provides coarse quality enhancements. It has been de-
scribed briefly in [4] and there has been some research on the encoding schemes
used for CGS scalability in [45, 46].
Similar RD comparisons to this study have been provided in [4], but they
are limited to a smaller set of encoding parameters and short video sequences. CGS
encodings and RD comparisons for long CIF resolution video sequences and a wide
variety of encoding parameters are provided here. To the best of my knowledge,
the traffic variability characterization and VD comparison of CGS and single-layer
encodings are examined for the first time in my study [47]. More related works are
presented in each chapter for completeness.
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1.4 CONTRIBUTION
Video traces of various CGS/MGS encodings of different video sequences are gen-
erated, which serve as an effective means of video characterization. A detailed
statistical analysis of these CGS/MGS video traces is conducted. The bit rate-
distortion (RD) and the bit rate variability-distortion (VD) performances of the
scalable CGS encodings are compared with those of the non-scalable SVC sin-
gle layer encodings. The effect of choosing a particular Group of pictures (GOP)
structure on the RD and VD performances is also considered. It is concluded that
a good compromise for a CGS encoding, depending on the application, would be
to employ a high-enough Delta quantization parameter (DQP) value around 8–12,
with 2–3 enhancement layers. We found that CGS achieves low bit rate overheads
in the 10–30 % range compared to H.264 SVC single-layer encodings only for
encodings with a total of up to three quality levels; more quality levels result in
substantially higher overheads. The traffic variabilities of CGS are generally lower
than for single-layer streams. We found that in the low to mid range of the MGS
quality scalability, MGS can achieve the same or even slightly higher RD efficiency
than corresponding single-layer encoding; toward the upper end of the MGS qual-
ity scalability range the RD efficiency drops off significantly. MGS layer extraction
following the hierarchical B frame structure gives nearly as high RD performance
as RD-optimized extraction. In the range of high RD efficiency, MGS streams have
significantly higher traffic variabilities than single-layer streams at the frame time
scale. At the group-of-pictures (GoP) time scale, MGS has similar or lower levels
of traffic variability compared to single-layer streams. Generally, MGS layer ex-
traction over the time horizon of individual GoPs’ gives significantly lower traffic
variability than extraction over the time horizon of the full video sequence.
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Transporting a single bit-stream capable of providing multiple quality en-
hancements can be more efficient, than sending individual bit-streams each corre-
sponding to a different quality. The tradeoff between the rate adaptability afforded
by CGS, and the cost in terms of RD/VD efficiency compared to non-scalable video
has thus, been quantified.
Our results for long 3D videos in full HD format indicate that MV represen-
tation and encoding achieves the highest RD efficiency, while exhibiting the highest
bitrate variabilities. We examine the impact of these bitrate variabilities on network
transport through extensive statistical multiplexing simulations. We find that when
multiplexing a small number of streams, the MV and FS representations require
the same bandwidth. However, when multiplexing a large number of streams or
smoothing traffic, the MV representation and encoding reduces the bandwidth re-
quirement relative to the FS representation.
We propose our models on top of the recent unified traffic model devel-
oped by Dai et al. [1], which presents a frame-level hybrid framework for modeling
MPEG-4 and H.264 multi-layer VBR video traffic. We exploit the hierarchical
predication structure inherent in H.264 for intra-GoP (group of pictures) analysis.
We model the children frames by considering various combinations of the correla-
tion between the parent frames in the prediction structure. Our simulations show
that modeling using the hierarchical prediction structure indeed improves capturing
the statistical features of the videos and prediction of network performance, with-
out an increase in the complexity as compared to the unified traffic model by Dai et
al. [1], which was shown earlier to be better than previous traffic models.
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CHAPTER 2
Overview of the SVC extension of the H.264/AVC Standard
This section presents a brief overview of the H.264/AVC standard, in view of under-
standing the SVC extension and the required tools of the H.264/SVC amendment
to understand CGS in the next section. For a detailed discussion on H.264/SVC,
H.264/AVC, previous standards of the MPEG-4 family and the concepts involved
in them, please refer [9, 10, 18, 32, 34, 48, 49].
2.1 THE H.264/AVC STANDARD
The SVC standard was developed as an extension of the H.264/AVC standard, pre-
serving its well-designed core coding tools. The idea of subdivision of pictures into
macro-blocks(MBs) and slices is used in this standard. It supports the three basic
slice coding types which include I-Slice, P-Slice and the B-Slice. For I-slices, the
standard provides several directional spatial intra-prediction modes where as for P
and B-slice, it additionally permits variable block size motion-compensated predic-
tion with multiple reference pictures [50]. The H.264/AVC standard, states a set of
integer transforms of different block sizes for transform coding [4]. The standard
uses uniform reconstruction quantizers. The Quantization Parameter (QP) allows
the selection of any one of the 52 quantization step-sizes for each macro-block [4].
Two entropy coding schemes are supported by the standard. They are Context
Adaptive Binary Arithmetic Coding (CABAC) and the Context Adaptive Variable
Length Coding (CAVLC). CABAC uses arithmetic coding and more sophisticated
mechanisms for employing statistical dependencies to achieve typically 10-15%
bit rate savings over CAVLC [4, 18]. An Adaptive de-blocking filter for reducing
blocking artifacts is specified by the H.264/AVC standard [4]. Some of the other
standard tools included in the H.264/AVC standard are spatial intra-frame predic-
tion, variable block sizes and Lagrangian-based rate-distortion optimization [32].
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NAL units help adapt the video bit stream to a packet network, by creat-
ing the natural packet boundaries of the data packets to be used. For transport
over packet-oriented networks, NAL units are encapsulated into packets. The de-
sign of H.264/AVC into a video coding layer (VCL) and a Network Abstraction
layer (NAL) has also been carried forward into the SVC extension. VCL depicts
the coded source content. NAL formats the coded data and adds header informa-
tion required for the transport of the data. NAL units signify packets with an integer
number of bytes. The coded video data is divided into NAL units. An ACCESS unit
is a set of NAL units which make one decoded picture. Each access unit contains
a set of VCL NAL units that together compose a primary coded picture. An access
unit delimiter may also be prefixed before the access unit specifying the start of the
access unit. Redundant coded pictures may follow the primary coded picture. They
contain redundant representations of the same video picture and are useful in the
event of loss or corruption of the data in the primary coded pictures. A coded Video
sequence contains a set of consecutive access units and use only one sequence pa-
rameter set. It is always preceded with an instantaneous decoding refresh (IDR)
access unit. An end of sequence NAL unit may be used to indicate the end of the
sequence, if the coded picture is the last picture of a coded video sequence. An end
of stream NAL unit may be used to indicate that the stream is ending if the coded
picture is the end of the NAL unit stream [18]. The structure of such a NAL access
unit is shown in Figure 2.1 [18]. An IDR access unit contains an intra picture and
specifies that the set of following access units, can be decoded without decoding
any previous pictures of the bit stream. Scalability is thus, possible at this level of
IDR access units, which forms the basis of CGS. The H.264/AVC standard offers
temporal scalability. A sub-stream with discarded NAL UNITS results in a reduced
11
temporal resolution. In H.264/AVC, a NAL unit consists of a 1-byte header and a
NAL unit payload of varying size.
Access Unit Delimiter
SEI
Primary Coded Picture
Redundant Coded Picture
End of Sequence
End of Stream
End
Start
Figure 2.1: Structure of a NAL Access Unit Showing the Different Units Present
2.2 THE SVC EXTENSION OF THE H.264/AVC STANDARD
The SVC extension builds on the well-designed core coding tools of H.264/AVC
standard by adding those additional features which are required for efficiently sup-
porting the required types of scalability [35]. The H.264/SVC allows for limited
inter-layer prediction from all the layers of the scalable layer representation, down
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to the base layer, as against the older scalable codecs which only allowed predic-
tion within a layer and from the next lower layer [3]. The H.264/SVC employs the
concept of “single-loop decoding” to reduce the decoding complexity. If there is no
single-loop decoding in a scalable standard, then a separate decoding loop has to be
employed for each scalable layer to be decoded thus, increasing the computational
demands on the decoder. Therefore, just one decoding loop needs to be used by the
decoder to decode any number of scalable layers. Motion compensation is carried
out only once, as the motion compensation loop will be shared by the decoding
loops [3]. For more information on this the reader is referred to [3, 4]. The SVC
design also includes a system interface for easily identifying NAL units of a scal-
able bit stream for a particular spatio-temporal resolution or quality [11]. Another
important feature of the SVC design is that it supports a scalable bit stream that can
be decoded by a H.264/AVC decoder, to obtain the basic base layer features [4,51].
SVC defines three new NAL unit types. They are VCL NAL unit, non-VCL
NAL unit and third can be either a VCL or a non-VCL NAL unit depending on the
context [3]. Coded slice of IDR pictures and all other pictures, Coded slice of SVC
enhancement layer and VCL prefix NAL units are specified as VCL NAL units. Pa-
rameter Set NAL units contain the sequence-level header information in sequence
parameter sets (SPS) and the infrequently changing picture-level header informa-
tion in picture parameter sets (PPS). They maybe conveyed asynchronously from
the rest of the bit stream [3]. Sequence parameter sets (SPS) contain information
corresponding to a series of consecutive coded video pictures called a coded video
sequence. Picture parameter sets (PPS) contain information, corresponding to the
decoding of one or more individual pictures within a coded video sequence. These
parameter sets are expected to rarely change. In SVC, coded pictures from differ-
ent scalable layers may use different SPS. Supplemental Enhancement Information
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Figure 2.2: An SVC NAL Unit with the Header Information
(SEI) NAL units contain one or more SEI messages, which are not required for
decoding of output pictures, but assist in related processes such as error detection
and concealment. 12 additional types of SEI messages have been specified in SVC,
in addition to the original 24 in the H.264/AVC standard [3].
SVC NAL units have a 4-byte header for easy bit stream manipulations and
the NAL unit payload. An SVC NAL unit with the header information is shown
in Figure 2.2. This header includes the identifiers D, Q and T representing the
three variables dependency_id, quality_id and temporal_id. They indicate the en-
hancement layers belonging to Spatial, quality and temporal salabilities. Additional
identifiers such as the Priority identifier P indicated by priority_id, representing the
importance of an NAL unit, are added [3, 4]. The values of priority_id, depen-
dency_id, quality_id and temporal_id can be jointly employed, in order to perform
a combined extraction. For a detailed discussion on the structure of NAL units
please refer [3].
2.2.1 Scalability
The H.264/SVC standard includes spatial, temporal, and quality scalability. Each
layer is identified by a layer IDENTIFIER. There are separate layer identifiers for
temporal, spatial and quality layers. A REFERENCE layer is used to predict the
coding of another layer with a higher layer identifier. The layer with the layer iden-
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tifier equal to zero is the BASE layer. The layers that employ data of other layers
for coding are called ENHANCEMENT layers [11]. “An enhancement layer is a
spatial enhancement layer when the spatial resolution changes relative to the refer-
ence layer and is a quality enhancement layer if the spatial resolution is the same
as that of the reference layer” [11]. The number of layers in an SVC bit stream de-
pends on the application needs and demands. SVC supports up to 128 layers in a bit
stream [11]. However, with the currently specified profiles, the maximum number
of enhancement layers is limited to 47 layers and at most two spatial enhancement
layers [11].
2.2.2 Temporal Scalability
For Temporal scalability, the temporal layers are each identified by a temporal layer
identifier T . The base layer is represented by T0 and the temporal layer identifier
increases by 1, for each subsequent temporal enhancement layer. Each access unit
corresponds to a temporal layer represented by an identifier T . Hence, the set of ac-
cess units represent the temporal base layer and one or more temporal enhancement
layers. The concepts used to attain temporal scalability are motion-compensated
prediction, hierarchical prediction structures and reference picture memory control
[4]. The motion-compensated prediction is restricted to reference pictures with a
temporal layer identifier that is less than or equal to the temporal layer identifier
of the picture to be predicted. H.264/AVC provides improved temporal scalability
compared to previous standards because, it allows coding of picture sequences with
arbitrary temporal dependencies. This is known as the reference picture memory
control. More than one reference picture can be used to construct reference picture
lists when this concept is carried forward with the hierarchical prediction structures.
It can also include pictures from the same temporal level as the picture to be pre-
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Figure 2.3: A Few Hierarchical Structures for Temporal Scalability as shown in [2]
dicted [4]. From experiments in [4], it can be seen that temporal scalability does
not affect the coding efficiency. Figure 2.3 represents some hierarchical structures
used in temporal scalability.
2.2.3 Spatial Scalability
Spatial scalability is supported by the SVC extension, which uses the multi-layer
coding approach. Each spatial layer corresponds to a supported spatial resolution
and is associated with a dependency identifier D. The base layer has D=0 and
it increases by 1 for every subsequent spatial enhancement layer. The maximum
number of enhancement layers supported presently by the SVC is 2 [11]. Motion-
compensated prediction and intra-prediction are used in all spatial layers. In order
to increase coding efficiency of enhancement layers, SVC introduces additional
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Figure 2.4: Inter-layer Prediction for Achieving Spatial Scalable Coding
inter-layer prediction mechanisms such as prediction of macroblock modes and as-
sociated motion parameters, and predication of the residue signal [4]. The lower-
layer information is used as much as possible, to improve rate-distortion efficiency
of enhancement layers. Figure 2.4 shows how inter-layer prediction from lower lay-
ers is used to achieve spatial scalable coding. The inter-layer predication concepts
include techniques for motion as well as residual predication. For a detailed discus-
sion on these mechanisms the reader is referred to [4, 9, 33]. SVC design supports
spatial scalability with arbitrary resolution ratios. Hence, the ratio of picture sizes
of the complete bit stream and sub-streams derived from it, is not a fixed value.
2.2.4 Quality Scalability
Quality scalability is providing scalability in terms of the quality of the picture.
Quality scalable layers have the same spatio-temporal resolution but differ in fi-
delity. Two quality scalable modes including Coarse-Grain Scalability (CGS) and
Medium-Grain Scalability (MGS) are supported in the SVC extension. A simpli-
fied block diagram of an SVC encoder with 2 CGS layers is shown in Figure 2.5 as
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Figure 2.5: Block Diagram of an SVC Encoder for Two CGS Layers
shown in [52]. An earlier version of quality scalability, known as fine-grained scal-
ability (FGS) has recently been removed from the SVC extension, due to its high
computational complexity [44]. A version of FGS is currently being researched and
is being planned for the phase 2 of the SVC amendment [3]. FGS provides finer
quality refinements relative to the number of bits. The FGS enhancement layer has
the special property that it can be cut at any bit rate and the received information
can be decoded to add upon the quality of the base layer [43]. Even though it pro-
vides flexibility, it comes at the cost of low coding efficiency. As an alternative to
FGS, MGS was introduced. There are other scalability modes possible such as the
region-of-interest (ROI) and object-based scalability [3, 4].
SVC also states three profiles for scalable coding. “A profile defines a set
of coding tools that can be used in generating a bit stream” [4]. The Scalable
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Baseline Profile is defined for devices that need a low level of decoding complexity
and conforms to the restricted Baseline profile of H.264/AVC standard. It targets
conversational and surveillance applications. The Scalable High Profile confirms
to the high profile of the H.264/AVC standard and removes the restrictions of the
Baseline profile and supports arbitrary resolution ratios and cropping parameters.
It was mainly developed for transmission, streaming and storage applications. The
Scalable High Intra Profile is primarily used for professional applications and bit
streams using this profile, must contain only IDR pictures [4, 11].
This following section, presents a brief overview of the Coarse-Grain Qual-
ity Scalable (CGS) Coding used in the SVC extension of the H.264/AVC standard.
2.3 COARSE-GRAIN QUALITY SCALABLE (CGS) CODING
CGS layers differ in the dependency identifiers, so each CGS layer is identified by
a unique value of D. SVC supports up to eight CGS layers, corresponding to eight
quality extraction points [53]. CGS scalability provides only a few limited bit rates
in a scalable bit stream. These rate points depend on the number of CGS layers,
as each CGS layer corresponds to a specific rate point. All the enhancement layer
packets have to be received by the decoder to construct a quality enhancement layer.
CGS, offers only restricted rate scalability as an incomplete CGS layer cannot be
used for quality enhancement.
The Instantaneous decoding refresh (IDR) Access units act as switching
points between different CGS layers, because these CGS layers can switch only
at these specified points in the bit-stream depending on the target layer. An IDR
access unit for a CGS layer D signals that the reconstruction of layer D for the
current and all following access units does not depend on any of the previously
transmitted access units. Thus, it is always possible to switch to the CGS layer (or
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to start the decoding of the CGS layer) for which the current access unit represents
an IDR access unit. IDR access units only provide random access points for a
specific CGS layer. “For instance, when an access unit represents an IDR access
unit for an enhancement layer , and thus no motion-compensated prediction can
be used, it is still possible to employ motion-compensated prediction in the lower
layers in order to improve their coding efficiency” [4]. However, relying on such
access unit causes reduced coding efficiency due to frequent coding of such access
units. To solve this problem, SVC allows encoding of IDR pictures independently
for each layer. Low-to-high layer switching can be performed at an IDR access
unit [3]. This is shown in Figure 2.6 [3].
Figure 2.6: Coding of IDR Pictures in SVC [3]
The structure of an SVC access unit containing eight CGS layers is shown
in Table 2.1. Each access unit is associated with a Temporal layer identifier T .
Inside the access unit, several dependency layers, each identified by a dependency
identifier D are present. Each dependency layer corresponds to a CGS layer. The
CGS layers all have the same spatial resolution but differ from each other in terms
of the PSNR quality. Each CGS layer has a specific value of D and Q=0. Each of
the layers shown in the Table 2.1, correspond to a CGS layer. Further granularity
20
Table 2.1: STRUCTURE OF AN SVC ACCESS UNIT CONTAINING EIGHT CGS
LAYERS.
CGSLayer7 D= 7 Q= 0
CGSLayer6 D= 6 Q= 0
CGSLayer5 D= 5 Q= 0
CGSLayer4 D= 4 Q= 0
CGSLayer3 D= 3 Q= 0
CGSLayer2 D= 2 Q= 0
CGSLayer1 D= 1 Q= 0
CGSLayer0 D= 0 Q= 0
or finer scalability is not possible than the one shown in the figure, in the case of
CGS.
For CGS, the same inter-layer prediction mechanisms employed for spa-
tial scalable coding are used, except that the corresponding up-sampling operations
and the inter-layer de-blocking for intra-coded reference layer macro-blocks are ne-
glected. The inter-layer intra and residual prediction are directly performed in the
transform domain to reduce the decoding complexity. In every layer, quality refine-
ments of the transform coefficients are stored by using a decreasing quantization
step size [52]. “The residual texture signal in the enhancement layer is re-quantized
with a smaller quantization step size compared to that used for the preceding CGS
layer” [52]. This way enhancement of texture information is attained while using
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inter-layer prediction for CGS in SVC. This multilayer concept only allows a few
selected bit rates and it becomes less efficient, when the relative rate difference
between consecutive CGS layers gets smaller [4].
Generally, synchronous motion-compensated prediction loops are used at
the encoder and the decoder. The difference between these prediction loops leads
to a “drift” which may add up with time. Scalability can produce such drifts fre-
quently, as quality refinement packets are discarded from a bit stream. Hence, there
is always a tradeoff between enhancement layer coding efficiency and drift. A con-
cept with two motion compensation loops as illustrated in Figure 2.7 can be used
for trading off enhancement layer coding efficiency and drift. Here the base layer
is not affected by any losses in the enhancement layer, as the base layer recon-
struction is not dependent on the enhancement layer. The loss of packets of the
enhancement layer, results in a drift for the enhancement layer reconstruction. The
drift, in this case is restricted to the enhancement layer which suffers quality packet
loss. This two-loop control is an alternative to the base-layer only control or the
enhancement-layer only control used in quality scalability of other previous stan-
dards. SVC introduced the key-picture concept for MGS coding which is described
in the next section.
Multiple loop decoding allows down switching in virtually any access unit,
as switching between CGS layers can be done only at well-defined points. But
it requires additional processing power. Hence, multiple-loop decoding for CGS
has not been reasonable, as the increase in coding efficiency is negligible when
compared to the increase in decoder complexity. Note that, although SVC uses
a single-loop decoding process, a decoder implementation of SVC is free to im-
plement multiple-loop decoding at the cost of the additional implementation and
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Figure 2.7: Two-Loop Control Concept for CGS Coding in H.264 SVC
computational complexities. The JSVM SVC reference decoder implements only
single-loop decoding. CGS Plots with multi-loop are shown above.
Some experiments on different CGS configurations with different choices
of delta QP (DQP), performed in [4] reveal that the SVC design provides suitable
coding efficiency with a wider range of supported bit rates or with decreasing DQP.
The experiments also reveal that the reconstruction quality stabilizes for low rates
at the base layer level. These conclusions can be observed in the Figure 2.8, which
has been plotted in [4]. A DQP of 6 for CGS achieves the best results for CGS. It
has also been shown in [4] that the coding efficiency , generally decreases with an
increasing number of rate points for CGS. CGS has been observed to have a lower
coding efficiency at the lowest rate point and a higher coding efficiency at the high-
est rate point. “The multiple-loop decoding for CGS increases coding efficiency
only slightly and therefore does not justify the corresponding increase in decoder
complexity relative to single-loop decoding” [4]
In general, every scalable bit-stream need not provide all the above men-
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Figure 2.8: Comparison of CGS and MGS with Different Configurations as shown
in [4]
tioned types of scalability. There is always a tradeoff, between the coding efficiency
and provided degree of scalability, so the trade-off can be chosen according to the
needs of the application.
The current H.264 SVC reference implementation in software (JSVM 9.16)
constraints the inter-layer prediction to three dependency layers [19]. Though a
CGS bit-stream can have seven enhancement layers, the inter-layer prediction to
obtain a sub bit-stream is limited to any three layers, one of which has to be the base
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layer, as specified by the profile/level constraints. To improve the RD performance
of CGS encodings with more than two enhancement layers, inter-layer prediction
for each layer from the layer exactly below it would be desired. The layers chosen
for inter-layer prediction, define a particular CGS encoding structure. If more rate
points are required, it may be preferable to perform MGS coding with key pictures.
All pictures of the coarsest temporal layer are generally transmitted as key pictures.
2.4 MEDIUM-GRAIN QUALITY SCALABLE (MGS) CODING
MGS is a modification of the above mentioned quality scalability. To increase the
granularity, SVC provides quality refinement layers. MGS can be achieved by set-
ting “CgsSnrRe f inement” to 1 in the main config file in the encoder setup [19],
instead of 0 for CGS. The different MGS layers have the same dependency iden-
tifier D, but have different quality identifiers Q. Hence, MGS layers represent the
different quality layers inside a particular dependency layer. Switching between
different dependency layers can only take place at IDR access units as mentioned
above, but there is no such restriction for switching between different quality re-
finement layers. Switching is possible in any access unit, thus providing flexibility
by using this MGS concept. It also supports a variety of bit rates [10]
A few points about MGS. In the case of MGS, each dependency layer can
contain one or more quality levels, each identified by a quality identifier Q. All the
MGS quality layers inside a specific dependency layer correspond to the same spa-
tial resolution. The MGS layers can switch in almost any access unit at any point.
The MGS layers inside an access unit are shown in Figure 2.9. Each enhance-
ment layer in the case of MGS, can be further divided into finer quality levels each
specified by a quality identifier Q, thus increasing the number of achievable rate ex-
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Figure 2.9: Structure of an SVC Access Unit Containing Three Dependency Layers
and Each Layer Containing Several Quality or MGS Layers
traction points. MGS allows the use of up to 16 quality levels per each dependency
layer [52].
The SVC key picture concept used inMGS can be used effectively to control
the drift. There is no drift propagation in the coarsest temporal layer, as all the
pictures in this layer are transmitted as key pictures. The highest available quality
is used as reference for motion-compensated prediction resulting in a high coding
efficiency. The key pictures serve as re-synchronization points, thus limiting the
drift propagation to neighboring pictures of the higher temporal layers. For each key
picture a flag is transmitted, which signals whether the base quality reconstruction
or the enhancement layer reconstruction of the reference pictures is employed for
motion-compensated prediction.
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CHAPTER 3
CGS Traffic and Quality Analysis
3.1 EVALUATION SET-UP
3.1.1 Video Sequences
At this point only CIF resolution (352 288) video sequences have been consid-
ered, work is currently being done on other resolution video sequences. 6 CIF video
sequences have been used.
 Ten-minute Sony Digital Video Camera Recorder demo sequence (17,682
frames at 30 frames/ sec), which we refer to as SONY Demo sequence, genre
complex texture and range of motion activity
 First half hour of the Silence of the Lambsmovie (54,000 frames at 30 frames/
sec), genre drama/ thriller
 First half hour of the Star Wars IV movie (54,000 frames at 30 frames/ sec),
genre science fiction/ action
 Thirty-minutes of the NBC 12 News (49,523 frames at 30 frames/sec), in-
cluding the commercials, genre news video
 CITY video sequence at a frame rate of 15 fps with 150 frames
 CREW video sequence at a frame rate of 15 fps with 150 frames
The SONY Demo sequence is originally a high definition (HD) video se-
quence with (1280 720) which has been down-sampled for CIF resolution. It
consists of scenes with complex texture and a wide range of low to high motion
activity, which is difficult to encode. Hence the encodings for the SONY Demo se-
quence required more time and effort as a result of the higher use of the motion
compensation prediction tools. The same thing can also be said about the NBC
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News sequence as it consists of footage from the channel news. It also consists
of various scenes not totally related to each other, as it also contains the commer-
cials in between the news telecast. Star Wars IV movie sequence and Silence of
the Lambs movie sequence on the other hand are not that complex to encode, as
the above two sequences. They have short bursts of high motion and high activity
amidst relatively quieter scenes without too much motion, such as a typical movie.
3.1.2 Encoding tools
All the long videos are originally from high quality DVD source material, except
Sony Demo which is a demo sequence decoded from a high definition capture cam-
era where from the original source material is in HD resolution, it is decoded and
down-sampled to CIF resolution using MEncoder tool ( http://www.mplayer.hu ) as
with other sequences which are originally in CIF. It can also be used to convert into
different resolutions. The JSVM SVC reference encoder (version 9.16) is used [19].
3.1.3 GOP structures
Four different GoP structures, namely IBPBPBPBPBPBPBPB (16 frames, with 1
B frame per I/P frame), which is denoted by G16-B1, IBBBPBBBPBBBPBBB (16
frames, with 3 B frames per I/P frame) denoted by G16-B3, IBBBBBBBPBBBBBBB
(16 frames, with 7 B frames per I/P frame) denoted by G16-B7, and
IBBBBBBBBBBBBBBB (16 frames, with 15 B frames per I frame) denoted by
G16-B15. In the context of SVC, these four GoP structures are respectively desig-
nated by their “GoP size” which is the number of hierarchical B frames plus one
key picture, either of type I or P. Hence, G16-B1 has a GoP size 2, G16-B3 has a
GoP size 4, G16-B7 has a GoP size 8, and G16-B15 has a GoP size 16.
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3.1.4 Video Traffic Metrics
Here a brief overview of the essential video traffic metrics calculated during the
statistical analysis is provided [37]. For a video sequence consisting of M frames
encoded with a given quantization scale, let Xm (m = 1; : : : ;M) denote the sizes
[bits] of the encoded video frames. The mean frame size X¯ [bits] of the encoded
video sequence is defined as
X¯ =
1
M
M
å
m=1
Xm; (3.1)
while the variance S2X of the frame sizes (SX is the standard deviation [bits]) is
defined as
S2X =
1
(M 1)
M
å
m=1
(Xm  X¯)2: (3.2)
The coefficient of variation of frame sizes [unit free] is defined as
CoVX =
SX
X¯
(3.3)
and is widely employed as a measure of the variability of the frame sizes, i.e., the
bit rate variability of the encoded video. Plotting theCoV as a function of the quan-
tization scale (or equivalently, the PSNR video quality) gives the rate variability-
distortion (VD) curve [40]. Alternatively, the peak-to-mean (Peak/Mean or PtM)
ratio of the frame sizes is commonly used to express the traffic variability. If Xmax
is the maximum size of allM frames, then the peak-to-mean frame size ratio PtMX
[unit free] is defined as
PtMX =
Xmax
X¯
: (3.4)
If each video frame is transmitted during one frame period T (e.g., 33 ms for 30
frames/s), then the bit rate Rm [bits/s] required to transmit frame Xm is
Rm =
Xm
T
; (3.5)
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and analogously, the mean bit rate R¯ is defined as
R¯=
X¯
T
; (3.6)
and the peak bit rate Rmax [bits/s] is defined as
Rmax =
Xmax
T
: (3.7)
A Group of Pictures (GoP) of an encoded video stream is defined as one I frame
and all subsequent P and B frames before the next I frame in the stream. The size
of GoP n is denoted by Yn (n = 1; : : : ;M=N) [bits] and equals the sum of the sizes
of the N frames that belong to the GoP. The mean GoP size Y¯ [bits] is defined as
Y¯ =
1
M=N
M=N
å
n=1
Yn; (3.8)
and if Ymax is the maximum of all GoP sizes Yn, then the peak-to-mean GoP size
ratio PtMY [unit free] is defined as
PtMY =
Ymax
Y¯
: (3.9)
The coefficient of variation of GoP sizes is
CoVY =
SY
Y¯
: (3.10)
The Peak Signal-to-Noise Ratio (PSNR) is used as the objective measure of the
quality of a reconstructed video frame R(x;y) with respect to the uncompressed
video frame F(x;y). The larger the difference between R(x;y) and F(x;y), or equiv-
alently, the lower the quality of R(x;y), the lower the PSNR value. The PSNR is
expressed in decibels [dB] to accommodate the logarithmic sensitivity of the hu-
man visual system. The PSNR is typically obtained for the luminance video frame
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and in case of a NxNy frame consisting of 8-bit pixel values, it is computed as a
function of the mean squared error (MSE) as [37]
MSE =
1
Nx Ny
Nx 1
å
x=0
Ny 1
å
y=0
[F(x;y) R(x;y)]2; (3.11)
PSNR= 10  log10
2552
MSE
: (3.12)
The PSNR quality of a video frame m is denoted by Qm and the average PSNR
quality Q¯ of a video sequence is defined as
Q¯=
1
M
M
å
m=1
Qm: (3.13)
The coefficient of quality variation is defined as
CoQV =
SQ
Q¯
: (3.14)
Coarse granularity scalability (CGS) scalable traffic, H.264/SVC single layer
traffic and video traces are generated for the different GoP structures and video se-
quences mentioned in Chapter 3.
3.1.5 CGS encoder information
The reader is referred to [19] for a detailed discussion about the JSVM SVC ref-
erence software. Its operation for the CGS scalability mode is described briefly
here. The encoder can be used for generating AVC or SVC bit-streams. The main
configuration file shall be specified for each encoder call. The encoding mode is
specified by the parameter “AVCMode” inside the main configuration file. When
this parameter is not present or equal to 0, the encoder is run in scalable coding
mode; otherwise, the encoder is operated in single-layer coding mode. It is run
in the Scalable coding mode for all the encodings provided here. Generally, the
configuration files represent a collection of configuration parameters, which can be
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changed according to the needs of the user. In the event of not changing a particular
parameter in the configuration files, they are automatically set to their respective
default values.
The main config files have many parameters, one for each line. To set the
SNR enhancements to CGS mode set “CgsSnrRefinement” to 0. “MGSControl”
specifies what pictures are used as references for motion estimation and motion
compensation. It is by default set to value of 0, which corresponds to CGS coding.
“PreAndSuffixUnitEnable” specifies whether to add prefix NAL units before the
NAL units of AVC slices. When this parameter is 1, prefix NAL units are added.
This parameter is always on in SVC contexts. “NumLayers” specifies the number
of CGS layers in this case, inclusive of the Base layer. For each layer a layer con-
figuration file shall be specified by using the parameter “LayerCfg”. For CGS, the
different dependency layers have the same spatial resolutions, so the different layers
specified by different layer configuration files as mentioned above, have the same
values for “SourceWidth” and “SourceHeight” across the different dependency lay-
ers as shown in [19].
The encoding structure used is a three-layer inter-layer prediction structure
with all inter layer-predictions performed from the first enhancement layer and the
base layer. To obtain different CGS encodings, the number and quantization scale
parameters of the layers are varied. The main configuration file and the layer con-
figuration files for each layer in an encoding have been configured.
The macroblock adaptive inter-layer prediction has been used. As suggested
in the software manual [19], this mechanism uses a R-D optimization framework.
Using this a significant RD performance improvement has been observed, at the
price of an increased encoding time. Also, the values of MeQP are set to values just
smaller than the QP values as suggested in the manual for an improved RD perfor-
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mance. The MeQp values are used for determining the Lagrangian parameters for
motion estimation and mode decision of key pictures. CABAC coding scheme is
used and the (88) transform is enabled for a better RD performance. The deblock-
ing filter is applied to all block edges with the exception of slice boundaries, which
marginally improved the RD performance. The motion search can be changed de-
pending on the size of the video to be encoded and these values affect the encoding
time more than the RD performance. FastSearch and Fast bi-directional search are
employed. Sum of absolute differences (SAD) for the luminance component is used
as the distortion measure, that is applied for the motion search on integer-sample
positions and the Sum of absolute differences is used in the Hadamard transform
domain for the luminance component as the distortion measure for motion search
on sub-sample positions. These have been slightly changed depending on the video
sequence used. The search range has also been changed according to the video
sequence to achieve a good trade-off between RD performance and the encoding
time.
3.1.6 Trace Generation and Representation
Video traces for various CGS encodings in the SVC extension of the H.264/AVC
standard have been generated. The sizes (in bytes) of the individual encoded video
frames have been obtained by parsing the encoded H.264/SVC bit streams. Differ-
ent traces containing size and quality information are generated for different con-
figurations. The traces have been run for encodings without rate control and the
results have been provided here.
Some basics about the video trace files are described by running a CGS
encoding with two enhancement layers corresponding to a G16B15 GOP structure
for SONY demo video sequence of CIF resolution and 30fps. The QP value of the
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Table 3.1: FRAME RATES OF DIFFERENT TEMPORAL LAYERS.
Temporal Layer Identi f ier (T) Frame Rate( f ps)
0 1.8750
1 3.7500
2 7.5000
3 15.0000
4 30.0000
base layer used here is 48 and the QP values of the two enhancement layers are
33 and 18, respectively. A sample of the video trace file for the above encoding is
represented in Figure 3.1.
CGS layers have different values of D. A look at the video trace file gen-
erated shows exactly this. Since an encoding with a base layer and 2 enhancement
layers is chosen, the traces have 3 different dependency identifiers. 0 corresponds
to the dependency identifier for the base layer, while 1 and 2 correspond to the two
enhancement layers. The Quality layer identifier is always 0, corresponding to the
representation of CGS quality layers. Since the traces are generated for G16B15
GOP structure and 30 fps, five levels of Temporal layers are possible. The five tem-
poral layer identifiers range from 0–4 and corresponding frame rates are mentioned
in Table 3.1.
Each I and B frame corresponds to an access unit and is divided into 3 parts
corresponding to the 3 different dependency identifiers 0, 1, and 2. For each block,
belonging to a single frame, the trace file provides the PSNR values in dB for the
Y, U, and V components and the size information in bits. The I frames are larger,
compared to the B frames, which is in accordance with [48]. Also, it is noted from
the trace files that the PSNR values for all the frames increase as the dependency
identifier increases from the base layer to the enhancement layers. This is as a
result of the increasing quality attributed to the quality enhancement layers. The B
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Figure 3.1: A Sample of a Video Trace File for a CGS Encoding with Two Enhance-
ment Layers Corresponding to a G16B15 GOP Structure for SONY demo Video
Sequence of CIF Resolution and 30fps
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frames are considered for analysis as they dominate the GOP structure, for G16B15.
In fact, the number of samples of B frames have been observed to be 16,560 out of a
total of 17,665 frames for the SONY demo sequence, which is obvious considering
the GOP structure. Also, it has been observed that the I frames correspond to the
Temporal Layer Identifier 0 or the Temporal Base Layer, as they represent the key
pictures. The B frames in the G16-B15 GOP structure, correspond to the remaining
4 Temporal enhancement layers, with a large percentage of B frames corresponding
to T=3 and T=4. This can be explained due to the fact that T=3 and T=4 correspond
to the higher frame rates of 15fps and 30fps. Table 3.1 provides the frame rates that
correspond to each temporal layer.
Table 3.2: DIFFERENT POSSIBLE COMBINATIONS OF SUB-BITSTREAMS THAT
CAN BE EXTRACTED FROM THE SONY demo CGS ENCODING.
Mapping layer Dependency Layer (D) Temporal Layer (T) Quality Layer (Q)
0 0 0 0
1 0 1 0
2 0 2 0
3 0 3 0
4 0 4 0
5 1 0 0
6 1 1 0
7 1 2 0
8 1 3 0
9 1 4 0
10 2 0 0
11 2 1 0
12 2 2 0
13 2 3 0
14 2 4 0
As a summary of the traces, it has been observed that for a fixed frame
rate, the average bit-rate increases as the QP value is decreased or the quality is
increased, from the base layer to the enhancement layer. This confirms with the
variable-bit rate to maintain the same quality and increase in the VBR as the qual-
ity is increased as mentioned in [48]. For the same quality, if the frame-rate is
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increased, the average bit-rate is increased too. It is also observed that the average
PSNR values for the U and V components are more than that of Y component. A
CGS parser runs on these generated traces, and it maps the different sets of de-
pendency layers, temporal layers, and quality layers. It shows the different sets of
sub-bitstreams which can be extracted for this encoding. The above encoding has
3 dependency layers and 5 temporal levels, so a total of 15 possible sub-bitstreams
can be extracted. The different possible combinations are shown in Table 3.2. The
quality layers are all 0, because they refer to the MGS layers present inside each
CGS layer. Since no MGS layers are present here, the value is 0. Each combination
is denoted as a mapping layer.
The mapping layer 4, layer 9 and layer 14 correspond to the frame rate of
30fps, for which the encodings have been run. The Quality and Size information
of B frames is collected by running some statistics parsers. Traffic metrics such
as Mean, Standard deviation, CoV, Skew, Kurtosis, Hurst Parameters (R/S, Peri-
odogram, Variance Time, Kettani/Gubner, and new method) for both the B Quality
and B Size frames are collected from the traces.
The basic process of generating traces and running a basic CGS encoding
using the JSVM SVC encoder has been discussed above. Now the RD and the
VD performances of different CGS encodings and in comparison to the SVC single
layer encodings is discussed, for different video sequences.
3.2 TRAFFIC AND QUALITY RESULTS
3.2.1 Bit Rate-Distortion (RD) comparison
A comprehensive analysis of the various video sequences with respect to their RD
characteristics is provided here. We use B_E1_E2_ : : : to denote the quantization
parameter (QP) values of the base layer, first enhancement layer, second enhance-
ment layer, and so on. Commonly, these QP values are equally spaced, and we
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define Delta QP (DQP) as DQP = B E1 = En En+1 for n = 1;2; : : :. For exam-
ple, DQP6 refers to a CGS encoding in which the QP values of subsequent layers
differ by a fixed value of 6.
Another set of encodings is run for different video sequences to show the ef-
fect of Delta Quantization Parameter (DQP). The effect of DQP for CGS encodings
has been talked about in [4], but has been limited to Short video sequences and only
DQP6 and DQP2. The effect for longer video sequences is shown here and also,
other DQP values such as DQP4, DQP8, DQ10, DQP12, DQP13, DQP15, DQP20,
DQP40, etc are considered. The evaluated encodings were made in the QP range
of 48 to 8, chosen to cover a broad range of qualities. The plotted PSNR and the
bit-rate values represent the aggregate of all the dependency and temporal layers up
to and including the particular layer.
Initially, the RD characteristics of SONY demo and the NBC News video se-
quences are analyzed in the QP range of 48 to 18. The RD performances are illus-
trated in Figures 3.2 and 3.3 for the SONY demo, and NBC News video sequences,
respectively. The QP difference of 15 has the highest RD performance among all
the CGS encodings in Figure 3.2. It is observed for the SONY demo video sequence
that the RD performance is reduced when the number of enhancement layers in-
creases (and the DQP among them decreases). To illustrate this behavior further,
the effect of changes in the DQP value is investigated for the NBC News video se-
quence in Figure 3.3. It is observed that the CGS encoding with DQP value of 15
has the best RD performance and the CGS encoding with DQP value of 6 has the
least RD performance among the CGS encodings.
Comparing the CGS encodings illustrated in Figures 3.2 and 3.3 with the
corresponding SVC single layer encodings, a higher bit rate for the CGS encodings
is noted, for obtaining the same fidelity levels. This percent increase in the bit rate
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Figure 3.2: Comparison of CGS Encodings of SONY demo Sequence with Different
DQP Values with the SVC Single Layer Encodings. DQP15 has the Highest and
DQP6 has the Least RD Performance among the CGS Encodings
for each layer in a CGS encoding to obtain the same quality as compared to the SVC
single layer encoding, is provided in Table 3.3 and is also, shown in the Figure 3.4
and Figure 3.5 for the SONY demo and NBC News video sequences. For the case
of a DQP value of 15, an increase of around 15–20% in the bit rate over the SVC
encoding is noted. For the case of a DQP value of 10, an even higher increase of
around 30% is observed. For other CGS encodings with an even larger number of
enhancement layers, the bit-rate increase in comparison to SVC single layer is well
over 50%. In turn, it is concluded that a larger number of CGS enhancement layers
(and smaller DQP among the layers) has an adverse effect on the RD performance.
It was mentioned in [4] that the tolerable coding overhead for scalable coding may
be within 10% to 50% increase of the bit rate achieved by the single layer encoding.
Our observations are also in agreement with [4, 36], in that a large number
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Figure 3.3: Comparison of CGS Encodings of NBC News Sequence with Different
DQP Values with the SVC Single Layer Encodings. Again, DQP15 has the Highest
and DQP6 has the Least RD Performance among the CGS Encodings
of ELs with a smaller DQP value results in a noticeable degradation of coding ef-
ficiency. It can be concluded that a CGS encoding with two EL and a significant
difference in QP, may be used as a good compromise between providing scalability
and RD performance. Whether one needs such high increments in PSNR depends
on the application. Alternatively, the base layer could be encoded to provide a rel-
atively high quality and a small quality range could be covered by CGS with 2 ELs
with relatively small DQP. If more finer rate points are needed, one may use MGS
quality layers inside each CGS layer. On similar lines, another RD comparison
is shown for similar CGS encodings as above for the STAR WARS IV sequence in
Figure 3.6. DQP15 CGS encoding still has the highest and DQP6 the least RD
performance among the CGS encodings. To make these points clearer, many other
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CGS encodings for varying DQP values, number of enhancement layers and differ-
ent video sequences are provided below.
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Figure 3.4: Comparison of Different CGS Encodings with the SVC Single Layer
and Percent Increase SVC Single Layer Curves for the SONY demoVideo Sequence
Table 3.3: THE PERCENT INCREASE IN THE BIT RATE FOR EACH LAYER IN A
CGS ENCODING TO OBTAIN THE SAME QUALITY AS COMPARED TO THE SVC
SINGLE LAYER ENCODING FOR THE SONY demo AND NBC News SEQUENCES.
SONY demo
DQP BL EL1 EL2 EL3 EL4 EL5
15 0 15.0 10.0 - - -
10 0 28.0 28.1 31.7 - -
06 0 43.5 51.6 66.8 77.0 78.6
NBC News
DQP BL EL1 EL2 EL3 EL4 EL5
15 0 20.1 8.1 - - -
10 0 31.8 29.3 25.2 - -
06 0 39.4 59.0 72.4 71.4 64.2
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Figure 3.5: Comparison of Different CGS Encodings with the SVC Single Layer
and Percent Increase SVC Single Layer Curves for the NBC News Video Sequence
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Figure 3.6: Comparison of CGS Encodings of STAR WARS IV Sequence with Dif-
ferent DQP Values with the SVC Single Layer Encodings. Again, DQP15 has the
Highest and DQP6 has the Least RD Performance among the CGS Encodings
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Figure 3.7: Comparison of CGS Encodings of SONY demo Sequence with Differ-
ent DQP Values with the SVC Single Layer Encodings. Smaller DQP Values are
Compared Here
Next, comparison between smaller DQP values such as 2, 4, 6, and 8 with
the SVC single layer encodings for the longer video sequences of SONY demo and
NBC News is provided. These encodings have been run in the QP range of 38–26
for G16B15 GoP structures and are shown in Figure 3.7 and Figure 3.8. From the
Figure 3.7 and Figure 3.8, it can be observed that the DQP8 and DQP6 have com-
parable RD performances for the larger video sequences. The RD performances
decreases from DQP8 to DQP2. They have to be chosen depending on the appli-
cation to be used. DQP8 combined with 2 or 3 enhancement layers can be used to
cover a wide range of QP values, so applications involving drastic quality variations
should be good to use DQP8. On the other hand, DQP6 with 2 or 3 Enhancement
layers can be used to serve those applications where there is a decent change in
quality, but not over a wide range. DQP4 provides lesser increments in quality.
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DQP2 would serve small incremental improvements in quality from one enhance-
ment layer to another, and cannot cover a wide range, unless many enhancement
layers are used, which reduces the overall RD performance.
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Figure 3.8: Comparison of CGS Encodings of NBC News Sequence with Differ-
ent DQP Values with the SVC Single Layer Encodings. Smaller DQP Values are
Compared Here
Subsequently, another comparison of DQP values of 6, 8, 10, 13, 20 and 40
for a shorter video sequence CREW is provided in Figure 3.9. Observe that the RD
performance again decreases in the order 40, 20, 13, 10, 8 and 6.
Hence it can be concluded from all the above figures that, higher the DQP
value, better is the RD performance. As explained earlier, this is due to the large
increments in QP or the PSNR values as one moves from an enhancement layer
to another, without comparable increase in the bit-rate. Whether one needs such
high increments in PSNR depends on the application. Generally, one may wish
to use high DQP values such as 10, 12, 20 etc. Every extra enhancement layer
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Figure 3.9: Comparison of CGS Encodings of CREW Video Sequence for a Broad
Range of DQP Values
results in a degradation in the RD performance, hence lesser the number of en-
hancement layers, better is the RD performance. A good compromise would be
using DQP8 or DQP10 or DQP20 with 2 or 3 Enhancement layers, which can pro-
vide a wide-range of quality enhancements without losing the RD efficiency. As
an example, RD curves for DQP20 for larger video sequences such as STAR WARS
IV and SONY demo in Figure 3.10 and Figure 3.11 are provided. Observe that the
RD performance of this CGS encoding is very much comparable to the SVC single
layer performance. In addition, the CGS encoding also provides scalability.
Two small instances are given here to show the effect of DQP and number
of enhancement layers in an encoding. It was previously stated that an extra en-
hancement layer degrades the RD performance, while adding an extra rate-point
for the encoding. In the first instance, it is shown that for a fixed DQP value, an
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Figure 3.10: Comparison of RD Curves for a DQP20 CGS Encoding and SVC
Single Layer of STARWARS IV Video Sequence. Observe that the RD Performance
of the DQP20 CGS Encoding is Comparable to the Single Layer
extra enhancement layer results in an extra rate point and follows the same RD
curve. This shows that the RD performance is dependent on the DQP value and
so remains the same in this case, as the DQP value is fixed. This is shown in Fig-
ure 3.12, where an extra enhancement layer just provides an extra rate-point on the
RD curve. The number of enhancement layers can thus be chosen, depending on
the application and the range of PSNR values required. This encoding uses the
CITY video sequence.
To further make this point clear, another instance is provided in Figure 3.13,
which uses the same number of enhancement layers for different DQP values. In
this case, the RD performances vary from one DQP encoding to another just like it
has been observed in all the RD curves above, further proving that RD performance
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Figure 3.11: Comparison of RD curves for a DQP20 CGS Encoding and SVC
Single Layer of SONY demo Video Sequence. Observe that the RD Performance of
the DQP20 CGS Encoding is Comparable to the Single Layer
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Figure 3.12: Comparison of Different CGS Encodings of DQP6 with a Decreasing
Number of Enhancement Layers for CITY Video Sequence
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is dependent on the DQP value. This encoding is also run for the CITY video
sequence.
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Figure 3.13: Comparison of CGS Encodings with Different DQP Values and Three
Enhancement Layers for CITY Video Sequence
3.2.2 Effect of GOP
In this section, let us see the effect of using a GOP structure on the RD performance
and how it varies from one GOP structure to another. The effect of GOP on the VD
curves and traffic variability is discussed in the next section.
As mentioned in Chapter 3, the encodings are run for different GoP struc-
tures such as G16-B1, G16-B3, G16-B7 and G16-B15, for different video se-
quences, both long and short sequences. The resulting RD plots are provided in
this section. The effect of GOP structures for different DQP values on the RD per-
formances can be seen for long video sequences such as SONY demo sequence,
Silence of the Lambs sequence, and STAR WARS IV video sequence in the Fig-
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Figure 3.14: Comparison of the DQP4 CGS Encodings for Different GoP Structures
for the SONY demo Sequence
ures 3.14, 3.15, and 3.16. The encodings were run for different DQP values for the
different video sequences, to rule out the possibility of DQP affecting the RD per-
formances of the different GoP structures. Other encodings have also been run for
shorter video sequences such as the CREW sequence and the CITY video sequence.
These results are shown in Figures 3.18 and 3.17.
It can be seen from these figures that G16-B15 has the best RD performance
of the four GoP structures, in all cases. This is understandable, since it has 15 B
frames between the I frames and no P frames. Generally, more B frames mean
smaller frame sizes and hence lesser bit-rate to achieve the same quality. This is
similar to the results shown in [37] regarding the effect of GoP. The cascading QP
assignments and hierarchical reference frames structure used in H.264/SVC are the
reason behind the behavior of GoP structures. This effect becomes unclear though,
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Figure 3.15: Comparison of the DQP6 CGS Encodings for Different GoP Structures
for the Silence of the Lambs Video Sequence
for the short video sequences CREW and CITY. It is more prominent for the longer
video sequences, suggesting that more frames make the effect more visible.
Also, the increase in RD performance increases the traffic variability as
shown in [37]. Hence, G16-B15 has more traffic variability, which will be shown
in the next section.
3.2.3 Bit Rate Variability-Distortion (VD) comparison
Traffic bit rate variability can be represented by coefficient of variation (CoV) of
frame sizes, defined as the ratio of the standard deviation of the video frame sizes
to the mean frame size as mentioned in Chapter 3. In other words, a larger CoV
signifies a higher variability in frame sizes, thus making the video more difficult
to efficiently transmit over a network. It has been shown in [37] that the tools
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Figure 3.16: Comparison of the DQP15 CGS Encodings for Different GoP Struc-
tures for the STAR WARS IV Video Sequence
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Figure 3.17: Comparison of the DQP10 CGS Encodings for Different GoP Struc-
tures for the CITY Video Sequence
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Figure 3.18: Comparison of the DQP10 CGS Encodings for Different GoP Struc-
tures for the CREW Video Sequence
responsible for increasing the RD performance of H.264/SVC are also responsible
for increasing the traffic variability or the CoV sizes.
Table 3.4: COV VALUES FOR EACH LAYER OF A CGS ENCODING BELONGING
TO A PARTICULAR GOP STRUCTURE, FOR THE SONY demo VIDEO SEQUENCE
AND A DQP OF 4.
CoV Size
QPvalues 42 38 34
G16B15 2.4807 2.8751 2.2865
G16B7 2.4019 2.5562 2.1334
G16B3 2.3054 2.1238 1.8059
G16B1 2.1843 1.6390 1.3513
It is shown below that the trend follows with CGS encodings too, with the
highest RD performing CGS encodings, also resulting in higher CoV values. In
Tables 3.4, 3.5 and 3.6, the CoV values are provided for the same GoP structures
shown in the previous section. In all the above three tables it can be observed that
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Table 3.5: COV VALUES FOR EACH LAYER OF A CGS ENCODING BELONGING
TO A PARTICULAR GOP STRUCTURE, FOR THE Silence of the Lambs VIDEO SE-
QUENCE AND A DQP OF 6.
CoV Size
QPvalues 22 16 10
G16B15 2.0930 1.4082 0.7716
G16B7 2.0733 1.4431 0.8268
G16B3 1.9869 1.3699 0.8530
G16B1 1.8242 1.1389 0.7457
DQP15 encoding has the highest COV values for each layer and so a higher traffic
variability.
Table 3.6: COV VALUES FOR EACH LAYER OF A CGS ENCODING BELONGING
TO A PARTICULAR GOP STRUCTURE, FOR THE CREW VIDEO SEQUENCE AND
A DQP OF 10.
CoV Size
QPvalues 48 38 28 18 8
G16B15 0.4209 0.3804 0.4002 0.2918 0.1258
G16B7 0.4105 0.4271 0.4005 0.2879 0.1274
G16B3 0.3751 0.4302 0.4130 0.2942 0.1277
G16B1 0.4468 0.4233 0.3913 0.2848 0.1281
It is observed that the trend is prominent for the longer video sequences
Silence of the Lambs sequence, and SONY demo sequence. The trend is not so
prominent for much shorter video sequences such as the CREW sequence shown
in Table 3.6. This is reasonable as the variability becomes more prominent for
sequences with higher number of frames. The CoV values provided below also
follow the variability-distortion curves shown in [37] in that, they have a sudden
increase in the CoV values for the mid QP values and have a dip around those QP
values. This can be more clearly observed in Table 3.7, and Table 3.8 in addition to
the previous COV tables. Another observation is that the CoV size values reduce
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for every enhancement layer for the CGS encodings. This follows the argument
that the CoV values reduce as the quality increases or the QP values decreases [37].
Table 3.7: COV VALUES FOR EACH LAYER OF A CGS ENCODING BELONGING
TO G16B15 GOP STRUCTURE, FOR THE SONY demo VIDEO SEQUENCE AND
A DQP OF 20. G16B15 HAS BEEN CHOSEN AS IT HAS THE HIGHEST TRAFFIC
VARIABILITY.
QPvalues 48 28 8
CoVSize 1.3828 1.7042 0.5395
The VD curves for the SONY demo, NBC News and STAR WARS IV video
sequences are illustrated in Figures 3.19, 3.20, and 3.21, respectively. These are
for the same encodings whose RD plots have been shown in Section 3.2.1. The
VD curves shown are for the aggregate values of all the frames belonging to all
the dependency and temporal layers below and including a particular enhancement
layer, similar to the RD curves. The CoV values for the individual layers of each
encoding are provided in Table 3.13.
Table 3.8: COV VALUES FOR EACH LAYER OF A CGS ENCODING BELONGING
TO G16B15 GOP STRUCTURE, FOR THE STAR WARS IV VIDEO SEQUENCE AND
A DQP OF 20. G16B15 HAS BEEN CHOSEN AS IT HAS THE HIGHEST TRAFFIC
VARIABILITY.
QPvalues 48 28 8
CoVSize 1.0891 1.3373 0.5181
For the SONY demo video sequence in Figure 3.19, it is observed that the
VD curve of the single layer encoding peaks around 34 dB for a CoV of 1.86. For
the CGS encoding with a DQP value of 15 the VD curve follows the behavior of the
SVC single-layer encoding, but with a lower peak of the CoV of 1.76, indicating
a decrease in the traffic variability. For the CGS encoding with DQP value of 10
the traffic variability decreases further with a CoV peak of 1.6. So it can be ob-
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Figure 3.19: Comparison of VD Curves of CGS Encodings of SONY demo Se-
quence of Different DQP Values with the SVC Single Layer Encodings. SVC Sin-
gle Layer has the Highest Traffic Variability, followed by DQP15 among the CGS
Encodings. Increased Scalability results in a Decrease in the Traffic Variability, but
also Decreases the Coding Efficiency as seen in Figure 3.2
served that the CGS encodings with a higher RD performance have a higher traffic
variability.
Similar observations can be drawn from Figures 3.20 and 3.21 for the NBC
News and the STAR WARS IV video sequences. The CoV values in general are
smaller for the NBC News and the STAR WARS IV, relative to the SONY demo
video sequence because of the nature of the content of these video sequences. For
the NBC News video sequence, the SVC single layer peaks for a CoV value of 1.23,
whereas the CGS encoding with a DQP value of 15 peaks around 1.21 and the CGS
encoding with a DQP value of 10 peaks around 1.11. For STAR WARS IV sequence
the the SVC single layer peaks for a CoV value of 1.35, whereas the CGS encoding
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Figure 3.20: Comparison of VD Curves of CGS Encodings of NBC News Sequence
of Different DQP Values with the SVC Single Layer Encodings. SVC Single Layer
has the Highest Traffic Variability, followed by DQP15 among the CGS Encodings
with a DQP value of 15 peaks around 1.24 and the CGS encoding with a DQP value
of 10 peaks around 1.2.
The shape of the VD curves for STAR WARS IV sequence are a little dif-
ferent than the VD curves belonging to NBC News and the SONY demo video
sequences. This can be attributed to the different video content of the video se-
quences. A careful observation reveals that the set of VD curves of different DQP
values belonging to a particular video sequence follow a similar shape, attributing
the shape to the video content. This is true for all the above video sequences. The
DQP15 VD curve for STAR WARS IV sequence differs slightly when compared to
the other CGS VD curves of different DQP values and the single layer curve, as
there is no point for the DQP15 curve in between the PSNR values of 38–32 as
seen in Figure 3.21, where a slight dip is noticed for the other DQP value curves. A
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point here is not possible for DQP15 as a result of the fixed difference in QP value
as we move from one layer to another.
The CoV values for the first EL of CGS encodings of relatively small DQP
values, generally decrease slightly in comparison to the CoV values of the BL. The
CoV values depends on the QP values and for CGS encodings of relatively small
DQP values, the first EL has a QP value which does not fall within the QP range
of 36–28 where generally, an increase in CoV values is observed. The QP value
of the first EL is still in the initial range of QP values and not the center range
of QP values. For DQP15 though, the first EL falls within the center QP values
region (36–28), so the CoV value increases for the first EL, resulting in the lack of
slight initial dip in the DQP15 VD curve. This initial slight dip in the CoV values
is also observed for the other video sequences of lesser DQP values. Hence, for a
VD curve with relatively smaller DQP value where there is a smaller change in bit
rate and PSNR as we move from one layer to another, an initial dip is noticeable
in the CoV values, as the corresponding QP values are still within the extreme QP
values region. Following this, an increase is observed in CoV values for the center
QP values, before the CoV values reduce towards the end QP values, similar to
the VD curves of relatively higher DQP values. The same dip is not observed for
the single layer curve within that region though, as has been observed for the VD
curves of CGS encodings with relatively small DQP values. This observation needs
some further research. Hence, to summarize for CGS encodings, the CoV values
increase for the center QP values and decrease towards the extremes and the shape
of a particular VD curve may vary slightly depending on the number of points
within each of these regions.
The traffic variability of CGS encodings is lower than that of the corre-
sponding SVC single layer encodings. It can be concluded that transporting a
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Figure 3.21: Comparison of VD Curves of CGS Encodings of STAR WARS IV
Sequence of Different DQP Values with the SVC Single Layer Encodings. SVC
Single Layer has the Highest Traffic Variability, followed by DQP15 among the
CGS Encodings
single bit-stream capable of providing multiple quality enhancements can be more
efficient, than sending individual bit-streams each corresponding to a different qual-
ity. This augurs well for the implementation in a heterogeneous system. The CoV
values in Table 3.13 follow the VD curves discussed in [37] in that, they have an
increase in the CoV for the mid QP values and have a dip around the extreme QP
values. Also, as the DQP value keeps reducing the change in CoV between imme-
diate layers also reduces. Combining the effects of RD and VD, it can be concluded
that a good compromise for a CGS encoding, depending on the application, would
be to employ a high-enough DQP value around 8–12, with two ELs.
The RD and VD characteristics of the CGS encodings are summarized in
Table 3.10 and Table 3.11 for different video sequences. The corresponding percent
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Table 3.9: COV VALUES OF INDIVIDUAL LAYERS FOR DIFFERENT CGS ENCOD-
INGS BELONGING TO DIFFERENT DQPS FOR THE SONY demo, NBC News AND
STAR WARS IV VIDEO SEQUENCES.
CoV for SONY demo
DQP BL EL1 EL2 EL3 EL4 EL5
15 1.43 1.76 1.03 - - -
10 1.43 1.63 1.53 1.01 - -
08 1.43 1.51 1.57 1.38 0.91 -
06 1.43 1.33 1.55 1.68 1.42 1.04
CoV for NBC News
DQP BL EL1 EL2 EL3 EL4 EL5
15 1.06 1.22 0.41 - - -
10 1.06 1.15 0.95 0.46 - -
06 1.06 0.97 1.06 1.07 0.80 0.46
CoV for STAR WARS IV
DQP BL EL1 EL2 EL3 EL4 EL5
15 1.14 1.28 1.05 - - -
10 1.14 1.07 1.28 1.10 - -
06 1.14 0.93 1.06 1.30 1.29 1.11
increase in bit-rate compared to single layer encodings, PSNR and CoV values for
each of the layers for different CGS encodings is shown here. The variation of the
bit-rate and CoV can be observed together in the above table. It can be seen that
CoV values follow the “humped” shape as seen earlier, that is there is an increase in
the CoV values for the center QP values and then there is a fall towards the extreme
QP values in an encoding. Each of the different sequences have different CoV
values suggesting that the CoV values and hence the VD curves, are a function of
the video texture information belonging to that particular video sequence. It can be
observed from the above table that the CoV values increase around the QP range of
38–28. This suggests, that the texture and motion information are functions of the
QP value as it can be observed that the CoV values for different video sequences
behave relatively similarly for various QP ranges. When the CoV values of different
CGS layers are compared with other CGS encodings of different DQP values, it can
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Table 3.10: COMPARISON OF % INCREASE IN BIT-RATE COMPARED TO SINGLE
LAYER, PSNR AND COV VALUES FOR DIFFERENT CGS ENCODINGS FOR THE
SONY demo, AND NBC News VIDEO SEQUENCES.
SONY demo
DQP Metric BL EL1 EL2 EL3 EL4 EL5
15 QPvalue 48 33 18 - - -
15 CoV 1.43 1.76 1.03 - - -
15 PSNR(dB) 26.19 34.50 45.27 - - -
15 %Overhead 0 15.0 10.0 - - -
10 QPvalue 48 38 28 18 - -
10 CoV 1.43 1.63 1.53 1.01 - -
10 PSNR(dB) 26.19 31.17 38.07 45.33 - -
10 %Overhead 0 28.0 28.1 31.7 - -
06 QPvalue 48 42 36 30 24 18
06 CoV 1.43 1.33 1.55 1.68 1.42 1.04
06 PSNR(dB) 26.19 28.98 32.57 36.67 40.92 45.37
06 %Overhead 0 43.5 51.6 66.8 77.0 78.6
NBC News
DQP Metric BL EL1 EL2 EL3 EL4 EL5
15 QPvalue 48 33 18 - - -
15 CoV 1.06 1.22 0.41 - - -
15 PSNR(dB) 26.17 34.79 43.49 - - -
15 %Overhead 0 20.1 8.1 - - -
10 QPvalue 48 38 28 18 - -
10 CoV 1.06 1.15 0.95 0.46 - -
10 PSNR(dB) 26.17 31.67 37.58 43.52 - -
10 %Overhead 0 31.8 29.3 25.2 - -
06 QPvalue 48 42 36 30 24 18
06 CoV 1.06 0.97 1.06 1.07 0.80 0.46
06 PSNR(dB) 26.17 29.34 33.05 36.45 39.78 43.57
06 %Overhead 0 39.4 59.0 72.4 71.4 64.2
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Table 3.11: COMPARISON OF % INCREASE IN BIT-RATE COMPARED TO SINGLE
LAYER, PSNR AND COV VALUES FOR DIFFERENT CGS ENCODINGS FOR THE
STAR WARS IV VIDEO SEQUENCE.
STAR WARS IV
DQP Metric BL EL1 EL2 EL3 EL4 EL5
15 QPvalue 48 33 18 - - -
15 CoV 1.14 1.28 1.05 - - -
15 PSNR(dB) 30.40 38.67 47.73 - - -
15 %Overhead 0 13.1 10.5 - - -
10 QPvalue 48 38 28 18 - -
10 CoV 1.14 1.07 1.28 1.10 - -
10 PSNR(dB) 30.40 35.48 41.93 47.76 - -
10 %Overhead 0 29.0 29.7 27.7 - -
06 QPvalue 48 42 36 30 24 18
06 CoV 1.14 0.93 1.06 1.30 1.29 1.11
06 PSNR(dB) 30.40 32.88 37.17 40.79 44.27 47.77
06 %Overhead 0 40.1 54.6 64.8 74.2 68.6
be observed that the CoV values behave almost similarly for a range of QP values.
For example, take a look at the SONY demo sequence. For DQP15, CoV value
is 1.76 for QP value of 33, in DQP10 CoV value is 1.53 for QP value of 28 and
in DQP6 CoV value is 1.68 for a QP value of 30. Hence, these CoV values are
similar for similar QP values, even though they belong to different CGS encodings
of different DQP values. A similar observation can be made from the other two
video sequences for say QP values around 30. As mentioned earlier, the VD curve
and the CoV values of STAR WARS IV video sequence are different when compared
to the other sequences as a result of different video texture in this sequence.
3.3 CGS ENCODER MODIFICATION
The current H.264 SVC software reference (JSVM 9.16) constrains the inter-layer
prediction to three dependency layers [54], whereby one layer has to be the base
layer. To improve the RD performance we have extended the reference software
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to provide inter-layer prediction for more than three dependency layers and report
results for both the original and modified reference software in this section.
From our extensive studies, we include representative results for Sony, NBC
News, and Star Wars in this section. We note that preliminary results considering
only the encoder with the three dependency layer restriction were presented in [47].
3.3.1 CGS Rate-Distortion (RD) Performance
In Fig. 3.22, we plot the RD points for H.264 CGS encodings (which we do not
connect in RD curves as CGS provides only these discrete RD points) and compare
with the RD curve of the single-layer H.264 SVC encodings. The plotted average
PSNR video quality and the bit rate values represent the aggregate of the base layer
and applicable enhancement layer(s). For instance, for the DQP = 15 encodings,
the bottom-left point corresponds to the base layer only, the middle point to the
aggregate of the base layer and first enhancement layer, and the upper right point to
the aggregate of the base layer and the two enhancement layers. We observe from
Fig. 3.22 that encodings with DQP = 15 have the highest RD performance among
the CGS encodings. With decreasing DQP, and correspondingly more layers, the
RD performance is reduced. We also observe that for a given (fixed) number of four
or more layers, the encoder modification that permits more than three dependency
layers substantially improves the RD performance.
For a closer comparison of the CGS encodings with the single-layer en-
codings, we give in Table 3.12 the percentage increase in the average bit rate of
the CGS aggregate stream (with the modification to permit more than three depen-
dency layers) up to and including a prescribed layer with respect to the single-layer
encoding with the same average PSNR video quality. For DQP = 15, we observe
a bit rate increase of around 8–20% for Sony and NBC News, while the bit rate
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Table 3.12: Average bit rate increase [in percent] of H.264 SVC CGS encoding
with modification permitting more than three dependency layers relative to H.264
SVC single layer encoding with same average PSNR quality.
SONY
DQP B E1 E2 E3 E4 E5
15 0 15.0 10.0 - - -
10 0 28.0 28.2 18.17 - -
06 0 43.5 51.6 49.9 43.4 34.93
NBC News
DQP B E1 E2 E3 E4 E5
15 0 20.1 8.1 - - -
10 0 31.8 29.3 15.1 - -
06 0 39.4 59.01 56.03 42.74 30.09
Star Wars
DQP B E1 E2 E3 E4 E5
15 0 30.83 18.54 - - -
10 0 44.58 46.55 31.98 - -
06 0 48.15 78.21 83.5 72.52 57.69
increase is 19–31% for Star Wars. For smaller DQP values, the bit rate increases
reach 30–60% and even around 80% for Star Wars.
Overall, these results confirm the observations made in [4] for short test
sequences in that the H.264 SVC CGS bit rate overhead compared to single-layer
encodings increases with decreasing DQP values and correspondingly larger num-
bers of enhancement layers. A bit rate overhead within 10% to 30% can be achieved
for relatively large DQP values and correspondingly few quality layers that provide
streams with relatively large differences in PSNR video quality.
3.3.2 CGS Rate Variability-Distortion (VD) Performance
In Figure 3.23, we compare the VD curves of H.264 SVC single-layer encodings
with the curves obtained by connecting the individual PSNR quality–CoV points of
the H.264 SVC CGS encodings; more specifically, the PSNR quality–CoV points
are for the aggregate of the base layer and the applicable enhancement layer(s). In
contrast, in Table 3.13 we give the CoV values for the individual layers.
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Table 3.13: CoV values of individual CGS layers (encoded with modification per-
mitting more than three dependency layers).
CoV for SONY demo
DQP B E1 E2 E3 E4 E5
15 1.43 1.83 0.92 - - -
10 1.43 1.63 1.52 0.84 - -
06 1.43 1.33 1.54 1.45 1.08 0.74
CoV for NBC News
DQP B E1 E2 E3 E4 E5
15 1.06 1.22 0.41 - - -
10 1.06 1.15 0.95 0.36 - -
06 1.06 0.97 1.06 0.92 0.61 0.3
CoV for Star Wars
DQP B E1 E2 E3 E4 E5
15 1.14 1.28 1.05 - - -
10 1.14 1.07 1.29 0.97 - -
06 1.14 0.93 1.06 1.19 1.07 0.84
We observe from Fig. 3.23 that the VD curves of the CGS encodings with
DQP = 15 exhibit the same trends as the single layer encodings (previously ex-
amined in [37]) of first increasing, peaking, and then decreasing CoV values. On
the other hand, for DQP = 6, i.e, the relatively RD-inefficient encoding with five
enhancement layers, we observe initially decreasing, then increasing, and finally
decreasing trends. These CoV trends for DQP = 6 for the aggregate stream indicate
that the first CGS enhancement layer reduces the traffic variability compared to the
base layer stream. Indeed, we observe in Table 3.13 that the first enhancement layer
(the first two for Star Wars) has significantly lower variability than the base layer.
Adding the first CGS enhancement layer to the base layer thus smoothes the traffic
somewhat, resulting in overall reduced variability for the aggregate stream. We fur-
ther observe from Table 3.13 for DQP = 6 that the second enhancement layer has
the highest CoV (the third for Star Wars) leading to the increase in the variability in
the aggregate stream in Fig. 3.23. The highest enhancement layers have relatively
low CoV values, resulting in the drop of the aggregate stream variability.
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In summary, we conclude that H.264 SVC CGS encodings with relatively
few enhancement layers (two in our studies) that span a wide quality and bit rate
range result in a bit rate overhead of 10–30 % compared to single layer H.264 SVC
encodings. The traffic variabilities of these CGS layers and the resulting aggregate
streams are slightly lower than the traffic variabilities of the single layer streams.
For three or more enhancement layers the bit rate overhead of CGS increases sub-
stantially, while the traffic variability of the CGS layers decreases only slightly. In
additional evaluations with videos in the full HD (1920 1080 pixel) format, we
found that these conclusions hold similarly for CGS encodings of HD video.
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Figure 3.22: RD curves of H.264 SVC CGS (modification permitting more than
three dependency layers is denoted by “new”) and H.264 SVC single-layer encod-
ings.
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Figure 3.23: VD curves of H.264 SVC CGS (with modification permitting more
than three dependency layers) and H.264 SVC single-layer encodings.
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CHAPTER 4
MGS Traffic and Quality Analysis
4.1 INTRODUCTION
While CGS provides quality scalability by dropping complete enhancement layers,
MGS provides a finer granularity level of quality scalability by partitioning a given
enhancement layer into several MGS layers [4]. Individual MGS layers can then be
dropped for quality (and bit rate) adaptation.
Splitting Transform Coefficients into MGS Layers Medium grain scalability
(MGS) splits a given enhancement layer of a given video frame into up to 16 MGS
layers (also referred to as quality layers). In particular, MGS divides the trans-
form coefficients, obtained through transform coding of a given macroblock, into
multiple groups. Each group is assigned to a prescribed MGS layer.
We initially consider a 4 4 macroblock. We let wm; m = 1;2; : : : ;16, de-
note the number of transform coefficients in MGS layer m within an enhancement
layer, whereby
16
å
m=1
wm = 16: (4.1)
The number of transform coefficients wm is also referred to as the “weight” of
MGS layer m. An MGS encoding can be represented by giving the weights in the
vector form W = [w1; w2; w3; : : : ;w16], whereby a wi = 0 if it is not specified.
Fig. 4.1 illustrates the splitting of the transform coefficients of a 44 macroblock
into three MGS layers with the weights W = [3; 3; 10], i.e., w1 = 3, w2 = 3,
and w3 = 10 while w4; : : : ;w16 = 0. As another example, consider the weights
W= [1;1;1;1;1;1;1;1;1;1;1;1;1;1;1;1], which result in sixteenMGS layers, each
containing one transform coefficient.
When extending this approach of splitting transform coefficients into layers
to 88 macroblocks, there are two approaches in H.264 MGS. One approach is to
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Figure 4.1: Illustration of allocation of transform coefficients of a 44 macroblock
to MGS layers for weight vector W = [3,3,10]. Coefficients with indices 0–2 con-
stitute MGS layer 1, while coefficients with indices 3–5 constitute MGS layer 2,
and coefficients with indices 6–15 constitute MGS layer 3.
divide a given 88 macroblock into four 44 submacroblocks and to split the co-
efficients of each 44 submacroblock according to the above approach illustrated
in Fig. 4.1. This submacroblock approach is usually employed in conjunction with
context-adaptive variable length coding (CALVC) entropy coding [55].
When the other main entropy encoding scheme, context-based adaptive bi-
nary arithmetic coding (CABAC) [56], is used, the 88 macroblock is not subdi-
vided. Instead, the above approach for splitting the transform coefficients of a 44
macroblock is extended to the 88 macroblock by multiplying each weight wi by
a factor of four. That is, the coefficients are considered in the conventional zig-zag
order and 4 wm coefficients are assigned to MGS layer m as illustrated in Fig. 4.2.
Throughout the remainder of this study, we consider CABAC which is widely used
in H.264 encodings.
Each MGS layer of a given video frame (picture) forms a single NALU [4].
In our example with W = [3;3;10], the enhancement layer of a given video frame
is divided into three NALUs, one for each MGS layer.
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Figure 4.2: Illustration of extension of splitting of transform coefficients into MGS
layers without subdivision of an 8 8 macroblock. For the example weights
W= [3;3;10], the first 4 w1 = 4 3 coefficients formMGS layer 1, the next 4 3 co-
efficients form MGS layer 2, and the remaining 4 10 coefficients form MGS layer
3.
Bit Rate Extraction With MGS encoding, the video bit rate is adjusted by drop-
ping enhancement layer NALUs, one at a time, until the target bit rate is achieved.
No NALUs are dropped from the base layer. We consider the following common
approaches for dropping NALUs:
(i) MGS layer approach: The NALUs from the highest indexed MGS
layer are dropped first. For instance, with three MGS layers, the MGS layer ap-
proach first drops NALUs from MGS layer 3; then, if further rate reduction is
needed, NALUs from MGS layer 2 are dropped, and so on.
(ii) Priority ID approach: The priority ID approach, also referred to as
MLQL Assigner & Ordered\TopLayer Extractor approach in [57] and as JSVM QL
in [58, 59] and implemented in the reference Joint Scalable Video Model (JSVM)
software [19], employs RD optimization strategies. A priority ID in the range 0
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(lowest importance) – 63 (highest importance) is assigned to each NALU. For bit-
stream extraction, first the NALUs with the highest priority ID are selected, fol-
lowed by the NALUs with lower priority IDs, until the target bit rate is reached.
We conduct the priority ID assignment and NALU extraction over the full video
sequence, i.e., all M frames of a given video, so as to give the RD optimization
strategies the maximal time horizon.
(iii)MGS-temporal layer approach: TheMGS-temporal layer approach [55,
60] prioritizes the NALU extraction according to the temporal layers T = 0;1;2;
: : : ;t , followed by prioritization according to the MGS layers. Specifically, the
highest MGS layer of the frames in the highest temporal layer T = t have the
lowest priority, the second highest MGS layer of these frames in temporal layer
T = t have the next lowest priority, and so on. Thus, for rate adaptation, the MGS-
temporal layer approach first drops the MGS layers (from highest to lowest) from
the highest temporal layer T = t . For further rate reduction, the MGS layers (from
highest to lowest) are dropped from the second highest temporal layer T = t   1,
and so on. For a prescribed target bit rate, we conduct the MGS-temporal layer
extraction over the time horizon of the full video sequence as well as over the time
horizon of individual GoPs.
4.2 EVALUATION SET-UP
4.2.1 Video Sequences
We present evaluation results for the following representative videos with the CIF
(352288 pixels) resolution and a frame rate of 30 frames/second.
 The ten minute Sony Digital Video Camera Recorder demo sequence (17,682
frames), which we refer to as Sony sequence, a documentary style video with
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a mixture of detailed scenes with high texture content and wide a range of
motion activities.
 The first half hour of the movie Silence of the Lambs (54,000 frames), a
drama/thriller genre video.
 The first half hour of the movie Star Wars IV (54,000 frames), a science
fiction/ action genre video.
 30 minutes of NBC 12 News (49,523 frames), an evening news cast, including
the commercials.
 The first half hour of the movie Citizen Kane (54,000 frames), a drama/ mys-
tery genre video.
 The first half hour of the movie Die Hard (54,000 frames), an action/ crime/
drama/ thriller genre video.
These video sequences represent a wide range of motion and texture levels. (Re-
sults for additional videos are available at http://trace.eas.asu.edu.) These
sequences were obtained with the MEncoder tool through decoding the original
DVD sequences into the YUV format and sub-sampling to CIF resolution.
4.2.2 H.264 SVC Encoding Set-up
We used the SVC JSVM reference software encoder (version 9.16). We set the
GoP pattern to G16B15 (IBBBBBBBBBBBBBBB, 16 frames with 15 B frames
per I frame) with hierarchical B frames, as we found through additional evaluations
that the G16B15 GoP pattern gives better RD performance compared to the G16B7,
G16B3, and G16B1 GoP patterns. We set the MeQP values, which determine the
Lagrangian parameters for motion estimation and mode decision of key pictures,
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to values smaller than the QP values as this setting resulted in RD-efficient cod-
ing [61]. We used the macroblock adaptive inter-layer prediction, which employs a
rate-distortion optimization framework. We used the CABAC coding scheme and
enabled the 88 transform.
Following the recommendations of [62] on block matching metrics, we em-
ploy a combination of sum of absolute difference (SAD) for full pixel and Hadamard
for sub pixel motion estimation. Similarly, following [62], we employ fast search
block matching with a search range of 16.
MGS Encoding Set-up Our default weight vector isW= [1;2;2;3;4;4]. We em-
ploy inter-layer prediction with RD optimization from the highest available quality
(MGS) layer. We employ one enhancement layer and use the default quantization
parameters B= 35 for the base layer and E = 25 for the enhancement layer.
4.3 MGS TRAFFIC AND QUALITY CHARACTERISTICS
In this section, we examine the traffic and quality characteristics of H.264 SVC
MGS encodings. We initially study the impact of the MGS weights, the base and
enhancement layer quantization parameters, and the extraction method. We then
examine the rate-distortion and rate variability-distortion characteristics of MGS.
Throughout, we present curves from representative video sequences from our ex-
tensive encoding and traffic studies.
4.3.1 MGS Weights
Figure 4.3 shows the RD curve of the Sony sequence with different MGS weights
for fixed quantization parameters of B = 35 for the base layer and E = 25 for the
enhancement layer with priority ID based extraction over the full sequence. We ob-
serve from Fig. 4.3 that the RD performance for the different MGSweights is nearly
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Figure 4.3: RD curve for Sony sequence for different MGSweightsW; with priority
ID extraction over full sequence and B= 35, E = 25, fixed.
the same with the MGS weights W = [1;1;1;1;1;1;1;1;1;1;3;3] giving slightly
lower RD performance in the range from moderate to high bit rates compared to
theW= [1;2;2;3;4;4] MGS weights.
We also observe from Fig. 4.3 that the MGS RD curves are very close to
the RD curve of the single-layer encoding, and even slightly exceed the single-
layer RD curve in the range from low to moderate bit rates up to around 450 kbps.
The slightly better RD performance of MGS is primarily due to the RD prioritized
bistream extraction. For small to moderate additions to the base layer stream, MGS
provides those groups of low-frequency transform coefficients (from the upper left
of the illustrations in Figs. 4.1 and 4.2 that are most RD efficient. Adding these
most RD-efficient transform coefficients of select video frames to the base layer
74
stream can slightly improve the RD efficiency over the single-layer stream that is
encoded with fixed quantization scales across all video frames. This characteristic
of MGS is examined in more detail in Section 4.3.4.
As the quality increases to approach 40 dB, all MGS layers from all video
frames are needed and we observe a significant drop in RD efficiency compared
to the single-layer encoding. This drop in RD efficiency is due to the overhead of
MGS encoding.
We briefly note that the different MGS encodings start at the same point on
the RD curve. This is because the base layer of H.264 SVC is compliant with the
AVC single layer and all the MGS encodings have the same QP value for the base
layer. We present results for theW= [1;2;2;3;4;4]MGS weights in the remainder
of this study.
4.3.2 Quantization Parameter
Figure 4.4 shows the RD curve for the Sony sequence for different quantization
parameters for the base layer B and enhancement layer E. Comparing first the
B = 40; E = 30 and B = 40; E = 25 encodings, we observe that for low bit rates
up to around 300 kbps, the B= 40; E = 30 encoding has slightly higher RD perfor-
mance than the B= 40; E = 25 encoding. This is mainly because E = 30 results in
relatively stronger quantization and thus fewer bits required for the encoding at this
lower end of the quality range. For bit rates above 300 kbps, the E = 30 encoding
approaches the upper end of its quality range resulting in the observed drop in RD
performance.
Next, turning to the comparison between the B = 35; E = 25 and B =
40; E = 25 encodings, we observe that the B = 35; E = 25 encoding gives higher
RD performance in the mid bit rate range from about 200–500 kbps; while for
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Figure 4.4: RD curve for Sony sequence withW= [1;2;2;3;4;4]MGS weights and
different base (B) and enhancement (E) layer QP values with priority ID extraction
over full sequence.
higher bit rates, the RD curves closely approach each other. In the mid bit rate
range, the B = 35; E = 25 encoding benefits from the relatively higher quality
base layer encoding, which provides a higher quality reference for encoding the en-
hancement layer, and thus higher RD efficiency in the encoding of the enhancement
layer. As we approach the upper end of the quality range of the enhancement layer,
the advantage due to the higher quality base layer diminishes.
Overall, we observe from Fig. 4.4 that a wider spread between base and en-
hancement layer quantization parameters (e.g., B = 40; E = 25) provides a wider
range of quality (and corresponding bit rate adaptation) at the expense of slightly
reduced RD performance compared to encodings with a narrower quantization pa-
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rameter spread. Unless stated otherwise we use the setting B = 35; E = 25 in the
remainder of this chapter.
4.3.3 Extraction Method
In Figure 4.5 we compare the RD curves of H.264 SVCMGSwith priority ID based
extraction over the full video sequence (denoted by “Pri., Seq.”), MGS-temporal
layer based extraction conducted over the full video sequence (denoted by “Tem.,
Seq.”) and conducted over individual GoPs (denoted by “Tem., GoP”), and MGS
layer based extraction with the RD curves of H.264 SVC single-layer encoding.
Notice that the MGS layer curve for the weights W = [1;2;2;3;4;4] has seven
points, corresponding to the base layer only for all frames of the video sequence,
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the base layer with one MGS layer for all frames, the base layer with two MGS
layers, and so on, until all six MGS layers are added to the base layer. We observe
that the RD performance obtained using priority ID and MGS-temporal layer based
extraction is significantly higher than the MGS layer based extraction for the entire
span between the points corresponding to the base layer only and the base layer
plus the full enhancement layer. The priority ID based approach, which slightly
outperforms the single layer encoding for low to moderate bit rates, selects the
most RD efficient MGS layers (NALUs) for select frames to add to the base layer
stream and thus, provides excellent RD performance. On the other hand, the MGS
layer based extraction adds the same number of MGS layers for each video frame.
This approach thus ignores the contributions to the average PSNR video quality of
a given MGS layer (NALU) relative to its size (in bits).
Turning to the MGS-temporal layer based extraction, we observe that for
both time horizons, i.e., dropping NALUs to meet the prescribed target bit over the
full sequence or for each individual GoP results in RD performance that closely
approximates the RD performance with priority ID based extraction. The MGS-
temporal layer extraction exploits the hierarchical B frame structure as well as the
MGS encoding structure by first dropping the MGS layers from highest to lowest
from the B frames with no dependent frames in temporal layer T = t . Then, the
MGS layers are dropped from the B frames with the fewest dependent frames in
temporal layer T = t   1. The MGS layer dropping proceeds with the B frames
with the next smallest number of dependent B frames in temporal layer T = t 2,
and so on. The results in Fig. 4.5 indicate that this MGS-temporal layer extraction
approach, which has very low computational complexity, gives nearly the same RD
performance as the computationally demanding priority ID based extraction. In
the following sections we further examine the MGS-temporal layer extraction over
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individual GoPs, which is suitable for rate-adaptations over short time scales as
they may be necessary in transport networks with varying available bandwidth.
Contrasting the results for the extraction methods with the results for the
base and enhancement layer quantization parameters B and E in Section 4.3.2, we
observe that the extraction method has a relatively large impact on the RD perfor-
mance. In particular, the extraction method strongly affects the RD performance
across the entire range of PSNR qualities (and corresponding bit rates) covered by
the enhancement layer. In contrast, the B setting typically has a relatively small im-
pact and the E settings mainly affects the positioning of the upper end of the quality
range covered by the enhancement layer (whereby the RD performance drops when
approaching the upper end of the covered quality range). Comparing with the re-
sults in Section 4.3.1, we observe the relatively minor impact of the MGS weights
W.
4.3.4 MGS Rate-Distortion (RD) Performance
In Figure 4.6, we compare the H.264 SVCMGS and single-layer RD curves for the
considered test sequences from a wide range of video content genres. We observe
that the RD curve behaviors of the Sony sequence, which we have focused on in
the presentation so far, are quite representative for a wide range of video content
genres. In particular, we observe that for this wide set of test videos, the RD curve
of MGS with priority ID based extraction is very close or slightly exceeds the RD
curve of the single layer encoding at low to moderate PSNR video qualities and
corresponding bit rates. The improved RD performance with MGS with priority
ID extraction is achieved through the RD optimization which selectively discards
MGS layer NALUs from selected frames if the NALUs provide relatively small
PSNR improvements for their size (in bits).
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Figure 4.6: RD curves for a wide range of test sequences with MGS weights
W = [1;2;2;3;4;4] and quantization parameters B = 35; E = 25 with priority ID
based extraction over full sequence and MGS-temporal layer based extraction over
individual GoPs.
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We further observe from Fig. 4.6 that the RD curve of MGS-temporal layer
extraction over individual GoPs is generally just slightly below the curve for priority
ID extraction over the full sequence and quite close to the curve of the single layer
encoding. These results indicate that even with the low-complexity MGS-temporal
layer extraction, H.264 SVC MGS can provide flexible adaptation over a wide
video quality and bit rate range while achieving nearly the same RD performance as
single-layer encoding. Nevertheless, further research on computationally efficient
extraction mechanisms that maximize the RD performance, such as [63–65], has
the potential to close the gap between priority ID and MGS-layer based extraction.
In further evaluations that are not included in detail due to space constraints, we
found that MGS-temporal layer extraction over individual GoPs gives similar vari-
ability of the individual frame PSNR qualities as priority ID extraction over the full
sequence.
At the upper end of the MGS RD curves we observe for all videos a signif-
icant drop in RD efficiency compared to the single layer encoding. At the upper
end of the quality (and bit rate) range, all MGS layer NALUs are included (even
the least RD efficient NALUs). As a result, the overhead of the MGS encoding
can not be offset by selecting the most RD efficient MGS layer NALUs and the
full effect of the overhead becomes visible. Clearly, these results suggest to select
the enhancement layer quantization parameter E such that the upper end of the RD
curve is sufficiently higher (about 1–2 dB for the considered test sequences) than
the targeted highest streaming video quality.
4.3.5 MGS Rate Variability-Distortion (VD) Performance
Frame Time Scale In Figure 4.7, we compare the frame time scale rate variability-
distortion (VD) curves of the MGS streams extracted based on priority IDs (over
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the full sequence) and MGS-temporal layers (over individual GoPs). We also ex-
amined the VD curves for the MGS streams extracted based on MGS layers (not
plotted here to avoid clutter) and found that their CoV values are low (in the range
0.03–0.2 and with a mean of 0.11 for our test videos) and, for a given video, con-
stant across the range of PSNR values.
We observe from Figure 4.7 that in the mid range of the PSNR qualities,
e.g., 35–37 dB for NBC, the MGS streams with priority ID based extraction have
somewhat higher CoV values than the MGS-temporal layer extraction streams. In
additional evaluations that are not included so as to avoid clutter, we found that in
the mid range of the PSNR qualities, both MGS streams have significantly higher
CoV values than the single-layer encodings. For instance, for Die Hard, the maxi-
mum CoV is increased from approximately 1.4 for the single-layer stream to about
2.4 for the MGS stream with priority ID extraction, while for Sony, the maximum
CoV increases from approximately 2.1 to 3.1. Thus, we conclude that the MGS
encoding and stream extraction adds substantially to the frame time scale traffic
variability. More specifically, for the low to moderate PSNR quality ranges, the
selective addition of the most RD efficient MGS layer NALUs adds to frame sizes
(in bit) such that their variability is increased, i.e., relatively more bits are added to
frames that are already large.
In further evaluations we also found that for the upper end of the PSNR
quality range of the MGS streams, their CoV values drop below the corresponding
CoV values of the single-layer streams by about 0.15–0.3. At the upper end of the
quality range, all the MGS layer NALUs are added in for all frames and the over-
head of the MGS encoding leads to the pronounced drop in RD efficiency observed
in Section 4.3.4. As the CoV is defined as the standard deviation of the frame sizes
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normalized by their mean, the pronounced increase in the mean frame size is mainly
responsible for the relatively steep drop of the CoV values.
We observe from Fig. 4.7 that generally videos with a high degree of hetero-
geneity in the levels of motion and texture complexity result in higher variability in
the streamed frame sizes. For instance, Sony and Citizen Kane, which have a very
wide range of motion and texture levels in their scenes, give high CoV values. On
the other hand, videos with consistently high levels of motion, such as Die Hard,
give relatively lower CoV values.
Inspecting Fig. 4.7 closer, we observe that the priority ID extraction con-
ducted over the full sequence has higher CoV values than the MGS-temporal ex-
traction over individual GoPs primarily in the mid-range of the VD curves. The VD
curves for both extraction methods have the same endpoints. (In further evaluations,
which are not included due to space constraints, we observed that MGS-temporal
layer extraction over the full sequence gives similarly high bit rate variabilities as
priority ID extraction over the full sequence.) For both extraction methods, the
left (lowest PSNR video quality) endpoint corresponds to streaming the base layer
(i.e., the lowest possible bit rate); whereas, the right (highest PSNR video quality)
endpoint corresponds to streaming the base layer plus the full MGS enhancement
layer (i.e., the highest possible bit rate). For target bit rates between the lowest and
highest possible rates, the extraction for individual GoPs strives to meet the pre-
scribed target bit rate when averaging over the frames in each individual GoP, i.e.,
strives to equalize the sizes (in bit) of the individual GoPs. Equal GoP sizes reduce
the variability of the frames sizes across different GoPs compared to the extraction
over the full sequence, which only strives to meet the prescribed target bit rate when
averaging over all frames in the sequence.
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GoP time scale Turning to the traffic variability at the GoP time scale, we ob-
serve from Fig. 4.8 that aggregating (i.e., effectively smoothing) the frames over
each GoP is quite effective in reducing the traffic variability of the extracted MGS
streams compared to the frame time scale considered in Fig. 4.7. We found in addi-
tional evaluations that the CoV values of the GoP sizes of the MGS streams (both
with priority ID and MGS-temporal layer extraction) are close to the correspond-
ing CoV values of single-layer encodings in the range of low PSNR qualities. For
moderate to high PSNR qualities, the MGS streams have typically lower CoV val-
ues than the single-layer streams. For instance, for Die Hard, the single-layer GoP
size CoV values are above 0.52, whereas priority ID extraction gives CoV values
as low as 0.31 and MGS-temporal layer extraction gives CoV values as low as 0.1.
Similarly, for Sony, the single-layer CoV values stay above 0.51, while priority ID
and MGS-temporal layer extraction achieve CoV values as low as 0.35 and 0.25,
respectively. Thus, the added traffic variability of the MGS streams compared to the
single-layer streams at the frame time scale has effectively been eliminated. This
implies that the added variability that was introduced by the selective inclusion of
MGS layer NALUs for select frames has mainly added variability among the frames
within a GoP.
We observe from Fig. 4.8 that in the mid range of PSNR video qualities,
the MGS-temporal layer extraction over individual GoPs reduces the GoP size CoV
values considerably compared to the priority ID extraction conducted over the entire
sequence. The CoV values of MGS-temporal layer extraction drop to values close
to and even below 0.2. For very low target bit rates, both extraction mechanisms
stream only the base layer, while for very high target bit rates they stream the base
layer plus full MGS enhancement layer. For mid range target bit rates, the MGS-
temporal layer extraction over individual GoPs meets the target bit rates for each
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individual GoP, except for GoPs with a base layer rate above the target bit rate
and GoPs with the base layer plus full enhancement layer rate below the target bit
rate. In contrast, the priority ID based extraction over the full sequence, strives to
meet the target bit rate only over the time horizon of the full sequence, allowing for
significantly higher variations of the GoP sizes. The above shown results have been
published here [66].
4.4 SVC TO AVC BITSTREAM REWRITING
The aim of the following experiments is to identify the performance of the current
JSVM encoder for the SVC-AVC rewriting process and compare it with the RD
performance of SVC single layer and the SVC scalable layers. JSVM encoder is
an implementation of H.264-SVC and we have used JSVM 9.19.14, which was
the latest version at the beginning of the experiments. Here we have considered
the quality/PSNR scalability and in particular performed experiments for both the
Coarse-grain scalability (CGS) and the Medium-grain scalability (MGS).
Over the next few sub-sections, we first introduce the need for experimenta-
tion, followed by description of the work done for CGS, followed by MGS, before
pointing to the conclusions and future areas of research.
The SVC extension builds on the well-designed core coding tools of the
H.264/AVC standard [18, 32, 49] by adding features for efficiently supporting scal-
ability. Similar to H.264/AVC, H.264 SVC organizes the encoded video data into
network abstraction layer units (NALUs). The bi-directionally predicted (B) frames
in H.264 SVC have a hierarchical structure; whereby, the B frames in a given
layer of the hierarchy form a temporal layer [4]. In particular, the I and P frames
form the temporal base layer T = 0 and the b ; b = 2t  1 B frames between suc-
cessive I and P frames are organized into t temporal enhancement layers, T =
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1;2; : : : ;t . Throughout, the B frames in a given temporal enhancement layers T are
predictively encoded with respect to the frames in the lower temporal layers, i.e.,
the temporal base layer frames and the B frames in temporal enhancement layers
1;2; : : : ;T  1.
The lowest video quality that can be decoded in SVC is called the base
layer (which can also be decoded by a non-scalable single layer decoder). Suc-
cessive layers are referred to as enhancement layers. The process of encoding an
enhancement layer from the lower layer(s) is referred to as inter-layer prediction.
While H.264 SVC supports up to 128 layers, the actual number of layers in an en-
coding depends on the application needs. With the currently specified profiles, the
maximum number of enhancement layers is limited to 47 layers [4].
SVC is an emerging technology, and in case it will further succeed on
the market, an efficient mechanism for supporting backward compatibility will be
needed. Since the bit-stream syntax and coding tools of the base layer are already
backward-compatible to AVC, this part of the bit-stream can be decoded by any
legacy AVC device. However, as the base layer only represents the lowest quality
of the SVC bit-stream, it is often desirable to provide the higher quality represen-
tations to legacy AVC devices. This is achieved by a process named “bit-stream
rewriting”. It allows to efficiently transform an SVC bit-stream into an AVC bit-
stream without loss by exploiting the similarities of the two codecs, i.e., without
completely decoding the SVC bit-stream and re-encoding it to AVC. SVC-to-AVC
bit-stream rewriting can be subsumed as the low-complexity combination of inter-
dependent layers of a scalable multi-layer SVC bit-stream to a single-layer AVC
bit-stream. The rewriting process is only defined for the case of quality scalabil-
ity. The JSVM-rewriter, which implements this process, is available as part of
JSVM [19].
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Bit-stream re-writing is similar to the concept of bit-stream transcoding.
Unlike transcoding though, bit-stream rewriting allows for the lossless conversion
of an SVC bit-stream into a single layer AVC bit-stream. This is accomplished
without fully reconstructing any intensity data. The result is the capability to re-
write an SVC bit-stream to an AVC bit-stream when the functionality of SVC is
no longer needed in a system. Among other benefits, this allows for the partial
deployment of SVC within a system without requiring SVC capability at the end
point.
4.4.1 RD Performance of CGS for SVC-AVC Rewriting
In the first stage of experimentation we have considered CGS encodings. We have
run the experiments on 6 different kinds of videos with varying motion and texture
details. We have used the following six short videos, which are of 720p resolution
at 50fps. The videos are of short nature and are about 10 sec long. In choosing these
six videos, we have tried to use the videos which have given best as well as worst
performance for SVC, in experiments conducted earlier for another experiment.
 Old Town Pane
 Into Tree
 Aloha
 Police Boat
 Ducks Take Off
 Park Joy
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We considered a 3 layer encoding structure for the CGS encodings with a
Base Layer (BL) and 2 Enhancement layers (EL). This allows us to rewrite the
bit-stream from SVC to AVC in 2 stages, i.e for both the ELs.
JSVM 9.19.14 has AvcRewriter, which can be used for rewriting an SVC
stream to a single-layer (AVC) stream. As suggested in the software manual, the
avc_rewrite_flag should be present in all the enhancement layers that wish to be
rewritable. Hence, in our case we need to enable it in the 2 ELs. Since AvcRewriter
allows only for rewriting the EL of the highest quality, we may need to modify the
process a little, if we wish to rewrite the intermediate qualities to AVC single layer
too. To achieve this, I have used the BitStreamExtractorStatic, which is also a part
of the JSVM 9.19.14 package.
We used a GOP size of 8 for our encodings with an I frame every 5 sec to
provide for random access. We have used one IDR frame in our encodings.
We have run the CGS experiments for different QP values; the first one was
42_36_30, which represent the QP Values of the BL_EL1_EL2. EL2 has a QP
value of 30 and hence has a higher PSNR value. To bring variation we also ran the
experiments for 39_33_27 and 36_30_24. The observations though are similar and
hence in this article we just provide the results for the first case i.e 42_36_30.
The experimentation process involved running the CGS encodings for the
six different videos mentioned above, followed by rewriting each SVC stream to
the corresponding AVC streams with the help of AvcRewriter and BitStreamExtrac-
torStatic. This was followed by running the SVC Single-layer encodings on the six
different videos for each of the QP values. In the final step the RD performance of
the single layer rewritten streams was compared with the SVC stand-alone single
layer encodings and also the SVC scalable layers encodings (without rewriting), to
add completeness.
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To add more meaning to the results we have also shown the Delta Bits,
which is the ratio of the Bit-rates (BR) of the rewritten stream and the Single-layer
stream. We also show this as a % and call it “% change in BR”. The values can be
seen in the Fig. 4.9 below.
As we can see from Fig. 4.9, the rewriting process of SVC to AVC indeed
reduces the BR and hence saves a lot of bits when compared to the SVC scalable
layers. This has been shown as Delta bits, which is the ratio of the bitrates of the
rewriting process to that of either the SVC or the AVC process. The BR shown for
the AVC case from here on is always the interpolated BR, which has been calculated
for the same PSNR value as that of the SVC/Rewriting case. This allows us to have
a direct measurement of BRs. Hence the Delta PSNR value is always 0. The bitrates
have been interpolated using a trendline which uses a polynomial regression trend
of orders 3 or 4. We have also used % BR change to show the exact change in
BR. As it is clear the results indicate a % BR decrease in the case of rewriting
compared to SVC and a % BR increase when compared to the AVC case. The %
decrease value for rewriting case when compared to the SVC case, results in 22.6%
for the EL1 and 33.3% for the EL2 case. These are significantly large values when
compared to the corresponding % BR increase of 12.5% and 6.9% for the AVC
case. When we take an average of these two EL’s we get that rewriting case results
in a 28% decrease in the BR when compared to the corresponding SVC case, while
managing a 9.7% increase as compared to the AVC case. All these values are shown
in Fig. 4.9. The values presented are an average of the values obtained for each of
the videos as shown in Fig. 4.9, hence smoothing any video dependent results. In
addition the delta bits saved in the case of rewriting vs SVC is 0.72.
The results present a strong case for the rewriting case as it results in a
significant decrease of BR when compared to the corresponding SVC case, which
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was the main aim of the experiment. Next we will examine the case for the MGS
scalability, which allows us to have finer scalabilities.
4.4.2 RD Performance of MGS for SVC-AVC Rewriting
Now we consider the MGS case, which can theoretically provide more Operation
Points (OP) than the CGS case. This is possible due to the difference in predictions
used in the MGS case, as compared to the CGS case, which in addition to having
different dependency identifiers (D) also has layers with different quality identi-
fiers (Q), which provides an extra dimension of scalability, resulting in finer quality
refinements. Please refer to [1] for more on MGS quality scalability.
For the MGS case we considered again, a 3 layer encoding structure with a
Base Layer (BL) and 2 Enhancement layers (EL). Initially, we planned to use one
BL and one EL, with the EL containing 2 MGS vectors, each representing 8 and 8
transform coefficients. MGS vectors represent the number of MGS quality layers
present in an encoding, which allow the transform coefficients of the layer to be
written into several MGS quality layers. Each MGS vector element (for example 8
above), specifies the number of transform coefficients (in scan order after DC), that
are written to each of the quality layers. For more on this, please refer to the JSVM
9.19.14 package.
We use the AvcRewriter, for rewriting the MGS stream to a single-layer
(AVC) stream. As suggested earlier, the avc_rewrite_flag should be present in all
the enhancement layers that wish to be rewriteable. We could not use the MGS
vector mode specified above, since AvcRewriter does not run when we have more
than one MGS vector. Hence we did not use any MGS vectors, so all the transform
coefficients belonged to one quality level, as described above.
There was another modification that needs to be specified here. It is well
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known that MGS scalability uses the Key pictures concept to keep the drift limited
only to the frames between the key pictures. But the AvcRewriter does not work
again, if we have the EncodeKeyPictures set to 1, which codes the pictures with
MGS quality refinement (Q>0) as key pictures. Hence, we are forced to set it to
0, which does not code any pictures as key pictures. Therefore, the AvcRewriter
for the MGS case is limited in its functionality, as it does not work with two very
important features of the MGS case:
 Key Pictures
 MGS vectors
The results below do not reflect the full functionality of MGS encodings due
to limitations of the present JSVM encoder. We present here the RD performance
of the limited MGS functionality, while identifying the two main areas that can
be modified in future JSVM encoded w.r.t MGS to AVC rewriting process. In the
future we would like to extend functionality of the AvcRewriter for MGS with all
its features turned on. We have used the MGS encodings with 1 BL and 2 EL’s
as mentioned above due to the limitations. Currently we have used AvcRewriter
with this limited MGS configuration and noted the results in Fig. 4.11. We have the
avc_rewrite_flag enabled in both the ELs and use the BitStreamExtractorStatic and
AvcRewriter, as in the CGS case, to obtain the rewritten MGS bitstreams.
We performed theMGS experiments for an encoding structure of 42_36_30,
which represent the QP values of the BL_EL1_EL2. We have again used a GOP
size of 8 for our encodings with an I frame every 5 sec to provide for random access
and one IDR frame in our encodings.
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A number of OPs can be obtained for this sort of encoding structure. We
can obtain 15 operation points (OPs) as shown in Fig. 4.10. An OP is defined as a
unique combination of temporal(T) and quality(Q) levels, where different combina-
tions of different pairs of T and Q are selected in a way so that OPs can be dropped
from the bitstream, thus resulting in different sub-bitstreams each corresponding
to a different BR and PSNR value. These OPs are more in the case of MGS as
compared to CGS, hence resulting in a finer granularity or scalability.
Fig. 4.10 has different color schemes to represent different schemes. As
described earlier we have 4 different temporal (T) levels numbered 0-3 and each
temporal level has 3 different quality (Q) levels numbered 0-2. X represents that
the packets belonging to that particular cell combination are dropped for all frames
in a bitstream to obtain a sub-bitstream. It goes without saying that the absence of
an X means the packets belonging to that particular combination are still present in
the sub-bitstream. Due to the absence of Key pictures described in above paragraph,
we believe the MGS encoding behaves in such a way that the base Temporal level
pictures (T=0) act as pseudo-key pictures, i.e they act to serve like the reference key
pictures in this case. Hence whenever a sub-bitstream is obtained by dropping the
packets belonging to this combination, we believe the BR is abnormally dropped
resulting in unexplained behavior. This behavior can be seen for OP 5, 9, 12, 14
and 15. These are highlighted from now on with beige color. Another obvious
observation is that we never drop packets belonging to the base Quality level (Q=0)
as they have the highest priority and represent the BL of the original bitstream.
They are represented in blue color in Fig. 4.10. Also, the OP = 5 represents the
sub-bit stream corresponding to EL1, since all the packets belonging to Q=2 are
dropped in this case. Similarly OP=15 represents the sub-bit stream corresponding
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to BL of the encodings, since all packets belonging to Q=1 and Q=2 are dropped in
this case.
Now with this background we show the values obtained for the MGS encod-
ings, with 15 OP for each of the six videos described in last section, in Fig. 4.11. As
we can see for the OP 5, 9, 12, 14 and 15, the Delta bits are more than 1 or nearly
very close, and the % decrease is a negative or a very low positive value. They have
been indicated in beige color and the reason has been mentioned above. Also, it
could be as a result of avc_rewrite_flag being present only in the EL’s and not the
BL, hence the result of rewriting a bitstream which includes dropping packets from
the BL could have a bearing on this. We calculated the mean delta bits and % BR
decrease for the other remaining OPs, and we obtain values of 0.9 and 10% respec-
tively. These values are smaller in comparison to CGS, and if we can improve the
AvcRewriter for MGS including Key pictures and MGS vectors, it could be a better
performance comparison.
The values for the other videos have not been shown here due to redundancy,
When we take an average of the Delta bits and % decrease of rewriting vs SVC for
all the six videos, we obtain values of 0.83 and 16.26%. These values are relatively
lower than the CGS case, and can also be due to smoothing as a result of 10 OP in
comparison to 2 for the CGS case.
The values for rewriting vs AVC for the MGS case are unexplainable at this
point and require more research. The values for the AVC case seem to be way
higher than that corresponding to the rewriting case, which is not expected. We
are looking more into this currently. One possible explanation could be the MGS
extraction process as described in Chapter 4.
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4.4.3 Summary
We have presented the values for CGS and MGS for different videos to compare
the rewriting process to SVC and AVC process. For the CGS case, we obtain a 28%
decrease in the BRwhen compared to the corresponding SVC case, while managing
a 9.7% increase as compared to the AVC case. For MGS case, we have observed a
16.26% decrease in BR for the rewriting case in comparison to the SVC case. The
comparison of rewriting vs AVC needs more research at this point. In addition we
have identified the areas to improve the present AvcRewriter for the MGS case as it
currently does not support rewriting with either Key Pictures or MGS vectors.
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Figure 4.7: Comparison of frame time scale VD curves for MGS streams with
B = 35; E = 25 and W = [1;2;2;3;4;4] using priority ID extraction over the full
sequence and MGS-temporal layer extraction over individual GoPs.
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Figure 4.8: Comparison of GoP time scale VD curves for MGS streams with
B = 35; E = 25 and W = [1;2;2;3;4;4] using priority ID extraction over the full
sequence and MGS-temporal layer extraction over individual GoPs.
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Figure 4.9: Delta Bits and % BR change for Rewriting vs Single layer (AVC) and
Rewriting vs SVC for CGS
Figure 4.10: Number of Operation Points (OPs) possible for the MGS encoding
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Figure 4.11: Delta Bits and % BR change for Rewriting vs Single layer (AVC) and
Rewriting vs SVC for MGS encoding of OldTownPane
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CHAPTER 5
Multiview (3D) Traffic Analysis and Statistical Multiplexing
5.1 INTRODUCTION
Multiview video provides several views taken from different perspectives, whereby
each view consists of a sequence of video frames (pictures). Multiview video with
two marginally different views of a given scene can be displayed to give viewers
the perception of depth and is therefore commonly referred to as three-dimensional
(3D) video or stereoscopic video [13–15,67,68]. Providing 3D video services over
transport networks requires efficient video compression (coding) techniques and
transport mechanisms to accommodate the large volume of video data from the two
views on bandwidth limited transmission links. While efficient coding techniques
for multiview video have been researched extensively in recent years [16, 17], the
network transport of encoded 3D video is largely an open research problem.
Previous studies on 3D video transport have primarily focused on the net-
work and transport layer protocols and file formats [69–72]. For instance, [70, 73]
examine the extension of common transport protocols, such as the datagram con-
gestion control protocol (DCCP), the stream control transmission protocol (SCTP)
and the user datagram protocol (UDP), to 3D streaming, while the use of two sep-
arate Internet Protocol (IP) channels for the delivery of multiview video is studied
in [74]. Another existing line of research has studied prioritization and selective
transport mechanisms for multiview video [75, 76].
In this study, we examine the fundamental traffic and statistical multiplex-
ing characteristics of the main existing approaches for representing and encoding
3D video for long (54,000 frames) high-definition 3D videos. More specifically,
we consider (i) multiview video (MV) representation and encoding, which exploits
the redundancies between the two views, (ii) frame sequential (FS) representation,
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which merges the two views to form a single sequence with twice the frame rate
and applies conventional single-view encoding, and (iii) side-by-side (SBS) repre-
sentation, which halves the horizontal resolution of the views and combines them to
form a single frame sequence for single-view encoding. We find that the MV repre-
sentation achieves the most efficient encoding, but generates high traffic variability,
which makes statistical multiplexing more challenging. Indeed, for small numbers
of multiplexed streams, the FS representation with conventional single-view cod-
ing has the same transmission bandwidth requirements as MV representation and
coding. Only when smoothing the MV traffic or multiplexing many streams can
transport systems benefit from the more efficient MV encoding.
In order to support further research on network transport of 3D video, we
make all video traces [31] used in this study publicly available in the video trace li-
brary http://trace.eas.asu.edu. In particular, video traffic modeling [77–81]
requires video traces for model development and validation. Thus, the traffic char-
acteristics of 3D video covered in this study will support the nascent research area
of 3D video traffic modeling [82]. Similarly, video traffic management mechanisms
for a wide range of networks, including wireless and optical networks, are built on
the fundamental traffic and multiplexing characteristics of the encoded video traf-
fic [83–86]. Thus, the broad traffic and statistical multiplexing evaluations in this
study provide a basis for the emerging research area on 3D video traffic manage-
ment in transport networks [87, 88].
The rest of this chapter is organized as follows. In the next section 5.2
we give an overview of the different 3D representation formats, compression and
streaming techniques. The following Section 5.3 gives an overview of the video se-
quences used, the video traffic metrics calculated and a brief outline of the proposed
experiments. We follow this up with the results for the RD and VD performance of
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our experiments in Section 5.4 and results of statistical multiplexing in Section 5.5.
We conclude with our observations in Section 5.6.
5.2 MULTIVIEW VIDEO REPRESENTATION, ENCODING, AND STREAMING
In this section, we provide a brief overview of the main representation formats for
multiview video [15] as well as the applicable encoding and streaming approaches.
5.2.1 Multiview video representation formats
With the full resolution multiview format, which we refer to as multiview (MV)
format for brevity, each view v; v= 1; : : : ;V , is represented with the full resolution
of the underlying spatial video format. For instance, the MV format for the full HD
resolution of 19201080 pixels consists of a sequence of 19201080 pixel frames
for each view v. Each view has the same frame rate as the underlying temporal
video format. For example, for video with a frame rate of f = 24 frames/s, each
view has a frame rate of f = 24 frames/s.
With the frame sequential (FS) representation, the video frames of the V
views (at the full spatial resolution) are temporally multiplexed to form a single
sequence of video frames with frame rate V f . For instance, for V = 2 views, the
video frames from the left and right views are interleaved in alternating fashion to
form a single stream with frame rate 2 f .
Frame-compatible representation formats have been introduced to utilize
the existing infrastructure and equipment for the transmission of stereoscopic two-
view video [15]. The V = 2 views are temporally or spatially sub-sampled and
multiplexed to form a single sequence of video frames with the same temporal and
spatial resolution as the underlying video format [89]. In the side-by-side (SBS)
format, the left and right views are spatially sub-sampled in the horizontal direc-
tion and are then combined side-by-side. For instance, for the full HD format, the
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left and right views are sub-sampled to 960 1080 pixels. Thus, when they are
combined in the side-by-side format, they still occupy the full HD resolution for
every frame. However, each frame contains the left and right views at only half
the original horizontal resolution. In the top-and-bottom format, the left and right
views are sub-sampled in the vertical direction and combined in top-and-bottom
(above-below) fashion. For other formats, we refer to [15,89–92]. We consider the
side-by-side (SBS) representation format in our study, since it is one of the most
widely used frame-compatible formats, e.g., it is currently being deployed in Japan
to transmit 3D content for TV broadcasting over the BS11 satellite channel [89].
The major drawback of these frame-compatible formats is that the temporal or spa-
tial sub-sampling requires interpolation (and concomitant quality degradation) to
extract the left and right views at their original resolution.
5.2.2 Multiview video compression
We now proceed to briefly introduce the compression approaches that can be ap-
plied to the representation formats outlined in the preceding subsection. Building
on the concept of inter-view prediction [93], multiview video coding [17, 94] ex-
ploits the redundancies across different views of the same scene (in addition to the
temporal and intra-view spatial redundancies exploited in single-view encoding).
Multiview video coding is applicable only to the multiview (MV) representation
format since this is the only format to retain distinct sequences of video frames
for the views. For the case of 3D video, the state-of-the-art official ITU multiview
video coding reference software, referred to as JMVC, first encodes the left view,
and then predictively encodes the right view with respect to the encoded left view.
The frame sequential (FS) and side-by-side (SBS) representation formats
present a single sequence of video frames to the encoder. Thus, conventional single-
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view video encoders can be applied to the FS and SBS representations. We employ
the state-of-the-art JSVM reference implementation [95] of the scalable video cod-
ing (SVC) extension of the advanced video coding (AVC) encoder in single layer
encoding mode.
For completeness, we briefly note that each view could also be encoded in-
dependently with a single-view encoder, which is referred to as simulcasting. While
simulcasting has the advantage of low complexity, it does not exploit the redundan-
cies between the views, resulting in low encoding efficiency [15]. A currently ac-
tive research direction in multiview video encoding is asymmetric coding [70, 96],
which encodes the left and right views with different properties, e.g., different quan-
tization scales. For other ongoing research directions in encoding, we refer to the
overviews in [15, 17, 70, 97, 98].
5.2.3 Multiview video streaming
SBS representation The V = 2 views are integrated into one frame sequence
with the spatial resolution and frame rate f of the underlying video. For frame-by-
frame transmission of a sequence with M frames, frame m; m = 1; : : : ;M, of size
Xm [bytes] is transmitted during one frame period of duration 1= f at a bit rate of
Rm = 8 f Xm [bit/s].
MV representation There are a number of streaming options for the MV repre-
sentation with V views. First, the V streams resulting from the multiview video
encoding can be streamed individually. We let Xm(v); m = 1; : : : ;M; v = 1; : : : ;V ,
denote the size [bytes] of the encoded video frame m of view v and note that
Rm(v) = 8 f Xm(v) [bit/s] is the corresponding bitrate. The mean frame size of the
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encoded view v is
X¯(v) =
1
M
M
å
m=1
Xm(v) (5.1)
and the corresponding average bit rate is R¯(v) = 8 f X¯(v). The variance of these
frame sizes is
S2X(v) =
1
M 1
M
å
m=1
[Xm(v)  X¯(v)]2 : (5.2)
The coefficient of variation of the frame sizes of view v [unit free] is the standard
deviation of the frame sizes SX(v) normalized by the mean frame size
CoVX(v) =
SX(v)
X¯(v)
(5.3)
and is widely employed as a measure of the variability of the frame sizes, i.e., the
traffic bitrate variability. Plotting theCoV as a function of the quantization scale (or
equivalently, the average PSNR video quality) gives the bitrate variability-distortion
(VD) curve [40].
Alternatively, the V streams can be merged into one multiview stream. We
consider two elementary merging options, namely sequential (S) merging and ag-
gregation (combining). With sequential merging, the M frames of the V views are
temporally multiplexed in round-robin fashion, i.e., first view 1 of frame 1, fol-
lowed by view 2 of frame 1, : : :, followed by view V of frame 1, followed by view
1 of frame 2, and so on. From the perspective of the video transport system, each
of theseVM video frames (pictures) can be interpreted as a video frame to be trans-
mitted. In this perspective, the average frame size of the resulting multiview stream
is
X¯ =
1
V
V
å
v=1
X¯(v): (5.4)
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Noting that this multiview stream has V frames to be played back in each frame
period of duration 1= f , the average bit rate of the multiview stream is
R¯= 8V f X¯ : (5.5)
The variance of the frame sizes of the sequentially (S) merged multiview stream is
S2S =
1
(M 1)(V  1)
M;V
å
m;v=1
[Xm(v)  X¯ ]2 (5.6)
with the corresponding CoVS = SS=X¯ .
With combining (C), the V encoded views corresponding to a given frame
index m are aggregated to form one multiview frame of size Xm = åVv=1Xm(v). For
3D video with V = 2, the pair of frames for a given frame index m (which corre-
sponds to a given capture instant of the frame pair) constitutes the multiview frame
m. Note that the average size of the multiview frames is VX¯ with X¯ given in (5.4).
Further, note that these multiview frames have rate f multiview frames/s; thus, the
average bit rate of the multiview stream resulting from aggregation is the same R¯
as given in (5.5). However, the variance of the sizes of the (combined) multiview
frames is different from (5.6); specifically,
S2C =
1
(M 1)
M
å
m=1
[Xm VX¯ ]2 (5.7)
and CoVC = SC=(VX¯).
FS representation Similar to theMV representation, the FS representation can be
streamed sequentially (S) with the traffic characterizations given by (5.4)–(5.6). Or,
theV encoded frames for a given frame index m can be combined (C), analogous to
the aggregation of the MV representation, resulting in the frame size variance given
by (5.7).
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Frame size smoothing The aggregate streaming approach combines all encoded
video data for one frame period of playback duration 1= f [s] and transmits this data
at a constant bitrate over the 1= f period. Compared to the sequential streaming
approach, the aggregate streaming approaches thus performs smoothing across the
V views, i.e., effectively smoothes the encoded video data over the duration of
one frame period 1= f . This smoothing concept can be extended to multiple frame
periods, such as a Group of Pictures (GoP) of the encoder. For GoP smoothing with
a GoP length of G frames, the encoded views from G frames are aggregated and
streamed at a constant bitrate over the period G= f [s].
5.3 EVALUATION SET-UP
In this section, we describe our evaluation set-up, including the employed 3D video
sequences, the encoding set-up, and the video traffic and quality metrics.
5.3.1 Video sequences
For a thorough evaluation of the traffic characteristics, especially the traffic vari-
ability, the publicly available, relatively short 3D video research sequences [99]
are not well suited. Therefore, we employ long 3D (V = 2) video sequences of
M = 52;100 frames each. That is, we employ 51,200 left-view frames (pictures)
and 51,200 right-view frames (pictures) for each test video. We have conducted
evaluations with Monsters vs Aliens and Clash of the Titans, which are computer-
animated fiction movies, Alice in Wonderland, which is a fantasy movie consisting
of a mix of animated and real-life content, and IMAX Space Station, a documentary.
All videos are in the full HD 1920 1080 pixels format and have a frame rate of
f = 24 frames/s.
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5.3.2 Encoding set-up
We encoded the multiview representation with the reference software JMVC (ver-
sion 8.3.1) while we encoded the FS and SBS representations with the H.264 SVC
reference software JSVM (version 9.19.10) [95]. We set the GOP length to G= 16
frames for the MV and SBS encodings; for the FS encodings we set G= 32 so that
all encodings have the same playback duration between intracoded (I) frames, i.e.,
support the same random access granularity. We encoded with one bi-directionally
predicted (B) frame between successive intracoded (I) and predictive encoded (P)
frames and with seven B frames between successive I and P frames. We conducted
encodings for the quantization parameter settings 24, 28, and 34.
5.3.3 Traffic and quality metrics
We employ the peak signal to noise ratio (PSNR) [100,101] of the video luminance
signal of a video frame m; m = 1; : : : ;M, of a view v; v = 1; : : : ;V , as objective
quality metric of video frame m of view v. We average these video frame PSNR
values over the VM video frames of a given video sequence to obtain the average
PSNR video quality. For the MV and FS representations, the PSNR evaluation is
conducted over the full HD spatial resolution of each view of a given frame.
For the SBS representation, we report the PSNR values from the compar-
ison of the uncompressed SBS representation with the encoded (compressed) and
subsequently decoded (uncompressed) SBS representation as SBS without interpo-
lation (SBS-NI). We also report the comparison of the original full HD left and right
views with the video signal obtained after SBS representation, encoding, decod-
ing, and subsequent interpolation back to full HD format as SBS with interpolation
(SBS-I). We employed the JSVM reference down-sampling with a Sine-windowed
Sinc-function and the corresponding normative up-sampling using a set of 4-taps
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filters [95]. We plot the average PSNR video quality as a function of the average
streaming bitrate R¯ to obtain the RD curve and the coefficient of variation of the
frame sizes CoV as a function of the average PSNR video quality to obtain the VD
curve.
5.4 TRAFFIC AND QUALITY RESULTS
In this section we present the RD and VD characteristics for the examined 3D video
representation formats. Due to space constraints, we show only plots for the GoP
pattern with seven B frames between successive I and P frames for three videos; the
other results are available from the video trace library at http://trace.eas.asu.edu.
We briefly note that the encodings with one B frame between successive I and P
frames follow the same trends as observed for the encodings with seven B frames;
the main difference is that the encodings with one B frame have slightly higher
bitrates and slightly lower CoV values, which are effects of the lower level of pre-
dictive encoding.
5.4.1 Bitrate-distortion (RD) characteristics
In Fig. 5.1, we plot the RD curves of the multiview representation encoded with
the multiview video codec for streaming the left view only (MV-L), the right view
only (MV-R), and the merged multiview stream (MV). Similarly, the plot the RD
curves for the frame sequential representation (FS) and the side-by-side representa-
tion (SBS) encoded with the conventional single-view codec; whereby for SBS we
plot the RD curves without interpolation (SBS-NI) and with interpolation (SBS-I).
From the MV curves in Fig. 5.1, we observe that the right view has a signif-
icant RD improvement compared to the left view. This is because of the inter-view
prediction of the multiview encoding, which exploits the inter-view redundancies
by encoding the right view with prediction from the left view.
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Next, turning to the side-by-side (SBS) representation, we observe that the
interpolation significantly reduces the average PSNR video quality, especially for
encodings in the higher quality range. In particular, we observe that SBS with in-
terpolation can achieve similar or even slightly better RD efficiency than FS for
videos with real-life content (Alice in Wonderland and IMAX Space Station). How-
ever, SBS after interpolation has consistently lower RD efficiency than the MV
representation.
Finally, we observe from Fig. 5.1 that the MV representation in conjunc-
tion with multiview encoding has consistently higher RD efficiency than the FS
representation with conventional single-view encoding. The FS representation es-
sentially translates the multi-view encoding problem into a temporally predictive
coding problem. That is, the FS representation temporally interleaves the left and
right views and then employs state-of-the-art temporal predictive encoding. The
results in Fig. 5.1 indicate that this temporal predictive encoding can not exploit the
inter-view redundancies as well as the state-of-the-art multiview encoder. Similar
observations can be drawn from the G16B1 encodings seen in Fig. 5.2.
5.4.2 Bitrate variability-distortion (VD) characteristics
In Fig. 5.3, we plot the VD curves for the examined multiview (MV), frame sequen-
tial (FS), and side-by-side (SBS) representation formats; whereby, for MV and FS
we plot both VD curves for sequential merging (S) and aggregation (C). We first
observe from Fig. 5.3 that the MV representation with sequential streaming has the
highest traffic variability. This high traffic variability is primarily due to the relative
size differences between successive encoded left and right views. In particular, the
left view is encoded independently and is thus typically large. The right view is en-
coded predictively from the left view and thus typically small. This succession of
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large and small views, whereby each view is treated as an independent video frame
by the transmission system, i.e., is transmitted within half a frame period 1=(2 f ) in
the sequential streaming approach, leads to the high traffic variability. Smoothing
over one frame period 1= f by combing the two views of each frame from the MV
encoding significantly reduces the traffic variability. In particular, the MV encoding
with aggregation has generally lower traffic variability than the SBS streams.
We further observe from the MV results in Fig. 5.3 that the left view (MV-
L) has significantly higher traffic variability than the right view (MV-R). The large
MV-L traffic variabilities are primarily due to the typical large temporal variations
in the scene content of the videos, which result in large variations of the MV-L
frames which are encoded with temporal prediction across the frames of the left
view. In contrast, the right view is predictively encoded from the left view. Due to
the marginal difference between the two perspectives of the scene employed for the
two views of 3D video, the content variations between the two views (for a given
fixed frame index m) are small relative to the scene content variations occurring
over time.
Turning to the FS representation, we observe that FS with sequential stream-
ing has CoV values near or below the MV representation with aggregation. Sim-
ilarly to the MV representation, aggregation significantly reduces the traffic vari-
ability of the FS representation. In fact, we observe from Fig. 5.3 that the FS rep-
resentation with aggregation has consistently the lowest CoV values. The lower
traffic variability of the FS representation is consistent with its relatively less RD-
efficient encoding. The MV representation and encoding exploits the inter-view
redundancies and thus encodes the two views of each frame more efficiently, lead-
ing to relatively larger variations in the encoded frame sizes as the video content
and scenes change and present varying levels of inter-view redundancy. The FS
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representation with single-view encoding, on the other hand, is not able to exploit
these varying degrees of inter-view redundancy as well, resulting in less variability
in the view and frame sizes, but also larger average frame sizes.
In additional evaluations that are not included here in detail due to space
constraints, we found that frame size smoothing over one GoP reduces the traffic
variability significantly, especially for the burstier MV representation. For instance,
for Monsters vs Aliens, the CoV value of 1.05 for MV-C for the middle point in
Fig. 5.3(a) is reduced to 0.65 with GoP smoothing. Similarly, the corresponding
CoV value of 1.51 for IMAX Space Station is reduced to 0.77. The CoV reductions
are less pronounced for the FS representation: the middle CoV value of 0.81 for
FS-S in Fig. 5.3(a) is reduced to 0.58, while the corresponding CoV value of 0.82
in Fig. 5.3(c) is reduced to 0.70. Similar observations can be drawn from the G16B1
encodings seen in Fig. 5.4.
5.5 STATISTICAL MULTIPLEXING EVALUATIONS
In this section, we conduct statistical multiplexing simulations to examine the im-
pact of the 3D video representations on the bandwidth requirements for streaming
with minuscule loss probabilities [102].
Simulation Setup We consider a single “bufferless” statistical multiplexer [40,
102, 103] which reveals the fundamental statistical multiplexing behaviors without
introducing arbitrary parameters, such as buffer sizes, cross traffic, or multi-hop
routing paths. Specifically, we consider a link of transmission bitrateC [bit/s], pre-
ceded by a buffer of size C= f [bit], i.e., the buffer holds as many bits as can be
transmitted in one frame period of duration 1= f . We let J denote the number of
3D video streams fed into the buffer. Each of the J streams in a given simulation
is derived from the same encoded 3D video sequence; whereby, each stream has
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its own starting frame that is drawn independently, uniformly, and randomly from
the set [1;2; : : : ; M]. Starting from the selected starting frame, each of the J videos
places one encoded frame into the multiplexer buffer in each frame period. If the
number of bits placed in the buffer in a frame period exceeds C= f , then there is
loss. We count the number of lost bits to evaluate the information loss probabil-
ity Pin f oloss [102] as the proportion of the number of lost bits to the number of bits
placed in the multiplexer buffer. We conduct many independent replications of the
stream multiplexing, each replication simulates the transmission of M frames for
each stream, and each replication has a new independent set of random starting
frames for the J streams. We simulated the combined streaming approach where
the two views of each frame are aggregated and the GoP smoothing approach.
We conducted two types of evaluations. First, we determined the maximum
number of streams Jmax that can be transmitted over the link with prescribed trans-
mission bit rate C = 10; 20, and 40 Mb/s such that Pin f oloss is less than a prescribed
small e = 10 5. We terminated a simulation when the confidence interval for Pin f oloss
was less than 10 % of the corresponding sample mean.
Second, we estimated the minimum link capacityCmin that accommodates a
prescribed number of streams J while keeping Pin f oloss  e = 10 5. For eachCmin esti-
mate we performed 500 runs, each consisting of 1000 independent video streaming
simulations. Due to space constraints we present here representative results from
this evaluation of Cmin for a given number of streams J. The results for the eval-
uation of Jmax given a fixed link capacity C indicate the same tendencies and are
shown in Fig. 5.7 for both G16B7 and G16B1 GoP structures.
We observe from Fig. 5.5(a) and (c) that for small numbers of multiplexed
streams, namely J = 4 and 16 streams forMonsters vs Aliens and J = 4 streams for
IMAX Space Station, the MV and FS representations require essentially the same
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transmission bitrate. Even though the MV representation and encoding has higher
RD efficiency, i.e., lower average bit rate for a given average PSNR video quality,
the higher MV traffic variability makes statistical multiplexing more challenging,
requiring the same transmission bit rate as the less RD efficient FS representation
(which has lower traffic variability). We further observe from Fig. 5.5(a), (c) and
(e) that increasing the statistical multiplexing effect by multiplexing more streams,
reduces the effect of the traffic variability, and, as a result, reduces the required
transmission bit rate Cmin.
We observe from Fig. 5.5(b), (d) and (f) that GoP smoothing effectively re-
duces the MV traffic variability such that for small numbers of multiplexed streams,
i.e., a weak statistical multiplexing effect, the required transmission bitrate for MV
is less than that for FS.
5.6 SUMMARY
We have compared the traffic characteristics and fundamental statistical multiplex-
ing behaviors of state-of-the-art multiview (MV) 3D video representation and en-
coding with the frame sequential (FS) and side-by-side (SBS) representations en-
coded with state-of-the-art single-view video encoding. We found that when trans-
mitting small numbers of streams without traffic smoothing, the higher traffic vari-
ability of the MV encoding leads to the same transmission bitrate requirements as
the less RD efficient FS representation with single-view coding. We further found
that to reap the benefit of the more RD efficient MV representation and coding for
network transport, traffic smoothing or the multiplexing of many streams in large
transmission systems is required.
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Figure 5.1: RD curves for multiview representation (MV), frame sequential repre-
sentation (FS), and side-by-side representation (SBS) for G16B7 structure.
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Figure 5.2: RD curves for multiview representation (MV), frame sequential repre-
sentation (FS), and side-by-side representation (SBS) for G16B1 structure.
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Figure 5.3: VD curves for different representation formats and streaming ap-
proaches for G16B7 structure.
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Figure 5.4: VD curves for different representation formats and streaming ap-
proaches for G16B1 structure.
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Figure 5.5: Required minimum link transmission bit rateCmin to transmit J streams
with an information loss probability Pin f oloss  e = 10 5. GoP structure with seven B
frames between I and P frames.
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Figure 5.6: Required minimum link transmission bit rateCmin to transmit J streams
with an information loss probability Pin f oloss  e = 10 5. GoP structure of G16B1.
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Figure 5.7: The maximum number of streams Jmax that can be transmitted over
the link with prescribed transmission bit rate C = 10; 20, and 40 Mb/s with an
information loss probability Pin f oloss  e = 10 5. For both GoP structures G16B1 and
G16B7.
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CHAPTER 6
Traffic Models for H.264 Video
6.1 INTRODUCTION
Video traffic modeling plays a major part in network traffic analysis. It is imperative
to network design and simulation, providing Quality of Service (QoS) to network
applications, besides providing insights into the coding process and structure of
video sequences. Many models have been proposed in the past for MPEG video
traffic. But very few studies have considered H.264 [18] video traffic modeling
and the multi-layer aspects of video traffic streamed over the Internet. Prominent
among those is the recent unified traffic model developed by Dai et al. [1] which
presented a framework by incorporating wavelet-domain analysis into time-domain
modeling.
Video traffic modeling has been an active research area for quite many years
now. A plethora of models have been developed over time for various applications
meeting various demands. There are different ways to classify these models, a few
of which will be described in the Section 6.2, based on our research interest.
The rest of this chapter is organized as follows. In Section 6.2, we classify
the varied video traffic models based on different metrics and point the reader to
research articles about these traffic models. In Section 6.3, we present the moti-
vation behind the presented traffic models, some background pertaining to these
models and the modeling flow. In Section 6.4, we review in detail the traffic model
developed by Dai et al. [1] including the models for estimating the sizes of I, B and
P frames. We propose the changes introduced to [1] and discuss our models in the
Section 6.5. The results are shown in Section 6.6 and we compare our models to the
model proposed in [1]. We summarize our conclusions in Section 6.7 and propose
ideas for future/ongoing research.
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6.2 EXISTING VIDEO TRAFFIC MODELS
A good traffic model is expected to capture the statistical characteristics of video
sequences (such as frame size distribution and autocorrelation function (ACF)) and
predict the network performance (such as buffer overflow probabilities and packet
loss [1]). Several popular models have captured the distribution of frame sizes
of video traffic, quite accurately. A few of the most popular distribution mod-
els that have been studied are the lognormal model [104], normal model [105],
Gamma model [106] and other hybrid models such as Gamma/Pareto [107] and
Gamma/Lognormal [108]. Among the various characteristics of video traffic, there
are two major interests: distribution of frame sizes and autocorrelation function
(ACF). We briefly look at each model type. The concentration is more on ACF
models that capture common dependencies between frame sizes in VBR video, as
these models present a more challenging task in that they try to capture both long-
range dependent (LRD) and short-range dependent (SRD) properties. VBR video
traffic can be a complex mixture of both SRD and LRD properties. Short-range de-
pendent (SRD) processes generally have an exponentially decreasing autocorrela-
tion function and the correlations become negligible after a finite and usually small
time lag. In contrast, long-range dependence (LRD) also known as “persistence” or
the “Hurst effect”, is the phenomenon of observations of an empirical record being
significantly correlated to observations that are far removed in time [27]. As a re-
sult, these observations ultimately decay as a hyperbolic function. Additionally, it
has been observed that SRD traffic is generally exhibited by real-time application
traffic, such as Voice over IP (VoIP) [109]. LRD traffic is observed for non-real-
time applications such as web-request traffic [110] and Ethernet data traffic [111].
But the presence of both SRD and LRD properties in video traffic indicates that the
122
ACF structure is similar to SRD processes at small time lags and LRD processes
at large time lags [27]. Hence, we would require a model which can model both
SRD/LRD ACF structures.
Some variants of Markov processes [112–114] model SRD processes rea-
sonably well. On the other hand, models such as Fractional Gaussian Noise (FGN)
processes capture LRD, but not SRD [111]. In the recent past, a few models have
emerged, which were finally able to model both SRD and LRD processes such as
the Nested Auto-regressive (AR) model [107], wavelet model [115], and unified
MPEG-4/H.264 model [1].
Based on whether the video traffic is single layer or scalable traffic the video
traffic models can also be divided into 2 groups:
 Single layer Models
 Multi-layer Models
Single-layer traffic models are the most common type of video traffic mod-
els. By single layer traffic models, we mean modeling single-layer sequences.
Much less work has been done though to model multi-layer video traffic, i.e, mod-
eling of multiple-layer sequences. A transform-expand-sample (TES)-based model
[116], uses two levels of priority for modelingMPEG video. The finite-stateMarkov
chain model developed by Chandra et al. [117] was used to model single and two
layer scalable video traffic. Later, Zhao et al. [118] developed a K-state Markov
chain based model on frame-size clusters. Dai et al. [1] have developed a unified
traffic model, in which they have tried to fully exploit the cross-layer correlation
between base-layer and multiple enhancement layers. They have proposed a traf-
fic model for single layer traffic and multiple enhancement layer traffic, but have
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not considered temporal scalability. We refer to this model as unif_sametime in the
rest of the study and use it to compare with our traffic models. Fiems et al. [119]
have proposed a multivariate Markovian traffic model to characterize H.264/SVC
scalable video traces. More recently multiview video traffic modeling has been
explored [82]. In the rest of our study, we refer to multi-layer traffic models as
the ones that can model different kinds of scalabilites, like spatial, quality, ROI,
etc with the exception of temporal scalability, which is an inherent part of H.264
single-layer coding. In light of that, we refer to the models we proposed in this
study, which consider temporal scalability, as single-layer traffic models.
If we take a step back and look at the single-layer video traffic models, they
can again be broadly classified, based on the modeling approach into these main
categories:
 Auto-regressive (AR) models [26, 104, 107, 120].
 Markov-modulated models, which employMarkov chains to create other pro-
cesses [106,121,122].
 Self-similar processes and fractal models [123, 124].
 M=G=¥ process [125] and transform-expand-sample (TES)-based models [116,
126].
Dai et al. [1] have a good discussion on the different above mentioned traffic
models. Wavelet analysis is being used increasingly due to their advantages in
capturing both LRD and SRD properties of video [115,127]. In the same reference,
the authors have used wavelet analysis to estimate I frames, which we included
into our modeling as well. Please refer to [1] for a detailed discussion on wavelet
modeling.
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Figure 6.1: Hierarchical prediction structure in a G16B7 H.264 video sequence
showing 3 temporal levels for the B frames. The arrows indicate the parents of
each of the children frames. The bottom lowest level is T=0.
6.3 MOTIVATION, BACKGROUND AND MODELING FLOW
First, we briefly present our main motivation for this study. We wish to make the
hierarchical B-frames structure (shown in Figure 6.1), which is inherent in H.264,
a part of the modeling process by treating correlations between each pair of hier-
archical B-frames separately. This is in contrast to the H.264 video traffic model
developed by Dai et al. [1], where the hierarchical B-frames were not considered.
Instead, the correlation between any pair of B-frames was considered to be the
same. Our approach improves the overall traffic modeling of H.264 single layer
video streams, without adding much complexity, as it considers the correlation be-
tween the B-frames of different hierarchical levels instead of treating all B-frames
alike as suggested by [1]. We have proposed this change through a linear model
which estimates the B-frames from the lower hierarchial level B-Frames. We do not
change the estimation of I-frames and the I-B frames correlation presented in [1].
A Group of Pictures (GoP) of an encoded video stream is defined as one
I-frame and all subsequent P and B-frames before the next I-frame in the stream.
One GoP of a G16B7 structure is shown in Figure 6.1, which means there are 7
B-frames in between any I and P-frame and an I-frame repeats every 16 frames,
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i.e, IBBBBBBBPBBBBBBBI... Also note that the 7 B-frames of the first-half of
the GoP in Figure 6.1, are divided into 3 hierarchical levels represented by T = 1
to 3. The I/P-frames belong to the coarsest temporal level T = 0. The arrows in
the figure indicate the direction of prediction. Two arrows culminating at a partic-
ular frame indicate that the child frame has two parent frames. As illustrated in
Figure 6.1, the pattern of prediction for every B-frame is quite different from an-
other B-frame, hence these individual correlations can be exploited to improve the
modeling process. We have additionally validated our approach by using a G16B15
GoP structure, where the middle P-frame is replaced by another B-frame.
In this study, we try to estimate the frame sizes of different video frames in
a video traffic trace. So from now on, estimation of frame sizes and estimation of
frames (in our research work) mean the same. The models presented from here on
refer to the hierarchical prediction structure presented in Figure 6.1, where each B/P
frame (size) to be predicted has 2 parent frames indicated by the arrows and as ex-
plained above. The size estimation of the child B/P frame considers the correlation
between itself and both/either of the 2 parent frame sizes. Based on the prediction
structure, the parent frames could be I, P and/or B frames. How the correlation is
used in the estimation, is dependent on the type of traffic model. The traffic models
presented from here on model the frame sizes using a video trace as input and gen-
erate frame sizes which follow same or similar frame size distributions as the input
video trace, thus modeling the given video traffic. The input video trace is gen-
erated by encoding a particular video sequence, using a particular video codec for
different encoding parameters. The video trace contains the frame size information
and PSNR information for each video frame for the entire sequence.
The modeling process that follows, goes through a sequence of steps de-
scribed below:
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 First the input video trace is divided into separate smaller traces based on the
type of frames (I, P or B). The B frames can further be divided based on the
hierarchical levels defined above in Figure 6.1, for our models.
 These different frame sizes of each frame type follow different statistical dis-
tributions, which need to be identified and in turn can be used to generate
random numbers following that identified distribution.
 These random numbers make up the synthetic frame sizes of each frame type,
which can all be combined to get a synthetic video trace similar to the input
video trace thus, completing the modeling process.
Identifying the statistical distribution that fits the input video frame distri-
bution closest, is the challenging part. Combining different statistical processes
results in the different traffic models described in previous Section 6.2. Different
distributions fit the different video frame types (I, P or B) described above. As a
result of the hierarchical prediction structure described above the step of identifying
statistical distributions that fit each frame type can further be broken down into a
sequence of steps due to the dependencies between different frame types:
 First identify a distribution that fits the I frame size video trace obtained from
the modeling process above. These frames are not dependent on any other
frames as shown in the Figure 6.1. This is described in Section 6.4.1 for
the unif_sametime developed by Dai et al. in [1]. They have used a wavelet
model to generate the synthetic I frame sizes and we have used the same
approach in our models proposed in this study, since the wavelet model was
shown by Dai et al. in [1] to be better than previous existing models to fit the
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I frame size distribution. Please note that the statistical estimation of I frame
sizes is not the purpose of this study.
 The second step is to use these synthetic I frames to estimate the P and/or B
frame sizes, by identifying distribution(s) that fit the input P and/or B frame
size video traces obtained from the modeling process explained earlier. As
shown in Figure 6.1, these P and/or B frames are dependent on the I frames.
So we exploit this parent-child dependency by considering the correlation
between these frames and employ this correlation into the estimation pro-
cess. The process used by Dai et al. in [1] is described in Section 6.4. Our
proposed models differ in this estimation process by considering the hierar-
chical correlations between parent and child frames and they are described in
Section 6.5.
Please refer back to this Section, in case of confusion regarding the flow of
steps in the modeling process.
6.4 UNIFIED TRAFFIC MODEL PROPOSED BY [1]
We base our work on the prior research presented by Dai et al. in [1], which con-
sidered the publicly available video traces from [31]. We refer to this unified model
developed in [1] as unif_sametime from here on. Please note that before the incep-
tion of our research work, it was shown in [1] that unif_sametime model possessed
lower complexity and had better performance than the previous existing methods
in single-layer sequences. This traffic model has the below mentioned limitations,
which prompted us to develop our traffic models on top of the unif_sametime traffic
model. We are interested in the presented model’s intra-GoP correlation analysis,
which is the correlation between I and P/B-frame sizes within a GoP as described
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earlier in Section 6.1. The wavelet-based estimation of I-frames is described in
Section 6.4.1.
 In the unif_sametime model proposed by Dai et al. [1], the correlation be-
tween I and P/B frame sizes belonging to different time instances was con-
sidered, i.e, I P1; I P2; I P3,: : :,I-Pi, where i = 1,2,3,: : : represent the
correlation between I frame and different time instances of P Frames within
a GoP. A similar terminology is used to describe the correlation between I
and B-frame sizes. Please note that these time instances are different than the
hierarchical B-Frames, as a B-frame belonging to time instance of 3, may not
necessarily refer to the 3rd hierarchical B-frame structure of Figure 6.1. Dai
et al. [1] have not modeled the correlation between I and B-frame sizes of
different hierarchical levels, which prompted us to consider this study. The
authors of [1] concluded that the “time instance” or “i” value of P or B-frames
does not matter in unif_sametimemodel, as they got similar correlation values
for I P1; I P2; I P3, etc. Note that the P and B-frame size estimation is
similar in our study as presented in [1], hence they are used inter-changeably
from here on.
 The results provided by Dai et al. in [1] have been mainly for the MPEG-4
standard and CIF resolution for single-layer traffic analysis.
We present a brief summary of the intra-GoP correlation analysis performed by
Dai et al. [1] here, which motivated us to consider an extension for hierarchical
prediction structures. Dai et al. suggest that the B-frame sizes can be modeled from
the I-frame sizes in two ways:
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a. If the correlation between I and B-frames is not strong, as is the case with a few
video sequences, then the size of the B-frames can be represented by an i.i.d
log-normal random number generator.
b. If the correlation between I and B-frames is strong, a linear model and a syn-
thetic generalized gamma distribution can model the size of B-frames, as
fBi (n) = af˜ I(n)+ u˜B(n); (6.1)
where fBi (n) is the size of the ith B-frame in GOP n. f˜ I(n) is defined as
f˜ I(n) = f I(n) E[f I(n)]; (6.2)
where f I(n) is the size of the I-frame in the nth GoP and the modeling of
which is discussed in detail in Section 6.4.1. As described in Section 6.3, the
synthetic I frame sizes generated in Section 6.4.1, are used in this step and not
the original I frame sizes of the sample sequence. u˜B(n) is a synthetic pro-
cess, independent of the estimated I-frame sizes f˜ I(n) and time instance “i”.
The authors of [1] suggested that the synthetic residuals u˜B(n) are estimated
from the actual residuals uB(n) defined as
uB(n) = fBi (n) af˜ I(n): (6.3)
After observing the diversity of the histogram of uB(n), they decided to use a
generalized Gamma Distribution to estimate uB(n). a is defined as
a= r(0)sB=sI; (6.4)
where r(0) is the lag-0 correlation between f˜ I(n) and fBi (n), sB and sI are
the standard deviation of fBi (n) and f˜ I(n), respectively.
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6.4.1 Wavelet Model for Estimating I-Frames [1]
Let us take a step back and briefly look at the wavelet model which was used to
estimate the I frame sizes ( f I(n) ), which were used in the previous Section 6.4 to
estimate the P and/or B frame sizes. Please note that the statistical estimation of I
frame sizes described in this Section, is not the purpose of our study and has not
been modified in our models described in 6.5. In the following, we highlight the
main properties of the wavelet model proposed by Dai et al. in [1] for predicting
the size of I-frames. Wavelet-based algorithms have an advantage over the time-
domain methods in capturing the LRD and SRD properties of video. The model is
a four-step process which can be summarized as follows:
 The input I-frame sizes of sample sequences are the original signals, which
are modeled in the wavelet domain using the estimated approximation fAkg
and detailed fDkg coefficients, where k represents the decomposition level.
k=K is the coarsest level and k=0 represents the original signal. The sam-
ple sequence of input I frame sizes obtained as described in Section 6.3, is
typically decomposed using a family of basis functions, which includes a
high-pass wavelet function and a low-pass scaling filter which generates the
detailed coefficients, and approximation coefficients of the original I frame
sizes sequence respectively [1]. These represent the detailed and approxima-
tion coefficients of the input I frame sizes. The Haar wavelet function has
been used in this model [1] for its simplicity and good performance.
 The next step is the modeling of the detailed and approximation coefficients
obtained from the previous step. The histogram of the obtained detailed coef-
ficients was observed and compared to other popular distributions like Gaus-
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sian and generalized Gaussian distribution. It was shown in [1] that a com-
bination of different Laplacian distributions was the only distribution, able to
describe the fast decay and large data range of the actual histogram. Hence, in
this step the detailed coefficients fDkg, are modeled by a mixture-Laplacian
distribution, whose pdf is given by
f (x) = p
l0
2
e l0jxj+(1  p)l1
2
e l1jxj ; (6.5)
where p is the probability to obtain a sample from a low-variance Laplacian
component, and l0 and l1 are the shape parameters of the corresponding low
and high-variance Laplacian distributions, to describe the fast decay and large
data range of the actual histogram.
 The third step is to model the approximation coefficients fAkg which are
shown to be non-negligibly correlated and are not i.i.d with the help of theo-
rems in [1]. To preserve the correlation of approximation coefficients and to
achieve the expected distribution, the coarsest approximation coefficients are
modeled as dependent random variables with marginal Gamma distributions.
The sub-steps involved are [1]
a. Generate N dependent Gaussian variables xi using a l l correlation ma-
trix, where N is the length of fAkg and the correlation lags l is chosen
to be a reasonable value (like the average scene length, because there
is much less correlation among I-frames of different scenes than among
I-frames of the same scene). The correlation matrix is obtained from
the actual coefficients fAkg.
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b. Apply the Gaussian CDF FG(x) directly to xi to convert them into a uni-
formly distributed set of variables FG(xi).
c. Pass the result from the last step through the inverse Gamma CDF to gen-
erate (still dependent) Gamma random variables.
For more details about this please refer to [1], as this is not the focus of our
study.
 Using the estimated approximation and detailed coefficients obtained from
the above two steps, the inverse wavelet transform is performed to generate
the synthetic I-frame sizes. This is the reverse of the first step, with estimated
approximation and detailed coefficients.
This is the wavelet model proposed by Dai et al. [1] and it was shown in [1]
that the ACF of the synthetic I-frame sizes obtained by the above process is closer
to the ACF of the input I-frame sizes, than the ACF of the synthetic I frame sizes
generated by Gamma-A model [106] and GOP-GBAR model [26].
6.5 OUR MODELS FOR ESTIMATING B-FRAMES
6.5.1 Non-stationary Model
As we have described in the Section 6.4, the unif_sametime traffic model developed
by Dai et al. [1] is stationary in time, i.e, the estimation process is independent of
the time instance “i”. In other words, the correlation between I and any P/B frame
was considered to be same. In the comparison of models in our study here, we
consider a non-stationary model of unif_sametime and call it unif_difftime, as this
model considers the correlations between I and B frames of different time instances
to be different. There is no perceived increase in complexity of the traffic model by
introducing this change.
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6.5.2 Hierarchical Prediction Models
In the following, we outline our hierarchical prediction models, which use a similar
linear model as described in Equation (6.1) to model the correlation between I-
frames and B-frames, except that there is a separate relation between I and each of
the different B-frames belonging to separate hierarchical stages. Please note that in
the original unif_sametime traffic model developed by Dai et al. [1] the correlation
between I and any B-frame within a GoP was considered to be same. We introduce
j and k as the hierarchical B frame level and in turn derive:
fB j;m(n) = af˜Xk (n)+ u˜B j;k;m 8 k < j; (6.6)
where m signifies the different time instances of B-frames at a particular hierar-
chical level. In our model, fB3;2(n) would hence represent the size of the second
B-frame belonging to the third hierarchical B level. Xk denotes one of the two par-
ent frames described in Section 6.3 and shown in Figure 6.1. When the hierarchical
level of parent frame, k=0, Xk = I since I frames do not have different hierarchical
levels. As mentioned, hierarchical level k of the parent frame is always lesser than
the hierarchical level of the child frame j. So whenever k 6= 0, X could represent a
P or a B frame. a is defined as
a= r(0)sB j;m=sXk ; (6.7)
where r(0) is the lag-0 correlation between f˜Xk and f
B j;m, sB j;m and sXk are the
standard deviation of fB j;m and f˜Xk , respectively. u˜B j;k;m is a synthetic process
which can be estimated from the actual residuals, uB j;k;m obtained as
uB j;k;m = f
B j;m(n) af˜Xk (n): (6.8)
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Table 6.1: Overflow data loss values for five models vs original traffic. For CIF,
our models Hier_2Par_avg and Hier_2Par_weigh have data loss values closest to
original traffic, whereas for HD sequence our other model Hier_1Par performs best
Traffic type Drain rate d
r¯ 1.5r¯ 2r¯ 2.5r¯ 3r¯
SONY demo CIF
Original 0.261 0.122 0.071 0.041 0.023
Hier-1Par 0.284 0.150 0.091 0.061 0.042
unif-sametime [1] 0.248 0.148 0.099 0.069 0.048
Hier-2Par-avg 0.271 0.144 0.089 0.061 0.042
unif-difftime 0.268 0.148 0.093 0.063 0.043
Hier-2Par-weigh 0.270 0.144 0.090 0.061 0.042
Transporter2 1080p HD
Original 0.1891 0.0684 0.0270 0.0115 0.0052
Hier-1Par 0.1917 0.0638 0.0261 0.0117 0.0050
unif-sametime [1] 0.1642 0.0593 0.0269 0.0124 0.0054
Hier-2Par-avg 0.1819 0.0586 0.0246 0.0113 0.0050
unif-difftime 0.1855 0.0647 0.0270 0.0119 0.0051
Hier-2Par-weigh 0.1824 0.0592 0.0248 0.0114 0.0050
By observing the histogram of actual residuals uB j;k;m, we concluded that a
generalized Gamma distribution is a good fit and is unique to the particular combi-
nation of the parent and child frame involved. The bell shape keeps varying and we
found generalized Gamma distribution to be a better fit than Gamma distribution.
We used the parameter estimation algorithm for the generalized Gamma distribu-
tion, described in [128], to estimate the parameters of the synthetic process. The
pdf of a generalized gamma distribution with parameters g , a , and b is
f (x) =
jb jgab xab 1e (gx)b
G(a)
8 x> 0; (6.9)
where b 2 R and a > 0 are shape parameters, g 2 R is a scale parameter, and
G() denotes the gamma function. To get comparable results, we have used the
parameter estimation method used by Dai et al. [1] in this study.
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As described in Section 6.3 and since Xk in Equation (6.6) denotes one of
the two parent frames, the same equation is used for the other parent to estimate the
same child frame. We therefore have 2 estimations of each P/B child frame size.
These estimations can be combined in different ways to obtain a frame size estimate
of each P/B frame, giving rise to different hierarchical prediction traffic models.
In this study, we propose and evaluate three models, which differ in the esti-
mation process of the correlation between children and parent B-frames as follows:
 Hier_1Par estimates the B-frame sizes from only one of the two parents
shown in Figure 6.1. The one parent is chosen to be the one with the higher
correlation of the two parents.
 Hier_2Par_avg estimates the B-frame sizes from both the parents by taking
an average of the two estimations.
 Hier_2Par_weigh estimates the B-frame sizes as the weighted sum of the
frame index estimations of the two parents weighted by the absolute differ-
ence in frame index (distance). The frame index difference is considered
since the correlation is observed to be heavily dependent on the distances of
the frames.
When the estimations from two parents of the same child frame are averaged
as in Equation (6.6), we get the values for our Hier_2Par_avg model described in
Section 6.1. If these two estimations are weighted based on the frame numbers
of the parents within the GoP, we get our model Hier_2Par_weigh, whereas if we
just consider the estimation of one parent (with the higher correlation), we get the
model Hier_1Par.
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Now we compare these five models: our 3 hierarchical models, one non-
stationary model and the stationary model developed by Dai et al. [1] in the next
section.
6.6 RESULTS
We do not show any results for MPEG-4 video traces as shown in [1] for single
layer video traces since MPEG-4 has decreased in significance. But we did run
our models on MPEG-4 traces and results are similar to the ones shown here. Due
to space constraints we show results for two video sequences, SONY demo and
Transporter2 [31]. SONY demo is of CIF (352 X 288) pixel resolution and has a
GoP structure of G16B7 at 30 fps and QP 10, whereas Transporter2 is of 1080p HD
(1920 X 1080) pixel resolution and has a GoP structure of G16B15 at 24 fps and
QP 22. The SONY demo sequence has different scenes of varied motion clubbed
together for 10 minutes. Transporter2 contains first 30 minutes of high motion and
texture scenes from the motion picture. Hence we have lot of variations in our test
conditions. Results for other combinations will be updated at [31]. We have used
H.264-SVC single layer encoding, i.e, JSVM 9.15.
We perform different studies to demonstrate the accuracy of our three mod-
els and compare themwith the model proposed by Dai et al. in [1] i.e unif_sametime.
The order of models in figures and tables is related to number of parent frames and
type of prediction.
6.6.1 ACF Plots
The first test is to plot the ACF function for all models. The ACF shows similarities
between observations as a function of time lag separation between them. The ACF
between frame sizes is generally used for traffic correlation. The difference between
the original traffic ACF and a specific model’s ACF is shown in Figure 6.2, to
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highlight differences between both ACFs. Difference correlation is plotted as a
function of lag time. All models deviate from original auto correlation values at
short lag times in ACF plots, whereas they get close to the original auto correlation
values at longer lags. This is especially true for the Transporter2 HD sequence.
unif_sametime proposed by Dai et al. [1] fails to retrace smaller peaks in the ACF
plots, whereas our three models retrace the exact shape of original traffic ACF.
As the difference ACF plots in Figure 6.2 indicates, unif_sametime [1] has most
deviations compared to the original ACF.
6.6.2 QQ Plots
The second test is Q-Q or QQ plots (“Q” stands for quantile). It is a statistical
technique in which quantiles of two probability distributions are plotted against
each other. By a quantile, we mean the point below which a given fraction of points
lies. We consider all the data points available in both the distributions. The points
lie close to a 45 degree reference line if they are similar to each other. So ideally
we would like frame size points of estimated traffic models to be as close to the
reference line as possible. This can provide an assessment of “goodness of fit” that
is graphical, rather than reducing to a numerical summary. These plots are shown in
Figure 6.3 for Transporter2. The plots suggest that our model Hier_2Par_avg and
the unif_sametimemodel proposed by Dai et al. [1] are very similar in performance.
The QQ plots for SONY demo follow a similar pattern. The plots suggest that the
estimated traffic from our models conforms with the distribution of the original
traffic.
6.6.3 Buffer overflows
The third measure we have used is the buffer overflow test which verifies whether
the models preserve the temporal information of the original traffic. We employed
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a leaky-bucket simulation as a test [106] and used the simulation steps described
in [129]. The test consists of sending traffic over a buffer with a capacity B at a drain
rate d, which is usually varied as multiples of mean traffic rate r¯ [1]. The buffer
overflow data loss is calculated and plotted as a function of drain rates. The data loss
numbers give a clearer picture than the plots, hence we have shown values in Ta-
ble 6.1 for different drain rates. It was recommended in [129] that B= 192 kB was
the upper end of a recommended buffer size range for multiplexing H.264 CIF en-
coded video. Please note that 1080p HD video requires larger buffer sizes than CIF
videos. The values in Table 6.1 indicate that Hier_2Par_weigh and Hier_2Par_avg
have data loss values closest to the original traffic and the unif_sametime model
proposed by Dai et al. [1] has the most deviation. This indicates that our models
preserve the temporal information of original traffic better than the model proposed
by Dai et al. [1]. For each simulation we run many independent replications (N),
until the 95% confidence interval (CI) value is less than 10% of the corresponding
sample mean. For cases shown here N = 96.
We also calculate the relative error between the data loss of the original traf-
fic and the estimated traffic generated by the models. Error e is the ratio of overflow
data loss difference between original traffic and estimated traffic to that of the orig-
inal data loss. We calculate e for all models and present values in Figure 6.4 where
they are plotted as a function of the different buffer capacities. We have covered a
wide range of buffer capacities, such as 50 ms to 1.5 s. For drain rate d = 2r¯, we
plot the error bars for the 95% CI values obtained for N = 2000. The results from
Figure 6.4 indicate that our models Hier_2Par_weigh and Hier_2Par_avg have the
lowest relative error value for CIF sequences, whereas the unif_sametime model
proposed by Dai et al. [1] has highest relative error values. For the HD sequence,
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our model Hier_1Par and the variation model unif_difftime have the lowest relative
errors.
6.7 SUMMARY
In this study we proposed different traffic models which exploited the hierarchi-
cal prediction structures inherent in H.264. Our investigations indicate that our
models Hier_2Par_weigh, Hier_2Par_avg, and Hier_1Par capture traffic autocor-
rrelation characteristics more accurately than the model proposed by Dai et al [1],
whereas the QQ plots are similar. Also, our models give favorable accuracy of
buffer overflow probability for many scenarios; whereby our Hier_1Par model per-
forms particularly well for HD sequences and our Hier_2Par_weigh model for CIF
sequences. We are investigating these emerging different accuracies for different
video resolutions in ongoing research. Currently we are working on extending this
model to scalable and multiview traffic. The above shown results have been pub-
lished here [130].
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(a) SONY demo CIF
(b) Transporter2 1080p HD
Figure 6.2: The difference ACF plots for all estimated frames from five models
vs the original traffic. The unif_sametime [1] plots indicate highest deviation from
original ACF traffic, whereas our models Hier_2Par_avg and Hier_2Par_weigh
have lowest deviation.
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Figure 6.3: QQ Plots for traffic generated by five models for Transporter2 1080p
HD. Data generated by our model Hier_2Par_avg lies closest to the reference line,
similar to unif_sametime [1].
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(a) SONY demo CIF
(b) Transporter2 1080p HD
Figure 6.4: Relative error plots for five models for drain rate d = 2r¯. (a) For CIF our
models Hier_2Par_avg and Hier_2Par_weigh have the lowest relative error. (b) for
HD our model Hier_1Par has the lowest relative error.
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CHAPTER 7
Conclusion
7.1 SUMMARY
A detailed overview of the Coarse-grained availability (CGS) is given here. A brief
overview of the H.264/AVC standard is also provided, in view of understanding the
SVC extension and the required tools of H.264/SVC amendment, to understand the
concepts involved in CGS. Long CIF resolution video sequences of different gen-
res with typical motion and texture features are employed, in contrast to the small
sequences which are typically used in video coding research. Next an insight is
given on how to generate video traces for the CGS encodings, using the latest SVC
reference software, JSVM encoder (version 9.16). Statistical analysis on the gen-
erated traces is performed and captured valuable information regarding the quality
and size of frames from the traces. The RD performance of several CGS encodings
is compared with each other and with the SVC single layer encodings. It was con-
cluded that to obtain a RD efficient CGS encoding one needs to use a relatively high
DQP value with a few enhancement layers. The VD curves of the CGS encodings
indicated generally lower traffic variability relative to single layer encodings. It can
thus be concluded that transporting a single bit-stream capable of providing multi-
ple quality enhancements can be more efficient, than sending individual bit-streams
each corresponding to a different quality. This augurs well for the implementation
in a heterogeneous system. The tradeoff between the rate adaptability afforded by
CGS and the cost in terms of RD/VD efficiency compared to non-scalable video
has thus been quantified.
The study and findings can be extended to HD videos for CGS encodings
as well, which we observed from a small-scale study on the 720p and 1080p HD
videos for CGS encodings. We have found that for encodings with two enhance-
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ment layers, i.e., three possible stream qualities, CGS is 10–30 % less RD efficient
than single-layer H.264 SVC encoding. The corresponding individual CGS layer
and aggregate streams have slightly lower traffic variability than single-layer SVC
streams while having a similar bell-shaped VD curve. For a larger number of en-
hancement layers, the RD efficiency drops significantly while the traffic variability
of the individual CGS layers is only slightly reduced.
The effect of GOP on the RD performance and the traffic variability has
also been discussed. It is observed that the RD performance of G16B15 is the
best among all the other GOP structures used. Similarly, G16B15 also has the
highest traffic variability among all the other GOP structures. It was thus suggesting
that the same tools which are responsible for a higher RD performance, may also
be responsible for the higher traffic variability as mentioned in [37]. The GOP
structure has to be selected on the basis of the application requirements.
For H.264 SVCMGS, we found that the mechanism for extracting the MGS
enhancement layers for each frame from the encoded bit stream has a relatively
large impact on the RD and VD characteristics. We considered extraction based
on MGS layers, extraction based on priority IDs assigned by an RD optimiza-
tion approach conducted over a full video sequence, as well as extraction based
on MGS-temporal layers conducted over a full video sequence or individual GoPs.
We found that extraction by MGS layers gives poor RD performance. On the other
hand, the RD curves with priority ID based extraction are very close and sometimes
even slightly above the RD curves of the corresponding single-layer encodings for
the low to moderate quality range. Toward the upper end of the quality range,
the RD efficiency drops below the single-layer RD curve. The low-complexity
MGS-temporal layer extraction achieves RD performance very slightly below the
high-complexity priority ID approach.
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In the range where the MGS RD efficiency is close to the single-layer RD
efficiency, the MGS streams have significantly higher traffic variability than the
corresponding single-layer streams at the frame time scale. This result has impor-
tant implications for network transport mechanisms of H.264 SVC MGS video that
operate at the frame time scale as these frame level transport mechanisms need
to accommodate significantly larger traffic variability than previously experienced
for single-layer streams. We also found that streams obtained with MGS-temporal
layer extraction over individual GoPs have significantly lower traffic variability than
streams obtained with extraction conducted over the full sequence.
Smoothing the video traffic to the GoP time scale effectively reduces the
variability of MGS traffic to levels near or below those experienced for single-layer
video smoothed over GoPs. Thus, traffic smoothing is highly recommended when
streaming MGS streams. In particular, GoP smoothing of streams extracted on the
GoP time scales gives very low traffic variability in the mid quality range.
We have presented the values for CGS and MGS for different videos to
compare the rewriting process to SVC and AVC process. For the CGS case, we
obtain a 28% decrease in the BR when compared to the corresponding SVC case,
while managing a 9.7% increase as compared to the AVC case. For MGS case,
we have observed a 16.26% decrease in BR for the rewriting case in comparison
to the SVC case. The comparison of rewriting vs AVC needs more research at this
point. In addition we have identified the areas to improve the present AvcRewriter
for the MGS case as it currently does not support rewriting with either Key Pictures
or MGS vectors.
We have compared the traffic characteristics and fundamental statistical
multiplexing behaviors of state-of-the-art multiview (MV) 3D video representa-
tion and encoding with the frame sequential (FS) and side-by-side (SBS) represen-
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tations encoded with state-of-the-art single-view video encoding. We found that
when transmitting small numbers of streams without traffic smoothing, the higher
traffic variability of the MV encoding leads to the same transmission bitrate re-
quirements as the less RD efficient FS representation with single-view coding. We
further found that to reap the benefit of the more RD efficient MV representation
and coding for network transport, traffic smoothing or the multiplexing of many
streams in large transmission systems is required.
In this study we proposed different traffic models which exploited the hi-
erarchical prediction structures inherent in H.264. Our investigations indicate that
our models Hier_2Par_weigh, Hier_2Par_avg, and Hier_1Par capture traffic au-
tocorrrelation characteristics more accurately than the model proposed by Dai et
al [1], whereas the QQ plots are similar. Also, our models give favorable accuracy
of buffer overflow probability for many scenarios; whereby our Hier_1Par model
performs particularly well for HD sequences and our Hier_2Par_weigh model for
CIF sequences.
This work has resulted in a few publications [47,66,130] and another article
is currently under second review at a journal, and the extended results of which can
be found at the video trace library http://trace.eas.asu.edu.
7.2 FUTURE WORK
We are investigating these emerging different accuracies for our traffic models for
different video resolutions in ongoing research. In the future we can extend these
models to scalable and multiview traffic.
Preliminary observation of the correlation values between I and B frames
indicates that SONY demo & NBC News video sequences have very low correlation
values. This can be due to the random and uncorrelated nature of video content in
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these two video sequences. SONY demo is a sequence with different scenes clubbed
together & NBC News is network news, which has content from different news sto-
ries. Hence a conclusion maybe that for videos similar to these 2 sequences i.e
News related video content might have lower correlation values. We are investigat-
ing further into Video Content Classification based on correlation values.
There are many important directions for future research on the traffic char-
acterization and efficient network transport of encoded 3D video, and generally
multiview video. One direction is to develop and evaluate smoothing and schedul-
ing mechanisms that consider a wider set of network and receiver constraints, such
as limited receiver buffer or varying wireless link bitrates. Another avenue is to
exploit network and client resources, such as caches or cooperating peer clients for
efficient delivery of multiview video services.
There are many directions for future research on the traffic and quality char-
acteristics as well as the network transport of H.264 SVC quality scalable video.
One important direction is to develop and validate mathematical traffic models
of CGS and MGS layer traffic, including models for the rate adaptation achieved
through partitioning theMGS layer and the related traffic variability. Another direc-
tion is to examine how transport mechanisms for both wired and wireless networks
can efficiently transport the highly variable MGS streaming traffic.
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