( 1 q 1 ) for which the integral on the right i s w ell de ned. In this paper we establish su cient conditions on a given function u0 and f to ensure that u0 provides an L r local minimizer for I where 1 r 1 . The case r = 1 is somewhat known and there is a considerable literature on the subject treating the case min(n N ) = 1, mostly based on the eld theory of the calculus of variations. The main contribution here is to present a set of su cient conditions for the case 1 r < 1. Our proof is based on an indirect approach and is largely motivated by an argument o f Hestenes 17] relying on the concept of \directional convergence". where 1 q 1 . By well de ned we mean that the integrand is a measurable function on and that at least one of the functions f + = m a x ff( u ( ) D u ( )) 0g or f ; = m i n ff( u ( ) D u ( )) 0g has a nite integral. It is therefore clear that I : F q ! R := R f;1 +1g. The spaces W 1 q ( R N ) appearing in (1.2) are the usual Sobolev spaces of vector-valued functions de ned over and the terminology we use in this paper are in accordance with 1], 13] and 36].
Throughout this paper we assume that has a Lipschitz boundary @ with @ = @ 1 @ 2 N where @ 1 and @ 2 are disjoint relatively open subsets of @ a n d H n;1 (N) = 0 . Here H n;1 ( ) stands for the (n ; 1)-dimensional Hausdor measure. We denote the unit outward normal to the boundary at a point x by (x). Let us also mention that unless otherwise stated we shall use the summation convention on the indices.
A major question in calculus of variations is to formulate an appropriate set of su cient conditions on f and a given u 0 2 F q to ensure that u 0 provides a local minimizer for I. Of A su ciency theorem for strong local minimizers of I in the case n = N = 1 w as rst properly formulated and proved by W eierstrass. His proof is based on the novel idea of constructing a eld of extremals or what is known today as the eld theory of the calculus of variations (cf. Bliss 7] , Bolza 8 ], Hestenes 16] ). Since then there have been numerous attempts on the one hand to extend the proof to higher dimensions i.e. n > 1 and on the other hand to nd alternative w ays to avoid the construction of such e l d s . In 20] Levi gave a proof for the planar case (when n = N = 1 ) that avoids the use of eld of extremals. Levi's method is refered to as an expansion method since it is based on rst expanding the total variation by application of the Taylor's formula and then showing it to be positive b y the use of certain integral inequalities and properties of the Weierstrass excess function. Motivated by some earlier work by other people, in 23] Morrey has outlined how to extend Weierstrass's ideas to the higher dimensional case n > 1 a n d N = 1 . In particular he has proved the existence of a eld of extremals under the hypotheses in the theorem and has presented the appropriate divergence free structure for the path independent i n tegral. Using a completely di erent t e c hnique in 16] Hestenes gave an indirect proof (proof by c o n tradiction) for the case n = N = 1 and later extended this to the case n > 1 and N = 1 17] . The main ingredients in his proof are the concept of directional convergence and certain integral inequalities developed by McShane and later by Reid 24] . It is part of our aim to present an updated version of Hestenes argument as rstly it largely motivates the proof of the main results in this paper, and secondly because it seems to be quite unknown to the researchers in the eld.
Let us x N = 1 and recall the su cient conditions to be satis ed by the stationary point u 0 2 C 1 ( ) to be a strong local minimizer for I in A 1 u0 (@ ) when f is of class C 2 .
The pointwise positivity of the second variation: For all nonzero ' 2 W 1 2 0 ( ), 2 I(u 0 ' ) > 0. The strengthened c ondition of Legendre: There exists > 0 s u c h that f pipj (x u 0 (x) ru 0 (x)) i j j j 2 for all x 2 and all 2 R n .
The strengthened c ondition of Weierstrass: There exists " > 0 s u c h t h a t E f (x u p q) : = f(x u q) ; f(x u p) ; f pi (x u p)(q i ; p i ) 0 for all x 2 , ju ; u 0 (x)j < " , jp ; r u 0 (x)j < " and all q 2 R n .
The rst two conditions and their relation to condition (ii) i n troduced earlier are studied in Sections 2, 4 and 5 of this paper. The function E f in the third condition is known as the Weierstrass excess function. It is obvious that f(x u ) is convex at a point p if and only if E f (x u p q) 0 for all q 2 R n . Thus the last condition is a convexity requirement o n f with respect to the gradient argument. It is important to point out that this convexity assumption has a central role in all the arguments mentioned earlier for the case N = 1 . For the general case N 1, it was shown by Meyers 21 ] (see also Ball 2] ) that if u 0 is a C 1 strong local minimizer of I, the function f(x u 0 (x) ) i s quasiconvex at Du 0 (x) for each x ' 2 W 1 1 0 (Q R N ), where Q R n is the unit n-cube. It is known that quasiconvexity i s weaker than convexity and coincides with the latter when N = 1 . Thus in the above list the last condition is a somewhat reasonable strengthened version of the necessary condition just described.
However when N > 1 it is far more stronger than being necessary. A major question in this regard is to formulate a set of su cient conditions for strong local minimizers in the case N > 1 that is based on quasiconvexity. This seems to be an open problem.
Let us point out that in almost all the su ciency proofs mentioned earlier the function f is assumed to be smooth (at least of class C 2 ) and the stationary point u 0 is assumed to be of class C 1 . Hence a further open problem would be to present su cient conditions for local minimizers of I under less smoothness assumptions.
We remark that recently Ball and James (unpublishes work) have g i v en a direct proof for the su ciency theorem in the case n = 1 , under slightly weaker hypotheses. There it is shown that the conclusion of the theorem follows when the rst condition is replaced by u 0 is a weak local minimizer of I. ; " ;1 x j 2 ; 1 ; " ;2 j' ; " ;1 x j 2 dx = " n;2( +1) Z jr'(x)j 2 dx ; " ;2 Z jr'(x)j 2 j'(x)j 2 dx : H e n c e i f w e c hoose ' such that the second integral on the right is nonzero, it follows that for any 1 r < 1 we can nd 0 < < n = r such that ' " ! 0 i n L r ( ) while I(' " ) < I (0) for " su ciently small. Theorem 3.2 provides to some extent a n a n s w er to the question raised above. is a usual double-well potential with two local minima occuring at u = a and u = b (cf. Fig.   1 ). As F is bounded from below here F 2 coincides with the Sobolev space W 1 2 ( R N ). It is obvious that u 2 = b is the global minimum of I over F 2 . We w ould however like to know about the stationary point u 1 = a. According to Theorem 3.2 u 1 is an L 1 local minimizer of I in A 2 u1 ( ) (which is clearly not a global minimizer). This is surprisingly independent o f h o w deep the second well is, i.e. how large the quantity F(a) ; F(b) might get. To c heck t h i s we only need to verify condition (ii) of the theorem as condition (i) is satis ed by a n y stationary point o f F. But Let us end this introduction by describing brie y the plan of this paper. In Section 2 we present some of the important necessary conditions satis ed by v arious kinds of local minimizers. These are mainly of second order and hence both the function f and the stationary point u 0 are assumed to have the required degrees of smoothness. In addition we m e n tion the appropriate strengthened version of these conditions and also derive some of their basic consequences. In Section 3 we state the su ciency Theorems 3.1 and 3.2 but postpone their proofs to the end of Section 4. We begin Section 4 by p r o ving some auxiliary results on weak convergence and lower semicontinuity o f variational integrals. We also study the question of positivity for quadratic forms and its relation to some of the necessary conditions stated in Section 2. Finally in Section 5, as a simple example we s h o w h o w the local stability result of Sivaloganathan 29 ] c a n b e a c hieved without any need for the construction of local elds and Hamilton-Jacobi theory. For other applications of our results we refer the reader to 6].
Preliminaries
We start this section by discussing the necessary conditions satis ed by di erent kinds of local minimizers of the functional (1.1) and mention the appropriate strengthened version of these conditions suitable for the su ciency theorems appearing in the subsequent sections. We shall assume N = 1 . Recall that R n is a bounded domain with Lipschitz boundary @ . Moreover @ = @ 1 @ 2 N, w h e r e @ 1 and @ 2 are disjoint, relative l y o p e n a n d H n;1 (N) = 0 . Proposition 2.1. (The necessary condition of Legendre) Let f 2 C 2 ( R R n R) and let u 0 2 C 1 ( ) be a w e ak local minimizer of I. Then for every x 2 and for all 2 R n (L) f pipj (x u 0 (x) ru 0 (x)) i j 0: It is worth noting that condition (L) is actually a consequence of 2 I(u 0 ' ) 0 for ' 2 W 1 2 0 ( ), which itself is a necessary condition to be satis ed by a n y w eak local minimizer of class C 1 for all x 2 , for all u 2 R n with ju ; u 0 (x)j < " , for all p 2 R n with jp ; r u 0 (x)j < " and for all q 2 R n .
In the study of su ciency theorems for strong local minimizers of I essential use is made of the L-function de ned by L(t) : = ( 1 + t 2 ) 
The fact that the L-function is quadratic near the origin and grows linearly at in nity m a k es it a favourable candidate for acting as a lower bound on the growth of the Weierstrass excess function. This is stated more clearly in the following 
where in the last inequality w e h a ve used Proposition 2.3 (ii). We can therefore deduce that
for some C > 0 independent o f i. As ju(
A further integration of (2. The result follows by recalling that L(jDuj) L(ju i j) for a.e. x 2 and setting C 2 = C=n.
Corresponding to the L-function introduced earlier we can assign the functional
Note that this functional is non-homogeneous and non-subadditive. Moreover when u 0 is suciently smooth, R(u 0 ) represents the di erence between the \area" of the hyper-surfaces corresponding to u = u 0 and u = 0 . In Section 4 we shall discuss further properties of this functional.
The following proposition plays an important role in the proof of Theorem 3. 
Statement of the su ciency theorems
In this section we state the su ciency theorems for local minimizers of I. The proofs are given in Section 4. Recall that corresponding to the functional (1.1) we assign the class of admissible functions F q as in (1.2) and for a x u 0 2 F q and @ 1 @ w e s e t A q u0 (@ 1 ) = fu 2 F q : ( u ; u 0 )j @ 1 = 0 g:
We c a n n o w state the following Theorem 3.1. (The fundamental su ciency theorem) Let R n be as described earlier and consider the functional (1.1) with f 2 C 2 ( R R n R). Let for all x 2 , u 2 R, and q 2 R n . Furthermore let for some p 1 , p 2 > 0 jf uu (x u ru 0 (x))j C(1 + juj p1 ) and jf up (x u ru 0 (x))j C(1 + juj p2 ) (3.4) for some C > 0 and all x 2 . Then there exist , > 0 such that (3:2) holds for all u 2 A 2 u0 (@ 1 ) provided jju ; u 0 jj L r ( ) < where r = r(n p 1 p 2 ) = max(1 n p 1 =2 n p 2 ). Note that in the above theorem (case (1)), the lower bound on I(u) ; I(u 0 ) is sharper than that of Theorem 3.1, as jjr(u ; u 0 )jj 2 L 2 ( R n ) 2R(u ; u 0 ). We h a ve a c hieved this by imposing a quadratic growth on f with respect to the gradient a t i n n i t y (cf. (3.1) ).
We also remark that in the special case f(x u ru) = jruj 2 + F(x u) condition (3.3) trivially holds with = 1 a n d t h a t r = r(n p 1 p 2 ) = max(1 n 2 p 1 ). In this way w e r e c o ver the results in 30] ( c f . also 9]).
Proofs
This section is devoted to the proof of Theorems 3.1 and 3.2. We rst discuss some auxiliary results and postpone the proofs of these theorems to Subsection 4.5.
Lower semicontinuity of quadratic forms
Let fa (k) ij g beagiven sequence of measurable functions on and such t h a t a (k) ij ! a ij (the mode of convergence to be speci ed later). In this subsection we study the question of lower semicontinuity in the following setting:
when ' (k) * ' in W 1 2 ( ). As replacing a (k) ij (x) with (a (k) ij (x) + a (k) ji (x))=2 d o e s n o t c hange the integrands we can assume without loss of generality that the sequence fa (k) ij g is symmetric, that is a (k) ij (x) = a (k) ji (x) for a.e. x 2 and for all 1 i j n. We shall start by recalling two w ell-known results, namely: 
Proof. We claim that
Indeed this can be seen from
An application of Lemma 4.2 now completes the proof. We c a n n o w m a k e the following general statement concerning the lower semicontinuity question raised at the beginning of this section. Proposition 4.2. Let fa (k) ij g be a sequence of measurable functions such that a (k) ij ! a ij a.e. and let ' (k) * ' in W 1 2 ( ). Furthermore assume (a ij ) satis es (4:1) and that the sequence
Remark 4.1. The hypotheses of this proposition are weaker than those of Lemma 4.1 in the sense that the weak convergence of fr' (k) g in L 2 ( R n ) does not imply any kind of pointwise convergence. This proposition exhibits how convexity can \handle" weak convergence in the context of lower semicontinuity.
Proof. An application of Egoro 's Theorem to the sequence fa (k) g shows that a (k) ! a almost uniformly in . This means that for a sequence f (l) g of measurable subsets of shrinking to
By the uniform integrability condition, given " > 0 there exists > 0 such t h a t
; dx " whenever L n (E) < :
Therefore for l su ciently large
Letting k ! 1 and applying the previous proposition to the rst term we o b t a i n lim inf
a ij ' i ' j dx ; ":
The result now follows by letting l ! 1 and an application of Lebesgue's Theorem on monotone convergence. By slightly modifying the above proof we can also show t h a t Proposition 4.3. Let fa (k) ij g be a sequence of measurable functions such that a (k) ij ! a ij almost uniformly and let r' (k) * r' in L 2 ( A R n ) for each measurable A on which a (k) ij ! a ij uniformly. Furthermore assume (a ij ) satis es (4:1) and that f a (k) ij ' (k) i ' (k) j ; g is uniformly
We n o w turn our attention to quadratic functionals of the form Step 2. We n o w claim that
for some > 0. Indeed if this were not the case there would be a sequence of nonzero functions
Note that from this it follows that jjr' (k) jj L 2 ( R n ) 6 = 0 and so letting (k) 
and appealing to the quadratic nature of J 1 , w e g e t
The boundedness of the sequence f (k) g in W 1 2 ( ) implies that by passing to a subsequence, Clearly for any " 1 > 0 w e h a ve Z ; ( 
So we proceed as follows choose s > 0 s u c h t h a t 1 < 2 = M s . With this s (now xed) select > 0 to satisfy the second inequality i n ( 4 . 4 ) , t h e n n d " 1 to t the rst inequality.
Some auxiliary results on weak convergence
We shall start this section by recalling the following well-known lemma. A proof can be found in e. Note that in the particular case where p 1 and p 2 are conjugate exponents the product sequence converges weakly in L 1 ( ) to the product of the limits. Proposition 4.5. Assume n 3 and let f' (k) g be a bounded sequence in W 1 2 ( ). Then by passing to a subsequence i f n e cessary
Furthermore if fb (k) g and fc (k) (4.6) and ' (k) ! ' a.e. in for some ' 
It is important to note that in this proposition the restriction on the functions ' (k) to vanish on the boundary is essential.
Proof. We shall give this in two steps.
Step 1. We prove the result for the case when b 2 C 1 ( R n ). It follows from (4.6) that the sequence f(' (k) ) 2 g is bounded in W 1 1 0 ( ). (Note that (4.6) implies that for each k the weak derivative r(' (k) ) 2 = 2 ' (k) r' (k) cf. e.g. 14] p p . 151.) Thus it follows from the compactness of the imbedding W 1 1 ( ) , ! L 1 ( ) that by passing to a subsequence if necessary (
and hence an application of the divergence theorem shows that
This implies the conclusion.
Step 2. We n o w consider the general case when b 2 C( R n ). By approximation it follows that for any given " > 0 there exists b 2 C 1 ( R n ) s u c h t h a t jjb ; b jj L 1 ( R n ) < " . Therefore j
"(C + 1 ) provided k is su ciently large (we h a ve used the result from step 1 for the second integral). The proof is complete since " is arbitrary. 
(Compare with (4:5):)
Proof. The rst part follows by noting that
For the second part assume n > 1. Then it follows that the sequence f(' (k) ) 2 g is bounded in L 1 ( ) and thus (' (k) ) 2 * ' 2 in L 1 ( ). (Note the pointwise convergence given in the proposition.) The result is now a consequence of Lemma 4.3. The case n = 1 is similar.
Some convergence properties related to R
The positive functional R was de ned earlier in Section 2. The fact that it is non homogeneous and non-subadditive m a k es it far from being a norm over W 1 1 0 ( ) however it has some features similar to that of the norm j j j j W 1 1 ( ) . We start by s h o wing that they have the same convergent sequences. (We note that the results in this subsection are due to Hestenes 17] and are presented in a shorter and updated form for the convenience of the reader). 
In what follows we shall explore some properties of this sequence.
Proposition 4.8. The sequence f' (k) g is weakly relatively compact in W 1 1 0 ( ).
Proof. The result follows by showing that fr' (k) g is weakly relatively compact in L 1 ( R n ).
For this let E be a measurable subset of , then
Since R(v (k) ) ! 0, it follows that the sequence fr' (k) g is uniformly integrable and thus according to the Dunford-Pettis criterion, sequentially weakly relatively compact in L 1 ( R n ). As a consequence of the above proposition we can now a s s u m e that there exists ' 2 W 1 1 0 ( ) such that by passing to a subsequence (we do not re-label this) ' (k) * ' in W 1 1 ( ).
An application of Egoro 's Theorem to the sequence frv (k) g implies the existence of a sequence f (l) g of measurable subsets of , shrinking to zero, such t h a t rv (k) ! 0 i n L 1 ( n (l) R n ) for each l. Using this we c a n n o w improve t h e w eak convergence of the sequence of variations f' (k) g as stated in the following Proposition 4.9. The sequence fr' (k) g lies in L 2 ( n (l) R n ) for su ciently large k (depending on l) and the variation ' belongs to W 1 2 0 ( ). Furthermore r' (k) * r' in L 2 ( n (l) R n ) for each l.
Proof. Consider the sequence fz (k) g, where
and so by passing to a subsequence z (k) * z in L 2 ( R n ). Now l e t g 2 L 1 ( R n ). Then j
The convergence of the last term to zero in the above inequality implies that z = r' for a.e. x 2 n (l) a n d s o f o r a . e . x 2 therefore ' 2 W 1 2 0 ( ). In addition
This completes the proof. Therefore combining these together and making use of condition (i) in the theorem we can write It can be easily checked that a (k) ij ! 1 2 f pipj ( u 0 ( ) ru 0 ( )) for a.e. x 2 a n d b (k) i ! f piu ( u 0 ( ) ru 0 ( )) c (k) ! 1 2 f uu ( u 0 ( ) ru 0 ( )) in L 1 ( ). Dividing (4.9) by R(u (k) ; u 0 ) and using (4.7) we obtain Setting " = jju (k) ; u 0 jj L 2 ( ) and t = jjr(u (k) ; u 0 )jj L 2 ( R n ) we h a ve 0 4 t 2 ; C 7 "t ; C 8 " 2 or 0 t C 9 ". The result follows by letting " ! 0.
We c a n n o w apply Lemma 4.5 to the sequence fu (k) g and deduce that by passing to a subsequence u (k) ! u 0 in W 1 2 ( ). By passing to a further subsequence this implies that a (k) ij ! 1 2 f pipj ( u 0 ( ) ru 0 ( )) for a.e. x 2 . We shall now consider two cases. Case (a) n 3. It follows from the convergence u (k) ! u 0 in L r ( ) that u (k) ! u 0 in L np1=2 ( ) and L np2 ( ). Therefore the growth conditions (3.4) together with Lebesgue's theorem on dominated convergence imply that i ! f piu ( u 0 ( ) ru 0 ( )) c (k) ! 1 2 f uu ( u 0 ( ) ru 0 ( )) in L q ( ) for any q < 1. We can again pass to the limit in (4.10) by an application on Lemma 4.3.
The only remaining task (in both cases (1) and (2)) now is to exhibit ' 6 = 0 . But this follows from Remark 4.3. Similar to the case N = 1 we can associate to any given su ciently smooth f : R N R N n ! R, the Weierstrass excess function E f : R N R N n R N n ! R by setting E f (x u P Q) : = f(x u Q) ; f(x u P) ; f P (x u P) (Q ; P):
The statement of Theorem 3.2 (for simplicity here we restrict to case (1), similar comments apply to case (2) with the appropriate modi cations) can now be generalized to the case N > 1 if condition (3.1) is replaced by its multi-dimensional analogue:
There exist " > 0 s u c h t h a t E f (x u Du 0 (x) Q ) jDu 0 (x) ; Qj 2 (4.14)
for all x 2 , ju ; u 0 (x)j < " and Q 2 R N n .
The proof can be extended to this case without much di culty. The important p o i n t h o wever is that this condition is much stronger than necessary. For example it follows from (4.14) that f(x u 0 (x) ) is strictly convex at Q = Du 0 (x) for x 2 which is stronger than the necessary condition of quasiconvexity (cf. Section 1).
Note that even when f fails to satisfy (4.14) it might still be possible that this condition is veri ed byf = f + g where g :
R N R N n ! R is a null Lagrangian, that is the integral R g(x u Du) dx depends only on the boundary values of u. The key observation is that unlike the case when either of n or N = 1, in the multi-dimensional setting a null Lagrangian is not necessarily an a ne function of the gradient ( c f . 2] and 3]). In this case Theorem 3.2 can be translated to the multi-dimensional setting wihout the requirement o f f being convex in the gradient argument (cf. e.g. Theorem 5.1). But of course the di culty w ould be to nd the appropriate g. We recall that in 29] S i v aloganathan shows that for a special class of non convex functions f one can establish (4.14) for a modi edf by nding a suitable null Lagrangian. He then employs this idea together with some machinery from Hamilton-Jacobi theory to establish a local stability result in nonlinear elasticity. We will later see how this follows from Theorem 3.2.
Local stability theorems
The positivity of the second variation of I at the stationary point u 0 is a key assumption in the su ciency Theorems 3.1 and 3.2. In this section we show that under reasonable convexity assumptions on f this can always be \locally" true. We then apply this observation to prove l o c a l stability of stationary points. In particular we are able to obtain the result of Sivaloganathan 29] without any need for the construction of local elds and the Hamilton-Jacobi theory (cf. also provided jj'jj L 1 ( R N ) < .
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