ABSTRACT This paper focuses on the fault detection problem of 2-D systems described by the Roesser model. To detect faults effectively in the presence of disturbances, a fault detection filter is designed to satisfy a finite-frequency H − index and a finite-frequency H ∞ index simultaneously. The corresponding finite-frequency performance analysis conditions are obtained by the aid of the generalized Kalman-Yakubovich-Popov lemma. Then, convex filter design conditions are derived by constructing a hyperplane tangent combined with linear matrix inequality techniques. An algorithm is proposed to construct a desired fault detection filter. Finally, a numerical example is given to show the effectiveness of the proposed method.
I. INTRODUCTION
In the past few decades, the fault detection problem has received a large amount of attention due to the increasing demand for reliability and safety in industrial processes [1] , [2] . One challenge of fault detection is to distinguish faults from disturbances. An effective model-based method is to design a fault detection observer to minimize the influence of disturbances and maximize the influence of faults simultaneously. Such a fault detection observer design can be converted into a multiobjective optimization problem, e.g., H ∞ optimization [3] , H 2 /H ∞ optimization [4] , H − /H ∞ optimization [5] - [8] , to mention a few. It is worth noticing that in practice, faults usually emerge in finite-frequency domain, e.g., actuator stuck failures [11] . To reflect finite-frequency characterizations of faults, the frequency weighting fault detection method was proposed in [3] and [6] - [8] . Although the weighting method is useful in practice, the process of selecting appropriate weights can be time-consuming, and the additional weights tend to increase the complexity of fault detection systems [9] . To overcome this difficulty, finite-frequency fault detection methods based on the generalized Kalman-Yakubovich-Popov (KYP) lemma [10] were proposed in [11] and [12] , where exact LMI conditions were derived without resorting to any weighting matrix.
On the other hand, a large attention has been paid to two-dimensional (2-D) systems [13] - [18] , [26] . The interest in 2-D systems has been mainly motivated by a wide variety of applications, such as image processing, multidimensional signal processing, multidimensional digital filtering, thermal process, repetitive process, etc. Recently, fault detection and isolation (FDI) of 2-D systems has been reported in the literature [19] - [24] . An observer-based FDI method for 2-D systems was developed in [19] and [20] . A geometric FDI scheme for discrete-time 2-D Roesser systems was proposed in [21] . The generalized H 2 fault detection for 2-D Markovian jump systems was investigated in [22] . A Kalman filter based fault detection algorithm was developed for 2-D FM LSS systems in [23] . Note that the FDI problems in [19] - [23] were investigated in full frequency domain. Performance analysis and filtering for 2-D systems in finite-frequency domain have been fully investigated in [25] - [28] . However, to the best of the authors' knowledge, few results on finite-frequency fault detection for 2-D systems have been presented in the literature, except for [24] . This fact motivates the present work.
This paper studies the fault detection problem of a class of 2-D discrete-time systems described by the Roesser model. Different from existing results [24] , a fault detection filter is designed to satisfy a finite-frequency H − index and a finite-frequency H ∞ index simultaneously. By the generalized KYP lemma, finite-frequency performance analysis conditions are firstly obtained. Based on these conditions, convex filter design conditions are derived by constructing a hyperplane tangent combined with matrix inequality techniques. It is noted that the adopted convexification method is quite different from the variable transformation method in [24] . Based on the obtained conditions, an algorithm is proposed to construct a desired fault detection filter. Moreover, a residual evaluation and a threshold are proposed for 2-D systems. The effectiveness of the proposed fault detection method is illustrated by an example.
The rest of the paper is organized as follows. Section 2 gives the problem statement and preliminaries. Section 3 presents the main results of the paper, where a finite-frequency fault detection method is proposed for 2-D Roessor systems. Section 4 gives an example to illustrate the effectiveness of the proposed method. Finally, conclusions are given in Section 5.
Notations: We use standard notations throughout this paper. For a matrix M , M T , M ⊥ denote its transpose and orthogonal complement, respectively. M > 0(M < 0) means that M is positive definite (negative definite). The symbol * will be used in some matrix expressions to induce a symmetric structure. The Hermitian part of a square matrix M is denoted by He(M ) := M + M T . σ min (G), σ max (G) denote the minimum singular value and the maximum singular value of the transfer matrix G, respectively.
II. PROBLEM FORMULATION
Consider the following 2-D discrete-time system described by the Roesser model
where x h (i, j) ∈ R n h and x v (i, j) ∈ R n v are the states of horizontal and vertical directions, respectively,
∈ R is the measured output, and
are known constant matrices. In this paper, we are interested in designing a fault detection filter with the following structure
wherex h (i, j) ∈ R n h andx v (i, j) ∈ R n v are the state estimation of horizontal and vertical directions, respectively,ŷ(i, j) ∈ R is the output estimation.
, and the residual signal r(i, j) := y(i, j) −ŷ(i, j). By combining (1) and (2), we can obtain the following augmented system
The fault detection problem in this paper can be formulated as: For a given 2-D system (1), design a fault detection filter (2) such that the following conditions are satisfied
where γ 1 , γ 2 are given positive scalars, 1h , 1v , 2h , 2v are the frequency bounds of the fault f and the disturbance d, respectively, and
are the transfer functions from f to r, and from d to r, respectively. Remark 1: To detect faults effectively in the presence of disturbances, the fault detection filter is designed to satisfy three conditions: condition (5) is the stability condition, (6) is the fault sensitivity condition, and (7) is the disturbance attenuation condition (or the robustness condition).
The following lemmas will be used in the sequel. Lemma 1 (Finsler's Lemma [11] ): Let η ∈ R n , P = P T ∈ R n×n and H ∈ R n×m . Let H ⊥ be any matrix such that H ⊥ H = 0. The following statements are equivalent:
Lemma 2 [29] : For a symmetric matrix S =
, where S 11 is a square matrix, the following statements are equivalent:
III. MAIN RESULTS

A. FAULT SENSITIVITY CONDITION
Let d(i, j) = 0 in (3), then we have
whereĀ,B f ,C,D f were given by (4). Lemma 3 [25] : For given scalars 1h , 1v ∈ [0, π] and γ 1 > 0, the finite-frequency inequality
holds for all |ω h | ≤ 1h and |ω v | ≤ 1v , if there exist symmetric matrices
Remark 2: Lemma 3 is a special case of [25, Th. 1] .
It is easy to obtain Lemma 3 by letting =
Based on Lemma 3, filter design conditions satisfying fault sensitivity performance (6) are derived as follows.
Theorem 1: For given scalars 1h , 1v ∈ [0, π], γ 1 > 0, and α > 0, the finite-frequency H − performance index (6) is satisfied if there exist symmetric matri-
where the vector T with T 2 = α should be given beforehand, and
Proof: Assume that there exist symmetric matri- (12)- (14) hold, for given scalars 1h , 1v ∈ [0, π], γ 1 > 0, α > 0, and vector T with T 2 = α.
It follows from (13) and T 2 = α that
By (14) and (16), we have (15) .
Define the following matrices
Pre-and post-multiplying (17) by diag{ T , T , I } and its transpose, we have (19) , as shown at the top of the next page, where
and
andĀ,B f ,C,D f were given by (4).
where ζ is any nonzero vector. Then it is easy to know that
and (19) can be rewritten as
By Lemma 1, we know that η T Pη = ζ T ( T P )ζ < 0, and equivalently
Substituting the corresponding matrices into (24), we can obtain 
which is equivalent to (14) . By Lemma 3, the finite-frequency H − performance index (6). The proof is completed. Remark 3: To linearize the inequality (17) , an upper bound has been imposed to the coupled termC TC inΥ 44 . Therefore, (17) can be guaranteed by (14) and (16) . Note that (16) corresponds to the outer region of a ball of radius α in the objective variableC and hence the feasible set is non-convex. Here we adopt the linearity method in [8] and [9] . SinceC is a row vector,CT − T 2 2 = 0 with T 2 = α is a hyperplane tangent to the ball (16) , and the search of a convex feasible subset of (16) can be achieved by imposing the constraint condition (13).
B. DISTURBANCE ATTENUATION CONDITION
Let f (i, j) = 0 in (3), then we have
whereĀ,B d ,C,D d were given by (4).
Lemma 4 [25] : For given scalars 2h , 2v ∈ [0, π] and γ 2 > 0, the finite-frequency inequality
holds for all |ω h | ≤ 2h and |ω v | ≤ 2v , if there exist symmetric matrices P 2 = diag{P 2h , P 2v }, Q 2 = diag{Q 2h , Q 2v } > 0 such that
Remark 4: Lemma 4 is the finite-frequency bounded realness lemma in [25] . Based on Lemma 4, filter design conditions satisfying robustness performance (7) are derived in the following theorem.
Theorem 2: For given scalars 2h , 2v ∈ [0, π] and γ 2 > 0, the finite-frequency H ∞ performance (7) is satisfied if there exist symmetric matrices P 21 = diag{P 21h , P 21v }, 3 such that (31) and (32), as shown at the top of the next page, where
Proof: Suppose that there exist symmetric matrices (31) and (32), are satisfied. Note that (32) is equivalent to 
where was given by (4) . Define the following matrices
By (4), (34), it follows that (33) can be rewritten as (36), as shown at the top of this page. By Lemma 2, we have (37), as shown at the top of this page. Inequality (37) can be written as
where
By Lemma 1, we have which is equivalent to (29) . By Lemma 4, the finite-frequency specification (7) is satisfied. The proof is completed.
C. STABILITY CONDITION
In this section, stability conditions are given for the following autonomous system
Theorem 3: If there exist symmetric matrices (42) and (43), as shown at the top of this page, then the autonomous system (41) is asymptotically stable.
Proof: Define the following Lyapunov function
with P T s = P s = diag{P sh , P sv } > 0. By Lyapunov stability theory [15] , if the following inequality
holds, then system (41) is asymptotically stable. Rewrite (41) and (45) as
By Lemma 1, if there exists a matrix X = M T N T such that
then (45) holds. Inequality (48) can be rewritten as
where P s1 = diag{P s1h , P s1v }, P s2 = diag{P s2h , P s2v }, P s3 = diag{P s3h , P s3v }. Pre-and post-multiplying (49) by diag{ T , T } and its transpose, and substituting the corresponding matrices into (49), we can obtain (43). Therefore, (42) and (43) are sufficient conditions for the stability of (41). The proof is completed.
D. FAULT DETECTION FILTER DESIGN
Based on Theorems 1-3, an algorithm is proposed to obtain the parameters of a desired filter.
Algorithm 1: Given positive reals a, b, 1h , 1v , 2h , 2v , α, and vector T , solve the following optimization problem: (13), (14), (31), (32), (42), (43) If this optimization problem is feasible, the parameters of the desired fault detection filter (2) can be obtained bŷ
Remark 5: In Algorithm 1, a, b are weighting factors, 1h , 1v are the frequency bounds of faults, 2h , 2v are the frequency bounds of disturbances. T is a vector satisfying T 2 = α, which has been explained in Theorem 1.
E. RESIDUAL EVALUATION FUNCTION AND THRESHOLD
Motivated by [23] , we choose the following residual evaluation function J r (i, j) and the threshold J th :
where r is the residual, and s, t are the horizontal range and the vertical range of evaluation window, respectively. The threshold J th can be calculated by using [24, Algorithm 2] . Finally, the occurrence of faults can be detected according to the following logic rules:
J r (i, j) > J th ⇒ with faults ⇒ alarm;
IV. EXAMPLE
Consider the 2-D system (1) Assume that a low-frequency fault, e.g., a stuck fault, occurs in this 2-D system. The purpose here is to design a fault detection filter (2) spatial points i = 15, 30, the residual evaluation curve are below the threshold curve which means that no faults occur. At the spatial point i = 22, the residual evaluation curve is above the threshold curve when j ≥ 23, respectively, which means that the occurrence of the fault f (i, j) can be detected after 3 time steps.
V. CONCLUSIONS
This paper has investigated the fault detection problem of a class of 2-D Roesser systems described by the Roesser model. A fault detection filter has been designed to satisfy the finite-frequency H − index and finite-frequency H ∞ index simultaneously. By the GKYP lemma for 2-D systems, the corresponding finite-frequency performance analysis conditions have been obtained. By constructing a hyperplane tangent combined with linear matrix inequality techniques, convex filter design conditions are derived. An algorithm has been proposed to construct the desired fault detection filter. The effectiveness of the proposed method has been shown by a numerical example. 
