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This paper is devoted to perturbation analysis of denumerable
Markov chains. Bounds are provided for the deviation between the
stationary distribution of the perturbed and nominal chain, where
the bounds are given by theweighted supremumnorm. In addition,
bounds for the perturbed stationary probabilities are established.
Furthermore, bounds on the norm of the asymptotic decomposi-
tion of the perturbed stationary distribution are provided, where
the bounds are expressed in terms of the norm of the ergodicity
coefﬁcient, or the norm of a special residual matrix. Reﬁnements of
our bounds for Doeblin Markov chains are considered as well. Our
results are illustrated with a number of examples.
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1. Introduction
Consider the transition matrix P = (pij) of a ﬁnite irreducible Markov chain with stationary distri-
bution vector π T , and let P = (pij) be the transition matrix of another ﬁnite irreducible Markov chain
with stationary distribution vector π T , such that P = P + E. The matrix E is called the perturbation
matrix. In perturbation analysis of Markov chains, one is seeking an upper bound on the deviation
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(difference) between π and π measured with respect to a suitable vector norm. The existing pertur-
bation bounds are typically of the form∥∥∥π T − π T∥∥∥
p
 κl‖E‖q, (1)
where (p, q) = (1,∞)or (∞,∞) andκl , called the condition number, depends on the transitionmatrix
P. PerturbationanalysisofﬁniteMarkovchainshas receivedmuchattention in the literatureover recent
years (see in particular [4,3,5,8,7,13,15,14,16,28,25,24,26,27,18,19,21,22,23,35,39,41,38,37,40]). More
speciﬁcally, the condition number is typically expressed in terms of the norm of the potential R [35],
the generalized inverse A# of I − P [6,24,26,27], or the ergodicity coefﬁcient τ(P) [36,39,38,37]. In the
same manner, using the Paz inequality [34], component-wise bounds of the form |πk − π k| C‖E‖q
can be established, where C is generally given in terms of characteristics of the Markov chain such as
the condition number κl [23]. For a survey and comparison of eight various condition numbers [4] can
be consulted.
In contrast to the rich literature on perturbation analysis of ﬁnite Markov chains, only a few results
are known for Markov chains with denumerable state space [2,20,43]. Most bounds for denumerable
Markov chains are established with respect to the norm ‖ · ‖p where p = 1 (norm wise bounds) or∞ (uniform bounds) and in terms of the ergodicity coefﬁcient of the chain. Whenever the ergodicity
coefﬁcient is smaller than one, we can extend the perturbation bounds expressed in terms of the
potential or the group inverse for ﬁnite Markov chains to the denumerable case. Unfortunately, those
parameters are not easy to compute in the denumerable case.
The need for perturbation bounds for denumerable state Markov chains comes from the fact that
many models that are of importance in practice do have a denumerable state-space. For example, the
embedded Markov chains of the queue length process of many queueing systems with inﬁnite buffer
capacity have denumerable state-space. This motivates the present study on perturbation analysis
of denumerable Markov chains. In this paper, we establish perturbation bounds for the deviation of
the stationary distribution for denumerable Markov chains with respect to a wide range of weighted
variational norms (tobedeﬁnedpresently).More speciﬁcally,wedealwith regularly perturbedMarkov
chains. First, the condition number is explicitly given in terms of the norm ergodicity coefﬁcient of
the iterated transition matrix. Secondly, we express the condition number in terms of the norm of
a special residual matrix obtained by a canonical decomposition of the transition matrix. The latter
decomposition is available for many classes of Markov chains as we will explain in the sequel. Some
regular classesofMarkovchains, suchas theDoeblin chains, are consideredandexamplesarepresented
to illustrate our approach.
The paper is organized as follows. Section 2 contains the necessary notations. Section 3 establishes
new perturbation bounds in terms of the norm ergodicity coefﬁcient of the iterated transition matrix.
Section 4 is devoted to perturbation bounds explicitly given in terms of the normof the residualmatrix.
In Section 5 we apply the results obtained in Section 4 to the study of regular Markov chains, such as
Doeblin chains.
2. Preliminaries and notations
Consider the unperturbed discrete time Markov chain X with (at most) denumerable state space
S. For ease of presentation, we let S ⊆ Z+. We denote by P = (pij)i,j∈S the transition matrix of the
Markov chain X . Assume that the transition matrix P is subjected to a regular perturbation that leads
to the perturbed transition matrix P = P + E, where we assume that P is deﬁned on the same state
space as P, i.e., S. Denote the Markov chain associated to P by X . For all integer k 1, the kth step
transition matrix for X is denoted by Pk = (pkij)i,j∈S and the kth step transition matrix for X is denoted
by Pk = (pkij)i,j∈S , where pkij and pkij correspond to the kth step transition probabilities from state i to
j of the chain X and X , respectively. All vectors are considered column vectors. We use the notation
e for the unit vector, i.e. e = (1, 1, . . .)T . Suppose that X (resp. X) has unique stationary distribution
π T = (π0,π1, . . .) (resp.π = (π0,π1, . . .)T ); i.e.π TP = π T ,π TP = π T andπ T e = π T e = 1. For any
vectors u = (u0, u1, . . .)T and w = (w0, w1, . . .)T we deﬁne the matrix B = uwT = (bij)i,j∈S , where
bij = wiuj for all (i, j) ∈ S2.
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Let v ∈ [0,∞)S be such that α = inf i∈S vi = mini∈S vi > 0. For a column vector u, we introduce
the weighted variational norms (WVN) ‖ · ‖v, ||| · |||v by
‖uT‖v =
∑
j∈S
ujvj, |||u|||v = sup
j∈S
uj
vj
and for a matrix B = (bij)i,j∈S we deﬁned the WVN |||| · ||||v through
||||B||||v = sup
i∈S
1
vi
∑
j∈S
bijvj.
It is worth noting that in applications, the choice of v = (v1, v2, . . .)T depends on the shape of the
transition matrix related to the underlying unperturbed considered Markov chain X . To simplify the
notation, we will in the sequel denote all previous norms by ‖ · ‖ without risk of confusion. Note that
the classical norms‖ · ‖1 and‖ · ‖∞ are obtained for a particularweighted vector v = e = (1, 1, . . .)T .
Moreover, we shall use sup and inf symbols even when the state space is ﬁnite. We can easily verify
for all vectors u, w and matrix B the following properties:
‖uwT‖ ‖u‖ ‖wT‖, ‖uTB‖ ‖uT‖ ‖B‖, |wTu| ‖wT‖ ‖u‖.
The later properties show that for all transition matrices Q and probability vectors ν on S, we have
‖Q‖ 1 and ‖νT‖ 1 since Qe = e and νe = 1. Denote by M the set of vectors with ﬁnite weighted
norm and setM0 = {u ∈ M : uTe = 0}. The set of probability vectors on S is denoted byMp = {u ∈
M : uTe = 1}. Now, for all Bwith equal row sums (i.e., Be = ae for some non-zero real number a) and
satisfying ‖B‖ < ∞, we consider the norm ergodicity coefﬁcientΛ(B) of amatrix B deﬁned as follows
Λ(B) = sup{‖uTB‖ : ‖uT‖ 1, u ∈ M0}. (2)
The norm ergodicity coefﬁcient Λ(B) of a matrix B = (bij)i,j∈S is given by the minimal solution γ of
the following inequality:∑
k∈S
|bik − bjk|vk  γ (vi + vj), ∀(i, j) ∈ S2. (3)
This leads to the following explicit representation of the norm ergodicity coefﬁcient Λ(B) of a matrix
B = (bij)i,j∈S
Λ(B) = sup
(i,j)∈S2
1
vi + vj
∑
k∈S
|bik − bjk|vk (4)
(see [17, Chapter 2]) for details. Thus, for v = e (usual norms ‖ · ‖1 and ‖ · ‖∞), we obtain the well
known classical ergodicity coefﬁcient deﬁned by Seneta [37] and denoted by τ(B). Similarly to the er-
godicity coefﬁcient τ , we verify easily for allmatrices B, K and real numbersλ thatΛ(B + K)Λ(B) +
Λ(K),Λ(BK)Λ(B)Λ(K),Λ(λB) = |λ|Λ(B) and Λ(B) ‖B‖.
Denote byΠ the stochasticmatrix eπ T and by R = (I − P + Π)−1 the fundamentalmatrix (poten-
tial) of the chain X . Letting A# denote the group inverse (generalized inverse or generalized potential)
of the matrix A = I − P (see, e.g. [24,27]), it holds that R = A# + Π . It is worth noting that if the
deviation matrix W = ∑(Pt − Π) exists, then A# = W = R − Π . Conditions of existence of the
deviation matrix and its related properties have been extensively studied in the literature. Kemeny
et al. [20] have investigated denumerable discrete time Markov chains, and Syski [42, Proposition
3.2] is a references for ﬁnite continuous-time Markov chains. There exists an extensive literature on
perturbation analysis of ﬁnite Markov chains. Perturbation bounds are generally expressed in terms
of the fundamental matrix R, the group inverse A# of I − P, or the ergodicity coefﬁcient Λ(P). More
speciﬁcally, Schweitzer [35] and Meyer [26] have shown that
π T − π T = π TER (5)
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and
π T − π T = π TEA#. (6)
According to those results, we can derive the following inequalities with respect to the usual norms:
‖π T − π T‖ ‖R‖ ‖E‖ (7)
and
‖π T − π T‖ ‖A#‖ ‖E‖ (8)
since ‖π T‖ = 1. It is worth noting that (5) also holds for general state-spaceMarkov chains, see [10,9].
Another kind of bounds is expressed in terms of the ergodicity coefﬁcient. For example, Seneta
showed that if Λ(P) < 1 then
‖π T − π T‖ 1
1 − Λ(P) ‖E‖, (9)
see [38] for details; whereas for Λ(P) = 1, then we can use the alternative inequality [39]
‖π T − π T‖Λ(A#) ‖E‖ = Λ(R) ‖E‖, (10)
where the equality follows from Λ(A#) = Λ(R + Π) = Λ(R), which is justiﬁed since Λ(Π) = 0 as
νTΠ = νT eπ T = 0 for all ν ∈ M0. Note that in the degenerate caseΛ(P) = 1,we can generally found
an integerm 2 such thatΛ(Pm) < 1. Hence, we can use the skeleton of the chain to obtain bounds in
termsofΛ(Pm).Wewill use this idea in the following to obtain similarly bounds as (9) for denumerable
chains with respect to the WVNs.
The bounds given in (7)–(10) can be easily extended to denumerable Markov chains [17]. However,
the computation of the potential R of the chain and the group inverse A# of the matrix A = I − P for
inﬁnite state are very hard to do. For this, we try to provide upper bounds for the corresponding norms
‖R‖ and ‖A#‖ = ‖W‖ where W is the deviation matrix. Some explicit bounds for the WVN of the
potential R for general state Markov chains are provided by Meyn and Tweedie [31], Kartashov [17],
Mouhoubi and Aïssani [32], and Heidergott et al. [11,12]. Bounds for ﬁnite Markov chains are provided
by Meyer [29] and Seneta [41].
The aim of this paper is to provide new bounds for denumerable Markov chains. The ﬁrst kind of
bounds is expressed in terms of the WVN ergodicity coefﬁcient Λ(P), which is an alternative when
the ergodicity coefﬁcient (with respect to the usual norm) is equal to 1. The second kind of bounds
is given as an alternative perturbation bounds when the computation of the potential and the group
inverse A# of the inﬁnite matrix A = I − P is too hard to do. It is established in terms of a suitable
residual matrix M which is deﬁned in hypotheses (Bn) given below. For easy reference, we introduce
the following hypotheses, where n 1 is some integer, u is a nonnegative vector (with all nonnegative
components) and w is a probability vector on S.
(A) π Tw > 0, uT e = 1, uTw > 0.
(Bn) The residual matrixM deﬁned byM = Pn − wuT is nonnegative (all entries are nonnegative).
(C) ‖M‖ ρ for some 0 < ρ < 1.
Somenewasymptotic decompositions (boundsof secondandhigher order) of theperturbed stationary
probability vector are established. For general state Markov chains and with respect to various norms,
the problem is considered by Kartashov [17], Aïssani andKartashov [1]. Deﬁnitely those results are also
valid for denumerable and ﬁniteMarkov chains. However, the consideration of the discrete state allow
us to obtain several reﬁnements and new results as well. To the best of our knowledge, the asymptotic
decomposition has not been considered previously for denumerable Markov chains. Finally, results
established for denumerable Markov chains are also valid in the ﬁnite state case.
The following example illustrates the need for establishing bounds with respect to various norms
and in terms of the norm ergodicity coefﬁcient or the residual matrix.
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Example 1. We consider a simple Bernoulli random walk X on Z+ deﬁned by transition matrix P =
(pi,j)i,j∈Z+ , where p0,0 = 1, pi,i−1 = q > p = 1 − q = pi,i+1 for i 1 and pi,j = 0 else. Here the state 0
is the absorbing state. Denote by s = q − p and by δ = p/q. For this example, it is not hard to compute
the fundamental matrix R = (I − P + Π)−1 = (rij)i,j∈Z+ as⎧⎪⎪⎨⎪⎪⎩
ri0 = is + 1, i 0;
rij = δj(1−δ−i)s , 1 j i − 1;
rij = δj−1s , j i.
Observe that the stationary probability vector of the chain X is π = (1, 0, 0, . . .)T . Thus, we derive the
group inverse A# = (a#ij )i,j∈Z+ = R − Π of A = I − P as follows:⎧⎪⎪⎨⎪⎪⎩
a#i0 = is , i 0;
a#ij = δ
j(1−δ−i)
s
, 1 j i − 1;
a#ij = δ
j−1
s
, j i.
Now it is easy to see that ‖R‖∞ = ‖A#‖∞ = ∞. Therefore, the bounds (7) and (8) cannot be applied
to this model.
Furthermore, according to the deﬁnition of the ergodicity coefﬁcient, it is well known thatΛ(P) =
τ(P) = 1. In fact we can prove that τ(Pm) = 1 for all m 1. Hence, the perturbation bound in (10)
and other related bounds [38,36,39] given in terms of the ergodicity coefﬁcient cannot be applied.
Fortunately, choosing v = (1,β ,β2, . . .)T , with β > 1, as weight vector of the weighted norm ‖ · ‖,
we can prove that Λ(P) < 1. Indeed, we can derive that
Λ(P) γ = 4
√
pq
1 + 2√pq < 1 for β =
√
q
p
> 1.
Let us show this result. According to condition (3), we have to verify the following inequality
Si,k =
∑
n 0
|pi,n − pk,n|βn  γ (β i + βk)
for all (i, k) ∈ Z+ × Z+. For this it is sufﬁcient to consider the following cases.
1. For (i, k) = (0, 1), we have
S0,1 − γ (1 + β) = p
(
1 + q
p
)
− 4
√
pq
1 + 2√pq
(
1 +
√
q
p
)
= 1 − 2
√
pq − 4q
1 + 2√pq < 0.
2. For (i, k) = (0, k) with k 2, we obtain
S0,k − γ (1 + βk) = 1 − 4
√
pq
1 + 2√pq +
(
2q − 4
√
pq
1 + 2√pq β
)
βk−1
= 1 − 2
√
pq + 2q(−1 + 2√pq)
1 + 2√pq
=
(
1 − 2√pq
1 + 2√pq
)
(1 − 2qβk−1) < 0,
since β = √ q
p
> 1.
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3. For k = i + 1 where i 1, it holds that
Si,i+1 − γ (β i + β i+1) =
2q + 4q√pq + q2
p
+ 2q(q − 2) − 4q
p
√
pq
1 + 2√pq + q
√
q
p
= 2pq
√
q(pq − 1)
(p
√
q + √p)(1 + 2√pq) < 0.
4. For k = i + 2 and i 1, we easily establish that
Si,i+2 − γ (β i + β i+2) = β i−1
q + (1 − 2q)β2 − 4β
√
pq
1+2√pq − 4β
3√pq
1+2√pq + pβ4
1 + 2√pq
= −4q
p(1 + 2√pq) < 0.
5. Finally, for k i + 3 and i 1, we conclude that
Si,k − γ (β i + βk) =
(
q − 4β
√
pq
1 + 2√pq + (1 − q)β
2
)
(β i−1 + βk−1)
= 2q(2
√
pq − 1)
1 + 2√pq < 0.
The case i = k, for i 0, is evident since Si,i = 0. Therefore, the upper bound on the norm of the
ergodicity coefﬁcient of the chain with respect to the norm ‖ · ‖ is
Λ(P) γ = 4
√
pq
1 + 2√pq < 1.
Note that we can apply this line of argument to compute the norm ergodicity coefﬁcient Λ(P) for all
1 < β < q/p.
The aim of this paper is to obtain new bounds for denumerableMarkov chains. For this, we suppose
in the remainder of the paper that the WVN of the transition matrix P of the unperturbed Markov
chain X is ﬁnite, i.e. ‖P‖ < ∞. Furthermore, to simplify the expository, we introduce the following
notation:
qs = max
0 i s
‖Pi‖, ps = max
0 i s
‖Pi‖
q(s) = sup
t  1
‖Pts‖, p(s) = sup
t  1
‖Pts‖,
q = sup
s 1
‖Ps‖, p = sup
s 1
‖Ps‖, ds = max
0 k s
‖Pk − Π‖,
Es = Ps − Ps for all s 1, where E1 = E and Λm = Λ(Pm).
3. Bounds in terms of the norm ergodicity coefﬁcient
In this section, we establish some bounds for denumerable Markov chains with respect to a large
class of weighted norms as noted earlier. For this, we need the following lemma, which is a general-
ization of result in [37].
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Lemma 1. Consider any matrix B such that Be = λe, where λ is a non-zero real number satisfying ‖B‖ <
∞. Then, for all t  0, m 1 and ν ∈ M0, we obtain the following inequalities
‖EBtm‖ ‖E‖ (Λm(B))t (11)
and
x‖νTBtm‖ ‖νT‖ (Λm(B))t , (12)
where Λm(B) = Λ(Bm).
Proof. Deﬁne the set of matrices {Ht}t  0 for all integers t  0 and ﬁxedm 1 as follows:
Ht = 1‖EBtm‖ EB
tm.
First, observe that Hte = [0] for all t  0, where [0] denotes the zero vector. We give a proof by
induction. For t = 1, we have ‖EBm‖ = ‖E‖ ‖H0Bm‖. Suppose that
‖EB(t−1)m‖ = ‖E‖
t−2∏
k=0
‖HkBm‖
holds true. This implies
‖EBtm‖ = ‖EK(t−1)m‖ ‖Ht−1Bm‖ =
⎛⎝‖E‖ t−2∏
k=0
‖HkBm‖
⎞⎠ ‖Ht−1Bm‖
= ‖E‖
t−1∏
k=0
‖HkBm‖.
Hence, by induction we obtain for any t  0,
‖EBtm‖ = ‖E‖
t−1∏
k=0
‖HkBm‖. (13)
Note that for ν ∈ M and t  1, it holds that w = νTHt ∈ M0 and ‖w‖ = ‖νTHt‖ ‖νT‖. This leads
to the inequality
‖HtBm‖ = sup{‖νT (HtBm)‖ : ‖νT‖ 1}
 sup{‖νTBm‖ : ‖νT‖ 1, νT e = 0, ν ∈ M} (14)
= Λ(Bm). (15)
Finally, substituting (14) in (13) completes the proof of the bound in (11). Inequality (12) is a simple
consequence of the deﬁnition of the norm ergodicity coefﬁcient. 
Now we can state the following result.
Theorem 1. Assume that there exists an integer m 1 such that Λm < 1. Each transition matrix P, such
that P
m = Pm + Emwith‖Em‖ < 1 − Λm, admits a unique stationary distributionπ.Moreover, ifq(m) =
supt  0 ‖Ptm‖ < ∞, then
‖π T − π T‖ ‖π
T‖ q(m) ‖Em‖
1 − Λm . (16)
Proof. First let π = (π0,π1, . . .) be a solution vector of the system⎧⎨⎩π
TP
m = π T ,
π T e = ∑
k∈S
π k = 1, (17)
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or, in vector notation
(π T − π T )(I − Pm) = −π T (I − Pm),
with π T (I − Pm) ∈ M0. However, for all μ ∈ M0 we derive that
‖μTPm‖ = ‖μTE + μTPm‖ ‖E‖ + Λm < 1
since ‖Em‖ < 1 − Λm. So Pm regarded as a linear mapping on M0 is a contraction on the space
(M0, ‖ · ‖). Then, the matrix I − Pm has a bounded inverse on M0. Hence, the vector (π T − π T ) ∈
M0 is determined uniquely. Since π is the unique stationary probability vector of the chain X , the
system (17) has also the unique solution π . This implies that the matrix P has also a unique stationary
probability vector which is also π .
Now, for all t = km + s, where 0 sm − 1 and k 0, we have the following identityπ T − π T =
(π T − π T ) Pmk + π T (Pmk − Pmk). Therefore, we obtain for all k 0 and 0 sm − 1
‖π T − π T‖ = ‖π T − π T‖Λ(Pm)k + ‖π T‖ ‖Pmk − Pmk‖
 ‖π T − π T‖ (Λm + ‖Em‖)k + ‖π T‖ sup
k 1
‖Pmk − Pmk‖.
Since P
m = Em + Pm, we get Λ(Pm) ‖Em‖ + Λm < 1. Letting k tend to ∞, we obtain
‖π T − π T‖ ‖π T‖ sup
k 1
‖Pmk − Pmk‖. (18)
We now bound the right hand side of the above inequality. For this, observe that for all k 1 we have
Etm = PmE(t−1)m + EmP(t−1)m. Using a recursive procedure, we obtain the following identity:
Etm = P(t−1)mEm + P(t−2)mEmPm + · · · + EmP(t−1)m. (19)
By Lemma 1, this yields the following chain of inequalities:
‖Etm‖  ‖P(t−1)m‖ ‖Em‖ + ‖P(t−2)m‖ ‖EmPm‖ + · · · + ‖EmP(t−1)m‖
 ‖P(t−1)m‖ ‖Em‖ + ‖P(t−2)m‖ ‖Em‖Λm + · · · + ‖Em‖Λt−1m
 ‖Em‖ sup
0 s(t−1)m
‖Ps‖
(
1 + Λm + · · · + Λt−1m
)
= q(t−1)m ‖Em‖ 1 − Λ
t
m
1 − Λm .
Hence, we get
sup
k 1
‖Etm‖ ‖π
T‖ q(m)
1 − Λm ‖Em‖. (20)
Finally, combining (18) with (20) proves the claim. 
If we assume that the unperturbed Markov chain X admits a limiting distribution, then it coin-
cides necessarily with the stationary distribution π , i.e., for all probability vectors π ∈ M we have
limt→+∞ νTPt = π T with respect toWVN, put differently, it holds that limt→+∞ ‖νTPt − π T‖ = 0.
We obtain the following result.
Theorem 2. Assume that there exists an integerm 1 such thatΛm < 1. For each transitionmatrix P, such
that (i) P
m = Pm + Em, (ii) admits a unique stationary distributionπ , which is also a limiting distribution,
and (iii) that veriﬁes q(m) = supt  0 ‖Ptm‖ < ∞, it holds that
‖π T − π T‖ α pm−1 q(m) ‖Em‖
1 − Λm , (21)
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where α = inf j∈S v(j).
Proof. For any initial probability vectors νT and μT , and for t = mk + s where k 1, 0 sm − 1,
we get
νTPt − μTPt = (νTPs − μTPs) Pkm + μTPs(Pmk − Pmk).
This yields to the following inequality
‖νTPt − μTPt‖ ‖νTPs − μTPs‖Λkm + ‖μT‖ ‖Ps‖ ‖Pmk − Pmk‖. (22)
Hence, we get
‖νTPt − μTPt‖ = max
0 sm−1 ‖ν
TPs − μTPs‖Λkm + ‖μT‖ pm−1 sup
t  1
‖Emk‖.
Let t → +∞, then we obtain
‖π T − π T‖ ‖μT‖ pm−1 sup
t  1
‖Etm‖. (23)
Taking (20) and (23) into account, we obtain for all initial probability vectors ν ∈ Mp,
‖π T − π T‖ ‖νT‖ pm−1 q(m) ‖Em‖
1 − Λm . (24)
Hence, we conclude that
‖π T − π T‖ min
νT∈Mp
‖νT‖ pm−1 q(m) ‖Em‖
1 − Λm . (25)
Since νT e = 1, we obtain ‖μT‖ ‖e‖−1 = α for all ν ∈ Mp. Suppose that α = v(k), then it is suf-
ﬁcient to choose the probability vector ν such that νi = 0 for i /= k and νk = 1. In this case, we get‖νT‖ = α and the result is established. 
The bound in (16) can be established for the usual normwithout any condition on the perturbation
intensity q(m) < ∞. Indeed, we have q(m) = 1 and the bounds (16) and (21) coincide with (26). In
fact, this bound is a simple consequence of the previous theorem.
Corollary 1. Assume that there exists an integer m 1 such that Λm < 1. For each transition matrix P,
such that P = P + E, admitting a unique stationary distribution π it holds
‖π T − π T‖ ‖Em‖
1 − Λm . (26)
Note that form = 1 the perturbation bound in (26) coincides with (9).
The bounds stated in Theorems 1 and 2 depend explicitly on the parameter q(m). The value of q(m)
can be computed for the WVN if the perturbed transition matrix P has some regular structure which
allows to decompose it into blocks (see [33]). Furthermore, we can bound it whence the transition
matrix P admits some canonical decomposition as it was stated in (A), (Bn) and (C). The following
result provides a bound for q and obviously for q(m).
Lemma 2. Assume that the Markov chain X veriﬁes conditions (A), (Bn) and (C). Consider any perturbed
Markov chain with the transition matrix P such that ‖En‖ = ‖Pn − Pn‖ < 1 − ρ where ρ is introduced
in the condition (C). Then, it holds that
sup
i 0
‖Pi‖ = q qn−1 ‖w‖ ‖u
T‖
(1 − ρ − ‖En‖)2 . (27)
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Proof. SinceM, u and w are nonnegative, we get for all i ∈ S,
1 = ∑
j∈S
pnij wi
∑
j∈S
uj = wi.
This implies wi
∑
j∈L uj  1 for all L ⊆ S. Hence, for i ∈ S, we obtain
uTP
in
w = ∑
j∈S
∑
k∈S
ujp
in
jkwk  1. (28)
Moreover, for all i 1, we have
P
in = Pin − P(i−1)nPn + P(i−1)nM + P(i−1)nwuT
= P(i−1)n(Pn − Pn + M) + P(i−1)nwuT (29)
= P(i−1)n(En + M) + P(i−1)nwuT .
Hence, we get
‖uTPin‖ = ‖uTP(i−1)n(En + M) + (uTP(i−1)nw)uT‖
 ‖uTP(i−1)n‖ ‖En + M‖ + |uTP(i−1)nw| ‖uT‖.
This yields
sup
i 1
‖uTPin‖ ‖u
T‖
1 − ‖En + M‖ |u
TP
(i−1)n
w|.
Taking into account inequality (28), we obtain
sup
i 1
‖uTPin‖ ‖u
T‖
1 − ρ − ‖En‖ (30)
since ‖En + M‖ ‖En‖ + ‖M‖ < 1. Note that for i = 0, the last inequality (30) is also veriﬁed. Thus,
we get
sup
i 0
‖uTPin‖ ‖u
T‖
1 − ρ − ‖En‖ . (31)
Elaborating on (29), we obtain
‖Pin‖ ‖P(i−1)n‖ ‖En + M‖ + ‖uTP(i−1)‖ ‖w‖.
This implies
sup
i 0
‖Pin‖ 1
1 − ‖En + M‖‖w‖ supt  0 ‖u
TP
tn‖, (32)
and using (31) we obtain
sup
i 0
‖Pin‖ ‖w‖ ‖u
T‖
(1 − ρ − ‖En‖)2 . (33)
Furthermore, for all t = kn + swith 0 s n − 1 and k 0, we obtain
sup
t  0
‖Pt‖ sup
k 0
‖Pkn‖ max
0 s n−1 ‖P
s‖ = q(n) qn−1,
which proves the claim. 
The bounds in (27) and (33) provide explicit bounds for q and q(n), respectively, for all n 1. In the
following, we provide a bound that doesn’t depend on these parameters.
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Theorem 3. Consider a perturbed transition matrix P such that P
m = Pm − Em and ‖Em‖ < 1 − Λm for
some integer m 1. Then, it admits a unique stationary distribution π and it holds that
‖π T − π T‖ ‖π
T‖
1 − Λm − ‖Em‖ ‖Em‖. (34)
Proof. The existence of the stationary distribution follows from theorem 1. Moreover, we have
π T − π T = (π T − π T ) Pm + π T (Pm − Pm). (35)
Hence, according to the hypothesis ‖Em‖ < 1 − Λm, the result follows. 
In the literature there are also bounds given for higher-order approximations of π . The following
result provides a second-order bound.
Theorem 4. Under the notations and conditions put forward in Theorem 3 we have the following bound
‖π T − π T − π TEA#m‖
dm−1 ‖π T‖
(1 − Λm)(1 − Λm − ‖Em‖) ‖Em‖
2. (36)
In particular, for the usual norms, we get
‖π T − π T − π TEA#m‖
2(1 − π−)
(1 − Λm)(1 − Λm − ‖Em‖) ‖Em‖
2, (37)
whereA#m = Wm =
∑
t  0(P
mt − Π) is thegroup inverseof thematrixAm = I − Pm andπ− = inf i∈S πi.
Proof. For t = mk + s, 0 sm − 1 and for all vector μT ∈ M0, Lemma 1 yields
‖μT (Pt − Π)‖  ‖μT (Pmk − Π)‖ ‖Ps − Π‖
 ‖μT (Pmk − Π)‖ dm−1 = ‖μTPmk‖ dm−1
 dm−1 Λkm. (38)
Hence, we obtain the bound
‖A#m‖ = ‖Wm‖
dm−1
1 − Λm . (39)
Furthermore, we can easily verify thatWm(I − Pm) = I − Π . Therefore, we get
π TEmWm = π TEm + π TEmWmP − π TEmWmPm, (40)
since EmΠ = [0]. Now let us subtract identity (37) from (40), which yields
π T − π T − π TEWm = (π T − π T − π TEWm) P + π TEmWmEm. (41)
However, π T − π T − π TEWm = ν ∈ M0. By Lemma 1 together with (39), the following inequality
holds
‖π T − π T − π TEWm‖ ‖π
T‖ dm−1 ‖Em‖2
(1 − Λm)(1 − Λm − ‖E‖) ,
since
Λ(P
m
) = Λ(Pm + Em)Λm + ‖Em‖ < 1
according to ‖Em‖ < 1 − Λm. This proves (36). The bound in (37) follows directly from (36) since for
m = 1dm−1 = d0 = ‖I − Π‖ = 2(1 − π−). 
In the case of denumerable (not ﬁnite) state Markov chains, we may set π− = 0 in (37).
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Example 2. Let the Bernoulli random walk X be deﬁned as in Example 1. We consider a family of
perturbed Markov chains X with the transition matrices P = (pij) deﬁned on Z+ by
pij =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 − , i = 0, j = 0;
pj, i = 0, j 1;
q, i 1, j = i − 1;
p, i 1, j = i + 1;
0, otherwise;
where  is a some small number. Note that P correspond to a Bernoulli random walk on Z+ that
has asymptotically ( → 0) absorbing state 0 ∈ Z+. Denote by π = (π0 ,π1 , . . .)T the stationary
probability vector of the chain X . Assume that the probability vector ν = (p1, p2, . . .)T admits an
exponential momentm(β), i.e.
m(β) = ∑
j 1
pjβ
j < ∞ for β =
√
q
p
.
Then, we obtain ‖E‖ = ‖P − P‖ = (1 + m(β)) < ∞. Consequently, according to theorems 1 and
2 form = 1 together with (16), provided that q = supt  1 ‖[P]t‖ < ∞, we obtain
∞∑
k=0
|πk − πk |βk 
q (1 + m(β))
1 − γ , (42)
where γ = 4√pq(1 + 2√pq)−1 < 1. This implies the following bound
E[βX∞] =
∞∑
k=0
πk β
k 
q (1 + m(β))
(
1 + 2√pq
)
1 − 2√pq − 1 + 2π

0 . (43)
Observe that a bound for q is given in lemma 2. We shall present it in example 3. However, if we don’t
want to bound q, the bound in (34) yields the following
E[βX∞] (1 + m(β))
(
1 + 2√pq
)
1 − 2√pq − (1 + m(β))
(
1 + 2√pq
) − 1 + 2π0
for all such that
 <
1 − 2√pq
(1 + m(β))
(
1 + 2√pq
) . (44)
The next section is devoted to establish ﬁrst-order perturbation bounds in terms of the norm of the
residual matrix and vectors u, w introduced in hypotheses (A), (Bn) and (C).
4. Bounds in terms of the residual matrix
In the previous section we derived new bounds via the generalized ergodicity coefﬁcient with
respect to various WVNs. Nevertheless, it’s not easy to choose the vector v in the deﬁnition of the
WVN. To come up with good choices for vwe will ﬁrst provide ﬁrst and higher-order bounds in terms
of theWVN of the residual matrix. As it will turn out, it is easier to ﬁnd a suitable weight vector which
veriﬁes condition (C) than one that satisﬁes inequality (3) or the identity (4). Note that residualmatrix
and Neumann expansion approaches used in this section have some similarity with a few techniques
considered in [11] for ﬁnite-state Markov chains. First we state the simple following lemma.
Lemma 3. Assume that conditions (A), (Bn) and (C) are satisﬁed for some integer n 1. Then, we have
the following identity
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w(I − M)−1 = (π Tu)−1π T , (45)
(I − M)−1u = e. (46)
Proof. We ﬁrst prove (45). We have π T = π TPk for all k 1 and according to condition (Bn), we
get π T = π TPn = π T (M + wuT ) = π TM + (π Tw)uT . This implies that π T (I − M) = (π Tw)uT . The
matrix (I − M) is invertible since ‖M‖ < 1 according to (C). By multiplication the right and left side
of the last equality by (I − M)−1, we derive (45).
Wenowturn to theproof of (46).Wehave e = Pe = (M + wuT )e = Me + (uTe)w = Me + w since
uTe = 1. Hence we get (I − M)e = w and so identity (46) follows obviously as the matrix (I − M) is
invertible. 
Theorem 5. Suppose that the conditions of lemma 3 are satisﬁed for Markov chain X for n = 1. Assume
that Markov chain X with the transition matrix P = P + E satisﬁes the following condition
‖E‖ < 1 − ρ
1 + ‖e‖ ‖π T‖ ρ . (47)
Then, the perturbed Markov chain X admits a unique stationary distribution. Furthermore, we have the
following bound on the effect of this perturbation
‖π T − π T‖ ‖π T‖ 1 + ‖e‖ ‖π
T‖ρ
1 − ρ − (1 + ‖e‖ ‖π T‖ρ) ‖E‖ ‖E‖. (48)
Furthermore, for all m 1, a bound of the asymptotic expansion for the perturbed stationary distribution
π T is given by∥∥∥∥∥∥π T − π T − π T
m−1∑
r=1
(
E(I − M)−1(I − Π)
)r∥∥∥∥∥∥
 ‖π T‖ (1 + ‖e‖ ‖π
T‖ ρ)m
1 − ρ − (1 + ‖e‖ ‖π T‖ρ) ‖E‖ ‖E‖
m. (49)
Proof. It holds π T = π TPn and according to (Bn), we obtain
π T = π TE + π TM + (π Tw)uT .
Therefore, we have π T (I − M) = π TE + (π Tw)uT . Since the matrix (I − M) is invertible, we obtain
π T = π TE(I − M)−1 + (π Tw)uT (I − M)−1
and from lemma 3 we derive
π T = π TE(I − M)−1 + (π Tw)(π Tw)−1π T . (50)
Let us evaluate π Tw. We have
1 = π T e = π TE(I − M)−1
and this leads to the identity
π Tw =
(
1 − π TE(I − M)−1e
)
(π Tw).
Substituting the expression for π Tw in (50), we get
π T = π TE(I − M)−1 +
(
1 − π TE(I − M)−1e
)
π T ,
= π TE(I − M)−1 −
(
π TE(I − M)−1e
)
π T + π T ,
= π TE(I − M)−1 −
(
π TE(I − M)−1
)
(eπ T ) + π T ,
= π TE(I − M)−1(I − Π) + π T . (51)
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Hence, we obtain
π T − π T = π TE(I − M)−1(I − Π). (52)
Observe that E(I − M)−1(I − Π) = E + EM(I − M)−1(I − Π) since E Π = [0] and (I − M)−1 =
I + M(I − M)−1. According to (C) we conclude that
‖(I − M)−1‖ 1
1 − ‖M‖ 
1
1 − ρ .
Consequently, condition (47) leads to the following
‖E(I − M)−1(I − Π)‖
(
1 + ρ‖I − eπ
T‖
1 − ρ
)
‖E‖ 1 + ‖e‖ ‖π
T‖ ρ
1 − ρ ‖E‖ < 1. (53)
Hence, thematrix (I − E(I − M)−1(I − Π))−1 exists andweobtain the followingNeumannexpansion
of the probability distribution π T
π T = π T + π T ∑
r  1
(
E(I − M)−1(I − Π)
)r
. (54)
Finally, we obtain
‖π T − π T‖ ‖π T‖ ∑
r  1
‖E(I − M)−1(I − Π)‖r  ‖π T‖ 1 + ‖e‖ ‖π
T‖ρ
1 − ρ − (1 + ‖e‖ ‖π T‖ρ) ‖E‖ ‖E‖,
which establishes (48). Moreover, with the Neumann expansion in (54) we obtain
π T − π T − π T
m−1∑
r=1
(
E(I − M)−1(I − Π)
)r
= π T
(
E(I − M)−1(I − Π)
)m ∑
r  0
(
E(I − M)−1(I − Π)
)r
for anym 1. Applying the bound in (53) completes the proof. 
Ifweconsider theusualnorms‖ · ‖1 and‖ · ‖∞,wecanobtainabetterboundwithoutanycondition
on the intensity of the perturbation.
Theorem 6. Suppose that conditions of lemma 3 are satisﬁed by the Markov chain X for v ≡ e and for
n = 1. Consider a perturbed Markov chain X given by transition matrix P = P + E that admits unique
stationary distribution π. Then, we have the following bound
‖π T − π T‖ 1 + (1 − 2π
−) ρ
1 − ρ ‖E‖. (55)
Moreover, if the condition
‖E‖ < 1 − ρ
1 + ρ (56)
is satisﬁed then we get for all m 1∥∥∥∥∥∥π T − π T − π T
m−1∑
r=1
(
E(I − M)−1(I − Π)
)r∥∥∥∥∥∥ (1 + ρ)
m
1 − ρ − (1 + ρ) ‖E‖ ‖E‖
m. (57)
Proof. According to (39), we have
π T − π T = π TE(I − M)−1(I − Π) = π TE + π TE(I − M)−1(I − Π).
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Since ‖I − Π‖ = 2(1 − π−), this yields
‖π T − π T‖ ‖E‖
(
1 + ‖M‖ ‖(I − M)−1‖ ‖I − Π‖
)

1 + (1 − 2π−) ρ
1 − ρ ‖E‖
and the bound in (57) follows from inequality (49). 
Note that the bound in (55) is a reﬁnement of (47). Now, let us provide an upper bound on the
magnitude of the perturbation of the stationary distribution.
Theorem 7. Assume that the conditions put forward in theorem 6 are satisﬁed. Then, for all k ∈ S it holds
that
|π k − πk| π̂k
1 − ρ ‖E‖ (58)
and
sup
k∈S
|π k − πk| 1 − π
−
1 − ρ ‖E‖, (59)
where π̂k = max(1 − πk,πk).
Proof. According to (52), we have π T − π T = π TE(I − M)−1(I − Π). For all k ∈ Swe get |π k −
πk| = |(π TE(I − M)−1)(I − Π)k|. Hence
|π k − πk| ‖E‖ ‖(I − M)−1‖ sup
k∈S
|I − Π |ik,
where supk∈S |I − Π |ik = max(1 − πk,πk). Therefore, we obtain
|π k − πk| π̂k
1 − ρ ‖E‖. 
Example 3. We consider the Bernoulli random walks X and X as deﬁned in example 2. Let us set
w = (1, 0, . . .)T and u = (1, 0, . . .)T . Consequently, M = P − wuT = (cij)i,j∈Z+ such that cij = pij for
i 1 and c0j = 0 for all j ∈ Z+. Hence, M is a nonnegative matrix and condition (Bn) is veriﬁed for
n = 1. Moreover, for the same weighted norm ‖ · ‖ with β =
√
qp−1, we have
(Mv)k = (qβ−1 + pβ)βk = 2√pq < 1 and (Mv)0 = 0.
This yields ‖M‖ = ρ = 2√pq < 1 and condition (C) is satisﬁed. Furthermore, we obtainπ Tw = 1 >
0, uT e = 1 and uTw = 1, that is, condition (A)holds true. Since ‖e‖ = ‖π T‖ = 1,we obtain from (48),
provided that (44) is satisﬁed, that
∞∑
k=0
|πk − πk |βk 
(
1 + 2√pq
)
(1 + m(β))
1 − 2√pq − (1 + 2√pq)(1 + m(β))  . (60)
Note thatwemay apply the bound put forward in lemma 2. Indeed, if the inequality  <
1−2√pq
1+m(β) holds
true, then we get
q = sup
t  1
‖[P]t‖ 1(
1 − 2√pq − (1 + m(β))
)2 .
Thus, the overall bound (43) becomes
E[βX∞] 1(
1 − 2√pq − (1 + m(β))
)2 (1 + m(β))
(
1 + 2√pq
)

1 − 2√pq − 1 + 2π

0 .
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Example 4 (Lower continuous random walk). We consider Markov chain X with transition matrix
P = (pij)i,j∈Z+ deﬁned as follows
pij =
{
gj−i+1, i 1, j i − 1;
gj, i = 0, j 0;
where g = (g0, g1, . . .)T is a probability vector. Denote by G(z) = ∑n 0 gn zn the generating function
of the probability vector g. Assume
m(g) = ∑
n 1
ngn < 1 and G(β) < ∞ (61)
for some β > 1 and denote by π = (π0,π1, . . .)T the stationary probability vector. More precisely,
the ﬁrst hypothesis is a necessary and sufﬁcient condition for the ergodicity of the chain X (in this case
we have necessarily g0 > 0) and the second one states that the probability vector g has all moments
ﬁnite.
Now, let w = (1, 1, 0, . . .)T and u = g = (g0, g1, . . .)T . We consider the matrix M = P − wuT =
(cij)i,j∈Z+ where cij = pij for i 2 and c0j = c1j = 0 for all j ∈ Z+. The matrixM is obviously nonneg-
ative and condition (Bn) holds true for n = 1.
Let us check condition (A).Wehaveπ Tw = π0 + π1 > 0, uT e = 1, uTw = g0 + g1 > 0 since g0 >
0. Furthermore, we choose theweight vector v = (1,β ,β2, . . .)T , where β > 1 is a real number. Then,
we have for k 2
(Mv)k =
∑
j 0
ckjβ
j = ∑
j k−1
ckjβ
j
= ∑
j k−1
gj−k+1β j =
∑
l 0
glβ
l+k−1
= βk−1 ∑
l 0
glβ
l = ρ(β) v(k),
where ρ(β) = β−1G(β). Moreover, (Mv)0 = (Mv)1 = 0 and consequently ‖M‖ = ρ(β). It is easy to
show that, provided condition (61) holds, (i) function ρ(β) = β−1G(β) = ∑n 0 gn βn−1 is convex,
(ii) ρ(1) = 1 and (iii) ρ′(1) = m(g) − 1 < 0. Thus, d = sup{β > 1 : G(β)β} > 1 and the interval
(1, d) is non-empty, where ρ(β) < 1 if and only if 1 < β < d.
To obtain our bounds, we need to compute ‖π T‖. In order to do so, let π(z) = ∑k 0 πkzk denote
the generating function of the stationary probability vector π T . It is easy to see that
π(z) = π0(z − 1)G(z)
z − G(z)
is analytical in the domain |z| < β and is continuous on its boundary. Hence,
‖π T‖ = π(β) = π0(β − 1)G(β)
β − G(β) =
π0(β − 1)ρ(β)
1 − ρ(β) .
Furthermore, according to the Hospital’s rule, we have
1 = π(1) = lim
β→1π0
(β − 1)G′(β) + G(β)
β − G′(β) =
π0 G
′(β)
1 − G′(1) =
π0
1 − m(g) .
Finally, we obtain π0 = 1 − m(g). Now we consider another Markov chain, denoted by X , deﬁned on
the samestate spaceZ+ withone-step transitionmatrixP = P + E; andweassume that theperturbed
chain X admits a unique stationary probability vector π = (π0,π1, . . .). Hence, for
‖E‖ < 1 − ρ(β)
1 + π(β)ρ(β) ,
we obtain from (48) that
Z. Mouhoubi, D. Aïssani / Linear Algebra and its Applications 432 (2010) 1627–1649 1643
+∞∑
k=0
|πk − π k|βk  1 + π(β)ρ(β)
1 − ρ(β) − [1 + π(β)ρ(β)] ‖E‖‖E‖. (62)
In the following, we bound the coefﬁcient of ergodicity of X , denoted by Λ(P). For this, let ρ(θ ,β) =
θρ(β) + (1 − θ)G(β), where θ ∈]m(g), 1[ is some parameter. It is easy to prove that there exists
1 < β1  d such that for all β ∈]1,β1[ it holds that ρ(θ ,β) < 1. We now show that
m(g) < θ <
1
2
⇒ Λ(P) ρ(θ ,β). (63)
To this end, let
D(β)i,k = ∑
l 0
|pil − pkl|β l − ρ(θ ,β)(β i + βk)
for (i, k) ∈ Z+ × Z+. To simplify the notation, we set ρ = ρ(β) = ρ(θ ,β). We now consider the
following cases:
1. For i = k, we get D(β)i,i = D(β)1,1 = −2ρβ i < 0.
2. For i = 0 and k = 1 or i = 1 and k = 0, we obtain D(β)1,0 = D(β)0,1 = −(1 + β)ρ < 0.
3. For k /= i with i 2 and k 2, we have
D(β)i,k = ∑
l 0
|pil − pkl|β l − ρ(β)(β i + βk)

∑
l 0
pilβ
l + ∑
l 0
pklβ
l − ρ(β)(β i + βk)
= (ρ(β) − ρ)(β i + βk) < 0,
since ρ − ρ(β) = (1 − θ)(G(β) − ρ − β)) > 0.
4. For i = 0 and k 2, we derive
D(β)0,k = ∑
l 0
|p0l − pkl|β l − ρ(β)(1 + βk)

∑
l 0
p0lβ
l + ∑
l 0
pklβ
l − ρ(β)(1 + βk)
= G(β) + ρ(β)βk − ρ(1 + βk).
Set Lk(β) = G(β) + ρ(β)βk − ρ(1 + βk) for all β ∈]1,β1[ and k 1. Then, Lk(1) = 0 and
further
L′k(β) = G′(β) + kβk−1ρ(β) + ρ′(β) −
(
θρ′(β) + (1 − θ)G′(β)
)
(1 + βk) − kβk−1ρ(β).
On the other hand, L′k(1) = 2θ − 1 < 0 for all θ ∈]m(g), 12 [. Hence, there exists β2 ∈]1,β1]
such that for β ∈]1,β2[ we get D(β)0,k < 0 where k 2.
5. For i = 1 and k 2, we obtain
D(β)1,k = ∑
l 0
|p1l − pkl|β l − ρ(β)(β + βk)
= ∑
l 0
|p0l − pkl|β l − ρ(β)(β + βk) < D(β)0,k < 0.
To summarize, we have shown that D(β)i,k < 0 for all (k, i) ∈ Z+ × Z+ and β ∈]1,β2[. Conse-
quently, Λ(P) ρ(θ ,β) for all β ∈]1,β2[ and θ ∈]m(g), 12 [, which concludes the proof of (63).
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From (16) we obtain the following bound on the deviation between the stationary probability
vectors π T and π
+∞∑
k=0
|πk − π k|βk  qπ(β)‖E‖
1 − ρ(β) . (64)
Moreover, using the bound in (27), we obtain for ‖E‖ < 1 − ρ(β)
+∞∑
k=0
|πk − π k|βk  G(β)
(1 − ρ(β) − ‖E‖)2
π(β)‖E‖
1 − ρ(β) , (65)
since ‖uT‖ = ∑k 0 πkβk = G(β) and ‖w‖ = 1. In case we consider a perturbation with less inten-
sity, that is, ‖E‖ < 1 − ρ(β), the bound (34) yields the following
+∞∑
k=0
|πk − π k|βk  π(β)‖E‖
1 − ρ(β) − ‖E‖ . (66)
Finally, we obtain from (58) the following component-wise bounds
|π k − πk| β max(πk, 1 − πk)
β − G(β) ‖E‖ (67)
and
sup
k 0
|π k − πk| β
β − G(β) ‖E‖. (68)
Example 5. Let us consider Markov chain X deﬁned on S = Z+ with transition matrix P = (pij)i,j∈Z+
where p00 = 1, pi0 = q, pii = 1 − q = p < 1. Observe thatπ = (1, 0, 0, . . .)T is the unique stationary
probability vector. We consider the usual norms, i.e. v = e. Then, the ergodicity coefﬁcient can be
computed by
Λ(P) = 1
2
sup
(i,j)∈Z2+
∑
k 0
|pik − pjk| = 1 − q = p < 1.
Now let w = (1, p, p, . . .)T and u = g = (1, 0, 0, . . .)T , and consider the matrix M = P − wuT =
(cij)i,j∈Z+ with cij = pij for j 1 and ci0 = 0 for all i ∈ Z+. It is easily checked thatM is nonnegative and
satisﬁes condition (Bn) for n = 1. Let us verify condition (A). Indeed, we have π Tw = 1 > 0, uT e = 1
and uTw = 1 > 0. Moreover, we have ‖M‖ = ρ = p = Λ(P).
Let us introduce anotherMarkov chainXwith the transitionmatrixP andwith theunique stationary
distribution vector π = (π0,π1, . . .)T . According to the bound in (16), we obtain
π0  1 − ‖E‖
2q
, (69)
which is a better bound than those given in (47) or (58) for k = 0. Furthermore, from (58) we have
π k 
‖E‖
q
. (70)
The fundamental matrix R = (rij)i,j∈Z+ can be solved explicitly:⎧⎪⎪⎪⎨⎪⎪⎪⎩
r00 = 1;
ri0 = −pq , i 1;
rii = 1q , i 1;
rij = 0, otherwise;
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and the group inverse A# = (a#ij )i,j∈Z+ becomes⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a#00 = 0;
a#i0 = −1q , i 1;
a#ij = 1q , i 1;
a#ij = 0, otherwise.
So we arrive at
‖R‖ = max
(
1,
p + 1
q
)
= 2
q
− 1 and ‖A#‖ = 2
q
> ‖R‖.
According to the identities (7) and (8), we obtain the following bounds
π0  1 −
(
1
q
− 1
2
)
‖E‖ (71)
and
π0  1 − ‖E‖
q
. (72)
Note that if the hand side of the inequalities (69), (71) and (72) are nonnegative, then the bound in
(69) is better than (71) and (72). From Λ(R) = Λ(A#) = q−1 together with relation (5) and (6), we
obtain the following inequality
‖π T − π T‖Λ(A#)‖E‖ = Λ(R)‖E‖ = ‖E‖
q
,
which yields the same bound as (69).
The above examples illustrate the quality of the bounds established in terms of the residual matrix
and the possibility to use them when it is not possible to compute exactly the ergodicity coefﬁcient
or in the degenerate case where Λ(P) = 1. Alternatively, one can use a generalized weighted norm.
Unfortunately, the bounds then depend on the considered residual matrix. Finding the best residual
matrix leads to an optimization problem the study of which is beyond the scope of this paper.
5. Doeblin and some special regular Markov chains
This section is devoted to special classes of Markov chains with (at most) denumerable state space.
We shall prove that the transition matrix of some interesting classes of Markov chains can be de-
composed in a canonical way in terms of the residual matrix. This decomposition allow us to verify
conditions (A), (Bn) and specially (C) with respect to the usual norms, and bounds can be provided.
5.1. Doeblin Markov chains
Consider a countable Doeblin Markov chain X given by one-step transition matrix P = (pij)i,j∈S on
state space S. It is well known that X is characterized by the following minorization condition: there
exist a probability vector ν = (ν0, ν1, . . .)T on Z+, nonnegative number ηand an integer n 1 such
that for all (i, j) ∈ S2 we get pnij  ηνj , where pnij is the n-step transition probability from state i to state
j. It is well known that Doeblin Markov chains are ergodic and admit a unique stationary distribution
π T , which is also a limiting distribution of the chain. In fact, any Doeblin Markov chain is uniformly
ergodic with respect to the usual norms. For more details, we refer to Meyn and Tweedie [30]. Let M
denote the matrix deﬁned by M = Pn − wνT , where w = ηe is the column vector wT = (η, η, . . .).
Then, the transition matrix P admits a canonical decomposition Pn = M + wνT .
In the following, we state a reﬁnement of the perturbation bounds obtained in the previous section
with respect to the usual norms.
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Theorem 8. Consider a Doeblin Markov X chain which veriﬁes the minorization condition for some m 1,
and denote byπ T its unique stationary probability vector. Let X be a perturbedMarkov chainwith transition
matrix P such that P
m = Pm + Em and that admits a unique stationary distributionπ T . Then the following
bound holds with respect to the usual norms
‖π T − π T‖ ‖En‖
η
. (73)
Proof. LetK = wuT , B = Pn andρ = ‖M‖. Forϑ ∈ M0,wehaveϑTK = 0andϑTPnK = 0. Therefore,
we get ϑTP2n = ϑTPn(K + M) = ϑTPnM, and for all k 0 we have
‖ϑT (I − Bk)Bk‖ = ‖ϑT (I − Bk)(K + M)k‖
= ‖ϑT (I − Bk)Mk‖ ρk‖ϑT (I − Bk)‖. (74)
Observe that for all k, we have
I − B2k = I − Bk + (I − Bk)Bk.
Thus, multiplying the above inequality by ϑT from the right and using (74), we obtain
‖ϑT (I − B2k)‖ ‖ϑT (I − Bk)‖ + ‖ϑT (I − Bk)Bk‖(1 + ρk)‖ϑT (I − Bk)‖.
For k = 2m−1 andm 2, we obtain the following inequality
‖ϑT (I − B2m)‖(1 + ρ2m−1)‖ϑT (I − B2m−1)‖
⎛⎝n−1∏
p=0
(1 + ρ2p)
⎞⎠ ‖ϑT (I − Pn)‖.
However, we have
n−1∏
p=0
(1 + ρ2p) =
2m−1∑
p=0
ρp
and lettingm → +∞, we get
‖ϑT (I − Π)‖ = ‖ϑT‖
⎛⎝∑
p 0
ρp
⎞⎠ ‖ϑT (I − Pn)‖ = 1
1 − ρ ‖ϑ
T (I − Pn)‖.
Therefore, we obtain
‖ϑT‖ ‖ϑ
T (I − Pn)‖
1 − ρ . (75)
Finally, for ϑT = νT − π T ∈ M0, we have
(νT − π T )(I − Pn) = νT (I − Pn) = νT (Pn − Pn) = νT En.
Substituting ϑT = νT − π T in (75), we derive the inequality
‖νT − π T‖ 1
1 − ρ ‖En‖ =
1
η
‖En‖ (76)
since ρ = ‖M‖ = 1 − η. 
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Remark 1. If the minorization condition is veriﬁed for n = 1, inequality (55) implies the following
bound
‖π T − π T‖ 1
η
‖E‖,
which is less sharp then (76) since ‖En‖ n‖E‖ for all n 1.
Theorem 9. Assume that the conditions put forward in theorem8are satisﬁed for n = 1. For any perturbed
Markov chain X with transition matrix P = P + E such that P admits a unique stationary distribution π T ,
the following bound holds with respect to the usual norms
‖π T − π T − π TE(I − M)−1(I − Π)‖ 1
η2
‖E‖. (77)
Proof. First, observe that Me = (P − wνT )e = (1 − η)e and, recursively, we get Mne = (1 − η)ne.
This leads to the identity EMne = [0] for all n 0. Thus, we get E(I − M)−1e = [0] since (I − M)−1 =∑
k 0 M
k . So from lemma 3, we can easily conclude that
E(I − M)−1P = E(I − M)−1(M + wνT ) = EM(I − M)−1.
Furthermore, we have
EMnΠ = EMneπ T = (1 − η)nEeπ T = [0]
for all n 1. Hence, we get E(I − M)−1Π = [0]. Finally we obtain that(
π T − π T − π TE(I − M)−1(I − Π)
)
(I − P) = π TE − π TEM(I − M)−1.
Now substitute ϑT = π T − π T − πE(I − M)−1(I − Π) in inequality (75) and use the later results.
This concludes the proof of the theorem. 
5.2. Special regular Markov chains
Let X be a Markov chain with denumerable state space S that admits the unique stationary proba-
bility vector π T . Introduce the following regularity property:
∃ k ∈ S, ∀i ∈ S : pik  η > 0. (78)
Observe that (78) is satisﬁed by the Markov chain presented in Example 5.
Theorem 10. Let Markov chain X satisfy regularity condition (78). For any perturbedMarkov chain X with
transition matrix P, such that P = P + E, that admits a unique stationary distribution π T , the following
bound holds
‖π T − π T‖ 2 − η
η
‖E‖. (79)
Proof. In order to simplify the presentation of the proof, we let S = Z+. Denote by M the matrix
M = P − wuT , wherew and u are column vectors given byw = (p0k, p1k, . . .)T , and u = (u0, u1, . . .)T
is with zero components except uk = 1. Then, transitionmatrix P admits the canonical decomposition
Pn = M + wuT . So we have π Tw = ∑i 0 πipik  η > 0, uT e = 1 and uTw = pkk > 0. Consequently,
M = P − wuT = (cij)i,j∈S is a nonnegative matrix, where cij = pij for j /= k and cik = 0 for all i ∈ S.
Thus, conditions (A) and (Bn) are satisﬁed. To verify condition (C) we have to compute ‖M‖. To this
end, note that
‖M‖ = sup
i∈S
∑
j∈S
cij = sup
i∈S
(1 − pik) = 1 − η = ρ < 1.
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Thus, from (55), we get∑
k∈S
|π k − πk| 2 − η
η
‖E‖ (80)
since π− = 0. 
We conclude this section with a component-wise bound.
Theorem 11. Under notations and conditions put forward in theorem 10, it holds that
|π k − πk| 2 − η
2η
‖E‖. (81)
Proof. It is known (see [34, p. 73] or [37]) that
|π k − πk| 1
2
‖π T − π T‖. (82)
Hence, by substituting (79) in the later bound, the claim is proved. 
6. Conclusion
In this paper we have established new perturbation bounds for denumerable Markov chains with
respect to a large class of norms. The bounds are expressed in terms of the ergodic coefﬁcient and
the residual matrix. The proofs elaborated on techniques different from that in the standard literature
and offer the potential of extending our results to general state-space Markov chains, which is a topic
of further research. Furthermore, some reﬁned bounds for the particular class of Doeblin chains were
established. A Paz-type inequalitywith respect to theweighted norms can be establishedwhich allows
us to bound the component-wise deviation. This will be the subject for a separate paper.
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