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RESUMEN
Aunque en muchas aplicaciones las Redes Neuronales (RRNN) son una herramienta
poderosa, en otros problemas (complejos) una u´nica red resulta insuficiente. Para solventar
esta dificultad, se puede considerar la combinacio´n de diferentes redes (simples) de modo
que se forme un conjunto de RRNN capaz de resolver mejor el problema en cuestio´n,
proporcionando, adema´s, un disen˜o ma´s sencillo y ma´s fa´cilmente comprensible, lo que
ha ocasionado que su empleo sea cada vez ma´s frecuente. Entre los conjuntos de RRNN
destacan, por sus sencillos principios conceptuales y sus contrastadas buenas prestaciones,
los me´todos de “Boosting”, y, especialmente, el algoritmo “AdaBoost”.
En esta Tesis Doctoral se partira´ del algoritmo “Real AdaBoost” (RA), cuya funcio´n de
e´nfasis puede descomponerse en el producto de dos te´rminos, uno relacionado con el error
cuadra´tico de las muestras y otro asociado con la proximidad de las mismas a la frontera.
Esta descomposicio´n permite generalizar la estructura de la funcio´n de e´nfasis del RA,
introduciendo un para´metro de mezcla ajustable, λ, para controlar el compromiso entre los
dos te´rminos de e´nfasis; el empleo de esta nueva funcio´n de e´nfasis da lugar, como primera
aportacio´n, a un nuevo algoritmo que se denomina RA con e´nfasis ponderado (RA-we,
“RA with weigthed emphasis”). Experimentalmente se ha comprobado que si el para´metro
de mezcla se selecciona adecuadamente pueden conseguirse mejoras significativas sobre
las prestaciones del RA. Sin embargo, no siempre es sencillo encontrar el valor o´ptimo
de λ, y una seleccio´n mediante un procedimiento de Validacio´n Cruzada esta´ lejos de
aprovechar todo el potencial que el e´nfasis mixto puede aportar.
Siguiendo esta lı´nea de trabajo, en esta Tesis se exploran, adema´s, dos alternativas
para escoger el para´metro de mezcla. La primera de ellas, en lugar de intentar encontrar
el mejor valor de λ, combina las salidas de una serie de conjuntos RA-we entrenados con
diferentes valores de λ; de este modo, aprovecha la diversidad introducida por el para´metro
de mezcla para construir comite´s de conjuntos RA-we. La segunda de las alternativas
propuestas considera una versio´n generalizada del para´metro de separacio´n del clasificador
usado por el algoritmo RA (una correlacio´n ponderada entre las salidas del clasificador y
las correspondientes etiquetas), y propone ajustar dina´micamente el para´metro de mezcla
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durante el crecimiento del conjunto. Para ello, en cada iteracio´n se selecciona el valor de
λ que proporciona un mayor para´metro generalizado de separacio´n.
La idoneidad de estas propuestas es corroborada sobre un conjunto de problemas de
decisio´n binaria, mostrando la efectividad del e´nfasis mixto, ası´ como de los dos esquemas
de seleccio´n de λ: comite´s de conjuntos RA-we y seleccio´n dina´mica de λ. Adema´s, la
comparacio´n de ambas propuestas con esquemas RA cla´sicos demuestra el intere´s de los
nuevos algoritmos en el a´mbito de la construccio´n de sistemas de mu´ltiples redes.
ABSTRACT
Although Neural Networks (NNs) are an effective tool in many applications, a NN may
be inefficient for solving (complex) tasks. To tackle this problem, we may combine a set of
NNs in order to construct NN ensemble capable of solving the initial problem, providing
an easier design solution and helping to interpret more clearly the resulting machine. The
above reasons have increased the interest in this research area during recent years. Among
NN ensembles, boosting methods, and in particular AdaBoost, are attractive because of
their simple conceptual principles and their good generalization performance.
In this Ph.D. Thesis, we start from the Real AdaBoost (RA) algorithm, where the em-
phasis function can be decomposed into the product of two factors. The first depending on
the quadratic error of each sample, and the second being a function of the “proximity” of
the sample to the classification border. This decomposition makes it possible to generalize
the structure of the RA emphasis function by introducing an adjustable mixing parameter
λ to control the trade-off between both emphasis terms; the algorithm resulting from this
proposal is referred to as RA with weighted emphasis (RA-we). Experiments show that
a significant improvement over the classical RA performance can be achieved if mixing
parameter λ is adequately selected. However, finding the optimal λ is not always an easy
task, and using Cross Validation selection methods does not exploit fully the potential that
the mixed emphasis function can provide.
Following this research line, this Dissertation also explores two alternatives for select-
ing the mixing parameter. Rather than trying to find the best value for λ, the first proposal
combines the outputs of a number of RA-we networks trained with different values of λ; in
this way, we take advantage of the diversity introduced by the mixing coefficient to build
committees of RA-we networks. The second approach considers a generalized version of
the learner edge defined by the RA algorithm (a weighted correlation between the learners
output and the true labels) as an indication of the learner quality, and it proposes to dy-
namically adjust the mixing parameter during the ensemble growth. In order to do this, we
iteratively select the value that provides the learner with the largest generalized edge.
The effectiveness of these two approaches is corroborated over several benchmark bi-
VIII
nary decision problems, showing the efficacy of the mixed emphasis approach, as well
as the appropriateness of both schemes for selecting λ: (1) committees of RA-we net-
works, and (2) dynamic λ selection. Finally, we conclude that the algorithms described in
this Thesis in comparison to traditional RA algorithms present interesting possibilities for
building multi-net systems.
A todos los que, de una manera u otra,
siempre habe´is estado a mi lado.
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CAPI´TULO 1
INTRODUCCIO´N A LOS CONJUNTOS DE
REDES NEURONALES
En este primer capı´tulo de la Tesis Doctoral se presentara´n algunos conceptos fun-
damentales del Aprendizaje Ma´quina, prestando especial atencio´n a las te´cnicas de con-
struccio´n de conjuntos, y ma´s concretamente a las te´cnicas de “Boosting”. Para ello, se
revisara´n distintas aproximaciones que permiten la resolucio´n del problema de decisio´n
(clasificacio´n), centra´ndose en las aproximaciones ma´quina, y ma´s concretamente, en las
Redes Neuronales (RRNN); a continuacio´n, se indicara´n brevemente las caracterı´sticas
ma´s significativas de las RRNN, para pasar a describir los conjuntos de RRNN y analizar
las ventajas que e´stos pueden aportar. Llegados a este punto, se distinguira´ entre dos tipos
de conjuntos: comite´s y consorcios; prestando especial atencio´n a los segundos, y, en par-
ticular, a las te´cnicas de “Boosting” y al algoritmo “AdaBoost”, punto de partida de esta
Tesis Doctoral.
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1.1. DECISI ´ON (CLASIFICACI ´ON) Y APRENDIZAJE M ´AQUINA
1.1. DECISIO´N (CLASIFICACIO´N) Y APRENDIZAJE
MA´QUINA
El problema de decisio´n plantea co´mo elegir entre un cierto nu´mero de hipo´tesis (nor-
malmente exhaustivas y excluyentes) a la vista de un dato, muestra o instancia relacionado
con ellas; si las hipo´tesis son la pertenencia a clases, el problema, llamado de clasificacio´n,
se soluciona estableciendo una funcio´n capaz de determinar (predecir) la etiqueta (clase)
de las instancias no conocidas.
La resolucio´n de un problema de decisio´n puede abordarse bajo dos perspectivas:
la analı´tica, basada en la teorı´a estadı´stica, y la que opta por aproximaciones ma´quina.
A continuacio´n, y empleando como guı´as principales [Bishop, 1995, Duda et al., 2001,
Fukunaga, 1990, Haykin, 1999], se presentara´n estas dos perspectivas.
La primera de ellas, la perspectiva analı´tica (ve´ase tambie´n [Van Trees, 1968]), con-
duce a las teorı´as Bayesiana y frecuentista de la decisio´n, que, partiendo de la informacio´n
estadı´stica del problema y una adecuada polı´tica de costes, permite el disen˜o directo de los
correspondientes decisores.
En muchos casos no se dispone de dicha informacio´n estadı´stica, y una opcio´n es
recurrir a su estimacio´n a partir de las muestras disponibles, dando lugar a los disen˜os
semianalı´ticos. Estos disen˜os se clasifican en tres tipos, segu´n el me´todo empleado para la
estimacio´n de la informacio´n estadı´stica necesaria:
1. Parame´tricos: consideran una forma analı´tica para las funciones de densidad, y es-
timan sus para´metros a partir de los datos disponibles. Su empleo debe hacerse con
precaucio´n, ya que una suposicio´n incorrecta del modelo da lugar a clasificadores
de bajas prestaciones.
2. No parame´tricos: aplican un modelo general capaz de aproximar cualquier tipo
de funcio´n de densidad, ajustando sus para´metros de acuerdo a las observaciones
disponibles; su principal inconveniente es que el modelo implica alto uso de memo-
ria y altas demandas de co´mputo en su aplicacio´n. Entre estas te´cnicas destaca el
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me´todo de los k vecinos ma´s pro´ximos, k-NN (“k-Nearest Neighbours”), o el em-
pleo de modelos basados en ventanas de Parzen.
3. Semiparame´tricos: se encuentran a medio camino entre los dos disen˜os anterio-
res, ya que emplean modelos bastante flexibles para las funciones de distribucio´n,
de modo que se consiguen buenas aproximaciones utilizando, al mismo tiempo,
pocos para´metros, reducie´ndose ası´ el coste computacional. Un modelo difundido
es el de mezcla de gaussianas, aplica´ndose generalmente el algoritmo de Esperanza-
Maximizacio´n (EM) para la estimacio´n de sus para´metros.
Las aproximaciones ma´quina permiten disen˜ar un decisor a partir de un conjunto de
muestras, datos o instancias etiquetadas y representativas del problema. El decisor, o clasi-
ficador, es una funcio´n que divide el espacio en el que se encuentran los datos en distintas
hiperregiones, cada una de ellas asociadas a una clase. Estas te´cnicas se han convertido
en las u´ltimas de´cadas en herramientas muy eficaces para la resolucio´n de mu´ltiples pro-
blemas, destacando no so´lo en el reconocimiento de patrones, sino tambie´n en tareas de
estimacio´n (prediccio´n de valores nume´ricos en lugar de etiquetas).
Entre las te´cnicas de Aprendizaje Ma´quina se encuentran las Redes Neuronales
(RRNN) ([Bishop, 1995, Duda et al., 2001, Haykin, 1999] son ejemplos de buenas intro-
ducciones a las mismas), los Procesos Gaussianos [Rasmussen y Williams, 1996], las Re-
des Bayesianas [Buntine, 1994], los ´Arboles de Decisio´n [Breiman et al., 1984], los Sis-
temas Expertos (de Reglas) [Michalski, 1980] y los Me´todos Basados en Nu´cleos (“Kernel
Methods”) [Scholkopf y Smola, 2002], destacando entre los u´ltimos las Ma´quinas de Vec-
tores Soporte, SVM (“Support Vector Machines”) [Burges, 1998, Vapnik, 1995].
1.2. ¿QUE´ ES UNA RED NEURONAL?
La capacidad que el cerebro humano presenta para aprender a partir de un conjunto de
estı´mulos ha motivado el disen˜o de sistemas que permitan aproximar artificialmente este
comportamiento: las Redes Neuronales Artificiales, comu´nmente conocidas como Redes
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Neuronales (RRNN).
El disen˜o de las RRNN, imitando las estructuras neuronales naturales, se realiza inter-
conectando un conjunto de unidades de procesamiento, denominadas neuronas, a trave´s
de una serie de conexiones sina´pticas; normalmente estas neuronas se encuentran dispues-
tas en capas y formando una arquitectura en paralelo, lo que dota a las RRNN de ciertas
caracterı´sticas estructurales muy ventajosas y que las diferencian de otros sistemas de
procesamiento de informacio´n; entre ellas se puede destacar:
Rapidez: dada su arquitectura distribuida, las RRNN son sistemas ido´neos para
el procesamiento en tiempo real mediante procesadores que reproducen la propia
arquitectura de la red. El paralelismo otorga a las RRNN gran rapidez en fun-
cionamiento, cuando se implementan ası´, aunque no por ello en aprendizaje.
Robustez: el conocimiento adquirido se encuentra distribuido por toda la red, de
forma que si se dan˜a un nu´mero reducido de nodos, las respuestas no se degradan
significativamente. Esto dota a las RRNN de una gran robustez frente a deterioro o
fallo.
Las RRNN aprenden a partir de los datos que se les suministran; para ello, el valor de
las conexiones sina´pticas, tı´picamente pesos, se ajusta mediante un algoritmo de apren-
dizaje para que, una vez acabado dicho aprendizaje, la red sea capaz de realizar la tarea
deseada. Sin embargo, este proceso, conocido como aprendizaje o entrenamiento, suele
ser difı´cil y debe hacerse con particular cuidado para buscar una buena generalizacio´n;
es decir, para que la red entrenada sea capaz de producir salidas razonables para muestras
que no le han sido presentadas con anterioridad, que es lo que en definitiva importa. Es im-
portante sen˜alar que el conocimiento adquirido por la red responde a la informacio´n que
se le ha presentado, siendo necesario reajustarla o reentrenarla cuando aparecen nuevas
muestras o cuando se producen cambios en los datos presentados.
Todas estas propiedades convierten a las RRNN en poderosas herramientas para tareas
de decisio´n, emplea´ndose con e´xito en una amplia gama de aplicaciones; si se clasifican
segu´n las disciplinas en las que se emplean, destacan:
4
CAP´ITULO 1. INTRODUCCI ´ON A LOS CONJUNTOS DE REDES NEURONALES
Aplicaciones empresariales: reconocimiento de caracteres escritos o del habla, ex-
plotacio´n de bases de datos, sı´ntesis de voz desde texto, control de produccio´n en
lı´neas de proceso, inspeccio´n de calidad, etc.
Aplicaciones financieras: prediccio´n en el mercado financiero, ana´lisis de la evolu-
cio´n de los precios, valoracio´n del riesgo de los cre´ditos, deteccio´n de fraude (como,
por ejemplo, el uso ilegal de tarjetas de cre´dito) o de falsificaciones (como, por
ejemplo, firmas falsificadas), tasacio´n de propiedades, etc.
Aplicaciones me´dicas: diagno´stico y tratamiento a partir de sı´ntomas y/o de datos
analı´ticos, deteccio´n y evaluacio´n de feno´menos me´dicos (como, por ejemplo, tu-
mores en mamografı´as), estimacio´n del coste del tratamiento, prediccio´n de reac-
ciones adversas a los medicamentos, etc.
Otras aplicaciones: previsio´n meteorolo´gica, clasificacio´n bota´nica, prediccio´n en
juegos, etc.
1.3. CONJUNTOS DE REDES NEURONALES
Aunque para muchas aplicaciones las RRNN son una herramienta suficiente, para otros
problemas (complejos) una (simple) red resulta insuficiente. Para solventar esta dificultad,
y bajo la filosofı´a de dividir un problema complejo en un conjunto de subproblemas ma´s
sencillos o bien combinar adecuadamente diferentes soluciones de un mismo problema, se
considera la combinacio´n de diferentes redes (simples) de modo que se forme un sistema
de RRNN, al que se va a llamar conjunto, capaz de resolver mejor el problema inicial.
No´tese que, aunque las RRNN, en general, son ma´quinas muy potentes, puede ocurrir
que a la hora de resolver un determinado problema el tipo de red elegido (o la estructura
de la misma) no sea el ma´s adecuado y, por lo tanto, la red resulte ineficiente para su
resolucio´n; por este motivo, en muchas ocasiones es ma´s conveniente dividir el problema
en distintas regiones, facilitando ası´ el entrenamiento de la red, o combinar diferentes
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soluciones (aunque e´stas no sean por sı´ solas lo suficientemente buenas) para conseguir
resolver el problema que inicialmente parecı´a complejo.
Los principios que siguen los sistemas de RRNN es similar a los que presenta el cere-
bro humano a la hora de realizar una tarea. Conside´rese, por ejemplo, el funcionamiento de
la visio´n humana [Ratey, 2002]; cuando los rayos de luz inciden en el ojo, e´ste transforma
la sen˜al luminosa en energı´a que es enviada al cerebro a trave´s del nervio o´ptico; una vez
que llega a la corteza visual del cerebro, la informacio´n es repartida entre diferentes re-
giones del cerebro que se encargan del ana´lisis de distintos rasgos (algunas extraen bordes
o lı´neas, otras se encargan del color, del taman˜o o de la orientacio´n), y es la combinacio´n
de los resultados de estos ana´lisis la que permite que se adquiera una informacio´n visual
completa de lo que se tiene delante.
En general, un conjunto de RRNN no so´lo es capaz de ofrecer soluciones considera-
blemente mejores que cualquiera de las proporcionadas por las redes aisladas, sino que,
adema´s, puede implicar una reduccio´n considerable del tiempo de entrenamiento y la ob-
tencio´n de un sistema ma´s fa´cilmente comprensible y modificable [Sharkey, 1996], lo que
ha ocasionado que, desde que se propusieron en la de´cada de los sesenta (ve´ase, por ejem-
plo [Nilsson, 1965]), su empleo haya sido cada vez ma´s frecuente, sobre todo a partir del
trabajo de Hansen y Salomon [Hansen y Salomon, 1990].
Los conjuntos de RRNN pueden clasificarse atendiendo a distintos criterios, como
puede comprobarse en [Sharkey, 1999] o en [Haykin, 1999]; aquı´ se han clasificado aten-
diendo a la manera que tienen las redes de ayudarse entre sı´ para resolver el problema.
Segu´n este criterio, los conjuntos de RRNN pueden dividirse en comite´s y consorcios:
En un comite´, todas las redes resuelven el mismo problema y, con una adecuada
combinacio´n de sus salidas, permiten obtiener soluciones mucho ma´s precisas que
cualquiera de las soluciones individuales (ve´ase la Subfigura 1.1(a)).
En un consorcio, las redes componentes cooperan entre sı´, siendo la contribucio´n
de todas las redes la que proporciona la solucio´n al problema global. Por un lado,
existen esquemas en los que, siguiendo el principio de divide y vencera´s, el problema
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Figura 1.1: Esquemas tı´picos que presentan los distintos tipos de conjuntos: comite´s y
consorcios (sufiguras (a) y (b), respectivamente).
a resolver se divide en un nu´mero de subproblemas, cada uno de ellos asignado a
un experto diferente (ve´ase la Subfigura 1.1(b)), como es el caso de los conjuntos
modulares o mezclas de expertos, “Mixture of Experts” (MoE) [Jacobs et al., 1991,
Jordan y Jacobs, 1994]. Por otro lado, existen me´todos, como el “Boosting”, en los
que se an˜aden redes al conjunto de modo que se mejore la solucio´n proporcionada
por las previamente incorporadas.
Cabe destacar que, aunque estos esquemas presenten filosofı´as claramente distintas, no
son estructuras exclusivas, ya que podrı´an combinarse entre sı´, dando lugar, por ejemplo,
a un consorcio de redes, cada una de las cuales es, a su vez, una combinacio´n modular.
De ahora en adelante, se centrara´ la atencio´n en los me´todos de construccio´n de con-
juntos, analiza´ndolos por separado para cada uno de los tipos de conjuntos que se acaban
de presentar.
1.3.1. Comite´s de Redes Neuronales
Como ya se ha indicado, los comite´s se basan en la combinacio´n de distintas redes
de manera que (idealmente) la red global supere en prestaciones a cualquiera de las redes
aisladas. Esta propiedad se puede explicar considerando que cada red componente presenta
una serie de limitaciones a la hora de resolver el problema deseado, cometiendo, por ello,
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una serie de errores; si se realiza una adecuada combinacio´n de las salidas de las redes, de
modo que los errores cometidos por una de ellas sean corregidos por las otras, se puede
minimizar el nu´mero de errores, obteniendo una solucio´n de mayor precisio´n.
Por este motivo, para una construccio´n adecuada de un comite´ de RRNN, es deseable
que los errores que cometen las redes puedan ser compensados por las otras, para lo cual
estas redes deben generalizar de forma diferente [Krogh y Vedelsby, 1995, Rosen, 1996],
i.e., se precisa una baja correlacio´n entre los errores de las redes componentes. Esta ca-
racterı´stica, conocida como diversidad, es la que explotan la mayorı´a de las te´cnicas de
construccio´n de comite´s.
Las maneras ma´s sencillas de forzar diversidad entre las redes que van a componer
el comite´ consisten en emplear distintas condiciones iniciales en el entrenamiento, distin-
tas topologı´as, distintos algoritmos de entrenamiento o, simplemente, mediante te´cnicas
de remuestreo o filtrado que permiten que cada clasificador emplee un conjunto de entre-
namiento diferente. Esta u´ltima manera de crear diversidad es la que ha dado lugar a la
mayorı´a de me´todos de construccio´n de comite´s, destacando:
Obtencio´n de diferentes conjuntos de entrenamiento: estos me´todos
[Sharkey et al., 1996, Sharkey y Sharkey, 1997] generan distintos conjuntos de
entrenamiento empleando datos procedentes de distintas fuentes o utilizando
distintas te´cnicas de preprocesado.
Utilizacio´n de te´cnicas elaboradas de muestreo: estas te´cnicas consisten en que
cada una de las redes base es entrenada con un subconjunto del conjunto inicial de
datos de entrenamiento. Entre ellas se encuentran los me´todos de “Bootstrapping”,
destacando el algoritmo de “Bagging” (“Bootstrap AGGregatING”) propuesto por
Breiman en 1996 [Breiman, 1996]. En este algoritmo, cada red se entrena con un
subconjunto de datos del conjunto original, que es creado mediante un remuestreo
con reemplazamiento, y se obtiene la salida del conjunto realizando el promedio de
las salidas de todas las redes.
Empleo de conjuntos de entrenamiento disjuntos: estos me´todos siguen una idea
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similar al “Bootstrapping”, ya que cada red se entrena con distintos subconjuntos
de datos creados mediante remuestreo, pero, en este caso, se emplea remuestreo sin
reemplazamiento, de modo que los subconjuntos creados son disjuntos (ve´ase por
ejemplo [Sharkey et al., 1996]). El problema de este tipo de me´todos es que cuando
no se dispone de un elevado nu´mero de datos de entrenamiento, el taman˜o de los
subconjuntos es bastante reducido y se suelen deteriorar las prestaciones.
Me´todos de remuestreo adaptativo: Schapire mostro´ co´mo una serie de redes
de´biles pueden convertirse en una red fuerte como resultado de entrenar a sus miem-
bros con un conjunto de datos que ha sido filtrado por los miembros que lo forma-
ban previamente, dando origen a los me´todos de “Boosting” [Schapire, 1990]. Cabe
aclarar que, aunque este tipo de me´todos pueden verse como un tipo de comite´s en
los que se varı´a mediante remuestreo el conjunto de datos de entrenamiento, tambie´n
pueden considerarse como consorcios ya que las redes se van an˜adiendo al conjunto
iterativamente de modo que mejoren la solucio´n proporcionada por las anteriores
redes.
Adema´s del criterio empleado para el disen˜o de las diversas redes, es necesario se-
leccionar un criterio para combinar sus salidas, siendo este criterio tanto o ma´s impor-
tante que el disen˜o de las redes. Existen para ello mu´ltiples opciones (segu´n se discute
en [Jacobs, 1995, Xu et al., 1992] o, ma´s extensamente, en [Kuncheva, 2004]), siendo fre-
cuentes las combinaciones lineales, ya sea mediante un promediado directo de las salidas
de todas las redes o empleando un conjunto de pesos a ajustar.
1.3.2. Consorcios de Redes Neuronales
A diferencia de los comite´s, en un consorcio de RRNN los componentes del conjunto
colaboran entre sı´, siendo necesarias las aportaciones de todos para obtener la solucio´n
del problema. Dentro de esta clase de conjuntos, normalmente se encuentran dos tipos
de esquemas: los conocidos como mezclas de expertos (“Mixture of experts”, MoE) y
los construidos mediante “Boosting”. En este apartado se detallara´n las MoE, dejando los
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entrada
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Figura 1.2: Esquema de un consorcio tipo MoE.
me´todos de “Boosting” para la siguiente seccio´n.
En una MoE [Jacobs et al., 1991] el espacio en el que se encuentran los datos es divido
(de forma dura o blanda) en una serie de subespacios, asignando cada uno de e´stos a una
red o experto diferente. De este modo, cada experto se entrena para aprender una parte del
problema. La salida del conjunto se obtiene con la ayuda de una puerta que asigna un peso
a la salida de cada experto en funcio´n de la localizacio´n del dato de entrada, obtenie´ndose
la salida global del conjunto como combinacio´n lineal ponderada de las salidas de los
expertos (ve´ase la Figura 1.2). De este modo, la puerta da ma´s importancia a las salidas
de los expertos que se han especializado en la regio´n de espacio en la que se encuentra el
dato que se desea clasificar.
Si las MoE dividen el espacio de entrada en regiones, se podrı´a avanzar un paso ma´s
dividiendo cada una de estas regiones en subregiones, formando ası´ las llamadas MoE
jera´rquicas, “Hierarchical Mixture of Experts” (HMoE) [Jordan y Jacobs, 1992]. En este
caso, el espacio de entrada se divide en una red de subespacios, cada uno de ellos asignado
a un experto, y son necesarias varias puertas, situadas jera´rquicamente, para obtener la
salida final del conjunto.
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1.4. “BOOSTING”
La idea que subyace tras los me´todos de “Boosting” tiene sus orı´genes en la llamada
Teorı´a PAC (“Probably Approximately Correct”) [Valiant, 1984], segu´n la cual un conjun-
to de clasificadores con una tasa de acierto ligeramente mejor que el propio azar (“de´biles”)
pueden combinarse para dar lugar a un clasificador con unas prestaciones arbitrariamente
elevadas (“fuerte”).
Siguiendo esta teorı´a, en 1990 Schapire introdujo el primer me´todo de “Boosting”
[Schapire, 1990], y son muchos los algoritmos que se han propuesto desde entonces si-
guiendo esta idea, destacando entre todos ellos el “AdaBoost” (“ADAptive Boosting”),
propuesto por Freund y Shapire en 1996 [Freund y Schapire, 1996]. Dicho algoritmo con-
siste en entrenar consecutivamente clasificadores de´biles empleando poblaciones en las
que se enfatizan las muestras de acuerdo a su error, formando el conjunto por combinacio´n
lineal ponderada de las salidas de estos clasificadores de´biles.
Este algoritmo, tambie´n denominado “AdaBoost.M1”, se propuso inicialmente para
la resolucio´n de problemas de clasificacio´n binarios, pero, a partir de e´l, han surgido
mu´ltiples versiones que permiten su aplicacio´n a otros problemas; entre ellas se encuen-
tran el “AdaBoost.M2”, para la resolucio´n de problemas de clasificacio´n multiclase, el
“AdaBoost.R”, que permite la resolucio´n de problemas de regresio´n, o el “Real AdaBoost”
(RA), empleado tambie´n para clasificacio´n binaria, pero que, a diferencia del “AdaBoost”,
combina clasificadores cuya salida es un nu´mero real y no simplemente un indicador de
clase. De este modo, el RA tiene en cuenta no so´lo el criterio de cada componente, sino
tambie´n la “confianza” de dichas predicciones.
Aunque el “AdaBoost” es el algoritmo de “Boosting” ma´s conocido, hay muchos otros
algoritmos de esta clase que tambie´n han cobrado importancia; entre ellos se destacan:
Algoritmos de “Arcing” (“Adaptative Resample and Combining”): con este nombre
se conoce una familia de algoritmos de “Boosting” propuestos por Breiman en 1999
[Breiman, 1999b]. Los fundamentos de esta familia de algoritmos, y concretamente
del Arc-x4, son similares a los del “AdaBoost”, salvo en dos aspectos: la salida del
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conjunto de obtiene mediante combinacio´n lineal no ponderada de todos los clasifi-
cadores base (i.e., se asigna igual peso a todas las redes base); y, aunque se enfatizan
las muestras erro´neas, lo hace de modo diferente al “Boosting” tradicional1.
Algoritmos que maximizan el margen de clasificacio´n: intentando evitar los pro-
blemas de sobreajuste que el “AdaBoost” puede presentar, se han propuesto im-
plementaciones que maximizan directamente el margen de clasificacio´n y, a la
vez, introducen un te´rmino de regularizacio´n que reduce dicho sobreajuste. La
primera de estas propuestas se corresponde con el algoritmo Arc-GV (“Arcing
Game Value”) propuesto por Breiman [Breiman, 1999b], a la que le siguen una se-
rie de algoritmos propuestos por Ra¨tsch: ν-Arc [Ra¨tsch et al., 2000], AdaBoostReg
[Ra¨tsch et al., 2001], AdaBoostρ y AdaBoost* [Ra¨tsch y Warmuth, 2005].
Algoritmos de aprovechamiento ma´ximo (“leveraging”): bajo este nombre
(“aprovechamiento ma´ximo”) se encuentran un conjunto de algoritmos de
“Boosting” caracterizados por emplear como funcio´n de e´nfasis la derivada de
la funcio´n de coste aplicada para seleccionar los pesos de salida de cada clasi-
ficador [Meir y Ra¨tsch, 2003]; este disen˜o permite relacionar estos me´todos con
te´cnicas de optimizacio´n nume´rica para poder probar la convergencia de los mis-
mos [Ra¨tsch et al., 2002]. Dentro de este grupo de algoritmos se encuentran el pro-
pio “AdaBoost” y algoritmos como el “Least-Square-Boost” [Friedman, 2001] o el
“Logic-Boost” [Friedman et al., 2000], propuestos ambos para la resolucio´n de pro-
blemas de regresio´n.
1Mientras que el “AdaBoost” emplea como funcio´n de e´nfasis una funcio´n de tipo exponencial, los
algoritmos Arc-xn se caracterizan por emplear como funcio´n de e´nfasis un polinomio de orden n.
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1.5. MOTIVACIO´N DE ESTA TESIS DOCTORAL
La propuesta del “AdaBoost” no so´lo ha dado lugar a la creacio´n de nuevos algorit-
mos que siguen la misma filosofı´a, sino que tambie´n ha motivado que muchos autores
analizaran su comportamiento para intentar justificar sus buenas prestaciones. La mayorı´a
de estos estudios se han centrado en su convergencia, en su capacidad de generalizacio´n,
o en relacionar su funcionamiento con el de las SVM (ve´ase un resumen de estos estudios
en [Freund y Schapire, 1999], o, ma´s detalladamente, en [Meir y Ra¨tsch, 2003]).
Por otro lado, y a diferencia de las anteriores lı´neas, Breiman estudio´ la influencia
que tenı´a utilizar distintos tipos de funciones de e´nfasis; concretamente, empleando los
algoritmos “Arcing” y compara´ndolos con el “AdaBoost”, llego´ a la conclusio´n de que
el e´xito del “AdaBoost” se debe u´nicamente al hecho de enfatizar las muestras erro´neas,
siendo poco relevante la funcio´n de e´nfasis empleada [Breiman, 1999a].
A pesar de los estudios de Breiman, y aunque el criterio empleado por el “AdaBoost”
para enfatizar las muestras conduce a muy buenos resultados, hay cuestiones que siguen
abiertas:
Estudios sobre el “AdaBoost” [Arenas-Garcı´a et al., 2003] han puesto de manifiesto
que, tras varias iteraciones, el e´nfasis acaba centra´ndose en aquellas muestras ma´s
cercanas a la frontera de decisio´n. ¿Por que´ dedicar, entonces, la atencio´n del al-
goritmo sobre las muestras erro´neas, y no enfatizar directamente las que esta´n
pro´ximas a la frontera?. Esta idea ya ha sido utilizada para mejorar las presta-
ciones de clasificadores tipo SVM mediante seleccio´n dina´mica de muestras crı´ticas
[Lyhiyaoui et al., 1999, Mora-Jimenez et al., 2003].
Otros estudios [Ra¨tsch et al., 2001] han mostrado que en presencia de “outliers”
(muestras fuera del margen), el “AdaBoost” enfatiza reiteradamente, iteracio´n tras
iteracio´n, estas muestras hasta que consigue clasificarlas correctamente, proporcio-
nando normalmente soluciones sobreajustadas que, por tanto, presentan mala ge-
neralizacio´n. Aunque se han propuesto versiones modificadas que plantean solu-
ciones regularizadas para evitar este efecto, como es el caso del AdaBoostReg
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[Ra¨tsch et al., 2001], ¿no podrı´a evitarse este efecto si se enfatizaran los patrones
cercanos a la frontera en vez de, o adema´s de, los erro´neos?
Estas cuestiones han motivado que nuestra atencio´n se dedicase a la funcio´n de e´nfasis
del “AdaBoost”, cuyo ana´lisis demuestra que dicha funcio´n se encuentra compuesta de
dos factores, uno relacionado con el error cuadra´tico de las muestras y otro asociado con
la proximidad de las mismas a la frontera.
Esta primera observacio´n sirvio´ de inicio al trabajo que se presenta en esta Tesis Doc-
toral, plantea´ndose si la manera que tiene el “AdaBoost” de combinar estos dos te´rminos es
la ma´s adecuada; llega´ndose despue´s a proponer una versio´n modificada del “AdaBoost”
que incluye una nueva funcio´n de e´nfasis que combina mediante un para´metro de mezcla
los factores asociados con el error y la proximidad a la frontera. Se comprobara´ con ello
que el criterio empleado por el “AdaBoost” para enfatizar la poblacio´n no siempre es el
mejor, y que, en la mayorı´a de los casos, una combinacio´n adecuada de estos te´rminos de
e´nfasis puede aportar reducciones en la tasa de error, mayores velocidades de convergen-
cia, y, adema´s, puede ayudar a paliar el feno´meno de sobreajuste. Este resultado apareja
la resolucio´n de un problema de disen˜o, consistente en establecer un me´todo para la ade-
cuada seleccio´n del valor del para´metro de mezcla; lo que constituira´ el nu´cleo principal
de esta Tesis Doctoral.
Una primera aproximacio´n para elegir el para´metro de mezcla, basada en un proceso
de validacio´n cruzada, proporciona ventajas frente al “AdaBoost”, pero no aprovecha al
ma´ximo las posibilidades que la nueva funcio´n de e´nfasis puede aportar. Por este motivo,
se exploran dos alternativas. La primera de ellas no opta por buscar el mejor valor del
para´metro de mezcla, sino que aprovecha la diversidad existente entre conjuntos construi-
dos con distintos valores del para´metro de mezcla y, mediante su adecuada combinacio´n,
mostrara´ como se pueden obtener mejores resultados que los presentados por cualquiera
de los conjuntos individualmente. La segunda de estas alternativas, basa´ndose en los fun-
damentos teo´ricos que justifican el buen funcionamiento del “AdaBoost”, realizara´ una
seleccio´n dina´mica y automa´tica de para´metro de mezcla, de modo que en cada iteracio´n
se elija el valor del para´metro de mezcla que resulte mejor para la progresio´n de las presta-
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ciones del conjunto en construccio´n.
Adema´s, dado el alto coste computacional que requiere la evaluacio´n de los clasifi-
cadores resultantes, especialmente en el caso de la primera de las alternativas, se propon-
dra´ un me´todo de clasificacio´n acelerada que permita la reduccio´n del coste computacional
durante la fase operacional de la red.
El trabajo que se acaba de describir se presenta en los Capı´tulos 3, 4 y 5 de esta memo-
ria y constituye, junto con la evaluacio´n experimental de las propuestas (Capı´tulo 6), el
nu´cleo principal de esta Tesis Doctoral. El contenido de la memoria se complementa, en el
Capı´tulo 2, con una introduccio´n general al algoritmo “Real AdaBoost”, punto de partida
de la investigacio´n desarrollada, y concluye, en el Capı´tulo 7, con una reflexio´n sobre el
trabajo realizado y su relevancia, ası´ como sobre las lı´neas de investigacio´n que siguen
abiertas y que serı´a interesante abordar en un futuro pro´ximo.
15
1.5. MOTIVACI ´ON DE ESTA TESIS DOCTORAL
16
CAPI´TULO 2
EL ALGORITMO “REAL ADABOOST”
Desde que Freund y Schapire propusieron el algoritmo “AdaBoost”
[Freund y Schapire, 1996], son muchas las versiones que han surgido mejorando y
extendiendo sus prestaciones (en [Meir y Ra¨tsch, 2003] se recogen algunas de las ma´s
relevantes), y aunque todas ellas emplean los mismos principios que la original, presentan
claras diferencias en su implementacio´n.
Entre estas propuestas destaca la versio´n aportada por Schapire y Singer
[Schapire y Singer, 1999] para clasificacio´n binaria. Esta versio´n, conocida como “Real
AdaBoost” (RA), extiende la original al caso en el que los clasificadores que componen el
conjunto tienen un rango de salida continuo, y no limitado al conjunto de valores {−1, 1};
de este modo, el valor de salida de los clasificadores no so´lo indica la clase a la que se
asigna el dato, sino que adema´s indica la “confianza” de dicha prediccio´n.
Tal y como se sen˜alo´ al final del capı´tulo anterior, los algoritmos de “Boosting” que
se proponen en esta Tesis Doctoral emplean el algoritmo “AdaBoost”, y concretamente la
versio´n correspondiente al RA, como punto de partida. Por este motivo, antes de presentar
dichas propuestas, en este capı´tulo se va a analizar en detalle el algoritmo RA, descri-
biendo, en primer lugar, su funcionamiento, y analizando, a continuacio´n, sus principales
caracterı´sticas.
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2.1. DESCRIPCIO´N DEL ALGORITMO RA
Conside´rese un problema de clasificacio´n binaria del que se dispone de un conjunto de
muestras con sus correspondientes etiquetas
S = {(x(1), d(1)), ..., (x(L), d(L))}, d(l) ∈ {−1, +1}, l = 1, ..., L
y el objetivo es construir una funcio´n capaz de clasificar nuevas muestras lo ma´s correcta-
mente posible.
Para resolver este problema, el RA propone entrenar una serie de clasificadores, lla-
mados clasificadores base, y combinarlos de tal modo que se obtenga un clasificador con
elevadas prestaciones. Para ello, durante una serie de rondas, t = 1, ..., T , entrena un clasi-
ficador que implementa una funcio´n ot(x) ∈ [−1, 1], asigna´ndole un peso de salida, αt,
y lo an˜ade al conjunto de modo que la salida global del sistema, fT (x), se obtenga como
combinacio´n lineal ponderada de todos los clasificadores base (ve´ase la Figura 2.1)
fT (x) =
T∑
t=1
αtot(x) (2.1)
De este modo, cuando llegue un nuevo dato la etiqueta asignada por el sistema es-
tara´ dada por
dˆ(x) = sign [fT (x)] (2.2)
Cada uno de los clasificadores base se entrena para minimizar el error cuadra´tico medio
del conjunto de datos original enfatizado, es decir, el t-e´simo clasificador se entrena para
que minimice la siguiente funcio´n de coste
Ct =
L∑
l=1
Dt(x
(l))[d(l) − ot(x(l))]2 (2.3)
donde Dt(·) es la funcio´n de e´nfasis que indica la importancia que el clasificador debe
asignar a cada muestra. El primer clasificador asigna a todos los datos la misma importan-
cia:
D1(x
(l)) = 1/L, l = 1, ..., L
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x
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fT (x)
Figura 2.1: Esquema de un clasificador RA.
y en cada ronda esta funcio´n se actualiza para que el siguiente clasificador preste mayor
atencio´n a los patrones que se han clasificado erro´neamente por los clasificadores anterio-
res; para ello, se emplea la regla de actualizacio´n
Dt+1(x
(l)) =
Dt(x
(l)) exp[−αtot(x(l))d(l)]
Zt
(2.4)
donde Zt es un factor de normalizacio´n, que se calcula mediante
Zt =
L∑
l=1
Dt(x
(l)) exp[−αtot(x(l))d(l)] (2.5)
para asegurar que
∑L
l=1 Dt+1(x
(l)) = 1.
El ca´lculo del peso de salida asociado al clasificador t-e´simo, αt, se realiza de modo
que se minimice la siguiente cota del error de entrenamiento, ESt , tras la correspondiente
ronda:
Bt =
1
L
L∑
l=1
exp[−ft(x(l))d(l)] ≥ 1
2L
L∑
l=1
| sign[ft(x(l))]− d(l) | = ESt (2.6)
donde ft es la salida parcial del sistema en la ronda t-e´sima, es decir,
ft(x) =
t∑
t′=1
αt′ot′(x) (2.7)
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Tal y como puede verse en [Schapire y Singer, 1999], el procedimiento seleccionado
para la minimizacio´n de Bt conduce a distintos me´todos para el ca´lculo de los {αt}, dando
lugar a distintas implementaciones del algoritmo. Entre este conjunto de posibilidades se
ha escogido el me´todo que emplea el “AdaBoost” original, va´lido para el RA cuando el
rango de valores de salida de los clasificadores se encuentra en el intervalo [−1, 1]. En este
caso, en lugar de minimizar directamente Bt, se recurre a la minimizacio´n de la siguiente
cota superior1:
Bt =
1
L
L∑
l=1
exp[−ft−1(x(l))d(l)] exp[−αtot(x(l))d(l)] ≤
≤ 1
L
L∑
l=1
exp[−ft−1(x(l))d(l)]
[
1 + ot(x
(l))d(l)
2
exp(−αt) + 1− ot(x
(l))d(l)
2
exp(αt)
]
(2.8)
No´tese que cuando el rango de salida de los clasificadores esta´ limitado a los valores
{−1, 1}, es decir, cuando se trata de la versio´n original del “AdaBoost”, se verifica la
igualdad en (2.8).
Para minimizar la cota sobre Bt, se deriva la expresio´n anterior con respecto a αt y se
iguala a 0; de este modo, y tras algunas manipulaciones elementales, puede obtenerse la
siguiente expresio´n cerrada para el ca´lculo de αt
αt =
1
2
ln
(
1 + γt
1− γt
)
(2.9)
donde γt, denominado “edge” o para´metro de separacio´n del t-e´simo clasificador, se cal-
cula como
γt =
L∑
l=1
Dt(x
(l))ot(x
(l))d(l) (2.10)
1La demostracio´n de la existencia de dicha cota se obtiene mostrando que la funcio´n f(x) =
exp[−αtx] − 1+x2 exp(−αt) − 1−x2 exp(αt) es positiva en el intervalo [−1, 1], lo que se demuestra vien-
do que f(x) se anula en x = ±1 y que su derivada segunda, f ′′(x), es positiva ∀x; y a partir de este
resultado, es inmediato que exp[−αtot(x(l))d(l)] ≤ 1+ot(x
(l))d(l)
2 exp(−αt) + 1−ot(x
(l))d(l)
2 exp(αt) para
ot(x
(l))d(l) ∈ [−1, 1], de donde se deduce fa´cilmente (2.8).
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e indica la calidad de cada uno de los clasificadores, ya que mide, sobre el conjunto de
entrenamiento, la correlacio´n existente entre las salidas y las correspondientes etiquetas,
enfatizando la poblacio´n de acuerdo con Dt(·).
Los detalles del desarrollo matema´tico que conduce a (2.9) y (2.10) se encuentran
recogidos en el Anexo A.1; concretamente, dicho desarrollo contempla un caso ma´s gene-
ral que incluye al RA como caso particular del algoritmo que se propondra´ en el capı´tulo
siguiente.
El resto de posibilidades propuestas en [Schapire y Singer, 1999] para el calculo del
conjunto de pesos {αt} consisten en minimizar otras cotas de Bt, o bien minimizar di-
rectamente Bt mediante me´todos nume´ricos. La eleccio´n de (2.9) se ha realizado tras
comprobar que el empleo de un criterio u otro no produce diferencias apreciables en el
comportamiento global del conjunto, es decir, las prestaciones finales son similares. De
esta forma, disponer de una expresio´n analı´tica para {αt} simplifica el disen˜o y minimiza
el coste computacional, sin afectar, por ello, a las prestaciones obtenidas.
En el Cuadro 2.1 se recoge el pseudoco´digo que describe paso a paso el funcionamiento
de este algoritmo.
2.2. PROPIEDADES DEL “REAL ADABOOST”
Antes de tratar el caso particular del RA, cabe decir que son muchos los autores que
han analizado el comportamiento del “AdaBoost” para justificar su buen funcionamiento,
obteniendo dos explicaciones que justifican las excelentes prestaciones de este algoritmo.
La primera de ellas se basa en la plausible ra´pida reduccio´n del error de entrenamiento
segu´n crece el conjunto, mientras que la segunda se basa en el hecho de que, aunque el
error de entrenamiento llegue a hacerse cero, el error de test o de generalizacio´n puede
continuar decreciendo segu´n se an˜aden ma´s clasificadores al conjunto. Sera´ en estas dos
propiedades, analizadas para el caso particular del RA, en las que se centre el contenido
de esta seccio´n.
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Cuadro 2.1: Pseudoco´digo de funcionamiento del algoritmo RA.
1 - Entradas: {x(l), d(l)}Ll=1
2 - Inicializacio´n: D1(x(l)) = 1/L ∀l
3 - Para t = 1, . . . , T
3.1 - Entrenar un clasificador, ot(x), minimizando la funcio´n de coste:
Ct =
∑L
l=1 Dt(x
(l))[d(l) − ot(x(l))]2
3.2 - Calcular el peso de salida asociado a este clasificador como
αt =
1
2
ln
(
1+γt
1−γt
)
donde γt =
∑L
l=1 Dt(x
(l))ot(x
(l))d(l)
3.3 - Actualizar la funcio´n de e´nfasis para la siguiente iteracio´n:
Dt+1(x
(l)) = Dt(x
(l)) exp[−αtot(x(l))d(l)]/Zt
siendo Zt =
∑L
l=1 Dt(x
(l)) exp[−αtot(x(l))d(l)]
4 - El clasificador final implementa la funcio´n
fT (x) =
∑T
t=1 αtot(x)
siendo, por tanto, dˆ(x) = sign [fT (x)] la clase estimada para el patro´n x.
2.2.1. Convergencia a cero del error de entrenamiento
En 1997 Freund y Schapire (en [Freund y Schapire, 1997]) demostraron que en el caso
del “AdaBoost” el error de entrenamiento se reduce a cero a un ritmo exponencial con el
nu´mero de iteraciones; posteriormente, al proponer la versio´n del RA, extendieron este
resultado a dicho algoritmo [Schapire y Singer, 1999].
La demostracio´n de este resultado para el algoritmo RA se realiza partiendo de la cota
sobre ESt dada por (2.6) y (2.8) y considerando, adema´s, que los valores de αt se eligen
segu´n las Ecuaciones (2.9)-(2.10); bajo estas premisas, se puede obtener la siguiente cota
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del error de entrenamiento en la iteracio´n t-e´sima
ESt =
1
2L
L∑
l=1
| sign [ft(x(l))]− d(l) | ≤ t∏
t′=1
√
1− γ2t′ (2.11)
La demostracio´n de este resultado se proporciona en el Anexo A.2, en el que se analiza
un algoritmo ma´s general, que incluye al RA como caso particular.
Teniendo ahora en cuenta que 1 − x ≤ exp(−x), para x > 0, y definiendo γ2 =
mı´nt′=1,...t{γ2t′}, (2.11) puede reescribirse en la forma
ESt ≤ Bt ≤
t∏
t′=1
√
1− γ2t′ ≤ exp
[
−1
2
t∑
t′=1
γ2t
]
≤ exp
[
− t
2
γ2
]
(2.12)
Aunque el valor de γ puede variar en cada iteracio´n, (2.12) sugiere una disminucio´n ex-
ponencial del error de entrenamiento segu´n aumenta el nu´mero de rondas; de hecho, esta
caracterı´stica ha sido empleada por muchos como argumento para justificar las buenas
prestaciones de este algoritmo.
2.2.2. Ana´lisis del error de generalizacio´n
Hay que tener en cuenta que el hecho de reducir el error de entrenamiento mediante
la incorporacio´n de nuevos clasificadores al conjunto no implica que se este´ realizando
un disen˜o sobreajustado, sino todo lo contrario, ya que, simulta´neamente a la reduccio´n
del error de entrenamiento, se esta´ mejorando el error de generalizacio´n, incluso cuando
el error de entrenamiento se ha hecho nulo, como se desprende de [Schapire et al., 1998],
que justifica su tesis en la combinacio´n de los siguientes resultados:
1. El primer resultado demuestra co´mo con un mayor margen de clasificacio´n se mejora
el error de generalizacio´n del conjunto. Para su explicacio´n, te´ngase en cuenta que
la capacidad de generalizacio´n de una red sobre un conjunto de datos generado de
forma independiente a partir de una funcio´n de densidad de probabilidad p(x) puede
formularse en te´rminos del riesgo esperado
R[fT ] = Ep
[
1
2
| sign [ft(x)]− d |
]
(2.13)
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siendo Ep[·] el operador esperanza matema´tica sobre la funcio´n de densidad de pro-
babilidad p(x). Adema´s, tal y como se demuestra en [Schapire y Singer, 1999] para
el caso del RA, R[fT ] se mantiene con una probabilidad de al menos 1− β (β > 0)
por debajo de la cota que se indica:
R[fT ] ≤ RmarginT (θ) + O

 1√
L
√
ϑ log2 L/ϑ
θ2
+ log
1
β

 (2.14)
donde O(·) indica que el te´rmino al que representa es proporcional a su argumento,
L es el taman˜o del conjunto de entrenamiento, ϑ es la dimensio´n VC del espacio de
funciones en el que se encuentran los clasificadores [Vapnik y Chervonenkis, 1971],
y RmarginT (θ) es la fraccio´n de datos de entrenamiento que presentan un margen de
clasificacio´n (separacio´n entre la muestra y la frontera de clasificacio´n) menor o
igual que θ ∈ (0, 1]; i.e.,
RmarginT (θ) =
1
L
L∑
l=1
I
{
ρT (x
(l)) ≤ θ} (2.15)
siendo I{·} = 1 cuando se cumple la condicio´n entre llaves, y 0 en el caso contrario,
y donde se ha definido el margen de clasificacio´n de cada muestra , ρT (x(l)), como
ρt(x
(l)) =
ft(x
(l))d(l)∑t
t′=1 αt′
(2.16)
de modo que ρt(x(l)) esta´ comprendido entre −1 y 1, y para las muestras correcta-
mente clasificadas su valor es tanto o ma´s pro´ximo a 1 cuanto mayor es ft(x(l)) (i.e.,
conforme mayor es la distancia a la frontera), y de forma similar es pro´ximo a −1
para las muestras mal clasificadas.
La expresio´n (2.14) permite utilizar el riesgo marginal RmarginT (θ), en vez de R[fT ],
para analizar la capacidad de generalizacio´n del conjunto, ya que indica que para
reducir R[fT ] lo importante es conseguir un valor pequen˜o de RmarginT (θ).
2. El segundo resultado indica co´mo se comporta el riesgo marginal RmarginT (θ),
mostrando que el RA no so´lo reduce el error de entrenamiento en cada iteracio´n,
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sino que adema´s es capaz de reducir RmarginT (θ). Este resultado se basa en la exis-
tencia de la siguiente cota sobre el riesgo marginal2
RmarginT (θ) ≤
T∏
t=1
(1 + γt)
1+θ
2 (1− γt) 1−θ2 (2.17)
Observando la forma de esta cota se puede afirmar que si los factores que la compo-
nen son menores que 1 su valor ira´ decreciendo segu´n se incorporen clasificadores
al conjunto y, consecuentemente, el riesgo marginal, RmarginT (θ), tendera´ a decrecer.
No obstante, no puede asegurarse que los factores que componen dicha cota van a ser
menores que 1, ya que su valor depende tanto de θ como del valor del para´metro de
separacio´n de cada clasificador, γt; sin embargo, sı´ que es plausible que se verifique
dicha condicio´n cuando se consideran valores pequen˜os de θ, tal y como puede verse
en la Figura 2.2 donde se representa, para distintos valores de θ, el valor del factor
t-e´simo en funcio´n de γt; de hecho, cuando θ tiende a 0 se puede afirmar que los
factores son menores que 1 y segu´n se consideran valores ma´s elevados de θ se
dificulta que se cumpla tal condicio´n, dependiendo en u´ltima instancia del valor del
para´metro de separacio´n γt que presente el clasificador t-e´simo.
Combinado estos dos resultados, se ve como en cada iteracio´n el RA es capaz de
disminuir el riesgo marginal del conjunto y, consecuentemente, reduce el error de genera-
lizacio´n; proceso que puede continuar segu´n se an˜aden clasificadores al conjunto, incluso
cuando el error de entrenamiento es nulo.
2Ve´ase, para su demostracio´n, [Meir y Ra¨tsch, 2003] o el Anexo A.3 donde partiendo una demostracio´n
ma´s general tambie´n se obtiene el mismo resultado.
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Figura 2.2: Evolucio´n del te´rmino t-e´simo de la cota sobre el riesgo marginal en funcio´n
del para´metro de separacio´n, γt, para distintos valores de θ.
2.3. CONCLUSIONES
En este capı´tulo se ha descrito, en primer lugar, el funcionamiento del algoritmo RA,
explicando el procedimiento a seguir para entrenar los clasificadores que lo componen, la
actualizacio´n de la funcio´n de e´nfasis, Dt(·), que permite que los nuevos clasificadores
presten mayor atencio´n a las muestras ma´s erro´neas, y la manera de calcular los pesos de
la capa de salida {αt} que van asociados a cada clasificador.
A continuacio´n, se han revisado sus propiedades ma´s relevantes, analizando ası´ su
comportamiento. Por un lado, se ha mostrado co´mo el error de entrenamiento se reduce a
un ritmo aproximadamente exponencial; y, por otro lado, se ha analizado la relacio´n exis-
tente entre el error de generalizacio´n y el margen de clasificacio´n, mostrando co´mo el RA
es capaz de mejorar la capacidad de generalizacio´n del conjunto mediante una reduccio´n
del riesgo marginal.
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“REAL ADABOOST” CON
E´NFASIS MIXTO
Una vez descrito el funcionamiento del algoritmo RA, ası´ como analizadas sus
propiedades ma´s relevantes, se comenzara´ esta seccio´n analizando el mecanismo aten-
cional empleado por el mismo para enfatizar la poblacio´n, es decir, su funcio´n de e´nfasis.
Ma´s concretamente, se demostrara´ que dicha funcio´n realmente se encuentra compuesta
de dos te´rminos, uno relacionado con el error cuadra´tico de las muestras y otro asociado
con la distancia de las mismas a la frontera.
Este resultado llevara´ a proponer un nuevo me´todo de “Boosting”. Dicho me´todo mo-
difica la funcio´n de e´nfasis del RA mediante la introduccio´n de un para´metro de mezcla
que permite combinar de forma flexible los dos te´rminos de e´nfasis que el RA combina
de manera fija, dando ma´s importancia a uno u otro segu´n convenga en cada problema
concreto; adema´s, se vera´ como, extendiendo el ana´lisis del RA al nuevo algoritmo, se
conservan las propiedades que justifican el buen funcionamiento del RA.
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3.1. ANA´LISIS DE LA FUNCIO´N DE E´NFASIS DEL RA
Como ya se ha indicado, el algoritmo RA construye un conjunto de RRNN combi-
nando una serie de clasificadores entrenados con una poblacio´n de muestras enfatizada de
acuerdo con
Dt+1(x
(l)) = Dt(x
(l)) exp[−αtot(x(l))d(l)]/Zt (3.1)
siendo Dt+1(x(l)) la importancia que el clasificador t + 1-e´simo asigna a la muestra x(l),
D1(x
(l)) = 1/L, l = 1, ..., L, y Zt una constante de normalizacio´n. Mediante esta funcio´n
de e´nfasis el algoritmo RA es capaz de dar ma´s importancia a aquellas muestras que han
sido clasificadas erro´neamente por los clasificadores anteriores, de modo que el nuevo
clasificador presta mayor atencio´n a las muestras de ma´s difı´cil clasificacio´n.
No obstante, el estudio sobre el RA realizado en [Arenas-Garcı´a et al., 2003] ha puesto
de manifiesto que, tras un cierto nu´mero de iteraciones, este e´nfasis acaba centra´ndose
en las muestras ma´s cercanas a la frontera de decisio´n, lo que sugiere investigar co´mo
funciona realmente este me´todo de e´nfasis. Por este motivo, se ha analizado en detalle
dicha funcio´n de e´nfasis, concluyendo que, si bien dicha funcio´n fue propuesta para poner
mayor atencio´n en los patrones ma´s erro´neos, en realidad se compone de dos te´rminos:
uno que presta atencio´n al error cuadra´tico de cada dato y otro que se fija en la proximidad
del mismo a la frontera.
Para llegar a este resultado, es necesario modificar, en primer lugar, la expresio´n
analı´tica de la funcio´n de e´nfasis (3.1), reescribie´ndola en funcio´n de de la salida parcial
del conjunto en la ronda t-e´sima:
Dt+1(x
(l)) =
Dt(x
(l)) exp[−αtd(l)ot(x(l))]
Zt
=
∏t
t′=1 exp[−αt′d(l)ot′(x(l))]
l
∏t
t′=1 Zt′
=
exp[
∑t
t′=1−αt′d(l)ot′(x(l))]
Z ′t
(3.2)
donde Z ′t es una nueva constante de normalizacio´n cuyo papel es ide´ntico al de Zt en (3.1).
Recordando ahora que la salida parcial del conjunto para la muestra l-e´sima viene dada
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por ft(x(l)) =
∑t
t′=1 αt′ot′(x
(l)), resulta inmediato escribir
Dt+1(x
(l)) =
exp[−ft(x(l))d(l)]
Z ′t
(3.3)
Teniendo en cuenta que
−2ft(x(l))d(l) = [ft(x(l))− d(l)]2 − f 2t (x(l))− d(l)
2
es posible reformular (3.3) del siguiente modo:
Dt+1(x
(l)) =
1
Z ′t
exp
[
[ft(x
(l))− d(l)]2
2
− f
2
t (x
(l))
2
− d
(l)2
2
]
(3.4)
Por u´ltimo, separando la suma de te´rminos del exponente en producto de exponen-
ciales, y considerando que el u´ltimo te´rmino es constante, ya que d(l)2 = 1,∀l, se obtiene
la descomposicio´n deseada para Dt+1(x(l)):
Dt+1(x
(l)) =
1
Z˜t
exp
[
[ft(x
(l))− d(l)]2
2
]
exp
[
−f
2
t (x
(l))
2
]
(3.5)
donde Z˜t agrupa todos los te´rminos constantes.
Este resultado evidencia que el e´nfasis del RA consiste en la combinacio´n fija de dos
factores, representando cada uno de ellos un tipo diferente de e´nfasis:
1. ´Enfasis sobre el error cuadra´tico: el primer factor, correspondiente al te´rmino
exp
[
[ft(x
(l))− d(l)]2
2
]
aumenta conforme crece el error cuadra´tico que presenta cada muestra.
2. ´Enfasis sobre la frontera de clasificacio´n: el segundo factor, dado por
exp
[
−f
2
t (x
(l))
2
]
es mayor para las muestras cercanas a la frontera de clasificacio´n, que de ahora en
adelante sera´n tambie´n llamadas “crı´ticas”. No´tese que para la iteracio´n t + 1 se
esta´ midiendo la cercanı´a del dato l-e´simo a la frontera de clasificacio´n mediante el
valor de f 2t (x(l)), por lo que se esta´ considerando que en cada iteracio´n la frontera
de clasificacio´n es aquella dada por el conjunto en la ronda anterior, es decir, la
solucio´n de ft(x) = 0.
29
3.2. FUNCI ´ON DE ´ENFASIS MIXTO
D
t+
1
(x
(l
) )
ft(x
(l))d(l)
Funcio´n de e´nfasis del RA
´Enfasis sobre la frontera
´Enfasis sobre el error cuadra´tico
FRONTERA
DE CLASIFICACI ´ON
CLASIFICADOS
ERR ´ONEAMENTE
CLASIFICADOS
CORRECTAMENTE
−2 −1.5 −1 −0.5 0 0.5 1 1.5
Figura 3.1: Influencia de los distintos tipos de e´nfasis sobre cada tipo de datos.
En la Figura 3.1 se indica la importancia que la funcio´n de e´nfasis del RA asigna a los
distintos tipos de muestras, ası´ como la atencio´n que les presta cada tipo de e´nfasis (e´nfasis
sobre el error cuadra´tico y e´nfasis sobre la frontera). No´tese que, a modo ilustrativo, en la
figura se ha limitado el rango de valores de ft(x(l))d(l) al intervalo [−2, 2], pero realmente
el producto ft(x(l))d(l) puede tomar cualquier valor en ℜ.
3.2. FUNCIO´N DE E´NFASIS MIXTO
La descomposicio´n de la funcio´n de e´nfasis presentada en (3.5) muestra que el RA
combina dos tipos de e´nfasis de forma fija, ponderando por igual la importancia de cada
uno de estos te´rminos; esto lleva a preguntarse si serı´a preferible disponer de un ajuste
flexible que permita dar ma´s importancia a un te´rmino u otro. De hecho, estudios anteriores
[Ra¨tsch et al., 2001] han demostrado que el e´nfasis del RA suele proporcionar soluciones
sobreajustadas cuando entre las muestras de entrenamiento hay presentes “outliers”, lo
que implica que, en ocasiones, la manera de enfatizar la poblacio´n del RA presente serios
inconvenientes.
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Por este motivo, en esta Tesis Doctoral se propone una nueva funcio´n de e´nfasis consis-
tente en una combinacio´n flexible de los dos te´rminos de e´nfasis, sobre el error cuadra´tico
y sobre proximidad a la frontera. Para ello, se incorpora un grado de libertad adicional a la
combinacio´n fija empleada por el RA en (3.5), de modo que
Dλ,t+1(x
(l)) =
1
Zλ,t
exp
{
λ[ft(x
(l))− d(l)]2 − (1− λ)f 2t (x(l))
} (3.6)
donde λ (0 ≤ λ ≤ 1) es un para´metro de mezcla empleado para ponderar la atencio´n que el
conjunto presta a las muestras “crı´ticas” y a las que presentan un elevado error cuadra´tico,
mientras que Zλ,t es una constante de normalizacio´n que asegura que
∑L
l=1 Dλ,t+1(x
(l)) =
1, y se calcula en cada iteracio´n como
Zλ,t =
L∑
l=1
exp
{
λ[ft(x
(l))− d(l)]2 − (1− λ)f 2t (x(l))
} (3.7)
De este modo, la nueva funcio´n de e´nfasis Dλ,t+1 permite controlar la atencio´n con-
cedida a los distintos tipos de datos segu´n el valor del para´metro de mezcla seleccionado,
destacando tres casos particulares asociados a tres valores de λ:
λ = 0: la funcio´n de e´nfasis Dλ,t+1 se reduce al te´rmino de e´nfasis en la frontera,
de manera que los sucesivos clasificadores centran su atencio´n u´nicamente en las
muestras “crı´ticas”.
λ = 0.5: en este caso se concede igual importancia a ambos te´rminos de e´nfasis,
obtenie´ndose la funcio´n de e´nfasis del RA (compa´rese (3.6) con (3.5) para este valor
de λ).
λ = 1: en este caso, la funcio´n de e´nfasis se fija u´nicamente en el error cuadra´tico
de los datos, dando mayor importancia a aque´llos que presentan un mayor error
cuadra´tico.
Aunque el empleo de criterios para asignar ma´s o menos importancia a las muestras du-
rante el entrenamiento de una red neuronal no es nuevo, ya que es posible encontrar otros
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trabajos previos sobre me´todos que prestan atencio´n al error de cada muestra, como es el
caso de [Cachin, 1994, Kung y Taur, 1995, Munro, 1992], ası´ como me´todos que se cen-
tran en la proximidad de las muestras a la frontera de clasificacio´n (ve´anse, por ejemplo,
los me´todos propuestos en [Choi y Rockett, 2002, Hart, 1968, Wann et al., 1990]), cabe
destacar que la funcio´n de e´nfasis propuesta posibilita una combinacio´n flexible de ambos
criterios, permitiendo ası´ emplear criterios atencionales ma´s ajustados a las peculiaridades
de cada problema de clasificacio´n concreto.
3.3. CONSTRUCCIO´N DE CONJUNTOS DE RRNN CON
E´NFASIS MIXTO
A la hora de disen˜ar un conjunto de RRNN empleando esta nueva funcio´n de e´nfasis,
se puede elegir un valor del para´metro de mezcla y seguir el mismo procedimiento em-
pleado por el RA, es decir, entrenar iterativamente un conjunto de clasificadores con una
poblacio´n de datos remuestreada, aunque ahora empleando la funcio´n (3.6); para ello, en
cada iteracio´n se entrenara´ un clasificador base de modo que minimice el error cuadra´tico
medio de los datos ponderado por el te´rmino de e´nfasis dependiente del valor de λ, es
decir, se empleara´ la funcio´n de coste:
Cλ,t =
L∑
l=1
Dλ,t(x
(l))[d(l) − ot(x(l))]2 (3.8)
donde Dλ,t(·) debera´ actualizarse en cada iteracio´n segu´n (3.6).
Una vez entrenado cada clasificador base, se le asignara´ un peso de salida de modo
que se minimice, al igual que en el RA, la cota del error de entrenamiento presentada en
(2.8). Tal y como se demuestra en el Ape´ndice A.1, esto se consigue seleccionando el
correspondiente peso de salida, αt, de acuerdo con
αt =
1
2
ln
(
1 + δt
1− δt
)
(3.9)
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donde δt viene dado por la expresio´n
δt =
1
LBt−1
L∑
l=1
exp[−ft−1(x(l))d(l)]ot(x(l))d(l) (3.10)
Esta expresio´n es equivalente a la de γt, ya que, para el algoritmo RA (λ = 0.5),
Dt(x
(l)) ∝ exp[−ft(x(l))d(l)]; sin embargo, hay una clara diferencia entre sus interpreta-
ciones:
La expresio´n de δt mide la correlacio´n entre las salidas del clasificador base para
cada dato y las correspondientes etiquetas, pero ponderada por la contribucio´n de
cada dato a Bt−1 (definido en (2.6)).
La expresio´n para γt mide la misma correlacio´n, pero en este caso se considera
que cada te´rmino de la correlacio´n esta´ ponderando por la importancia (e´nfasis) del
patro´n asociado.
Evidentemente, ambos puntos de vista son similares cuando Dλ,t(x(l)) = Dt(x(l)), i.e.,
cuando λ = 0.5. Por lo tanto, cuando se emplea la funcio´n de e´nfasis mixto se prefiere
emplear la expresio´n (3.10), ya que tiene una interpretacio´n clara para cualquier valor de λ;
por este motivo, se denotara´ δt como para´metro generalizado de separacio´n del clasificador
(“generalized edge”).
La aplicacio´n de la funcio´n de e´nfasis (3.6) para un valor concreto de λ, junto con
la funcio´n de coste (3.8) para entrenar los clasificadores y la seleccio´n de los valores αt
mediante (3.9)-(3.10), da origen a un nuevo algoritmo para la construccio´n de conjun-
tos mediante “Boosting”, al que se ha llamado RA con e´nfasis ponderados o mixtos y
que, de ahora en adelante, se va a denominar RA-we (“RA with weighted emphasis”). El
pseudoco´digo que describe el funcionamiento de este algoritmo se ofrece en el Cuadro
3.1. No´tese que no existe diferencia alguna entre el RA y el RA-we durante sus fases de
clasificacio´n.
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Cuadro 3.1: Pseudoco´digo de funcionamiento del algoritmo RA-we.
1 - Entradas: {x(l), d(l)}Ll=1, λ
2 - Inicializa: Dλ,1(x(l)) = 1/L,∀l y f0(x(l)) = 0,∀l
3 - Para t = 1, . . . , T
3.1 - Entrenar un clasificador, ot(x), que minimice la funcio´n de coste:
Cλ,t =
∑L
l=1 Dλ,t(x
(l))[d(l) − ot(x(l))]2
3.2 - Calcular el para´metro generalizado de separacio´n del clasificador como
δt =
1
LBt−1
∑L
l=1 exp[−ft−1(x(l))d(l)]ot(x(l))d(l)
donde Bt−1 = 1L
∑L
l=1 exp[−ft−1(x(l))d(l)]
3.3 - Calcular el peso de salida asociado a este clasificador como
αt =
1
2
ln
(
1+δt
1−δt
)
3.4 - Actualizar la funcio´n de e´nfasis para la siguiente iteracio´n:
Dλ,t+1(x
(l)) = 1
Zλ,t
exp
{
λ[ft(x
(l))− d(l)]2 − (1− λ)f 2t (x(l))
}
siendo Zλ,t =
∑L
l=1 exp
{
λ[ft(x
(l))− d(l)]2 − (1− λ)f 2t (x(l))
}
4 - El clasificador final implementa la funcio´n
fT (x) =
∑T
t=1 αtot(x)
siendo, por tanto, dˆ(x) = sign [fT (x)] la clase estimada para el patro´n x.
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3.4. ANA´LISIS DE LAS PROPIEDADES DEL RA-WE
En el Capı´tulo 2 se consideraron dos propiedades importantes del algoritmo RA; la
primera de ellas muestra que el error de entrenamiento decrece a un ritmo exponencial
segu´n aumenta el nu´mero de clasificadores que forman el conjunto, mientras que la se-
gunda explica la mejora de la capacidad de generalizacio´n del conjunto con el nu´mero de
iteraciones, incluso cuando el error de entrenamiento se ha hecho nulo. Los dos siguientes
apartados presentan una extensio´n de dichos resultados al RA-we, evidenciando que el
nuevo algoritmo tambie´n disfruta ambas propiedades.
3.4.1. Convergencia del error de entrenamiento
Tal y como se presento´ en el Apartado 2.2.1, Schapire y Singer
[Schapire y Singer, 1999] establecieron una cota para el error del entrenamiento del
RA que permite demostrar que dicho error decrece a un ritmo aproximadamente exponen-
cial con el nu´mero de iteraciones. Una cota similar puede establecerse para el algoritmo
RA-we, tal y como se demuestra en el Anexo A.2,
ESt =
1
2L
L∑
l=1
| sign [ft(x(l))]− d(l) | ≤ Bt ≤ t∏
t′=1
√
1− δ2t′ ≤ exp
[
−δ
2
2
t
]
(3.11)
donde se introduce δ2 como δ2 = mı´nt′=1,...t{δ2t′}. Y, del mismo modo que se hacı´a para el
RA, se puede afirmar que el error de entrenamiento decrece de manera aproximadamente
exponencial con el nu´mero de rondas.
3.4.2. Ana´lisis del error de generalizacio´n
En el Apartado 2.2.2 se justificaba por que´ el error de test del RA puede continuar
decreciendo segu´n se van an˜adiendo ma´s clasificadores al conjunto, incluso cuando el error
de entrenamiento se ha hecho nulo, presentando para ello dos resultados intermedios. A
continuacio´n, se extienden ambos resultados para el algoritmo RA-we:
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1. El primero de estos resultados se basa en la cota (2.14) riesgo esperado del clasifi-
cador, que se repite aquı´ por conveniencia,
R[fT ] ≤ RmarginT (θ) + O

 1√
L
√
ϑ log2 L/ϑ
θ2
+ log
1
β

 (3.12)
la cual permite utilizar el riesgo marginal RmarginT (θ) =
∑L
l=1 I
{
ρT (x
(l)) ≤ θ}, en
vez de R[fT ], para analizar la capacidad de generalizacio´n del conjunto.
La validez de (3.12) radica en el hecho de que la salida global del conjunto se obtiene
mediante la combinacio´n lineal de un conjunto de clasificadores, {ot}Tt=1 ponderados
por un conjunto de pesos no negativos, {αt}Tt=1, (ve´ase [Schapire y Singer, 1999]
para un ana´lisis ma´s detallado de esta cota); dado que en el algoritmo propuesto
dichas condiciones siguen verifica´ndose, la expresio´n (3.12) tambie´n es va´lida para
el caso del algoritmo RA-we.
2. El segundo de los resultados permitı´a afirmar que el RA no so´lo reduce el error de
entrenamiento en cada iteracio´n, sino que adema´s reduce el riesgo marginal. Para
extender este resultado al RA-we, en el Anexo A.3 se muestra la existencia de una
cota equivalente cuando el para´metro de separacio´n empleado es δt en vez de γt,
permitiendo ası´ establecer la siguiente cota sobre RmarginT (θ)
RmarginT (θ) ≤
T∏
t=1
(1 + δt)
1+θ
2 (1− δt) 1−θ2 (3.13)
que permite afirmar que, cuando los factores que la componen son menores que 1,
el RmarginT (θ) tiende a decrecer con el nu´mero de rondas (especialmente para valores
pequen˜os de θ).
La combinacio´n de ambos resultados permite justificar que el RA-we puede reducir
el riesgo marginal del conjunto, permitiendo ası´ mejorar su capacidad de generalizacio´n,
incluso cuando el error de entrenamiento se haya hecho nulo.
No´tese, adema´s, que si δt < γt ∀t la cota obtenida por el RA-we sera´ ma´s favorable
que la presentada por el RA. Si bien no se puede afirmar que e´ste sea el caso, la posibilidad
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de explorar el valor de λ sugiere que es posible que valores λ 6= 0.5 ofrezcan, al menos en
algunos casos, cotas ma´s ajustadas.
3.5. INFLUENCIA DEL E´NFASIS MIXTO EN EL ENTRE-
NAMIENTO DE LOS CLASIFICADORES BASE
A la hora de construir un conjunto tipo RA, el disen˜o y/o entrenamiento de los clasi-
ficadores base juega un papel muy importante, por lo que dicho disen˜o y/o entrenamiento
debe realizarse de modo que aporte las mejores prestaciones desde un punto de vista glo-
bal. Por este motivo, han surgido trabajos [Ra¨tsch et al., 2002] que analizan este aspecto,
en los que se propone entrenar los clasificadores base para maximizar su para´metro de
separacio´n (2.10), y ası´ minimizar directamente Bt, que es lo que realmente importa.
En esta seccio´n se va a analizar la funcio´n de coste empleada en los algoritmos RA
y RA-we, y se vera´ co´mo en ambos casos existe una conexio´n con el para´metro de se-
paracio´n del clasificador (γt o δt, segu´n el caso), mostrando, adema´s, co´mo el hecho de
emplear la funcio´n de e´nfasis mixto (3.6) permite enfatizar la influencia que las distintos
tipos de muestras tienen sobre dicho para´metro.
Considerando en primer lugar la funcio´n de coste empleada por el RA para el entre-
namiento de los clasificadores base
Ct =
L∑
l=1
Dt(x
(l))[d(l) − ot(x(l))]2 (3.14)
se puede demostrar que la minimizacio´n de Ct es equivalente a maximizar una versio´n
regularizada del para´metro de separacio´n. Esta equivalencia se comprueba al desarrollar
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el te´rmino cuadra´tico de la Ecuacio´n (3.14):
Ct =
L∑
l=1
Dt(x
(l))
[
d(l)
2
+ o2t (x
(l))− 2ot(x(l))dl
]
=
L∑
l=1
Dt(x
(l))d(l)
2
+
L∑
l=1
Dt(x
(l))o2t (x
(l))− 2
L∑
l=1
Dt(x
(l))ot(x
(l))d(l) (3.15)
Teniendo en cuenta que el primer te´rmino es constante (∑Ll=1 Dt(x(l))d(l)2 = 1) y, por
lo tanto, irrelevante para el proceso de minimizacio´n, se obtiene la siguiente funcio´n de
coste equivalente
Ct
c
=
L∑
l=1
Dt(x
(l))o2t (x
(l))− 2
L∑
l=1
Dt(x
(l))ot(x
(l))d(l)
=
L∑
l=1
Dt(x
(l))o2t (x
(l))− 2γt (3.16)
donde la notacio´n a c= b se emplea para indicar que a y b so´lo difieren en una constante.
La minimizacio´n de Ct es, por tanto, equivalente a la maximizacio´n del para´metro
de separacio´n del clasificador, salvo por la aparicio´n de un te´rmino de regularizacio´n que
penaliza los valores elevados de las salidas. Dicha componente de penalizacio´n favorece el
entrenamiento de los clasificadores base posibilitando el empleo de te´cnicas de descenso
por gradiente.
En segundo lugar, conside´rese la funcio´n de coste empleada por RA-we,
Cλ,t =
L∑
l=1
Dλ,t(x
(l))[d(l) − ot(x(l))]2
y descompo´ngase de forma equivalente a como se hizo para Ct:
Cλ,t
c
=
L∑
l=1
Dλ,t(x
(l))o2t (x
(l))− 2
L∑
l=1
Dλ,t(xl)ot(xl)d
(l) (3.17)
que puede escribirse de forma ma´s conveniente como
Cλ,t
c
=
L∑
l=1
Dλ,t(x
(l))o2t (x
(l))− 2Cδλ,t (3.18)
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de manera que la minimizacio´n de Cλ,t puede interpretarse como la maximizacio´n de Cδλ,t
ma´s un te´rmino de regularizacio´n que penaliza las salidas elevadas. Al contrario que el
caso del RA, Cδλ,t no corresponde al para´metro de separacio´n del RA-we, sino que es
una versio´n enfatizada del mismo. Efectivamente, en el Anexo A.4 se demuestra que Cδλ,t
puede calcularse como
Cδλ,t =
Z˜
LBt−1
L∑
l=1
Gλ,t(x
(l)) exp
[−ft−1(x(l))d(l)] ot(x(l))d(l) (3.19)
donde Z˜ es una constante, irrelevante en el proceso de minimizacio´n, y Gλ,t(x(l)) es una
nueva funcio´n de e´nfasis definida como
Gλ,t(x
(l)) =
1
ZG,t
exp
{
2(λ− 0.5)
[
ft−1(x
(l))− d
(l)
2
]2}
(3.20)
siendo ZG,t un factor de normalizacio´n que asegura que
∑L
l=1 Gλ,t(x
(l)) = 1.
Comparando (3.19) y (3.10), es posible concluir que en el RA-we los clasificadores
base se entrenan para maximizar una versio´n enfatizada (y regularizada) del para´metro de
separacio´n asociado a cada clasificador, donde diferentes valores de λ dan lugar a distintos
tipos de e´nfasis; por ejemplo:
Si λ = 0 (recue´rdese que en este caso la funcio´n de e´nfasis mixto, Dλ,t, so´lo enfatiza
las muestras crı´ticas), se obtiene que
Gλ,t(x
(l))|λ=0 = 1
ZG,t
exp
{
−
[
ft−1(x
(l))− d
(l)
2
]2}
(3.21)
lo que indica, desde el punto de vista de maximizacio´n de δt, que las muestras co-
rrectamente clasificadas con valores de salida cercanos a 0.5 o´ −0.5 se consideran
ma´s relevantes durante el entrenamiento del clasificador para la maximizacio´n de δt.
Cuando se considera el caso particular del RA, λ = 0.5, resulta que Gλ,t(x(l)) es
una distribucio´n uniforme, y por lo tanto se entrena el clasificador considerando que
todos los datos deben influir por igual en la maximizacio´n de δt.
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Por u´ltimo, si λ = 1 (Dλ,t se centra en los datos con un elevado error cuadra´tico),
resulta que
Gλ,t(x
(l))|λ=1 = 1
ZG,t
exp
{[
ft−1(x
(l))− d
(l)
2
]2}
(3.22)
y son las muestras que presentan un mayor error cuadra´tico las que se consideran
ma´s importantes durante el entrenamiento del clasificador para maximizar δt.
Por lo tanto, si se considera el entrenamiento de los clasificadores base desde el punto
de vista de maximizacio´n del para´metro de separacio´n, se puede afirmar que el RA concede
a todos los datos la misma influencia, mientras que el RA-we, por el hecho de emplear un
tipo de e´nfasis ajustable, puede considerar cierto tipo de muestras ma´s relevantes para
la maximizacio´n de dicho para´metro, adaptando ası´ la construccio´n del conjunto a las
caracterı´sticas del problema de clasificacio´n a resolver.
3.6. SELECCIO´N DE λ POR VALIDACIO´N CRUZADA
Como es fa´cilmente deducible, y tal y como se analiza en [Go´mez-Verdejo et al., 2005]
y se mostrara´ en el Capı´tulo 6 de esta Tesis Doctoral, las prestaciones del algoritmo RA-
we esta´n completamente ligadas al valor del para´metro de mezcla, pudie´ndose obtener
mejoras considerables frente al RA para ciertos valores de λ; sin embargo, el valor o´ptimo
del para´metro de mezcla esta´ ligado a las caracterı´sticas de cada problema de clasificacio´n,
por lo que su seleccio´n determinara´ en u´ltima instancia las prestaciones del conjunto en un
problema concreto.
Una posibilidad para seleccionar un para´metro a fijar es el empleo de un proceso de val-
idacio´n cruzada o “Cross Validation” (CV) [Bishop, 1995]; dicho me´todo consiste en di-
vidir el conjunto de datos de entrenamiento en K particiones y emplear de manera secuen-
cial K −N particiones para el entrenamiento, utilizando distintos valores del para´metro a
determinar, y las N restantes para validar el resultado, fijando el para´metro libre a aquel
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valor que resulta en un error de validacio´n menor.
La aplicacio´n de este procedimiento para la seleccio´n de λ ha dado lugar a una versio´n
particular del algoritmo RA-we, a la que se ha denominado CV RA-we, y que, tal y como
se muestra en [Go´mez-Verdejo et al., 2006] y se vera´ en detalle en el Capı´tulo 6, propor-
ciona ventajas frente al RA en te´rminos de reduccio´n de la tasa de error, aceleracio´n de la
velocidad de convergencia y robustez frente al sobreajuste. No obstante lo anterior, se ha
comprobado que en la mayorı´a de los casos el uso de validacio´n cruzada no determina el
valor o´ptimo de λ, por lo que el CV RA-we no aprovecha al ma´ximo las ventajas del e´nfa-
sis mixto. Por este motivo, se han propuesto dos esquemas alternativos para la seleccio´n
de λ que no precisan del proceso de CV. Dichos esquemas sera´n objeto de estudio en los
dos capı´tulos siguientes de esta Tesis.
3.7. CONCLUSIONES
En este capı´tulo se ha analizado la funcio´n de e´nfasis empleada por el RA, mostran-
do que dicha funcio´n esta´ compuesta de dos te´rminos: el primero de ellos enfatiza los
datos que presentan un mayor error cuadra´tico, mientras que el segundo enfatiza los datos
crı´ticos (aquellos ma´s pro´ximos a la frontera de clasificacio´n).
Este resultado ha llevado a proponer una funcio´n de e´nfasis mixto ajustable, consistente
en la combinacio´n flexible de los dos te´rminos de e´nfasis mediante un para´metro de mezcla
que permite asignar ma´s o menos importancia a las muestras que presentan un mayor
error cuadra´tico o una menor distancia a la frontera de decisio´n. Junto con esta nueva
funcio´n de e´nfasis se ha propuesto una nueva funcio´n de coste para el entrenamiento de
los clasificadores base, ası´ como un nuevo criterio para seleccionar los pesos de salida
asociados a cada clasificador, surgiendo, de este modo, un nuevo algoritmo de “Boosting”
al que se ha denominado RA-we (“RA with weighted emphasis”).
Teo´ricamente, el algoritmo RA-we sigue disfrutando de las propiedades ma´s atractivas
del RA, pero a diferencia del RA y debido a la introduccio´n de un tipo de e´nfasis ajustable,
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el RA-we puede adaptar la construccio´n del conjunto a las caracterı´sticas de cada problema
de clasificacio´n.
Por u´ltimo, se ha presentado un primer me´todo, al que se ha denominado CV RA-we,
que utiliza CV para la seleccio´n del para´metro de mezcla. A pesar de sus ventajas frente
al RA ba´sico, el uso de CV no permite al RA-we explotar al ma´ximo las posibilidades
de la nueva funcio´n de e´nfasis mixto, ya que so´lo se utiliza una parte de la informacio´n
contenida en el conjunto de entrenamiento para ajustar el para´metro de mezcla.
En los dos pro´ximos capı´tulos de esta Tesis Doctoral se profundizara´ en la propuesta
de me´todos para la seleccio´n automa´tica de λ. Estos me´todos permiten emplear todos los
patrones de entrenamiento disponibles para el ajuste de λ, lo que resultara´ en algoritmos
de construccio´n de conjuntos ma´s potentes.
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Como se ha explicado, el empleo de un e´nfasis mixto en la construccio´n de conjuntos
puede proporcionar considerables ventajas frente al RA ba´sico, pero, para ello, es nece-
sario emplear un me´todo que permita una adecuada seleccio´n del para´metro de mezcla,
λ. Adema´s, tambie´n se ha discutido que el empleo para tal fin de un proceso de vali-
dacio´n cruzada (CV) no parece ser la mejor opcio´n, ya que no es capaz de aprovechar al
ma´ximo las ventajas que este e´nfasis mixto es capaz de aportar. Por este motivo, en este
capı´tulo y en el siguiente se van a presentar esquemas alternativos que permiten una mejor
explotacio´n de estas posibilidades y que no precisan del proceso de CV.
La primera de estas alternativas no opta por buscar el mejor valor del para´metro de
mezcla, sino que aprovecha la diversidad existente entre conjuntos construidos con dis-
tintos valores del para´metro de mezcla para construir un comite´ de conjuntos RA-we;
ası´ el comite´ resultante puede conseguir mejores resultados que los presentados indivi-
dualmente por cualquiera de los conjuntos RA-we. Sera´ esta primera alternativa en la que
se centrara´ el contenido de este capı´tulo, proponiendo una serie de me´todos que permiten
combinar conjuntos RA-we y formar ası´ comite´s de RA-we; adema´s, junto con la propues-
ta de estos me´todos, se presentara´ una te´cnica para seleccionar entre todos los conjuntos
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RA-we disponibles aque´llos que resulten ma´s adecuados para constituir el comite´.
Para finalizar el capı´tulo, se detallara´ un nuevo me´todo, sencillo y eficiente, que per-
mite reducir el tiempo de co´mputo que requiere la fase de clasificacio´n de estos comite´s.
4.1. CONSTRUCCIO´N DE COMITE´S DE RA-WE
Como se sabe, un comite´ de RRNN consiste en una combinacio´n de una serie de re-
des de tal manera que (idealmente) la red global supere en prestaciones a cualquiera de
las redes aisladas; para ello es necesario, por un lado, disen˜ar estas redes de modo que
generalicen de forma diferente [Krogh y Vedelsby, 1995] y, por otro lado, seleccionar un
criterio adecuado para combinar sus salidas.
Siguiendo esta idea, se va a aprovechar la diversidad existente entre conjuntos RA-we
entrenados con distintos tipos de e´nfasis (distintos valores de λ) para construir comite´s de
conjuntos RA-we. Dado que el procedimiento para entrenar las redes RA-we ya esta´ fijado,
el objetivo sera´ encontrar el me´todo ma´s adecuado para combinar sus salidas.
A lo largo de este capı´tulo se va a trabajar con una combinacio´n de “segundo nivel”. Por
ello, de cara a evitar confusiones, se sera´ ma´s sistema´tico con la nomenclatura, reservando
el te´rmino conjunto para las redes RA-we (primer nivel) y el te´rmino comite´ para la red
resultante de la agrupacio´n de conjuntos RA-we (segundo nivel jera´rquico).
4.1.1. Combinacio´n de las salidas de conjuntos RA-we
Entre los diferentes me´todos que se pueden encontrar en la literatura para la construc-
cio´n de comite´s de RRNN (ve´ase [Kuncheva, 2004], donde se recogen una amplia gama
de opciones), destacan dos tipos de esquemas: las combinaciones lineales y los esquemas
de voto.
Entre las combinaciones lineales se encuentra, como esquema ma´s directo, la pon-
deracio´n equitativa de las salidas de todas las redes [Breiman, 1996], lo que equivale a
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calcular la salida global como el valor promedio; aunque e´ste es el criterio ma´s senci-
llo, presenta el inconveniente de dar la misma importancia a todos las redes, sin tener en
cuenta que algunas pueden presentar mejores prestaciones que otras. Por este motivo, sue-
len preferirse te´cnicas de optimizacio´n basadas en la minimizacio´n del error cuadra´tico
medio (“Mean Square Error”, MSE) de la salida global, que permiten ajustar el pe-
so o importancia otorgada a cada red teniendo en cuenta sus prestaciones individuales
[Hashem, 1995, Meir, 1995]. Junto con estos me´todos se pueden encontrar otro tipo de
te´cnicas que tambie´n permiten ajustar el peso de cada red, pero que emplean criterios dife-
rentes a la minimizacio´n del MSE; entre ellos destacan los me´todos Bayesianos, el me´todo
de Dempster-Shafer y los me´todos de regresio´n logı´stica (ve´ase [Bahler y Navarro, 2000],
donde se describen estas te´cnicas).
Por otro lado, las te´cnicas de voto [Auda et al., 1995, Battiti y Colla, 1995] deciden si
un dato pertenece a una clase segu´n la proporcio´n de redes individuales que esta´n de acuer-
do en asignar tal clase; para el caso de clasificacio´n binaria suele emplearse la votacio´n
por mayorı´a, en la que la salida global consiste en asignar la clase que la mayorı´a de los
clasificadores dan por correcta. Aunque este me´todo es sencillo, al igual que la seleccio´n
del valor promedio de las salidas tiene el problema de que todos los clasificadores influyen
igualmente en la salida final, y no se considera la posibilidad que algunos puedan presentar
mejores prestaciones que otros.
De entre estos criterios, en este capı´tulo se consideran comite´s de redes RA-we que
utilizan combinaciones lineales basadas en la minimizacio´n del MSE, ası´ como esquemas
de votacio´n generalizada. Adema´s, se considera una alternativa adicional basada en el
criterio seguido por el RA-we para la seleccio´n de los pesos de salida. Aunque esta u´ltima
alternativa es tı´pica de esquemas de consorcio, y normalmente no se emplea para la cons-
truccio´n de comite´s, es plausible que aporte ventajas frente a los me´todos anteriores dadas
las caracterı´sticas de las redes que se esta´n considerando.
Antes de pasar a describir los diversos esquemas mencionados, se va a introducir la
nomenclatura que se utilizara´ para todos ellos. Conside´rese que se tienen J conjuntos RA-
we, cada uno de ellos entrenado con un valor diferente del para´metro de mezcla de entre el
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conjunto de valores {λ(1), . . . , λ(J)}; por lo que se va a denotar a cada una de sus salidas
como f (j)(x), j = 1, . . . , J , siendo la funcio´n j-e´sima la correspondiente al para´metro
de mezcla λ(j). El objetivo sera´ construir un comite´ combinando estas salidas mediante
un conjunto de pesos {w1, . . . , wJ}, que se ajustara´n empleando el conjunto de datos de
entrenamiento
S = {(x(1), d(1)), . . . , (x(L), d(L))}, d(l) ∈ {−1, +1}, l = 1, . . . , L
A continuacio´n se enumeran los distintos me´todos de construccio´n de comite´s consi-
derados, explicando co´mo se lleva a cabo la seleccio´n de los pesos {w1, . . . , wJ} para cada
uno de ellos.
1. Comite´ basado en combinacio´n lineal de mı´nimo MSE
En este primer me´todo, la salida final del comite´, Flin(x), viene dada por
Flin(x) =
J∑
j=1
wjf
(j)(x) (4.1)
y el conjunto de pesos {w1, . . . , wJ} se ajusta de modo que se minimice el MSE
sobre el conjunto de datos de entrenamiento S, es decir,
MSE =
1
L
L∑
l=1
[
Flin(x
(l))− d(l)]2 (4.2)
Si se emplea notacio´n vectorial, y se denota al conjunto de pesos como el vector
w = [w1, . . . , wJ ]
T
, se puede obtener directamente el valor de w que minimiza
(4.2) mediante
w = F†d (4.3)
donde d es el vector formado por las etiquetas de todos los datos de entrenamiento,
d = [d(1), . . . , d(L)]T , y F es la matriz formada por las salidas de las J redes para
cada uno de los datos del conjunto de entrenamiento
F =


f (1)(x(1)) . . . f (J)(x(1))
.
.
.
.
.
.
.
.
.
f (1)(x(L)) . . . f (J)(x(L))

 (4.4)
46
CAP´ITULO 4. COMIT ´ES DE CONJUNTOS RA-WE
Finalmente, en (4.3) se ha utilizado F† para denotar la inversa generalizada de
Moore-Penrose de la matriz F, que se obtiene segu´n: F† =
(
F
T
F
)−1
F
T (supuesto
que FTF es una matriz invertible, lo que es habitual; en caso contrario, se puede
recurrir a su regularizacio´n o a te´cnicas de descomposicio´n en valores singulares).
2. Comite´ basado en combinacio´n lineal con funcio´n de activacio´n tipo tangente
hiperbo´lica
Para limitar el rango de la salida del comite´ al intervalo [−1, 1], se puede incorporar
a la salida del mismo una funcio´n de activacio´n de tipo tangente hiperbo´lica, de
modo que la salida final del comite´ venga dada por
Fth(x) = tanh
(
J∑
j=1
wjf
(j)(x)
)
(4.5)
Aunque en este caso tambie´n se opta por seleccionar el conjunto de pesos
{w1, . . . , wJ} que minimiza el MSE, no existe una solucio´n cerrada para el ca´lculo
de {w1, . . . , wJ}, y es necesario recurrir a algoritmos de bu´squeda.
Entre los mu´ltiples algoritmos de bu´squeda que existen [Bishop, 1995,
Haykin, 1999], se ha optado por emplear el bien conocido algoritmo de descen-
so por gradiente estoca´stico: tras inicializar aleatoriamente el conjunto de pesos
{w1, . . . , wJ}, se actualizan iterativamente sus valores en direccio´n contraria a la
estimacio´n instanta´nea del gradiente de la funcio´n de error, de modo que el vector
de pesos se acerque progresivamente al mı´nimo de la funcio´n de coste. Cuando se
minimiza el MSE, y dado que la salida del sistema viene dada por (4.5), la regla de
actualizacio´n de cada peso es:
wk+1j = w
k
j − η
[
1− F 2th(x(l))
] [
d(l) − Fth(x(l))
]
f (j)(x(l)), j = 1, . . . , J (4.6)
donde k es la iteracio´n y η la constante de aprendizaje del algoritmo, que, como se
sabe, marca un compromiso entre la velocidad de convergencia y el error residual
de la solucio´n. Tras un nu´mero suficiente de iteraciones, se llegara´ a un mı´nimo del
MSE, o, al menos, se estara´ lo suficientemente cerca de e´l y la regla de aprendizaje
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se detendra´, indicando el conjunto de valores {w1, . . . , wJ} que proporcionan un
mı´nimo local de la funcio´n de coste o, en el mejor de los casos, su mı´nimo global.
3. Comite´ basado en esquema de voto generalizado
Las te´cnicas de voto por mayorı´a aplicadas a la resolucio´n de problemas binarios
deciden la clase a la que pertenece un dato como aque´lla en la que la mayorı´a de
redes esta´n de acuerdo. Aunque este me´todo es de aplicacio´n inmediata y no requiere
ningu´n tipo de informacio´n sobre las prestaciones individuales de los clasificadores,
tiene el problema de considerar igualmente va´lido el criterio de todas las redes.
Para solventar esta limitacio´n, a la hora de construir comite´s de redes RA-we se
empleara´ una versio´n generalizada del esquema de voto por mayorı´a.
Para presentar este esquema de voto generalizado, se va a formular el proceso de
votacio´n por mayorı´a de la siguiente manera: conside´rese el vector formado por las
salidas de las J redes individuales para el dato x, i.e, f(x) = [f (1)(x), ..., f (J)(x)]T , y
orde´nense sus componentes segu´n sus valores (por ejemplo, situando la componente
de mayor valor en la primera posicio´n y la de menor valor en la u´ltima), obteniendo
ası´ el vector ford(x) = [f (1)ord(x), . . . , f
(J)
ord (x)]
T
, donde f (1)ord(x) ≥ f (2)ord(x) ≥ . . . ≥
f
(J)
ord (x); con el vector ford(x) se obtendra´ la salida final del comite´ como:
Fvoto(x) =
J∑
j=1
wjf
(j)
ord(x) (4.7)
donde el vector de pesos w = [w1, . . . , wJ ]T , para el caso de voto por mayorı´a, es
un vector de ceros con un u´nico uno en la posicio´n J+1
2
cuando J es impar o en la
posicio´n J
2
o´ J
2
+1 cuando J es par. De este modo, el valor de salida sera´ directamente
el de la componente intermedia del vector ford(x), y la clase asignada aque´lla en la
que la mayorı´a de las redes esta´n de acuerdo.
El me´todo de votacio´n generalizado que se propone, al igual que el voto por mayorı´a,
ordena las salidas de las redes individuales y calcula la salida final del comite´ segu´n
(4.7), pero, a diferencia de e´l, ajusta el vector de pesos w de modo que se minimice
el MSE sobre S. Dado que una vez que se han ordenado las salidas de las redes
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el disen˜o es completamente lineal, se puede emplear el mismo procedimiento de
optimizacio´n que el utilizado por el me´todo de combinacio´n lineal, calculando el
vector w directamente con (4.3), sin ma´s que sustituir F por
Ford =


f
(1)
ord(x
(1)) . . . f
(J)
ord (x
(1))
.
.
.
.
.
.
.
.
.
f
(1)
ord(x
(L)) . . . f
(J)
ord (x
(L))

 (4.8)
4. Construccio´n de comite´s segu´n el criterio del RA-we
Dado que las redes que se esta´n combinando son conjuntos RA-we, el u´ltimo criterio
de combinacio´n que se propone consiste en emplear el mismo criterio que se sigue
en el disen˜o de estos conjuntos para la seleccio´n de los pesos de salida del comite´.
Como el algoritmo RA-we funciona de manera iterativa, entrenando en cada ronda
un clasificador y asigna´ndole un peso, se tendra´ que proceder de manera equivalente,
seleccionando, durante J rondas, una red entre el conjunto de redes disponibles,
adema´s de calcular su correspondiente peso de salida. Para seleccionar en cada ronda
la red que se incorporara´ al comite´, se ha empleado como medida de relevancia el
para´metro generalizado de separacio´n medido sobre la salida del conjunto RA-we.
Conside´rese que se esta´ en la ronda j′ + 1-e´sima, y que ya se han incorporado j′
conjuntos RA-we al comite´, concretamente, aquellas {f (j)(x)} con j ∈ Ij′ , siendo
Ij′ el conjunto de ı´ndices de las redes ya incluidas; quedan, por tanto, J − j′ con-
juntos por an˜adir, con ı´ndices I¯j′ , siendo I¯j′ = {1, . . . , J} − Ij′ . Para seleccionar
cua´l de los conjuntos restantes se an˜adira´ en la presente iteracio´n, se calculara´ para
cada candidato {f (i)(x)}i∈I¯j′ el valor de su para´metro generalizado de separacio´n,
δ(i), dado por
δ(i) =
1
LB(j′)
L∑
l=1
exp[−F (j′)RA−we(x(l))d(l)]f (i)(x(l))d(l) (4.9)
donde f (i)(x) es la salida del conjunto RA-we considerado y se han utilizado
B(j
′) =
1
L
L∑
l=1
exp[−F (j′)RA−we(x(l))d(l)] (4.10)
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y
F
(j′)
RA−we(x) =
∑
j∈Ij′
wjf
(j)(x) (4.11)
No´tese que B(j′) y F (j
′)
RA−we son independientes de f (i)(x). En la primera iteracio´n del
algoritmo, cuando todavı´a no se han incorporado redes al comite´, la salida F (0)RA−we
tendra´ un valor nulo para cualquier dato de entrada.
A partir de los valores {δ(i)} obtenidos, se seleccionara´ el conjunto RA-we que
presente un valor mayor del para´metro generalizado de separacio´n, i.e., se calcu-
lara´ i∗ = argmaxi∈I¯j′{δ(i)} y se incorporara´ la red f (i
∗)(x) al comite´ con el siguiente
peso de salida
w(i
∗) =
1
2
ln
(
1 + δ(i
∗)
1− δ(i∗)
)
(4.12)
A continuacio´n se actualizara´n los conjuntos de ı´ndices Ij′ e I¯j′ y se procedera´ a
la siguiente ronda. Una vez completadas las J rondas, la salida final del comite´ se
obtiene como:
FRA−we(x) =
J∑
j=1
wjf
(j)(x) (4.13)
Las prestaciones de los comite´s de RA-we basados en combinacio´n lineal
y combinacio´n lineal con funcio´n de activacio´n tipo tangente hiperbo´lica ya
han sido estudiados en una serie de experimentos preliminares presentados en
[Go´mez-Verdejo y Figueiras-Vidal, 2006], mostrando ligeras ventajas frente al RA ba´sico
y frente al CV RA-we1. Adema´s, estos experimentos mostraron que algunos de los con-
juntos RA-we proporcionan muy malas prestaciones y su empleo no hace sino deteriorar
las del comite´, por lo que serı´a conveniente eliminarlos de la combinacio´n para mejorar
1 Los me´todos en [Go´mez-Verdejo y Figueiras-Vidal, 2006] difieren ligeramente de los aquı´ presentados,
ya que en ellos se empleaban las salidas normalizadas de los conjuntos RA-we; aquı´ se ha prescindido de
esta normalizacio´n porque realmente no incorpora ventajas significativas en las dos primeras propuestas,
pero sı´ deteriora las prestaciones del u´ltimo de los me´todos aquı´ introducidos.
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los resultados finales. Para ello, en el siguiente apartado se va a presentar un me´todo de
seleccio´n de redes que, combinado con los me´todos que se acaban de presentar, permite
seleccionar las redes ma´s adecuadas para formar el comite´.
4.1.2. Seleccio´n de conjuntos RA-we
Tal y como se ha indicado, para formar el comite´ se dispone de una serie de conjuntos
RA-we, cada uno de ellos entrenado con un valor diferente del para´metro de mezcla, lo que
da lugar a redes con muy buenas prestaciones (las que emplean valores adecuados de λ)
y otras que las tienen malas o, incluso, muy malas (cuando λ esta´ lejos del valor o´ptimo).
Por este motivo, resulta conveniente eliminar aquellas redes de muy malas prestaciones
previamente a la construccio´n del comite´. A pesar de que los me´todos que se proponen
para combinar los conjuntos RA-we tienen en cuenta las prestaciones de cada conjunto y
son capaces de asignarles distinta importancia, se ha observado que la eliminacio´n previa
de estos conjuntos suele mejorar las prestaciones del comite´ final, adema´s de reducir su
taman˜o, disminuyendo ası´ el coste computacional.
Para analizar la influencia de cada conjunto RA-we sobre el comite´ final, se puede em-
plear la descomposicio´n sesgo-varianza del error de generalizacio´n del comite´ propuesta
en [Krogh y Vedelsby, 1995], que indica co´mo influyen los errores de generalizacio´n de las
redes que lo componen sobre el error global2. Concretamente, esta descomposicio´n indica
que el error de generalizacio´n del comite´ se puede descomponer en la diferencia de dos
te´rminos3: el primero de ellos, asociado al sesgo del error del comite´, se corresponde con
2 Se ha empleado la descomposicio´n original de Krogh y Veldelsby, en lugar de la descomposicio´n
habitual (que mide el valor del MSE entre el error de generalizacio´n y el error esperado) porque esta u´ltima
considera que todas las redes presentan el mismo error, mientras que la primera permite expresar el error del
comite´ en funcio´n de los errores de las redes que lo componen, lo cual resulta de utilidad para justificar el
procedimiento empleado para la seleccio´n de redes.
3La descomposicio´n que se esta´ presentando es estrictamente cierta cuando los pesos de salida del
comite´ esta´n normalizados (su suma es la unidad); dado que el hecho de aplicar una normalizacio´n a los
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la suma ponderada de los errores de generalizacio´n de las redes que lo componen; mientras
que el segundo, que se resta al anterior, esta´ asociado a la varianza y mide la ambigu¨edad
o diversidad existente entre las salidas de las redes. En definitiva, esta descomposicio´n in-
dica que resulta deseable que las redes que van a formar el comite´ presenten un bajo error
y, adema´s, que sus errores presenten diversidad entre sı´, para que al combinarlas el error
del comite´ pueda reducirse al ma´ximo.
Por este motivo, la mayorı´a de los me´todos para la construccio´n de comite´s esta´n basa-
dos en buscar diversidad entre las redes componentes (ve´ase [Kuncheva, 2004]); sin em-
bargo, no se debe olvidar la importancia del te´rmino correspondiente al sesgo, el cual tiene
tanta o ma´s influencia que el te´rmino de varianza. Ante esta discrepancia, y de cara a elegir
el criterio de seleccio´n de conjuntos RA-we ma´s adecuado, se ha realizado una serie de
experimentos previos para analizar la influencia que tienen sobre el comite´ final tanto el
error (calidad) de los conjuntos RA-we, como la diversidad existente entre ellos. A partir
de estos experimentos, se ha observado que resulta ma´s adecuado emplear criterios que
midan la calidad de estos conjuntos y que seleccionarlos atendiendo a la diversidad resul-
ta, en la mayorı´a de los casos, poco eficaz. Por lo tanto, y a diferencia de la mayorı´a de
me´todos de construccio´n de comite´s, se ha decidido seleccionar las redes que van a formar
el comite´ atendiendo a su calidad, la cual se medira´ a trave´s del error de entrenamiento.
De entre el conjunto de redes candidatas a formar el comite´, conside´rese la red j-e´sima,
con el siguiente error de clasificacio´n sobre el conjunto de datos de entrenamiento:
ES
(j)
=
1
2L
L∑
l=1
| sign[f (j)(x(l))]− d(l) | (4.14)
siendo el valor de (4.14) la medida de calidad empleada en principio. Sin embargo, cuan-
do los errores de entrenamiento de varios de los conjuntos RA-we, {ES(1), ..., ES(J)},
son nulos, este para´metro de calidad presenta el inconveniente de no aportar informacio´n
suficiente sobre cua´l de ellas es mejor, y otras medidas de error, como el MSE, resultan
pesos de los comite´s de RA-we no afecta a sus prestaciones, esta descomposicio´n permite tambie´n entender
el comportamiento del error en los comite´s bajo estudio.
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ma´s adecuadas como para´metro de calidad4. Por lo tanto, cuando varios de los valores
{ES(1), ..., ES(J)} sean nulos el para´metro de calidad utilizado sera´ el MSE:
MSES
(j)
=
1
L
L∑
l=1
(
d(l) − f (j)(x(l)))2 (4.15)
Una vez calculado el conjunto de para´metros de calidad de las J redes RA-we (ya sea
mediante (4.14) o´ (4.15)), se debe establecer un umbral que permita eliminar aquellas redes
con peores prestaciones y, ası´, formar el comite´ final con las restantes. Para seleccionar este
umbral se ha empleado un proceso de CV (aplicado u´nicamente sobre la capa de salida).
Por u´ltimo, y dado que se desconoce el rango del conjunto de para´metros de calidad, se ha
acotado el intervalo de bu´squeda normalizando sus valores mediante una transformacio´n
lineal, de modo que la media muestral de los valores normalizados sea nula y su varianza
muestral unitaria.
4.2. CLASIFICACIO´N ACELERADA DE COMITE´S DE
CONJUNTOS RA-WE
A pesar de la reduccio´n del coste computacional que posibilita la eliminacio´n de las
redes RA-we con malas prestaciones, los comite´s que se esta´n construyendo todavı´a re-
quieren un co´mputo elevado a la hora de clasificar un dato, ya que cada red RA-we
es, por sı´ misma, un conjunto de RRNN. Por este motivo, se va a presentar un me´to-
do que permite paliar este inconveniente. Aunque este me´todo se propuso en princi-
pio para redes tipo RA y redes de funciones de base radial [Arenas-Garcı´a et al., 2005,
Arenas-Garcı´a et al., 2007], su aplicacio´n a comite´s de redes RA-we puede aportar mayo-
res ventajas que las que ya ha demostrado en otro tipo de redes.
4No´tese que dado que el objetivo es resolver un problema de clasificacio´n, es ma´s adecuado emplear
(4.14) como medida de calidad y so´lo emplear el MSE en aquellos casos en los que el error de clasificacio´n
no proporcione informacio´n suficiente.
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Para facilitar la comprensio´n de dicho me´todo, se vera´, en primer lugar, en que´ tipos de
comite´s puede emplearse; a continuacio´n, se describira´ su funcionamiento y, por u´ltimo, se
vera´ co´mo ordenar las redes de manera que el ahorro computacional sea lo mayor posible.
4.2.1. Compatibilidad de los comite´s con el me´todo de
clasificacio´n ra´pida
El me´todo de clasificacio´n acelerada propuesto en [Arenas-Garcı´a et al., 2005,
Arenas-Garcı´a et al., 2007] es aplicable a clasificadores binarios que calculan la clase aso-
ciada segu´n el signo de una combinacio´n lineal de te´rminos, i.e., a ma´quinas que imple-
mentan funciones del tipo siguiente:
dˆ(x) = sign [F (x)] = sign
[
K∑
k=1
vkok(x)
]
(4.16)
En el caso de comite´s de redes RA-we, los te´rminos {ok(x)}Kk=1 pueden representar
las salidas de los conjuntos RA-we, pero tambie´n las salidas de cada una de las redes que
componen los conjuntos RA-we, lo que permite aprovechar al ma´ximo las ventajas de este
me´todo.
Considerando esta segunda opcio´n, en este apartado se va a analizar, para cada uno de
los me´todos propuestos en el Apartado 4.1.1, co´mo es la relacio´n entre las salidas de las
redes que forman los conjuntos RA-we y la etiqueta estimada por el comite´, comprobando
ası´ que´ tipos de comite´s cumplen la relacio´n (4.16) y, por lo tanto, sobre que´ tipos de
comite´s es posible aplicar el me´todo de clasificacio´n acelerada.
Recue´rdese que los comite´s bajo estudio se construyen a partir de la combinacio´n
poderada de las salidas de J conjuntos RA-we, {f (1)(x), ..., f (J)(x)}, donde los valores
de estas salidas se obtienen mediante la expresio´n
f (j)(x) =
Tj∑
t=1
α
(j)
t o
(j)
t (x) (4.17)
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siendo {o(j)t (x)}Tjt=1 el conjunto de los Tj clasificadores que forman el j-e´simo conjunto
RA-we y {α(j)t }Tjt=1 el conjunto de pesos asociados a dichos clasificadores.
A continuacio´n se analiza que´ tipos de comite´s de los presentados en el Apartado 4.1.1
dan lugar a clasificadores que pueden reescribirse segu´n (4.16), i.e., que´ comite´s de los
allı´ propuestos son compatibles con el me´todo de clasificacio´n acelerada.
1. Combinacio´n lineal
En este primer caso, la salida del comite´ se puede obtener segu´n
Flin(x) =
J∑
j=1
wjf
(j)(x) =
J∑
j=1
wj
Tj∑
t=1
α
(j)
t o
(j)
t (x) (4.18)
Si se redefine el doble sumatorio como un u´nico sumatorio con ı´ndice k (desde 1 a
K, siendo K =
∑J
j=1 Tj), y se denota con vk al producto wjα(j)t correspondiente,
se puede expresar la salida del comite´ como
Flin(x) =
K∑
k=1
vkok(x) (4.19)
de este modo, se incluyen en un u´nico sumatorio las salidas de todas las redes cons-
tituyentes. Y dado que la clase estimada para x vendra´ dada por el signo de Flin(x),
se tiene que
dˆ(x) = sign [Flin(x)] = sign
[
K∑
k=1
vkok(x)
]
(4.20)
que, como se puede comprobar, es equivalente a la ecuacio´n (4.16) y, por lo tanto,
permite aplicar el me´todo de clasificacio´n acelerada sobre este tipo de comite´s.
2. Combinacio´n lineal con funcio´n de activacio´n tipo tangente hiperbo´lica
Observando que la salida del comite´, en este caso, viene dada por
Fth(x) = tanh
(
J∑
j=1
wjf
(j)(x)
)
(4.21)
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se puede ver que este procedimiento de combinacio´n es equivalente a (4.18) y (4.19),
salvo por la aplicacio´n de la funcio´n tangente hiperbo´lica. Dado que dicha funcio´n
de activacio´n u´nicamente influye en el procedimiento de determinacio´n de los {wj},
pero no tiene influencia alguna en el criterio de clasificacio´n implementado por la
red, es inmediato concluir que este tipo de comite´s tambie´n resulta compatible con
el me´todo de clasificacio´n ra´pida.
3. Esquema de voto generalizado
La salida del comite´ viene dada por
Fvoto(x) =
J∑
j=1
wjf
(j)
ord(x) (4.22)
donde el conjunto de valores {f (j)ord(x)}Jj=1 se corresponde con el conjunto de las
salidas de las J redes RA-we, {f (j)(x)}Jj=1, cuando estas han sido ordenadas segu´n
sus valores. El proceso de reordenamiento requiere la evaluacio´n de todas las redes,
y es un proceso no lineal (la salida no es una combinacio´n lineal fija de las salidas
de las redes), lo que impide aplicar el me´todo de clasificacio´n acelerada en este tipo
de comite´.
4. Criterio del RA-we
En este u´ltimo caso la salida del comite´ se obtiene de forma equivalente al caso de
combinacio´n lineal, i.e.,
FRA−we(x) =
J∑
j=1
wjf
(j)(x) (4.23)
Por este motivo, se puede aplicar el mismo razonamiento seguido para el me´todo de
combinacio´n lineal, el me´todo de clasificacio´n acelerada resulta compatible con este
tipo de comite´s.
56
CAP´ITULO 4. COMIT ´ES DE CONJUNTOS RA-WE
4.2.2. Procedimiento de clasificacio´n acelerada
Teniendo en cuenta que la salida de los diferentes tipos de comite´s, excepto para el
esquema de voto generalizado, se puede expresar mediante la combinacio´n lineal de K
te´rminos, el me´todo que se propone permite acelerar el ca´lculo de (4.16) mediante una
evaluacio´n secuencial de los diferentes te´rminos que componen el sumatorio hasta que se
disponga de una confianza suficiente sobre la clase a la que pertenece el patro´n, momento
en el que se sigue el criterio proporcionado por la salida parcial del sistema
Fk(x) =
k∑
k′=1
vk′ok′(x) (4.24)
para predecir la clase a la que pertenece x, en vez de utilizar la salida global, F (x). De
este modo, no es necesario evaluar los K − k te´rminos restantes del sumatorio y, conse-
cuentemente, se reduce el coste computacional.
Sin embargo, el hecho de emplear la salida parcial del sistema en lugar de utilizar la
salida global causa el siguiente error sobre el valor de salida obtenido para x:
ek(x) = FK(x)− Fk(x) =
K∑
k′=k+1
vk′ok′(x) (4.25)
cuyo valor puede acotarse, teniendo en cuenta que las salidas de las redes RA-we se en-
cuentran dentro del intervalo [−1, 1], de manera que:
|ek(x)| ≤
K∑
k′=k+1
|vk′| = ηk (4.26)
Esta cota indica que cuando la salida parcial de sistema Fk(x) tiene un valor absoluto
mayor que el umbral ηk, su signo no va a cambiar aunque se evalu´en los K − k te´rminos
restantes y, por lo tanto, la etiqueta estimada por la salida parcial va a coincidir con la
obtenida por el comite´ completo. Sin embargo, si |Fk(x)| < ηk se debe proceder a evaluar
los siguientes te´rminos del sumatorio hasta que se cumpla la condicio´n
|Fk(x)| > ηk (4.27)
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En la mayorı´a de los problemas de clasificacio´n existen datos fa´ciles de clasificar, para
los cuales so´lo sera´ necesario evaluar los primeros te´rminos del sumatorio, obteniendo
para estos casos una gran reduccio´n computacional; para otros datos, sera´ necesaria la
evaluacio´n de todos o casi todos los te´rminos del sumatorio y la reduccio´n computacional
sera´ menor. En cualquier caso, el procedimiento descrito garantiza que no se modifica el
criterio original de la red.
Si se quisiera reducir au´n ma´s el coste computacional, se podrı´a disminuir el valor del
umbral, suavizando la condicio´n (4.27) con la inclusio´n de un para´metro β ∈ [0, 1]. De
esta manera, se tomara´ la condicio´n
|Fk(x)| > βηk (4.28)
en vez de la condicio´n (4.27). Obviamente, este criterio puede modificar la funcio´n de
clasificacio´n del comite´ completo; no obstante, obse´rvese que la cota (4.26) es muy con-
servadora ya que asume que ok′(x) = ±1, k′ = k + 1, . . . , K, por lo que puede esperar-
se que la degradacio´n introducida no sea muy importante. Lo´gicamente la seleccio´n de β
supone un compromiso entre le ahorro computacional obtenido (mayor segu´n decrece β)
y el respeto al criterio del comite´ original (que u´nicamente se garantiza para β = 1).
En el Cuadro 4.1 se recoge el pseudoco´digo del algoritmo que se acaba de presentar.
4.2.3. Reordenamiento de las redes para ma´ximo ahorro
computacional
Si se desea explotar al ma´ximo las ventajas que el me´todo de clasificacio´n acelerada
puede aportar, es necesario ordenar las redes que forman el sistema adecuadamente, de
modo que las primeras redes en ser evaluadas sean las ma´s relevantes (las que tengan una
mayor importancia sobre la salida global del sistema), consiguiendo ası´ que el nu´mero de
redes que se tenga que evaluar sea, en promedio, el menor posible.
En este caso, es necesario emplear una medida o criterio de relevancia que nos in-
dique co´mo se deben ordenar las redes. Entre los mu´ltiples criterios que se podrı´an
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Cuadro 4.1: Pseudoco´digo del procedimiento de clasificacio´n acelerada en comite´s.
1 - Entradas:
· Nuevo dato de entrada, x.
· Sistema de RRNN ya entrenado formado por el conjunto de redes {ok(x)}Kk=1
y el conjunto de pesos {vk(x)}Kk=1.
· Para´metro suavizador del umbral β.
2 - Calcular los valores {ηk}Kk=1
3 - Para k = 1, . . . , K
3.1 - Obtener la salida de la red k-e´sima para el dato x: ok(x).
3.1 - Calcular la salida parcial del sistema:
Fk(x) =
∑k
k′=1 vk′ok′(x)
3.3 - Si |Fk(x)| ≥ βηk,
detener el proceso y establecer:
FK(x) = Fk(x)
3 - Predecir la clase a la que pertenece x como:
dˆ(x) = sign [FK(x)]
emplear, medidas de correlacio´n o medidas sobre el valor medio de las salidas (ve´ase
[Arenas-Garcı´a et al., 2007], donde se describen varias de estas alternativas), la opcio´n
que se va a emplear consiste en ordenar las redes por orden decreciente de los valores |vk|
que tienen asociados. Este me´todo no so´lo resulta de gran sencillez sino que, adema´s, tiene
una base teo´rica, ya que equivale a considerar la influencia que la salida de cada una de las
redes tiene sobre la funcio´n de coste empleada para el disen˜o del comite´.
Para mostrar esta equivalencia, puede calcularse, en primer lugar, la influencia de cada
red ok(x) sobre una funcio´n de coste gene´rica C, derivando dicha funcio´n respecto a la
59
4.3. CONCLUSIONES
salida de la red k-e´sima para el dato l-e´simo de S, es decir, calculando ∂C/∂ok(x(l)).
Para el ca´lculo de esta derivada, conside´rese que la salida del comite´ para el dato l-e´simo,
independientemente del tipo de comite´, viene dada por F (x(l)), de manera que
∂C
∂ok(x(l))
=
∂C
∂F (x(l))
∂F (x(l))
∂ok(x(l))
=
∂C
∂F (x(l))
F ′(x(l))vk (4.29)
donde F ′(x(l)) denota la derivada de la funcio´n de activacio´n que tenga el comite´ (en los
casos lineales tendra´ valor unitario, y en el caso de emplear la tangente hiperbo´lica su valor
sera´
[
1− F 2th(x(l))
]).
Para obtener un valor nume´rico que indique la influencia de ok(x) sobre la funcio´n de
coste, se puede construir el gradiente formado por estas derivadas parciales, i.e,
∇okC = vk
[
∂C
∂F (x(1))
F ′(x(1)), . . . ,
∂C
∂F (x(L))
F ′(x(L))
]
(4.30)
y calcular su norma
‖∇okC‖ = |vk|
√√√√ L∑
l=1
∂C
∂F (x(l))
F ′act(x
(l)) (4.31)
Teniendo en cuenta que el valor de la raı´z cuadrada es independiente de la red ana-
lizada, la relevancia de ok(x) respecto al resto de redes dependera´ u´nicamente del valor
absoluto del peso vk que tenga asociado, justificando el criterio seleccionado para el reor-
denamiento de las unidades.
4.3. CONCLUSIONES
En este capı´tulo se ha presentado una serie de me´todos para construir comite´s formados
por conjuntos RA-we, con lo que se evita el problema de seleccionar adecuadamente el
para´metro de mezcla λ y, adema´s, se aprovecha la diversidad existente entre conjuntos
RA-we entrenados con distintos valores de λ.
Concretamente, se han planteado cuatro me´todos que permiten realizar la agrupacio´n
de conjuntos RA-we utilizando, cada uno de ellos, un criterio distinto para obtener los
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pesos de salida del comite´. Adema´s, junto con estos me´todos, se ha propuesto aplicar un
me´todo para seleccio´n de los conjuntos RA-we que deben formar el comite´, elimina´ndose
aque´llos que podrı´an deteriorar las prestaciones finales del comite´.
Para finalizar, se ha considerado un me´todo que permite realizar una clasificacio´n ace-
lerada de los datos, de gran utilidad para reducir el elevado coste computacional que estos
comite´s pueden presentar durante su fase operacional.
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CAPI´TULO 5
AJUSTE DINA´MICO DE LA FUNCIO´N DE
E´NFASIS
En este capı´tulo se considerara´ una alternativa diferente para la seleccio´n del para´metro
de mezcla de la funcio´n de e´nfasis mixto, que, como ya se ha discutido, es un problema
fundamental para obtener buenas prestaciones de un esquema RA-we, y no se resuelve de
modo completamente satisfactorio mediante CV. Se partira´ de los fundamentos teo´ricos
que justifican el buen comportamiento del RA-we para proponer una alternativa comple-
tamente diferente al uso de CV o la construccio´n de comite´s. Concretamente, se propone
realizar una seleccio´n dina´mica del para´metro de mezcla, i.e., eligiendo en cada iteracio´n
el valor que proporciona las mejores prestaciones al conjunto construido hasta el momen-
to. Se denominara´ al disen˜o resultante DW-RA (“Dynamically adapted Weighted emphasis
version of Real Adaboost”).
En la u´ltima seccio´n del capı´tulo se analizara´n las ventajas que la seleccio´n dina´mica
aporta frente al RA-we, que emplea un valor fijo del para´metro de mezcla y que incluye
como caso particular al RA.
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5.1. EL ALGORITMO DW-RA
El algoritmo RA-we propuesto en el Capı´tulo 3 requiere el ca´lculo en cada iteracio´n de
un para´metro δt, denominado para´metro generalizado de separacio´n del clasificador, que
viene dado por la expresio´n:
δt =
1
LBt−1
L∑
l=1
exp[−ft−1(x(l))d(l)]ot(x(l))d(l) (5.1)
Segu´n se explico´, este para´metro mide la calidad del clasificador t-e´simo, ya que cal-
cula la correlacio´n existente entre las salidas del clasificador para el conjunto de datos de
entrenamiento y sus correspondientes etiquetas (ponderada por la contribucio´n parcial de
cada dato a Bt−1). Por este motivo, se va a emplear δt como para´metro de calidad de los
clasificadores, seleccionando en cada iteracio´n el valor del para´metro de mezcla, λ, que
proporciona el valor ma´s elevado de δt.
Concretamente, el algoritmo que se propone opera del siguiente modo: en cada ronda
se entrena un conjunto de clasificadores, {o(j)t (x)}Jj=1, cada uno de ellos asociado a un va-
lor del para´metro de mezcla que es seleccionado entre un conjunto predefinido de valores,
{λ(j)}Jj=1. De este modo, cada clasificador aprende empleando la funcio´n de e´nfasis mixto
(3.6) particularizada para el valor λ(j) que tenga asociado, i.e.,
D
(j)
λ,t+1(x
(l)) =
1
Z
(j)
λ,t
exp
{
λ(j)[ft(x
(l))− d(l)]2 − (1− λ(j))f 2t (x(l))
} (5.2)
Una vez entrenados estos clasificadores, se calcula el valor de δt asociado a cada clasifi-
cador, obteniendo ası´ un conjunto de valores de para´metros de separacio´n generalizados,
{δ(j)t }Jj=1, y, consecuentemente, un conjunto de posibles pesos de salida, {α(j)t }Jj=1, donde
cada uno de estos valores se determina siguiendo el mismo criterio empleado por el RA-we
pero particularizado para el correspondiente δ(j)t ; es decir,
α
(j)
t =
1
2
ln
(
1 + δ
(j)
t
1− δ(j)t
)
(5.3)
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El conjunto de valores {δ(j)t }Jj=1 permite seleccionar el clasificador que ha de incorpo-
rarse al conjunto como aque´l que resulta en un valor mayor del para´metro generalizado de
separacio´n, i.e., el de mayor calidad. Dado que δt ∈ [0, 1) y (5.3) es una funcio´n mono´tona
creciente de δ(j)t en dicho intervalo, un criterio equivalente consiste en seleccionar el clasi-
ficador que tiene asociado un mayor peso de salida y que, por tanto, influira´ de forma ma´s
significativa en el conjunto. Por tanto, si se define
j∗ = arg ma´x
j
δ
(j)
t = arg ma´x
j
α
(j)
t (5.4)
el algoritmo DW-RA an˜adira´ al conjunto el clasificador ot(x) = o(j∗)t (x) con un peso αt =
α
(j∗)
t . El para´metro de mezcla y de separacio´n generalizado asociados a dicho clasificador
pueden denotarse, respectivamente, como λt = λ(j
∗) y δt = δ(j
∗)
t .
No´tese que este algoritmo, en comparacio´n con el RA-we, no so´lo proporciona un
criterio automa´tico de ajuste de la funcio´n de e´nfasis, sino que permite modificar el valor
del para´metro de mezcla empleado en cada iteracio´n.
En el Cuadro 5.1 se resumen los pasos de este algoritmo al que se ha denominado
RA-we con seleccio´n dina´mica del para´metro de mezcla (“Dynamically adapted Weighted
emphasis version of Real Adaboost”) y que se denotara´ como DW-RA.
Por u´ltimo, debe indicarse que la seleccio´n del mejor para´metro de mezcla en cada
iteracio´n no tiene por que´ aportar el mejor disen˜o desde un punto de vista global; sin em-
bargo, tal y como se ha comprobado experimentalmente, este me´todo proporciona mejores
resultados que otros criterios para la seleccio´n dina´mica de λ, como, por ejemplo, la selec-
cio´n del clasificador asociado a la mediana del conjunto {δ(j)t }Jj=1. Adema´s de la justifi-
cacio´n empı´rica con un elevado nu´mero de experimentos que se expondra´n en el Capı´tulo
6, la idoneidad del criterio seleccionado encuentra explicacio´n en una serie de resultados
teo´ricos que se discuten en la seccio´n siguiente.
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Cuadro 5.1: Pseudoco´digo de funcionamiento del algoritmo DW-RA.
1 - Entradas: {x(l), d(l)}Ll=1, {λ(j)}Jj=1
2 - Entrenar el primer clasificador, o1(x), minimizando la funcio´n de coste:
C1 =
1
L
∑L
l=1[d
(l) − o1(x(l))]2
y an˜adirlo al conjunto calculando: α1 = 12 ln
(
1+δ1
1−δ1
)
, donde δ1 = 1L
∑L
l=1 o
(j)
t (x
(l))d(l).
3 - Para t = 2, . . . , T
3.1 - Para j = 1, . . . , J
3.1.1 - Calcular la funcio´n de e´nfasis correspondiente a λ(j):
D
(j)
λ,t(x
(l)) = 1
Z
(j)
λ,t
exp
{
λ(j)[ft−1(x
(l))− d(l)]2 − (1− λ(j))f 2t−1(x(l))
}
3.1.2 - Entrenar o(j)t (x(l)) minimizando la funcio´n de coste:
C
(j)
t =
∑L
l=1 D
(j)
λ,t(x
(l))[d(l) − o(j)t (x(l))]2
3.1.3 - Calcular el para´metro generalizado de separacio´n asociado a o(j)t (x(l))
δ
(j)
t =
1
LBt−1
∑L
l=1 exp[−ft−1(x(l))d(l)]o(j)t (x(l))d(l)
donde Bt−1 = 1L
∑L
l=1 exp[−ft−1(x(l))d(l)].
3.1.4 - Calcular el peso de salida asociado al clasificador
α
(j)
t =
1
2
ln
(
1+δ
(j)
t
1−δ
(j)
t
)
3.2 - An˜adir al conjunto:
ot(x) = o
(j∗)
t (x) con αt = α
(j∗)
t
donde j∗ = arg ma´xj δ(j)t
4 - El clasificador final implementa la funcio´n
fT (x) =
∑T
t=1 αtot(x)
siendo, por tanto, dˆ(x) = sign [fT (x)] la clase estimada para el patro´n x.
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5.2. VENTAJAS DE DW-RA FRENTE A RA-WE
En el Capı´tulo 2 se revisaron dos resultados teo´ricos que justifican el buen compor-
tamiento del algoritmo RA, referentes a la convergencia del error de entrenamiento y
al comportamiento del error de generalizacio´n. En el Capı´tulo 3 se vio co´mo estas dos
propiedades podı´an extenderse al algoritmo RA-we de forma ma´s o menos directa.
A continuacio´n, se mostrara´ co´mo estas propiedades siguen verifica´ndose para el al-
goritmo que se acaba de proponer, mostrando, adema´s, co´mo la particular manera que
tiene el DW-RA de seleccionar el valor de λ permite esperar mejores resultados desde un
punto de vista de velocidad de convergencia en el error de entrenamiento, ası´ como en la
capacidad de generalizacio´n, en comparacio´n con el RA-we y el RA.
5.2.1. Aceleracio´n de la reduccio´n del error de entrenamiento
Tal y como se vio en el Apartado 3.4.1, y debido al criterio empleado para la selec-
cio´n de los valores {αt}, para el caso del algoritmo RA-we se puede acotar el error de
entrenamiento ESt mediante:
ESt =
1
2L
L∑
l=1
| sign [ft(x(l))]− d(l) | ≤ Bt ≤ t∏
t′=1
√
1− δ2t′ (5.5)
La demostracio´n de esta cota, presentada en el Anexo A.2, se basa en la aplicacio´n
recursiva de la cota: Bt ≤
√
1− δ2t Bt−1, cuya validez depende u´nicamente del criterio
empleado para la seleccio´n de αt: dicha cota es va´lida siempre que los pesos se calculen de
acuerdo a la expresio´n (3.9). Dado que el algoritmo DW-RA calcula sus pesos utilizando
esa misma expresio´n, independientemente del valor λt seleccionado, la cota (5.5) tambie´n
puede aplicarse al error de entrenamiento en que incurre el algoritmo DW-RA.
Si se analiza el valor de (5.5) para los distintos algoritmos considerados, es inmediato
comprobar que, dado que el DW-RA selecciona en cada iteracio´n el valor ma´ximo posible
para el para´metro generalizado de separacio´n, es de esperar que los valores de {δt} sean
mayores para este algoritmo que para el RA-we (y que los valores {γt} para el algoritmo
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RA), lo que resulta en un menor valor de la cota. En otras palabras, se puede esperar que
DW-RA presente una mayor velocidad en cuanto a la reduccio´n del error de entrenamiento
que los algoritmos analizados previamente.
Es interesante observar que la minimizacio´n de la cota sobre el error de entrenamiento
junto con la aplicacio´n del me´todo de Gauss-Southwell [Luenberger, 1984] proporcionan
una justificacio´n adicional del criterio seguido para la seleccio´n de λt. El me´todo de Gauss-
Southwell se utiliza para minimizar una funcio´n de J variables, g(x1, ..., xJ) de forma
iterativa mediante la optimizacio´n en cada paso de la variable que presenta un mayor valor
absoluto del gradiente de g(x1, ..., xJ), seleccionando, para cada iteracio´n, la componente
que permite una mejor aproximacio´n al mı´nimo de g(x1, ..., xJ). De manera formal, si se
define
j∗ = arg ma´x
j
∣∣∣∣∂g(x1, ..., xJ)∂xj
∣∣∣∣ (5.6)
donde |·| representa el operador valor absoluto, el me´todo optimiza el valor de la variable
xj∗ , obteniendo ası´ un nuevo valor de la funcio´n g(x1, ..., xj∗+∆xj∗ , ..., xJ), el cual sera´ el
punto de partida para la siguiente iteracio´n.
El me´todo de Gauss-Southwell puede aplicarse para justificar la seleccio´n del clasifi-
cador que provoca una mayor reduccio´n de la cota de entrenamiento. Para ello, supo´ngase
que se esta´ en la iteracio´n t-e´sima y que se dispone de J clasificadores entrenados para ser
an˜adidos al conjunto junto con unos pesos a determinar; en este caso, la cota sobre el error
de entrenamiento del conjunto resultante de an˜adir estos J clasificadores es:
B
(1,...,J)
t =
1
L
L∑
l=1
exp
[−ft−1(x(l))d(l)] exp
[
−
J∑
j=1
α
(j)
t o
(j)
t (x
(l))d(l)
]
(5.7)
Considerando esta cota una funcio´n de los pesos de salida de los J clasificadores, i.e.,
g(α1, ..., αJ), la aplicacio´n sobre ella de una iteracio´n del me´todo de Gauss-Southwell
indicara´ cual de los J clasificadores consigue una mayor reduccio´n de la cota. Para ello,
pa´rtase de la solucio´n trivial α(j)t = 0 ∀j, correspondiente al clasificador construido en la
iteracio´n t− 1, y evalu´ense las derivadas de g respecto a sus para´metros:
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∂g
∂α
(j)
t
∣∣∣∣∣
α
(j)
t =0
=
1
L
L∑
l=1
exp
[−ft−1(x(l))d(l)] ∂ exp
[
−∑Jj=1 α(j)t o(j)t (x(l))d(l)]
∂α
(j)
t
∣∣∣∣∣∣
α
(j)
t =0
= − 1
L
L∑
l=1
exp
[
−f (j)t (x(l))d(l)
]
o
(j)
t (x
(l))d(l)
∣∣∣∣∣
α
(j)
t =0
= − 1
L
L∑
l=1
exp[−ft−1(x(l))d(l)]o(j)t (x(l))d(l)
= −Bt−1δ(j)t (5.8)
Dado que tanto Bt−1 como δ(j)t toman valores positivos1, la variable α
(j)
t elegida por el
me´todo de Gauss-Southwell sera´ aquella asociada a un mayor para´metro generalizado de
separacio´n , coincidiendo con el criterio de seleccio´n utilizado por el DW-RA. En otras pa-
labras, el procedimiento de seleccio´n de DW-RA puede interpretarse como la aplicacio´n,
en cada etapa del crecimiento del conjunto, de una iteracio´n del algoritmo de Gauss-
Southwell, en la que se an˜ade el aprendedor base que proporciona una menor cota sobre el
error de entrenamiento. Adema´s, segu´n se sabe, el valor seleccionado para el correspon-
diente peso es precisamente el que minimiza el valor de dicha cota.
En el caso de los algoritmos RA-we y RA, por el contrario, la seleccio´n del e´nfasis
para el nuevo aprendedor esta´ predeterminada, y no responde a un criterio de optimizacio´n
de la cota del error de entrenamiento. Cabe esperar, por tanto, que la reduccio´n de dicha
cota sea ma´s lenta que para el algoritmo DW-RA.
1La definicio´n de δt no garantiza que un clasificador vaya a presentar siempre valores positivos del
para´metro generalizado de separacio´n. Sin embargo, experimentalmente, se ha observado que su valor es
positivo durante el crecimiento de la red (cuando el error de entrenamiento esta´ decreciendo) y que cuando
el algoritmo ha convergido (el error de entrenamiento se estanca) algunos clasificadores base pueden tener
muy malas prestaciones, presentando valores de δt muy cercanos a cero, normalmente positivos pero, en
raras ocasiones, negativos; dado que son casos muy particulares, y u´nicamente aparecen cuando el algoritmo
ha convergido, se puede considerar δt > 0 durante la convergencia del error de entrenamiento.
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5.2.2. Mejora en la capacidad de generalizacio´n
En el Apartado 3.4.2 se vio co´mo el error de generalizacio´n de un conjunto tipo RA-
we, al igual que ocurrı´a en los conjuntos tipo RA, podı´a analizarse en te´rminos del riesgo
marginal RmarginT (θ) en vez de en te´rminos del riesgo esperado R[fT ], lo que permitı´a con-
cluir que una reduccio´n en dicho riesgo marginal posibilita la mejora de la capacidad de
generalizacio´n del conjunto. De nuevo, este resultado es aplicable al algoritmo DW-RA
(ya que la salida global del conjunto sigue siendo una combinacio´n lineal de los clasifi-
cadores que lo componen). De hecho, la particular seleccio´n que realiza el DW-RA del
para´metro de mezcla permite conjeturar que la capacidad de generalizacio´n en este tipo de
conjuntos es generalmente mejor que la que presentan los conjuntos construidos emplean-
do el algoritmo RA-we. Para analizar la influencia del criterio empleado por el DW-RA
para la seleccio´n de λ sobre el riesgo marginal, conside´rese la cota establecida sobre dicho
riesgo para el algoritmo RA-we y emple´ese sobre este nuevo algoritmo,
RmarginT (θ) ≤
T∏
t=1
(1 + δt)
1+θ
2 (1− δt) 1−θ2 (5.9)
Esta desigualdad es directamente aplicable al DW-RA, dado que para su demostracio´n
(ve´ase Anexo A.3) se emplea, por un lado, la desigualdad (3.11) (la cual es va´lida tambie´n
para el DW-RA, tal y como se acaba de ver en el apartado anterior) y, por el otro, la
expresio´n que permite calcular αt (que para el algoritmo DW-RA es ide´ntica a la del RA-
we).
Tal y como se vio para el algoritmo RA-we y para el RA, a partir de este resultado,
se puede afirmar que RmarginT (θ) tiende a decrecer con el nu´mero de rondas, cuando los
factores que lo componen son menores que 1, siendo ma´s plausible que tal cosa ocurra
cuando se manejan valores pequen˜os de θ, y dependiendo, en u´ltima instancia, del valor del
para´metro generalizado de separacio´n. Por este motivo, se va a analizar el comportamiento
del te´rmino t-e´simo de la cota (5.9) en funcio´n de δt. Para ello, deno´tese este te´rmino como
h(δt)
h(δt) = (1 + δt)
1+θ
2 (1− δt) 1−θ2 (5.10)
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Figura 5.1: Evolucio´n de h(δt) en funcio´n del para´metro generalizado de separacio´n.
y analı´cese su crecimiento. Si se deriva, en primer lugar, el logaritmo neperiano de h(δt)
y se iguala a 0 el resultado, se obtiene la siguiente ecuacio´n:
∂ ln [h(δt)]
∂δt
=
1 + θ
2
1
1 + δt
− 1− θ
2
1
1− δt = 0 (5.11)
que tiene por solucio´n el punto δt = θ, lo que permite afirmar que en ese punto hay un
extremo relativo. Examinando el valor de la derivada segunda de h(δt) en δt = θ
∂2 ln [h(δt)]
∂2δt
∣∣∣∣
δt=θ
= −1 + θ
2
1
(1 + δt)2
− 1− θ
2
1
(1− δt)2
∣∣∣∣
δt=θ
= − 1
2(1 + θ)
− 1
2(1− θ) = −
1
1− θ2 (5.12)
y recordando adema´s que θ ∈ (0, 1], se comprueba que la derivada segunda es negativa y,
por lo tanto, se puede afirmar que el punto δt = θ se corresponde con un ma´ximo de h(δt).
En la Figura 5.1 se ilustra el comportamiento de h(δt) para distintos valores de θ, evi-
dencia´ndose que cuando δt > θ el te´rmino t-e´simo de (5.9), h(δt), es decreciente con
δt, presentando un descenso bastante ra´pido cuando los valores de δt son pro´ximos a 1,
mientras que para δt < θ h(δt) se mantiene ligeramente por encima de 1. Este resultado
indica que, en cada iteracio´n, interesa que los valores de δt sean lo ma´s elevados posible
para conseguir menores valores de la cota sobre el riesgo marginal.
A la luz de este ana´lisis hay que decir que, dado que el criterio empleado por el DW-RA
para la eleccio´n de λ consiste en elegir el clasificador con mayor para´metro generalizado
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de separacio´n, es esperable que dicho algoritmo sea ma´s eficiente que los algoritmos RA-
we y RA a la hora de minimizar el riesgo marginal, presentando ası´ un menor error de
generalizacio´n.
5.3. CONCLUSIONES
En este capı´tulo se ha propuesto un nuevo algoritmo denominado DW-RA que solven-
ta el problema de la seleccio´n del para´metro de mezcla, λ, inherente al RA-we. Esta pro-
puesta consiste en una seleccio´n dina´mica del para´metro de la funcio´n de e´nfasis mixto,
eligiendo en cada iteracio´n el valor que proporcione el clasificador con mejores presta-
ciones (medido en te´rminos del para´metro generalizado de separacio´n de cada posible
clasificador).
Tambie´n se ha realizado un ana´lisis teo´rico de las ventajas que el DW-RA puede pre-
sentar frente al RA-we y frente al RA ba´sico, mostrando que es razonable esperar que el
DW-RA presente mayor velocidad de convergencia del error de entrenamiento, mejorando
adema´s la capacidad de generalizacio´n del conjunto.
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CAPI´TULO 6
EVALUACIO´N DE LAS DISTINTAS
PROPUESTAS
En este capı´tulo, a trave´s de una serie de experimentos, se evaluara´n las prestaciones
de los distintos algoritmos que se han propuesto a lo largo de esta Tesis Doctoral. En
primer lugar, se describira´n co´mo se han llevado a cabo los experimentos: las bases de
datos empleadas, el proceso de entrenamiento de los diferentes conjuntos (RA, RA-we
y DW-RA) y el me´todo para medir las diferencias estadı´sticas entre las tasas de error
proporcionadas por cada algoritmo. Tras ello, se comparara´ el algoritmo RA-we frente al
RA ba´sico, verificando su ventaja potencial y analizando la efectividad de la validacio´n
cruzada a la hora de seleccionar el valor del para´metro de mezcla, λ. A continuacio´n,
se considerara´n los diferentes me´todos de construccio´n de comite´s que se propusieron
en el Capı´tulo 4, lo que permitira´ apreciar las ventajas que el me´todo de clasificacio´n
acelerada puede aportar a los comite´s de conjuntos RA-we. Despue´s, se procedera´ con el
algoritmo DW-RA, encontrando que no so´lo proporciona reduccio´n de la tasa de error,
sino tambie´n otras ventajas en te´rminos de aceleracio´n de la convergencia y de mejora en
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la capacidad de generalizacio´n respecto al RA y el RA-we (para un valor fijo de λ). Por
u´ltimo, se presentara´n las conclusiones de estos experimentos, discutiendo conjuntamente
las ventajas y limitaciones de las dos propuestas principales de esta Tesis Doctoral: los
comite´s de conjuntos RA-we y el algoritmo DW-RA.
6.1. DESCRIPCIO´N DE LOS EXPERIMENTOS
6.1.1. Bases de datos empleadas
Las prestaciones de los algoritmos se van a evaluar sobre un conjunto de 8 bases de
datos binarias: cinco bases de datos pertenecientes al repositorio de la Universidad de
California en Irvine (UCI) [Newman et al., 1998]: Abalone, Contraceptive, Image, Spam
y Tictactoe; el problema Phoneme obtenido de [Alinat, 1993]; y dos problemas sinte´ticos:
Kwok [Kwok, 1999] y Ripley [Ripley, 1994].
En el Cuadro 6.1 se resumen las principales caracterı´sticas de cada uno de estos pro-
blemas: la notacio´n o abreviatura con la que se va a denotar cada problema de ahora en
adelante, su nu´mero de dimensiones (dim) y el nu´mero de datos que hay en cada clase,
tanto en el conjunto de entrenamiento como en el de test; adema´s, para cada uno de estos
problemas se proporciona la tasa de error alcanzada por los disen˜os o´ptimos tipo Ma´quina
de Vectores Soporte (SVM) para cada caso. Las SVM son una tecnologı´a aceptada como
el “estado del arte” en aprendizaje ma´quina, por lo que su tasa de error servira´ de indicador
para apreciar la calidad de los resultados obtenidos por los algoritmos propuestos. En el
Ape´ndice B se detalla en que´ consiste cada uno de estos problemas.
Para el entrenamiento de las SVM se ha utilizado el software disen˜ado y escrito por
F. Pe´rez-Cruz [Pe´rez-Cruz, 2002], basado en el algoritmo “Iterative Re-Weighted Least
Squares” (IRWLS) descrito en [Pe´rez-Cruz et al., 2001]. Adema´s, se ha elegido un nu´cleo
gaussiano y los para´metros de las redes (dispersio´n del nu´cleo y factor de penalizacio´n del
riesgo empı´rico) se han seleccionado mediante validacio´n cruzada (CV).
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Cuadro 6.1: Caracterı´sticas de las bases de datos empleadas en la evaluacio´n de las te´cnicas
propuestas.
Datos de entrenamiento Datos de test Tasa de error
Problema Notacio´n dim (n1/n−1) (n1/n−1) de SVM
Abalone Ab 8 1238/1269 843/827 20.9
Contraceptive Co 9 506/377 338/252 28.61
Image Im 18 821/1027 169/293 3.47
Kwok Kw 2 300/200 6120/4080 11.74
Phoneme Ph 5 952/2291 634/1527 15.35
Ripley Ri 2 125/125 500/500 9.8
Spam Sp 57 1673/1088 1115/725 7.2
Tictactoe Ti 9 199/376 133/250 1.7
6.1.2. Entrenamiento de los conjuntos RA, RA-we y DW-RA
Para el disen˜o de los conjuntos RA, RA-we y DW-RA, se emplean como clasificadores
base redes neuronales de tipo Perceptro´n Multi Capa (“Multi Layer Perceptron”, MLP).
En el siguiente subapartado, se indican los para´metros de disen˜o y de entrenamiento em-
pleados para llevar a cabo estos experimentos.
El entrenamiento de los conjuntos se realiza segu´n indica el pseudoco´digo recogido en
los Cuadros 2.1, 3.1 o´ 5.1, segu´n se trate del algoritmo RA, RA-we o DW-RA, respecti-
vamente, en los que se supone conocido el nu´mero de clasificadores base que constituyen
el conjunto, T . En la segunda subseccio´n se describe co´mo se lleva a cabo esta seleccio´n
durante el entrenamiento de las redes.
Disen˜o de los clasificadores base
La arquitectura de los MLPs empleados consiste en una u´nica capa oculta, cuyo
nu´mero de neuronas, denotado como M , se selecciona mediante un proceso de CV re-
alizado de manera independiente sobre cada problema de clasificacio´n y sobre cada algo-
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ritmo, ya sea el RA, el RA-we (con un valor de λ concreto) o el DW-RA; para el caso del
algoritmo CV RA-we se seleccionan conjuntamente, mediante el proceso de CV, el valor
de M y el de λ.
En cuanto a la funcio´n de coste para el entrenamiento, en el caso del algoritmo RA, los
MLPs se entrenan con el objetivo de (2.3), i.e,
Ct =
L∑
l=1
Dt(x
(l))[d(l) − ot(x(l))]2 (6.1)
mientras que para los algoritmos RA-we, CV RA-we y DW-RA se minimiza la funcio´n
(3.8),
Cλ,t =
L∑
l=1
Dλ,t(x
(l))[d(l) − ot(x(l))]2 (6.2)
Para ello, se inicializan aleatoriamente las componentes de los pesos del MLP con
valores uniformemente distribuidos en el intervalo [−1, 1] , y se realiza su actualizacio´n
mediante el algoritmo de retropropagacio´n. Los ajustes para este algoritmo son: un paso
de aprendizaje inicial de 0.01 (tanto para la capa de entrada como para la de salida) que
decrece linealmente hasta 0 durante las 100 e´pocas que dura el entrenamiento (habie´ndose
comprobado que e´ste es un nu´mero suficiente para asegurar la convergencia).
Adema´s, se emplea un algoritmo de detencio´n prematura del entrenamiento, utilizando
el 80 % de los datos disponibles para entrenar el MLP y el 20 % restante para validar el
disen˜o, es decir, para elegir los pesos correspondientes a la e´poca que presenta un menor
error sobre esta particio´n, reduciendo ası´ los efectos perniciosos del sobreajuste.
Seleccio´n del nu´mero de clasificadores base
El u´ltimo de los aspectos a considerar en el disen˜o es el nu´mero total de clasificadores
empleados, es decir, el nu´mero total de rondas, T . Aunque este para´metro puede selec-
cionarse con te´cnicas de validacio´n cruzada o atendiendo a la evolucio´n del error de entre-
namiento, ninguna de estas soluciones es adecuada para obtener una buena generalizacio´n.
Ası´, por ejemplo, si se emplease un proceso de validacio´n cruzada, se reducirı´a el nu´mero
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efectivo de muestras de entrenamiento, modificando por ello la velocidad de convergencia
del algoritmo y llegando a resultados de convergencia bastante distintos de los o´ptimos, lo
que podrı´a conducir a una inadecuada seleccio´n del punto de parada. Si, por el contrario,
se atendiese al valor del error de entrenamiento, no habrı´a garantı´as de que el error de
generalizacio´n presente un comportamiento similar, ya que podrı´a ocurrir que el error de
entrenamiento dejase de reducirse o, incluso, llegase a anularse, y au´n ası´, tal y como se
explico´ en el Apartado 2.2.2, podrı´a ser conveniente aumentar el nu´mero de redes base del
conjunto para mejorar su capacidad de generalizacio´n.
Por las razones anteriores, para el disen˜o de los conjuntos se ha optado por seleccionar
el nu´mero final de rondas T en funcio´n de la evolucio´n de los valores αt, dado que cuando
estos valores se hacen muy pro´ximos a cero el an˜adir nuevos clasificadores al conjunto
apenas afecta a las prestaciones del mismo. En otras palabras: se propone incrementar
el nu´mero de redes hasta que la adicio´n de nuevos componentes apenas tenga influencia
en la funcio´n de clasificacio´n. Concretamente, el criterio empleado consiste en detener el
crecimiento del conjunto cuando el valor relativo de αt en las u´ltimas Tult rondas es menor
que un cierto valor de parada, Cstop; es decir,∑T
t′=T−Tult+1
αt′
Tult
∑T
t′=1 αt′
< Cstop (6.3)
fijando de forma experimental Tult a 10 y Cstop a 0.01 para todos los algoritmos y todos
los problemas, excepto, para Ti, que presenta una convergencia mucho ma´s lenta, lo que
aconseja utilizar Cstop = 5 · 10−6 para el algoritmo RA y Cstop = 10−5 para el resto de
algoritmos.
6.1.3. Diferencia estadı´stica entre los resultados: T-test
Para evaluar las prestaciones de los diferentes algoritmos (RA, CV RA-we, comite´s
de RA-we y DW-RA), se presentara´n los valores medios, de 50 entrenamientos diferentes,
de los errores de clasificacio´n Eclas obtenidos por cada algoritmo junto con el taman˜o
medio de los conjuntos resultantes (T ); tambie´n se proporcionara´ la desviacio´n esta´ndar
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de su estimacio´n, es decir, la desviacio´n esta´ndar muestral divida por la raı´z cuadrada del
nu´mero de realizaciones.
Dado que para cada algoritmo y cada problema se tiene un conjunto de 50 valores
distintos del error de clasificacio´n, Eclas, para comparar los errores de clasificacio´n entre
dos algoritmos resulta interesante saber en que´ casos sus poblaciones de muestras son es-
tadı´sticamente diferentes; para ello, se aplicara´ el T-test [Hill y Lewicki, 2005]. Este test
proporciona un valor, t, que resulta de calcular la diferencia entre las medias de las dos
distribuciones que se comparan normalizada por sus desviaciones esta´ndares; dado que
se desconoce el tipo de distribucio´n que siguen los grupos de datos a comparar, el T-
test considera que sus medias siguen una distribucio´n gaussiana de media {mi}i=1,2 (da-
da por la media muestral) y desviacio´n esta´ndar {σi/
√
Ni}i=1,2, donde las desviaciones
esta´ndares {σi}i=1,2 siguen una distribucio´n Chi-cuadrado y los valores {Ni}i=1,2 repre-
sentan al nu´mero de realizaciones en cada grupo de datos. De este modo, el valor de t
viene dado por
t =
m1 −m2√
σ21/N1 + σ
2
2/N2
(6.4)
y, tal y como se puede demostrar, se distribuye segu´n una t de Student con N1 + N2 − 1
grados de libertad1.
En el caso de los experimentos que se presentan en esta Tesis Doctoral, los valores
m1 y m2 se correspondera´n con los valores de Eclas de los algoritmos que se comparan
y, dado que cada uno de estos valores se ha promediado sobre 50 iteraciones, el nu´mero
de grados de libertad de distribucio´n t de Student del para´metro t sera´ 99. Entonces, y de
acuerdo con las tablas de la distribucio´n t de Student, se puede afirmar con un 95 % de
seguridad que los valores medios de las dos distribuciones son estadı´sticamente diferentes
si |t| > 1.66.
1El uso del T-test se esta´ haciendo de manera laxa, ya para requiere que las realizaciones sean indepen-
dientes; en los casos en los que se va a aplicar se emplean los mismos datos de entrenamiento, y aunque se
se inicializan de forma distinta los pesos de los MLPs e, incluso, la particio´n de entrenamiento (consistente
en el 80% de los datos) es aleatoria, no se puede garantizar esta independencia.
78
CAP´ITULO 6. EVALUACI ´ON DE LAS DISTINTAS PROPUESTAS
Cuadro 6.2: Valores lı´mite del para´metro t del T-test para distintos niveles de certeza.
Certeza ( % ) 75 80 85 90 95 97.5 99 99.5 99.9 99.95
tlimit 0.677 0.845 1.042 1.290 1.660 1.984 2.364 2.626 3.174 3.390
A lo largo de la discusio´n de resultados, se utilizara´ tlimit = 1.66 como valor lı´mite
para aceptar diferencia estadı´stica significativa entre los resultados alcanzados por dos
algoritmos para cada problema. Pero, si se desea extraer conclusiones con un nivel de
certeza distinto del 95 %, podrı´an emplearse los valores lı´mite correspondientes, algunos
de los cuales se encuentran recogidos en el Cuadro 6.2.
6.2. SELECCIO´N POR CV DEL PARA´METRO DE MEZCLA
En esta seccio´n se comparan:
El algoritmo RA ba´sico descrito en el Capı´tulo 2; de cara a aclarar la notacio´n,
de ahora en adelante, este algoritmo se denotara´ como RA-se (“RA with standard
emphasis”),
y el algoritmo CV RA-we. Como se indico´ en el Apartado 3.6, se trata de una
versio´n particular del algoritmo RA-we en la que el valor del para´metro de mez-
cla, λCV , se selecciona mediante CV; concretamente, se ha realizado un proceso
de CV de 5 particiones con 20 iteraciones sobre cada particio´n para seleccionar el
para´metro de mezcla de entre 11 valores equiespaciados en el intervalo [0, 1] (i.e.,
λCV ∈ {0, 0.1, 0.2, . . . , 1}).
Adema´s, se incluyen los resultados del algoritmo RA-we para el valor λ0 ∈
{0, 0.1, 0.2, . . . , 1} que ofrece mejores resultados sobre el conjunto de test. Cierto es que
este me´todo para seleccionar λ no es lı´cito; sin embargo, esta aproximacio´n “omnisciente”
va a resultar de gran utilidad para evaluar las ventajas potenciales que el algoritmo RA-we
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puede proporcionar y para comprobar la eficacia del me´todo CV RA-we para la seleccio´n
de λ.
En el Cuadro 6.3 se muestran los errores de clasificacio´n, Eclas, de ambos algoritmos
junto con el taman˜o medio (T ) de los conjuntos; tambie´n se indica, por un lado, el nu´mero
de neuronas ocultas (M ) que han empleado los MLPs que forman el conjunto (como se in-
dico´, este valor ha sido seleccionado independientemente para cada algoritmo y problema
mediante un proceso de CV), y, por otro lado, el valor proporcionado por el T-test aplicado
a los errores de clasificacio´n de los algoritmos RA-se y CV RA-we. Cabe resen˜ar que un
valor positivo del T-test indica que la tasa de error del CV RA-we mejora la del RA-se,
y un valor negativo indica lo contrario. Adema´s, para facilitar la comparacio´n entre los
algoritmos, se ha resaltado con letra negrita aquel error de clasificacio´n que resulta ser el
menor de la comparacio´n de estos dos algoritmos.
Del ana´lisis de los resultados en el Cuadro 6.3 pueden extraerse las siguientes conclu-
siones:
En dos de los problemas, Ph y Ri, el algoritmo CV RA-we mejora la tasa de error del
RA-se con una diferencia estadı´stica significativa (t > 1.66). En Co, el CV RA-we
tambie´n obtiene una tasa de error menor, si bien la diferencia estadı´stica no es tan
clara. Analizando el resultado del T-test, y a la luz del Cuadro 6.2, se puede concluir
que, con ma´s de un 90 % de certeza, sı´ existe esta diferencia estadı´stica.
En otros tres casos (Im, Kw y Sp), ambos algoritmos presentan exactamente los
mismos resultados dado que el algoritmo CV RA-we ha seleccionado 0.5 como
valor del para´metro de mezcla.
En los dos casos restantes, Ab y Ti, el CV RA-we obtiene peores tasas de error que
el RA-se, aunque para el Ti no hay una diferencia estadı´stica clara.
Cabe resaltar que, aunque parezca que las mejoras proporcionadas por el algoritmo
CV RA-we son pequen˜as, realmente no lo son si se tiene en cuenta que las tasas de
error que presenta el RA-se son de por sı´ bastante competitivas, ya que mejoran en
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Cuadro 6.3: Prestaciones presentadas por los algoritmos RA-se y CV RA-we y por la
aproximacio´n “omnisciente”.
RA-se CV RA-we Aproximacio´n “omnisciente” T-test
M T Eclas M λCV T Eclas M λ0 T Eclas t
31.18 19.38 33.06 19.45 18.70 19.01
Ab 4 (± 0.36) (± 0.02) 4 0.8 (± 0.59) (± 0.02) 6 0.1 (± 0.01) (± 0.00) -2.26
33.68 29.00 26.04 28.60 22.58 28.51
Co 2 (± 0.74) (± 0.20) 6 0.1 (± 0.86) (± 0.21) 3 0 (± 0.07) (± 0.02) 1.36
19.60 2.46 19.60 2.46 19.72 2.26
Im 11 (± 0.38) (± 0.04) 11 0.5 (± 0.38) (± 0.04) 9 0.3 (± 0.08) (± 0.01) 0
29.26 11.71 29.26 11.71 25.56 11.64
Kw 15 (± 0.14) (± 0.01) 15 0.5 (± 0.14) (± 0.01) 9 0.4 (± 0.04) (± 0.00) 0
27.74 14.04 16.56 13.49 18.34 13.46
Ph 60 (± 0.34) (± 0.07) 62 0 (± 0.13) (± 0.09) 54 0.1 (± 0.02) (± 0.01) 4.78
28.86 9.73 38.80 9.64 47.68 9.30
Ri 48 (± 0.18) (± 0.01) 34 0.7 (± 1.05) (± 0.03) 34 1 (± 0.10) (± 0.00) 3.05
26.18 5.94 26.18 5.94 33.04 5.77
Sp 7 (± 0.64) (± 0.09) 7 0.5 (± 0.64) (± 0.09) 6 0.6 (± 0.17) (± 0.01) 0
4490.36 0.78 6965.76 0.89 4490.36 0.78
Ti 4 (± 139.66) (± 0.08) 3 0.4 (± 161.41) (± 0.08) 4 0.5 (± 139.66) (± 0.08) -0.94
todos los casos, excepto en Co, las obtenidas por una SVM (ve´ase el Cuadro 6.1);
por lo tanto, la mejora que consigue el algoritmo CV RA-we es ma´s relevante de lo
que puede parecer a primera vista, ma´s au´n si se tiene en cuenta que la tasa de error
proporcionada por las SVM en el problema Co, que no es batida por el RA-se, es
alcanzada por el CV RA-we. En definitiva, se puede afirmar que el algoritmo CV
RA-we mejora sistema´ticamente las prestaciones de las SVM en todos las bases de
datos empleadas en esta Tesis Doctoral.
Aparte de lo anterior, si se comparan los resultados del CV RA-we con la aproximacio´n
“omnisciente” para evaluar la idoneidad de seleccionar λ mediante CV, se puede concluir
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Figura 6.1: Comportamiento Eclas en funcio´n del valor de λ en el problema Abalone.
que el proceso de CV es u´nicamente moderadamente u´til. No´tese que, aunque en la ma-
yorı´a de los casos se ha seleccionado un valor pro´ximo al o´ptimo, λ0, una seleccio´n ma´s
fina en casos como Im , Kw o Sp proporcionarı´a mejoras todavı´a ma´s significativas. Es
ma´s, hay casos como Ab en los que el valor λCV dista considerablemente de ser el o´pti-
mo; de hecho, en este caso se ha observado que existe un conjunto de valores pro´ximos a
λ = 0.2 que mejoran significativamente las prestaciones del CV RA-we (ve´ase la Figura
6.1), no so´lo en cuanto a tasa de error obtenida, sino tambie´n permitiendo la obtencio´n de
conjuntos de menor taman˜o.
En definitiva, los resultados alcanzados muestran que, si bien el algoritmo CV RA-
we presenta mejoras frente al RA-se en te´rminos de reduccio´n de la tasa de error y, en
ocasiones, de reduccio´n de la complejidad de la red resultante, no siempre es capaz de
aprovechar al ma´ximo las ventajas que la funcio´n de e´nfasis mixta es capaz de propor-
cionar.
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6.3. COMITE´S DE CONJUNTOS RA-WE
A continuacio´n se van a analizar las prestaciones los cuatro me´todos de construccio´n
de comite´s que se propusieron en el Capı´tulo 4, es decir:
1. Los comite´s construidos para minimizar el MSE y que emplean el me´todo de com-
binacio´n lineal. Por comodidad en la notacio´n, de ahora en adelante este tipo de
comite´s va a denotarse como comite´ lineal o COMlin.
2. Los comite´s construidos para minimizar el MSE, pero que, a diferencia de los an-
teriores, emplean una funcio´n de activacio´n de tipo tangente hiperbo´lica a la salida.
En este caso, la notacio´n empleada sera´ comite´ con “tanh” o COMth.
3. Los comite´s que utilizan el esquema de voto generalizado, a los que se citara´ como
comite´ con voto o COMvoto.
4. Y, por u´ltimo, los comite´s que siguen el criterio de ajuste de pesos del RA-we. Este
tipo de comite´s se denotara´ con COMRA−we.
Para construir cada uno de estos comite´s, se han entrenado 11 conjuntos tipo RA-we,
empleando, cada uno de ellos, un valor diferente de λ de entre el conjunto de valores
{0, 0.1, . . . , 0.9, 1}, y seleccionando mediante un proceso de CV el nu´mero de neuronas
ocultas (M ) que deben emplear sus MLPs; esta seleccio´n, cuyos resultados se recogen
en el Cuadro 6.4, se realiza para obtener el mejor conjunto RA-we y es, por lo tanto,
independiente del tipo de comite´ que se vaya a construir.
Una vez que se dispone de los conjuntos que van a integrar el comite´, se debe fijar
el conjunto de pesos de salida {w1, . . . , w11} que realiza la combinacio´n de los conjuntos
RA-we. El comite´ lineal y el comite´ con voto emplean la inversa generalizada de Moore-
Penrose para ajustar estos pesos, mientras que el comite´ con el criterio del RA-we sigue el
procedimiento descrito en 4.1.1 y el comite´ con “tanh” requiere emplear un algoritmo de
bu´squeda para ajustar el conjunto de pesos. En particular, para entrenar la capa de salida
de este u´ltimo tipo de comite´s se emplea un algoritmo de descenso por gradiente que se
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Cuadro 6.4: Valores de M seleccionados por cada conjunto RA-we en funcio´n del valor
de λ empleado por cada uno.
Valor de λ empleado
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Ab 4 4 5 3 5 4 6 2 4 5 3
Co 3 6 4 4 2 2 2 2 2 2 2
Im 15 14 14 15 11 11 11 11 10 14 10
Kw 15 13 13 14 15 15 13 12 12 13 13
Ph 62 64 64 60 60 60 66 66 58 66 58
Ri 30 30 44 36 36 48 48 34 34 34 34
Sp 5 5 5 6 7 7 5 7 8 8 5
Ti 3 4 3 3 3 4 4 3 3 4 3
deja evolucionar durante 100 e´pocas (suficiente para asegurar la convergencia), con una
tasa de aprendizaje fijada a 0.05 durante las primeras 50 e´pocas y decreciente desde 0.05
a 0 durante las 50 e´pocas restantes.
Adema´s de evaluar las prestaciones de cada tipo de comite´, se analizara´n las ventajas
que aporta el me´todo de seleccio´n de redes sobre cada uno de ellos. Dicho me´todo mide la
calidad de los diferentes conjuntos RA-we que van a formar el comite´ y elimina las redes
RA-we que presentan las peores prestaciones y pueden deteriorar las prestaciones finales
del comite´; para ello, requiere establecer, previamente, un umbral que indique que´ redes
deben eliminarse, para cuya seleccio´n se ha empleado un proceso de CV (aplicado u´nica-
mente para la capa de salida) sobre el conjunto de para´metros de calidad normalizado
(ve´ase el Apartado 4.1.2). Los umbrales seleccionados para cada problema y cada tipo de
comite´ se encuentran recogidos en el Cuadro 6.5.
En los apartados siguientes se presentara´n las prestaciones de cada tipo de
comite´ frente al algoritmo RA-se, comparando sus prestaciones cuando se emplea el me´to-
do de seleccio´n de redes y cuando no es ası´ (se llamara´ a esta versio´n como me´todo ba´sico).
Aparte de los valores medios y las estimaciones de las desviaciones de las tasas de error
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Cuadro 6.5: Umbrales empleados por el me´todo de seleccio´n de redes en cada problema y
en cada tipo de comite´.
COMlin COMth COMvoto COMRA−we
Ab 0.1 -0.8 0 1.2
Co -1.1 -0.6 -1.4 -1.1
Im -0.7 1.3 -0.6 -0.6
Kw 2.5 4.1 2.8 2.4
Ph -0.6 -0.6 -0.5 -0.6
Ri 0.3 0.7 -0.4 0.5
Sp -0.8 1.3 -0.7 -0.6
Ti -0.3 -0.3 -0.3 -0.3
(Eclas) y del numero de redes (T ), se incluyen los valores del T-test obtenidos al comparar
los errores del comite´ ba´sico con el RA-se (tBas,RA), al comparar el comite´ con seleccio´n
de redes con el RA-se (tSel,RA) y al comparar entre sı´ el comite´ con seleccio´n de redes con
el comite´ ba´sico (tSel,Bas).
6.3.1. Prestaciones de los comite´s lineales
En el Cuadro 6.6 se presentan los resultados de este tipo de comite´s, de los cuales se
concluye que:
Los comite´s lineales ba´sicos presentan unas prestaciones relativamente buenas, ya
que en cinco de los ocho problemas sobre los que han sido evaluados (Ab, Co, Kw,
Ph y Sp) se consigue mejorar las prestaciones del RA-se. Adema´s, en cuatro de estos
problemas se obtiene una diferencia estadı´stica clara (tBas,RA > 1.66).
Cuando se emplea el me´todo de seleccio´n de redes sobre este tipo de comite´s, se
mejoran sus prestaciones en la mayorı´a de los casos, destacando las mejoras en
las tasas de error de Ab, Im, Ri y Ti, ya que presentan una diferencia estadı´stica
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Cuadro 6.6: Prestaciones de los comite´s lineales (en su versio´n ba´sica y realizando selec-
cio´n de redes) frente al RA-se.
RA-se Ba´sico Con seleccio´n de redes
T Eclas T Eclas tBas,RA T Eclas tSel,RA tSel,Bas
31.18 19.38 310.48 19.31 160.86 19.21
Ab (± 0.36) (± 0.02) (± 1.31) (± 0.02) 2.41 (± 4.30) (± 0.02) 5.20 3.34
33.68 29.00 321.58 28.68 48.52 28.64
Co (± 0.74) (± 0.20) (± 2.44) (± 0.20) 1.12 (± 2.48) (± 0.18) 1.31 0.14
19.60 2.46 226.48 2.65 60.04 2.35
Im (± 0.38) (± 0.04) (± 1.96) (± 0.03) −3.62 (± 2.70) (± 0.03) 2.11 7.31
29.26 11.71 336.34 11.66 334.56 11.66
Kw (± 0.14) (± 0.01) (± 1.22) (± 0.00) 6.59 (± 1.77) (± 0.00) 6.55 −0.18
27.74 14.04 292.22 13.73 62.88 13.49
Ph (± 0.34) (± 0.07) (± 2.11) (± 0.07) 3.17 (± 3.52) (± 0.09) 4.82 2.19
28.86 9.73 348.62 9.97 254.92 9.75
Ri (± 0.18) (± 0.01) (± 2.06) (± 0.01) −16.52 (± 4.46) (± 0.02) −0.88 11.28
26.18 5.94 309.84 5.55 78.84 5.68
Sp (± 0.64) (± 0.09) (± 3.13) (± 0.07) 3.43 (± 2.97) (± 0.08) 2.22 −1.16
4490.36 0.78 48350.86 2.85 26566.84 1.17
Ti (± 139.66) (± 0.08) (± 757.91) (± 0.19) −10.20 (± 633.52) (± 0.12) −2.80 7.64
muy significativa. Sin embargo, en los problemas Sp y Kw, este me´todo degrada las
prestaciones de los comite´s lineales, aunque, en el cualquier caso, la degradacio´n
sufrida es despreciable.
De otro lado, cabe destacar la reduccio´n de necesidades computacionales que el
me´todo de seleccio´n de redes aporta a los comite´s construidos, ya que llega a ser del
85 % en Co, del 80 % en Ph y del 75 % en Im y Sp.
Por u´ltimo, si se comparan los resultados del RA-se con los obtenidos por los
comite´s empleando el me´todo de seleccio´n de redes, se ve que estos comite´s mejoran
las prestaciones del RA-se, adema´s de en los mismos casos que la versio´n ba´sica,
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para el problema Im. En el problema Co, donde no hay diferencia estadı´stica clara
frente a los resultados del RA-se, el T-test esta´ pro´ximo a indicarla con una certeza
del 90 %. En los problemas Ri y Ti, los resultados siguen siendo peores que los del
RA-se, pero ahora la diferencia es menor; de hecho, en Ri no hay una diferencia
estadı´stica clara entre ellos (|tSel,RA| < 1.66).
6.3.2. Prestaciones de los comite´s con activacio´n “tanh”
Los resultados de este tipo de comite´, recogidos en el Cuadro 6.7, muestran que:
Este tipo de comite´, en su versio´n ba´sica, so´lo mejora las prestaciones del RA-se,
con diferencia estadı´stica clara, en dos problemas: Im y Ph. En el resto de los casos
las prestaciones son peores, salvo en Ab, donde puede considerarse que presenta los
mismos resultados del RA-se.
El empleo del me´todo de seleccio´n de redes aporta ventajas en cuatro casos, aunque
estas ventajas son mı´nimas: so´lo en uno de estos casos, en el problema Ti, hay di-
ferencia estadı´stica con los resultados de la versio´n ba´sica (tSel,Bas = 6.58). En
Ab, la seleccio´n de redes permite que este tipo de comite´ mejore la tasa de error
del RA-se (aunque sin diferencia estadı´stica clara). En el resto de los problemas,
el me´todo de seleccio´n de redes empeora las prestaciones del comite´. El motivo de
esta degradacio´n en la tasa de error puede deberse a una mala seleccio´n de los um-
brales empleados para la seleccio´n de redes, ya que, como puede comprobarse en el
Cuadro 6.5, los umbrales seleccionados para este comite´ difieren claramente de los
umbrales seleccionados para el resto de comite´s.
Obviamente, a pesar de esta degradacio´n ocasional en la tasa de error, la aplicacio´n
del me´todo de seleccio´n de redes sı´ consigue una reduccio´n del nu´mero de redes que
componen el comite´, aunque no tan clara como en el caso anterior: en problemas
como Ab, Co, Ph y Ti se consiguen reducciones entre el 50 % y el 80 %.
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Cuadro 6.7: Prestaciones de los comite´s con activacio´n “tanh” (en su versio´n ba´sica y
realizando seleccio´n de redes) frente al RA-se.
RA-se Ba´sico Con seleccio´n de redes
T Eclas T Eclas tBas,RA T Eclas tSel,RA tSel,Bas
31.18 19.38 310.48 19.38 63.08 19.35
Ab (± 0.36) (± 0.02) (± 1.31) (± 0.05) −0.02 (± 3.17) (± 0.04) 0.64 0.48
33.68 29.00 321.58 29.30 85.86 29.18
Co (± 0.74) (± 0.20) (± 2.44) (± 0.22) −0.98 (± 2.27) (± 0.25) −0.57 0.35
19.60 2.46 226.48 2.24 196.62 2.43
Im (± 0.38) (± 0.04) (± 1.96) (± 0.03) 3.85 (± 2.06) (± 0.06) 0.37 −2.92
29.26 11.71 336.34 11.80 336.34 11.78
Kw (± 0.14) (± 0.01) (± 1.22) (± 0.01) −7.25 (± 1.22) (± 0.01) −5.26 1.28
27.74 14.04 292.22 13.38 62.88 13.51
Ph (± 0.34) (± 0.07) (± 2.11) (± 0.09) 5.77 (± 3.52) (± 0.09) 4.73 −1.00
28.86 9.73 348.62 9.96 275.94 10.78
Ri (± 0.18) (± 0.01) (± 2.06) (± 0.04) −5.56 (± 4.58) (± 0.16) −6.45 −4.89
26.18 5.94 309.84 6.22 273.06 6.61
Sp (± 0.64) (± 0.09) (± 3.13) (± 0.09) −2.28 (± 3.46) (± 0.10) −4.97 −2.89
4490.36 0.78 48350.86 3.23 26566.84 1.23
Ti (± 139.66) (± 0.08) (± 757.91) (± 0.28) −8.38 (± 633.52) (± 0.11) −3.23 6.58
Para finalizar, cabe destacar que aunque las prestaciones conseguidas por este tipo
de comite´ no mejoren casi nunca a las del RA-se, en los casos en que sı´ lo hacen,
se consigue una ganancia muy significativa que, como se vera´ ma´s adelante, mejora
incluso las prestaciones de la aproximacio´n “omnisciente”.
6.3.3. Prestaciones de los comite´s con voto generalizado
De los resultados presentados por los comite´s construidos con el me´todo de voto ge-
neralizado, que se recogen en el Cuadro 6.8, se observa:
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Cuadro 6.8: Prestaciones de los comite´s con voto generalizado (en su versio´n ba´sica y
realizando seleccio´n de redes) frente al RA-se.
RA-se Ba´sico Con seleccio´n de redes
T Eclas T Eclas tBas,RA T Eclas tSel,RA tSel,Bas
31.18 19.38 310.48 19.28 153.22 19.19
Ab (± 0.36) (± 0.02) (± 1.31) (± 0.02) 3.57 (± 4.38) (± 0.02) 6.33 3.45
33.68 29.00 321.58 28.69 30.80 25.68
Co (± 0.74) (± 0.20) (± 2.44) (± 0.21) 1.05 (± 1.96) (± 0.44) 6.81 6.17
19.60 2.46 226.48 2.67 76.32 2.34
Im (± 0.38) (± 0.04) (± 1.96) (± 0.03) −3.90 (± 3.43) (± 0.03) 2.33 8.07
29.26 11.71 336.34 11.66 336.34 11.66
Kw (± 0.14) (± 0.01) (± 1.22) (± 0.00) 5.90 (± 1.22) (± 0.00) 5.90 0.00
27.74 14.04 292.22 13.73 79.80 13.50
Ph (± 0.34) (± 0.07) (± 2.11) (± 0.06) 3.16 (± 3.45) (± 0.09) 4.70 2.12
28.86 9.73 348.62 9.96 164.10 9.52
Ri (± 0.18) (± 0.01) (± 2.06) (± 0.01) −15.96 (± 6.60) (± 0.02) 7.89 18.34
26.18 5.94 309.84 5.55 90.68 5.65
Sp (± 0.64) (± 0.09) (± 3.13) (± 0.07) 3.44 (± 2.80) (± 0.08) 2.46 −0.92
4490.36 0.78 48350.86 2.94 26566.84 1.32
Ti (± 139.66) (± 0.08) (± 757.91) (± 0.19) −10.54 (± 633.52) (± 0.12) −3.61 7.19
Este tipo de comite´, en su versio´n ba´sica, mejora las prestaciones del RA-se en cinco
de los ocho problemas (Ab, Co, Kw, Ph y Sp) y, adema´s, lo hace presentando una
diferencia estadı´stica significativa en todos los casos excepto en uno (Co).
Cuando estos comite´s emplean el me´todo de seleccio´n de redes, consiguen reducir
au´n ma´s las tasas de error del RA-se. ´Unicamente en Sp hay un ligero empeoramien-
to respecto a su versio´n ba´sica (tSel,Bas = −0.92). Entre estas mejoras destaca la
correspondiente al problema Co, donde la reduccio´n de la tasa de error es bastante
considerable (compa´rese incluso con el resultado obtenido por una SVM, 28.61 %).
Si se analiza en detalle la tasa de error obtenida en Co empleando el me´todo de
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seleccio´n de redes, se observa que en algunas ocasiones (en algunas de las 50 rea-
lizaciones sobre las que se encuentran promediados los resultados) el comite´ resul-
tante es realmente bueno, presentando tasas de error del 22 %, mientras que en otras
ocasiones el comite´ sigue prestando tasas de error en torno al 29 %; esto origina que
el valor medio del error disminuya, respecto a la versio´n ba´sica del comite´, y au-
mente su desviacio´n esta´ndar. Por este motivo, aunque la diferencia entre los errores
medios sea superior al 2 % en te´rminos absolutos, el T-test marca la una diferencia
estadı´stica menor que en Ri o Im.
Respecto al taman˜o de los comite´s, se observa que la seleccio´n de redes ofrece re-
ducciones computacionales generalmente en torno al 60 %: en problemas como Kw
no hay reduccio´n alguna, pero en otros casos, como Co, la reduccio´n computacional
obtenida llega al 90 %.
Las mejoras aportadas por el me´todo de seleccio´n de redes hacen que este tipo de
comite´ supere sistema´ticamente al RA-se, con una diferencia estadı´stica clara, salvo
en el caso del problema Ti.
6.3.4. Prestaciones de los comite´s con criterio RA-we
Sobre este u´ltimo tipo de comite´, cuyos resultados se presentan en el Cuadro 6.9, se
puede concluir que:
En su versio´n ba´sica consiguen mejoras respecto al RA-se en cinco de los ocho pro-
blemas considerados: concretamente, en Ab, Co, Im, Ph y Sp. Sin embargo, u´nica-
mente en dos de ellos (Im y Ph) existe una diferencia estadı´stica significativa.
El me´todo de seleccio´n apenas ocasiona diferencias con respecto al me´todo ba´sico,
pues so´lo aparece una diferencia estadı´stica significativa en el problema Ri. El he-
cho de que so´lo existan pequen˜as mejoras se debe a que este tipo de comite´s em-
plea el criterio de ajuste de pesos del RA-we, el cual tiene en cuenta, evaluando su
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Cuadro 6.9: Prestaciones de los comite´s con el criterio del RA-we (en su versio´n ba´sica y
realizando seleccio´n de redes) frente al RA-se.
RA-se Ba´sico Con seleccio´n de redes
T Eclas T Eclas tBas,RA T Eclas tSel,RA tSel,Bas
31.18 19.38 310.48 19.33 268.96 19.34
Ab (± 0.36) (± 0.02) (± 1.31) (± 0.02) 1.57 (± 2.66) (± 0.02) 1.48 −0.09
33.68 29.00 321.58 28.61 48.52 28.60
Co (± 0.74) (± 0.20) (± 2.44) (± 0.19) 1.42 (± 2.48) (± 0.19) 1.44 0.03
19.60 2.46 226.48 2.35 76.32 2.33
Im (± 0.38) (± 0.04) (± 1.96) (± 0.03) 2.03 (± 3.43) (± 0.03) 2.56 0.72
29.26 11.71 336.34 11.74 333.64 11.74
Kw (± 0.14) (± 0.01) (± 1.22) (± 0.01) −1.90 (± 2.06) (± 0.01) −1.97 −0.01
27.74 14.04 292.22 13.49 62.88 13.47
Ph (± 0.34) (± 0.07) (± 2.11) (± 0.09) 4.68 (± 3.52) (± 0.09) 4.84 0.14
28.86 9.73 348.62 9.87 262.10 9.83
Ri (± 0.18) (± 0.01) (± 2.06) (± 0.02) −6.66 (± 4.83) (± 0.02) −4.47 1.68
26.18 5.94 309.84 5.80 108.18 5.74
Sp (± 0.64) (± 0.09) (± 3.13) (± 0.08) 1.21 (± 2.93) (± 0.08) 1.65 0.47
4490.36 0.78 48350.86 0.97 26566.84 0.91
Ti (± 139.66) (± 0.08) (± 757.91) (± 0.09) −1.55 (± 633.52) (± 0.09) −1.10 0.40
para´metro generalizado de separacio´n, la relevancia de cada conjunto, asignando un
peso muy bajo a aquellos con peores prestaciones.
Sin embargo, el me´todo de seleccio´n de redes sı´ consigue una reduccio´n computa-
cional significativa, como puede verse en Co, Im, Ph, Sp o Ti.
Debido a que el me´todo de seleccio´n de redes no aporta mejoras notables, la com-
paracio´n entre el comite´ con seleccio´n de redes y el RA-se puede realizarse en te´rmi-
nos muy similares a los del comite´ ba´sico.
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6.3.5. Evaluacio´n conjunta de los diferentes comite´s
Hasta el momento se han analizado las prestaciones de cada tipo de comite´ frente
al RA-se. En este apartado se va a llevar a cabo un evaluacio´n conjunta de todos ellos.
Por este motivo, en el Cuadro 6.10 se muestran los resultados del mejor de los comite´s
resultantes de los apartados anteriores frente al RA-se; en el caso de que varios tipos
de comite´s presenten los mismos errores de clasificacio´n, se muestra el resultado de la
combinacio´n que tenga una mayor diferencia estadı´stica frente al RA-se. Adema´s, en el
cuadro tambie´n se incluyen los resultados de la aproximacio´n “omnisciente”, para poder
ası´ evaluar en que´ casos la combinacio´n es capaz de superar al mejor de los conjuntos
RA-we que constituyen el comite´.
Los resultados del Cuadro 6.10 evidencian las ventajas que los comite´s de redes RA-
we pueden aportar, ya que son capaces de mejorar las prestaciones del RA-se, con una
diferencia estadı´stica clara, en todos los casos excepto en Ti. Adema´s, en la mitad de los
casos, concretamente en los problemas Co, Im, Ph y Sp, se consigue reducir la tasa de error
presentada por la aproximacio´n “omnisciente”, lo que indica la idoneidad del proceso de
combinacio´n, ya que es capaz de mejorar las prestaciones de la mejor de las redes RA-
we que componen el comite´. En Co y Sp esta tasa “record” corresponde a los comite´s con
voto, mientras que en Im y Ph son los comite´s con “tanh” los que consiguen esta reduccio´n
de la tasa de error.
Adicionalmente, comparando entre sı´ los resultados incluidos en los Cuadros 6.6 a
6.10, se concluye que:
Si se consideran las prestaciones medias (sobre todas las bases de datos), se puede
afirmar que los comite´s lineales y los comite´s con voto son los que presentan los
mejores resultados, destacando especialmente los comite´s con voto, ya que con-
siguen tasas de error record en cuatro de los ocho problemas.
Es notable la mejora casi sistema´tica que el me´todo de seleccio´n de redes ocasiona
sobre los comite´s lineales y con voto, aportando mejoras en la tasa de error y re-
duciendo la complejidad del comite´.
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Cuadro 6.10: Evaluacio´n del mejor de los comite´s frente al algoritmo RA-se y frente a la
aproximacio´n “omnisciente”.
RA-se Comite´s T-test Omnisciente
T Eclas Tipo T Eclas t T Eclas
31.18 19.38 COMvoto 153.22 19.19 18.70 19.01
Ab (± 0.36) (± 0.02) Seleccio´n (± 4.38) (± 0.02) 6.33 (± 0.01) (± 0.00)
33.68 29.00 COMvoto 30.80 25.68 22.58 28.51
Co (± 0.74) (± 0.20) Seleccio´n (± 1.96) (± 0.44) 6.81 (± 0.07) (± 0.02)
19.60 2.46 COMth 226.48 2.24 19.72 2.26
Im (± 0.38) (± 0.04) Ba´sico (± 1.96) (± 0.03) 3.85 (± 0.08) (± 0.01)
29.26 11.71 COMlin 336.34 11.66 25.56 11.64
Kw (± 0.14) (± 0.01) Ba´s. o´ Sel. (± 1.22) (± 0.00) 6.59 (± 0.04) (± 0.00)
27.74 14.04 COMth 292.22 13.38 18.34 13.46
Ph (± 0.34) (± 0.07) Ba´sico (± 2.11) (± 0.09) 5.77 (± 0.02) (± 0.01)
28.86 9.73 COMvoto 164.10 9.52 47.68 9.30
Ri (± 0.18) (± 0.01) Seleccio´n (± 6.60) (± 0.02) 7.89 (± 0.10) (± 0.00)
26.18 5.94 COMvoto 309.84 5.55 33.04 5.77
Sp (± 0.64) (± 0.09) Ba´sico (± 3.13) (± 0.07) 3.44 (± 0.17) (± 0.01)
4490.36 0.78 COMRA−we 26566.84 0.91 4490.36 0.78
Ti (± 139.66) (± 0.08) Seleccio´n (± 633.52) (± 0.09) −1.10 (± 139.66) (± 0.08)
Por otro lado, los comite´s con “tanh”, en su versio´n ba´sica, son capaces de presentar
tasas de error inferiores a las de la aproximacio´n “omnisciente” en los problemas Im
y Ph, aunque en el resto de los problemas sus prestaciones dejan mucho que desear.
Esta diferencia de calidad tan considerable se debe al proceso de ajuste de pesos
que, en ocasiones, causa sobreajuste en el comite´, deteriorando ası´ su capacidad de
generalizacio´n.
El u´ltimo tipo de comite´s, los comite´s con el criterio del RA-we, presenta tasas de
error que superan en muchas ocasiones a las del RA-se, y que no distan considera-
blemente de los resultados del mejor comite´; es ma´s, en algu´n caso presenta la mejor
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tasa de error de entre todos los comite´s.
En resumen, se concluye que, aunque los comite´s con “tanh” presenten resultados pun-
tuales muy buenos, en general son mejores los resultados del resto de comite´s, destacando
los comite´s lineales y, especialmente, los comite´s con voto cuando emplean el me´todo de
seleccio´n de redes.
6.4. CLASIFICACIO´N ACELERADA DE COMITE´S DE
CONJUNTOS RA-WE
En esta seccio´n se van a evaluar las ventajas aportadas por el me´todo de clasificacio´n
acelerada, presentado en la Seccio´n 4.2, sobre los comite´s lineales, los comite´s con “tanh”
y los comite´s con el criterio del RA-we (no se considerara´n comite´s con voto ya que, tal
y como se explico´ en el Apartado 4.2.1, su uso es incompatible con el me´todo de clasifi-
cacio´n ra´pida). En la seccio´n anterior se evaluaron dos versiones diferentes de cada unos
de estos comite´s, la versio´n ba´sica y la versio´n con seleccio´n de redes. Dado que esta u´lti-
ma presenta (generalmente) mejores prestaciones, se aplicara´ el me´todo de clasificacio´n
acelerada u´nicamente sobre dicha versio´n. Debemos indicar, no obstante, que si se aplicase
sobre sobre la versio´n ba´sica (que implica un mayor nu´mero de redes) las mejoras con-
seguidas, en te´rminos de reduccio´n del coste computacional, superarı´an a las que aparecen
a continuacio´n.
Para analizar las mejoras aportadas por el me´todo de clasificacio´n acelerada se presen-
tan, para cuatro valores diferentes del para´metro suavizador del umbral (β), el valor medio
del nu´mero de clasificadores base que es necesario evaluar (T β), promediado sobre todo
el conjunto de test, y el error medio de clasificacio´n conseguido (Eβclas). Adema´s, junto
con los valores medios se indicara´n (entre pare´ntesis) los valores correspondientes a la
reduccio´n (media) relativa del taman˜o del comite´, dada por:
∆T ( %) =
T − T β
T
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y a la reduccio´n (media) relativa del error de clasificacio´n:
∆Eclas( %) =
Eclas − Eβclas
Eclas
donde T y Eclas representan los valores medios originales del nu´mero de ma´quinas y
del error de clasificacio´n, respectivamente. No´tese que cuando el signo de ∆Eclas( %) es
negativo indica que se trata de un aumento del error.
Para facilitar la lectura de los resultados, para cada problema, se ha resaltado con letra
negrita el caso (correspondiente al valor de β que se indica) que permite obtener la ma´xima
reduccio´n computacional mientras que se consigue la menor tasa de error posible.
6.4.1. Clasificacio´n acelerada con comite´s lineales
El Cuadro 6.11 muestra las consecuencias de aplicar el me´todo de clasificacio´n ra´pida
sobre los comite´s lineales. Se evidencia que el me´todo de clasificacio´n acelerada puede
aportar considerables reducciones del coste computacional, pero que el valor de β ma´s
adecuado depende del problema que se considere. Ası´, por ejemplo:
En problemas como Im, Ph y Sp deben usarse valores conservadores de β (sobre
0.5), consiguiendo con ellos reducciones computaciones en torno al 90 %. En la
Figura 6.2 se muestra, para los problemas Im y Sp, el comportamiento del error de
clasificacio´n y del nu´mero de ma´quinas evaluadas en funcio´n de β. Puede observarse
que, para β decreciente de 1 a 0.5, el error de clasificacio´n se mantiene constante,
mientras que el nu´mero de ma´quinas se reduce. Si se empleasen valores todavı´a
menores de β, el error de clasificacio´n comenzarı´a a aumentar, degrada´ndose las
prestaciones del comite´.
En casos como Ab, Co y Ri se pueden usar valores menores de β (β = 0.3) sin
deteriorar por ello la tasa de error y consiguiendo reducciones computacionales entre
el 84 % y el 91 %.
95
6.4. CLASIFICACI ´ON ACELERADA DE COMIT ´ES DE CONJUNTOS RA-WE
Cuadro 6.11: Prestaciones del me´todo de clasificacio´n acelerada en los comite´s lineales.
β = 1.0 β = 0.5 β = 0.3 β = 0.1
T
β
E
β
clas T
β
E
β
clas T
β
E
β
clas T
β
E
β
clas
(∆T ) (∆Eclas) (∆T ) (∆Eclas) (∆T ) (∆Eclas) (∆T ) (∆Eclas)
49.21 19.21 30.41 19.21 20.73 19.21 8.91 19.24
Ab (69.41 %) (0.00 %) (81.10 %) (0.00 %) (87.11 %) (0.01 %) (94.46 %) (-0.16 %)
16.47 28.64 11.08 28.64 8.00 28.64 3.63 28.66
Co (66.06 %) (0.00 %) (77.16 %) (-0.01 %) (83.51 %) (0.01 %) (92.51 %) (-0.08 %)
9.09 2.35 5.64 2.35 3.64 2.40 1.71 2.94
Im (84.85 %) (0.00 %) (90.60 %) (-0.18 %) (93.93 %) (-2.40 %) (97.15 %) (-25.46 %)
83.34 11.66 41.79 11.66 26.13 11.66 10.37 11.64
Kw (75.09 %) (0.00 %) (87.51 %) (0.00 %) (92.19 %) (-0.00 %) (96.90 %) (0.14 %)
11.61 13.49 6.75 13.49 4.74 13.50 2.04 13.61
Ph (81.54 %) (0.00 %) (89.26 %) (0.01 %) (92.46 %) (-0.09 %) (96.76 %) (-0.86 %)
74.06 9.75 40.16 9.75 22.95 9.75 7.81 9.84
Ri (70.95 %) (0.00 %) (84.24 %) (0.00 %) (91.00 %) (0.00 %) (96.94 %) (-0.98 %)
13.89 5.68 8.22 5.68 5.30 5.72 2.02 6.13
Sp (82.38 %) (0.00 %) (89.57 %) (-0.06 %) (93.28 %) (-0.73 %) (97.43 %) (-8.02 %)
23839.06 1.17 17696.68 1.21 12613.31 1.10 2053.35 3.65
Ti (10.27 %) (0.00 %) (33.39 %) (-2.67 %) (52.52 %) (6.22 %) (92.27 %) (-210.67 %)
En los problemas Kw y Ti se logran ligeras ventajas en te´rminos de reduccio´n de
la tasa de error para β = 0.1 y β = 0.3, respectivamente. Si se representa, para el
problema Kw, la evolucio´n del error de clasificacio´n medio en funcio´n del nu´mero
de clasificadores que son evaluados, se puede observar (ve´ase la Figura 6.3) que
los u´ltimos clasificadores esta´n causando un ligero sobreajuste. Por este motivo, y
dado que cuando el me´todo de clasificacio´n acelerada emplea valores pequen˜os de
β consigue evitar que sean evaluados los u´ltimos clasificadores, se palia el efecto
del sobreajuste y disminuye el error de clasificacio´n.
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Figura 6.2: Evolucio´n de Eclas y T en funcio´n de β en los comite´s lineales para los pro-
blemas Image y Spam.
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Figura 6.3: Evolucio´n de Eclas en funcio´n del nu´mero de clasificadores evaluados por el
me´todo de clasificacio´n acelerada en los comite´s lineales y el problema Kwok.
En definitiva, aunque la seleccio´n de β marca claramente las ventajas que se pueden
obtener, para los comite´s lineales el empleo de un valor de β alrededor de 0.5 ofrecerı´a,
para todos los problemas, mejoras considerables en te´rminos de reduccio´n del coste com-
putacional sin empeorar significativamente la tasa de error.
6.4.2. Clasificacio´n acelerada con los comite´s con “tanh”
Tal y como muestran los resultados recogidos en el Cuadro 6.12, en este tipo de comite´s
se pueden usar valores ma´s agresivos de β que los sugeridos para los comite´s lineales,
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Cuadro 6.12: Prestaciones del me´todo de clasificacio´n acelerada en los comite´s con “tanh”.
β = 1.0 β = 0.5 β = 0.3 β = 0.1
T
β
E
β
clas T
β
E
β
clas T
β
E
β
clas T
β
E
β
clas
(∆T ) (∆Eclas) (∆T ) (∆Eclas) (∆T ) (∆Eclas) (∆T ) (∆Eclas)
36.04 19.35 22.15 19.35 14.53 19.35 5.57 19.32
Ab (42.87 %) (0.00 %) (64.88 %) (-0.01 %) (76.96 %) (-0.04 %) (91.17 %) (0.14 %)
60.63 29.18 35.37 29.10 22.88 28.98 8.52 28.73
Co (29.38 %) (0.00 %) (58.81 %) (0.28 %) (73.35 %) (0.69 %) (90.08 %) (1.57 %)
45.57 2.43 20.48 2.25 12.04 2.22 3.45 2.54
Im (76.82 %) (0.00 %) (89.58 %) (7.47 %) (93.88 %) (8.72 %) (98.25 %) (-4.45 %)
180.88 11.78 85.72 11.78 48.68 11.78 16.23 11.79
Kw (46.22 %) (0.00 %) (74.51 %) (0.00 %) (85.53 %) (0.00 %) (95.17 %) (-0.03 %)
14.45 13.51 8.30 13.50 5.34 13.52 2.04 13.58
Ph (77.01 %) (0.00 %) (86.80 %) (0.05 %) (91.51 %) (-0.08 %) (96.75 %) (-0.54 %)
207.01 10.78 109.38 9.45 62.35 9.47 17.38 9.28
Ri (24.98 %) (0.00 %) (60.36 %) (12.34 %) (77.40 %) (12.14 %) (93.70 %) (13.85 %)
86.48 6.61 36.80 6.03 20.55 5.79 5.06 5.76
Sp (68.33 %) (0.00 %) (86.52 %) (8.77 %) (92.47 %) (12.31 %) (98.15 %) (12.74 %)
24139.90 1.23 17955.37 1.26 13150.70 1.67 3176.72 8.72
Ti (9.14 %) (0.00 %) (32.41 %) (-2.54 %) (50.50 %) (-35.59 %) (88.04 %) (-607.20 %)
consiguiendo, adema´s, reducciones en las tasas de error bastante ma´s importantes que las
obtenidas anteriormente. Ası´, por ejemplo:
En los problemas Ab, Co, Ri y Sp, un valor de β = 0.1 no so´lo consigue reducciones
en la complejidad del comite´ del 90 % sino que, adema´s, el error de clasificacio´n
disminuye, alcanza´ndose reducciones de hasta el 13 % y el 14 % para Ri y Sp, res-
pectivamente. De hecho, el error de clasificacio´n conseguido en Ri es menor que los
ofrecidos por el resto de comite´s e, incluso, que el presentado por la aproximacio´n
“omnisciente”.
De nuevo, estas mejoras esta´n causadas por la robustez que el me´todo de clasifi-
cacio´n acelerada proporciona frente al sobreajuste. Esta robustez es ma´s beneficiosa
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en los comite´s con “tanh” ya que, como se vio en el Apartado 6.3.2, estas ma´quinas
son ma´s proclives al problema de sobreajuste.
En Im, Kw y Ph, es preferible emplear valores ma´s elevados de β (β = 0.3 o´ β =
0.5), pero au´n ası´ las mejoras son considerables, destacando la presentada en Im,
problema en el que el coste computacional se reduce un 94 % y la tasa de error pasa
a ser del 2.22 % (menor que la de cualquier otro comite´ y que la de la aproximacio´n
“omnisciente”).
Distinto es el caso del problema Ti, en el que se debe ser lo ma´s conservador posible
y emplear un valor de β = 1 si se desea evitar un empeoramiento en la tasa de error.
Utilizando este valor de β se consiguen reducciones computacionales del 10 %.
En conclusio´n, para este tipo de comite´ resulta generalmente ma´s conveniente emplear
valores de β entre 0.1 y 0.3, ya que de ese modo se reduce el efecto de sobreajuste y
se consiguen, junto con las reducciones computacionales, mejoras en la tasa de error que
hacen de los comite´s con “tanh” una alternativa va´lida a los comite´s lineales y con voto.
6.4.3. Clasificacio´n acelerada de los comite´s con criterio
RA-we
En este tipo de comite´ el me´todo de clasificacio´n acelerada da lugar a dos compor-
tamientos claramente diferenciados:
Por un lado, en los problemas Im, Ph y Sp, el me´todo de clasificacio´n ra´pida precisa
una aplicacio´n conservadora, ya que requiere el empleo de valores elevados de β
(entre 0.5 y 1) para evitar deterioros. Para estos valores de β se consiguen reduc-
ciones computacionales de entre el 85 % y el 90 %.
Por otro lado, para los dema´s problemas, una aplicacio´n ma´s agresiva del me´todo
resulta beneficiosa. Ası´, se pueden emplear valores pequen˜os de β, por ejemplo
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Cuadro 6.13: Prestaciones del me´todo de clasificacio´n acelerada en los comite´s con criterio
RA-we.
β = 1.0 β = 0.5 β = 0.3 β = 0.1
T
β
E
β
clas T
β
E
β
clas T
β
E
β
clas T
β
E
β
clas
(∆T ) (∆Eclas) (∆T ) (∆Eclas) (∆T ) (∆Eclas) (∆T ) (∆Eclas)
45.82 19.34 26.72 19.34 17.62 19.34 7.15 19.33
Ab (82.97 %) (0.00 %) (90.07 %) (0.00 %) (93.45 %) (0.00 %) (97.34 %) (0.01 %)
16.16 28.60 10.80 28.60 7.77 28.59 3.47 28.62
Co (66.69 %) (0.00 %) (77.73 %) (-0.01 %) (83.99 %) (0.02 %) (92.84 %) (-0.07 %)
8.25 2.33 5.00 2.35 3.36 2.38 1.20 2.81
Im (89.20 %) (0.00 %) (93.45 %) (-0.74 %) (95.59 %) (-2.04 %) (98.43 %) (-20.63 %)
26.47 11.74 13.61 11.74 8.43 11.74 3.11 11.74
Kw (92.07 %) (0.00 %) (95.92 %) (0.00 %) (97.47 %) (0.00 %) (99.07 %) (-0.06 %)
9.12 13.47 5.38 13.48 3.65 13.49 1.57 13.56
Ph (85.50 %) (0.00 %) (91.45 %) (-0.03 %) (94.19 %) (-0.10 %) (97.51 %) (-0.64 %)
41.19 9.83 20.89 9.83 12.29 9.83 3.69 9.83
Ri (84.29 %) (0.00 %) (92.03 %) (0.00 %) (95.31 %) (0.00 %) (98.59 %) (-0.06 %)
11.94 5.74 6.94 5.74 4.34 5.75 1.31 6.19
Sp (88.97 %) (0.00 %) (93.59 %) (0.09 %) (95.99 %) (-0.13 %) (98.79 %) (-7.78 %)
17853.61 0.91 7753.19 0.91 3623.48 0.73 692.68 0.44
Ti (32.80 %) (0.00 %) (70.82 %) (0.00 %) (86.36 %) (20.00 %) (97.39 %) (52.00 %)
β = 0.3, para Co, o incluso, β = 0.1 en Ab, Kw, Ri y Ti, y conseguir con ello
reducciones computacionales del 98 %, a la vez que se mantiene la tasa de error
constante en todos los casos. Sobresaliente resulta el caso del problema Ti, en el que
el error de clasificacio´n llega a ser de 0.44, batiendo ası´ la tasa de error “record”
que tenı´a el RA-se ( 0.78). De nuevo, esta mejora en la tasa de error se debe a que
el me´todo de clasificacio´n acelerada palı´a el efecto de sobreajuste que afecta a este
tipo de comite´s en el problema Ti (ve´ase la Figura 6.4).
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Figura 6.4: Evolucio´n de Eclas en funcio´n del nu´mero de clasificadores evaluados por el
me´todo de clasificacio´n acelerada en los comite´s criterio RA-we y el problema Tictactoe.
Aunque en este tipo de comite´s no resulta tan inmediata la seleccio´n del valor ma´s
adecuado de β, se puede elegir β = 0.5 sin deteriorar las prestaciones originales y consi-
guiendo reducciones computacionales importantes.
A la vista de los resultados conseguidos con los distintos tipos de comite´, se puede
concluir que el me´todo de clasificacio´n ra´pida disfruta de dos importantes ventajas: una
esperada reduccio´n del coste computacional durante la fase de test o fase operacional del
sistema, junto con un aliviamiento del problema de sobreajuste presentado por algunos de
los comite´s de conjuntos RA-we.
A la vista de los resultados alcanzados, queda claro que seleccionando un valor de
β = 1 o, incluso, β = 0.5, se pueden conseguir ventajas sistema´ticas en te´rminos
de ahorro computacional, afectando mı´nimamente a las prestaciones originales de la
ma´quina en todos los problemas mencionados. Lo´gicamente, para aprovechar al ma´xi-
mo estas ventajas serı´a necesario seleccionar adecuadamente el valor de β, y, aunque
ya se ha comprobado que para conjuntos RA-se puede emplearse un proceso de CV
[Arenas-Garcı´a et al., 2007], queda abierta esta lı´nea de trabajo para, verdaderamente,
poder explotar todo el potencial del me´todo de clasificacio´n acelerada sobre comite´s de
conjuntos RA-we.
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6.5. PRESTACIONES DEL ALGORITMO DW-RA
En esta seccio´n se van a analizar las prestaciones del u´ltimo de los algoritmos propues-
tos en la Tesis Doctoral, el DW-RA. Para ello, se comparara´n sus prestaciones con las de
los algoritmos RA-se y CV RA-we, analizando no so´lo las mejoras que el DW-RA puede
aportar en te´rminos de reduccio´n del error de clasificacio´n, sino tambie´n su velocidad de
convergencia y su capacidad de generalizacio´n, de modo que se obtengan evidencias ex-
perimentales que corroboren los resultados teo´ricos presentados en la Seccio´n 5.2. Para
finalizar esta seccio´n, se discutira´n otras caracterı´sticas de estos algoritmos, como su ro-
bustez frente a la seleccio´n del nu´mero de neuronas ocultas de los MLPs o la idoneidad
del criterio de parada.
6.5.1. Una primera evaluacio´n
En primer lugar, se van a analizar las ventajas que el DW-RA muestra respecto al
RA-se y al CV RA-we, para lo que se ofrecen en el Cuadro 6.14 las estimaciones (prome-
diadas sobre 50 iteraciones) de los errores de clasificacio´n presentados por cada algoritmo
(Eclas) y el nu´mero de clasificadores base (T ) que componen cada conjunto, adema´s de las
desviaciones esta´ndares de estas estimaciones (entre pare´ntesis). Por otro lado, se indica
el nu´mero de neuronas ocultas (M ) que emplean los MLPs que constituyen cada conjunto,
y, por u´ltimo, los indicadores de la diferencia estadı´stica entre los errores de clasificacio´n:
los valores de tRA y tCV resultantes de aplicar el T-test a las tasas de error del DW-RA y
el RA-se y del DW-RA y el CV RA-we, respectivamente.
Considerando las tasas de error ofrecidas por cada algoritmo, se observa co´mo el DW-
RA supera al RA-se en todos los problemas con una diferencia estadı´stica clara, excepto
en Ti (donde obtienen prestaciones muy similares). Si se compara con el CV RA-we,
se observa co´mo el DW-RA es ventajoso en los ocho problemas evaluados, aunque no
siempre lo hace con una diferencia estadı´stica clara (tCV es menor que 1.66 en Co, Ph y
Ti).
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Cuadro 6.14: Prestaciones de los algoritmos RA-se, CV RA-we y DW-RA cuando cada
algoritmo selecciona mediante un proceso CV independiente el valor de M empleado.
RA-se CV RA-we DW-RA T-test
M T Eclas M λCV T Eclas M T Eclas tRA tCV
31.18 19.38 33.06 19.45 37.74 18.97
Ab 4 (± 0.36) (± 0.02) 4 0.8 (± 0.59) (± 0.02) 5 (± 0.28) (± 0.02) 14.45 15.42
33.68 29.00 26.04 28.60 45.80 28.54
Co 2 (± 0.74) (± 0.20) 6 0.1 (± 0.86) (± 0.21) 2 (± 0.62) (± 0.18) 1.71 0.24
19.60 2.46 19.60 2.46 31.26 2.31
Im 11 (± 0.38) (± 0.04) 11 0.5 (± 0.38) (± 0.04) 9 (± 0.37) (± 0.04) 2.51 2.51
29.26 11.71 29.26 11.71 31.62 11.66
Kw 15 (± 0.14) (± 0.01) 15 0.5 (± 0.14) (± 0.01) 22 (± 0.28) (± 0.01) 4.99 4.99
27.74 14.04 16.56 13.49 38.20 13.43
Ph 60 (± 0.34) (± 0.07) 62 0.0 (± 0.13) (± 0.09) 70 (± 0.69) (± 0.09) 5.27 0.48
28.86 9.73 38.80 9.64 36.02 9.41
Ri 48 (± 0.18) (± 0.01) 34 0.7 (± 1.05) (± 0.03) 44 (± 0.44) (± 0.03) 11.15 6.11
26.18 5.94 26.18 5.94 36.62 5.75
Sp 7 (± 0.64) (± 0.09) 7 0.5 (± 0.64) (± 0.09) 8 (± 0.55) (± 0.07) 1.66 1.66
4490.36 0.78 6965.76 0.89 5698.42 0.79
Ti 4 (± 139.66) (± 0.08) 3 0.4 (± 161.41) (± 0.08) 4 (± 147.69) (± 0.08) -0.09 0.86
Por otro lado, si se examina el nu´mero medio de ma´quinas que requiere cada algoritmo,
se observa que en la mayorı´a de los casos el algoritmo DW-RA requiere un nu´mero mayor
de clasificadores base. Como se puede comprobar en la Figura 6.5, donde se muestra la
evolucio´n del error de clasificacio´n para cada algoritmo, este mayor nu´mero de clasifi-
cadores base se debe al hecho de que el algoritmo DW-RA converge a tasas de error ma´s
baja, y no a una velocidad de convergencia ma´s lenta.
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Figura 6.5: Convergencia de Eclas en los algoritmos RA-se, CV RA-we y DW-RA, en los
ocho problemas considerados, cuando cada algoritmo selecciona independiente mediante
CV el valor de M empleado.
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6.5.2. Ana´lisis de la velocidad de convergencia
Como era de esperar a partir del ana´lisis teo´rico presentado en el Apartado 5.2.1, el
algoritmo DW-RA suele presentar velocidades de convergencia ma´s ra´pidas que las con-
seguidas por los otros dos algoritmos, tal y como se observa en la Figura 6.5 , de forma
especialmente clara para los problemas Ab, Kw, Ri o Sp (en el resto de los problemas
la convergencia es similar); adema´s, no´tese que en los problemas Ab y Sp el algoritmo
DW-RA comienza con una tasa de error superior a la del RA-se y la del CV RA-we (de-
bido a que usa un valor de M diferente) y, debido a su convergencia ma´s ra´pida, en pocas
iteraciones presenta tasas de error menores.
Para corroborar de manera ma´s clara el resultado teo´rico al que se llego´ en el Apartado
5.2.1, debe analizarse la evolucio´n de la cota del error de entrenamiento (Bt), ya que en
dicho apartado se sugirio´ que el algoritmo DW-RA es capaz de obtener una reduccio´n ma´s
ra´pida de esta cota. En la Figura 6.6 se muestra la evolucio´n del valor medio, promediado
sobre 50 iteraciones, de la cota del error de entrenamiento (Bt) para cada algoritmo cuando
todos ellos emplean un mismo valor de M (de modo que la comparacio´n no este´ influi-
da por la seleccio´n de este para´metro); concretamente, el valor de M empleado para esta
comparacio´n es el seleccionado mediante CV para el algoritmo RA-se. Como se obser-
va, en casi todos los casos el DW-RA presenta, claramente, una convergencia ma´s ra´pida,
mostrando en todo momento valores menores de Bt; sin embargo, hay tres casos en los
que no es tan clara esta ventaja: en Co, donde el DW-RA presenta una velocidad de con-
vergencia muy similar al CV RA-we; en Ph, donde el CV RA-we tiene una covergencia
inicial mayor, aunque un valor final menor; y en Ti, donde su velocidad de convergencia
es similar a la del RA-se y el CV RA-we. En resumen, se puede afirmar que la seleccio´n
dina´mica de λ que realiza el algoritmo DW-RA permite obtener velocidades de convergen-
cia de Bt superiores y, en el peor de los casos, similares a las obtenidas por los algoritmos
RA-se o CV RA-we.
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Figura 6.6: Convergencia de Bt en los algoritmos RA-se, CV RA-we y DW-RA, en los
ocho problemas considerados, cuando el valor de M es el seleccionado por el RA-se.
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6.5.3. Ana´lisis de la capacidad de generalizacio´n
La segunda de las propiedades del algoritmo DW-RA que se analizo´ teo´ricamente fue
su capacidad de generalizacio´n. En ese ana´lisis se mostro´ que cabe esperar que el algoritmo
DW-RA sea ma´s eficiente que RA-we y RA-se a la hora de minimizar el riesgo marginal
y, por lo tanto, presente un menor error de generalizacio´n. Para comprobar experimen-
talmente este resultado mediante una comparacio´n equilibrada, se ha fijado el mismo M
para los tres algoritmos, seleccionando, de nuevo, el valor de M obtenido por CV para el
algoritmo RA-se. De esta manera, la complejidad de los MLPs es la misma para todos los
algoritmos.
Como primera evidencia de la buena capacidad de generalizacio´n del algoritmo DW-
RA, esta´n los errores de clasificacio´n que presentan los algoritmos cuando todos emplean
el mismo valor de M . Tal y como se observa en el Cuadro 6.15, donde se recogen estos
valores, los errores de clasificacio´n obtenidos por el DW-RA son menores, en todos los
casos excepto en Ti, a los correspondientes al RA-se y al CV RA-we.
Por otro lado, y para comprobar directamente que es esperable que el algoritmo DW-
RA sea ma´s eficiente en la minimizacio´n del riesgo marginal que los algoritmos RA-we y
RA-se, tambie´n se ha analizado el comportamiento del valor medio del riesgo marginal,
R
margin
T (θ), en los tres algoritmos (fijando tambie´n el valor de M al seleccionado por el
RA-se). Como resultado, se ha observado que RmarginT (θ) presenta, en la mayorı´a de los
problemas, un comportamiento similar para los tres algoritmos, excepto en Ri donde se
observa claramente (ve´ase la Figura 6.7) que el valor del riesgo marginal es menor para el
algoritmo DW-RA que para el resto de los algoritmos, con independencia del valor de θ
considerado.
Para estudiar con mayor detalle el comportamiento del riesgo marginal, se han anali-
zado sus valores en los alrededores de 0 y, concretamente, en el valor medio del margen
mı´nimo (ρmin = mı´nl=1,...,L ρl); ası´, por ejemplo, en el problema Im (ve´ase la Figura 6.8(a)
donde se muestra RmarginT en las proximidades de 0) el valor medio de ρmin es cercano a
−0.2 en los algoritmos RA-se y CV RA-we, mientras que en el algoritmo DW-RA tiene
un valor de −0.1. Es ma´s, si se analiza la evolucio´n de valor del valor medio de ρmin du-
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Cuadro 6.15: Prestaciones de los algoritmos RA-se, CV RA-we y DW-RA cuando el valor
de M se ha fijado al seleccionado por el RA-se.
RA-se CV RA-we DW-RA T-test
M
T Eclas λCV T Eclas T Eclas tRA tCV
31.18 19.38 33.06 19.45 37.45 19.09
Ab 4 (± 0.36) (± 0.02) 0.8 (± 0.59) (± 0.02) (± 0.32) (± 0.02) 9.45 10.86
33.68 29.00 24.94 28.85 45.80 28.54
Co 2 (± 0.74) (± 0.20) 0.1 (± 0.39) (± 0.21) (± 0.62) (± 0.18) 1.71 1.13
19.60 2.46 19.60 2.46 29.74 2.35
Im 11 (± 0.38) (± 0.04) 0.5 (± 0.38) (± 0.04) (± 0.48) (± 0.04) 1.83 1.83
29.26 11.71 29.26 11.71 32.46 11.70
Kw 15 (± 0.14) (± 0.01) 0.5 (± 0.14) (± 0.01) (± 0.23) (± 0.01) 1.91 1.91
27.74 14.04 16.98 13.73 37.63 13.45
Ph 60 (± 0.34) (± 0.07) 0.0 (± 0.14) (± 0.08) (± 0.68) (± 0.08) 5.65 2.55
28.86 9.73 36.72 9.58 36.60 9.41
Ri 48 (± 0.18) (± 0.01) 0.7 (± 0.62) (± 0.03) (± 0.46) (± 0.02) 11.59 4.93
26.18 5.94 26.18 5.94 35.74 5.75
Sp 7 (± 0.64) (± 0.09) 0.5 (± 0.64) (± 0.09) (± 0.64) (± 0.07) 1.64 1.64
4490.36 0.78 4490.36 0.78 5698.42 0.79
Ti 4 (± 139.66) (± 0.08) 0.5 (± 139.66) (± 0.08) (± 147.69) (± 0.08) -0.09 -0.09
rante el crecimiento del conjunto (Figura 6.8(b)), puede verse que el algoritmo DW-RA
presenta mayores valores de este para´metro desde las primeras iteraciones. En general,
se ha observado que normalmente el algoritmo DW-RA tiene un valor medio del margen
mı´nimo (ρmin) mayor que el de los algoritmos RA-se y CV RA-we.
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Figura 6.7: Comportamiento de RmarginT ( %) en funcio´n de θ para los algoritmos RA-se,
CV RA-we y DW-RA en el problema Ripley y fijando M a 48.
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Figura 6.8: Ana´lisis de RmarginT (θ) en el problema Image para M = 11; (a) Comportamien-
to de RmarginT (θ) en las cercanı´as de 0; (b) Evolucio´n de ρmin con el nu´mero de rondas.
6.5.4. Aspectos adicionales
Para evaluar el comportamiento de los algoritmos RA-se, CV RA-we y DW-RA, se
ha realizado un exhaustivo y extenso trabajo de simulacio´n, analizando, adema´s de los ya
discutidos, los siguientes aspectos:
La efectividad a la hora de seleccionar el nu´mero de neuronas ocultas (M ) de los
MLPs. Para analizar este aspecto, en el Cuadro 6.16 se muestra el mejor error
de clasificacio´n que cada algoritmo puede proporcionar, es decir, el que se habrı´a
obtenido si se hubiese seleccionado el valor o´ptimo del nu´mero de neuronas ocultas
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Cuadro 6.16: Errores de clasificacio´n de los algoritmos RA-se, CV RA-we y DW-RA
cuando emplean el valor o´ptimo de M y adema´s, en el caso del algoritmo CV RA-we, el
valor o´ptimo del λ.
RA-se RA-we DW-RA
M0 Eclas λ0 M0 Eclas M0 Eclas
Ab 6 19.14 0.1 6 19.01 5 18.97
Co 4 28.88 0 3 28.51 2 28.54
Im 9 2.29 0.3 9 2.26 15 2.13
Kw 9 11.64 0.4 9 11.64 22 11.66
Ph 54 13.65 0.1 54 13.46 70 13.43
Ri 48 9.73 1 34 9.30 28 9.30
Sp 5 5.78 0.6 6 5.77 5 5.63
Ti 4 0.75 0.5 4 0.75 4 0.79
(M0) con los resultados de test (en el caso del algoritmo CV RA-we estos resultados
coinciden con los de la aproximacio´n “omnisciente”). Aunque este perverso truco
no es u´til para propo´sitos de disen˜o, permite saber si los algoritmos que se esta´n
evaluando realizan correctamente la seleccio´n de M .
Comparando estos resultados con los que se presentaron en el Cuadro 6.14, se puede
concluir que el algoritmo DW-RA es el ma´s robusto con respecto a la seleccio´n de
M , ya que en cinco de las ocho bases de datos selecciona el valor o´ptimo de M ,
mientras que el algoritmo RA-se lo selecciona dos veces y el algoritmo CV RA-we
lo hace so´lo una vez, aunque sin seleccionar el valor o´ptimo del para´metro de mezcla
(λ0); estos casos aparecen en negrita en el Cuadro 6.16.
Adema´s, como puede verificarse comparando los resultados correspondientes al
DW-RA para distintos valores de M (compa´rense los resultados recogidos en los
Cuadros 6.14 a 6.16), cuando este algoritmo no selecciona el valor M0 sigue presen-
tando resultados competitivos.
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El segundo de los aspectos que se ha evaluado es la efectividad del criterio de para-
da. Observando la evolucio´n de los errores de clasificacio´n recogidos en la Figura
6.5 y el nu´mero medio de ma´quinas que tiene cada conjunto (ve´ase el Cuadro 6.14),
se percibe que el criterio de parada funciona razonablemente bien para todos los
algoritmos. En particular, se puede ver co´mo se detiene el crecimiento de los con-
juntos cuando el algoritmo ha acabado de converger, y, adema´s, co´mo se consigue
evitar el sobreajuste que aparece ocasionalmente en algunos problemas.
Estas observaciones permiten afirmar que las conclusiones alcanzadas se deben
u´nicamente al comportamiento real de los algoritmos, y no a detener el aprendizaje
en distintas fases del proceso de crecimiento.
Por otro lado, y centrando la atencio´n en el algoritmo DW-RA, se ha comprobado
que el criterio empleado por este me´todo para la seleccio´n dina´mica de λ (i.e., selec-
cionar en cada paso el valor que minimiza la cota sobre el error de entrenamiento) es
realmente adecuado. Para ello, se han construido una serie de conjuntos, similares
a los que genera el algoritmo DW-RA, pero seleccionando en cada ronda el valor
de λ que proporciona el valor del para´metro generalizado de separacio´n que se co-
rresponde con la mediana del conjunto de valores {δ(j)}Jj=1 (eleccio´n muy tı´pica en
me´todos de construccio´n de conjuntos). Los errores de clasificacio´n obtenidos con
esta aproximacio´n no so´lo son mayores que los obtenidos por el DW-RA sino que,
en muchos casos, tambie´n son peores que los del algoritmo RA-se.
En u´ltimo lugar, se ha comprobado que el buen comportamiento del algoritmo DW-
RA es debido al uso de diferentes tipos de e´nfasis y no al hecho de entrenar 11 clasi-
ficadores diferentes en cada iteracio´n y elegir el ma´s adecuado. Para ello, se han
construido otros conjuntos RA-se, entrenando 11 clasificadores en cada iteracio´n
(todos ellos empleando λ = 0.5), an˜adiendo al conjunto aque´l que presenta un ma-
yor valor del para´metro generalizado de separacio´n. Los resultados obtenidos no
difieren sustancialmente de los presentados por el RA-se, lo que confirma que el
e´xito del DW-RA se debe realmente a la funcio´n de e´nfasis mixto.
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Cuadro 6.17: Comite´s de conjuntos RA-we versus seleccio´n dina´mica.
Comite´s DW-RA T-test Omnisciente
Tipo T Eclas T Eclas tCom,DW T Eclas
COMvoto 153.22 19.19 37.74 18.97 18.70 19.01
Ab Seleccio´n (± 4.38) (± 0.02) (± 0.28) (± 0.02) 7.48 (± 0.01) (± 0.00)
COMvoto 30.80 25.68 45.80 28.54 22.58 28.51
Co Seleccio´n (± 1.96) (± 0.44) (± 0.62) (± 0.18) −5.99 (± 0.07) (± 0.02)
COMth 226.48 2.24 31.26 2.31 19.72 2.26
Im
Ba´sico (± 1.96) (± 0.03) (± 0.37) (± 0.04) −1.20 (± 0.08) (± 0.01)
COMlin 336.34 11.66 31.62 11.66 25.56 11.64
Kw
Ba´s. o´ Sel. (± 1.22) (± 0.00) (± 0.28) (± 0.01) −0.33 (± 0.04) (± 0.00)
COMth 292.22 13.38 38.20 13.43 18.34 13.46
Ph
Ba´sico (± 2.11) (± 0.09) (± 0.69) (± 0.09) −0.39 (± 0.02) (± 0.01)
COMvoto 164.10 9.52 36.02 9.41 47.68 9.30
Ri Seleccio´n (± 6.60) (± 0.02) (± 0.44) (± 0.03) 3.12 (± 0.10) (± 0.00)
COMvoto 309.84 5.55 36.62 5.75 33.04 5.77
Sp
Ba´sico (± 3.13) (± 0.07) (± 0.55) (± 0.07) −1.96 (± 0.17) (± 0.01)
COMRA−we 26566.84 0.91 5698.42 0.79 4490.36 0.78
Ti Seleccio´n (± 633.52) (± 0.09) (± 147.69) (± 0.08) 1.03 (± 139.66) (± 0.08)
6.6. CONCLUSIONES: PRESTACIONES DE LOS
ALGORITMOS CON E´NFASIS MIXTO
Para finalizar la discusio´n de las prestaciones de los disen˜os propuestos en esta Tesis,
se van a comparar las tasas de error obtenidas por los comite´s y el algoritmo DW-RA,
analizando las ventajas y limitaciones de cada uno de ellos. Adema´s, la comparacio´n con
la aproximacio´n “omnisciente” permitira´ analizar la eficacia de ambos algoritmos a la hora
de explotar las ventajas del e´nfasis mixto. En el Cuadro 6.17 se presentan los resultados
de estos tres me´todos para cada problema, y los de aplicar el T-test sobre las tasas de error
de los comite´s y el DW-RA.
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Comparando los dos algoritmos propuestos con la aproximacio´n “omnisciente”, se
comprueba que ambos algoritmos no so´lo consiguen alcanzar la tasa de error presentada
por el mejor conjunto RA-we, sino que, en muchos casos, la superan, lo que ilustra la
eficacia de estos me´todos a la hora de explotar las ventajas potenciales que la funcio´n de
e´nfasis mixto brinda.
Si se comparan entre sı´ ambas propuestas, no queda claro cua´l de las dos es mejor: en
cuatro casos (Im, Kw, Ph y Ti) no hay diferencia estadı´stica significativa entre sus resul-
tados; en Co y Sp son los comite´s los que presentan las menores tasa de error; mientras
que en los dos casos restantes casos, Ab y Ri, es el DW-RA el que presenta el menor error
de clasificacio´n. Aunque pudiera parecer que los comite´s de conjuntos RA-we presen-
tan prestaciones ligeramente superiores, el algoritmo DW-RA presenta claras ventajas de
orden pra´ctico, ya que:
El nu´mero de ma´quinas que deben evaluar los comite´s de conjuntos RA-we es, gene-
ralmente, bastante mayor que el que requieren los conjuntos DW-RA (compa´rense
los valores de T incluidos en el Cuadro 6.17).
Aquı´ se han presentado los resultados del mejor comite´ (entre los cuatro tipos posi-
bles), pero, por el momento, no se dispone de ningu´n criterio que permita determinar
que´ tipo de comite´ conviene seleccionar en cada caso, lo que implica que, por el mo-
mento, deban explorase todas las opciones posibles.
No obstante lo anterior, no se deben olvidar las buenas prestaciones que, en general,
presentan los comite´s lineales y con voto (sobre todo, cuando emplean el me´todo de se-
leccio´n de redes), ası´ como la mejora que se puede conseguir en los comite´s con “tanh”,
particularmente si se emplea adecuadamente el me´todo de clasificacio´n acelerada.
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CAPI´TULO 7
CONCLUSIONES Y L I´NEAS FUTURAS
En este u´ltimo capı´tulo de la Tesis Doctoral se resumen sus principales aportaciones,
y se sugieren algunas lı´neas de investigacio´n abiertas que se consideran relevantes; varias
de estas lı´neas ya se han iniciado, ofreciendo resultados preliminares prometedores.
7.1. CONCLUSIONES
La primera aportacio´n de esta Tesis Doctoral es la posibilidad de emplear una funcio´n
de e´nfasis mixto para la construccio´n de conjuntos de tipo Boosting. Dicho e´nfasis combi-
na, mediante un para´metro de mezcla, λ, dos te´rminos diferentes de e´nfasis: uno asociado
al error cuadra´tico medio de las muestras, y otro basado en la proximidad de e´stas a la
frontera. Esta nueva funcio´n de e´nfasis permite modificar directamente el algoritmo RA,
dando lugar al algoritmo RA-we (“RA with weighted emphasis”). Combinando este algo-
ritmo con un proceso de validacio´n cruzada (CV) para la seleccio´n del para´metro de mez-
cla se consiguen ventajas frente al RA, tal y como se ha comprobado experimentalmente,
lo que es justificable gracias al grado de libertad adicional que aporta λ. Sin embargo, la
seleccio´n de λ mediante CV no es capaz de aprovechar al ma´ximo las posibilidades que
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la nueva funcio´n de e´nfasis aporta, tal y como se comprueba al comparar sus prestaciones
con el resultado del algoritmo RA-we cuando emplea el valor o´ptimo del para´metro de
mezcla (aproximacio´n “omnisciente”).
Con el objetivo de realizar una seleccio´n ma´s conveniente del para´metro de mezcla,
y como segunda aportacio´n de esta Tesis Doctoral, se han explorado dos alternativas al
me´todo de CV que permiten obtener prestaciones superiores, incluso mejores que la apro-
ximacio´n “omnisciente”:
La primera de ellas aprovecha la diversidad existente entre conjuntos construidos
con distintos valores del para´metro de mezcla para construir comite´s de conjuntos
RA-we. En esta lı´nea, se han propuesto cuatro tipos diferentes de comite´s de redes
RA-we: comite´s que minimizan el error cuadra´tico medio (con salida lineal y con
activacio´n tangente hiperbo´lica), comite´s basados en esquemas de votacio´n genera-
lizada y, por u´ltimo, comite´s que emplean el criterio seguido por el RA-we para la
seleccio´n de los pesos de salida.
Junto con estas cuatro alternativas se ofrece, como aportacio´n complementaria, la
posibilidad de emplear un me´todo de seleccio´n de redes, que permite eliminar de la
combinacio´n aquellos conjuntos RA-we con malas prestaciones, mejorando ası´, en
la mayorı´a de los casos, las prestaciones del comite´ resultante.
La segunda de estas alternativas, a la que se ha denominado DW-RA (“Dynamical-
ly adapted Weighted emphasis version of RA”), realiza una seleccio´n dina´mica y
automa´tica del para´metro de mezcla, eligiendo en cada iteracio´n el valor que pro-
porciona el clasificador base con mayor para´metro de separacio´n generalizado. Se
presenta tambie´n un ana´lisis teo´rico que muestra que este criterio de seleccio´n incor-
pora en cada iteracio´n el clasificador base que proporciona las mejores prestaciones
al conjunto en construccio´n, tanto en te´rminos de velocidad de convergencia como
de capacidad de generalizacio´n.
Como u´ltima aportacio´n de esta Tesis Doctoral se encuentra un me´todo de clasificacio´n
acelerada propuesto que reduce el tiempo de co´mputo que los comite´s de conjuntos RA-we
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requieren durante su fase operacional.
En el Capitulo 6 se mostro´ la validez de los comite´s de conjuntos RA-we y del al-
goritmo DW-RA, evaluando sobre una serie de bases de datos las prestaciones de ambos
enfoques respecto de las proporcionadas por el RA, el CV RA-we y la aproximacio´n “om-
nisciente”. Las conclusiones resultantes pueden resumirse en:
Los comite´s de conjuntos RA-we mejoran de manera casi sistema´tica las presta-
ciones del RA y, en la mitad de los problemas evaluados, las de la aproximacio´n
“omnisciente”. Entre los diferentes tipos de comite´s propuestos destacan por sus
prestaciones los comite´s lineales (minimizando el MSE) y los comite´s con voto,
cuyo comportamiento es especialmente ventajoso cuando emplean el me´todo de se-
leccio´n de redes.
El algoritmo DW-RA tambie´n ofrece de manera sistema´tica tasas de error menores, o
como poco similares, a las presentadas por el RA-se y el CV RA-we. Adema´s, se han
corroborado experimentalmente las ventajas que el criterio de seleccio´n dina´mica de
λ aporta en te´rminos de velocidad de convergencia y capacidad de generalizacio´n
frente a una seleccio´n fija como la empleada por los algoritmos RA o el CV RA-we.
Cuando se comparan directamente los comite´s de conjuntos RA-we frente al DW-
RA, no queda claro cua´l de las dos propuestas es mejor, ya que aunque parece que los
comite´s presentan resultados levemente mejores en un nu´mero de ocasiones ligera-
mente mayor, la cantidad de ma´quinas que deben evaluar excede considerablemente
la que requieren los conjuntos DW-RA, adema´s de que la eleccio´n de que´ tipo de
comite´ conviene utilizar no es inmediata.
Respecto al me´todo de clasificacio´n acelerada, cabe destacar que consigue muy im-
portantes reducciones del coste computacional durante la fase operacional de los
comite´s de conjuntos RA-we y, adema´s, es capaz de evitar el problema de sobrea-
juste que presentan algunos de estos comite´s. Esta u´ltima ventaja se ha comprobado
especialmente en los comite´s con “tanh”, donde su empleo ha reducido considera-
blemente las tasas de error presentadas.
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Se puede concluir, por tanto, que la funcio´n de e´nfasis mixto propuesta proporciona
ventajas indiscutibles frente al empleo de e´nfasis fijos, y que los me´todos de combi-
nacio´n de conjuntos RA-we para la construccio´n de comite´s y de seleccio´n dina´mica del
para´metro de mezcla que emplea el algoritmo DW-RA permiten una adecuada explotacio´n
de este nuevo mecanismo atencional.
Se quiere destacar, por u´ltimo, que los disen˜os que se esta´n manejando tienen presta-
ciones sobresalientemente altas; con lo que su mejora es de muy particular relevan-
cia, situando los disen˜os aquı´ discutidos en la punta de la investigacio´n en clasificacio´n
ma´quina.
7.2. L I´NEAS DE INVESTIGACIO´N FUTURA
Del trabajo realizado se derivan tres lı´neas de investigacio´n inmediatas y que prometen
aportar ventajas suplementarias sobre los me´todos ya propuestos:
La primera lı´nea de trabajo se dirige a extender los me´todos de construccio´n de
comite´s de conjuntos RA-we y el algoritmo DW-RA para la seleccio´n de otros para´-
metros de disen˜o. No´tese que estos me´todos, tanto la construccio´n de comite´s como
el DW-RA, han surgido para solventar el problema de seleccio´n del para´metro de
mezcla de la funcio´n de e´nfasis, pero nada impide emplearlos para la seleccio´n de
otros para´metros de disen˜o, como puede ser el nu´mero de neuronas ocultas de los
MLPs, etc.
La segunda lı´nea consiste en la seleccio´n del para´metro suavizador del umbral, β,
utilizado por el me´todo de clasificacio´n acelerada para comite´s de conjuntos RA-we.
Cierto es que fijar de forma conservadora este para´metro (e.g., β = 0.5) aporta en
casi todos los casos ventajas significativas en te´rminos de coste computacional sin
deteriorar las prestaciones del comite´; sin embargo, una seleccio´n ma´s fina de este
para´metro permitirı´a un mejor aprovechamiento de las ventajas del me´todo y, con-
secuentemente, puntos de trabajo ma´s favorables en lo que se refiere al compromiso
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ahorro computacional frente a prestaciones de la ma´quina. Para ello, se considera
la posibilidad de emplear validacio´n cruzada, que ya se ha comprobado que propor-
ciona excelentes resultados para conjuntos RA-se [Arenas-Garcı´a et al., 2007]. No
obstante, deberı´a evaluarse la eficacia de este me´todo y otras posibles alternativas
sobre comite´s de conjuntos RA-we.
La u´ltima de estas lı´neas de investigacio´n se orienta a encontrar un criterio que in-
dique que´ tipo de comite´, entre los cuatro que se han propuesto, es el ma´s adecuado,
i.e., el que presentara´ mejores prestaciones en la fase operacional. Para ello podrı´a
emplearse algu´n para´metro (como puede ser el riesgo marginal) que evalu´e, sobre el
conjunto de entrenamiento, las prestaciones del comite´, y a la vez sea un indicativo
de su capacidad de generalizacio´n.
Por otro lado, dada la gran versatilidad de la funcio´n de e´nfasis propuesta en esta
Tesis Doctoral, se abre una serie de posibilidades ma´s ambiciosas para ampliar el trabajo
presentado, de entre las que cabe destacar:
Uso del e´nfasis mixto sobre versiones del RA adaptadas para la resolucio´n de pro-
blemas multiclase y de regresio´n, ası´ como versiones regularizadas. Estos me´todos
se diferencian del RA tanto en la funcio´n de coste empleada para la seleccio´n de los
pesos de salida como en la funcio´n de e´nfasis utilizada; sin embargo, estas modifica-
ciones son, en la mayorı´a de los casos, mı´nimas, y resulta factible extrapolar a estos
tipos de redes las ideas expuestas en esta Tesis para la gestio´n del e´nfasis mixto.
Por otro lado, la idea de emplear e´nfasis mixtos puede extenderse a la construccio´n
de otro tipos de sistemas multi-red: por ejemplo, es posible pensar en realizar una
combinacio´n de elementos distinta a la lineal constante, que significa que cada uno
de dichos elementos tiene una aportacio´n de peso fijo en cualquier regio´n del espacio
de muestras que se considere; la combinacio´n podrı´a ser con pesos dependientes
de la posicio´n de la muestra a clasificar (como se hace en la forma tradicional de
las Mezclas de Expertos), intentado optimizar simulta´neamente dichos pesos y el
e´nfasis.
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Naturalmente, estas lı´neas, de mayor amplitud y relevancia que las inmediatamente
resultantes de la Tesis, requerira´n estudios y valoraciones de magnitud similar a las
aquı´ aportadas, au´n pudiendo aprovechar varios de los resultados y propuestas presen-
tados.
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APE´NDICE A
ANA´LISIS DEL RA-WE
A.1. SELECCIO´N DE LOS PESOS DE SALIDA
Para obtener los valores de los pesos de salida asociados a cada uno de los clasifi-
cadores base en el caso del algoritmo RA-we, se va a emplear el procedimiento utilizado
por el algoritmo RA; de este modo, el algoritmo RA-we aparecera´ como una generaliza-
cio´n del RA original, que incluira´ el caso particular λ = 0.5. Por ello, en cada ronda se
seleccionara´ el valor de αt que minimice la cota del error de entrenamiento dada en (2.8).
Para simplificar el desarrollo matema´tico en este anexo, se denotara´ el producto
ot(x
(l))d(l) mediante ut(x(l)), de modo que la cota a minimizar quede expresada como
Bt ≤ 1
L
L∑
l=1
exp[−ft−1(x(l))d(l)]
{
1 + ut(x
(l))
2
exp(−αt) + 1− ut(x
(l))
2
exp(αt)
}
(A.1)
Para calcular el valor de αt que minimiza el segundo te´rmino de (A.1), se deriva dicha
expresio´n respecto de αt y se iguala a 0 el resultado de la derivacio´n:
1
L
L∑
l=1
exp[−ft−1(x(l))d(l)]
{
−1 + ut(x
(l))
2
exp(−αt) + 1− ut(x
(l))
2
exp(αt)
}
= 0 (A.2)
121
A.1. SELECCI ´ON DE LOS PESOS DE SALIDA
Operando para despejar el te´rmino exponencial dependiente de αt, se obtiene
exp(2αt) =
∑L
l=1[1 + ut(x
(l))] exp[−ft−1(x(l))d(l)]∑L
l=1[1− ut(x(l))] exp[−ft−1(x(l))d(l)]
(A.3)
Si, adema´s, se considera la expresio´n de Bt (ve´ase la Ecuacio´n (2.6)) en el instante t− 1,
Bt−1 =
1
L
L∑
l=1
exp[−ft−1(x(l))d(l)] (A.4)
y definiendo el para´metro generalizado de separacio´n del clasificador base como
δt =
1
LBt−1
L∑
l=1
exp[−ft−1(x(l))d(l)]ut(x(l)) (A.5)
se puede reescribir el cociente en (A.3), llegando a
exp(2αt) =
LBt−1 + LBt−1δt
LBt−1 − LBt−1δt =
1 + δt
1− δt (A.6)
Finalmente, tomando logaritmos en la expresio´n anterior, se obtiene una expresio´n
analı´tica para el ca´lculo de αt
αt =
1
2
ln
(
1 + δt
1− δt
)
(A.7)
Esta expresio´n es equivalente a la utilizada por el algoritmo RA, ya que γt puede
formularse en los mismos te´rminos que δt; para ello, simplemente conside´rese la expresio´n
del e´nfasis del RA, Dt(x(l)), en funcio´n de la salida parcial del conjunto en la ronda t-
e´sima (ve´ase la Ecuacio´n (3.3)) y combı´nese con la expresio´n de Bt−1 (Ecuacio´n (A.4)),
obteniendo ası´ la siguiente igualdad
Dt(x
(l)) =
exp(−ft−1(x(l))d(l))∑L
l=1 exp(−ft−1(x(l))d(l))
=
1
LBt−1
exp[−ft−1(x(l))d(l)] (A.8)
que permite expresar γt en los mismos te´rminos de δt,
γt =
L∑
l=1
Dt(x
(l))ut(x
(l)) =
1
LBt−1
L∑
l=1
exp[−ft−1(x(l))d(l)]ut(x(l)) = δt (A.9)
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A.2. CONVERGENCIA DEL ERROR DE ENTRENAMIENTO
Para mostrar la convergencia del error del entrenamiento del algoritmo RA-we, se va
a seguir el mismo planteamiento empleado para el RA en [Schapire y Singer, 1999]. En
primer lugar, conside´rese la relacio´n (A.1) y ope´rese el te´rmino entre llaves, obteniendo
Bt≤ 1
2L
L∑
l=1
exp[−ft−1(x(l))d(l)]
{
[exp(−αt)+exp(αt)]+ut(x(l)) [exp(−αt)−exp(αt)]
}
(A.10)
A continuacio´n, utilı´cese la expresio´n para αt dada en (A.7) para operar los te´rminos ex-
ponenciales, obteniendo ası´
exp(−αt) + exp(αt) =
√
1− δt
1 + δt
+
√
1 + δt
1− δt =
1− δt + 1 + δt√
1− δ2t
=
2√
1− δ2t
(A.11)
exp(−αt)− exp(αt) =
√
1− δt
1 + δt
−
√
1 + δt
1− δt =
1− δt − (1 + δt)√
1− δ2t
=
−2δt√
1− δ2t
(A.12)
Sustituyendo estos resultados en (A.10) y operando, se llega a
Bt ≤ 1
2L
L∑
l=1
exp[−ft−1(x(l))d(l)]
{
2√
1− δ2t
+ ut(x
(l))
−2δt√
1− δ2t
}
=
=
1√
1− δ2t
1
L
L∑
l=1
exp[−ft−1(x(l))d(l)]
{
1− ut(x(l))δt
}
=
=
1√
1− δ2t
{
1
L
L∑
l=1
exp[−ft−1(x(l))d(l)]−δt 1
L
L∑
l=1
exp[−ft−1(x(l))d(l)]ut(x(l))
}
(A.13)
Esta cota puede ser reescrita de manera ma´s compacta recordando las expresiones de
Bt−1 y δt, Ecuaciones (A.4) y (A.5) respectivamente, como
Bt ≤ 1√
1− δ2t
{
Bt−1 −Bt−1δ2t
}
=
√
1− δ2t Bt−1 (A.14)
y aplicando recursivamente la desigualdad, se llega a
Bt ≤
t∏
t′=1
√
1− δ2t′ (A.15)
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Por u´ltimo, teniendo en cuenta que 1 − x ≤ exp(−x), con x > 0 y definiendo δ2 =
mı´nt′=1,...t{δ2t′}, la cota dada en (A.15) puede ser, a su vez, acotada superiormente del
siguiente modo
Bt ≤
t∏
t′=1
√
1− δ2t′ ≤ exp
[
−1
2
t∑
t′=1
δ2t
]
≤ exp
[
− t
2
δ2
]
(A.16)
relacio´n que permite, recordando que Bt es una cota superior de ESt (Ecuacio´n (2.6)),
obtener la expresio´n buscada para la cota sobre el error de entrenamiento
ESt =
1
2L
L∑
l=1
| sign [ft(x(l))]− d(l) | ≤ Bt ≤ t∏
t′=1
√
1− δ2t′ ≤ exp
[
− t
2
δ2
]
(A.17)
Del mismo modo que se ha hecho en la seccio´n anterior, esta expresio´n se puede parti-
cularizar para el algoritmo RA. Para ello so´lo hay que considerar que γt admite la misma
expresio´n que δt y reescribir (A.17) como
ESt =
1
2L
L∑
l=1
| sign [ft(x(l))]− d(l) | ≤ Bt ≤ t∏
t′=1
√
1− γ2t′ ≤ exp
[
− t
2
γ2
]
(A.18)
donde γ2 = mı´nt′=1,...t{γ2t′}.
A.3. ANA´LISIS DEL RIESGO MARGINAL
En esta seccio´n se va a establecer una cota sobre el riesgo marginal que va a permitir
analizar su comportamiento. Para ello, recue´rdese, que el riesgo marginal venı´a dado por
la expresio´n
RmarginT (θ) =
1
L
L∑
l=1
I
{
ρT (x
(l)) ≤ θ} (A.19)
y conside´rese la definicio´n del margen de clasificacio´n de cada patro´n, ρT (x(l)) =
fT (x
(l))d(l)/
∑T
t=1 αt, para reformular la expresio´n anterior en funcio´n de la salida glo-
bal, es decir,
RmarginT (θ) =
1
L
L∑
l=1
I
{
fT (x
(l))d(l) ≤ θ
T∑
t=1
αt
}
(A.20)
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a partir de la cual se puede establecer la siguiente cota superior sobre el riesgo marginal
RmarginT (θ) ≤
1
L
L∑
l=1
exp
[
−fT (x(l))d(l) + θ
T∑
t=1
αt
]
(A.21)
no´tese que para θ = 0 el riesgo marginal coincide con el error de entrenamiento, y esta
cota con Bt. Haciendo unas ligeras modificaciones sobre esta cota, se tiene
RmarginT (θ) ≤
1
L
L∑
l=1
exp
[−fT (x(l))d(l)] exp
[
θ
T∑
t=1
αt
]
(A.22)
donde, la primera exponencial se corresponde con BT , por lo que, segu´n la Ecuacio´n
(3.11), se sabe que puede acotarse por
BT ≤
T∏
t=1
√
1− δ2t =
T∏
t=1
(1 + δt)
1
2 (1− δt) 12 (A.23)
mientras que la segunda exponencial puede expresarse en funcio´n de δt, para ello, simple-
mente hay que sustituir la expresio´n de αt, i.e,
exp
[
θ
T∑
t=1
αt
]
=
T∏
t=1
exp
[
θ
1
2
ln
1 + δt
1− δt
]
=
T∏
t=1
(
1 + δt
1− δt
) θ
2
(A.24)
Y, finalmente, uniendo ambas expresiones, se llega a la expresio´n
RmarginT (θ) ≤
T∏
t=1
(1 + δt)
1
2 (1− δt) 12
(
1 + δt
1− δt
) θ
2
=
T∏
t=1
(1 + δt)
1+θ
2 (1− δt) 1−θ2 (A.25)
No´tese, que si en vez de considerar la cota sobre BT para el RA-we (Ecuacio´n (3.11)) se
hubiese considerado la correspondiente al algoritmo RA (Ecuacio´n (2.12)), y en vez de
emplear la expresio´n de αt correspondiente al RA-we se hubiese considerado la del RA,
se habrı´a obtenido una cota equivalente particularizada para el algoritmo RA, i.e.,
RmarginT (θ) ≤
T∏
t=1
(1 + γt)
1
2 (1− γt) 12
(
1 + γt
1− γt
) θ
2
=
T∏
t=1
(1 + γt)
1+θ
2 (1− γt) 1−θ2 (A.26)
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A.4. ANA´LISIS DE LA FUNCIO´N DE COSTE DE LOS
CLASIFICADORES BASE
En esta seccio´n se va a analizar el segundo te´rmino de la funcio´n de coste (3.18) em-
pleada por el RA-we para el entrenamiento de los clasificadores base; es decir, el te´rmino
Cδλ,t =
L∑
l=1
Dλ,t(x
(l))ot(x
(l))d(l) (A.27)
para poder demostrar, ası´, la validez de las expresiones (3.19) y (3.20).
Si, en primer lugar, se multiplica y se divide (A.27) por exp[−ft−1(x(l))d(l)], se llega a
Cδλ,t =
L∑
l=1
Dλ,t(x
(l))
exp[−ft−1(x(l))d(l)] exp[−ft−1(x
(l))d(l)]ot(x
(l))d(l) (A.28)
y definiendo
G′λ,t(x
(l)) = LBt−1
Dλ,t(x
(l))
exp[−ft−1(x(l))d(l)] (A.29)
se obtiene la siguiente expresio´n para Cδλ,t:
Cδλ,t = LBt−1
L∑
l=1
G′λ,t(x
(l)) exp
[−ft−1(x(l))d(l)] ot(x(l))d(l) (A.30)
En segundo lugar, se analiza la expresio´n de G′λ,t; para ello, se considera por un lado la
expresio´n de Dλ,t (ve´ase la Ecuacio´n (3.6)) y por otro se reescribe el te´rmino exponencial
de la siguiente manera
exp[−ft−1(x(l))d(l)] = Dλ,t|λ=0.5 =
1
Z ′t−1
exp
{
1
2
[ft−1(x
(l))−d(l)]2 − 1
2
f 2t−1(x
(l))
}
(A.31)
de este modo se puede escribir G′λ,t(x(l)) como
G′λ,t(x
(l)) = LBt−1
Z ′t−1
Zt−1
exp
{
λt · [ft−1(x(l))− d(l)]2 − (1− λt) · f 2t−1(x(l))
}
exp
{
1
2
[ft−1(x(l))− d(l)]2 − 12f 2t−1(x(l))
} =
= LBt−1
Z ′t−1
Zt−1
exp
{
(λt − 1
2
) · [ft−1(x(l))− d(l)]2 + (λt − 1
2
) · f 2t−1(x(l))
}
=
= LBt−1
Z ′t−1
Zt−1
exp
{
(λt − 1
2
) · {[ft−1(x(l))− d(l)]2 + f 2t−1(x(l))}
}
(A.32)
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donde el segundo te´rmino del exponente puede expresarse del modo
[ft−1(x
(l))− d(l)]2 + f 2t−1(x(l)) = ft−1(x(l))2 − 2ft−1(x(l))d(l) + d(l)
2
+ f 2t−1(x
(l))
= 2
{
ft−1(x
(l))2 − 2ft−1(x(l))d
(l)
2
+
d(l)
2
4
+
d(l)
2
4
}
= 2
{[
ft−1(x
(l))− d
(l)
2
]2
+
d(l)
2
4
}
(A.33)
lo que permite, mediante la combinacio´n de (A.32) y (A.33), llegar a
G′λ,t(x
(l)) = LBt−1
Z ′t−1
Zt−1
exp
{
2(λt − 0.5)
[
ft−1(x
(l))− d
(l)
2
]2}
exp
{
2(λt − 0.5)d
(l)2
4
}
(A.34)
Y dado que d(l)2 = 1, l = 1, ..., L, el segundo factor es constante y se puede combinar con
el cociente Z ′t−1/Zt−1, obteniendo
G′λ,t(x
(l)) = LBt−1
1
Z ′′t−1
exp
{
2(λt − 0.5)
[
ft−1(x
(l))− d
(l)
2
]2}
(A.35)
Por u´ltimo, se redefine esta funcio´n para que sea una funcio´n de densidad de pro-
babilidad; para ello, se introduce un te´rmino constante, ZG,t, que permite asegurar que∑L
l=1 Gλ,t(x
(l)) = 1, i.e.,
Gλ,t(x
(l)) =
1
ZG,t
exp
{
2(λt − 0.5)
[
ft−1(x
(l))− d
(l)
2
]2}
(A.36)
y por lo tanto, se tiene
G′λ,t(x
(l)) = LBt−1
ZG,t
Z ′′t−1
Gλ,t(x
(l)) = Z˜Gλ,t(x
(l)) (A.37)
siendo Z˜ el agrupamiento de todos los te´rminos constantes. Combinando la Ecuacio´n
(A.37) con la expresio´n de Cγt,λ dada en (A.30), se encuentra, finalmente, la expresio´n
de Cγt,λ que se estaba buscando:
Cδλ,t =
Z˜
LBt−1
L∑
l=1
Gλ,t(x
(l)) exp
[−ft−1(x(l))d(l)] ot(x(l))d(l) (A.38)
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BASES DE DATOS
Las prestaciones de los algoritmos propuestos en esta Tesis Doctoral se han evaluado
sobre 8 bases de datos correspondientes a problemas de decisio´n binaria, las cuales han
sido seleccionadas de modo que exista suficiente diversidad en cuanto a nu´mero de mues-
tras, atributos y complejidad (estructura de datos), razo´n por la que se consideran tanto
problemas reales como artificiales.
Entre ellas se encuentran cinco bases de datos pertenecientes al repositorio de la Uni-
versidad de California en Irvine (UCI) [Newman et al., 1998]; concretamente, las corres-
pondientes a los problemas:
Abalone: en su forma original, este problema consiste en estimar la edad de
un tipo de caracol marino (“abalone”), a partir de una serie de medidas fı´sicas
sobre su concha (longitud, dia´metro, altura, peso, etc.); sin embargo, se ha
transformado en un problema de clasificacio´n binaria, tal y como se indica en
[Ruiz y Lo´pez de Teruel, 2001], para determinar si la edad del molusco es superior
o inferior a los 10 an˜os.
Contraceptive: el objetivo de este problema es predecir, a partir de las caracterı´sticas
demogra´ficas y socioecono´micas de un grupo de mujeres casadas, si emplean o no
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algu´n me´todo anticonceptivo.
Image: en este problema cada dato corresponde a una serie de medidas (valor medio
de intensidad para cada componente de color, contraste, saturacio´n, etc.) extraı´das
de una regio´n de 3 × 3 pı´xeles de una serie de ima´genes tomadas al aire libre. El
objetivo es discriminar entre dos tipos de superficie: natural (si se trata de cielo,
follaje o hierba) o artificial (si contiene ladrillo, cemento, cristal o camino).
Spam: se trata de determinar si un e-mail esta´ relacionado con informacio´n comercial
no solicitada (“spam”) a partir de indicadores de la frecuencia de aparicio´n de ciertas
palabras o caracteres clave.
Tictactoe: esta base de datos debe su nombre al juego de las 3 en raya (“Tic-tac-
toe”), ya que indica el conjunto de todas las posibles configuraciones finales en el
tablero. El objetivo de la misma es predecir si el jugador que comenzo´ la partida ha
ganado, es decir, si este jugador tiene una de las 8 posibles combinaciones para crear
3 en raya.
Se ha empleado tambie´n la siguiente base de datos obtenida de [Alinat, 1993]:
Phoneme: el objetivo de este problema es distinguir entre vocales nasales y no
nasales, empleando para ello las amplitudes de los cinco primeros armo´nicos del
espectro de frecuencias, normalizados por la energı´a total.
Por u´ltimo, se han manejado dos problemas sinte´ticos:
Kwok: la denominacio´n de esta base de datos se debe al nombre de su creador
[Kwok, 1999]. Los datos proceden de cinco gaussianas bidimensionales esfe´ricas:
dos gaussianas para generar los datos de una clase y tres para la otra. La tasa de error
de Bayes sobre el conjunto de test es del 11.3 %.
Ripley: propuesto por B. D. Ripley en [Ripley, 1994], los datos de cada clase proce-
den de una distribucio´n bimodal formada por la mezcla de dos gaussianas de igual
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matriz de covarianza y probabilidad a priori. La tasa de acierto de Bayes sobre su
conjunto de test es del 8 %.
Para finalizar, ha de sen˜alarse que los problemas Contraceptive, Phoneme, Spam y
Tictactoe no incluyen una particio´n de test predefinida, por lo que a partir de su conjunto de
entrenamiento (u´nicos datos disponibles) se han establecido aleatoriamente 10 particiones
diferentes de los conjuntos de entrenamiento y test, que contienen, respectivamente, el
60 % y 40 % del total de los datos disponibles.
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