Object detection in high-resolution remote sensing images has been attracted increasing attention in recent years owing to the successful applications of civil and military. However, there are many critical challenges deciding the performance of object detection in large-scale complex remote sensing image. One of these challenges is how extract and enhance the discriminative features without the top-down feedback mechanism for the existing convolutional neural network (CNN). To cope with this problem, a novel object detection algorithm based on direct feedback control for CNN (DFCCNN) is proposed in this paper. The DFCCNN combines a region proposal network with an object detection network to generate the proposals and to detect the object separately. Initially, a candidate region proposal network (CRPN) is implemented to extract candidate regions within the remote sensing image. Then multi-class objects detection feedback network (MODFN) propose a new top-down feedback mechanism based on the traditional feedforward network to detect the objects. A direct feedback loop (DFL) and a feedback control layer (FCL) are contained in the feedback network. The DFL propagates the posterior information directly from the top layer without depending on the rest of the network and the FCL make full use of top-down information to inhibit object-irrelevant neurons and emphasize object-relevant neurons. Through the addition of direct feedback control mechanism, these object-relevant neurons can be emphasized by taking feedback information of top layer into feature extraction, whereas these object-irrelevant neurons can be inhibited effectively by pruning the neural pathway. The proposed DFCCNN model is able to extract more discriminative low-level features under the guidance of the high-level information. Some experiments on NWPU VHR-10 data set and aircraft data set are induced, and the experimental results show that the proposed method can achieve a higher accuracy of object detection in remote sensing image with various complex background clutter.
I. INTRODUCTION
A large number of available remote sensing images promote the correlation research in understanding remote sensing image content such as scene classification [1] - [4] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang . image retrieval [5] - [7] , airplane detection [8] , [9] , vehicle detection [10] , building detection [11] , etc. [12] . In these applications, object detection plays a basic and crucial role in analyzing object-related information from very high resolution (VHR) remote sensing images. However, there are not only man-made objects with drastic boundary that has strange contrast with the background but also landscape VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ objects that are similar to the background in the remote sensing image with wide field. These diversified objects further aggravate the difficulty of object detection. There may be a large number of objects in a remote sensing image, and they are relatively small compared with the complex background. Meanwhile, the appearance and the size of the objects maybe change since the viewpoint, illumination, and weather are changeable. Therefore, it is hard to describe and recognize the fickle small objects in a complicated environment. Multi-class objects detection in remote sensing image with high spatial resolution faces more challenges and difficulties, and it has attracted much attention and a lot of object detection methods are proposed. These object detection approaches in VHR remote sensing image can be classified into four categories, i.e., knowledge-based method, template-based method, object-based image analysis method, and machine learning-based method [13] . Knowledge-based method generally translates object detection into hypotheses testing problem by establishing various knowledge and rules, which including geometric information [14] and context information [15] , [16] . It is robust for single object detection but cannot work effectively when there are a wide variety of objects. The template-based object detection method usually generates a template for each to-be-detected object class by hand-crafting, and then it matches the image at each possible position to find the best matches [11] , [17] , [18] . It can be implemented easily but it cannot work stably when the object changing in scale or direction. Object-based image analysis method segments the remote sensing image into many objects representing a relatively homogeneous group of pixels, and then image classification and then classifies these objects into various categories by a certain multi-features association criteria [3] , [5] , [6] . It offers the potential to exploit geographical information system functionality and provides a framework for overcoming the limitations of conventional pixel-based image classification methods. However, it is very particular about the segmentation algorithm owing to the delineation quality of the objects has a direct influence on the accuracy of the subsequent image classification. As for machine learning-based method, object detection can be performed by learning a classifier for multifarious features, such as scale-invariant feature transformation (SIFT) [7] , histogram of oriented gradients(HOG) [19] - [21] , bag-of-words (BOW) feature [22] - [24] , texture features [1] , [25] - [27] , sparse representation (SR)-based features [28] - [31] , and haar-like features [32] , [33] . Generally, the classifier can be trained by number of possible approaches, for instance, support vector machine (SVM) [2] , [23] , [34] , [35] , AdaBoost [27] , [33] , [36] , [37] , k-nearest-neighbor (kNN) [19] , [38] , [39] , conditional random field (CRF) [40] - [42] , sparse representation-based classification (SRC) [43] - [45] , and so on [46] - [50] . The machine learning based approach outperforms the other approaches in some cases, but its performance would be greatly influenced by the selection of handcrafted features and training samples.
The convolutional neural network(CNN)-based deep learning is an efficient hierarchical feature representation framework, and it could extract and learn different level of robust features automatically via multi-layer perception [51] so that it can significantly improve the detection accuracy and efficiency. In 2012, CNN-based AlexNet [52] showed extraordinary performance in image classification on the ImageNet data set [53] . Afterwards, various CNN-based object detection and image classification algorithms have been developed to detect object [54] - [57] , including regional CNN (R-CNN) [58] , Fast-RCNN [59] and Faster-RCNN [60] . R-CNN is a pioneering object detection framework for it combines a region proposal mechanism with feature automatic extraction procedure. To avoid the duplicated computation from overlapping proposals, Fast R-CNN mappings the region proposal into the convolutional feature map, and it not only increases the speed but also improve the accuracy of object detection. Faster R-CNN further improves the computation speed by integrating the region proposal and detection procedure into a unified network. These CNN-based algorithms have made a remarkable progress in natural image classification and object detection, especially in the extraction and fusion of hidden features.
However, there are many critical challenges for traditional CNN-based algorithm to detect object in large-scale complex remote sensing image. Firstly, the object's feature has been greatly weakened in the topmost convolutional feature map for low spatial resolution, and the CNN-based method would struggle with and even miss these weak features. Secondly, the object's feature would be submerged in the complex background clutter, which leads to powerless feature representations for the object of interest. The background generally occupies a large proportion of the remote sensing image, and there is an imbalance between positive samples and negative samples during training period. This is the reason why the traditional CNN-based algorithm usually focuses on the background clutter and ignores the small object. What's more, the CNN-based algorithm is mainly composed of many stacked feedforward layers without the top-down feedback mechanism. For instance, it is challenging in detecting the fine-grained object where the differences among various fine-grained categories are quite subtle, and this feedforward architecture is hard to make the correct final decision on the single category due to the distraction from other candidate categories. On the contrary, the top-down feedback mechanism could effectively control the statuses of some neurons to encourage or restrain information so as to distinguish these fine-grained categories.
Inspired by the success of top-down method in visual attention field especially for object detection [61] , many feedback methods have been developed in the past decades. For example, the feedback layer and the emphasis layer are established in convolutional neural networks [62] to achieve the ability of ''re-think'' the decision during training. However, it failed to establish a display feedback loop, which can be tuned to optimize the feedback network. The same problem exists in the feedback CNN [61] that jointly inferring the outputs of class nodes and the activation of hidden layer neurons. A neuron selectivity is formulated as an efficient optimization process by introducing feedback layers and a feedback loop besides the traditional forward-backward procedure [63] . Nevertheless, its feedback loop needs to be fed back layer by layer from the output layer, and this mechanism causes the information weakened during transmission. While these top-down feedback methods have got excellent results, these current methods ignore the feedback loop in the feedback process. In the process of top-down neuron perception, due to the complex relationship between neurons, the activation of neurons is easily disturbed, and the appropriate feedback loop can effectively control neurons.
In order to make use of the top-down information accurately, a novel object detection algorithm based on direct feedback control for CNN (DFCCNN) is proposed to extract more effective features in order to enhance the object detection in this paper. Similar to Faster R-CNN, this method consists of two subnetworks: a candidate region proposal network (CRPN) and a multi-class object detection feedback network (MODFN). They share the convolution layer for endto-end training. The feedback control layer (FCL) and direct feedback loop (DFL) are established in MODFN to highlight the object and suppress the background in remote sensing images. First, CRPN extracts candidate regions with the purpose of detecting all objects of interest in the remote sensing image. Then those object proposals are sent to the MODFN for accurate object detection. Meanwhile, the architecture of CNN is redesigned by adopting feedback control framework that contains FCL and DFL for making the final decision based on multiple-pass of the data through the network. The FCL inhibits object-irrelevant neurons and emphasizes object-relevant neurons by exploiting the top information of object categories. This information in top layer is fed back to the FCL through the DFL, which can swap out the weight matrices in a backward path with fixed random matrices. The proposed method is evaluated and compared with the other state-of-art object detection methods, and the experiments show that FCL and DFL could efficiently suppress the background and accurately highlight the object, and this proposed method improves the object detection performance especially in remote sensing image with complex background. This paper has three contributions: (1) According to empirical statistics, the accuracy of object detection in remote sensing image is seriously affected by the object irrelevant candidate categories. The FCL is proposed to inhibit object-irrelevant neurons and emphasize object-relevant neurons by exploiting the posterior probability of candidate object categories. (2) This paper builds a DFL module into the FCL to make full use of the top-down information by feeding back posterior probability of object categories. This feedback principle propagates the posterior information directly from the top layer without depending on the rest of the network.
(3) A unified CNN-based multi-object detection framework is developed in this paper by integrating the CRPN, MODFN, FCL and DFL. Especially, the proposed DFCCNN establishes a new top-down feedback mechanism for the traditional feedforward network.
The rest of this paper is organized as follows. The whole object detection scheme based on direct feedback control CNN for remote sensing image is given in the section II. The experimental results and discussions are presented in section III. Finally, the conclusions are drawn in section IV.
II. DIRECT FEEDBACK CONTROL FOR CONVOLUTIONAL NEURAL NETWORK
The overall framework of proposed DFCCNN is illustrated in Fig. 1 , which consists of two subnetworks, CRPN and MODFN. First, remote sensing image is put in the CRPN to VOLUME 7, 2019 generate a set of region proposals with different multi-scale anchors. Next, the MODFN model is employed to detect the object in these object-like regions. The main point of the DFCCNN is that the top layer can be directly connected to the bottom layer to achieve the function of feedback control. Benefiting from the posterior information in the top layer, the discriminative features in the bottom layer can be emphasized repeatedly. Such function is implemented through the FCL and DFL in this paper.
A. CANDIDATE REGION PROPOSAL NETWORK
Similar to RPN [60] , the CRPN takes an image of any size as input and outputs a set of region proposals with classification probabilities. The overall framework of the CRPN is illustrated as Fig. 2 . A pre-trained Simonyan and Zisserman convolutional neural networks (VGG CNNs) [64] is adopted in the CRPN, at the same time, a small network is slid on the convolutional feature map that output by the thirteenth convolutional layer. A 3 × 3 spatial window of the input convolutional feature map is taken as the input in small network. Each sliding window is mapped to a 512-d feature by using a 3×3 × 512 convolution operation. This feature is fed into two sibling fully-connected layers, namely, the box-regression layer (reg) and the box-classification layer (cls). Supposing that the number of maximum possible proposals for each sliding-window location is indicated as k, then the regression layer will have 4k outputs encoding the coordinates of k boxes and the box-classification layer will output 2k scores that estimate the probability of object or not for each region proposal.
For every location of the image, we fine-tune the anchor in RPN [60] to adapt it to our optical remote sensing image dataset with various scale ratios. Different from natural image, there are various sizes objects in the remote sensing image and most of them are small objects. Therefore, for anchors in our CRPN, there are four scales with box area of 64 × 64, 128 × 128, 256 × 256 and 512 × 512 pixels, three aspect ratios of 1:1, 1:2, and 2:1. In total, the CRPN yields k= 12 anchors at each sliding position. To train CRPN, a binary class label (of being an object or not) is assigned to each anchor and form a training set. An anchor that has an intersection-over-union (IoU) threshold higher than 0.7 with any ground-truth box will be assigned to a positive label, and an anchor that has an IoU threshold lower than 0.3 with all ground-truth boxes will be assigned to a negative label. The loss function in CRPN for an image is defined as
where w denotes the parameters of the network, k * and k represent the true and predicted labels, respectively. t * and t are the true and predicted anchor boxes at the sliding window position, respectively. λ C is the balancing parameter. The classification loss l cls−CRPN (p, p * ) is log loss for true class p * , and the second loss l reg−CRPN (t, t * ) is the bounding box regression for positive boxes. For bounding box regression, it denotes a smooth L 1 loss defined as [58] 
B. MULTI-CLASS OBJECTS DETECTION FEEDBACK NETWORK
The region proposal output by CRPN is the area where approximate suspected object appear rather than the final object detection result. In order to extract complete object features and to detect the object accurately, MODFN is added after CRPN. We build the proposed MODFN by adding the feedback control framework into the existing CNN architecture. The feedback control framework not only contains the application form of the feedback information, but also the propagation path and propagation rules of the feedback information. The FCL use feedback information to emphasize object-relevant neurons and inhibit object-irrelevant neurons. The top-down information is propagated back in DFL, which enables the feedback information transmit without loss.
1) ESTABLISHMENT OF FEEDBACK CONTROL LAYER
A conventional CNN is mainly composed of convolution layers, pooling layers, and full connection layers, and they are simply connected in a feedforward manner, as shown in Fig. 3 . In lth convolution layer, the output I l i of ith neuron is calculated as
where f is the activation function, W is the weight matrix, * denotes convolution, and b is the bias term. In equal (5), the input of the current network layer comes from the output of the previous network layer, and the information can only be transferred from bottom layer to top layer. This feedforward mechanism without feedback makes calculations more efficient while the backpropagation algorithm can be directly used to optimize the parameters of CNN. However, the message across different layers would be weakened even lost for the layer only accepts information from adjacent layers, and some important top-down information cannot be effectively utilized to every layer of CNN.
In order to apply high-level information to the process of feature extraction, we add the FCL into the convolutional neural network and attempt to exploit the posterior output information. Fig. 4 shows the illustration of the FCL. It takes posterior probability P as input, and produces the emphasize or suppress vectors S with several fully connected layers.
The shape of input tensors P is equal to the total detection category. The dimension of the output vector and the number of channels in the corresponding bottom layer is equal. The information processing of the FCL c can be modeled as
where the total detection category is k + 1 (object category is k, background category is 1), y denotes the output of the FCL, P represents the posterior probability in the top layer, and W is the weight matrix. The FCL receives the information of the backward layer as an input to update the network. In order to realize the control of the FCL on the network, y is computed as follows:
where N c is the number of neurons in the lth layer.
N c j=1 exp(y c i ) as a normalization factor guarantees that the sum of all y c i have a value of 1 such that the information of the FCL is consistent with the information of the feedforward network layer. At the same time, FCL differs from the feedback layer in [62] is that it can directly emphasize or suppress the relevant neuron channel by the following mode:
where N denotes the number of neuron channels added in the FCL, when S c i > 1, the neurons will be strengthened; conversely, when S c i < 1, the neurons will be weakened. This FCL is believed to primarily play a regulatory role, this structural enhancement enables the network to enhance some of the distinguishing features and weaken irrelevant features. As shown in Fig. 5 , the output S c i of the FCL will control neurons of later layer. The gray neurons in Fig 5 are inhibited neurons.
2) ESTABLISHMENT OF DISPLAYED DIRECT FEEDBACK LOOP
General feedforward CNNs use backpropagation algorithms to optimize weights. The learning signal in the optimization process is not local but must be propagated layer by layer from the output unit. This requires that the transmitted signal VOLUME 7, 2019 must be transmitted as a second signal over the network. To solve this issue, a DFL is also established while establishing the FCL. The DFL deployed in this paper can feedback the posterior probability to any FCL at any time in order to achieve more flexible feedback optimization. The information on the top layer in the network will change drastically with the iteration of the network, so a single feedback cannot deliver real-time feedback information. At the same time, in order to avoid confusion between the feedback optimization loop and the back propagation loop in the feedforward network, a separated and displayed DFL is established, and it combines with the FCL to form a feedback network as shown in Fig. 6 . We separate the feedback loop from the backpropagation and establish a displayed DCL, which feeds the posterior information back to each FCL to control the network, and the posterior information will not be lost during transmission.
Suppose the gradient as used in DCL at FCL c and c + 1 is δy c i and δy c+1 i , respectively. Inspired by the direct feedback algorithm that opposite to the backpropagation algorithm [65] , for all P ∈ {p 0 ,p 1 , p 2 , · · · ,p k } we have
where l is the loss of P, is an element-wise multiplication at the layer, and e denotes the error vector of the top layer. H c and H c+1 are the fixed random weight matrices with proper dimension. f (.) represents the activation function in the FCL. The purpose of establishing a feedback connection loop is to send feedback information to the FCL, which control the network in a predetermined manner. For convolutional neural networks, backpropagation is an optimization process for feedforward network. Similarly, the construction of a feedback connection loop is also the solving process of feedback optimization problem. The displayed DFL can be regarded as the optimization solution process of feedback. Different from the optimization approach of backpropagation process in feedforward network, the displayed DFL optimizes the feedback information directly rather than iterates the information layer by layer. The random weight matrix H ensures that the information will not go through the middle layer but reaches the FCL directly. The main purpose of the proposed MODFN structure is to detect object more accurately by adding a feedback control framework. First, the MODFN utilizes forward propagation algorithm to obtain the initial output P 1 without FCL and DFL. Then, the FCL is established in front of each convolutional layer that are connected to neural node. Each FCL take the posterior information P from the classification layer as input, and then produces the control vectors to control the corresponding neurons. A DFL propagates the posterior information directly from the top layer without depending on FIGURE 6. The core idea of the feedback control framework. the rest of the network, which can greatly improve the efficiency of feedback and make full use of the top-down information and fed back posterior probability of object categories to the FCL. Because of feedback propagation can be carry out while the network is back propagating, it is unnecessary to increase the training time and the number of iterations. So the training time cost will not be increased as the bottom layers receive richer top-down information.
3) ESTABLISHMENT OF MULTI-CLASS OBJECTS DETECTION FEEDBACK NETWORK
Similar to the CRPN, the MODFN has two sibling output layers that include discrete probability distribution l cls−MODFN and bounding-box regression offsets l bbox−MODFN . At each regression position, assuming that the bounding box is B (predicted) and B * (true) and the class probability is P (predicted) and P * (true). The training minimizes a multi-task loss function in MODFN is defined as follow.
l cls−MODFN P, P * = −log P * P + 1 − P * (1 − P)
where x and y stand for the top-left coordinates of the predicted bounding-box. w and h represent the width and height of predicted bounding-box, respectively. λ M is the balancing parameter and W f denotes the added parameters of FCLs. So the gradients in Eq. (9) and Eq. (10) can be written as follows:
The DFL is illustrated in Fig. 7 with red arrows. During feedback propagation, the gradients of each FCL with respect to y c i is calculated via the chain rule: 
Through these structural enhancements, the bottom layers in the MODFN model enables to acquire the current classification prediction in the top layers directly. Then FCL inhibits object-irrelevant neurons and emphasizes object-relevant neurons by recalculating the feature information and controlling the neurons. In this way, the feedback control framework can take advantage of top-down information for more accurate object detection. The main steps of the proposed direct feedback control framework are summarized in Algorithm 1. 
Algorithm 1 Feedback Control Framework
Input: High-level information about the network. Output: S is the output in the FCL. When S> 1, the neurons will be strengthened; conversely, S< 1, the neurons will be weakened.
III. EXPERIMENTS AND ANALYSIS
In this section, experiments were undertaken in order to investigate the performance of the proposed framework on remote sensing images. The utilized datasets are introduced in section A, and the corresponding evaluation criteria of the experimental results are shown in section B. The experimental results and corresponding analysis are illustrated in section C and section D, respectively.
A. DATASET DESCRIPTION AND EXPERIMENTAL SETTINGS
The performance of the proposed feedback algorithm was tested on a multi-class object detection dataset, i.e. NWPU VHR-10 dataset [66] , [67] , which contains 10 different types of objects, i.e., airplane, ship, storage tank, baseball diamond, tennis court, basketball court, ground track field, harbor, bridge and vehicle. There are 650 optical remote sensing images (each image contains at least one object) contained within the NWPU VHR-10 dataset, in which 565 color images were got from Google Earth with the spatial resolution ranging from 0.5 to 2 m, and 85 color images were acquired from Vaihingen data with a spatial resolution of 0.08 m. For this dataset, bounding boxes used for ground truth were manually annotated including 757 airplanes, 302 ships, 655 storage tanks, 390 baseball diamonds, 524 tennis courts, 159 basketball courts 163 ground track fields, 224 harbors, 124 bridges, and 477 vehicles. In this paper, the image set was divided into 60% for test, 20% for validation, and 20% for training, that is, 390 images for test, 130 images for validation and 130 image for training. Fig. 6 shows the object categories of the NWPU VHR-10 dataset. The detailed object sizes and object numbers are listed in Table 1 .
To further validate the proposed method, another aircraft dataset is used for evaluating the DFCCNN. This aircraft dataset contains three large-scale satellite images, which were acquired by the Jilin-1 1 optical satellite. These satellite images were collected over the airport of Sydney, Turkey and Tokyo, respectively. Aircrafts in this data set have various sizes and orientations and most of them are densely parked in the airport. The details of these satellite images and aircrafts are shown in Table 2 .
All the experiments are implemented on a PC with an Intel single Core i7 CPU and NVIDIA GTX-1080 GPU. The random access memory of the PC is 16 GB and the PC operating system is Ubuntu 14.04.
B. EVALUATION METRICS
In order to measure the performance of the proposed algorithm, we adopted commonly used evaluation indicators of precision rate and recall rate to quantitatively evaluate the results. The precision rate measures the proportion of detections that are true positives, and the recall rate measures the proportion of positives that are correctly detected. They are defined as follows:
where TP denotes the number of correctly detected airplane (true positives), FP are the number of falsely detected airplane (false positives), FN are the number of falsely detected background (false negatives). For the detection result, if the area had an intersection overlap with ground-truth bounding box of greater than 0.5, we considered it to be a TP. Otherwise, the detection result is considered to be a FP.
To measure the aircraft detection performance of the second dataset, two widely used evaluation indicators were adopted: AC and PR. These two evaluation indicators refer to the accuracy and precision ratio, respectively. They are defined as follows: Fig. 8 shows the feature extraction results of various methods for airplane. In the original image, the objects are marked by red boxes and red serial numbers for better observation. There are three sets of comparison results, Fig. 8(a) shows the original image. Fig 8(b), Fig 8(d) and Fig 8(f) Object #1 is smaller than other objects and its color is quite different from the others. It can be seen that object #1 has few features in Fig. 8(b) and Fig. 8(d) , but there are rich features in Fig. 8(c) and Fig. 8(e) . For all objects, the features in Fig. 8 (g) are also brighter than those in Fig. 8(f) , especially for object #1. This indicates that the network without feedback is vulnerable in the object with variable characteristics. Fig. 9 displays the feature extraction results of different methods for baseball diamond. There is a small area around object #2 that is similar to its color. In the results of network without feedback, this similar colored area is highlighted as object feature. This indicates that the network without feedback is easy to confuse background features with foreground features. In the results of the proposed DFCCNN, both object #1 and object #2 can be detected accurately, which demonstrates that the proposed method can perform stably for confusing characteristics. Fig. 10 shows feature extraction results of different methods for tennis court, where the region between object #1 and object #2 is connected and the solar panel in the background is very similar to the object in appearance. The results of network without feedback in object #1 and object #2 are punch-drunk and promiscuous. However, by introducing the feedback mechanism, it can be seen from Fig. 10 that distinct boundary is generated in the result feature map of the proposed method. This demonstrates that the proposed method is robust to the fine boundary features. Fig. 11 shows the result images of different methods for basketball court. Object #3 in Fig. 10 is also a basketball court. It can be seen that object #1 and object #2 differ from object #3 in color and background. For the results of network without feedback, lots of residual clutters are generated in the object edge area. As to the result of DFCCNN, the object is clearer and the clutter of object edge is much weaker than that of network without feedback. Fig. 12 display feature extraction results of different methods for ground track field, which is large in size and rarely in quantity. In the results feature maps of network without feedback, the clutters are heavy in the object area. This indicates that the network without feedback is weaken in extracting object features. As to the result feature map of DFCCNN, the object area is continuous and free of clutter, which demonstrates that the proposed method can strengthen the object features, namely, emphasize the object-relevant neurons. Feature extraction results of different methods for bridge are shown in Fig, 13 , where the background is reality simple. It can be seen that the results of DFCCNN is brighter and clearer than that of network without feedback. This reflects the proposed method owns superior ability to highlight object-relevant neurons. Fig. 14 shows feature extraction results of different methods for ship. It can be seen from Fig. 14(a) that the size of object is extremely small. In the results of network without feedback, the residual clutters are heavy in the object edge. As to the result feature map of the proposed method, the object is brighter and smoother in edge than that of network without feedback, which indicates that the proposed method can successfully extracting the feature of small object from big background. Fig. 15 displays the feature extraction results of different methods for storage tank and the original image is shown in Fig. 15(a) , where the object is small and dense. It can be seen that lots of clutter residues are generated in the result of network without feedback. The results of the proposed method are satisfactory because the dense objects are separated accurately without noise residual in the result feature maps, which demonstrates that the proposed method are robust to dense object area. Fig. 16 shows the processed results of harbor, which contain the object of ship inside. It can be seen that the results of the proposed method are brighter and clearer than that of network without feedback. Complete object profile is generated in the results of the proposed method. This indicates that the proposed method can successfully highlight object-relevant neurons. Fig. 17 displays the feature extraction results of different methods for vehicle and the original image is shown in Fig. 17(a) , where the background is extremely complex and the object is small in size. For the result of network without feedback, the object area is dark and area. As to the result of the proposed method, the small object is bright and clear. This indicates that the proposed method can perform stably for complex background remote sensing image.From the experiment results, it can be seen that the proposed method is more effective and robust than the network without feedback.
The detection results of CNN model with and without the feedback for ZF net and VGG net are listed in Table 3 .
It can be seen that the detection results can be significantly improved by adding a feedback method whether it is a small ZF model or a large VGG model. Especially for the object categories of ship, storage tank and vehicle with smaller size and weak features, the proposed DFCCNN improved the performances significantly. For the object of vehicle, the detection accuracy of DFCCNN-ZF is more than 20% higher than that of CNN-ZF. This shows that the proposed DFCCNN method can detect small objects more accurately in extremely complex environments. In other words, the DFCCNN method can emphasize object-relevant neurons in the presence of numerous object-irrelevant neurons. For the object of other object in small size such as ship, storage tank and harbor, the AP values of the proposed DFCCNN method have increased by more than 10%. The proposed DFCNN method not only has a significant effect on small objects but also can achieve better detection results on multi-class objects.
D. OBJECT DETECTION RESULTS ON NWPU VHR-10 DATA SET
In order to evaluate the detection performance of the proposed method quantitatively, twelve methods are involved in the comparison experiments. In these methods, four of them are traditional methods that are widely applied to detect object; seven of them are state-of-the-art deep learning methods that have made significant progress in the field of object detection. The Bow [68] and SSCBow [69] are chosen as the representative state-of-the-art Bow-based methods. Fisher discrimination dictionary learning (FDDL) [28] is selected as the representative state-of-the-art sparing coding-based method. And collection of part detectors [66] is representative state-of-the-art SVM-based method. There are many types of deep learning methods, and the convolutional is the most prominent in image processing. The core component of convolutional neural network is the convolution operation, which is superimposed in the network. In this section, eight state-of-the-art convolutional neural network-based methods of RICNN [67] , FRCNN [60] , MSCNN [70] , SSD [71] , YOLO1 [72] , YOLO2 [73] , YOLO3 [74] and FCNN [61] are chosen to represent the deep learning method. The detail parameter settings of the convolutional layer and training process of the compared deep learning algorithms are summarized in Table 4 .
The performance of the compared methods for various objects are shown in Table 5 . It can be seen that the proposed method can achieve higher AP values among all objects. And the method based on deep learning is obviously outperform the traditional method. This is because the method based on deep learning can effectively extract highlevel features, conversely, the traditional method can only extract the low-level features. The detection performance measured in mean AP of FRCNN-VGG is slightly highly than RICNN. Due to the train process of RICNN carried in series by multiple pipelines, which including generating candidate regions, extracting deep features, and training SVM.
Whereas FRCNN is a unified end-to-end detector that effectively save a lot of training time and storage space. What's more, the method presented in this paper is also an end-to-end detector, which can eliminate intermediate operations. The detection performance measured in mean AP of YOLO1 is relatively low. Since YOLO1 divides the input image into an S × S grid, while one grid can only predict two objects, so it is weak for detecting small and dense object, such as harbor and storage tank. The methods of YOLO2 and YOLO3 are both improvement from YOLO1, they promoted the mean AP from 69.50% to 78.68% and 82.62%, respectively. For the object categories of harbor, storage tank, tennis court and vehicle that are smaller than the other objects, the proposed DFCCNN method improved the detection performance significantly, which demonstrates that the proposed method is more effective and accurate in detecting small objects than the existing deep learning methods. Especially, for the most class of objects, the proposed method has optimal or suboptimal AP values. This indicates that the proposed method is more effective and robust for objects of various sizes. SSD has better performance than other baseline methods on average. This contributes to the utilization of multiple feature maps and feature integration for eliminating proposal generation and subsequent pixel or feature resampling stages. However, the proposed method achieves better AP value in all the ten kinds of objects. For the object of baseball diamond, MSCNN can acquire satisfactory AP value, but this method cannot perform stably for objects in small size. Especially, the proposed method outperforms the feedback method FCNN in all object categories. Consequently, the experiment results illustrate that the FCL and DFL can improve the detection performance effectively compared with those state-of-the-art methods.
The performance of object detection in Fig. 18 displays the PRCs of nine methods. To better comparison and visualization, the range of value in the Y-axis for different objects is not uniform and determined according to the actual detection result. For the object in large size such as airplane, baseball diamond and ground track field, most of the compared methods achieve rather reasonable detection results, so the value in the Y-axis for these objects are 0.9 to 1.0. For the object in small size such as storage tank, tennis court, harbor, bridge and vehicle, the detection results of different methods differ greatly, so the value in the Y-axis for these objects start from 0.5 even smaller. This kind of adjustment make it more explicit and downright in observing the compared methods for different objects. It can be seen that all methods can achieve comparable excellent detection performances for airplane, baseball diamond and ground track field. However, the proposed method in other seven small object categories have superior object detection ability than the compared methods. MSCNN, SSD and YOLO3 get better PRCs than other compared methods. This shows that the multiple feature maps integration and the deeper network can improve the detection performance. The proposed method outperforms all the compared methods and this is because the added FCL can inhibits object-irrelevant neurons and emphasizes object-relevant neurons by using the top-down information. FRCNN-based methods are better than the YOLO-based methods in airplane, ship and bridge, but the performance of FRCNN-based methods is not satisfying in other objects. This implies that the FRCNN and YOLO method are not as stable as the proposed method in various scenarios.
Overall, the proposed method achieves obvious advantage in object detection effectiveness and robustness than the compared methods according to the PRCs curves. Fig. 19 shows the qualitative detection results of the objects with the proposed approach. It can be seen that the proposed method shows an outstanding detection performance on the ten classes of objects. The proposed method achieves almost perfect detection performance in Fig. 19 (a) , which has airplanes and storage tanks. This implies that the proposed method gets superior multi-object detection capability with the same background. Fig. 17 (b) shows the proposed method is robust in different colors and various directions of the airplane object. It can be seen from Fig. 19 (c) that the proposed method can detect different types of objects accurately for the complex urban background. What's more, for the background of green grass in Fig. 19(d) and the background of light colored concrete in Fig. 19(i) , both the ground track field in big size and baseball diamond in small size can be detected by the DFCCNN algorithm. This shows the robustness of the proposed method in various background. Fig. 19 (e) displays the detection results of two types of objects with similar characteristics that include not only color but also shape and size. This reflects the superior object detection ability of the proposed method with highly confusing features. The objects in Fig. 19 (f) are same to the objects in Fig. 19 (e) except the color of these objects, and the proposed method is able to get excellent detection results in these two pictures. Fig. 19(g) and Fig. 19(h) show the excellent detection performance of the object of bridge, harbor and storage tank. The objects of ship in Fig. 19(j) and Fig. 19(k) show the almost perfect detection results of ship, which are in the sea surface and port, respectively. The detection results of vehicle is shown in Fig. 19(l) , where the objects are especially small and unconspicuous. It reflects that the proposed method is robust to extract the weakness features. These successfully detection results demonstrate the effectiveness and robustness of the proposed method.
With the exception of AP values and PRCs, the computation efficiency is also an important evaluation index for evaluating the performance of the proposed DFCCNN method. As shown in Table 6 , YOLO-based methods are efficient due to the single neural network but with some compromise in detection performance. Affected by the multistage pipelines, RICNN is inefficient compared with other deep learning-based methods. SSD is efficient due to the single shot multi-box detector. Traditional methods get the worst efficiency due to the time-consuming manual feature extraction. From Table 6 , it can be seen that the DFCCNN achieves the best detection accuracy with about 0.21s, which reached a tradeoff of detection accuracy and computation efficiency. This implies that the proposed method is robustness in both detection accuracy and computation time. This is because that the proposed method can inhibit objectirrelevant neurons, which will take up a lot of computation. Although several additional FCL layers have been added to the proposed network, we can decrease the counting amount while utilizing the feedback information.
E. OBJECT DETECTION RESULTS OF AIRCRAFT DATA SET
In order to observe detection results more intuitively, the large-scale image is cropped into small scale image blocks. The dataset of Sydney International Airport, Turkey International Airport and Narita International Airport are divided into 35 small blocks, 20 small blocks and 24 small blocks, respectively. To avoid the loss of small aircrafts at the boundary area, an overlap of 100 pixels (larger than the average size of aircraft) is set for each adjacent divided image block.
The performances of the compared methods for aircraft dataset are shown in Table 7 . It can be seen that the proposed method achieves excellent detection result in both the three satellite images. For the image of Sydney international airport, SSD obtains a slightly higher PR value than the proposed method, however, the proposed method gets highest AC value. This demonstrates that the proposed method can perform stably for dense objects. This is because that the proposed FCL can inhibit object-irrelevant neurons, which can reduce the background interference to the object. In the image of Turkey International Airport, it can be seen that the proposed method can achieve 100% PR. At the same time, the value of AC is over 90%. This indicates that the proposed method can maintain a high recall rate while achieving a high accuracy rate. This is because that the proposed DFL can make full use of the top-down information to further distinguish between background and objective. As for the image of Narita International Airport, the results of the proposed method are better than other methods. SSD obtained a better performance than the proposed method for the AC value. This indicates that the multi-scale detection box is better for dense objects. However, for the object in more complex and large background, the proposed method outperforms the other compared methods. This demonstrates the robustness of the proposed method for detecting densely objects. FRCNN-ZF and YOLO get poor detection performance, which indicates that the FRCNN and YOLO based methods are unstable for dense object detection.
The detection results of the proposed method are shown in Fig. 20 for visualizing the detection performance. The red boxes denote the correct detected objects; the green boxes denote the missing objects. In the aircraft image, the objects are very small and clustered together. Fig. 20(a) shows the results of Sydney International Airport, where the objects are very dim and the background contains not only land but also sea. There are very few missed objects. This indicate that the proposed method is robust for the extremely complex background. The results of Turkey International Airport are shown in Fig 20(b) , where the color of background is similar to the color of object. The excellent detection results indicate that the proposed method can perform stably for the confusing scenarios. Fig. 20(a) shows the results of Sydney International Airport, it can be seen that the direction of the object is disorganized and the object is highly in density. The proposed method generates an accurate result. This reflects the superior object detection ability of the proposed method under heavy complex feature. From Fig. 20 , it can be seen that the proposed method has successfully detected most of the aircrafts. It demonstrates that the proposed method has great generalization ability and has a stable performance for heavy complex background clutters.
IV. CONCLUSION
In this paper, a novel deep learning-based object detection framework DFCCNN is proposed for remote sensing images. The proposed method is performed at a feedback system, and it combines the CRPN and the MODFN to extract the region proposals and detect the multi-class objects based on the FCL and the DFL. In particular, the method can significantly inhibit object-irrelevant neurons and emphasize object-relevant neurons by utilizing the top-down feedback information. Meanwhile, the feedback information in the top layer can be directly and accurately fed back to the bottom layer through the established FCL. Quantitative experiments on the NWPU VHR dataset and aircraft dataset verify that the proposed method has better multi-class object detection performance than the state-of-the-art methods, including FRCNN, SSD, YOLO1, YOLO2, YOLO3 and MSCNN.
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