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1. &WLTS 
In this paper we present a new unified probabilistic approach to one of 
the most classical problems of probability theory, the problem of the 
asymptotic distribution of sums of independent and identically distributed 
random variables and the corresponding lightly trimmed sums formed when 
a fixed number of large and small summands are discarded from the full 
partial sum at each stage n. This unified approach is based upon the 
asymptotic behavior of the uniform empirical distribution function in 
conjunction with an integral representation of all these sums, in which 
representation the basic ingredients are the uniform empirical distribution 
function and the inverse or quantile function of the underlying distribution 
function. The only places where we rely upon Fourier analysis is the 
uniqueness of the components (Levy measures and constants) of an in- 
finitely divisible characteristic function and, indirectly, where we use Sato’s 
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estimates of the tail probabilities of infmitely divisible distributions in the 
proof of the first of our twelve corollaries. On the other hand, as both a 
consequence and an integral part of our approach, a representation for any 
infinitely divisible random variable is given. 
First we formulate and prove general theorems describing the asymptotic 
distribution of arbitrary lightly trimmed (as a special case, untrimmed full) 
sums along subsequences of the positive integers (Theorems 1, 2, and 4) 
under conditions which are shown to be necessary in Theorem 5. The first 
two theorems also detail the fine asymptotic structure of our sums in the 
sense that they show which portions of the sums contribute the ingredients 
of the limiting infinitely divisible law or do not contribute anything at all 
and, taking into account Theorems 3 and 4, also demonstrate how the Levy 
measures of these limiting laws arise. 
In a sequence of corollaries (Corollaries 1-5, 7-12) to these general 
theorems we obtain necessary and sufficient conditions for these lightly 
trimmed or untrimmed sums to be in the domain of attraction or partial 
attraction of a normal or non-normal stable law, in the domain of partial 
attraction of some infinitely divisible law and a necessary and sufficient 
condition for the stochastic ompactness and subsequential compactness of 
these sums. For further interesting consequences ee Corollary 6 and the 
discussion in Section 4. 
Naturally enough, since our new probabilistic approach to this classical 
field of probability theory is partly based on the behavior of the underlying 
quantile function as described above, the analytic conditions that our 
method yields are all expressed in terms of this function. These conditions 
are derived independently of the existing literature on conditions usually 
formulated by means of the underlying distribution function and should 
therefore be of independent interest. Connections with the literature (classi- 
cal and recent) on this subject will be pointed out in a discussion placed in 
Section 4. All the proofs are in the second and third sections. The 
equivalence of one of our analytic conditions and the classical condition 
concerning stochastic compactness i shown in Section 5. 
First we introduce some basic notation. 
Let Xi, X,,... be a sequence of independent random variables with a 
common (right-continuous) non-degenerate distribution function F, and for 
each integer n 2 1, let Xi, It I * * . I X,, n denote the order statistics based 
on the sample Xi,. . . , X,. Introduce the left-continuous inverse or quantile 
function Q of F defined as 
Q(s) = inf{x: F(x) 2 s}, 0 < s I 1, Q(O) = Q(O+h 
and for 0 < s < 1 - t c 1 consider the truncated variance function 
a+,1 - t) = ll-tll-r( u A u - UU) de(u) dQ(u), 
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where ZJ A u = min(u, u) and u V u = max(u, u). For the special case t = s 
we shah often use the abbreviation a’(s) = a*(~, 1 - s) throughout. Let m 
and k be fixed non-negative integers, and for each integer n 2 2( m v k + 1) 
set 
and 
u(n) = n%(l/n) 
where, for 0 I u < 1, Q(u+ ) = lim”,,Q(u). 
Let U,,, 5 . . . S U,,, be uniform (0,l) order statistics. Then for each 
n 2 1 we have the distnbutional equality 
Let an be any sequence of positive constants such that 
a,10 and P{I;,} := P{ a, I U,,, I U,,, I 1 - ff,} --) 1 asn-,co. 
(1.2) 
(This holds if and only if na, --) 0 as n + co.) For each integer n large 
enough to make a(n) > 0 we define two right-continuous, non-decreasing 
functions on (0, co) by putting 
Q(s/n +)/+d 
‘~(” ‘) = { Q((1 -a,,) +)/I?(n), 
0 < s I n - na,, 
n-na,<sCco, 
and 
+2h4 = 
-Q(l - s/n)/a(n), 0 < s I n - na,, 
- Qb,)/a(n), n-na,CsCco. 
Let N(p, u*) denote a normal random variable with mean p and variance 
a*, which is understood to be the constant ~1 if CJ = 0, and let +D denote 
convergence in distribution and +P denote convergence in probability. 
The first two theorems that follow contain our basic sutkiency results. 
THEOREM 1. Assume that there exists a subsequence { n, } of the positive 
integers such that for two (necessarily) non-decreasing, non-positive, right- 
continuous functions #1 and #z defined on (0, m) we have 
#j)i(nl, s, + J;(S) asn,+ao (1.3) 
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at every continuity point s E (0, 00) of #j, j = 1,2. 
(i) If #I = qz = 0, then for allJixed m 2 0 and k 2 0, as n, + CQ, 
1 
i 
n,-k 
4%) 
C xj,n, - nlPm,k(nl) (1.4) 
j=m+l 
(ii) For arbitrary $1 and I/.J~ there exist two sequences {I,,} and {r,,} 
of positive integers such that, as nl + 00, l,, + co, 
‘n,h + 0, (1.5) 
b&l, + 0, (1.6) 
and for any pair of jixed m 2 0 and k 2 0, 
1 
44 i j=l.,+l 
1 n1 -‘n, 
0.7) 
44 i 
c xj, “1 - n1 
/ 
lf:+;;I:‘Q( u + ) du +p 0, 
j=n,-r,,+l “I 
and 
1 
44 
; Xj,“, - n,l(‘~~~‘Q(u+) du] +o V$“, 
j=m+l m “1 
n,-k 
0 4 1 
4%) 
C 
j=?l,-I,,+1 
xi,“, - nl/l-(kil)‘nlQ(u+) du 
1 -Cl,, + lb% 
where, with independent left-continuous standard Poisson processes Nj with 
jump-points S,Cj), S2(j), . . . , j = 1,2, 
+ r+h du + 44) 
and 
vf’ = - &u - N,(u)) d+,(u) - [s”‘ud$&) + @‘26%) 
- /k+1#2(4 du - #20)7 
1 
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and where these limiting random variables V$ and Vi*’ are non-degenerate if 
I,L~ f 0 and #2 + 0, respectively. Furthermore, if { n 2 } is a subsequence of 
{nl} such that 
C(G,~ n2) = a((rn2 + l)/n,,l - (rn2 + 1)/n,) 
u(l/n,,l - l/n,) 
+u asn2 + 00, 
where necessarily 0 I u I 1 since 0 I C( ral, nl) I 1 (and hence such an 
{ n 2 } always exists) then 
and the three limiting random variables N(0, u*), Vii), and l/k(*) are in&pen- 
dent. Moreover, whenever (I > 0, we have 
u(tln2 + l)/n291 - (4, + l)/n2)/o((rn2 + 1)/n,, 1 - (rn2 + 1)/n,) 
-1 asn2 * w. (1.10) 
The case u = 0 of Theorem 1 indeed occurs: for example, as the proof of 
Corollary 3 will show, limiting stable distributions arise this way. The next 
theorem covers the case when a normalizing factor A, diverging faster than 
a(n) is needed. As a construction in the proof of Corollary 10 will show, 
this is not an empty case either. See the comment following the proof of 
Corollary 10. 
THEOREM 2. Assume that there exists a sequence { n, } of positive integers 
such that for a sequence of positive constants A,, and two nondecreasing, 
non-positive, right-continuous functions +I and q2 we have 
4%) 
A+j( nly 4 --) J;(s) asn, + 03 (1.11) 
“1 
at every continuity point s E (0,oc)) of Jlj, j = 1,2, and 
+,)/A”, -+ 0 asn,+oo. (1.12) 
Then there exists a sequence {l,,;.} of positive integers such that, as n, + 00, 
1 “1 +w and 4,/n, + 0, (1.13) 
$. j~$~l~,nl - nI/‘-(t~‘+“/“‘Q(u+) du] +r 0, 
i 
(1.14) 
“L CL, +1)/q 
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and for any pair of fixed m 2 0 and k 2 0, 
and (1.15) 
where V$) and Vi2) are as in (1.9) with +Js) = 0 for all 1 I s < cc, 
j = 1,2. In p ar icu ar, t I they are non-degenerate if $J~ f 0 and lc12 f 0, 
respectively, and 
VW m and Vi*) are independent. (1.16) 
It will assist the presentation of our further results if temporarily we 
consider now the no-trimming case m = k = 0 and Iink the above limiting 
random variables with the classical theory of infinitely divisible laws. Let 
q, y,,... be independent, exponentially distributed random variables with 
mean one and partial sums S, = Yt + 7 . . + Y,, n 2 1, and consider the 
associated left-continuous standard Poisson process N(t) = CFSIZ(S,, < t), 
t > 0, where I(.) is the indicator function. Also, let { Yk(‘), k 2 l} and 
{ Y$*), k r l} be two independent copies of the sequence { Yk, k 2 l} with 
associated partial sums Sjj), n 2 1, and Poisson processes Nj( e), j = 1,2. 
THEOREM 3. (i) If 4 is a non-decreasing, non-positive, right-continuous 
function on (0,oo) for which 
for all e > 0, 
then 
v. = j-(s - N(s)) d+(s) + /“sd#(s) + $(l) 
Sl 1 
is a well-de$ned (almost surely finite) injinitely divisible random variable with 
characteristic function 
+o(t)= Eeirvo = exp 
= exp 
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where 
L(x) = inf{s: 4(s) 2 x}, -oo<x<o, 
1 444 O” +‘(4 
y = / _ 0 1 + q?(u) du J 1 1 ++‘(u) & . 
If 1c, + 0 on (0,oo) then V, is non-degenerate. 
(ii) Given any infinitely divisible law with characteristic function 
eitx -l- 
ei’X - 1 - 
where fI E ( -00,~) and u E [0, ao) are uniquely determined constants and 
L and R are uniquely determined left-continuous and right-continuous Levy 
measures on (-oo,O) and (0, co), respectively, i.e., L(e) and R(n) are 
nondecreasing functions with L( -00) = R(W) = 0 and 
/‘x*dL(x) + /‘x’dR(x) < 00 for any E > 0, 
% 0 
the random variable V,(l) + a2 + Vd*) + 6 - y12, where for j = 1,2, 
vp = (-l)j+l 
and Z is a standard normal random variable such that NI( e), N2( e), and Z 
are independent ,
I/J,(U) = inf{ x < 0: L(x) > u}, o<u<oo, 
t/.,(u) = inf{x < 0: -R(-x) > u}, O~u~cn, 
(inf 0 = 0) and, with 
yj = (-l)j+l /’ 
( 
qj(‘) du _ O” #j(U) 
0 1 + #T(u) / 1 1 + j+(u) d” ’ 1 
j = 1,2, 
Yl2 = y1 + y2, has characteristic function +. 
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Leaving aside the asymptotic fine structure of our lightly trimmed sums 
S,(m, k) = rk j;-m+lXj,n, the first two theorems together give the following 
one except the form of the characteristic function. 
THEOREM 4. Let m 2 0 and k 2 0 beJixed integers. If the conditions of 
Theorem 1 or Theorem 2 are satisfied along { nl}, then there exist constants 
A,, > 0 and B,, and a subsequence { n z } of { n, } such that 
where 
V m.k = v,,,( $1, 4J2,u) = VAl” + N(0, u2) + vk’2’, 
I/nil) and Vi’) are as in (1.9), 0 5 u 5 1, and the three variables VA’), 
N(0, u2), and Vi2) are independent. Under either of the two conditions we 
may choose B, = np m, k(n). Under the condition of Theorem 1 we may choose 
A,, s a(n) and under the condition of Theorem 2, we have u = 0 and 
\I/i(s) = 0 for s 2 1, j = 1,2. Furthermore, u2t2 
E exp( itV,, k) = exp - 2 i 1 &‘W@‘(-t), -m<t<oo, 
where, for j = 1,2 and h = m, k, 
fpK)( t ) = E exp( it Vh(j)  
Wj;.(V) Xh eW,(u) - 1 - 
1 + +i’b) 
eiW~‘(x)-e-x &, 
h! 
with 
PK)(x) = \Cjb) + [yxhIc;Cs) dr + J:+,1 :$:s) dS 
/ 
m $3(s) - 
1+x1 + q;(s) ds- 
Vi’) is non-degenerate if I/I~ f 0 and Vi” is non-degenerate if I/J~ $ 0. 
We note that all these integrals make sense because 
for all E > 0, j = 1,2, (1.17) 
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under the conditions of both Theorem 1 and 2, as proved in Lemma 2.5 
below. 
Now we turn to necessary conditions of convergence in distribution along 
a sequence of positive integers. 
THEOREM 5. Let m 2 0 and k 2 0 be fixed integers. If there exist two 
sequences of constants A, > 0 and B,, and a sequence of positive integers { nl} 
such that 
i 
q-k 
A,,’ c qn, - 4, 
j=m+l 1 
(1.18) 
converges in distribution to a non-degenerate limit, then there exist a subse- 
quence in21 of hl and non-decreasing, non-positive, right-continuous 
functions #: and #t defined on (0, 00) such that 
I”( q,?(s))* ds < 00 foralle > 0, j = 1,2, (1.19) 
e 
42) 
F+jtn2y 4 + rcli*t47 j = 1,2, 
“2 
(1.20) 
at all continuity points s of #: and #z, respectively, and 
ab2)/4, + 6 < * (1.21) 
as n2 + 00, where 6 is some non-negative constant. The limiting random 
variable of the sequence in (1.18) is necessarily a linear function of the limiting 
random variable V, k(#f, J/z, a) of Theorem 4. If 6 > 0 then either o > 0, 
or at least one of $I! and $z is not identically zero. If S = 0 then a = 0 and 
$7 = 0 on [l, CQ), j = 1,2, but at least one of them is not identically zero. 
We note here that an examination of the proof of Theorem 5 shows the 
following: If there exists a subsequence {nl} such that 
n,-k 
tabdml c $n, - nd-b&kh) 
j=m+l I 
converges in distribution to a non-degenerate limit, then on the same 
subsequence 
fimSUPI#j(nl,s)I < COO, 0 c s -c 00, j = 1,2. (1.22) 
“, + 00 
In order to present the sequence of corollaries noted above in a compact 
fashion we need some further notation. For any choice of fixed non-nega- 
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tive integers m and k set S,,(m, k) = Cy:L+l Xi, “. We write F E Dim,@ to 
mean that the (m, k)-trimmed sums S,(m, k) from the distribution F are 
in the domain of partial attraction of some non-degenerate random variable 
W, i.e. that there exist a subsequence {n,} c {n } (where {n } = { 1,2,. . . }) 
diverging to infinity and sequences of normalizing and centering constants 
A,1 > 0 and B”, such that 
Ail{S,,(m, k) - Bnl} +D W as n, + 00. (1.23) 
(Of course we know from Theorem 5 that W must have the distribution of a 
linear function of a random variable of the form V,, ,J#i, #*, a) given in 
Theorems 4 and 5.) Whenever the random variable W in (1.23) is a 
nondegenerate normal random variable we shall write F E Df”, ‘J(2), and if 
in addition the sequence { n,} can be chosen to be the whole sequence {n } 
we shall write F E D(“3k)(2) to denote that the (m, k)-trimmed sums from 
the distribution F are in the domain of partial attraction or domain of 
attraction, respectively, of a normal law. If in the latter case the further 
additional constraint that A, can be chosen as A, = nl/* is also satisfied, 
wewriteFEDN cm, “(2) to denote that the (m, k)-trimmed sums from the 
distribution F are in the domain of normal attraction of a normal law. 
When m = k = 0, that is when we talk about the whole untrimmed sum 
S,(O, 0) being in the domain of partial attraction of some non-degenerate 
(necessarily infinitely divisible by Theorem 3) random variable, or in the 
domain of partial attraction of a non-degenerate normal, or in the domain 
of attraction of a non-degenerate normal, or in the domain of normal 
attraction of a non-degenerate normal, or in the domain of attraction of 
some non-degenerate random variable W, we just simply drop the super- 
script (0,O) and write F E Dp, F E D,(2), F E D(2), F E DN(2), and 
F E D, respectively. Similarly, if (1.23) holds with m = k = 0 and W being 
a non-degenerate, non-normal stable random variable of index (Y E (0,2), 
we write F E D,(a), if in addition this holds with { ni} = {n }, we write 
F E D(a), and if the latter holds with A,, = d/a, we write F E DN(a) to 
denote that the whole sum S,(O,O) from F is in the domain of partial 
attraction, domain of attraction, and domain of normal attraction of this 
non-degenerate, non-normal stable variable with index (Y. 
For a fixed choice of m 2 0 and k 2 0 the trimmed or whole sum 
S,(m, k) from the distribution F will be said to be stochastically compact 
if there exist sequences of normalizing and centering constants A, > 0 and 
B,, such that for every subsequence { ni} of {n } there exists a further 
subsequence { n2} of {n,} such that 
A,‘{ XJm, k) - Bn2} -D W as n2 --, 00, (1.24) 
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where W is a non-degenerate random variable (depending in general on 
{ n2}). This will be denoted by F E SC(m, k), and when m = k = 0, we 
shah write F E SC. 
For a fixed choice of m 2 0 and k 2 0, the trimmed or untrimmed sum 
S,(m, k) from the distribution F is called subsequentially stochastically 
compact if for every subsequence { n,} of { n } there exists a further 
subsequence { n2} of { nt} and sequences of normalizing and centering 
constants A,,* > 0 and I$, such that the convergence in distribution in 
(1.24) occurs for some non-degenerate random variable W. This we write as 
F E SSC(m, k) and if m = k = 0, as F E SSC. 
Recalling the truncated variance function a*(s) = a*(~, 1 - s) and intro- 
ducing three other basic functions 
H(s):=lQ(s+)I+lQ(l--.s)I, O<s<l, 
G*(s) := Q’(s) + Q”(1 - s), O<s<l, 
and 
S*(s) := /‘-“Q*(u) du, 0 < s < $, 
s 
we can now start stating the corollaries. 
COROLLARY 1. The following jive statements are equivalent: 
Forfixedm 2 0 andk 2 0, F E DC”! “(2); 
~~d’*H(Xs)/u(s) = 0 for aN0 < X < 00; 
~I$hs)/u(s) = 1 for all 0 < A c 1; 
~;sG*(s),‘S’(s) = 0; 
F E DC”‘, k)(2) for all m 2 0 and k 2 0. 
COROLLARY 2. The following five statements are equivalent: 
For fixed m 2 0 and k 2 0, FE D;“,“‘(2); 
(1.25) 
(1.26a) 
(1.26b) 
(1.26~) 
(1.27) 
(1.28) 
liminfs’/*H(As)/u(s) = 0 for all 0 < A < 60 ; (1.29a) 
S/O 
There exists a sequence s, E (0,l) with s, + 0 as m --) 00 such that 
m~pmv+m) = 1 forall 0 < X < 1; (1.29b) 
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There exists a sequence s, E (0,l) with s, + 0 as m + 00 such that 
lim s,,,G2(Xs,)/S2(s,) = 0 ford 0 < A < 00; (1.29~) 
m+oo 
F E Dj”9”‘(2) for all m 2 0 and k 2 0. (1.30) 
Zf one of these conditions is satisfied, for each m 2 0 and k 2 0 we have (1.4) 
along some subsequence { n 1 } . 
COROLLARY 3. Assume F 6C D(2). Then the following three statements 
are equivalen I:
FED; (1.31) 
There exist constants 0 < a < 2, 0 I &,, 6, < a, where at least 
one of the 8, and 6, is not zero, and a non-negative function L 
dejined on (0,l) and slowly vatying at zero such that 
-Q(s+) = s- ““L(S)@, + o(1)) (1.32) 
and 
- Q(l - s) = s-“*L(s)( 6, + o(l)) ass JO; (1.32) 
FE D(a) forsome 0 < a < 2. (1.33) 
Zf (1.32) hola!s then for any Jixed m 2 0 and k 2 0 
where this limiting random variable is as in Theorem 4 given by 
JIjcys) = - ( 2(y+J’2&-l/y o<s< co,j=1,2. 
Remark. We see that non-normal stable laws are given by the functions 
4. of the form $c”)(s) = --c.s-‘/~, 0 < s < co, j = 1,2, where the con- 
st!ants ct 2 0, ~~‘2 0, and e’ are such that ct + c2 > 0 and 0 < (Y < 2. 
Using Theorem 3, a simple computation could easily identify the skewness, 
scale, and location parameters of the limiting stable random variable of 
exponent (Y in (1.34). This in turn would lead to a representation of a stable 
random variable with an arbitrary configuration of the four parameters in 
the form V,,,(#r), $y), 0) + d, where the constants cr and c2 in JIy’ and 
41”) and the constant d are determined by the given configuration. Then, 
writing d+!“)(u) = c.~-~u-‘/~-’ du / J in the integrals, we would arrive at the 
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representation of Theorem 3.2 in M. C&g& S. Csijrgii, Horvath, and 
Mason [3]. (Here we use the occasion to correct some misprints and 
computational errors in this representation, on pages 107-108 of [3]: Just 
above formula (3.62), in the limiting characteristic function, 1 - 2p should 
be 2p - 1; in formula (3.62) the factor (a - l)-’ should be (1 - a)-‘; the 
correct definition of 13(a, p) when (Y = 1 is 19(1, p) = A(2p - 1) - p log p 
+ (1 - p)log(l - p); and in Theorem 3.2, A,,, should be -A,,,.) 
COROLLARY 4. (i) The following three statements are equivalent: F E 
DN(“v k, 2 
k 2 0. id25 :. d 
or xe m 2 0 and k 2 0; F E DN(“‘y k)(2) for all m 2 0 and 
(ii) F E DN( ) f a or a men ar E (0,2) if and only if (1.32) holds with the g’ 
given a and L = 1. In this case (1.34) is true with L(l/n) = 1. 
COROLLARY 5. F E DpW f or a g. men a E (0,2) if and only if there exist 
a subsequence { n1 } of { n } an d constants cl, c2 2 0 such that c1 + c2 > 0 
and 
Jlj(n,, s) + $j”‘(s) = -cjs-l’a, 0 <s -c co, j = 1,2, 
and a further subsequence { n 2 } c { n, } such that 
~2(rn,/n2)/~20/n2) -+ 0, 
where {r,,} is the sequence of integers given by Theorem 1. In this case 
for eachjxed m 2 0 and k 2 0. Moreover, for any (Y E (0,2), D(a) c D,(a) 
but D(a) # D,(a). 
COROLLARY 6. There exist a sequence (nl} of positive integers and 
constants A,, > 0 and B,,, along it such that for all fixed m 2 1 and k 2 1 
A,‘{ &lh k) - Bnl} -‘D wm,k asn, + 00 (1.35) 
with non-degenerate random variables W,, k if and only if 
A;‘{S,I(O,O) - Bnl} +D W mnl -, 00 (1.36) 
with a non-degenerate random variable W. In this case W, k = 
c,, kV,, k(#l, $I~, a) + d,, k with some constants c,, k and d,, k fdr ail 
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m 2 0 and k 2 0, where V,, k(~l, I& u) is the random variable described in 
Theorem 4, where ql, $I~, and o are independent of m and k and hence are 
uniquely determined by the limiting injiniteJy divisible law of W. 
COROLLARY 7. Assume F 4 D,(2). Then the following three statements 
are equivalent : 
Forfixedm 2 0 andk 2 0, FE DjmPk); (1.37) 
There exist 0 -C X, < 1 and a subsequence { n, } of { n } such that 
lim sup H( h/n,)/H( h&z,) < 00 for all 0 < h < 00 ; 
(1.38) 
“, + 00 
FE D;“‘lk) forallm 2 0 andk 2 0. (1.39) 
If condition (1.38) is satis$ed we can always choose An2 = n:‘2H(h,,/n2) and 
Bn, = n2p,,,, k(n2), and with this choice (1.24) holds true along some {n,} C 
{n1>* 
COROLLARY 8. For any (non-degenerate) distribution function the Jive 
statements (1.37), (1.39), and 
There exists a subsequence { n 1 } of { n } such that 
limsupn; ‘/‘H( X/n,)/a(l/n,) < co for all 0 < h < co ; 
(lAOa) 
“I+ co 
There exists a sequences, E (0,l) with s, + 0 as m + ca such that 
limsupa(Xs,)/a(s,) < co forall 0 < X < 1; (1.40b) 
m-+03 
There exists a subsequence { n, } of { n } such that 
limsupn;‘G2(X/nl)/S2(l/nl) < 00 for all 0 < X < 00 ; 
(1.4Oc) 
q+co 
are equivalent. 
The condition (1.29b) gives an interesting interpretation of the sequence 
{r,,} of Theorem 1. From (1.10) it is easy to infer that when 0 < u I 1, one 
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lim u(+n* + 1)/n*)/&,* + 1)/n,) = 1, n2+00 
which by (1.29b) implies that F E D,(2). Thus from Theorems 1 and 5 we 
conclude the following. 
COROLLARY 9. F is in the domain of partial attraction of an infinite& 
divisible law with a non-degenerate normal component if and only if F E D,(2). 
Now we turn to stochastic ompactness. 
COROLLARY 10. The following Jive statements are equivalent: 
For fixed m 2 0 and k 2 0, FE SC(m, k); (1.41) 
lim sup s “‘II(xs)/u(s) < co for all 0 < X < 00 ; (1.42a) 
SJO 
~~~po(xs)/u(s) < 00 forallO<X<l; (1.42b) 
limsupsG*(s)/S*(s) < co; (1.42~) 
S10 
FE SC(m,k) forallm 2 0 andk 2 0. (1.43) 
If one of these conditions is satisfied we can always choose A,, = a(n) = 
nl/* 4 l/n) and, for a given m 2 0 and k 2 0, B, = np,,,, Jn) as normaliz- 
ing and centering constants, and the functions #1 and q2 and the constant u, 
arising in any subsequential limiting random variable cV,, J +I, #,, uj + d, 
necessarily satisfy the inequality 
s{ #i(s) + q;(s)} s c( a2 + j”($W + +“,(t)) dt) (1.W 5 
for 0 < s ( do, where C is a finite constant depending only on F and the 
chosen normalizing sequence. 
COROLLARY 11. The following three statements are equivalent: 
For fixed m 2 0 and k 2 0, FE SSC(m, k). (1.45) 
For every subsequence { n,} of {n } there exist a further 
subsequence {n,) c {n,}, a sequence of numbers An2 > 0 and 
non-decreasing, non-positive, right-continuous functions 4: and (1-W 
$2 such that (1.19), (1.20), and (1.21) are satisfied. 
FE SSC(m, k) forallm 2 0 andk 2 0. (1.47) 
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Moreover, the class of all distributions uch that F E SSC but F G SC is not 
empty. 
The last corollary links the stochastic compactness of sums S,(O, 0) and 
the stochastic compactness of extreme values. To be definite, we formulate 
it for the maxima X,, n = max( Xi,. . . , X,,) and for the sake of simplicity 
we assume that the random variables are not negative. We call ( X,, n} 
stochastically compact if there exists a sequence A, > 0 such that 
(A;lXn,n} is stochastically compact, i.e., for each subsequence (ni} of 
(n} there exists a further subsequence (n2) of { ni} such that A;1X,2,n2 
converges in distribution to a non-degenerate random variable as n2 + cc. 
COROLLARY 12. Suppose that F(0 -) = 0 and F 65 D,(2). Then F E SC 
if and only if { X,, ,, } is stochastically compact. In this case the normalizing 
constants can always be chosen as A, = a(n) and the subsequential limiting 
random variables of { X,, “/a(n)} are necessarily of the form +(Y), where Y 
is a mean-one exponential random variable and $I is a non-negative, non- 
increasing, right-continuous function on (0, 00) such that jEW+2(t) dt < co for 
all E > 0 and 
sd(s) < Cj”P(t) dt, o<s<co, 
s 
with some finite constant C depending on F. 
2. PROOFS 
We shah be working on a specially constructed probability space (9, A, P) 
described in [2, 31. It carries two independent sequences { Yij), n 2 l}, 
j=l,2, of i n d ependent, exponentially distributed random variables with 
mean 1 and a sequence (B,(t), 0 I t I 1; n 2 1) of Brownian bridges with 
the following property: For each n 2 2, let 
i 
YP) 
T(n) = 
j = l,...,[n/2], 
&Iej, j=[n/2]+1,..., n+l, 
and for m = 1,. . _, n + 1, write 
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Then the ratios U,,” = S,(n)/S,,+,(n), k = 1,. . . , n, have the same joint 
distribution as the order statistics of n independent uniform (0,l) random 
variables and for their left-continuous empirical distribution function 
G,“‘(u) =n-l O_<U<l, 
j-1 
we have 
A(n) = sup n” 
In”*(G,?(t) - t) - B,(r)1 
(t(1 - 1))1’2-y 
= O,(l) (2.1) 
n-‘XtSl-n-1 
as n + UJ for any fixed Y E [0, i). We shall also need 
G,*'(u) = n-l OlUll, 
j=l 
and the independent standard left-continuous Poisson processes 
N,(s) = E z(sp < S)’ 0s.s-c oo,j=1,2, 
k=l 
associated with the two independent partial sum sequences (S,$j) = Y$j) 
+ . . . f Yii), k 2 l}. Since we are only interested in distributional proper- 
ties, in view of (1.1) we shall write with some abuse of notation 
(xl,n,...Y x,,,> =(Q(v,,.),...,Q(u,..))~ n 2 2. (2.2) 
For the proofs of Theorems 1 and 2 it is convenient o deal with the two 
conditions (1.3) and (1.11) simultaneously. Therefore, we assume that there 
exists a subsequence {n,} of the positive integers such that for a sequence 
of positive constants C, and two non-decreasing, right-continuous functions 
G1 and #2 we have 
cn,ltj(nl, '> + GjCs> as n, + M (2.3) 
at every continuity point s E (0, CL)) of Jti, j = 1,2. 
Fix the integers I, r, m, and k such that 
m<Isr<n-r<n--l<n--k (2.4) 
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and write 
We note that the inequalities in (2.4) will not restrict the choice of the fixed 
m 2 0 and k 2 0 because I will be going to infinity later. Throughout we 
shall use the same integral convention as in [3]. Using this convention and 
the convention in (2.2) we have 
Q(u+) dG,*‘(u) - Ij’::;;Q(u+) du} 
and 
First we deal with these two extreme terms. 
SUMS OF M.D. RANDOM VARIABLES 277 
PROPOSITION 2.1. If (2.3) holds then for any fixed 1 2 1 satisfying (2.4) 
we have 
:= c;( u - iv,(u)) d+,(u) + j-;‘,‘(u - (m + 1)) d&(u) 
m+l 
and 
V,C*)( 1, nl) dp V$*)( I) 
The proof of Proposition 2.1 will be given in a sequence of three lemmas. 
For n 2 2 and integers 4 = 1,. , . , n we set 
zg = 
’ i 
nu,.., j= 1, 
n(l - Un+1-q,n ), j=2. 
For j = 1,2 and h = m, k an integration by parts and a change of 
variables yield that on the set 
F, = {(Y, I U,,, _< U,,, I 1 -a,} 
of (1.2) we have 
Vh(j)(f, n) = (-l)j+’ 
+~~l~‘fu - (h + 1)) dC,#j(n, u) 
+ /fi)’ (u - (I + 1)) dCn #j(n, u) 
,+I.” 
+Gll;(nTWl,.) - GJ;(n, Z#,, 
4 
=: (-l)‘+‘{ Di”(r, n) + Ejj)(n) 
-E,“‘(n) + Fh(j)(n) - F,(j)(n)}. 
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LEMMA 2.1. If (2.3) holdr then for j = 1,2 and each integer h 2 0, 
and 
Proof. By the construction of the underlying space (fJ, A, P) we have 
Therefore, for any subsequence {nz} of {n,} there exists a further subse- 
quence { n 3 } of {n z } such that 
Since S,$r is almost surely a continuity point of Ic;, we conclude from (2.3) 
that 
and 
Consequently, for any subsequence {nz} of {n,} there is a subsequence 
{ n3 } of {n 2} such that (2.9) holds and 
G3+j(ns7 421,~~) - C,,+j(n3, Sji,,l) + 0 a.s. asn,+ 00. 
These two statements prove (2.6) and (2.7). 0 
LEMMA 2.2. If (2.3) hoI& then for j = 1,2 and h = m, k and all integers 
12 1, 
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Proof. Let j = 1,2, h = m, k and 12 1 be fixed. We write 
I (u - n,G,f/)( u/n,)) dC,, J;( n,, u) 
u - n,G;/‘(u,‘n,)) dC,,, #j(n,, u) 
- [;udJ;( u) 1 
/I+1 
~~,‘~(u) den, Gj’i(nl 
- n,G,(i)( u/n)) dC,, #j(n,, u) 
=: I(q) + II + III(q) + IV(n,) + v(n,). 
Then 
9 4 
I(q) I (Si$i + qG;()(S#/n,) + Z#n, + qG,(/‘( Z&&r,)) 
’ 1 cnl+j ( n19 s/t?1) - G,+j( n19 zii!l, n,) 1. 
It is easy to see that the first factor on the right side is O,(l) as n, + co. 
Hence by (2.7) we have I(n,) = o,(l) as n, -+ co. By the same argument we 
also get II = o,,(l) as n, + co. Clearly, III(n,) --f 0 a.s. as n, --f cc by 
assumption (2.3) and the fact that Si$i and S,($i are continuity points of 
#j with probability 1. Next we consider the fourth term. Since 
/+1 
IV(q) = c A@,(J))( J/,(S,(j)) - cU$j(“l’ qq 
q-h+2 
and SJj) and Si”_i are a.s. continuity points of \clj, (2.3) implies again that 
IV(n,) = o,(l) as ni 4 cc. Finally, for the last term, we fix an arbitrary 
T E (0, co). On the event (Sf$i < T} we have 
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Since P{S# < T} -+ 1 as T --) co, it is enough to show that for each 
T E (O,CQ>, 
%,, T) +p 0 as n, + cc. (2.10) 
For this we use the arguments of the proof of Lemma 3.4, pages 97-98, 
in [3]. Observe that the first part of the proof down to Eq. (3.25) is 
concerned with the behavior of the jump times of Nj only and has nothing 
to do with the measures dp&s) appearing in the formulation of the 
lemma. Furthermore, the argument on pages 98-99 of the same paper 
establishing 
on the event Ei’) for 0 < t < T is again independent of 
dp,. Js) and can be used in the present situation to obtain 
the measure 
on the event En(i). Since I?)(h) = (S,ci)/X, AS,(i)], X > 1, and since S,‘i)/X 
and AS?) are continuity points of #j with probability 1, we conclude from 
(2.3) that 
mj+l 
dC,, #j(n,, u) + c ($,-(XS,$j)) -J;(Sy)/A)) as. 
q=l 
as n, + cc. Since S,ci) is also a.s. a continuity point of $j, we see that 
m,+l 
qFl (I)~(AS,“)) -J;(S,jj)/A)) +Oa.s. asXJ1. 
On account of the fact that P{ E(j)} --) 1 as n, + co, this entails (2.10) 
and completes the proof of the let&a. 0 
LEMMA 2.3. If (2.3) holak then for each integer h 2 0 and j = 1,2, 
Eh(j)( nl) -sp /,IE’(u - (h + 1)) dyGj(u) asn, + co. (2.11) 
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Proof. Fix j = 1,2 and let i$? and cv) be continuity points of qj such 
that 0 < Zij) I h + 1 I cjj). Writing 
E,cj)(n,) = [f)u - (h + 1)) K”, +(n,, U) 
+ fp”u - (h + 1)) dC,, rt;(n,, u) 
=: I(n,) + II&), 
assumption (2.3), through (2.7) and an argument like that used to handle 
the first two terms in the proof of Lemma 2.2 implies 
W,) +p J cF1(u - (h + 1)) d+,(u) as n, + cc 
for Sj$)i is also a continuity point of #j, with probability one. Furthermore, 
as n, --) cc. Since cp) and ZI;” can be chosen arbitrarily close to h + 1, the 
two Iimit relations easily give the lemma. q 
Proposition 2.1 is obviously a consequence of Lemmas 2.1, 2.2, and 2.3. 
Our next aim is to show that the functions #r and #2 appearing in (1.3) 
and (1.11) are square integrable on [E, co) for each E > 0. For this we need 
Lemma 2.1 of S. Csiirg6, Haeusler, and Mason [4] which we state here as 
LEMMA 2.4. For any (nondegenerate) quantile function Q, 
lim~~p{tQ*(l - t) + ~Q’(~)}/~*(~,l - t) < co. 
LEMMA 2.5. If (2.3) holds with either Cn, = 1 for all n,, or Cn, -+ 0 as 
n, + co, then (1.17) also holds true. 
Proof. In a first step we establish that for alI s E (1, cc) and j = 1,2, 
j+m/m(u A u) dqj(u) d$+) < 00. (2.12) 
s s 
Let 1 < s < t < cc be arbitrary. Fix continuity points s’ and t’ of Ic; such 
that 1 < s’ < s < t < t’ < cc. The arguments used in the proof of Lemma 
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so that there exists a subsequence {n2} of {n,} such that 
as n z + OX Then we have 
which by Fatou’s lemma is less than or equal to 
lim inf E 
n*-co 
u - n2Gz)(u/n2)) dc,, Gj(n2, ~1)~ 
u A u - uu) dqj(u) d$j(u)/a2(l/n2) I C, 
where C < oo is a-bound for the convergent sequence { Cn’,, nr 2 1) and 
#r(u) = Q(u + ), #2(u) = Q(1 - u). Thus (2.12) is proven. 
Now observe that from the definition of the qj(n, .) functions, our 
assumptions on {C,,, }, and Lemma 2.4 it follows that 
limsupt”2)#j(t) J < cc, j = 1,2, 
t-+03 
so that 
+jCt) + O ast-+co, j=1,2. (2.13) 
The relations in (2.12) and (2.13) imply (1.17). q 
As we will let 1 of Proposition 2.1 go to infinity, we need the following. 
LEMMA 2.6. If (2.3) holds then forj = 1,2, 
#j( s/Y\) +p O asI+ 00 (2.14) 
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and 
tctl(u - (I+ 1)) d#j(u) -)p 0 as I+ 00. (2.15) 
,+1 
Proof. Statement (2.14) is immediate from (2.13) and the fact that 
S# + cc as. as I + co. For the proof of (2.15) first observe that by the 
central limit theorem for each c E (0, cc) we have 
P{&(l)} + 2@(c) - 1 asl+ 00, (2.16) 
where A,(I) = { 1 f 1 - ~1~‘~ < S,ci‘\ I 1 + 1 + ~1”~ } and 0 here is the 
standard normal distribution function. On this event A,(I) we have 
- (I+ 1)) drC;.(u) 1 
5 c1”2 ( qj(l + 1 + cl”2) -$Ljc;l + 1 - cl”2)], 
where the right side converges to zero as 1 + cc due to the fact that Lemma 
2.5 implies 
t”‘qj(f) --f 0 as t --) co, j = 1,2. (2.17) 
Combined with (2.16) this yields (2.15) upon letting c + 00. 0 
Next we deal with the middle part M(r, n) in the decomposition (2.5). 
PROPOSITION 2.2. If (2.3) holds with either Cn, = 1 for all n, 2 1 or with 
C,,, + 0 as n, + 60, then for each jixed integer r 2 1 and all n, 2 2( r + 1) 
we have 
Wr, n,) = G, 
u((r + l)/n,,l - (r + 1)/d 
u(W,,l - l/q) N,, .,(O, 1) + R(r, 4, 
where N,, .l(O, 1) is a standard normal random variable for each n, and r and 
re5 limsupP{)R(r, nl)l 2 e} = 0 for each E > 0. (2.18) 
rll-+rn 
The proof of Proposition 2.2 will be given in another sequence of four 
lemmas. By (2.2) we can write 
Li”+l-‘*“Q( u +) dG,“‘( u) - [:j:;;l)“Q( u +) du). 
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From this, integrating by parts, rearranging terms, and using that Q(C$, .) 
= Q( q, n + ), 1 I j I n, with probability one, we obtain 
T+‘~( u - G,“‘(u)) dQ( u)} 
+ -&‘;;; (G,")(u) - r/n) dQ(u+) 
r-k n 
+ -&e((r + 1)/n+) 
+ -$l’-;;r’n(G,$2)(u) - r/n) dQ(1 - U) 
r+ ” 
+ -&Q(l - (r + 1)/n) 
=: M(r, n) + R,(r, n) + Sl( r, 4 + R,(C 4 + ~~(6 4, (2.19) 
almost surely. 
LEMMA 2.7. If (2.3) hoI& then for j = 1,2 and all E > 0, 
lim limsupP( JRj(r, nJ 1 2 E) = 0. 
r-03 q-+03 
Proof. Notice that on the event F, in (1.2) we have 
For u in the closed interval formed by Zji)I,. and r + 1 we have 
(G,?(u/n) - u/n1 sIG,?((r + 1)/n) - r/nl, j = 1,2. 
Thus, on F,, for both of the cases j = 1 and j = 2, 
IRj(r, n) ( 5 nlG,(j)((r + 1)/n) - r/n1 
x(Cnl#j(n. WI,~) 1 + C,l#j(n, r + 1) 1). 
Let c, and 15, be continuity points of J/I satisfying r I 5, s r + 1 I c, 
I r + 2. Then for alI n,, 
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so that 
qj(r) 5 #j(C,) I IiminfC,,$j(n,, r + 1) 
“I+ 00 
I liIIISUpCn,#j(n~, r + 1) I qj(Cr) I #j(r + 2). (2.20) 
In view of (2.17) this implies that 
Iim hmsupr’/2C,1~~j(rz1, r + 1) ( = 0. 
r-cQ n,+m 
Observe that by Chebyshev’s inequality 
-$lG,?((r + 1)/n) - r/n1 = 0 (1) P as n. 
uniformly in r 2 1. From (2.21) and (2.22) we obtain 
(2.21) 
cc (2.22) 
for any E > 0. Observing that 
by (2.17) and combining this with (2.6) and (2.22), we get 
for any e > 0. Since P{ Fn, } + 1 as n, + co, this completes the proof of 
the lemma. 0 
The behavior of sj(r, n) is easily obtained by arguments of the kind as 
applied in connection with inequality (2.20): 
LEMMA 2.8. If (2.3) holds then 
lim Iimsup Isj(r, nl) I = 0, j = 1,2. 
i--m n,-+m 
According to Lemmas 2.7 and 2.8, the last four summands in the 
representation (2.19) all satisfy (2.18). Thus it remains to deal with %( r, n). 
For this we need the following result which is an easy consequence of 
Lemma 2.4. 
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LEMMA 2.9. For any quantile function Q and for any v > 0, 
limsup(a(s,l -t))-’ 
s,tJO 
t”f;‘[Q(u)j(l - ~)-~‘~-~du) 
LEMMA 2.10. Under the conditions of Proposition 2.2 for each jixed 
integer r 2 1 and all n, sujicientIy large we have 
Wr, nl> = Cn, 
u((r + l)/n,,l - (r + 1)/n,) 
u(l/n,,l - l/n,) N,,.l(O, 1) + R(r, 4, 
where N,., JO, 1) is a standard normal random variable for each n, and r, and 
for each E > 0, 
lim 
r-02 
limsupP( IR(r, nl) ( 2 E) = 0. 
q-roe 
Proof. Let { B,, n 2 l} be the sequence of Brownian bridges figuring in 
(2.1). For tixed r 2 1 and n, sufficiently large 
M(r, nl) = 
-G, 
J Rl(u) dQ(d 4/n1) K~+l)/nl,l-(r+lvnl) 
X 
J ((r+l)/n,,l-(r+l)/n1) 
( Bnl(u) - ni/2( G,‘:)(u) - ~1) de(u) 
+ u(lc;;l) q((r + Wl) 
x { Q((r + 1)/n, +) - Q((r + 1)/d) 
= c u((r + 1)/n,) 
*1 4/nJ 
N,,.,(O, 1) + R’(r, nl> + R”(r, n,), 
where N,, JO, 1) is obviously a standard normal random variable. Observ- 
ing that 
WW’4,Ur + Wnd = O,(l) asn, + 00 
holds uniformly in r, we see again that arguments following inequality 
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(2.20) yield that for each E > 0, 
lim hmsupP{ IF+., nl) 1 2 E} = 0. 
r-crJ q-c.3 
It remains to establish the same relation for the first remainder term. To 
do this, fix 0 < v c $ and write 
where A(n,) is of (2.1) and hence is O,(l) as n, + cc. Since the sequence 
{ Cn,, n, 2 l} is bounded and 
0 I C(r, q) := u((r + l)/n,)/o(l/n,) I 1, (2.23) 
we get 
+ / 
l-(r+l)/nyl _ 4/2-Y 
l/2 
de(u)) 
which after an integration by parts can be bounded by 
x ttr + l)/d”“lQttr + 1)/d 1 [ 
+0/2 - v)(tr + l)/n~)v~~~~~,n,lQW Iu-~‘~- du
+t(r + lh,)“‘lQtl - tr + 1)/n,) 1
+w - v)((r + w4” 
X 
/ 
l-(r+l)/nkIQ(U)I(l _ u)-1/2-vdu . 
l/2 Ii 
According to Lemmas 2.4 and 2.9, the whole factor within the curly braces 
stays bounded as n, + cc and its bound is independent of r. Since 
(r + 1))’ + 0 as r + co, we arrive at 
Iim limsupP{ IR’(r, nl) 1 2 E} = 0 
r--r00 “, + cc 
for any E > 0. This completes the proof of the lemma. q 
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Proposition 2.2 is now an easy consequence of Lemmas 2.7,2.8, and 2.10, 
and we are ready to prove the first two theorems. 
Proof of Theorem l(i). In this case C, = 1 and for T,,,(n) in (2.5), 
following our convention (2.2) and the reasoning that lead to (2.19), we 
obtain 
Tm, kbl) = (I) -l J 
((m+l)/n,,l-(k+l)/nl) 
n;“( u - G,';'(u)) dQ( u) 
+ -$-J(:::;; (G,':)(u) - m/nl) dQb+) 
"1 
+Qb + l)/*l+)/~h) 
- k/n,) dQ(1 - U) 
+Q(l - (k + 1)/*,)/d*,) 
=: n;i,,,(nl) + ii;’ + f$)(n,) + R$yn,) + fj2)(n1). 
From (1.3) and the assumption that #i = q2 = 0 we immediately get that 
s;lT’(nJ + 0 and q22’(nl) + 0 as ni + cc. 
Notice that on the event Fn, of (1.2) we have for j = 1,2 and h = m, k, 
G,“‘( u/n,) - h/n,) dt,bj( n 1, u) ( 
and, as in the proof of Lemma 2.7, 
The first factor on the right side is O,(l) as n1 --, cc, as can be seen by the 
Chebyshev inequality, and the second factor is o,(l) as n, + 00 as a 
consequence of (1.3) with J; = 0 and (2.6) of Lemma 2.1. Therefore, since 
P{&} + 1 as n, + 00, 
I?I;“( q) -+p 0 as n, + cc, j = 1,2; h = m, k. 
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Furthermore, similarly as in the proof of Lemma 2.10, 
+ bWN4,((m + Wn1) 
x { Q((m + 1)/n, +) - Q((m + 1)/n,)} 
=: N,l(o,l) + R$,(n,) + R$(n,) + @)(nr) + R;+z,), 
where N,,(O, 1) is a standard normal random variable for each n,. Now 
@(n,) = n;‘*B”,((m + 1)/n,) 
m + 1)/n, +> _ Q((m + 1)/n,) 
ah) 
where, obviously, 
nY*4,((m + WI) = O,(l) as n, + co, 
and the other factor goes to zero as nr --f 00 as a consequence of (1.3) with 
#r = 0. This proves that 
Since 
R($( nl) +p 0 as n, + 00. 
E( Rg))( nl) ( I (0(1/n,))-’ /(m+1)‘n1~1/2 dQ( U) 
l/n, 
s (m + l)“*{ Q(( m + 1)/d - Q(l/nl)~bh>, 
condition (1.3) with #1 = 0 again implies that EIR$(n,)l -+ 0 as nr - co, 
which by the Markov inequality gives 
R’,2)(n,) +p 0 as n, + 00. 
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Exactly the same reasoning (with #* = 0) yields 
qyn,) +p 0 as n, + co. 
In order to estimate the first remainder term, we fix Y E (0, a) and repeat 
the corresponding argument in the proof of Lemma 2.10 to obtain 
JEWl) 1 
+ lQ(l - (k + 1)/d 
4%) 
l-(k+l)/nllQ(U) I(1 _ u)-1/2- ‘du 
The first and the third summands in the curly braces converge to zero on 
account of (1.3) with #i = #2 = 0. C on ce rning the second summand, first 
note that it converges to zero trivially as n, + 00 if Q is non-negative on 
(0, i). In the opposite case choose a number K E (m + Loo) and bound 
this third summand by 
Here, for large enough n,, the first term is not greater than 
l/2- Y 
$q/Q(t m + 1)/n,) 1 jK”’ u-112- ” du 
cm+ 1)/h 
I (l/2 - v)-k”2- y 
IQ@ + 1)/d 
4nJ 
which goes to zero by (1.3) with It/i = 0 for any fixed K as n, --) 00, while 
the second term is bounded by 
where C is a finite constant according to Lemma 2.4. The latter bound 
converges to Cv-‘KY as n, + co, and this can be made arbitrarily small 
by choosing K large enough. Thus the second summand in question 
converges to zero as n, --$ W. The fourth summand approaches zero as 
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n, -+ 00 for similar reasons. Thus we have proved 
R(A) &) +p 0 as n, + 00, 
and combining this with the foregoing, the proof of Theorem l(i) is 
complete. 0 
Proof of Theorem l(ii). We simply set r = sl in the representation in 
(2.5), where s 2 2 is an integer. According to Proposition 2.1, for any fked 
12 1 we have 
any, 1 V?(~, 4 - WY0 1 +p 0 as n, + CO, j = 1,2. (2.24) 
By elementary calculation, for j = 1,2 and h = m, k, 
I/h(j) - v,cj)(r) = (- l)‘+‘( i;),( U - T(U)) d\r;.( u) 
+/qu - (I + 1)) drC;(u) 
/+1 
so that this difference does not depend on h. Observe also that square 
integrability of the qj, as proved in Lemma 2.5, implies that the improper 
integrals 
kT1 (’ - N;(‘)) drj;.(") 
,+1 
exist with probability one. Combining this fact, the strong law of large 
numbers and Lemma 2.6, we obtain 
max IVh(j)( ,) - I/h(j) ( 
Oshsl 
+pOasl+ cc, j= 1,2. (2.25) 
Next observe that the random variables Aj(l, sl, n) in (2.5) have the same 
structure as V,,j)(I, n), namely in this notation Aj(f, sl, n) = V{j)(sl, n), 
j = 1,2. So we can apply Proposition 2.1 to them as well. Thus we obtain 
that for any fixed 12 1, 
Aj(l, ~1, nl> +p Aj(s, l> 
:= (-l)‘fl($$U - T(U)) da//j(u) 
+/s::)1(u - (1+ 1)) d#j(u) + J;(s:J’,) 
1+1 
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as n, + co. Also from the existence of the integrals 
/;% - N,(u)) @j(u), j = 1,2, 
and Lemma 2.6 we see that for each fixed s 2 2, 
Aj(s, 1) +p 0 asI+ cc, j = 1,2. 
For any random variable Z we set 
p(Z) = inf{ e > 0: P{lZl 2 E} < E}. 
(2.27) 
It is well known that for a sequence of random variables Z,, Z,., . . . we 
have Z,, jP Z as n + 00 if and only if p( Z, - Z) + 0 as n --+ co. 
Noting that (2.18) implies that for each fixed s 2 2, 
lim limsupp(R(sl, ni)) = 0, 
I-+00 “I+ co 
(2.28) 
relations (2.25), (2.27), and (2.28) and the square integrability of the J; 
functions allow us to construct a strictly increasing sequence {i,, s 2 1) of 
positive integers such that for s 2 2, 
p( max. Ik’ij)(is) - ,(j)i) I s-l, 
O<h<l, 
p(A/(s, is)) 5 s-l, j = 1,2, 
limsupp(R(si,, ni)) I s-i and si&(i,) I s-l, j = I,2. 
n,+ca 
Using now (2.24) and (2.26) and (1.3) in conjunction with the last seven 
inequalities, we can inductively construct two sequences {s,, } and {I,, } of 
positive integers and a sequence {E,, } of positive numbers such that 
s + 00, 1 + 00, and en1 + 0 as n, + cc and for each n, in {ni} the 
f&owing tselve inequalities hold simultaneously: 
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Hence, it follows by the triangle inequality for p that for all n, 
and 
PCAjCz “,’ s”,l”p 4) 2 2%p 
j = 1,2. This means, on account of (2.5) (recalling that Cm, = 1 in the 
present case (ii)), that we have constructed two sequences { 1,1 } and 
{r,:} = {~,~1,~} such that (1.5) and (1.6) hold and (1.7) and (1.8) are also 
sattsfied for any fixed choice of m 2 0 and k 2 0. (We emphasize that the 
constructed sequences { In1 } and { rn, } are independent of fixed choices of 
m>Oandk>O.) 
Since R(rnl, ni) +p 0 as n, + 00, it follows from Proposition 2.2 in the 
present case (ii) that 
M(r,,, nl) = C(r,,, ~l)~n,tOJ) + # as n, + 00, 
where N,l(O, 1) is a standard normal random variable for each n, and 
W,,, n,), defined also in (2.23), is already the quantity figuring in the 
formulation of the theorem. Consequently, the statement in (1.9) follows 
trivially, and thus we proved all the claimed convergence statements. 
Furthermore, I$‘) and Vi’) are independent by construction. This is of 
course not enough for the claim above (l.lO), but (1.5) (1.6) and Satz 4 of 
Rossberg [31] imply that the three sequences of random variables on the left 
sides of (1.8) and (1.9) are asymptotically independent. Therefore, the 
independence claim is true in its full generality. That I$‘) is non-degenerate 
if #i + 0 and VJ2) is non-degenerate if G2 f 0 is included and proved in 
Theorem 4. 
It remains to verify (1.10) when u > 0. For 0 < t < s < 5 we have the 
identity 
u”(t) -62(S) = /y$( u A u - uu) de(u) de(u) 
t t 
l-’ + 
/ / 
‘-‘(u A u - uu) de(u) de(u) 
l-s l-s 
u A u - uu) de(u) de(u) 
+2 J J s 
l-’ ,;-‘(u A u - uu) de(u) de(u) 
s 
u A u - uu) de(u) de(u), (2.29) 
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from which one readily obtains the estimate 
u*(t) 
li- 
u*(s) 
s Q'(s) + Q'(t) + Q'(l - s) + Q"(l - t) 
u*(s) 
+sl,2 (Q’(s) + Q*(t))l’* + (Q’(l - 3) + Q'(l - t))"* 
44 
+s21Qb)I + IQ(t)1 lQ(l - s)I + lQ(l - t)l 
44 u(s) 
(2.30) 
Substitute t = (1,* + 1)/n, and s = (r,,, + 1)/n* into (2.30) to obtain a 
bound on the ratio a((/,,, + l)/n,)/~((r,,~ + 1)/n,). Then sQ*(s)/a*(s) 
becomes 
'nz + 1 Q2(kz + 1)/n,) ~*o/n*) 
n2 u* (rn2 + 1)/n, ’ (r2((m, 
knl + W(n2, G,), 
where the right side converges to zero as n2 + 00, since 
u2(l/n2)/u2((rn2 + 1)/n,) -+ l/o < 00 as n2 + 00 
and 
Furthermore, sQ *( t )/a *(s ) becomes 
'nz + 1 Q*((& + 1)/n,) fJ2Wn2) 
nz U* (rn2 + 1)/n, s u* (rn2 + 1)/n, 
(ml + U+h L2>, 
and this goes to zero as n 2 + cc by the same reasons. All the other terms in 
the bound on a((/,, + l)/nz)/u((r,, + 1)/n,) obtained from (2.30) can be 
shown to converge to zero by similar arguments. This completes the proof 
of Theorem l(n). 0 
Proof of Theorem 2. Now we set r = 1 in the representation (2.5) so that 
T, k(n) = Vi’)<& n) + M(I, n) + V,“)(r, n). Exactly the same arguments 
as ‘in the proof of part (ii) of Theorem 1 lead to the construction of a 
sequence { InI} of positive integers such that (1.13) and (1.15) hold as 
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n, + cc and for the middle term in (1.14) 
where N,,(O, 1) is a standard normal random variable for each n, 2 1 and 
C(. , .) is defined in (2.23). Since 
by assumption (1.12), we get 
This proves (1.14). The statement in (1.16) follows by construction. The 
nondegeneracy statement follows again from Theorem 4. Finally, observe 
that for 1 < s < cc and all large n,, assuming that Q is negative near zero, 
ah) ~Ihh s) 1 = o(l)(l/n,)"*lQ(sh +) I/4/n,) 
"1 
5 o(l)(l/d"lQ(l/nl +) I/dl/nl) = o(l) (2.31) 
as n, + cc by Lemma 2.4, so that $i(s) = 0 for 1 < s < 00. If Q is never 
negative this is trivial. That #(l) = 0 follows by right-continuity. Analo- 
gously, It/*(s) = 0 if 1 I s -C 00. The theorem is completely proved. 0 
Proof of Theorem 3(i). For T > 1, define 
F/(T) = J1:d#b) - iTN(s) drl/(s) 
and notice that 
NV) 
V(T) = c 4(&J -#(T)N(T) + W(T) -#(l) - iT+b) h 
k-l 
=: I/(T) -II/(T)(N(T) - T), 
where the empty sum is understood as zero. Since (N(T) - T)/T’/* +D 
J/(0,1) and the square integrability of # implies that T’/*\c,( T) + 0 as 
T + 00, we have J/(T)(N(T) - T) eP 0 as T + 00. Therefore it is enough 
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to show that for any real t, 
jjT(f) := E~“RT) + EeiW-w)) = +o(t)e-w(l) as T -+ CO. (2.32) 
It is well known that the conditional distribution of S,, . . . , S, given 
N(T) = k is the distribution of the order statistics of k independent 
uniform (0, T) random variables. Hence 
= exp ,it$(u) - 1) du _ it J (1 5 1 
u du - i@(l)) 
= exp ei’$cU) - 1 - it#( u)} du 
which, as T + CO, converges to 
03 
exp Jr eiN(U) 1 - 1 - it$( u)} du + J,‘( eir+(u) - 1 - I yi:/u,} du 
. 1 
I 
444 
+rt 0 1 + $‘(u) 
du - irJ/(l) 
A simple rearrangement shows that this limit is Go( t)exp( - it+(l)). Noting 
that all the integrals appearing in the formulation of the theorem and in the 
proof above are finite by the square integrability condition on J/, the proof 
of (2.32) is complete. We recognize $J~ as the characteristic function of an 
infinitely divisible law (cf. Gnedenko and Kolmogorov [14, p. 841) and the 
uniqueness of the Levy measures and the constants of these laws implies 
that if J/ f 0 then V, is non-degenerate. This proves part (i) of the theorem 
and part (ii) follows from part (i) by simple considerations. 0 
Proof of Theorem 4. We only have to establish the formula for the 
characteristic function. Using the notation in the formulation and the proof 
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of part (i) of Theorem 3, consider 
+ f*+‘u&W - W(S,+,) + [““#W du + G(l) 
m 
= 
/( s + Sh,l - Ns + Sh+l)) MS + Sh+l) 0 
+ O / (s + &+I) dlcl(s + &+I> l-&l+1 
-WS,,,) + j;““$h) du + #(I) 
as a function of S,, i. Introduce the new Poisson process 
N’(s) = f I(Sl < s), s 2 0, 
k=O 
where S; = Yh+l + . . . + Y,,+l+k, k 2 0, and note that 
h+l 
N(u) = N’(u - s,+,) + c I($ < u), u 2 0. 
j=l 
So, conditional on S,,, = x we obtain by elementary computations that 
for any x > 0, 
v,tx) = i;(, - N’(s)) &x(s) + J;s’sd’d’x(s) + ‘k(l) + ch(x)j 
where $,(s) = $(x + s), s 2 0, and 
ch(x) = #t-d + [h+ll’kb) du. 
Using the fact that (1.17) holds under the conditions of the theorem, the 
formula follows by the fact that I$), N(0, a2), and Vi2) are independent 
and an easy application of the first part of Theorem 3. 
Now let h = m if j = 1 and h = k if j = 2, and assume that Vh(J) is a 
degenerate random variable. Then, dropping the subscripts j and super- 
scripts (j) everywhere for convenience, so is 
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which by integrating by parts and substitution can be written as 
Thus { is degenerate at some point c and hence independent of Sk+,. 
Therefore, for any x > 0, the conditional distribution of S given S,,, = x 
is also concentrated at c. On the other hand, since the process {U - N(u), 
u 2 0} has stationary and independent increments and since S,,+r is a 
stopping time for this process, and hence the process 
and %+I are independent, this conditional distribution is the same as the 
(unconditional) distribution of 
fm((x + u) - N(x + u) - (x - N(x))} d+,(u) - j;icu, du. 
0 
The latter is equal in distribution to 
Consequently P{ g(x) = c} = 1 and hence 
This can only happen if $, = 0. Since this holds for all x > 0, we must 
have # = #j E 0. This completely proves the theorem. 0 
Proof of Theorem 5. We distinguish two cases: Either 
(2.33) 
and 
Emsup I4%tq, s) I < 00, o<s<co, 
n, + m 
or (2.33) or (2.34) fails for some s > 0. 
(2.34) 
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First we consider the first case when (2.33) and (2.34) both hold. By the 
Helly-Bray theorem there exists a subsequence {nz} of {n,} such that 
b \C;(nz, 3) = $j('>, 0 < s -c co, j = 1,2, (2.35) ?IZ-+cm 
where #r and & are non-decreasing, non-positive, right-continuous func- 
tions and the relations in (2.35) hold at all continuity points of the 
respective IJ functions. By Theorem 1 there exists a further subsequence 
{n3} of {n2} such that 
converges in distribution to a non-degenerate random variable. Therefore 
by the convergence of types theorem [14, p. 40-421 we have 
4n3)/4, + 6 ’ 0 asn, + cc 
and 
where K is a finite constant. Hence (1.19) and (1.20) along ( n3} follow with 
I/J* functions being constant multiples of the respective I/J functions in 
(2.35). The last claim of the theorem also follows in this case with u r 0 by 
Theorems 1 or 4. 
Now we turn to the second case. More specifically we assume that for 
some s > 0 and some subsequence {n 2 } of { n1 } we have 
lim $&,s) = -cm. 
rtl-+M 
(2.37) 
Note right away that by Lemma 2.4, using the inequality in (2.31) (but not 
the equalities), for this s we necessarily have 
We write 
O<s<l. (2.38) 
where T,, k( n) is as in (2.5) with C,, = 1 and & is defined in (2.36). Using 
the decomposition (2.3) in S. Csorga, Haeusler, and Mason [4], one can 
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write 
n 
+- 
J 
l-(k+l)‘n(~ - G,(s)) de(s) 
44 (m+l)/n 
+ 
i 
Q(u,-,,n) 
44 
n 
J 
n-k-l 
+- 
l-(k+l)/n 
44 4-k-l.” 
G”(s) _ 
n 
where 
=: R’,” + W, + Rf’, 
G,(s) = n-l 
j=l 
is the right-continuous version of our so far used G,“). We need three 
lemmas. 
LEMMA 2.11. For j = 1,2, 
$?m liminfP( IR’,i’) < M) > 0. 
n-cc 
(2.39) 
Proof. We consider only the case j = 1, the other is similar. Observe 
that 
+ lQ(u,+l,n) 1
44 . 
We see that on the event A(n) = {(m + 1)/n < Urn+,,. < 2(m + 1)/n}, 
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Here the first factor is obviously O,(l), while by Lemma 2.4 the second one 
is bounded for all large enough n. Since 
lim P{ A(n)} = P{ m + 1 < S,,, < 2(m + l)} > 0, 
n-+cc 
this proves (2.39). 0 
The next lemma follows from a special case of Satz 4 of Rossberg [31] by 
an elementary method similar to the one in the proof of Theorem 2 of 
Mason [27]. The simple details are omitted. 
LEMMA 2.12. The two sequences of random variables 1 Rt)l and 1 R(n*)l are 
asymptotically independent. 
Now Lemmas 2.11, 2.12, and Lemma 2.10 in S. CsGrgii, Haeusler, and 
Mason [4] allow us to argue exactly as in the proof of Lemma 2.11 of that 
same paper to obtain the following. 
LEMMA 2.13, Whenever there exists a subsequence { nl} of {n} with 
accompanying normalizing and centering constants A,1 > 0 and B”, such that 
the sequence in (1.18) is stochastically bounded, then both sequences 
ah)R(,J;)/(A,, v ah)>7 j = 1,2, 
are stochastically bounded. 
Coming back to the proof of Theorem 5, to relation (2.37), we claim now 
that 
and 
~msuw(n2)bhh s) l/A,, < 00, o<s<ca, (2.40) 
n*-+m 
lim a(n2)/A,* = 0. 
n2+oo 
(2.41) 
On the event B(n,) = {Um+l,n2 -c s/n,}, where s E (0,l) is as in (2.37) 
we have 
4n*)lRlf,)l/(4 V 4n2)) 2 IQWn2+) I/(&, V ab2)) 
= 4n2)lJ/dn29 4 I/(& v 4n2>> (2.42) 
because the integral term in R(n) . IS non-positive for large enough n and 
Q(s/n *) is non-positive for large enough n2 (otherwise (2.37) could not 
happen). Knowing that P{ B(n,)} + P{ S,,, -C s} > 0, as n2 + co, and 
that the left side of (2.42) is stochastically bounded by Lemma 2.13, and 
taking into account (2.37), we indeed obtain (2.40) and (2.41). 
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Now choose a further subsequence {n3 } of { n2 } by repeating the above 
proof if necessary to arrive at 
paralleling (2.40). By a final application of the Helly-Bray theorem choose 
the subsequence { n4} of (n 3} such that the two relations in (1.20) hold 
along { nb}. Since (2.41) holds along { n4}, Lemma 2.5 implies (1.19). This 
finishes the proof of the first part of the theorem in that subcase of the 
second case when (2.33) is not satisfied. Since we also have (2.36) along 
{ n 4 }, an application of Theorem 2 gives the last claim of the theorem in the 
present subcase. 
Since the proof in the second subcase of the second case when (2.34) is 
not satisfied is entirely analogous, the theorem is completely proved. 0 
In the proofs of Corollaries 1, 2, 8, and 10 below we prove only the 
equivalence of the two convergence statements and the corresponding 
a-type analytic condition in the present section. The proofs that the 
corresponding a-b-c analytic conditions are themselves equivalent are 
similar to each other. Therefore, in order to save space and to concentrate 
first on the main issues, these analytic proofs are given together in Section 
3. At one small place, however, in the proof of the last statement of 
Corollary 10, we shall use condition (1.42~) already in the present section. 
Proof of Corollary 1. First assume (1.25). Then there exist sequences 
A, > 0 and B,, such that, as n + cc, 
Ail{ $(m, k) - 4) -‘o N(P, u2) 
forsomepE(-cc,co)anda>O. (2.44) 
We claim that as n --) co, 
WW/a(4 + 0 forallO<X< co. (2.45) 
To prove (2.45) it suffices to show that for every subsequence {ni} C {n} 
there exists a further subsequence {n2} c {n, } such that (2.45) holds along 
{ n2}. Choose any { ni} c {n}. Since (2.44) holds along {n,}, by Theorem 
5 there exist a subsequence {n2 } c { ni} and two functions #r and #z 
with the properties given in Theorem 5 such that (1.20) holds at all 
continuity points of $r and I/J;, respectively, and (1.21) holds for some 
6 2 0. An argument based on a theorem of Sato [32] very much like that 
given in Theorem 3 of Mori [28] shows that (2.44) forces #J: = 4: = 0. 
Thus by Theorem 5, 6 > 0, which yields 
I#jtn29 x) 1 + O forall < X < co, j = 1,2, 
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as n, --* co. This in turn implies that (2.45) holds along { n z }. Hence (2.45) 
is valid along the entire sequence { n }. Of course (2.45) is nothing but 
n-i’%(X/n)/u(l/n) + 0 for all 0 < X < cc (2.46) 
as n -+ cc. It is easy to show that (2.46) is equivalent to (1.26a). 
Now assume that (1.26a) holds. By Theorem l(i) it is enough to show that 
as n + co, 
rC;(n, A) + 0 forallO<X<co,j=1,2. 
But obviously 
I#j(n, A) ( I n-‘%(A/n)/a(l/n) 
which by (1.26a) converges to zero. Thus (2.44) holds with A, = u(n), 
B, = rip.,,,(n), 1-1 = 0, and u = 1. Hence we have (1.25). 
Since condition (1.26a) is independent of m and k, the equivalency of 
(1.27) is trivial. 0 
Proof of Corolhy 2. First note that (1.29a) is equivalent to 
liminfn-‘/2H(h/n)/u(l/n) = 0 for all 0 < X < CT,. (2.47) 
n-roe 
Applying the same argument as given in the proof of Corollary 1, we know 
that (1.28) holds if and only if there exists a subsequence {n,} of {n} such 
that 
.vW n;li2H( X/n,)/u(l/n,) = 0 for all 0 < X < cc. (2.48) 
1 
Obviously, (2.48) implies (2.47) and hence (1.29a). To complete the proof 
we need only show that (2.47) implies the existence of a subsequence { nl} 
of {n } such that (2.48) holds. 
Assume (2.47) and set 
J1 = {n: n- “‘H(1/(2n))/u(l/n) I $} 
and for k 2 2, 
Jk= {n: n -1/2H(l/(n2k))/u(l/n) I 1/2k and n E J,-,}. 
We observe that by (2.47), Jk is necessarily an infinite set of positive 
integers for each k 2 1. Let m1 be the smallest integer in J1, m2 be the 
smallest integer in J, greater than ml, and so on, such that mk+l is the 
smallest integer in J k+l greater than mk, etc. Since mj E Jk for j 2 k, we 
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have 
~~‘~z~(1/(2k~i))/o(l/~j) I 2-k for all j 2 k. 
Choose any X E (0, co) and let k 2 1 be such that 2-k < A. We have 
lim sup 
H(X/mj) 
j+oo m:/20(l/mj) 
I limsup H(1/(2kmj)) I 2-k 
Jim m~/*cr(l/mj) ’ 
Since k can be chosen arbitrarily large, 
lim mj’~ZH(A/mj)/o(l/mj) = 0. 
j-00 
This completes the proof of the corollary since the equivalency of (1.30) is 
trivial again. Cl 
Proof of Corollary 3. First assume (1.31). This means, there exist A, > 0 
and B,, such that 
where W is a non-degenerate, non-normal random variable. Then by using 
Theorem 5, the assumption that F 4 D(2), and the fact following from 
Theorem 3(ii) that the I/J* functions of (1.20) obtained along a subsequence 
( n2 > of an arbitrary subsequence {n, } c {n } are uniquely determined and 
hence are the same along all these subsequences, we obtain that there must 
exist I/J; and $J; as described in Theorem 5 such that 
and Q(l -W)P, --) -+,*(A) 
(2.49) 
as n + a0 at every continuity point X of IJ: and $z, respectively, and 
where at least one of $I: and #z is not identically zero. 
As a first case, assume that neither I,!J: nor $3 is identically zero. This 
implies that there exists a continuity point A, > 0 of both J/f and 4; such 
that #7(X,) < 0, j = 1,2, and 
at every continuity point A E (0,oo) of 4: and a,kz, respectively, as n + 00. 
Using monotonicity of Q and the continuity of the 4* functions at A and 
X,, a standard argument based on the integer part function [ ~1 gives that as 
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Q(x~+)/Qh,u+) -, ~:(~)/lcl&)~ 
Q(l -xd/Q(l -h,u) + ~:(~)/~:(~o>. 
(2.50) 
By the characterization theorem of regularly varying functions (cf. [l or 341) 
this implies that there exist constants -cc < vr, u2 < cc such that 
44w = 440,)(vw”~ 
- Q(s+) = sPL1(s), 
GO) = whxvb>-“‘~ (2 51) 
Q(1 - s) = s-Y&), 
where the functions L, and L, are non-negative on (0,l) and are slowly 
varying at zero. Note that Theorem 5 also implies (1.19) and this square- 
integrability forces $ < v r, vz < cc. Moreover, the relations in (2.49) and 
(2.51) imply the asymptotic equality 
48 - -(~~(X,)~~)-‘L,(l/n)n’l 
for both j = 1 and j = 2. This can only happen if vr = ZJ~ = V. Now, 
taking the ratio of the two limiting relations in (2.49), using the already 
developed relations in (2.51) with vr = v2 = B and using the argument hat 
has led to (2.50) we arrive at -Q(s + ) - cQ(1 -s) as s 4 0, where c = 
$:(h,)/#~(X,) > 0. By (2.51) this means that L,(s) - CL,(S) as s JO. 
Then, introducing for example L(S) = (L,(S) + L,(s))/2, 6, = 2/(1 + 
c-l), and 6, = 2/(1 + c), we have 
-Q(s+) = s-“L(s)@, + o(l)), Q(1 - s) = S-“L(s)@, + o(l)) 
as s JO. Thus we can set v = l/a with 0 < (Y < 2 and we see that (1.32) 
holds in the present first case. The second case when I/J: = 0 and #; f 0 or 
#; = 0 and I/I: + 0 can be handled similarly. 
Next assume that (1.32) holds. Choose A,, = n’/“L(l/n) and II, = 
npo,,( n). Then, since L is slowly varying at zero, 
s 
Qk I/ 
+ 
n 
A,, -+ -~Y,s-~‘” and -Q(l - :)/A,, --) -6,s-‘/” 
(2.52) 
as n + cc for every s E (0, co). Also, Lemma 1 of S. CsorgG, Horvath, and 
Mason [5] implies that, as n + cc, 
no*(l/n,l - l/n) - (2(S,2 + a;)/(2 -,))L*(l/~)n*/~ (2.53) 
and that for any sequence of integers r,, such that r,, + co, r,/n + 0, 
na2(r,/n,l - m/n) - (2@: + 6,2)/(2 -(Y))L2(r,/n)n*/ur,‘-*/u, 
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which and Lemma 2 in [5] in turn imply that 
a*(r,/n)/o*(l/n) + 0 asn+oo. (2.54) 
Since by (2.53) 
u( n)/A, -+ 6 = (2( 812 + S,2)/(2 - a))l’* > 0, 
(2.52), (2.54), and Theorem 1 imply that we have (1.34) and hence, in the 
special case m = k = 0, (1.33). 
Since the implication (1.33) * (1.31) is trivial, the corollary is proved. •I 
Proof of Corollary 4. Part (i) follows directly from Corollary 1 and the 
convergence of types theorem. Concerning part (ii), if (1.32) holds with 
L = 1 and the given (Y then F E IN(a) by Corollary 3. The reverse 
implication follows by an appropriate simplification of the first part of the 
proof of Corollary 3. 0 
Proof of Corollas 5. Suppose F E DJ(Y) for an (Y E (0,2). By Theorem 
3 (see also the remark following Corollary 3) this means that there exists a 
subsequence {n,} c {n} and constants C1, C2 2 0, Cr + C2 > 0, and d such 
that for some constants AnI > 0 and I?,,, and for Jjn)(r) = -Z~S-‘/~, 
O<s<cc, j=1,2,wehave 
A;‘{ Snl(O,O) - Bnl} jD V,,,($(,e), $p),O) + d as n, + cc. 
Theorems 5 and 3 (through the remark again, in view of the uniqueness of 
the #ja) functions in the representation of a stable law) then together imply 
the existence of {n2} c {n,} and a constant 6 > 0 such that $j(n,, S) + 
IJ$~)(s), 0 < s -=z 00, j = 1,2, where the involved constants are cj = Ej, 
j = 1,2, and 
(~(n2))-‘{S,2(090) -B,*} -+D b,o(rcI’1*),\1/1*)90) + ad 
as n 2 --) cc. But from Theorem 1 there exists an { n 3 } c { n 2 } such that 
(4nd)-‘{ %JOA - wo,0b3)} 3 V,,&R d4? d 
as n3 + 00, where 
and the convergence of types theorem [14, p. 401 forces (I = 0. This proves 
the necessity. The sufficiency of the condition and the statement concerning 
the lightly trimmed sums follow directly from Theorem 1. 
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It remains to show that DJa) is wider than D(a) for each o[ E (0,2). 
This we demonstrate by a direct construction. 
The following construction of a function @ is borrowed from Seneta [33], 
where it is attributed to an unknown referee. Let { 0, } be a sequence of 
positive constants such that 
0, t 00 and %+1/el + 03 asn-,cc. (2.55) 
Let n, be such that 0,+ i/e, > 4 for n 2 n, and set y, = (0#,,+ i)l12. 
Define the continuous function Q, on [2y,, co) by setting 
x E K := [2Y”,, co) \ iJ (2-‘Yr,2Yr), 
r=n,+l 
x E [2-‘Yn, Ynl, n 2 n, + 1, 
i 
1 
--x+3, 
Yfl 
x E (YJY,l~ n 2 n, + 1. 
Then for any fixed t E (0, cc) we have 
a(e,t) = i for all large enough n , (2.56) 
but Q, is not slowly varying at infinity because @(2y,)/@(y,) = $ and 
Q(yn)/@(yn/2) = 2 for all n 2 n, + 1. Define the continuous function F 
by 
F(x) = 1 - x-*@(x), x 2 2Y”,. 
Obviously F(x) + 1 as x + co, F is differentiable xcept in the countably 
many isolated points y,,/2, yn, 2yn, n 2 n, + 1, and an elementary compu- 
tation shows that for OL E (1,2) we have F’(x) > 0 whenever F’(x) exists. 
From now on we assume that 1 < (Y < 2. Thus F is strictly increasing on 
[2yn,, cc) and therefore 1 -F can be considered as the upper tail of a 
distribution function defined on the whole real line. Indeed, from now on 
we let F denote a distribution function symmetric about zero, whose 
restriction to [2y,,, cc) agrees with the above F. Since @ is not slowly 
varying, inversion and Corollary 3 show that F 4 D(a). 
In the following we show that the sequence {e,} can be chosen so that 
the corresponding F belongs to O,(a). To this end, let { 1, } be a sequence 
of positive integers satisfying (2.55) and set 8, = rA/“. Then { 8,) also 
satisfies (2.55). For the symmetric F belonging to { 8, } we have F(x) = 1 
-x-a for all large x if and only if O(x) = 1, so that for the quantile 
function Q pertaining to F we get that Q(1 -u) = u-1/u for all small 
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u > 0 if and only if @(u-‘1”) = 1. For every 0 < s < cc we have by (2.56) 
that @((s/l,)-““) = @(s-l/V,) = 1 for all large n, so that for all large 
enough n, 
Q(1 - s/l,) = I;‘%-‘/“. (2.57) 
Using the well-known representation, for 0 -C s < :, 
u2(s) = s{Q2(s) + Q”(1 - s)} + S2(s) 
- (s{Q(s) + Q(1 - s)} + /‘“e(u) d”)2 (2.58) 
s 
and the symmetry of Q about $, we obtain for each 0 < s -C : that 
u’(s) = 2sQ2(1 - s) + 2/1’2Q2(1 - a) du. 
s 
Taking into account that 
Q(1 - s) + cc and /1’2Q2(1 -u)du+ cc assJ0, 
s 
this leads to 
u2(s) - 2sQ2(1 - s) + 2/s”Q2(l - a) du as s J 0 (2.59) 
s 
for any fixed 0 -C s0 -C $. Since for all large x we have 
1 - F,(x) := X-a I x -D(x) = 1 - F(x) < 2x-” =: 1 - E;(x), 
denoting the quantile and a2-functions pertaining to the distribution func- 
tions Fr and F2 symmetric about zero by Q,, Q2 and a;, u;, respectively, 
we obtain that for all small u > 0, 
u--“~ = Q,(l - u) I Q(1 - a) I Q,(l - a) = 21’au-1’LI. 
By (2.59) this yields 
(1 + o(l))u:(s) I u2(s) I (1 + o(l))ui(s) as s JO, (2.60) 
where 
1-2/a and u;(s) - 22’” ;s 1-2/a as s JO. 
a 
(2.61) 
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This gives, as n --) cc, 
(1 + o(l))( ;)1’21;/a Il;4r(l/l,) S (1 + o(l))(P &)l”l’/“, 
a 
which implies the existence of a subsequence {I,,} c {I, } and a constant c 
with 2/(2 - a)1/2 I c-l I 2l/“2/(2 - (~)l/~ such’that 
1~!2a(l/l,~)/l~!u -+ c-l as n’ --) co. 
By (2.57) and symmetry we therefore obtain that as n’ + 00, 
l)j(l”., s) + -CS-l’a, 0 < s < 03, j = 1,2. 
This means that the first part of the condition in Corollary 5 is satisfied 
along the presently chosen {n,} = {l,,}. On the other hand, for any 
sequence {r,,,} of positive integers such that 
rln. + ~0 and r,Jlnt + 0 asn’+ cc 
we have by (2.60) and (2.61) that 
~2(r!nA,) 
I (1 + 0(1))22’* 
(r,JtJ1-2’” 
~2w4~) (1/1,,)‘-2’a 
= (1 + o(1))22/*r~;2/a + 0 
as n’ --) co, so that the second part of the condition in Corollary 5 is also 
satisfied. This proves F E DJa). 
To deal with the case 0 < a I 1, one has to modify the function a,. One 
possible choice is 
x E K, Yn 
xEITynp [ 1 n 2 no + 1, 
I --x+l+cr, %I x E (Y,JY"l> n 2 no + 1. 
Then (2.56) remains true, Q, is not slowly varying because @(2y,)/@(y,) = 
l/(1 + a/2) and Q(y,)/@(y,/2) = 1 + a/2, n 2 no + 1, F'(x) > 0 for 
each x 2 2yn0 not equal to y,,/2, y,, 2y,, n 2 no + 1. It is exactly this last 
property that requires the modification. Except for the change of all the 
constants, everything that we did above remains valid from here on. Thus 
the corollary is completely proven. q 
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Proof of Corollary 6. The “if’ part is a direct consequence of Theorem 
5, Theorem 3(ii), and Theorem 4 applied in this order; i.e., due to the 
uniqueness of the Levy representation of the infinitely divisible law, (1.20) 
and (1.21) must hold along the sequence {nt} and if 6 > 0 in (1.21) then 
the sequence {r,,} in Theorem 1 must already satisfy (1.9). Subsequently 
the random variable W,, k must be of the stated form for each m 2 0 and 
k 2 0. 
The “only if’ part follows by a straightforward modification of the proof 
of Theorem 4 of Mot-i [28] using the representation of the characteristic 
function of V,, k given in Theorem 4. •i 
Proof of Corollary 7. First assume that F E Dim* @ for some m 2 0 and 
k 2 0. By Theorem 5 there exist a subsequence {n,} c {n}, An1 > 0, and a 
non-increasing right-continuous function r#~ on (0, cc), strictly positive near 
zero such that 
at every continuity point X of 6. Choose any continuity point A, < 1 of + 
such that +(A,) > 0. We see that (2.62) implies that 
W/nl)/Wo/4) -+ ~W/@Od as n, + 00 
at all continuity points X of 9. This implies (1.38). 
Now assume (1.38). By the Helly-Bray theorem choose a subsequence 
{ n2 } c { n, } and a function $I with the above properties such that 
~(w,)/w,/n2) --f +O) (2.63) 
at every continuity point h of cp. Note that necessarily +(A) 2 1 for all 
0 < X 5 A,. Since F +Z D,(2), there must exist a continuity point A*, 
0 < A* < A,, and a subsequence {ns} c { nz} such that 
lim n~“2H(h*/n~)/a(l/n3) = d, 
n3+cc 
(2.64) 
where 0 < d I cc. This follows from Corollary 2. From (2.63) we obtain 
H(Vn3)/H(A*/n3) -+ $*(A) := +(X)/+(X*) as n3 + co (2.65) 
at every continuity point of +*. Let A+ = n;‘/2H(X*/n,). Now from 
(2.64) we get 
a(l/n,)/A,, --, c := d-‘, (2.66) 
where 0 I c < cc. Since $*(A) 2 1 for 0 < X 5 A*, $* f 0. Hence (2.6% 
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(2.66), and Theorem 4 imply (1.37). That (1.39) is also equivalent to the 
other two statements is trivial. q 
Proof of Corollury 8. Corollaries 2 and 7 together imply the equivalency 
of (1.37) and (1.39). Also, it follows easily from these two corollaries that 
(14Oa) is sufficient for (1.37). Therefore, it suffices to show that if F E Dp 
then (14Oa) holds. 
It follows from the proof of Corollary 2 (see (2.48)) that we can assume 
that F 4 o,(2). Also, without loss of generality we can assume that H(s) 
eventually increases as s J 0. From Corollary 7 we have (1.38). For n, E { n, } 
set n2 = [n,/h,J + 1. We have for all X E (0, (;o), 
lim sup n;‘/*H( X/n,)/a(l/n,) 
!I*+00 
I limsupn;“*H(l/n,)/a(l/n,)limsupH(X/n2)/H(l/n2). 
“*-*cQ “z-+CCl 
By Lemma 2.4 the first limsup here is finite. Since for all ni sufficiently 
large 
&j/(24 2 l/n, = ([QhJ + 11-l s &l/q, 
we see by (1.38) that the second lim sup is less than or equal to 
limsupH(A,/n,)/H(X,/n,) < ~0, 
“*+ Co 
where Xi = AA,,/2. q 
Proof of Corollary 10. Fii m 2 0 and k 2 0 arbitrarily. We know from 
Theorems 4 and 5 that F E SC(m, k) if and only if there exists a sequence 
of positive constants r(n) such that for every subsequence {n,} c {n} 
there exist a further subsequence { m } c { n, }, a right-continuous, non- 
negative, non-increasing function + defined on (0, cc), and a constant 
S E [0, 00) such that 
H(Vm) 
+h A> := ml/2T(m) + a) asm-+co (2.67) 
at every continuity point X of $I and 
mm)/+) + 6 asm+co, 
where + f 0 and +(X) = 0 for all h 2 1 if S = 0. 
Since condition (1.42a) is clearly equivalent to 
(2.68) 
H(Vn) 
yytp n”%(l/n) 
<CO forallOCX<l, (2.69) 
that (1.42a) implies (1.41) follows at once from Theorem 1. 
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Now we turn to the necessity implication (1.41) * (2.69). The key step 
towards this aim is the following result. 
LEMMA 2.14. If F E SC(m, k) for some m 2 0 and k 2 0, then the case 
S = 0 can never happen in (2.68). 
Proof Choose a subsequence {m} c {n} such that (2.67) and (2.68) 
hold and assume that 6 = 0. Then necessarily 
40) = 0 forall X 2 1, (2.70) 
but + f 0. Select a sequence of continuity points cr, c2,. . . of + such that 
1 > cr > c2 > . * * ) cj --, 0 as j + 00 and +( cj) > 0 for all j 2 1. For all 
j 2 1 consider the sequences mj = [mcj], m 2 c,:‘. We claim that there 
exist a further subsequence {m’} of {m } and constants dj such that for all 
j 2 1, 
asm’-, ccandO<dj< cc. (2.71) 
To prove this claim, by a diagonal procedure choose any subsequence 
{m’} c (m} such that the limits 
lim (m;) 
m’-+m l 
“2~(mj))/{(m’)1’2~(m’)j = dj 
exist for all j 2 1. Then necessarily 0 I dj I 00 for all j 2 1, and to 
complete the proof of the claim it is enough to show that for any j 2 1, the 
cases dj = 0 and dj = cc cannot happen. 
Suppose first that dj = 0 for some j 2 1. Then for this j and for all 
0 -c s -c CT we have 
fiminf fwmj) 
m’+pi (mj)l’*7( ml) 
= liminf f+m’/(mp4) WY*+4 
dda, (m’)“*7( ml) (m3)1'27(ml) . 
Since by (2.67), 
lim iY(sm’/(mjm’))/{(m’)‘/‘7(mt)} = +(sc;l) > 0, 
m’-+m 
dj = 0 implies that 
_~~H(s/m~)/((m~)"*~(m~)) = co for all0 < s < Cj’, 
contradicting the stochastic ompactness assumption that F E SC(m, k). 
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Next suppose that dj = 00 for some j 2 1. Let s E (0, co) be arbitrary 
and choose a continuity point s’ of $I in (2.67) such that s’ -C s/cj. Then, 
writing lim sup instead of lim inf in the above equality we obtain 
H(s’/m’) (m’)“*~(m’) 
Hence 
mpFm H(s/m~)/((m;)“‘7(m;)) = 0 for all 0 < s < do. (2.72) 
However, since a(l/mJ) I a(l/m’), (2.68) implies that T(m’)/o(l/m’) + 
co and T(mj)/T(m’) + cf3 as m’ + 03. Thus a(l/mj)/7(ml) + 0 as 112’ 
+ co. By Theorem 5 this last relation together with (2.72) also contradicts 
the stochastic compactness condition that F E SC(m, k). 
Thus we have completely proved the claim in (2.71). 
Now let {m’} be a subsequence of {m} (for which (2.67) and (2.68) hold 
with S = 0) such that (2.71) holds for all j 2 1. Notice that for all j 2 1, 
+(mj, A) + q!~~(h) :=d;‘4(X/cj) asm’+ co 
at every point X > 0 such that X/cj is a continuity point of 4. Note that by 
(2.70), (pi(X) = 0 f or all cj I X < 00, j 2 1. Also, since +r(m;)/T(m’) + 
dj/cj for all j 2 1 as m’ -+ cc, where all these limits are strictly positive 
and finite, the relation (2.68) as applied along {m’} and with S = 0 forces 
u(l/mj)/7(mj) + 0 as m’ + co for all j 2 1. 
Therefore, by another diagonal selection procedure we can find a subse- 
quence {m”} of {m’} such that 4,&X) + 0 for all 0 < A < cc and 
u(l/m”)/T(m”) + 0 as m” * cc. This contradicts the assumption that 
F E SC(m, k), and thus the lemma is completely proved. 0 
Returning to the proof of the implication (1.41) =$ (2.69) note that 
Lemma 2.14 easily implies that if (1.41) holds then for the sequence {7(n)} 
figuring in (2.67) and (2.68) we have 
41/n) 0 c liminf- 4/n) 
n-rm +> 
5 limsup- 
n-co 44 
< 00. (2.73) 
Assume now (1.41) and that, contrary to (2.69) there exists a X E (0,l) 
such that 
lim sup H( A/n)/{ n’/*u(l/n)} = 00. 
n-m 
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Then we can find a subsequence {“I } c { n } such that 
but by (2.73) this implies that +(n,, X) + 00 as n1 --) co, contradicting 
(1.41). 
Again, (1.42) and (1.43) are trivially equivalent. 
Finally we show that (1.44) is satisfied for ah subsequential imiting 
random variables cV&&, #*, u) + d, where c > 0 and d are constants, 
if F E SC. As noted before the proof of Corollary 1, this we do by using 
the fact that conditions (1.42a) and (1.42~) are equivalent. This is proved in 
the next section, and a small element of the (independent) proof given there 
is also used here. 
By Lemma 2.14 and Theorems 5 and 1 we can assume without loss of 
generality that $j( ni, s) --, #j(s) at every continuity point s of ~j, j = 1,2, 
and 
O*((‘n, + 1)/n,)/a2(1/ni) --) ‘* 
as i + co, where (n,, n2,. ..,} is some subsequence of ( n }, in which case 
c=landd=O. 
It follows from (1.42~) that for all large enough 
s{ #t(ni, ‘) + !G(niy ‘)} 
i, 
I C,( u2(l/ni))-’ [;l”“re’( U) du 
t 
= Cl(u*(l/ni))-'( Jri(Q2(u) + Q'(l - u>) du 1 
+ i:/'(Q'b) + Q"(l - u>> du) "r 
( 
S2(X/Tli)u2(X/nj) = Cl [“( Gt(nip ‘) + G(ni7 t)) d* + u*(~/~i)u2(l/n.) 
’ 
I i 
where C, is a finite constant depending only on F and X is any tied 
number greater than s. Assume now that s is a continuity point of both It/t 
and #*. Since for all t E [s, X] the integrand in the first integral is 
majorized by the constant 
and 
u2(X/n,) I u*&, + 1)/n,) 
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if i is large, letting first i + 00 and then h + cc we obtain 
where 
C, = lim sup Iim sup 
s20/nJ 
5 IimsupS2(s)/a2{s) < cc 
X-m i-00 a2(X/ni) $10 
because of Lemma 3.2 in the next section. This proves (1.44) for common 
continuity points s > 0, from which the general statement follows by 
right-continuity. CoroIIary 10 is completely proven. 17 
Proof of Corollary 11. The equivalency of (1.49, (1.46), and (1.47) is a 
direct consequence of Theorems 4 and 5. 
To show that SSC is a wider class than SC we construct a quantile 
function Q such that the corresponding F is in SSC \ SC. It is defined by 
introducing 
4=(2- (k+l)' 2-k’ 7 1, k=0,1,2 )...) 
and setting 
i 
0, if+ <sll, 
Q(s) = -2, ifs E Ir, 
-2(k+U2/2uk-1, if S E Ik, k = 2,3,. . . , 
(2.74) 
where 
u2 - k- u(2-W+l)2), k = 1,2,..., 
in particular, ui = a( &) = 1. 
Now we analyze this Q and list its relevant properties. The first one of 
these follows by a close look at the definition. 
PROPERTY 1. For 
K= sup - em/44 
O<s11/16 
wehave c K-c cp. 
Let ~k=[2-(k+1)Z,2-k2]betheclosureofZk, k=0,1,2,.... 
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PROPERTY 2. For each k 2 2, s E Ik, and 0 < X < cc such that AS E 1, 
u I, u +-+ uI,-, u jk we have 
-s”‘Q(Xs+)/a(s) < K. 
Indeed, for any such s and A, 
-s”“Q(hs+)/a(s) < -~‘/‘Q(2-~*)/a(s) 
= -s q(2++1)* +)/u(s) 
= -,y “‘Q(s)/u(s) I K. 
Introducing now the left-closed, right-open variant fk = [2-(k+1)2, -“‘) 
of Ik, k = 0, 1,2,. . . , and the sequence 
C(k) = 2(( k+2)Z-(k+1)2)/2 uk, k = 1,2,..., 
the following two properties are obvious. 
PROPERTY 3. For each k 2 2, s E fk, and 0 -C X < 1 such that As E 
KC+19 
PROPERTY 4. For each k 2 2, s E jk, and 0 -C A < 1 such that As E 
64 
-s~‘~Q( As +)/C(k) = (2(k+1~2~)1’2 
PROPERTY 5. Let { ‘fj, j 2 l} be a sequence of integers, kj 2 1 for all 
j 2 1 and kj --) cc as J + cc and { tk,, j 2 l} be a sequence of numbers 
such that sk, E Ik,, j 2 1, and 2(“+‘) sk, + c as j -+ 00, where 1 I c -C cc. 
Then for all positive h # c we have 
-sLyQ( As,, +)/C( kj) + (h~)l’~I( A < c-‘) as j + cc, 
where I is the indicator function as earlier. 
To show this first assume 0 < A < c- ‘. Then for all j sufficiently large, 
2-(k,+Z)’ < hsk, < 2-C&,+1)’ 
Thus by Property 4, for all large j, 
-s~~Q(Xsk, +)/C( kj) = ("kJ+1"Xsk,)1'2 
which by assumption converges to (Xc)“’ if j + cc. 
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Next assume that c- ’ < h < co. In this case, we have for all large j that 
XSkj E I, u z1 u * * * uz, -1 u f&,, I 
so that by Property 2, 
Notice that 
U(S&,)/C( kj) I fJ&,/C( k,) = 2-((k,+2)*-(k,+1)2)/*, 
which converges to zero if j + co. Thus, in this case, 
-.$~Q(Xsk,+)/C(kj) -, 0 as j + 00, 
which proves Property 5. 
PROPERTY 6. Let {kj, j 2 l} be as in Prope;ty 5 and {sk,, j 2 l} be a 
sequence such that sk, E Zk,, j 2 1, and 2ck,+‘) sk + cc as j + co. Then 
for all0 < A < cc, I 
Indeed, by Property 1 it is sufficient o show this only for 0 < X -C 1. But 
for any 0 -C X < 1 and for all j sufficiently large we necessarily have 
Sk, E z, u z, u * *. uz, -1 u I I &, ’
and thus by Property 2, for all such j, 
finishing the proof of this property. 
Now we can complete the proof of the present corollary. Notice first that 
the random variables X,, X2, . . . , with quantile function Q in (2.74) are 
non-positive and in this case the stochastic ompactness condition (1.42a) is 
equivalent to 
liy;;p - s”‘Q(Xs+)/a(s) -c co for all 0 < X -c 1. (2.75) 
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Presently, by Property 3 for all A E (0,l) there exists a k, = k,(X) such 
that if k 2 k, then 
which goes to infinity as k + co. Hence (2.75) fails and thus by Corollary 
10, F $5 SC. 
On the other hand, let {n,, n2,. . . } be any subsequence of ( n }. For each 
nj determine a k(ni) such that l/nj E Ik(n,). Now there exists a subse- 
quence { j, } c { j } such that 
2(k(nj,)+l)*n,T 1 + c asI+ cc (2.76) 
for some 1 I c I cc. If c < 00 then for all 0 c X < cc, X # c, 
n:‘/‘Q(X/nj,+)/C(k(nj,)) + -(~c)“~I(X cc-‘) 
/I 
as I + 00 by Property 5. If c = 60, then by Property 6 there exists a further 
subsequence {m,} c {nil} and a non-positive, non-decreasing, right-con- 
tinuous function J/ on (0, oc) such that 
m;1'2Q(X/m,+)/a(l/m,) -, +(A) asI+ cc 
at every continuity point h of +. In either case, by Theorem 2 and Theorem 
1, respectively, we can find a subsequence {mj} of the above arbitrary { nj } 
and sequences of constants A, > 0 and B,,,, such that 
A;,!( X,,,(O,O) - Bmj) +D W> 
where W is a non-degenerate infinitely divisible random variable. This 
means that F E SSC. 0 
Note that in the above proof the case c < cc in (2.76) indeed appears for 
some sequences { nj, j 2 1). This shows the validity of the statement 
following Theorem 1 in Section 1 that Theorem 2 is not empty. 
Proof of CorollaT 12. First assume that F E SC. Then by Theorem 5 
there exists a sequence of normalizing constants A, > 0 such that for every 
subsequence { ni } of { n } there exists a further subsequence {n 2 } c { n, } 
for which (1.19) and (1.20) hold with $7 = 0 and #; = -Cp nonidentically 
zero. An easy argument based on the representation 
A,% n,n = A;‘Q(U,,,) = -A;‘a(n)G,(n, n(l - U.,.)), 
cf. (2.2), combined with the fact that 
n(1 - U,,,) -+p Yj2) asn+co, 
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shows that as n, + 00, 
A,‘X n2,?l* -+p ~(YP’). 
This implies that {X,,, ,,} is stochastically compact. 
Conversely, if there exists a sequence of normalizing constants A,, > 0 
such that { A;‘X,, ,,} is stochastically compact, then it is routine to verify 
that for every subsequence {n,} of {n} there exists a further subsequence 
{ nz} of { ni} such that (1.20) of Theorem 5 holds with +f = 0 and 
4; = -+ not identically zero. This, since F g D,(2), by Corollary 9 forces 
either Theorem 1 with u = 0 or Theorem 2 to be applicable with a 
non-degenerate limit. Thus F E SC. 
The last statement of the corollary follows from Lemma 2.14 and (1.44) 
or simply from the last statement of Corollary 10. q 
3. THE EQUIVALENCE OF THE a-b-c CONDITIONS 
For the sake of convenience we first note that conditions (1.26a), (1.29a), 
(l&la), and (1.42a) are clearly equivalent o 
~yGZ(hs)/a2(s) = 0 forall <A < 1; (3.la) 
liminfsG2(As)/a2(s) = 0 for all0 < X < 1; (3.2a) 
$10 
There exists a subsequence {nl} of { n } such that 
limsupn~‘G2(X/n,)/a2(l/n,) < 00 for all 0 < X < 1; (3.3a) 
“, -+ 00 
limsupsG2(Xs)/02(s) < 00 for all 0 < A < 1; (3.4a) 
S10 
respectively, where G2(s) = Q’(s) + Q2(1 --s), 0 < s < 1, is the function 
figuring in the c-type conditions. 
First we show the equivalences (3.la) * (1.26b), (3.2a) = (1.29b), (3.3a) 
a (14Ob), and (3.4a) 0 (1.42b). To this end note that by Lemma 2.4 
M:= limsupsG2(s)/u2(s) < co. (3.5) 
In order to prove the four implications b * a, we observe that by (2.29), 
foranyO<s<$andO<X<l, 
a2(Xs) -u2(s) 
2 ;s{(Q(s) - Q(h))* + (Q(1 --As) - Q(l - s)j2}- (3.6) 
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If (1.26b) holds, then dividing this by 02(s) and letting s J 0, we obtain 
A(X) := Iimsup 
s~‘~Q( s) s~“~Q( As) 2 
310 44 - (J(s) 
+ 
i 
~l’~Q(l -As) s”~Q(~ - S) 
4s) - 
which in combination with (3.5) says that for all 0 < A -C 1, 
sG2(Xs)/u2(s) = sG2(s)/u2(s) + o(s) I M + o(s) (3.7) 
as s J.0. Thus by (1.26b) again, for ah 0 -C X < 1, 
IimsuptG2(t)/u2(t) = IimsupXsG2(hs)/u2(Xs) 5 AM, 
110 310 
which forces the left side to be zero. This and (3.7) imply (3.la). 
The implication (1.29b) * (3.2a) is proved along the same lines. 
If (1.42b) holds, then again dividing the inequality in (3.6) by u2(s) and 
letting s J 0, we obtain A(X) -C cc for each 0 < X < 1, which in combina- 
tion with (3.5) yields (3.4a). 
The implication (1.4Ob) * (3.3a) is proved in the same way. o 
Noting that condition (3.2a) is equivalent to the existence of a sequence 
S, E (0,l) with S, --) 0 as m + 00 such that for all 0 -C X -C 1, 
m@m~m{Q2(Xs,) + Q’(1 -As,)}/u2(s,) = 0 (3.8) 
(cf. the proof of Corollary 2), the reverse four implications (3.la) * (1.26b), 
(3.2a) * (1.29b), (3.3a) * (1.40b), and (3.4a) * (1.42b) all follow easily by 
substituting t = As into the inequality (2.30). 0 
Now we turn to the proof of the equivalencies (3.la) H (1.26c), (3.2a) * 
(1.29c), (3.3a) e (lAOc), and (3.4a) a (1.42~). If Vat(X) -C cc, then the 
limits in (3.la) and (1.26~) are both zero, and so all these eight implications 
are automatically true. We may therefore assume throughout that Var( X) 
= co. This implies 
y2(s) = co. (3.9) 
First we prove the four implications a * c. From the representation in 
(2.58) we have 
d(s) I sG2(s) + S2(s), O<s<’ 2’ (3.10) 
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As a first case, suppose that there exists a 6 E (0, f) such that Q(u) < 0 
and Q(1 - u) > 0 for all 0 < t( < 8. The function G*(e) is then non- 
increasing in (0, S) and hence 
S*(s) 2 jZSG2(u) du r sG2(2s), 0 < s < s/2. (3.11) 
s 
Combining this with (3.10), for 0 < s < 6/2 we get 
42s) 5 2s*(s) + S2(2s) I3s*(s), 
from which we obtain for all 0 < A I 1, 
sG*(hs)/S*(s) I 3sG2(Xs)/a2(2s). 
Using now the a-type condition, we see that the implications (3.la) * 
(1.26c), (3.2a) * (1.29c), (3.3a) * (14Oc), and (3.4a) * (1.42~) all follow in 
the present case. 
Consider now the second case when Q(U) 2 0 for all u E (0,l). Thus 
from (3.10) and (3.9) we obtain 
u*(s) I sQ*(l - s) + S*(s)(l + o(l)) as s JO, 
and instead of (3.11) we have 
S*(s) 2 j2’Q2(l - u) du 2 sQ*(l - 2s), O<s<’ 4’ s 
Thus ~~(2s) I (3 + o(l))S*(s) as s JO and the proof can be completed as 
before. Since the third case, when Q(1 - u) < 0 for all u E (0, l), is similar 
to the second, the implications (3.la) * (1.26c), (3.2a) * (1.29c), (3.3a) * 
(l&k), and (3.4a) * (1.42~) are completely proven. 0 
In the proof of the reverse implications c * a we need the following two 
lemmas, the first of which follows from the proof of the converse part of 
Theorem A.2.b in Seneta [34] and which goes back to Karamata (cf. 
Seneta’s remark on page 97 in [34]). 
LEMMA 3.1. Let c > 0 be a constant and K: [c, ~0) + (0,~) be a 
measurable function which is Lebesgue integrable on any finite subinterval of 
[c, co). Suppose that there exists a real constant k such that 
limsupXk+iK x 
x-rm 
( )/jxYkaYbe < 00. c 
Then for all X E (0, l), 
322 CSijRG6, HAEUSLER, AND MASON 
LEMMA 3.2. For any quantile function Q, 
limsupS2(s)/u2(S) < cc. 
S10 
Prooj: Again from the representation (2.58), using elementary inequali- 
ties, we obtain for any 0 < s < $ that 
$# I (1 + {sG2(s)(l - 4s) - 2([‘-‘Q(u) du)*]/S2(s))-’ 
Since the statement is trivial if Var( X) < cc, we may assume the opposite. 
In this case, exactly as in [14, p. 1731, one can show that 
/‘-“Q(u) h/S(s) + 0 as s JO. 
s 
This implies the lemma. 0 
Fix a A E (0,l) and for s > 0 small enough write 
sG*( As) 1 XsG2(hs) s2(s) S2(Xs) -- 
u2(s) = x S2(hS) 62(S) s2(s) . 
(3.12) 
In view of Lemma 3.2 we see that the implications (1.26~) * (3.la) and 
(1.42~) * (3.4a) will be both proven if we show that 
s2( As) 
(1.42~) * lim sup - 
SJO s2w < O” 
forall <X < 1. (3.13) 
Set 
K(x) = G’(x-l) = Q”(x-‘) + Q’(1 - x-l), ClX<co, 
where c 2 2 is a constant such that K(x) > 0 for c I x < co. For any 
0 < s c : we have 
S’(s) = f”G’(u) du + ip2(u) du, 
c 
which because of (3.9) implies 
S’(s) - [1’cG2(u) du as s JO. 
We thus have, by a change of variables and (1.42c), that 
Iimsupx-‘K(x) 
x-+cx i 
/;-‘K(y) dy = limsupsG’(s)/S*(s) -C cc. 
c SlO 
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Applying Lemma 3.1 to our special function K with k = - 2 yields for any 
h E (0,l) that 
lim sup /*‘+K( y) dy 
x+m c I 
jj-zl(( y) dy < cc. 
c 
This by a change of variables is equivalent o 
limsupS2(hS)/S2(S) = limsup 
S10 SiO 
ip’( u) duj[“‘G’( s) du < 00, 
where the equality follows from (3.14). Thus (3.13) and hence the two 
implications (1.26~) * (3.la) and (1.42~) * (3.4a) are completely proven. 
Implications (1.29~) * (3.2a) and (1.40~) * (3.3a) follow from writing 
for any 0 < X < 1, 
sG2(Xs)/u2(s) = {sG2(Xs)/S2(s)} { S2(s)/a2(s)} 
and then applying Lemma 3.2. 0 
4. DISCUSSION 
Now we discuss the results in Section 1 and their relationship with the 
existing literature. Theorems 1, 2, 4, and 5 are new. Theorem 3, though 
likely never stated in the literature, can also be inferred from Ito’s well- 
known representation for a stochastic process with independent increments. 
Except for the very special case when F E D(a), 0 < (Y I 2, treated by S. 
Csorgii, Horvath, and Mason [5], we are not aware of any other comparable 
results in the literature explaining the fine asymptotic structure of sums or 
their lightly trimmed versions with a view of showing which portions of 
these sums contribute the ingredients of the limiting laws. Certain aspects, 
however, of the role of the minima and maxima on determining the Levy 
measures in the triangular array setup can be found in classical works such 
as Loeve [23a] and [23b]. 
There are two kinds of light t rimming which reveal the influence of 
extreme terms in the sum on the limiting distribution. One is when a fixed 
number of terms largest in absolute value are excluded from the whole sum 
at each stage n. There are many papers on this problem, as a rule, under 
restrictive initial assumptions; most of these are referenced in some of the 
papers cited in the present one. Results of this type will be mentioned 
below only if they have some relevance in connection with the corollary we 
discuss. This kind of trimmin g will be referred to as “modulus trimming.” 
The other kind of trimmin g is when a fixed number of the smallest and the 
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largest order statistics are discarded from the sum at each stage n, with 
respect to the natural ordering. This is the one that we investigated here. 
The pioneering paper in this connection is Darling [6] who basically deals 
with positive random variables with F E D(a), a < 2, when the two kinds 
of trimming are the same. 
O(2) was first characterized independently by Khinchin [17], Levy 1221, 
and Feller [9] by the well-known criterion on F (cf. [14, p. 1721) that 
l&x2{ F( -x) + 1 - F(x)} 
I 
,/--~“dF(~) = ‘. (4.1) 
Equivalent conditions all based on F have been given by Feller [lo, p. 3031 
and Maller [25]. A criterion expressed in terms of Q was shown to be 
equivalent to (4.1) in [3]. It is a combined form of conditions (1.26a) and 
(1.26~). Condition (1.26~) may now be considered as the clean quantile 
analog of the classical condition (4.1). Probabilistic proofs of the sufficiency 
of (4.1) for F E O(2) were given by Root and Rubin (301 and [2,31. 
S. C&g& Horvath, and Mason [S] showed that F E O(2) implies (1.27). 
Very recently Maller [26] proved the equivalence of F E D(2) and (1.27). 
O,(2) was first characterized by L&y [23, p. 1131 by the well-known 
criterion 
yn$fx*{ F( -x) + 1 - F(x))lev’dF(y) = 0 (44 
(cf. also [14, p. NO]). This criterion was rederived by many authors. Simons 
and Stout (351 and Maller [24] gave further characterizations based on F. 
Condition (1.29~) is the quantile analog of the classical Levy condition 
(4.2). Corollary 2 in its full generality appears to be new. 
The fact that stable laws have non-empty domains of attraction, and that 
these are the only ones that do, was proved by Levy [21] as early as 1925 
(cf. also [14, p. 1621). D(a) for a < 2 was first characterized by Gnedenko 
[12] and Doeblin [8] independently (cf. also [14, p. 1621) by the conditions 
that the tail function T(x) = F( -x) + 1 - F(x) is regularly varying at 
infinity with index -a and F(-x)/T(x) + 1 -p and (1 - F(x))/T(x) -+ 
p for some p f [0, l] as x + 00. That this condition is equivalent to (1.32) 
in Corollary 3 was pointed out in [3], where a probabilistic proof of its 
sufficiency, and more generally, of the implication (1.32) * (1.34) is given. 
For an earlier approach, not concerned with trimming, see also Le Page, 
Woodroofe, and Zinn [20]. 
The characterizations of DN(2) and DN(a), a < 2, are given on pages 
181-182 of [14] in terms of F. These were first achieved for a < 2 by 
Gnedenko [12]. In its full generality Corollary 4 seems to be new. (Of 
course, part (i) of it contains the Lindeberg-Levy-Feller central limit 
theorem.) 
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To the best of our knowledge Corollary 5 provides the first explicit 
characterization of DJa), a < 2. That the obtained necessary and sufficient 
condition implies the trimmed-sum statement here is also new. It is stated 
on page 189 of [14] that Doebhn [8] and Gnedenko (131 independently 
proved that D,(a) is wider than D(a) for ah a < 2. However, the way the 
original sources show this is not so direct or explicit as the constructions in 
the proof of Corollary 5. These constructions also show that the criterion of 
Corollary 5 is manageable because in most cases of interest the second part 
of the criterion will be satisfied along the original { ni} and for all {r,,} 
such that rnl + cc and r,,/ni + 0 as n, + cc. 
In order to motivate further this last point consider the following 
example which, according to Kuti [19], is of importance in some problems 
of the physics of elementary particles: Define a symmetric discrete distribu- 
tion by P{ X = +wk} = pk(l -p)/2, k = 0,1,2 ,..., where 0 <p < 1, 
w = p-1/U, 0 < a < 2. Then X has quantile function Q such that Q(1 -s) 
= Wk if 2-lpk+l I s < 2- ‘pk, 0 < s < i. By simple computation 
2-1/aw-1s-1/a < n-l/QQ(l _ @) 2 2-‘/*s-‘/* (4.3) 
and, using (2.59) with k(s) denoting the value of k for which pk+’ I s 
< Pk, 
u*(s) - const wZk@)pk(Q as s JO. (44 
Now (4.4) implies that for all sequences {r,} of positive integers such that 
r,, --, co and r,,/n -+ 0, as n + co, we have 
+n/nv4/n) --, 0 asn+cc. (4.5) 
Note that by (4.3) and (4.4) there exists a subsequence {n’} c {n } such 
that \CI.(n’, S) + J<!*)(s) := -f(s)s-‘1” 0 < s < cc, j = 1,2 as n’ + cc 
where i-l/ucw-’ <f(s) s 2-l’” c with borne constant c = c(k), so that by 
Theorem 1 the distribution of X is in the domain of partial attraction of the 
infinitely divisible distribution of I$,( J($I), Jr), 0) “close” to being a stable 
law of exponent a. (It is interesting to note that if, keeping the symmetry, 
we modify the above distribution by setting Q(1 -s) = wk if 2-1pk+1 I s 
< 2-‘pk,o < S < i, wherep, 3.0, pk+i/pk + 1 as k * co and wk =P;i’“, 
k = 0, 1,2, . . . , then for the resulting F we have in fact F cz D(a) and not 
just F E D,(a).) 
Concerning Corollary 6 we note that (1.35) with W,, k = N(O,l) and 
(1.36) with W = N(0, 1) are equivalent only by requiring (1.35) to hold for 
some m 2 0 and k 2 0 such that nr + k 2 1. This follows from the proof 
of the corollary. The counterpart of this result for modulus trimming was 
proved by Mori [28], extending an earlier result of Maher. A somewhat 
weaker form of the modulus t rimming counterpart of the implication 
(1.36) j (1.35) is given in Theorem 2 of Mori [28]. (He generally has to go 
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down to a further subsequence of { n, }.) The modulus trimming counter- 
part of the implication (1.35) for all m 2 1 and k 2 1 * (1.36) was proved 
by Mori [28] in his Theorem 4. 
The first characterization of Dp was given by Doeblin [8]. This was 
rederived by Jain and Orey [16] who also provide a new characterization in 
their Theorem 2.1. Unifying the approaches of this last theorem and of 
Maller [24], Goldie and Seneta [15] give yet another necessary and sufficient 
condition for F E Dp. Our condition (1.38) in Corollary 7, obtained under 
the restrictive assumption that F 4 D,(2), is most reminiscent o the Goldie 
and Seneta condition. Conditions (1.4Oa), (l&lb), and (1.40~) in Corollary 
8, given without any restriction, appear to be new as does the whole 
generality of this corollary concerning the trimming. 
The result in Corollary 9 was first proven by Maller [24]. 
The first characterization of SC was stated in Theorem VIII of Doeblin 
[8]. His necessary and sufficient condition for F E SC was given in a 
polished and more transparent form in Theorem 2.5 of Jain and Orey [16]. 
Although it is heuristically clear in what ways this condition restricts the 
tail of F, it is of an inconvenient nature from the point of view of 
applications. Earlier Feller [ll] proved that F E SC if and only if 
limsupx*{F(-x) + 1 - F(x)}//~Y”@(Y) < 00. (4.6) 
X’oo --x 
The convenient nature of this condition, as a clear relaxation of the classical 
domain-of-attraction conditions, has attracted a lot of attention. Here we 
do not cite the many important papers investigating a variety of interesting 
problems under the assumption of the analytic condition (4.6). Since Feller 
proved his result only under the assumption of symmetry and at several 
important steps in his proof merely sketched his arguments, we believe that 
the proof of Corollary 10 is the first complete proof of a characterization of 
SC by a condition, condition (1.42a) comparable to (4.6). To show analyti- 
cally that conditions (4.1), (4.2), and (4.6) are indeed equivalent to the 
respective conditions (1.26c), (1.29c), and (1.42~) can be quite involved. As 
an example of the type of analysis that is needed to be done, in the next 
section we prove the equivalence of (4.6) and (1.42~). This is mandatory in 
view of the remarks just made. 
Assuming that F E SC, Pruitt [29] has shown that the arising subsequen- 
tial limiting infinitely divisible laws for the whole sum S,(O, 0) are not 
arbitrary but they all satisfy (cf. Theorem 3 for notation) 
x2(w-x) + Nx)) s c( fJ* + l_4;v2w + fY2dRcy)), 
0 < x < co, (4.7) 
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where C > 0 is some constant and, consequently, these limiting laws have 
Cm densities. A careful analysis similar to that used to prove the equiv- 
alence of (4.6) and (1.42~) in the next section shows that Pruitt’s condition 
(4.7) is equivalent to our (1.44) of Corollary 10. 
We note that for all the examples of F constructed in the proof of 
Corollary 5 and for the distribution function F of X above (4.3) we have 
FE SC. 
The equivalence of the modulus trimming counterparts of (1.41) and 
(1.43) was obtained by Mori [28], in his Theorem 1. Independently of us 
and by different methods, the equivalence of F E SC and F E SC(m, k) 
for all m 2 1, k 2 1 was proved by Maller [26]. 
The notion of SSC and hence Corollary 11 appear to be new. 
The result in Corollary 12 is a version of a part of the theorem of de 
Haan and Resnick [7]. Their description of the arising subsequential 
limiting laws of the normalized maxima is not so full as ours. 
We now briefly describe one more consequence of our approach. 
Assume that F E Dp but F G DN(2). Write x+= max(O, x) and x-= 
max(O, -x). Set 
s, = - 5 x,:+ i xi+:= -s,-+ s,+. 
j=l j=l 
By writing Q = -Q-+ Q+, a straightforward extension of our methods 
shows that there exist a sequence of normalizing constants A, > 0 and two 
sequences of centering constants B; and B,’ such that along an ap- 
propriately constructed subsequence {n, } c { n } as n, + cc 
A,‘{ Sri;- Bn;} -)D W-, 
A${ S;- B;} -‘D W+, 
and 
A${ Sn, - Bnl} +D W+- W-, 
where B,,, = Bn: - B,;, W- and W+ are independent random variables, at 
least one of wluch is non-degenerate. For the sake of brevity the details are 
omitted. Results of this type were first proven by Tucker [36]. For a special 
case of this result when F E D(a), 0 -z (Y < 2, with a proof based on the 
techniques of this paper, see S. C&g& Horvath, and Mason [5]. 
Before closing this discussion we would like to emphasize that in our 
opinion the presented quantile function-empirical process based probabilis- 
tic approach to this classical field of probability theory frequently provides 
more probabilistic intuition than the classical purely analytic or Fourier 
analytic approach, even though it may seem unusual at first glance. It is 
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also strong enough to produce all the listed corollaries in a unified treat- 
ment. In this respect we must underline that all the necessity statements in 
these corollaries come out of Theorem 5 which has a purely probabilistic 
proof. No probabilistic proofs were available formerly for any of these 
necessity statements. (See, for example, the comment of Simons and Stout 
[35, p. 3071, concerning the lack of such a proof in case of the present 
Corollary 3 .) 
Needless to say, there are a selected few results out of the reach of the 
present approach which can be proved by the classical characteristic 
function approach. One such result is the “transitivity” theorem of 
Gnedenko [13] stating that if F is in the domain of partial attraction of (the 
infinitely divisible) law Y(l) and I’(i) is in the domain of partial attraction 
of (the infinitely divisible) law’ V (‘) then F also belongs to the domain of , 
partial attraction of V . c2) Another, more interesting such classical result due 
to Doeblin [8] and Gnedenko [13] is that if F E Dp then F either belongs to 
the domain of partial attraction of only one type, which by Gnedenko [13] 
must then be a stable type, or it belongs to the domain of partial attraction 
of uncountably many infinitely divisible types. 
Of course, a few delicate problems remain to be solved within the 
framework of our approach as well. Most of these are constructional 
problems. For example, Theorems 5, 1, 2, and 3 imply, of course, the 
well-known fact that all the subsequential imiting distributions of the 
properly normalized and centered full sum S,(O, 0) are infinitely divisible. It 
would be interesting to prove “the incomparably deeper converse proposi- 
tion” of Khinchin [18] as put by [14, p. 184-1861, that all such laws indeed 
arise by a direct construction of the Q functions and by Theorems 1 and 2, 
or, for that matter, by a direct construction of Q’s giving the universal laws 
of Doeblin [8]. Pruitt [29] gave a new proof of Khinchin’s theorem in the 
course of showing that if F E SC then all the possible limiting laws in (4.7) 
indeed show up; so the latter result is also a part of this problem of 
constructing Q’s to a given limiting triple (#i, q2, a). 
5. THE STOCHASTIC COMPACTNESS CONDITION 
First we prove the implication (1.42~) * (4.6). Consider first the case 
whenQ(s)<OandQ(l-s)>OforallO<s<Sforsome6~(O,~).Set 
M(6) := sup sG2(s)/S2(s) < co. 
o<s<s 
(5.1) 
Choose x0 > 0 so large that F( -x) < S and 1 - F(x) < 6 for all x > x0. 
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Notice that for all x > x,,, 
Q(F(x)) I x and Q(F(-x)) I -x < 0, 
but for all x and E > 0, 
Q(F(x) + E) 2 x. 
We shall use the change of variables formula 
l_:y2dF(y) = f(;;)Q’(u) du, x ’ 0. 
Now by (S.l), the fact that for all x > x,, 
I 
F(X)+& 
asEl0 
l-F(x)- c 
Q’(u) du + [~~~x,Q2(u) du 
and (5.3) we have for all x > x0, 
M(S) 2 p$l - F(x) -E) 
(5.2) 
(5.3) 
x { Q'(l - F(x) -E) + Q2(f'(x) + ~'}/~";;+,Q'(+f~ 
2 (1 - Fb))Q2(F(x) +) 
I 
[f'j:xjQ2(u)du 
2 x*(1 - F(x)) 
I 
~~;;xjQ2(u) di. 
Also by (5.1) and (5.2), for all x > x0, 
M(fs) 2 F(-x) 
x (Q’(F( -x)) + Q’(1 - F( -x))} 
I 
L;I;-‘)Q2(u) du 
r x’F( -x) 
I 
j-“;:,,Q2(u) du. 
Thus, for all x > x0, 
mx{ x2F( -x)/ j;_::- -“‘Q’(u) du, 
xx2(1 - F(x)) 
I 
~~::,,Q*(u) du) I M(6). (5.4) 
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For any x > x,, we have either 1 - F(x) 2 I;( -x) or 1 - F(x) < F( -x). 
In the first situation, 
X’{F(-x) + 1 - F(x)} 2x2(1 - F(x)) 
J Fy;;,Q2(d du ’ J;F';;x,Q2b) du 
I2M(6), 
while in the second one, 
x2{ I”( -x) -!- 1 - F(x)} 2xY( -4 
J 
FT:;jQ2(u) du ’ /+1-F(-x’Q2(u) du 
I 2M(S) 
F-x) 
by (5.4). Hence for any x > x,,, 
x2{ F( -x) + 1 - F(x)} 
I 
j;/‘df’(y) I 2M(S) 
and thus (4.6) follows. 
The other two easier cases when Q(s) 2 0 or Q(s) I 0 for all s E (0,l) 
follow by obvious modifications of the above argument. 0 
Finally we prove the reverse implication (4.6) =, (1.42~). This we do only 
in the “difficult case” when 
Q(d --oo and Q(l - s)tm assJ0. (5.5) 
The remaining cases follow in a similar fashion. 
Choose x0 > 0 so large that 
x2{ F( -x) + 1 - F(x)} 
I 
/” y2dF(y) I M < 00, x > x0, (5.6) 
--x 
for some M > 0. Since for any x > x,, we have for all E > 0 small enough 
that 
(x -E)~{F(-x + E) + 1 - F(x -E)} 
I 
j-;;lpzdF(y) 5 M, 
it follows that for all x > x0, 
x’{F(-x) + 1 - F(x -)} 
i 
l;;y2dF(y) I M. (5.7) 
Feller [ll] proves that whenever (4.6) holds, then for some C 2 1 and 
O<llI2, 
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for all X 2 1. We claim that whenever (4.6) holds, then for all A > 1 and 
s > 0 sufficiently small depending on A, 
M 2 sQ’(1 - s)/{ CA’- ‘%‘(s) + CX-a~Q*(l - s)}. (5.9) 
Indeed, by (5.5) choose s > 0 sufficiently small so that Q(S) < -x,, and 
Q(1 -s) > x,,. Then by (5.7) and the fact that F(Q(1 -s) - ) I 1 -s we 
have 
M 2 Q’(1 - S) 
x($(-Q<1 -r)) + 1 - F(Q(l - 3) -)> 
I 
/-;(;;);Y’dF(Y) 
s 
2 sQ*(l - S) 
I 
Fix a X > 1 and consider the two cases Q(S) I -Q(l -s)/h and Q(S) > 
-Q(l - s)/X. In the first case, for all small enough s > 0 we obtain by 
(5.8) 
J Qcl +y* dF( y) I a- yyl;;p dF( y) -Q(l-s, s 
I cx2-a J 
Q(1-S)-y2dF(y) 
Q(s) 
This implies that for all s > 0 small enough 
M 2 sQ*(l - s)/{ CA2-aS2(~)}, 
which gives (5.9) in the first case. In the second case, for all small enough 
s > 0, 
J 
Q(l-s)-y’dF(y) 
-Q(l-~1 
I a*- + /Q(l-*)- Q(~) 
I CA-=Q*(l - +0(s) -) + CX2”11-SQ2(u) du 
s 
I CPsQ’(1 - s) + CA*-?Y*(s), 
which completely proves the claim in (5.9). 
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It is easy to see now that (5.9) implies that 
liy;;psQ*(l - $)/S*(S) < CO. 
It can be shown similarly that whenever (4.6) holds, 
limsup~Q*(s)/S*(~) < mo, 
SJO 
and these two relations together give (1.42~). 0 
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