EFFECT OF HARVESTING QUOTA AND PROTECTION ZONE IN A REACTION-DIFFUSION MODEL ARISING FROM FISHERY MANAGEMENT by Cui, Renhao et al.
W&M ScholarWorks 
Arts & Sciences Articles Arts and Sciences 
7-2017 
EFFECT OF HARVESTING QUOTA AND PROTECTION ZONE IN A 
REACTION-DIFFUSION MODEL ARISING FROM FISHERY 
MANAGEMENT 
Renhao Cui 
renhaocui@gmail.com 
Haomiao Li 
College of William and Mary, hli09@email.wm.edu 
Linfeng Mei 
lfmei@outlook.com 
Junping Shi 
College of William and Mary, shij@math.wm.edu 
Follow this and additional works at: https://scholarworks.wm.edu/aspubs 
Recommended Citation 
Cui, Renhao; Li, Haomiao; Mei, Linfeng; and Shi, Junping, EFFECT OF HARVESTING QUOTA AND 
PROTECTION ZONE IN A REACTION-DIFFUSION MODEL ARISING FROM FISHERY MANAGEMENT (2017). 
DISCRETE AND CONTINUOUS DYNAMICAL SYSTEMS-SERIES B, 22(3). 
10.3934/dcdsb.2017039 
This Article is brought to you for free and open access by the Arts and Sciences at W&M ScholarWorks. It has been 
accepted for inclusion in Arts & Sciences Articles by an authorized administrator of W&M ScholarWorks. For more 
information, please contact scholarworks@wm.edu. 
DISCRETE AND CONTINUOUS doi:10.3934/dcdsb.2017039
DYNAMICAL SYSTEMS SERIES B
Volume 22, Number 3, May 2017 pp. 791–807
EFFECT OF HARVESTING QUOTA AND PROTECTION ZONE
IN A REACTION-DIFFUSION MODEL ARISING FROM
FISHERY MANAGEMENT
Renhao Cui
Institute for Mathematical Sciences, Renmin University of China
Beijing, 100872, China
and
Y.Y.Tseng Functional Analysis Research Center and School of Mathematical Sciences
Harbin Normal University, Harbin, Heilongjiang, 150025, China
Haomiao Li
Department of Mathematics, College of William and Mary
Williamsburg, VA 23187-8795, USA
Linfeng Mei
Department of Mathematics, Henan Normal University
Xinxiang, Henan, 453007, China
Junping Shi∗
Department of Mathematics, College of William and Mary
Williamsburg, VA 23187-8795, USA
Dedicated to Professor Steve Cantrell on the occasion of his 60th birthday
Abstract. A reaction-diffusion logistic population model with spatially non-
homogeneous harvesting is considered. It is shown that when the intrinsic
growth rate is larger than the principal eigenvalue of the protection zone, then
the population is always sustainable; while in the opposite case, there exists a
maximum allowable catch to avoid the population extinction. The existence of
steady state solutions is also studied for both cases. The existence of an opti-
mal harvesting pattern is also shown, and theoretical results are complemented
by some numerical simulations for one-dimensional domains.
1. Introduction. With the exponential growth of modern industry and human
consumption, the stock of many renewable natural resource such as marine fishes,
forest timbers has been in sharp decline in the last century because of overharvesting
[18, 28]. In the last 50 years, marine ecology and fishery industry community
has debated about the merit of setting harvesting quota and no-harvesting zones
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[3, 17, 19]. Even when people agreed that setting harvesting restriction and no-
harvesting zones may help the resource stock to rebound, a more subtle question is
the strategy and implementation of the harvesting quota and no-harvesting zones
[1, 2, 16].
To investigate the last question, we consider the following model equation
ut = ∆u+ au(1− u)− ch(x)p(u), x ∈ Ω, t > 0,
∂u
∂n
= 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ 0, x ∈ Ω,
(1)
where Ω is a bounded region in RN for N ≥ 1 with C2,α smooth boundary ∂Ω,
and u(x, t) is the species population density at the location x and time t. A no-flux
boundary condition is imposed so the system is closed to the exterior. The steady
state equation associated with (1) is∆u+ au(1− u)− ch(x)p(u) = 0, x ∈ Ω,∂u
∂n
= 0, x ∈ ∂Ω. (2)
Without the harvesting, the population has a logistic growth rate with maximal
intrinsic growth rate a and normalized carrying capacity K = 1. The harvesting
effort is described by the term ch(x)p(u), where c > 0 is the harvesting rate, the
function p(u) is a harvesting response function which satisfies Holling type II growth
condition
(p) p ∈ C1(R+), p(0) = 0, p′(u) > 0 for u ∈ [0,∞), and lim
u→∞ p(u) = 1,
and the harvesting distribution function h(x) satisfies
(h) h ∈ L∞(Ω), 0 ≤ h(x) ≤M for x ∈ Ω and some M > 0, and
∫
Ω
h(x)dx = 1.
Here M is the maximum harvesting density at any location x. In this harvesting
model (1), the function c ·h(x) resembles the harvesting quota which is often set by
government agencies to prevent the extinction of renewable resource. Typically a
maximum total harvesting amount per unit time c is preset, and this total amount
is distributed in several geographical subregions which is achieved here by defining
the distribution function h(x) such that the total amount is kept at∫
Ω
c · h(x)dx = c.
Ideally in a unit time, the amount c is harvested from the population, but the
effective harvesting rate depends on the availability of the population. Thus a
harvesting response function p(u) is used. When the population is abundant at a
location x, then u(x) is large and p(u(x)) is close to 1 so that the effective harvesting
rate is close to ch(x); but if the value of u(x) is not high, then the effective harvesting
rate is only a fraction of ch(x). In the following, for simplicity of presentation, we
assume that
p(u) =
u
b+ u
. (3)
The model (1) without diffusion was also used in studying the grazing effect to
grassland [23, 24], in which u(t) is the biomass and c · p(u) is the grazing by cattle.
Here we try to address the following questions which are important for the fishery
or other industries relying on renewable resource:
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1. For which kind of harvesting distribution function h(x), there is a maximal
allowable catch ch > 0 so that the population will become extinct if c > ch
regardless of initial population u0?
2. If a maximal allowable catch ch > 0 exists for all h satisfying (h), then which
h(x) can make ch the largest?
The answers to these questions are closely related to the existence and profile of a
protection zone (or no-harvesting zone) Ω0, which is a sub-region of Ω such that
h(x) = 0 for x ∈ Ω0. For simplicity, we assume that Ω0 has smooth boundary. Then
the effective harvesting region is Ω∗ = Ω/Ω0. Since h(x) satisfies the condition (h),
then we have
1 =
∫
Ω
h(x)dx ≤M(|Ω| − |Ω0|),
where |Ω| is the Lebesgue measure (area if in R2) of a region Ω. Thus Ω0 satisfies
|Ω0| ≤ |Ω| − 1
M
. (4)
In this paper we always assume that M > |Ω|−1. Consider an eigenvalue problem
∆ϕ+ λϕ = 0, x ∈ Ω0,
ϕ = 0, x ∈ ∂Ω0
⋂
Ω,
∂ϕ
∂n
= 0, x ∈ ∂Ω0
⋂
∂Ω,
(5)
Let λM1 (Ω0) be the principal eigenvalue of (5). Then for harvesting pattern h sat-
isfying (h) and associated protection zone Ω0, our main results can be summarized
as follows:
1. If the intrinsic growth rate a > λM1 (Ω0), then for any c > 0, the system
(1) possesses at least one positive steady state solution, and for any initial
population u0(x) ≥ ( 6≡)0, the population is persistent for t ∈ (0,∞). That is,
there is no maximal allowable catch.
2. If the intrinsic growth rate a < λM1 (Ω0), then a maximal allowable catch
c∗(h) > 0 exists so that if c > c∗(h) then the population described by (1)
becomes extinct as t → ∞. Moreover an optimal harvesting strategy h0(x)
exists to maximize c∗(h) among all function h(x) satisfying (h), and h0(x) =
M for x 6∈ Ω0 while h0(x) = 0 for x ∈ Ω0.
We also use the bifurcation method (see [10, 11, 14, 15]) to study the set of positive
steady state solutions of (1). The role of a protection zone in reaction-diffusion
predator-prey and competition models has been considered in [7, 12, 13, 20, 25, 26].
In this paper we focus on a single species model while these earlier work considered
protection zone in an interaction relation between species. In the results above, the
optimal harvesting strategy h0(x) is achieved by a “bang-bang” type function which
is zero in the protection zone Ω0, and takes maximum value outside of Ω0. The
location of Ω0 relative to Ω in general cannot be determined, but in one-dimensional
spatial domain case, it is known that the harvesting region Ω∗ is connected and near
the boundary [22]. Similar results on optimizing eigenvalues or protection zones
have also been shown in [4, 21, 22]. In Section 5, we show some numerical simulations
of the maximum allowable catch c∗(h) for different choices of harvesting patterns
h(x) on a one-dimensional domain Ω = (0, L), which confirms the optimality of ch
when Ω∗ is adjacent to the boundary and also provides quantitative comparison of
c∗(h) for different h(x).
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Our results have the following biological conservation interpretation: given a
habitat Ω for the harvested species, if there is a sufficiently large protection zone
Ω0 so that a > λ
M
1 (Ω0), then the protection zone Ω0 becomes a “source” for the
entire habitat; even when the harvesting outside of Ω0 is at a maximum level, the
population would not become extinct. If this can be achieved, then the policy of
protection zone alone can make the conservation successful and there is no need to
impose a maximum allowable catch. However with the condition (h) so the condition
(4) holds, then the size of the protection zone is restricted. Hence it is possible that
for any region Ω0 satisfying (4), we always have a < λ
M
1 (Ω0). Our result implies
that in this case, having a protection zone is not sufficient for the conservation, as
when the catching level c is large, the species will become extinct. But one can still
design the protection zone Ω0 in a way so that the maximal allowable catch c
∗(h)
is the largest so the harvesting can be maximized.
We structure the remaining part of the paper this way: in Section 2, we prove
the existence and nonexistence of positive steady state solutions for the cases of
a > λM1 (Ω0) and 0 < a < λ
M
1 (Ω0), when the harvesting strategy h(x) is fixed; and
in Section 3, we use bifurcation method to consider the set of positive steady state
solutions with c as parameter. The optimal spatial harvesting strategy is studied in
Section 4, and numerical simulations of the maximum allowable catches are shown
in Section 5. In this paper, we denote by λD1 (φ,O) and λ
N
1 (φ,O) the principal
eigenvalues of −∆ + φ over the bounded domain O, with homogeneous Dirichlet
and Neumann boundary conditions respectively. We usually omit O in the notation
if the region O = Ω. If the potential function φ = 0, we simply denote them by
λD1 (O) and λ
N
1 (O).
2. Positive steady state solutions. In this section we consider the existence and
nonexistence of positive steady state solutions of (1) for a given h(x) satisfying (h)
and the protection zone Ω0 is fixed. Apparently u = 0 is a trivial steady state
solution of (1). From the maximum principle, any nonnegative solution of (2) is
either 0 or a positive solution. In the following we always consider the positive
solutions of (2). For p > N , let X = {u ∈ W 2,p(Ω) : ∂u∂n = 0 on ∂Ω}. Then the
conditions on p(u) and h(x) imply that any positive solution belongs to the Sobolev
space X. First when a > λM1 (Ω0), we have the following existence result for any
positive c > 0.
Theorem 2.1. 1. For any fixed a > λM1 (Ω0) and any c > 0, (2) has a minimal
positive solution uc,m(x) and a maximal positive solution uc,M (x) such that
uc,M (x) ≥ uc,m(x).
2. If 0 ≤ c < ab2/M , then the positive solution of (2) is unique, which we denote
by uc(x). Furthermore, {(c, uc) : 0 < c < ab2/M} is a smooth curve in the
space R+ ×X, uc is strictly decreasing in c, and uc is globally asymptotically
stable for any initial condition u0 ≥ (6≡)0.
Proof. We prove the existence of the positive solutions by the upper and lower so-
lution method (see for example [5, 9]). When a > λM1 (Ω0), the following auxiliary
scalar equation on Ω0
∆u+ au(1− u) = 0, x ∈ Ω0,
u = 0, x ∈ ∂Ω0
⋂
Ω,
∂u
∂n
= 0, x ∈ ∂Ω0
⋂
∂Ω,
(6)
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has a unique positive solution θa(x) (see for example, [27, Theorem 2.5]). From
the maximum principle, 0 < θa(x) < 1 for x ∈ Ω0. Note that previous results on
the existence and uniqueness of positive solution of (6) are usually for Dirichlet or
Neumann boundary conditions, but the same proof works for the mixed boundary
condition in (6). Define u(x) = 1 and
u(x) =
{
θa(x), x ∈ Ω0,
0, x ∈ Ω/Ω0.
(7)
We now show that u and u are upper and lower solutions and u ≥ u. Since ∆u +
au(1 − u) − ch(x)p(u) = −ch(x)p(1) is negative on Ω, and ∂u/∂n = 0 on ∂Ω, it
follows that u = 1 is an upper solution of (2).
We note that the equation (2) can be rewritten as
∆u+ au(1− u)− ch(x)p(u) = 0, x ∈ Ω∗,
∆u+ au(1− u) = 0, x ∈ Ω0,
∂u
∂n
= 0, x ∈ ∂Ω.
(8)
When x ∈ Ω∗, it is easy to see that 0 is a lower solution and 0 < 1 = u. When
x ∈ Ω0, then u is a lower solution of (8) in Ω0, and we also have u < 1 = u. By
using the “glued” local lower solution in Ω0∪Ω∗ (see [5, Theorem 1.25]), we see that
u defined in (7) is a lower solution of (2). Then by the upper-lower solution theory
(see [5, Theorem 1.24]), there exist a minimal and a maximal positive solutions of
(2) between the upper and lower solution defined above. To show the minimal and
maximal solutions obtained this way are indeed minimal and maximal solutions
among all solutions of (2), we observe that if (2) has a positive solution u(x), then
we must have u(x) ≤ u(x) ≤ u(x) from the maximum principle.
For part 2, let f(x, u) = au(1−u)− ch(x)u/(b+u). For 0 ≤ c < ab2/M , we have
f(x, 0) = 0 and
∂
∂u
(
f(x, 0)
u
)
= −a+ ch(x)
b2
< −a+ cM
b2
< 0.
Thus (2) is a logistic type equation, and the uniqueness and linear stability of the
positive solution of (2) is well-known in that case (see [5, 27]). Moreover by using
implicit function theorem and the linear stability of uc, we know that {(c, uc) : 0 <
c < ab2/M} is a smooth curve in the space R+ ×X (see [27, 30]).
Next we prove that uc is increasing with respect to c. Since uc is differentiable
with respect to c, then
duc
dc
satisfies[
−∆− λ− a+ 2auc + bch(x)
(b+ uc)2
](
−duc
dc
)
=
h(x)uc
b+ uc
≥ 0. (9)
Since uc is linear stable, then the inverse of the linear operator in (9) maps non-
negative functions to positive functions from the maximum principle. That implies
that
duc
dc
< 0. Finally the global stability of uc follows from the uniqueness of uc
and all solutions of (1) with nonnegative initial value converge to a positive steady
state (see [5, Chapter 3]).
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We remark that in general, the uniqueness result of positive solution for 0 ≤
c < ab2/M does not hold for all c values where the existence of positive solution is
known. In Section 3, we will show a bifurcation result in which the positive solutions
of (2) bifurcate from the trivial solution u = 0. We will show that the bifurcation
can be subcritical which implies that at least near the bifurcation point, there are
multiple positive solutions of (2).
Applying the maximum principle for parabolic equations, we also have the fol-
lowing corollary which shows the persistence of the population when a > λM1 (Ω0).
Corollary 2.2. Assume that a > λM1 (Ω0), then for any positive solution u(x, t) of
the system (1) with the initial value u0(x) ≥ (6≡)0, we have
1 ≥ lim
t→∞ supu(x, t) ≥ limt→∞ inf u(x, t) ≥ u(x), x ∈ Ω,
where u(x) is defined in (7).
Corollary 2.2 implies that the population cannot be extinct when the maximal
intrinsic growth rate a is larger than the threshold λM1 (Ω0). In this case, no mat-
ter how large the harvesting rate is, the population will not be wiped out by the
harvesting.
Next we prove that when the growth rate a is smaller than the threshold λM1 (Ω0),
a large enough harvesting rate c leads to nonexistence of positive solutions of (2).
Theorem 2.3. Suppose that 0 < a < λM1 (Ω0), then there exists a constant c
∗ > 0
such that if c > c∗, then (2) has no positive solutions.
Proof. Suppose that this is not true, then for any c > 0, (2) has at least one positive
solution uc. We take a sequence of positive solutions of (2) {(cn, un)} with cn →∞
as n→∞. Multiplying (2) by un and integrating over Ω, we have∫
Ω
|∇un|2dx ≤ a
∫
Ω
u2ndx ≤ a|Ω|,
due to the a priori bound 0 < un(x) < 1 for x ∈ Ω. Since {un} is bounded in H1(Ω),
then there is a subsequence (which we still denote by {un}) convergence to some uˆ
weakly in H1(Ω) and strongly in Lp(Ω) for any p > 1. Define vn = un/||un||L2(Ω).
Then we have ||vn||L2(Ω) = 1 for n ≥ 1, and vn satisfies
∆vn + avn − av2n||un||L2(Ω) − cnh(x)
vn
un + b
= 0, x ∈ Ω,
∂vn
∂n
= 0, x ∈ ∂Ω.
(10)
Multiplying (10) by vn and integrating over Ω, we see that∫
Ω
|∇vn|2dx ≤ a
∫
Ω
v2ndx ≤ a.
This implies that vn is bounded in H
1(Ω), then there is a subsequence (which we
still denote by {vn}) converges to some vˆ ≥ 0 weakly in H1(Ω) and strongly in
Lp(Ω) for any p > 1. In particular we have ||vˆ||L2(Ω) = 1. Again multiplying (2) by
vn and integrating over Ω, we obtain that
cn
∫
Ω∗
h(x)
v2n
un + b
dx = cn
∫
Ω
h(x)
v2n
un + b
dx ≤ a
∫
Ω
v2ndx ≤ a. (11)
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As n → ∞, the left-hand side of (11) is bounded, but cn → ∞, so it is necessary
that
∫
Ω∗
h(x)
v2n
un + b
dx→ 0 as n→∞, which implies that∫
Ω∗
h(x)
v2n
un + b
dx ≥
∫
Ω∗
h(x)
v2n
1 + b
dx→ 0,
as n→∞. Hence ∫
Ω∗
h(x)vˆ2dx = 0.
But h(x) > 0 in Ω∗, hence vˆ = 0 almost everywhere in Ω∗.
Thus vˆ in Ω0 = Ω/Ω∗ satisfies
∆vˆ + avˆ − auˆvˆ2 = 0, x ∈ Ω0,
vˆ = 0, x ∈ ∂Ω0
⋂
Ω,
∂vˆ
∂n
= 0, x ∈ ∂Ω0
⋂
∂Ω,
(12)
Multiplying the equation (12) by ϕ1 (the principal eigenfunction for λ
M
1 (Ω0)), mul-
tiplying the equation (5) by uˆ, integrating over Ω0 and subtracting, we obtain
(a− λM1 (Ω0))
∫
Ω0
vˆϕ1dx = a
∫
Ω0
uˆvˆ2ϕ1dx. (13)
Since 0 < a < λM1 (Ω0), ϕ1 > 0, uˆ ≥ 0 and vˆ ≥ 0, then we must have vˆ = 0 almost
everywhere in Ω0. Combining with the proof in the last paragraph, we conclude
that vˆ = 0 almost everywhere in Ω, which contradicts with ||vˆ||L2(Ω) = 1. Hence
when 0 < a < λM1 (Ω0), there exists a c
∗ > 0 such that if c > c∗, then (2) has no
positive solution.
Similar to Corollary 2.2, we have the following result for the dynamical behavior
of solutions when 0 < a ≤ λM1 (Ω0) and large c.
Corollary 2.4. Assume that 0 < a ≤ λM1 (Ω0) and c > c∗, where c∗ is defined
as in Theorem 2.3. Then for any given initial value u0 ≥ ( 6≡)0, the corresponding
solution u(x, t) of (1) converges to 0 uniformly for x ∈ Ω as t→∞.
3. Bifurcation analysis. In this section, we prove the existence of non-constant
steady state solutions of (2) using bifurcation theory. We now set up the abstract
framework for our bifurcation analysis. For p > N , let
X =
{
u ∈W 2,p(Ω) : ∂u
∂n
= 0 on ∂Ω
}
, Y = Lp(Ω),
and define the set of positive solutions of (2) to be
S = {(c, u) ∈ R+ ×X : c > 0, u > 0, and (c, u) is a solution of (2)}.
Note the u = 0 is a trivial solution of (2) for any c > 0. We apply the local and
global bifurcation theorem to obtain the following general bifurcation result.
Theorem 3.1. Suppose that a, b > 0,
1. c > 0 is a bifurcation point for the positive solutions of (2) from the trivial
branch (c, 0) if and only if c = c0 satisfies a = λ
N
1 (c0h(x)/b,Ω), and such c0
exists if and only if 0 < a < λM1 (Ω0).
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2. All positive solutions of (2) near (c0, 0) ∈ R × X can be parameterized as
Γ = {(c(s), u(s)) : s ∈ [0, δ)} for some δ > 0, (c(s), u(s)) is a smooth function
with respect to s such that u(s) = sφ1 +sz(s) and satisfies c(0) = c0, z(0) = 0,
where φ1 is the unique positive solution of the equation∆φ+ aφ−
c0h(x)
b
φ = 0, x ∈ Ω,
∂φ
∂n
= 0, x ∈ ∂Ω.
(14)
3. There exists a connected component Σ of S such that Γ ⊆ Σ, and Σ satisfies
ProjcΣ ⊇ [0, c0], and (c, u) = (0, 1) ∈ Σ.
That is the connected component Σ which connects from (c, u) = (c0, 0) to
(c, u) = (0, 1).
Proof. We define a mapping F : R×X → Y by
F (c, u) = ∆u+ au(1− u)− ch(x)p(u).
It is easy to see that
p′(u) =
b
(b+ u)2
, p′′(u) = − 2b
(b+ u)3
.
We start our analysis by a standard local bifurcation argument. We fix a, b > 0
and take c as the bifurcation parameter. For any c > 0, (2) has a trivial solutions
(c, 0). Bifurcation could occur along the trivial branch {(c, 0) : c > 0}. By a simple
calculation, the Fre´chet derivatives of F at (u, v) are given by
Fu(c, u)[φ] = ∆φ+ aφ− 2auφ− ch(x)p′(u)φ,
Fc(c, u) = −h(x)p(u), Fcu(c, u)[φ] = −h(x)p′(u)φ,
Fuu(c, u, v)[φ, φ] = −2aφ2 − ch(x)p′′(u)φ2.
By letting u = 0, we can find that Fu(c, 0)[φ] = ∆φ + aφ − ch(x)φ/b and the
bifurcation point c = c0 for positive solutions of (2) satisfies a = λ
N
1 (c0h(x)/b,Ω).
We prove that a bifurcation point c = c0 exists if and only if 0 < a < λ
M
1 (Ω0).
We use a similar idea as in the proof of Theorem 2.1 of [13]. Define
H1M (Ω0) =
{
u ∈ H1(Ω0) : u = 0 for x ∈ ∂Ω0
⋂
∂Ω
}
,
and for any function u ∈ H1M (Ω0), we can extend it to Ω by defining u = 0 if
x 6∈ Ω0 so the extended function is in H1(Ω). All such functions in H1(Ω) form a
linear subspace of H1(Ω), which we denote it by H1M (Ω). By using the variational
characterization of the eigenvalue λN1 (c0h(x)/b,Ω), we have
a = λN1
(c0
b
h(x),Ω
)
= inf
06≡ϕ∈H1(Ω)
∫
Ω
[
b|∇ϕ|2 + c0h(x)ϕ2
]
dx
b
∫
Ω
ϕ2dx
< inf
06≡ϕ∈H1M (Ω)
∫
Ω
[
b|∇ϕ|2 + c0h(x)ϕ2
]
dx
b
∫
Ω
ϕ2dx
= inf
0 6≡ϕ∈H1M (Ω0)
∫
Ω0
|∇ϕ|2dx∫
Ω0
ϕ2dx
= λM1 (Ω0).
(15)
Note that a strict inequality holds in (15) since the eigenfunction associated with
λN1 (c0h(x)/b,Ω) is strictly positive so it does not belong to H
1
M (Ω). This shows
that 0 < a < λM1 (Ω0) is a necessary condition for the bifurcation to occur. To show
the sufficiency, we define H(c) = λN1 (ch(x)/b,Ω). Then clearly we have H(0) = 0
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and H(c) is strictly increasing. We show that lim
c→∞H(c) = λ
M
1 (Ω0) thus there exists
a unique c ∈ (0,∞) such that H(c) = a. Let φn > 0 satisfy−∆φn +
cn
b
φn = λ
N
1 (cnh(x)/b,Ω)φn, x ∈ Ω,
∂φn
∂n
= 0, x ∈ ∂Ω,
(16)
where {cn} is a sequence satisfying cn →∞, and we also assume that ||φn||∞ = 1.
From (15) and h(x) ≥ 0, we have −∆φn ≤ λM1 (Ω0)φn, and∫
Ω
|∇φn|2dx+
∫
Ω
φ2ndx ≤ [λM1 (Ω0) + 1]
∫
Ω
φ2ndx ≤ [λD1 (Ω0) + 1]|Ω|. (17)
Hence {φn} is bounded in H1(Ω), and there is a subsequence (which we still de-
note by {φn}) converging to some φ weakly in H1(Ω) and strongly in L2(Ω). Since
||φn||∞ = 1, we can also assume that φn → φ in Lp(Ω) for any p > 1. From
Lemma 2.2 of [8], we have ||φ||∞ = 1. On the other hand, since {λN1 (cnh(x)/b,Ω)}
is bounded, we may assume H(cn) = λ
N
1 (cnh(x)/b,Ω) → λ∞ ∈ (0, λM1 (Ω0)]. Mul-
tiplying (16) by φn and integrating over Ω, we obtain that∫
Ω
|∇φn|2dx− λN1 (cnh(x)/b,Ω)
∫
Ω
φ2ndx = −
cn
b
∫
Ω∗
h(x)φ2ndx. (18)
As n→∞, the left hand side of (18) is bounded due to (17) but cn →∞ as n→∞,
so it is necessary that
∫
Ω∗
h(x)φ2ndx→ 0 as n→∞, which implies∫
Ω∗
h(x)φ2dx = 0. (19)
Since h(x) > 0 in Ω∗, we must have φ(x) = 0 almost everywhere in Ω∗. Since ∂Ω0
is smooth, this implies that φ|Ω0 ∈ H1M (Ω0). Inside Ω0, h(x) ≡ 0, thus by letting
n→∞ in (16), and use weak formulation, we find that φ|Ω0 is a weak non-negative
solution of 
∆φ+ λ∞φ = 0, x ∈ Ω0,
φ = 0, x ∈ ∂Ω0
⋂
Ω,
∂φ
∂n
= 0, x ∈ ∂Ω0
⋂
∂Ω.
(20)
Then λ∞ must equal to λM1 (Ω0) as otherwise φ = 0 in Ω0 and hence φ = 0 in Ω,
which contradicts with ‖φ‖∞ = 1. This shows that lim
c→∞H(c) = λ
M
1 (Ω0) thus there
exists a unique c ∈ (0,∞) such that H(c) = a since H(c) is strictly increasing.
For part 2, at (c0, 0), the kernel KerFu(c0, 0) = span{φ1}, where φ1 > 0 is
the eigenfunction associated with λN1 (c0h(x)/b,Ω). The range of Fu(c0, 0) is given
by RangeFu(c0, 0) = {g ∈ Y :
∫
Ω
gφ1dx = 0}, which is of codimension-one, and
Fcu(c0, 0)[φ1] = −h(x)φ1/b /∈ RangeFu(c0, 0), since
∫
Ω
h(x)φ21dx > 0. Consequently
we can apply the local bifurcation theorem in [6] to F at (c0, 0), and we obtain that
the set of positive solutions to (2) near (c0, 0) is a smooth curve Γ = {(c(s), u(s)) :
s ∈ [0, δ)}, such that c(0) = c0, u(s) = sφ1+o(|s|). Moreover, c′(0) can be calculated
as
c′(0) = −〈l, Fuu(c0, 0)[φ1, φ1]〉
2〈l, Fcu(c0, 0)[φ1]〉 = −
∫
Ω
(c0h(x)p
′′(0)φ31 + 2aφ
3
1)dx
2
∫
Ω
h(x)p′(0)φ21dx
, (21)
where l is the linear functional on Y defined by 〈l, g〉 = ∫
Ω
φ1(x)g(x)dx. This proves
the results in part 2.
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For the proof of part 3, the existence of the connected component Σ follows
from the global bifurcation theorem in [29] or [31], and it is known that Σ is either
unbounded, or connects to another (c, 0), or Σ connects to another point on the
boundary of S. Since (2) is a logistic type equation, then the projection of Σ on the
u-axis is bounded. From Theorem 2.3, Σ must be bounded, then the first alternative
cannot happen. From the bifurcation analysis, (c0, 0) is the only bifurcation point
for positive solutions, hence the second option cannot happen either. Therefore Σ
must connect to (0, 1).
By using the definition of c0, we can further compute c
′(0) in (21) to be
c′(0) = −
p′′(0)
∫
Ω
hφ31
(
a
∫
Ω
φ21 −
∫
Ω
|∇φ1|2
)
+ 2ap′(0)
∫
Ω
hφ21
∫
Ω
φ31
2[p′(0)]2
(∫
Ω
hφ21
)2 . (22)
For a general h(x) satisfying required conditions, the sign of c′(0) could be positive
or negative. When c′(0) > 0, there exist multiple positive solutions of (2) for
c ∈ (c0, c0 + ) where  > 0. This shows that the positive solution of (2) is not
necessarily unique, and the uniqueness result in Theorem 2.1 does not hold for
all c-values. To see that c′(0) is possibly positive, we take h(x) = |Ω|−1, then
c′(0) = a|Ω|(1 − b). Thus c′(0) < 0 if b > 1, and c′(0) > 0 if 0 < b < 1. In this
special case, the positive steady state solutions bifurcating from u = 0 are indeed
constant ones satisfying a|Ω|(1− u)(b+ u) = c. The multiplicity of positive steady
states in this case was known as early as in [23, 24].
4. Optimal spatial harvesting strategy. In this section, we continue to address
the second question mentioned in the Introduction. In Sections 2-3, we have shown
that for a fixed h(x), if 0 < a < λM1 (Ω0) (which depends on h), then there exist two
threshold harvesting parameter values 0 < c0(h) < c
∗(h), such that when c > c∗(h),
(1) has no positive steady state solution hence the population will become extinct.
Here we discuss which h will optimize c0(h).
We adapt the techniques of [21, 22]. Set
H =
{
h ∈ L∞(Ω) : 0 ≤ h(x) ≤M,
∫
Ω
h(x)dx = 1
}
.
For h ∈ H, set
Ωh0 = {x ∈ Ω : h(x) = 0}, λM1 (Ωh0 ) = sup{λM1 (U) : Ωh0 ⊂ U ⊂ Ω, U is open},
(23)
and
λinf := inf
h∈H
λM1 (Ω
h
0 ). (24)
For h ∈ H, define
ch0 := sup
{
b
∫
Ω
[
aϕ2(x)− |∇ϕ(x)|2] dx∫
Ω
h(x)ϕ2(x)dx
: ϕ ∈ H1(Ω),
∫
Ω
h(x)ϕ2(x)dx > 0
}
, (25)
and
csup := sup
h∈H
ch0 . (26)
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Apparently ch0 is the principal eigenvalue of (14). Note that the definition of λinf
is essentially independent of the function h. From the restriction (4) for Ωh0 , the
definition can be made as
λinf := inf{λM1 (U) : U ⊂ Ω, U is open and |U | ≤ |Ω| −M−1}. (27)
Clearly λinf ≥ 0 and we conjecture that λinf > 0 if M > |Ω|−1. In some simpler
cases (for example one-dimensional Ω) we can have a better estimate of λinf . In
the following we assume that λinf > 0. Then we have the following result.
Lemma 4.1. Suppose that λinf is defined as in (24) or (27), and λinf > 0. Then
1. For a ∈ (0, λinf ), csup ∈ [ab|Ω|,∞).
2. For a > λinf , csup =∞.
Proof. Suppose that a > 0 and h ∈ H. Letting ϕ = 1 in (25) we deduce that
ch0 ≥ ab|Ω|. Hence csup ≥ ab|Ω|. Fix a ∈ (0, λinf ). Assume that there exists a
sequence {hn} ⊂ H such that chn0 → ∞ as n → ∞. Let ϕn ∈ H1(Ω) be the
function such that chn0 is attained. Then ϕn 6= 0 and satisfies (14) with c0 = chn0
and
b
∫
Ω
[
aϕ2n(x)− |∇ϕn(x)|2
]
dx = chn0
∫
Ω
hn(x)ϕ
2
n(x)dx. (28)
We may assume
∫
Ω
|∇ϕn|2 = 1 and up to a subsequence that ϕn → ϕ0 in L2(Ω) as
n→∞. Since {hn} is uniformly bounded, we may also assume up to a subsequence
that hn → h0 weakly in L2(Ω). The left hand side of (28) is bounded, so we deduce
that
∫
Ω
h0(x)ϕ
2
0(x)dx = 0 and hence ϕ0 = 0 almost everywhere in Ω \Ωh00 . Clearly
ϕ0 6≡ 0, since otherwise from the equation for
∫
Ω
|∇ϕn|2 ≤ a
∫
Ω
ϕ2n → 0. Since
a ∈ (0, λinf ), then we can choose an open subset U ⊂ Ω such that Ωh00 ⊂ U and
λM1 (U) > a. Since −∆ϕn ≤ aϕn and ϕn → 0 in L2(Ω \ Ωh00 ), then we have by the
weak Harnack inequality, ϕn → 0 in C(∂U
⋂
Ω) as n→∞. Let ψ(x) be a positive
eigenfunction corresponding to λM1 (U). Then we have from (14) that∫
∂U
⋂
Ω
ϕn
∂ψ
∂n
ds = (a− λM1 (U))
∫
U
ϕnψdx−
∫
U
chn0
b
hn(x)ϕnψdx.
Letting n→∞, we obtain that (a− λM1 (U))
∫
U
ϕ0ψ ≥ 0, which implies a ≥ λ1(U).
That is a contradiction. Hence csup <∞ and this proves part 1.
Now suppose that a > λinf . For any  > 0, we can choose h ∈ H such that
Ωh0 contains a small ball B, an open subset U of Ω such that Ω
h
0 ⊂ U ⊂⊂ Ω and∫
U\Ωh0 Mdx < ; moreover λ
M
1 (U) = λ
D
1 (U) < a. Let ψ be the positive eigenfunction
corresponding to λD1 (U) with maxφ = 1 and let φ be the zero extension of ψ in
H1(Ω). Then
∫
Ω
[aφ2 − |∇φ|2]dx ≥ (a− λD1 (U))
∫
U
ψ2dx. Thus
ch0 ≥
b

(a− λD1 (U))
∫
U
ψ2dx,
which implies that csup = ∞ as  can be arbitrarily small, and this finishes the
proof of part 2.
The following theorem asserts the existence of an optimal fishing strategy. Define
Hα = {h ∈ H : h(x) = MχE(x), |E| = α}, (29)
where α = |Ω| −M−1.
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Theorem 4.2. Suppose that a ∈ (0, λinf ), then csup is attained by some h0 ∈ Hα.
Moreover, if ch00 = csup, then h0 can be represented as h0(x) = MχE(x) for some
measurable set E ⊂ Ω.
Proof. From Lemma 4.1, we know that csup < ∞ when a ∈ (0, λinf ). We show
that csup is attained. By definition, there exists a sequence {hn}∞n=1 in H such that
chn0 → csup as n→∞. Let ϕn > 0 be the corresponding eigenfunction of chn0 with
supΩ ϕn = 1. Since csup is finite, by the standard elliptic regularity and Sobolev
embedding theorems we may assume, subject to a subsequence if necessary, that
ϕn → ϕ0 in W 2,p(Ω) ∩ C1,γ(Ω) as n → ∞ for any p > 1 and γ ∈ (0, 1). Clearly
ϕ0 ≥ 0 and supΩ ϕ0 = 1. Since {hn} is uniformly bounded, we may assume that
hn → h0 weakly in L2(Ω). Since hn ∈ H, then we have h0 ∈ H. This proves that
csup is attained by h0 ∈ H.
Suppose that h0 ∈ H and ch00 = csup. Let ϕ0 > 0 be the corresponding eigen-
function with supΩ ϕ0 = 1. For every η ∈ [0, 1], define
Eη = {x ∈ Ω : ϕ0(x) > η}.
Then J(η) := |Eη| is a non-increasing function of η with J(0) = |Ω| and J(1) = 0.
If there exists an η∗ ∈ [0, 1] such that M |Eη∗ | = 1 or equivalently J(η∗) = M−1,
then we define a function h∗ ∈ H by
h∗ = MχEη∗ . (30)
Otherwise we suppose that M |Eη| 6= 1 for all η ∈ [0, 1]. From the monotonicity of
J(η), we can find an η∗ ∈ (0, 1) such that
J(η∗) > M−1 ≥ J((η∗)+) and |{x ∈ Ω : ϕ0(x) = η∗}| = J(η∗)− J((η∗)+) > 0.
Hence we can find a measurable subset of Ω, say E∗ such that M |E∗| = 1 and
ϕ0(x) ≥ η∗ for x ∈ E∗ and ϕ0(x) ≤ η∗ for x ∈ Ω \ E∗. In this case we define a
function h∗ ∈ H by
h∗ = MχE∗ . (31)
From either definition, we have h∗ ∈ H and
∫
Ω
h∗(x)dx = 1, which implies that
ch∗0 ≤ csup.
We show that h0(x) = h∗(x) almost everywhere in Ω, which implies that h0
indeed belongs to H. First we assume that h∗ is defined as in (31). Then we have∫
Ω
(h∗ − h0)ϕ20dx =
∫
E∗
(M − h0)ϕ20dx+
∫
Ω\E∗
(0− h0)ϕ20dx
≥(η∗)2
∫
E∗
(M − h0)dx− (η∗)2
∫
Ω\E∗
h0dx
=(η∗)2
(∫
E∗
Mdx−
∫
Ω
h0dx
)
= 0.
Since
∫
Ω
h0ϕ
2
0dx > 0, we have
∫
Ω
h∗ϕ20dx > 0. It follows that
ch∗0 ≥ −
b
∫
Ω
[|∇ϕ0(x)|2 − aϕ20(x)]dx∫
Ω
h∗(x)ϕ20(x)dx
≥ −b
∫
Ω
[|∇ϕ0(x)|2 − aϕ20(x)]dx∫
Ω
h0(x)ϕ20(x)dx
= csup.
Hence ch∗0 = csup and ϕ0 satisfies
−∆ϕ0 =
(
a− csuph∗
b
)
ϕ0, x ∈ Ω, ∂ϕ0
∂n
= 0, x ∈ ∂Ω.
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By definition, we also have
−∆ϕ0 =
(
a− csuph0
b
)
ϕ0, x ∈ Ω, ∂ϕ0
∂n
= 0, x ∈ ∂Ω.
It follows that
∫
Ω
csup(h∗ − h0)ϕ20dx = 0, which implies that h∗ = h0 almost every-
where in Ω since ϕ0 > 0. The proof for the case that h∗ is defined as in (30) is the
same. Thus h0 ∈ Hα and h0 = MχE for some measurable set E ⊂ Ω. Note that
the proof indeed shows that h∗ and E∗ are uniquely determined by h0, hence the
second alternative does not occur.
The subset E in Theorem 4.2 is not necessarily unique. For the location of the
optimal protection zone E in higher dimensional space, there is no general result.
But if the spatial dimension is one, then we can use the same techniques in [22] to
obtain
Theorem 4.3. Suppose that N = 1 and Ω = (0, L). Then λinf = pi
2/(4α)2
where α = L −M−1, and when a ∈ (0, λinf ), csup is only attained by a function
h ∈ Hα : h = MχE. Moreover one has either E = (0, α) or E = (1− α, 1).
Here we point out that λinf = λ
M
1 ((0, α)) which is the principal eigenvalue of
ϕ′′(x) + λϕ(x) = 0, x ∈ (0, α), ϕ′(0) = 0, ϕ(α) = 0. (32)
We remark that our results in this section only optimize c0(h) = c
h
0 which is the
principal eigenvalue of a linear eigenvalue problem, and the methods here cannot
be used to optimize c∗(h) which can be viewed as an eigenvalue of a nonlinear
eigenvalue problem. In [21], a similar optimization was achieved for a nonlinear
problem via a minimization of the energy functional. But that technique does not
work here as for (2), multiple positive solutions may exist and a solution is not
necessarily an energy minimizer. However the numerical simulations in Section 5
indicate that at least in the one-dimensional case, the same h0 in Theorem 4.3 also
optimizes c∗(h).
5. Numerical simulations. In this section we illustrate our theoretical results
with some numerical simulations in Matlab. We use an implicit finite difference
scheme for (1) with one-dimensional spatial domain:
ut = uxx + au (1− u)− ch(x) u
u+ b
= 0, x ∈ (0, L), t > 0,
ux(0, t) = ux(L, t) = 0, t > 0,
u(x, 0) = u0(x) ≥ 0, x ∈ (0, L).
(33)
For a fixed harvesting pattern h(x) defined on Ω = [0, L] satisfying 0 ≤ h(x) ≤M
and
∫ L
0
h(x)dx = 1, we define the maximal allowable catch C∗1 (h) to be
C∗1 (h) = sup
{
c > 0 : lim inf
t→∞ maxx∈[0,L]
u(x, t) > 0
}
= sup{c > 0 : there exists a positive steady state solution}.
(34)
When c > C∗1 (h), the population becomes extinct as t → ∞, regardless of initial
population u0. On the other hand, when c is near (but less than) C
∗
1 (h), the
population could still be vulnerable to a large stochastic perturbation. We define
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another threshold value C∗2 (h) so that when c ≤ C∗2 (h), the maximal population
density exceeds half of the carrying capacity as t→∞. That is
C∗2 (h) = max
{
c > 0 : lim inf
t→∞ maxx∈[0,L]
u(x, t) ≥ 1
2
}
. (35)
Apparently 0 < C∗2 (h) ≤ C∗1 (h) when both exist. Figure 1 shows evolution behavior
of solutions of (33) when c = C∗1 (h) (left) and c = C
∗
2 (h) (right) for the harvesting
zone being in the middle of the domain (0, L).
Figure 1. Simulation of solutions of (33) when c = C∗1 (h) (left)
and c = C∗2 (h) (right). Here Ω = (0, 10), h(x) = 0.2χ[2.5,7.5], and
initial value u0(x) = 1 + 0.1 sin(2pix/10).
In numerical simulations we use two types of harvesting functions which harvest
in the interior of (0, L) or near the boundary of (0, L). To be more precise, we define
hi(x) =
2
L
χEi(x), x ∈ (0, L), h∗i (x) =
2
L
[1− χEi(x)], x ∈ (0, L), 1 ≤ i ≤ 4,
E1 = (0.25L, 0.75L), E2 = (0.2L, 0.7L), E3 = (0.125L, 0.625L), E4 = (0, 0.5L).
(36)
We also compare the result with a unform harvesting function h0(x) = 1/L for
x ∈ (0, L). Comparing the protection zone Ωh0 for these harvesting functions, we
find that Ωh00 = ∅, and
Ωh10 = (0, 0.25L)
⋃
(0.75L,L), Ω
h∗1
0 = (0.25L, 0.75L),
Ωh20 = (0, 0.2L)
⋃
(0.7L,L), Ω
h∗2
0 = (0.2L, 0.7L),
Ωh30 = (0, 0.125L)
⋃
(0.625L,L), Ω
h∗3
0 = (0.125L, 0.625L),
Ωh40 = (0.5L,L), Ω
h∗4
0 = (0, 0.5L).
(37)
Each of Ω
h∗i
0 with i = 1, 2, 3 represents an interior protection zone with λ
M
1 (Ω0) =
λD1 (Ω0) = 4pi
2/L2 as |Ω0| = L/2. In the simulations, we use L = 10 hence the
threshold value λM1 (Ω0) = pi
2/25 ≈ 0.3947. The cases of Ωh40 and Ωh
∗
4
0 are essentially
same with the protection zone on the left or right boundary side. Here we have a
true mixed boundary value for the eigenvalue problem (for the Ω
h∗4
0 case):
ϕ′′(x) + λϕ(x) = 0, x ∈ (0, 0.5L), ϕ′(0) = 0, ϕ(0.5L) = 0. (38)
Here the principal eigenfunction is ϕM1 (x) = cos(pix/L) with λ
M
1 (Ω0) = pi
2/L2
(≈ 0.0987 when L = 10).
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Figure 2. Plot of C∗1 (h) (left) and C
∗
2 (h) (right) versus parameter
a for (33) with protection zone in the interior of Ω. Here the
harvesting functions are h0(x) and h(x) = h
∗
i (x) for 1 ≤ i ≤ 4,
L = 10 and b = 1. The values of C∗1 (h) and C
∗
2 (h) are numerically
estimated with each increment of a by 0.025.
Figure 2 shows the plots of C∗1 (h) and C
∗
2 (h) versus the parameter a with har-
vesting functions h(x) = h∗i (x) for 1 ≤ i ≤ 4. For each of i = 1, 2, 3, the curve
a 7→ C∗1 (h, a) is increasing in a and it has a = pi2/25 ≈ 0.3947 as a vertical asymp-
tote, which confirms the theoretical results shown in Sections 2 and 3. On the other
hand, for i = 4, the curve a 7→ C∗1 (h, a) is also increasing in a, but the vertical
asymptote is a = pi2/100 ≈ 0.0987. This confirms the result in Section 4 that the
boundary protection zone is better than the interior one. Moreover Figure 2 indi-
cates that in general, we have C∗i (h
∗
3) > C
∗
i (h
∗
2) > C
∗
i (h
∗
1) for i = 1, 2, which implies
that for the interior protection zones, the one closer to the boundary is better.
a
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
C 1
*
0
50
100
150
200
250
300
350
400
450
500
Constant
1/4-3/4 Harvest
1/5-7/10 Harvest
1/8-5/8 Harvest
0-1/2 Harvest
a
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
C 2
*
0
10
20
30
40
50
60
Constant
1/4-3/4 Harvest
1/5-7/10 Harvest
1/8-5/8 Harvest
0-1/2 Harvest
Figure 3. Plot of C∗1 (h) (left) and C
∗
2 (h) (right) versus parameter
a for (33) with harvesting zone in the interior of Ω. Here the
harvesting functions are h0(x) and h(x) = hi(x) for 1 ≤ i ≤ 4,
L = 10 and b = 1. The values of C∗1 (h) and C
∗
2 (h) are numerically
estimated with each increment of a by 0.025.
Figure 3 shows the plots of C∗1 (h) and C
∗
2 (h) versus the parameter a with har-
vesting functions h(x) = hi(x) for 1 ≤ i ≤ 4. For i = 1, 2, 3, the protection zone
Ωh0 is not connected, hence the theory which we developed in Sections 2-4 does not
apply to this case. One can observe that the asymptote for a 7→ C∗1 (h3, a) for h3(x)
is different from the previous theoretical values. On the other hand, we still have
C∗i (h3) > C
∗
i (h2) > C
∗
i (h1).
806 RENHAO CUI, HAOMIAO LI, LINFENG MEI AND JUNPING SHI
Acknowledgments. The authors thank the anonymous reviewer for careful read-
ing and helpful suggestions which improved the earlier draft. This work was par-
tially done when R.-H. Cui, L.-F. Mei and J.-P. Shi were visiting the National Center
of Theoretical Sciences (NCTS) at the National Tsing-Hua University, Taiwan in
Spring 2013. The authors would like to thank NCTS and Professor Sze-Bi Hsu for
their support and hospitality during their visit.
REFERENCES
[1] A. Avasthi, California tries to connect its scattered marine reserves, Science, 308 (2005),
487–488.
[2] B. A. Block and H. Dewar, et al, Migratory movements, depth preferences, and thermal
biology of Atlantic bluefin tuna, Science, 293 (2001), 1310–1314.
[3] K. Brown, W. N. Adger, E. Tompkins, P. Bacon, D. Shim and K. Young, Trade-off analysis
for marine protected area management, Ecological Economics, 37 (2001), 417–434.
[4] R. S. Cantrell and C. Cosner, Diffusive logistic equations with indefinite weights: Population
models in disrupted environments, Proc. Roy. Soc. Edinburgh Sect. A, 112 (1989), 293–318.
[5] R. S. Cantrell and C. Cosner, Spatial Ecology Via Reaction-Diffusion Equations, Wiley Series
in Mathematical and Computational Biology. John Wiley & Sons Ltd., Chichester, 2003.
[6] M. G. Crandall and P. H. Rabinowitz, Bifurcation from simple eigenvalues, J. Functional
Analysis, 8 (1971), 321–340.
[7] R.-H. Cui, J.-P. Shi and B.-Y. Wu, Strong Allee effect in a diffusive predator-prey system
with a protection zone, J. Differential Equations, 256 (2014), 108–129.
[8] E. N. Dancer and Y.-H. Du, Effects of certain degeneracies in the predator-prey model, SIAM
J. Math. Anal., 34 (2002), 292–314.
[9] Y.-H. Du, Order Structure and Topological Methods in Nonlinear Partial Differential Equa-
tions. Vol. 1 , volume 2 of Series in Partial Differential Equations and Applications, World
Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2006.
[10] Y.-H. Du, Change of environment in model ecosystems: Effect of a protection zone in diffusive
population models, In Recent progress on reaction-diffusion systems and viscosity solutions,
World Sci. Publ., Hackensack, NJ, (2009), 49–73.
[11] Y.-H. Du and X. Liang, A diffusive competition model with a protection zone, J. Differential
Equations, 244 (2008), 61–86.
[12] Y.-H. Du, R. Peng and M.-X. Wang, Effect of a protection zone in the diffusive Leslie predator-
prey model, J. Differential Equations, 246 (2009), 3932–3956.
[13] Y.-H. Du and J.-P. Shi, A diffusive predator-prey model with a protection zone, J. Differential
Equations, 229 (2006), 63–91.
[14] Y.-H. Du and J.-P. Shi, Some recent results on diffusive predator-prey models in spatially
heterogeneous environment, In Nonlinear Dynamics and Evolution Equations, of Fields Inst.
Commun.. Amer. Math. Soc., Providence, RI, 48 (2006), 95–135.
[15] Y.-H. Du and J.-P. Shi, Allee effect and bistability in a spatially heterogeneous predator-prey
model, Trans. Amer. Math. Soc., 359 (2007), 4557–4593.
[16] S. D. Gaines, C. White, M. H. Carr and S. R. Palumbi, Designing marine reserve networks
for both conservation and fisheries management, Proc. Nati. Acad. Scie., 107 (2010), 18286–
18293.
[17] S. Gubbay, Marine protected areas – past, present and future, Springer, 1995. Ecological
Economics, 37 (2001), 417–434.
[18] J. B. C. Jackson and M. X. Kirby, et al, Historical overfishing and the recent collapse of
coastal ecosystems, Science, 293 (2001), 629–637.
[19] P. J. S. Jones, Marine protected area strategies: issues, divergences and the search for middle
ground, Reviews in Fish Biology and Fisheries, 11 (2001), 197–216.
[20] H. M. Joshi, G. E. Herrera, S. Lenhart and M. G. Neubert, Optimal dynamic harvest of a
mobile renewable resource, Nat. Resour. Model. 22 (2009), 322–343.
[21] K. Kurata and J.-P. Shi, Optimal spatial harvesting strategy and symmetry-breaking, Appl.
Math. Optim., 58 (2008), 89–110.
[22] Y. Lou and E. Yanagida, Minimization of the principal eigenvalue for an elliptic boundary
value problem with indefinite weight, and applications to population dynamics, Japan J.
Indust. Appl. Math., 23 (2006), 275–292.
A REACTION-DIFFUSION MODEL ARISING FROM FISHERY MANAGEMENT 807
[23] R. M. May, Thresholds and breakpoints in ecosystems with a multiplicity of stable states,
Nature, 269 (1977), 471–477.
[24] I. Noy-Meir, Stability of grazing systems: An application of predator-prey graphs, Jour.
Ecology, 63 (1975), 459–481.
[25] M. G. Neubert, Marine reserves and optimal harvesting, Ecol. Lett. 6 (2003), 843–849.
[26] K. Oeda, Effect of cross-diffusion on the stationary problem of a prey-predator model with a
protection zone, J. Differential Equations, 250 (2011), 3988–4009.
[27] S. Oruganti, J.-P. Shi and R. Shivaji, Diffusive logistic equation with constant yield harvesting.
I. Steady states, Trans. Amer. Math. Soc., 354 (2002), 3601–3619.
[28] D. Pauly and V. Christensen, et al, Towards sustainability in world fisheries, Nature, 148
(2002), 689–695.
[29] P. H. Rabinowitz, Some global results for nonlinear eigenvalue problems, J. Functional Anal-
ysis, 7 (1971), 487–513.
[30] J.-P. Shi and R. Shivaji, Global bifurcations of concave semipositone problems, In Evolution
equations, volume 234 of Lecture Notes in Pure and Appl. Math., pages 385–398. Dekker,
New York, 2003.
[31] J.-P. Shi and X.-F. Wang, On global bifurcation for quasilinear elliptic systems on bounded
domains, J. Differential Equations, 246 (2009), 2788–2812.
Received October 2015; revised December 2015.
E-mail address: renhaocui@gmail.com
E-mail address: hli09@email.wm.edu
E-mail address: lfmei@outlook.com
E-mail address: shij@math.wm.edu
