Abstract
Introduction
In recent years, automated visual surveillance has emerged as an important research topic in the computer vision community. A number of promising applications are based on successful visual surveillance systems. Examples of such applications include but are not limited to vehicle guidance, motion capture, object tracking and detection of abnormal activities. To be effective, such applications require real-time motion detection and tracking algorithms.
A typical method to detect unusual motion is through background subtraction -a technique which detects moving regions in an image by taking the difference between current frame and the background model in a pixel-by-pixel fashion [7] . Background subtraction has two important components: (i) background modeling and (ii) foreground segmentation.
In an ideal situation, the background model is known in advance and does not change over time. However, in many real-life environments, such as shopping malls and airport terminals, background is not known in advance and needs to be computed even in the presence of moving foreground objects. Besides, it may be too expensive to clear up the scene from foreground objects on regular basis since this procedure must be repeated every time there is even a small change in the background. Therefore, it is desirable to accomplish background modeling from the image sequence even in the presence of moving foreground objects. Once background is computed or known, foreground segmentation and detection of moving foreground objects can be done by subtracting and thresholding each incoming video frame from the background model. This paper presents a simple, fast and effective method for background modeling and foreground segmentation of foreground objects. In background modeling process, a histogram based median method using HSV color space [8] is employed to extract the background model from the training image sequence itself. After establishing the background model, background subtraction method is used to subtract current frame from the background model. On the difference image, the fuzzy k-means clustering method is applied to identify pixels to either as background or foreground.
The reminder of this paper is organized as follows: Section 2 provides a summary of some of the important existing work on this topic whereas Section 3 contains details of our proposed method. Some experimental results and comparisons are presented in Section 4 and finally, Section 5 provides some concluding remarks.
Related Work
Although the topic of real-time visual surveillance is rather young, a number of different models using various features have been proposed to develop a coherent solution to a series of challenges as described in [14] .
Spectral features such as color or intensity are the most commonly used features for background modeling and foreground segmentation. Most of the the frequently used models include Gaussian and Mixture of Gaussians (MoG) [12, 13, 15] . In these methods, one or a few (usually 3 to 5) Gaussians are employed to represent color distribution for each background pixel. With each new image frame, the current image pixel is compared with the pixel values for that location. If the current pixel falls into 2.5 standard deviations of the pixel's deviation, this pixel in current image frame is considered as the background; otherwise it is considered as the foreground.
MoG method and its variants can handle dynamic scene elements, such as swaying trees but are based on the underlying distribution assumption but that may not always perfectly correspond to real data. To deal with limitation of MoG, Elgammal et al. [4] proposed a nonparametric model for background modeling. It employs a kernel estimator to determine the type of current pixel value based on recently observed values for this pixel. This method does not require any assumption about the color distribution or the parameter estimation but suffers from heavy computation overhead.
Recently, few nonparametric mean based methods for background modeling have been proposed [1, 6] . These methods aim at reducing the computational complexity while claiming to achieve high accuracy.
The Proposed Method
In RGB color space, each pixel in an image sequence is generally represented by three component values. It is well known that in this color space, spectral information is equally spread among all of the three components. Any change in illumination results in changes in values of all of the three components. HSV (Hue, Saturation and Value) color space, on the other hand, separates the intensity (V) from the color information (HS). Our motivation to use HSV color space for background modeling and foreground segmentation stems from [9] . It is important to note that in HSV color model, all of the useful information is present only in V channel and it can deal with noise and shadow in the image region very effectively [9] . The mathematical relationship between RGB and HSV color space is given as:
where θ = cos
The proposed method is based on the assumptions that [8] : (i) the illumination of the scene is constant at all times, and (ii) the background doesn't change over the time, implying that we do not consider relocating background object(s). The later one is a common assumption among almost all of the prevalent video surveillance applications. Figure 1 -b, it can be seen that for the same pixel, the intensity is quite stable as a background pixel and it changes significantly only when it is occluded by a foreground object pixel. The histogram for the intensity values of the same pixel can better illustrate these changes among the frames and is shown in Figure 2 .
Background Modeling
The histogram based median method for background modeling is based on the observation that the more often a pixel has a particular intensity value among the training frames, more is the likelihood that it belongs to the background. Detailed steps of the scheme are as follows [8] :
1. Convert each of the N frames of the training sequence from RGB color space to HSV color space.
2. For each pixel among the frames, construct a 4-bin histogram on its intensity values (i.e., V component).
3. Find a bin with the highest frequency of intensity values from the histogram.
4. If the intensity value fall into this bin, record it in the buffer; discard it otherwise.
5. Choose the median of all the intensity values in the buffer and consider it as the intensity value of the pixel in background model.
6. Perform steps 2 -6 until all of the pixels are processed.
After background model has been established, segmentation for foreground objects can be done through the background subtraction method as explained in subsequent sections.
Detecting Foreground Objects
Foreground segmentation is the process of classifying each pixel to belong to either the background or the foreground. By background subtraction, one can detect the motion in a given frame. If a pixel is part of the background in current frame, the difference between its intensity value in current frame and that of the background model approximates to zero and is far from zero otherwise. Further, it is important to note that the foreground objects do not enter a scene as isolated pixels but as a group of adjacent pixels and exhibit similarity in color or intensity.
Clustering is the process of dividing data items into classes or clusters. Clustering algorithms attempt to segregate a data set into distinct regions of membership with an essential goal to minimize the disperse between data items within a cluster and maximizing it among the data items in different clusters. Generally speaking, clustering techniques can be classified into two broad categories [11] (i) exclusive clustering and (ii) overlapping clustering.
In exclusive clustering, assignment of a data item to a particular cluster is made on the basis of hard or crisp decision. Therefore, a data item can belong to one and only one cluster. If we need to cluster a set χ = {x 1 , x 2 , . . . , x N } of N data items, the goal of exclusive clustering is to partition χ into k, 2 ≤ k ≤ N disjoint, non-empty clusters {C 1 , C 2 , . . . , C k } such that:
where:
In overlapping clustering, also known as the fuzzy clustering, a data item may belong to more than one cluster with different degrees of memberships. The membership values typically range between 0 and 1 and indicate the extent to which a particular data item may belong to a certain cluster.
Bezdeck [2] proposed a family of fuzzy clustering algorithms. Such algorithms consider each cluster as a fuzzy set while a membership function measures the probability that each training sample belongs to a cluster. As a result, each sample may be assigned to multiple clusters with some degree of certainty, as determined by the membership function. Therefore, partitioning of data is based on soft decision. Fuzzy k-means clustering [3] facilitates identification of overlapping groups of objects by allowing objects to belong to more than one group. The essential difference between fuzzy k-means clustering and standard k-means clustering is primarily the way data is partitioned among the clusters.
In order for us to be able to properly detect foreground objects, it is important to distinguish between the foreground and background pixels. Since the change in intensity value can be either due to change in the characteristics of the background or due to introduction of foreground objects, we believe that the fuzzy k-means is more appropriate to establish suitability of each pixel as background or foreground due to its ability to provide varying degree of membership. Further, the membership values of a pixel may change over time as the scene progresses. Fuzzy kmeans in general improves the basic k-means by finding better centers of clusters and has better time performance for convergence [10] .
The fuzzy k-means algorithm for detection of foreground objects is as followings:
1. Set the number of clusters k = 2, a background cluster and a foreground cluster and set the blending factor, or the extent of overlapping between clusters b = 1.25 [16] .
2. Initialize to compute the clusters' means. Subtract the current frame in HSV color space from the background model which gives us a difference matrix. From the absolute values of this matrix, select the maximum and the minimum values and use them as the means μ i , i = 1, 2 of the two clusters ω i .
3. For each pixel x j , calculate its distance d ij from the foreground mean and the background mean using absolute difference matrix where i is the cluster, j is the pixel such that i = 1, 2 and 1 ≤ j ≤ n, n is the total number of pixels in a frame. Here we use Manhattan distance as the distance function [5] since the feature used (the V component) is only 1-dimensional and it requires less computations.
4. Compute the memberships of each pixel x j among the clusters ω i as:
. 
Compute new means for each of the two clusters:
6. If μ i (new) − μ i (old) < γ where γ is the established threshold, go to 7; otherwise replace the old mean value with the new one and go to 3.
7. IfP (ω fg |x j ) <P (ω bg |x j ), x j belongs to the background cluster; otherwise it belongs to the foreground cluster.
At the end of the classification process, we obtain a binary image in which all of the foreground pixels are set to 1 whereas all of the background pixels are set to 0. Since the background modeling and foreground segmentation are based on pixel-level, the output may contain noise in form of spots, holes and spurs. Therefore, there may be a need to employ some post-processing algorithm to remove such noise or to shrink holes [13, 17] .
Experimental Results
In order to validate our concepts and proposed scheme, we have conducted a series of experiments on a 2.4 GHz Intel quad-core PC. All of the implementation is in Matlab. All of the videos used in these experiments have dimensions of either 640x480 or 320x240 pixels. As suggested in [8] , with the threshold for change γ = 0.001.
Figure 3. Estimated background model using the training frames
We have compared our results with two existing schemes: MoG [13] and k-means clustering method [8] . Figure 3 is the estimated background model obtained by the histogram based median method on the training frames. Figures 4 -6 show some of the original video frames and the corresponding segmentation results using the aforementioned three methods. As one can observe, the proposed method can handle shadows very effectively which are a problem in k-means clustering method. Moreover, it provides better segmentation results, especially when the foreground objects have a wide distribution of color where MoG fails. Table 1 and Table 2 provide processing time for each of these methods for both background modeling and foreground segmentation. For background modeling, k-means clustering method and our proposed method are faster than the MoG but our proposed method provides better results. In foreground segmentation step, k-means clustering is the slowest among the compared schemes. Even though the proposed algorithm is relatively slower than MoG but, as can be observed, provides better segmentation results than any of the other algorithms. A set of experiments on some of the PETS 1 series image sequence 2 (PETS2000, PETS2001 and PETS2006) provide similar results.
Conclusions
We have presented a novel method that employs the histogram based median method using HSV color space for background modeling and fuzzy k-means clustering for foreground segmentation. Compared with two other contemporary methods -k-means clustering and MoG, the proposed method can achieve promising results. Moreover, 
