Non abelian cohomology of extensions of Lie algebras as Deligne groupoid by Fregier, Yael
ar
X
iv
:1
31
0.
09
59
v1
  [
ma
th.
RT
]  
2 O
ct 
20
13
Non abelian cohomology of extensions of Lie
algebras as Deligne groupoid
Yaël Frégier
MIT/Zürich/Lens
Abstract
In this note we show that the theory of non abelian extensions of
a Lie algebra g by a Lie algebra h can be understood in terms of a
differential graded Lie algebra L. More precisely we show that the
non-abelian cohomology H2nab(g, h) is MC(L), the pi0 of the Deligne
groupoid of L.
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Introduction
The aim of this note is to show that equivalence classes of extensions of a Lie
algebra g by a Lie algebra h can be seen as the pi0 of the Deligne groupoid of
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a differential graded Lie algebra (dgLa) (L, [ , ]). In other words, Theorem
2.1 states that
H2nab(g, h) ≃MC(L).
Our first motivation is that the formalism of dgLa enables to extend
notions from classical algebraic structures to their up to homotopy and geo-
metrical counterparts.
More precisely, Lie algebras on a vector space V , can be seen as elements
α of degree one in some graded Lie algebra (L, [ , ]) satisfying [α, α] = 0 ([7]).
Here (L, [ , ]) depends only on V. The same equation in a setting where V
is replaced by a graded vector space leads to the notion of homotopy Lie
algebra ([5]).
Most of the algebraic notions related to Lie algebras like modules, semi-
direct products, cohomology, etc. can be defined for homotopy Lie algebras.
A way to do it is to describe the Lie algebra version of these notions in terms
of dgLa. Considering the same formulation in a graded setting gives their
homotopy version.
In particular, the aim of our work [2] is to build a theory of extensions of
homotopy Lie algebras. This is why we first need to understand the theory
of extensions of Lie algebras in terms of dgLa.
Analogously, geometrical objects generalizing Lie algebras like Lie alge-
broids, Poisson tensors, Courant algebroids, etc. admit a similar description
in terms of dgLa. So the present work should open the door to a theory of
non-abelian extensions in these categories.
Our second motivation is the absence of a systematic treatment of non
abelian cohomology of extensions of algebras. The correct setting to give such
a theory should be the language of operads. This setting, thanks to Koszul
duality ([4]), furnishes to any Koszul operad graded Lie algebras similar to
(L, [ , ]). Therefore, understanding non-abelian cohomology and extensions
in terms of dgLa is the key step leading to a systematic theory via the op-
eradic machinery.
In this paper we start by recalling section 1 the classical theory of clas-
sification of extensions of algebras in terms of non-abelian cohomology. We
also give the definitions of Deligne groupoid necessary to formulate our main
result Thm. 2.1.
We then turn in section 2 to the proof of this result. We recall the
2
Chevalley-Eilenberg cohomology and the Nijenhuis-Richardson bracket in or-
der to define the dgLa (L, [ , ]) (Def 2.1, Lemma 2.1). We show in section
2.1 that extensions are in bijections with Maurer-Cartan elements. We show
in section 2.2 (Prop. 2.2) that the equivalence relation for non-abelian coho-
mology coincides with gauge equivalence for Maurer-Cartan elements.
Finally we give in section 3 (Prop. 3.2) the relation, in terms of tangent
cohomology complex, between A) the classification of abelian extensions of a
Lie algebra in terms of Chevalley-Eilenberg cohomology and B) the Deligne
groupoid.
3
1 Theoretical background
1.1 Deligne groupoid
The purpose of this section is to recall the classical notion of Deligne groupoid
of a differential graded Lie algebra, as can be found for example in [9], or in
[6] 13.3.20. We work over a field K of characteristic zero.
Definition 1.1. A graded Lie algebra is a Z-graded vector space L =
⊕
n∈Z Ln
equipped with a degree-preserving bilinear bracket [·, ·] : L ⊗ L −→ L which
satisfies
1) graded antisymmetry: [a, b] = −(−1)|a||b|[b, a],
2) graded Leibniz rule: [a, [b, c]] = [[a, b], c] + (−1)|a||b|[b, [a, c]].
Here a, b, c are homogeneous elements of L and the degree |x| of an homoge-
neous element x ∈ Ln is by definition n.
Definition 1.2. A differential graded Lie algebra (dgLa for short) is a
graded Lie algebra (L, [·, ·]) equipped with a homological derivation d : L→ L
of degree 1. In other words:
1) |da| = |a|+ 1 (d of degree 1),
2) d[a, b] = [da, b] + (−1)|a|[a, db] (derivation),
3) d2 = 0 (homological).
Definition 1.3. The set MC(L) of Maurer-Cartan elements of a dgLa
(L, [·, ·], d) is defined to be
{α ∈ L1 | dα +
1
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[α, α] = 0}.
We now want to recall the equivalence relation on MC(L), coming from
gauge symmetries. We motivate the formulas by embedding the dgLa L into
a graded Lie algebra Ls.
Definition 1.4. Let (L, [ , ], d) be a differential graded Lie algebra. A specter
of L consists in a graded Lie algebra (Ls, [ , ]s) containing L as a sub-Lie
algebra together with a degree one element D such that [D,D]s = 0 and
d = [D, ]s.
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One can remark that since d = [D, ]s, D lies in the normalizer N(L) of L.
The symmetries of L that we want to consider are simply the shadows of
the gauges symmetries of Ls : the action of β ∈ L
0 on the element ls := l+D
reads
eβls = e
βl + eβD = eβl + (eβ − 1)D +D,
where “eβ” means eadβ = e[β, ]
Remark 1.1. We assume here and in the following that β is ad-nilpotent, i.e.
∀x ∈ L, ∃n/adβ
n(x) = 0. This in order to have a convergent sum defining
eβ. It will be the case in the applications we consider.
Since D is in N(L), the term
gsβ := (e
β − 1)D
lies in L.
We want to have an intrinsic definition of gsβ , i.e. a direct expression
without invoking any specter of L. Let us therefore define the function /e by
/ex :=
∑
n∈N∗
1
(n+ 1)!
xn.
Definition 1.5. (L, [ , ], d) be a differential graded Lie algebra, and let β in
L0 be ad-nilpotent. One defines
gβ := −/e
adβdβ. (1)
Lemma 1.1.
gsβ = gβ.
Proof.
gsβ =
∑
n∈N∗
1
n!
adβ
nD
=
∑
n∈N∗
1
n!
adβ
n−1[β,D]s
= −
∑
n∈N
1
(n+ 1)!
adβ
ndβ
= gβ
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We can introduce the relation ∼:
Definition 1.6. (L, [ , ], d) be a differential graded Lie algebra, and let l and
l′ be two elements in L. One says that l is in relation with l′ and write
l
β
∼ l′
to signify that there exists an ad-nilpotent β in L0 such that
l′ = eβl + gβ. (2)
Lemma 1.2. If L0 is abelian, the relation ∼ defines an equivalence relation
on L1.
Proof. It is proven in section 1.3 of [9], pages 50-51 that an arbitrary simply
connected group L with Lie algebra L0 acts on L
1 via the formula (2).
Lemma 1.3. The relation ∼ induces an equivalence relation on MC(L).
Proof. Once again we refer to [9] (last paragraph of section 1.3).
Definition 1.7. (L, [ , ], d) be a differential graded Lie algebra, with L0
abelian. One defines the Deligne groupoid of L to be the groupoid whose set
of objects is MC(L) and whose set of homs are empty for non equivalent
objects and reduced to one element for equivalent objects. One defines its set
of connected components pi0:
MC(L) := pi0(MC(L)) := MC(L)/ ∼ .
Remark 1.2. Note that the notion of Deligne groupoid makes sense for more
general differential graded Lie algebras. However the price to pay is to use
the concept of deformation functor on Artin rings. Our problem does not
require this generality.
1.2 Extensions of Lie algebras classified by non abelian
cohomology
Classically, extensions of algebras are defined in terms of short exact se-
quences.
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Definition 1.8. Let g and h be two Lie algebras. An extension e of g by h
is a short exact sequence of the form
0→ h→ e→ g→ 0.
But one is really interested in classes of extensions modulo the following
equivalence relation :
Definition 1.9. Let e and e′ be two extensions of g by h. They are said to
be equivalent if there exists a commutative diagram
0 // h // e //
ϕ

g // 0
0 // h // e
′ // g // 0.
Classes of extensions of g by h are classified in terms of nonabelian coho-
mology.
Definition 1.10. A nonabelian 2-cocycle on g with values in h is a couple
(χ, ψ) of linear maps χ : g ∧ g→ h and ψ : g→ Der(h) satisfying
[ψ(a), ψ(b)] = ψ([a, b]) + adh(χ(a ∧ b)) (3)
and ∑
	
ψaχ(b ∧ c)− χ([a, b] ∧ c) = 0, (4)
where the sum is taken over cyclic permutations of a,b and c. One denotes
by Z2nab(g, h) this set of nonabelian cocycles.
Nonabelian cohomology H2nab(g, h) will be the quotient of Z
2
nab(g, h) by the
equivalence relation : (χ, ψ)
β
∼ (χ′, ψ′) if there exists β : g→ h satisfying
ψ′a = ψa + ad
h
β(a) (5)
and
χ′(a ∧ b) = χ(a ∧ b) + ψaβ(b)− ψbβ(a)− β([a, b]) + [β(a), β(b)]. (6)
Proposition 1.1. Extensions of g by h are classified by H2nab(g, h).
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Proof. One associates a class in H2nab(g, h) to an extension e through the
choice of a section, i.e. a map s : g→ e in
0 // h // e p
// g
s
vv // 0 ,
such that p ◦ s = Idg.
The representative cocycle (ψs, χs) is defined by the formulas
ψsg(h) := [s(g), h]e (7)
and
χs(g1, g2) := [s(g1), s(g2)]e − s([g1, g2]g). (8)
The point of the equivalence relation on Z2nab(g, h) is to make this assign-
ment independent of the choice of the section. Two sections s1 and s2 differ
by an element β : g→ h and one can check that (ψs1, χs1)
β
∼ (ψs2, χs2), with
β := s1 − s2.
Moreover, this assignment sends equivalent extensions to the same ele-
ment in H2nab(g, h). Consider the following equivalence of extensions, with
chosen sections s and s′
0 // h // e //
ϕ

g
s
vv // 0
0 // h // e
′ // g
s′
ii // 0,
then one has (ψs, χs)
βϕ
∼ (ψs
′
, χs
′
), with βϕ := ϕ
−1 ◦ s′ − s.
In the other direction, on can associate to a cocycle (ψ, χ) an extension
of the form
0→ h→ g⊕ h(ψ,χ) → g→ 0,
with bracket on g⊕ h defined by
[h1 + g1, h2 + g2]e = [h1, h2]h + ψg1(h2)− ψg2(h1) + χ(g1, g2) + [g1, g2]g.
This assignment is well defined at the level of cohomology classes since
two equivalent cocycles (χ, ψ)
β
∼ (χ′, ψ′) lead to equivalent extensions
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0 // h // g⊕ h(ψ,χ) //
ϕ

g // 0
0 // h // g⊕ h(ψ′,χ′) // g // 0,
More details can be found in [1] and [8].
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2 Extensions in terms of Deligne groupoids
The main result of this paper is the interpretation of H2nab(g, h), the non-
abelian 2nd cohomology of g with values in h, as the Deligne groupoid of a
suitable dgLa L.
Therefore we introduce in section 2.1 the dgLa L (lemma 2.1) and show
that the set of its Maurer-Cartan elements is in bijection with the set of
extensions of g by h. In particular, thanks to the analysis done in the previous
section, one obtains the corollary 2.1 :
Corollary.
Z2nab(g, h) ≃MC(L).
We then show in section 2.2 that the notion of gauge equivalence coincides
with the notion of equivalence of non-abelian cohomology. Hence one obtains
our main theorem, as a conjunction of corollary 2.1 and of proposition 2.2 :
Theorem 2.1. With the notations of definition 1.10
H2nab(g, h) ≃MC(L).
2.1 Non abelian cocycles as Maurer-Cartan elements
We start by analyzing the admissible forms that can have the Lie bracket ρ
of an extension e of g by h
0 // h // e pr
// g
s
uu //
≀

0
0 // H // G⊕H // G // 0,
where H is the vector space image of h in e and G = s(g) an arbitrary
supplementary in e.
We first need to introduce a handy notation. Consider the canonical
projection
PA1...An : (G⊕H)
⊗n −→ A1 ⊗ · · · ⊗ An,
where Ai ∈ {H,G}.
Let L be a linear map L : (G⊕H)⊗
n
−→ G⊕H and let us denote
L
An+1
A1...An
:= PAn+1 ◦ L ◦ PA1...An .
With this notation and the ones of definition 1.10, one has :
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Remark 2.1. All the components of ρ are
ρGGG ρ
G
GH ρ
G
HH
ρHGG ρ
H
GH ρ
H
HH
=
[ , ]g 0 0
χ ψ [ , ]h
,
where ρGGH and ρ
G
HH vanish since P is a map of Lie algebras with kernel
H, and one has identified ρGGG with [ , ]g by conjugation by pr|G whose inverse
is s.
Let us now analyze the different components of the jacobiator of ρ.
Proposition 2.1. The vanishing of the components of the Jacobiator of ρ
gives the following constraints :
JGGGG : [ , ]g satisfies Jacobi identity,
JHGGG : χ is a “Chevalley-Eilenberg” cocycle (def 2.1),
JHGGH : H is a twisted g-module,
JHGHH : g acts by derivations of [ , ]h,
JHHHH : [ , ]h satisfies Jacobi identity.
The constraint coming from the vanishing of JHGGH ,
[ψ(g1), ψ(g2)] = adh(χ(g1 ∧ g2)) + ψ([g1, g2]),
is exactly equation (3). It can be reformulated, if one denotes by · the action
defined by ρHGH , as
g1 · (g2 · h)− g2 · (g1 · h) = adh(χ(g1 ∧ g2)) + [g1, g2]g · h.
In particular, one recognizes the relation defining H as a g-module, but
twisted by the term adh(χ(g1 ∧ g2)).
The use of the term Chevalley-Eilenberg “cocycle” is licit only when H is
actually g-module, i.e. when the twisting adh(χ(g1 ∧ g2)) vanishes.
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Proof. In this proof t := (e1, e2, e3), with ei := gi + hi ∈ g⊕ h. We have
JGGGG(t) =
∑

(ρGGG(eσ(1), ρ
G
GG(eσ(2), eσ(3))) + ρ
G
GH︸ ︷︷ ︸
0
(eσ(1), ρ
H
GG(eσ(2), eσ(3))))
=
∑

[g1, [g2, g3]g]g.
JGGGH(t) =
∑

(ρGGG(eσ(1), ρ
G
GH︸ ︷︷ ︸
0
(eσ(2), eσ(3))) + ρ
G
HG︸ ︷︷ ︸
0
((eσ(1), ρ
G
GG(eσ(2), eσ(3)))
+ ρGHH︸ ︷︷ ︸
0
(eσ(1), ρ
H
GG(eσ(2), eσ(3))) + ρ
G
GH︸ ︷︷ ︸
0
(eσ(1), ρ
H
GH(eσ(2), eσ(3))))
= 0.
JGGHH(t) =
∑

(ρGGG(eσ(1), ρ
G
HH︸ ︷︷ ︸
0
(eσ(2), eσ(3))) + ρ
G
HG︸ ︷︷ ︸
0
(eσ(1), ρ
G
GH(eσ(2), eσ(3)))
+ ρGGH︸ ︷︷ ︸
0
(eσ(1), ρ
H
HH(eσ(2), eσ(3))) + ρ
G
HH︸ ︷︷ ︸
0
(eσ(1), ρ
H
GH(eσ(2), eσ(3))))
= 0.
JGHHH(t) =
∑

(ρGHG(eσ(1), ρ
G
HH︸ ︷︷ ︸
0
(eσ(2), eσ(3)))
+ ρGHH︸ ︷︷ ︸
0
(eσ(1), ρ
H
HH(eσ(2), eσ(3))))
= 0.
JHGGG(t) =
∑
σ∈
(ρHGG(eσ(1), ρ
G
GG(eσ(2), eσ(3)))︸ ︷︷ ︸
♥1
+ ρHGH(eσ(1), ρ
H
GG(eσ(2), eσ(3)))︸ ︷︷ ︸
♥2
)
=
∑
σ∈
(χ(gσ(1), [gσ(2), gσ(3)]g) + gσ(1) · χ(gσ(2), gσ(3)))
= δχ(g1, g2, g3).
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JHGGH(t) =
∑
σ∈
(ρHGG(eσ(1), (ρ
G
GH︸ ︷︷ ︸
0
+ ρGHG︸ ︷︷ ︸
0
)(eσ(2), eσ(3)))
+ ρHHG(eσ(1), ρ
G
GG(eσ(2), eσ(3)))︸ ︷︷ ︸
∆1
+ ρHGH(eσ(1), ρ
H
GH(eσ(2), eσ(3)))︸ ︷︷ ︸
∆
′′
3
+ ρHGH(eσ(1), ρ
H
HG(eσ(2), eσ(3)))︸ ︷︷ ︸
∆
′
3
+ ρHHH(eσ(1), ρ
H
GG(eσ(2), eσ(3)))︸ ︷︷ ︸
∆2
)
=
∑
σ∈
([ψ(gσ(1)), ψ(gσ(2))]︸ ︷︷ ︸
∆3
− adh(χ(gσ(1) ∧ gσ(2)))︸ ︷︷ ︸
∆2
)
− ψ([gσ(1), gσ(2)])︸ ︷︷ ︸
∆1
)(hσ(3)).
JHGHH(t) =
∑
σ∈
(ρHHG(eσ(1), (ρ
G
GH︸ ︷︷ ︸
0
+ ρGHG︸ ︷︷ ︸
0
)(eσ(2), eσ(3)))
+ ρHGG(eσ(1), ρ
G
HH︸ ︷︷ ︸
0
(eσ(2), eσ(3))) + ρ
H
GH(eσ(1), ρ
H
HH(eσ(2), eσ(3)))︸ ︷︷ ︸
gσ(1)·[hσ(2),hσ(3)]h=1
+ ρHHH(eσ(1), ρ
H
HG(eσ(2), eσ(3)))︸ ︷︷ ︸
[−hσ(1),gσ(3)·hσ(2)]h=3
+ ρHHH(eσ(1), ρ
H
GH(eσ(2), eσ(3))))︸ ︷︷ ︸
−[gσ(2)·hσ(3),hσ(1)]h=2
=
∑
σ∈
(gσ(1) · [hσ(2), hσ(3)]h − [gσ(1) · hσ(2), hσ(3)]h
− [hσ(2), gσ(1) · hσ(3)]h).
JHHHH(t) =
∑

ρHHG(eσ(1), ρ
G
HH︸ ︷︷ ︸
0
(eσ(2), eσ(3))) + ρ
H
HH(eσ(1), ρ
H
HH(eσ(2), eσ(3)))
=
∑

[hσ(1), [hσ(2), hσ(3)]h]h.
One recalls the definition of the Chevalley-Eilenberg complex C•CE(l,M)
([3]), of the Nijenhuis and Richardson bracket ([7]), and introduce the sub-
complex C•> we will need.
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Definition 2.1. Let l be a Lie algebra and M a l-module. Their Chevalley-
Eilenberg complex is the graded space C(l,M) of antisymmetric linear maps
from l to M :
Cn(l,M) := L(∧nl,M),
with differential
δc(l1, . . . , ln) :=
∑
s
(−1)sls · c(l1, . . . , l̂s, . . . , ln)
+
∑
i<j
(−1)i+j+1c([li, lj], l1, . . . , l̂i, . . . , l̂j , . . . , ln),
where ̂ indicates the omission of the underneath term.
Moreover C•+1CE (l, l) comes equipped with the Nijenhuis-Richardson graded
Lie bracket
[P,Q] := iPQ− (−1)
pqiQP, (9)
where
iPQ(l0, . . . , lp+q) :=
∑
σ
sign(σ)Q(P (lσ(0), . . . , lσ(q)), lσ(q+1), . . . , lσ(p+q))
with σ in S(p,q+1), the set of permutations such that σ(0) < · · · < σ(q + 1)
and σ(q + 2) < · · · < σ(p+ q + 1).
Remark 2.2. When M = l [7] have remarked that d = adρl, where ρl is the
bracket of l seen as an element of C1+1CE (l, l).
Lemma 2.1. Let g and h be two Lie algebras. h is a g ⊕ h-module via the
adjoint action of h on itself. One defines the complex C>(g ⊕ h, h) as the
subcomplex of C(g⊕ h, h) defined by
C>(g⊕ h, h) ≃
⊕
(m,n)∈N∗×N
Cm,n,
where the projection on Cm,n is given by restricting elements of C(g ⊕ h, h)
to ∧mg ⊗ ∧nh. It is a sub-diferential graded Lie algebra of C(g ⊕ h, g ⊕ h)
endowed with the Nijenhuis-Richardson bracket. Its degree 0 part is abelian
and consists of ad-nilpotent elements. We will denote by (L, d, [ , ]) this
differential graded Lie algebra.
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Remark 2.3. In the above lemma we implicitely used the canonical isomor-
phism
∧•(g⊕ h) ≃ ∧•g⊗ ∧•h,
We will denote by the same symbol an element and its image by this isomor-
phism. When the algebras are finite dimensional, one has
L ≃ C(h, h)⊗ C+(g,K),
where the first term is a dgLa, while the second is a commutative graded
algebra.
Proof. We start by showing that C> is closed under d. Our starting point is,
thanks to remark 2.2, that d = adρg + adρh. But one has
adρg(C
m,n) ⊂ Cm+1,n.
Indeed, if c ∈ Cm,n, one has, since ρg ∈ ∧
2g∗ ⊗ g,
iρgc ∈ C
m+1,n
and since ρg admits only terms in g one has clearly
icρg = 0 ∈ C
m+1,n.
Similarly one can show that
adρh(C
m,n) ⊂ Cm,n+1.
Therefore
d(C>) ⊂ C>.
We now prove that C> is closed under [ , ]. Let c1 ∈ C
m1,n1 and c2 ∈
Cm2,n2. One has immediately that
ic1c2 ∈ C
m1+m2,n1+n2−1.
Then
[c1, c2] ∈ C
m1+m2,n1+n2−1.
In particular, any element is ad-nilpotent.
Clearly L(g, h) = C1,1 is abelian. From the above we see that it consists
of ad-nilpotent elements.
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Lemma 2.2. Let g and h be Lie algebras on G and H, then
JHGGG + J
H
GGH + J
H
GHH = 0 ⇐⇒ ρ
H
GG + ρ
H
GH ∈MC(L).
Proof. Let c = ρHGG + ρ
H
GH ∈MC(L). We analyze the equality
(δc+
1
2
[c, c])(e1, e2, e3) = 0,
where ei := gi + hi ∈ g⊕ h.
By definition,
δc(e1, e2, e3) = −
∑
σ∈
c(eσ(1), [eσ(2), eσ(3)]g+h) + eσ(1) · c(eσ(2), eσ(3))
but
c(eσ(1), [eσ(2), eσ(3)]g+h) = ρ
H
GG(gσ(1), [gσ(2), gσ(3)]g)︸ ︷︷ ︸
♥1
+ ρHGH(gσ(1), [hσ(2), hσ(3)]h)︸ ︷︷ ︸
1
− ρHGH([gσ(2), gσ(3)]g, hσ(1))︸ ︷︷ ︸
∆1
,
eσ(1) · c(eσ(2), eσ(3)) = [hσ(1), ρ
H
GG(gσ(2), gσ(3))]h︸ ︷︷ ︸
∆2
+ [hσ(1), ρ
H
GH(gσ(2), hσ(3))]h︸ ︷︷ ︸
2
− [hσ(1), ρ
H
GH(gσ(3), hσ(2))]h︸ ︷︷ ︸
3
,
and
1
2
[c, c](e1, e2, e3) = −
∑
σ∈
c(eσ(1), c(eσ(2), eσ(3)))
with
c(eσ(1), c(eσ(2), eσ(3))) = ρ
H
GH(gσ(1), ρ
H
GG(gσ(2), gσ(3)))︸ ︷︷ ︸
♥2
+ ρHGH(gσ(1), ρ
H
GH(gσ(2), hσ(3)))︸ ︷︷ ︸
∆3
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Regrouping the terms marked with ∆ (resp ♥, ) gives the expression
of JHGGH (resp J
H
GGG, J
H
GHH) which was computed in the proof of lemma 2.1.
Note that ∆3 = ∆
′
3 +∆
′′
3 thanks to remark 2.3.
Corollary 2.1.
Z2nab(g, h) ≃MC(L).
Proof. By proposition 1.1, we know that an element in Z2nab(g, h) is the same
thing as an extension e of g by h. But remark 2.1 tells that it boils down
to the fact that the Jacobiator of the bracket ρ := ρGGG + ρ
H
GG + ρ
H
GH + ρ
H
HH
vanishes.
Since g and h are supposed to be Lie algebras, proposition 2.1 tells that
this is equivalent to the vanishing of JHGGG + J
H
GGH + J
H
GHH , which in turn
means (lemma 2.2) that ρHGG + ρ
H
GH ∈MC(L).
2.2 Non abelian cohomology as Deligne groupoid
Proposition 2.2. Equivalence in Z2nab(g, h) coincides with gauge equivalence
in MC(L).
Proof. By lemma 2.1, it is legitimate to consider the Deligne groupoid of L.
We recall, by definition 1.6 and formula (1), that two elements c and c′ in
MC(L) are equivalent if there exists β in g∗ ⊗ h such that
c′ = eadβc+ gβ.
with
gβ := −
∑
n∈N
1
(n+ 1)!
adβ
ndβ.
Let us consider c := ψ + χ, and denote ei = gi + hi ∈ g⊕ h.
eadβ(ψ + χ)(e1, e2) = (ψ + χ + [β, ψ + χ] +
1
2
[β, [β, ψ + χ]] + . . .
︸ ︷︷ ︸
0
)(e1, e2)
= ψ(e1, e2) + χ(e1, e2) + ψ(β(g1), g2) + ψ(g1, β(g2))
= ψ(g1, h2)− ψ(g2, h1) + χ(g1, g2)− ψg2(β(g1)) + ψg1(β(g2)),
We now compute gβ. One has
−dβ(e1, e2) = −[ρg + ρh, β](e1, e2)
= −β([g1, g2]g) + [β(g1), h2]h + [h1, β(g2)]h
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and
−[β, dβ](e1, e2) = +2[β(g1), β(g2)]h.
More generally, for n > 1
(adβ)
n(dβ) = 0.
Therefore, one has
gβ = −β([g1, g2]g) + [β(g1), h2]h + [h1, β(g2)]h + [β(g1), β(g2)]h.
Combining these results gives
c′(e1, e2) = c(e1, e2) + ad
h
β(g1)
(h2)− ad
h
β(g2)
(h1) + ψg1(β(g2))− ψg2(β(g1))
+ [β(g1), β(g2)]h − β([g1, g2]g).
On the other hand, seen as elements in Z2nab(g, h), the two cocycles c and
c′ are equivalent if equations (5) and (6) are satisfied, i.e., using remark 2.3,
if
c′(e1, e2) = c(e1, e2) + ad
h
β(g1)
(h2)− ad
h
β(g2)
(h1) + ψg1(β(g2))− ψg2(β(g1))
+ [β(g1), β(g2)]h − β([g1, g2]g).
hence the proposition is proved.
3 Abelian cohomology as tangent complex
We now want to explain how the classification of abelian extensions of Lie
algebras fits into the picture given by Theorem 2.1.
We start by recalling the notion of abelian extension.
Definition 3.1. Let g be a Lie algebra and let H be a g-module. An abelian
extension e of g by H is a short exact sequence of the form
0→ H → e→ g→ 0.
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Such extension are also considered modulo equivalence :
Definition 3.2. Let e and e′ be two extensions of g by H. They are said to
be equivalent if there exists a commutative diagram
0 // H // e //
ϕ

g // 0
0 // H // e
′ // g // 0.
Analogously to proposition 1.1 of the non-abelian case, one has, in terms
of the Chevalley-Eilenberg cohomology recalled in definition 2.1 :
Proposition 3.1. Abelian extensions of the Lie algebra g by the g-module
H are classified, modulo equivalence, by H2(g, H).
Proof. This resust is standard [3] and can be seen as a special case of propo-
sition 1.1. One simply needs to read again section 1.2 keeping in mind that
now ψ := ρHGH is fixed, defines a g-module structure on H and that [ , ]h = 0.
In particular, with these constraints equation (3) is automatically satisfied,
while equation (4) means that χ is a Chevalley-Eilenberg 2-cocycle. Equa-
tion (5) means that ψ is constant while equation (5) now means that χ and
χ′ differ by a Chevalley-Eilenberg coboundary.
We recall the notion of twisting gα of a dgla g by a Maurer-Cartan element
α, sometimes also called tangent complex at α.
Definition 3.3. Let g = (V, [ ], d) be a differential graded Lie algebra and
let α ∈ MC(g) be one of its Maurer-Cartan elements. The tangent complex
of g at α is the differential graded Lie algebra gα = (V, [ ]α, dα) where
[u, v]α = [u, v]
and
dα(u) = d(u) + [α, u], (10)
for u and v in V .
Proposition 3.2. Let g be a Lie algebra and H be a g-module. We denote by
α = ρHGH the module structure ρ
H
GH : g×H 7→ H, or more precisely (remark
2.3) its anti-symetrization. With the notations of lemma 2.1 and definition
2.1, (C(g, H), δ) is a sub dgLa of Lα.
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Proof. It is clear that C(g, H) is an abelian subalgebra of (L, [ , ]). It suffices
now to identify dα with the Chevalley-Eilenberg coboundary operator δ. One
can remark that since h := H is abelian, d takes the form
dc(g1, . . . , gn) =
∑
i<j
(−1)i+j+1c([gi, gj]g, g1, . . . , ĝi, . . . , ĝj, . . . , gn).
On the other hand, by definition of the Nijenhuis-Richardson bracket (equa-
tion (9)),
[α, c] = iα(c)︸ ︷︷ ︸
0
− (−1)|α||c|ic(α),
so in particular, since |c| = n− 2 and |α| = 1,
[α, c](g1, . . . , gn) = −(−1)
n−2
∑
σ∈S(1,n−2)
sign(σ)α(c(gσ(0), . . . , gσ(n−2)), gσ(n−1))
= −(−1)n−3
n∑
i=1
(−1)n−iα(gi, c(g1, . . . , ĝi, . . . , gn))
=
n∑
i=1
(−1)−igi · c(g1, . . . , ĝi, . . . , gn).
Therefore, by definition of dα (equation (10)), one has
dα = δ.
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