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Assistive technologies aim to provide assistance to those who
are unable to perform various tasks in their day-to-day lives with-
out tremendous difficulty. This includes—amongst other things—
communicating with others. Augmentative and adaptive commu-
nication (AAC) is a branch of assistive technologies which aims
to make communicating easier for people with disabilities which
would otherwise prevent them from communicating efficiently
(or, in some cases, at all). The input rate of these communica-
tion aids, however, is often constrained by the limited number of
inputs found on the devices and the speed at which the user can
toggle these inputs. A similar restriction is also often found on
smaller devices such as mobile phones: these devices also often
require the user to input text with a smaller input set, which often
results in slower typing speeds.
Several technologies exist with the purpose of improving the
text input rates of these devices. These technologies include am-
biguous keyboards, which allow users to input text using a single
keypress for each character and trying to predict the desired word;
word prediction systems, which attempt to predict the word the
user is attempting to input before he or she has completed it;
and word auto-completion systems, which complete the entry of
predicted words before all the corresponding inputs have been
pressed.
This thesis discusses the design and implementation of a sys-
tem incorporating the three aforementioned assistive input meth-
ods, and presents several questions regarding the nature of these
technologies. The designed system is found to outperform a stan-
dard computer keyboard in many situations, which is a vast im-
provement over many other AAC technologies. A set of experi-
ments was designed and performed to answer the proposed ques-
tions, and the results of the experiments determine that the corpus
used to train the system—along with other tuning parameters—
have a great impact on the performance of the system. Finally, the
thesis also discusses the impact that corpus size has on the mem-
ory usage and response time of the system.
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Chapter 1
Introduction
Assistive technologies are designed to improve the quality of life
of people with disabilities, or are working in situations where nor-
mal operation is restricted. Such technologies can make many
tasks easier, such as hearing (through the use of hearing aids),
reading (through the use of text-to-speech systems) or walking
(through the use of a mobility scooter). An assistive technology
can vary in complexity from something as simple as a screen mag-
nifier to something far more complicated, such as brain-computer
interfaces.
A common category of assistive technologies is assistive input
methods—a type of technology for assistive and augmentative
communication (AAC)—which enable communication for people
who are unable to communicate (or would have a large amount
of trouble communicating) otherwise. In the health domain, assis-
tive input methods are designed to aid people with a wide range
of disabilities, from full-body muscular diseases (such as amy-
otrophic lateral sclerosis (ALS) or locked-in syndrome) to speech
disabilities (such as verbal dyspraxia). Assistive input methods
can be used to aid in entering text into a computer system, which—
depending on the disability—can then be used to control the com-
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puter system or processed using a speech synthesis engine in or-
der to communicate with others directly through natural language.
While assistive input methods greatly benefit people who wo-
uld be otherwise unable to communicate, the technologies can
also aid able-bodied people in situations where regular typing
systems are impractical. A common scenario where these meth-
ods are useful is encountered by many people on a daily basis
in the form of text entry on a mobile device. Due to the lim-
ited space afforded by many of these devices (especially in the
pre-smartphone era), a full keyboard is often impractical; instead,
many of the smaller phones opt for a reduced keypad contain-
ing only 12 keys. Even today, many people struggle with entering
text using a full keyboard on a smaller device; software which em-
ulates the 12-key input system of older devices continues to offer
an alternative input method for these users. The T9 system [30]
found on many of these devices is an example of an assistive in-
put method designed for users of these devices.
Assistive input methods—including those found on mobile de-
vices—often demonstrate much lower performance than a stan-
dard full-sized keyboard, and as a result, can be frustrating to
use for many users. This thesis aims to design an assistive input
method which improves on the performance of existing methods
by providing performance comparable to that of a standard key-
board. Furthermore, this thesis will also look at the impact of var-
ious tuning parameters and configuration options on the perfor-
mance of the system, and design a set of experiments to determine
the extent of this.
1.1. TYPES OF ASSISTIVE INPUT 3
1.1 Types of assistive input
An assistive input method is an assistive technology designed to
aid the entry of text in any situation, whether the aim is to enter
text faster or easier using either a limited interface (i.e. a limited
set of keys or other inputs) or a standard, full keyboard.
Ambiguous keyboards are designed for the former situation
by mapping multiple characters to a single key or input, attempt-
ing to provide users with a method of typing efficiently with a
limited key set.
Sentence-level word prediction is a technique which aims to
improve the typing speed of a user with a full keyboard by sug-
gesting words which the user may wish to type before the word
has been fully entered. As per the name, the suggested words
are generated from the context in which the user is typing—that
is, they are based on the words previously entered as part of the
current sentence.
Word auto-completion is a technique similar to word predic-
tion, in that it also attempts to predict the word the user desires
before he or she completes entering it; however, the primary dif-
ference is that the word is automatically entered, allowing the user
to accept it with a single keystroke and continue typing the follow-
ing word. Along with word prediction, word auto-completion is
designed to improve the text entry rates of standard keyboards
(although both methods can be equally used with limited input
keyboards). Several other assistive inputs exist for improving text
entry rates, including auto-correct and auto-fill systems; however,
these were not considered for this research
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1.1.1 Ambiguous keyboard
An ambiguous keyboard is a common assistive input method wh-
ich allows us to map multiple letters to a single input key, with an
internal speller model being used to determine which mapped let-
ter is desired [30]. An ambiguous keyboard allows users to type
using the full range of keyboard keys in systems with a limited set
of inputs, making it impossible to achieve a one-to-one mapping
between letters and inputs. Additionally, the system allows enter-
ing a single letter with a single keystroke, with a disambiguation
algorithm used to determine the desired character. The fewer in-
puts available to a system naturally results in a larger number of
characters mapped to each input key; where possible, it is desir-
able to increase the number of inputs into the system, as this will
improve the performance of an ambiguous keyboard. It is natu-
rally not possible to increase the number of inputs in situations
where the inputs are defined by hardware, but occasionally this
number is defined in software as a tunable parameter—for exam-
ple, in various paradigms in the field of brain-computer interac-
tion (BCI; see Section 1.2.1).
An ambiguous mapping is usually required to be designed
in such a way that minimizes the cognitive load imposed upon
the user when mentally mapping letter to the input. This is of-
ten achieved by requiring that the letters are kept in order across
the inputs. This requirement can be relaxed in certain situations
where the underlying mapping (and therefore the keyboard am-
biguity) is hidden from the user. In these situations, the keyboard
can, in fact, be presented naturally (for example, in alphabetical
order or in the QWERTY format).
The aforementioned T9 keyboard—often called predictive text—
allows users to type and select one of several words associated
with an input sequence: for example, entering the key sequence
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63 (associated with the letter groups (mno) and (def), respec-
tively) on a standard T9 keyboard will suggest both “me” and “of”
as matches. The mapping of multiple words to a single key se-
quence (resulting from mapping multiple letters to a single key)
is hence why the input method is referred to as an ambiguous key-
board. The T9 keyboard is provided as an alternative to the stan-
dard multi-tap keyboard found on many older mobile phones,
which requires several taps to enter in certain characters—despite
also mapping multiple letters to a single key, this keyboard is not
ambiguous, as the number of key presses determines the desired
letter as the word is being typed (rather than presenting a list of
matches to the user at the conclusion of word input).
1.1.2 Word prediction
While an ambiguous keyboard aims to offer as close as possible to
the same performance as a traditional keyboard with fewer keys,
word prediction aims to outperform standard input methods re-
gardless of the number of available inputs [16, 78]. Input methods
incorporating word prediction achieve such a performance boost
by reducing the number of keystrokes required to input a word
by suggesting a list of words the user may be attempting to in-
put before he or she has finished typing the word. For example, if
the user enters the character sequence “typ”, the speller may pre-
dict and present “typing” as a suggestion. This allows the user
to complete the word with fewer keystrokes, resulting in a total
cost of four or five (depending on implementation) keystrokes for
a six letter word. By continually and accurately suggesting words
for the user to insert, the user is potentially able to input text at a
much higher rate.
English text tends to contain structures known as collocations—
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sequences of words which occur frequently together. Sentence-
level word prediction is a subclass of word prediction systems
which offer predictions based on words previously typed in the
current sentence. These systems are able to benefit from the exis-
tence of collocations by taking the immediate context into account
when sorting suggestions. By considering the previously entered
words, the system is able to rank the suggested words based on
the frequency at which they follow the entered sequence. Nat-
urally, a predictive speller can only make suggestions based on
what the system has seen before, and therefore the usefulness of
its suggestions is based entirely on the data originally shown to
the system to train it.
1.1.3 Text auto-completion
The technique of text auto-completion refers to automatically in-
serting text, allowing the user to skip a certain amount of typ-
ing and continue naturally on to the following text [69]. Word
auto-completion is a specific type of auto-completion which com-
pletes a word based on the previously entered letters in the cur-
rent word. There is no restriction on where candidates for auto-
completion are taken: they can be sourced from a list of sugges-
tions provided by a word prediction technique, a list of matches
from an ambiguous keyboard, or from some other source entirely.
The technique which arguably benefits the most from auto-comp-
letion is sentence-level word prediction; in this pairing, the first
letters of the next word need not be entered before a suggestion
can be auto-completed. With the added benefit of collocations,
this allows a user to enter an entire phrase by only entering the
first letters of the first word.
Text auto-completion is designed to improve typing speeds;
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however, it is difficult to measure the true impact of auto-comp-
letion on a user’s ability to type, as the input method introduces
a new source of cognitive load [31]. For this reason, the raw key-
stroke savings do not always reflect the true performance increase
when used by a human operator, as each keystroke must be more
carefully considered before being entered. Despite this, the num-
ber of keystrokes saved using auto-completion is high enough to
justify continued use of it as an input method, at least in the case
of word auto-completion [34, 56].
1.1.4 Other assistive input technologies
Keyboards featuring auto-correct systems [15] have gained in pop-
ularity greatly with the rise of the smartphone. Since the release of
Apple’s iPhone in 2007, the majority of keyboards used on smart-
phones are able to detect misspellings and correct them without
user intervention. This allows the user to type at much higher
rates, as it is not necessary to obtain 100% keypress accuracy. How-
ever, auto-correct systems are themselves not always accurate, and
can erroneously replace words entered by the user if the word
is not in the keyboard’s internal dictionary; this can be a source
of frustration for the user. For this reason, the user of an auto-
correcting keyboard must constantly check to ensure the words
entered have not been changed by an overzealous auto-correct
system, which introduces an additional cognitive load. Auto-cor-
rect was not considered for this research due to the difficulty in
measuring the performance benefit of the system: the system re-
lies on user error, which is dependent on more variables than sim-
ply the text being entered into the system.
Another type of assistive input is the auto-fill functionality of
many modern web browsers. Because many text forms on the
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Internet require the user to enter his or her personal details, mod-
ern web browsers can store this (and other) frequently-entered in-
formation for the user and automatically fill forms on other web
pages. This prevents the need for users to constantly type the
same information. However, auto-fill is not useful in general text
input situations, and was therefore not considered for this research.
1.2 Motivation
At the beginning of this chapter, the concept of assistive technolo-
gies was introduced as being especially beneficial to people with
disabilities. Assistive input systems can benefit such people by
providing a means for them to communicate with others—a po-
tentially difficult or even impossible task otherwise, depending on
the extent of their disabilities. Assistive and augmentative com-
munication (AAC) systems often provide a specially-designed in-
terface to allow disabled people to communicate—examples of
these interfaces include gaze tracking systems, which allow text
entry by tracking eye movement as the user looks at targets, and
sip-and-puff systems, which gives the user binary control over a
selection mechanism. These hardware interfaces severely hamper
text entry due to the time required to enter a single character.
The limited rate at which a user can enter text using these sys-
tems can be a major source of frustration, especially when it limits
the amount of text they are able to comfortably input. By reducing
the number of (what are effectively) keystrokes required to enter
an arbitrary amount of text, it is possible to increase the amount
of text which a user of one of these technologies is able to com-
fortably enter in a session. It is this reduction in keystrokes that
the word prediction and auto-completion aspects of the assistive
input system aim to achieve. Furthermore, the performance of
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many of these systems are dependent on the number of differ-
ent characters that can be entered; for example, the gaze tracking
system is more accurate the fewer selections it must differentiate
between, and the sip-and-puff system is more efficient the fewer
characters it must cycle through. To reduce the number of selec-
tions, the ambiguous keyboard is used.
Earlier in this chapter, mobile devices were presented as an-
other of the major motivations for this research. The T9 predictive
text entry system was earlier introduced as a common text entry
method for traditional mobile phones (that is, non-smartphones).
These phones are, for the most part, required to use ambiguous
keyboards due to their form factor—they are simply not big enou-
gh to house a full keyboard. Modern smartphones alleviate this
issue thanks to their bigger size, and the majority include a full
QWERTY keyboard. Both of these types of mobile entry methods
would benefit from the speed improvements provided by word
prediction and auto-completion—however, memory limitations
could mean that only the more modern devices would be able to
include these systems. Along with text entry using a standard
computer keyboard, text input on a mobile phone acts as a sec-
ondary motivation for this research.
Assistive technologies and mobile devices provided the two
major motivations for this work and provided justification for the
majority of the decisions made during the engineering of the sys-
tem; however, they are not the only hardware interfaces which
benefit from more efficient text entry. Many text editors available
for various operating systems include a primitive form of word
prediction, providing a list of words previously entered into the
current document. This can often be used to increase the rate at
which typing is possible—however, it does not take advantage of
language models or sentence-level prediction. Along with simple
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text entry, more specific systems could benefit from assistive in-
put methods, such as code completion for software development
in an integrated development environment (IDE).
1.2.1 Brain-computer interfaces
Brain-computer interfaces (BCI) are a special class of assistive tech-
nology which allows users to provide input into a system through
use of a special electroencephalographic (EEG) headset which is
able to read electrical activity within the user’s brain [59]. BCI
systems work with one of several paradigms, including imagined
motor movement (by reading mu- and beta-rhythms) and visu-
ally evoked potentials (VEP; such as steady-state evoked poten-
tials (SSVEP) and P300 signals).
A common application of BCI is a visual speller: a method of
entering text by presenting the user with a visual representation
of a keyboard (which may consist of a full set of letters [49, 57] or
groups of letters [7]). These visual spellers can be controlled by
any of the aforementioned paradigms—and while each has their
own advantages and disadvantages, all except SSVEP are limited
in the number of available system inputs. When compared with
text entry on a mobile device with 12 keys, BCI devices have a
considerably smaller input set; often a device will have only 4 or
5 inputs available. For this reason, BCI spellers rely heavily on
ambiguous keyboards.
Despite increasing interest in the field of BCI—and the rapidly
decreasing cost of consumer devices (with some selling for under
$1000 USD)—visual spellers are still not often considered to be vi-
able alternatives to other assistive technologies. The deciding fac-
tor in this is likely to be the speed at which text can be entered us-
ing them; for example, one of the best performing visual spellers
1.2. MOTIVATION 11
is the Hex-o-Spell system, with which users have been measured
to obtain up to only 7.6 characters per minute (CPM) [12]. This
speed is seen as prohibitively slow in almost all use cases. As a re-
sult, brain-computer interfaces are often regarded as a last resort
for AAC.
That the existing visual speller systems are so slow provided
the original primary motivation for this research. As the time re-
quired to input text increases, the effect of performance increases
exhibited by assistive input methods such as word prediction be-
come much more noticeable. This motivation was the driver be-
hind several of the decisions made during the construction of the
assistive input method, including the addition of an ambiguous
keyboard (a requirement for many BCI paradigms) and the re-
moval of the requirement for ambiguous keyboard splits to be or-
dered. The latter decision is based on the fact that the way the
internal keyboard split is represented is not tied to the visual dis-
play of this split—the keyboard split must be displayed to the user
in a sensible order to improve usability, but this disassociation al-
lows any keyboard split to be used, as long as the split is displayed
in order in the user interface. The specific factor that makes this
possible depends on the paradigm, but—generally speaking—it is
based on the fact that the position of elements are irrelevant to the
BCI system (the important factor is, for example, the frequency of
visual pulsations for SSVEP spellers).
Communication aids—such as brain-computer interfaces and
other assistive technologies—and mobile devices both serve as
motivations for this thesis, as it is these two classes of input meth-
ods which would benefit most from increased input rates. To this
end, this thesis looks to design and implement an assistive input
system which will provide increased performance, as well as eval-
uating the parameters which have the biggest impact on perfor-
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mance. The specific goals which will achieve this target are de-
scribed henceforth.
1.3 Goals
The class of assistive technologies known as assistive input meth-
ods incorporates several different text entry systems, including
ambiguous keyboards, word prediction systems, auto-completing
keyboards, and more. Each of these input methods serve a differ-
ent purpose, whether it be supporting text entry with an incom-
plete set of inputs, or increasing the speed with which a user can
enter text. Assistive input methods generally have several config-
urable parameters which can be adjusted to obtain optimum per-
formance. This main goal of this research is to determine whether
it is possible to create an all-encompassing input method which al-
lows users to input text at a high rate with a limited set of inputs.
An additional, secondary goal of this research is to determine the
impact of corpus size on the memory usage and response time of
the system. By developing and evaluating this system, this thesis
intends to answer the following four questions:
1. Can an input method be devised which allows input using
a limited entry method at speeds comparable to (or better
than) a standard keyboard?
2. What is the impact of various tuning parameters on the per-
formance of the assistive typing system?
3. How does the size, domain and writing style of the corpus
used to train the system affect the performance of the com-
bined input method?
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4. How is the response time and memory usage of the system
affected by the size of the corpus loaded into the system?
In achieving these goals, this thesis contains three major con-
tributions:
1. A novel assistive input method which demonstrates equal
(or better) performance than a standard keyboard;
2. An evaluation framework which can be used to investigate
effects of the training corpus and tuning parameters; and
3. An analysis of the effects that the training corpus and tuning
parameters have on the performance of the system.
1.3.1 Efficiency targets
As previously mentioned, one of the main goals of the research
was to determine whether the performance of an assistive input
method could improved such that it reaches speeds comparable to
that of a standard keyboard. To formalize this, the assistive input
method developed for this research attempts to achieve a lower
keystroke per character (KSPC; see Section 5.1 for more details
on this measure) count than 1.0, which is the KSPC of a standard
keyboard. This is the measure that the experiments described in
Chapter 5 and the results presented in Chapter 6 will be compared
to.
Although the assistive input system was designed to match the
efficiency of a standard keyboard, many of the cases in which this
category of input method is used have severely limited hardware
available when compared with the contemporary computers on
which these experiments were performed. While newer mobile
phones do not suffer as much from such limitations due to recent
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major advances, even they have limited available memory and
storage capacities when compared with the potential size of a cor-
pus used to train the system. Additionally, Section 3.4.1 presents
the concept of a minimum response time for the system. Section
3.4.3 investigates the relationship between corpus size and mem-
ory usage, as well as the relationship between corpus size and
system response time with the system running on a modern com-
puter; the results of this investigation determines the ability for
the assistive input method to run on systems of varying power.
1.4 Chapter summary
The first chapter of this thesis introduced the concept of an assis-
tive technology, and gave an overview of the many different types
of assistive technologies available for text entry. The three main
types of assistive input—the three which form the basis of the
system used for this research—were described in detail. Follow-
ing the introduction of these concepts and systems, the motivation
for this research was outlined (including the major motivation in
the form of brain-computer interfaces). From this motivation, the
goals of this research were detailed—it is these goals which the
remainder of this thesis will aim to meet.
1.4.1 Layout of thesis
This chapter introduced the concept of an assistive technology,
and discusses the various types of assistive input. The motiva-
tion for this research was also introduced, along with a discussion
of brain-computer interfaces and their relation to assistive input.
The goals that this thesis will attempt to achieve were also pre-
sented. Chapter 2 investigates the background of assistive tech-
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nologies and reviews several works related to this thesis. Chapter
3 details the design of the system used to investigate the proper-
ties of assistive input technologies which are being evaluated in
this research, and covers the decisions that went into constructing
such a system to meet the aforementioned goals. The chapter also
includes the experiments used to measure the impact of corpus
size on the response time and memory usage of the system. Fol-
lowing this, Chapter 4 details the corpora which were constructed
for use in this research, while Chapter 5 designs a set of experi-
ments which use the corpora to evaluate the system. Chapter 6
presents the results obtained from the experiments which were
run to evaluate the system, while providing a discussion on these
results. The final chapter, Chapter 7, provides several conclusions
for the thesis, and outlines directions for future work in the area.
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Chapter 2
Background
For many people with disabilities, even the most menial of every-
day tasks can be difficult to perform. Assistive technologies aim to
make it easier for such people to perform these tasks, by provid-
ing aids to assist them. Such tasks are wide ranging, and can be
as simple as hearing clearly or reading easier, to something more
complex such as interacting with a computer. Assistive technolo-
gies are not only useful to those who find certain functions diffi-
cult to perform unaided, but also useful for people in situations
where they are constrained by their environment—for example,
interacting with a computer when their hands are occupied, or
entering text on a small device.
Aids for entering text fall under a special class of assistive
technology known as augmentative and adaptive communication
(AAC): adaptive technologies which are designed to allow users
to communicate where they would be otherwise unable to. The
remainder of this chapter will investigate the history of assistive
technologies in general, as well as providing an in-depth back-
ground into AAC systems. The three AAC technologies incorpo-
rated into the design of the assistive input method created for this
thesis are ambiguous keyboards, word prediction systems and
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word auto-completion; as such, background into these three tech-
nologies in particular will be presented in the following sections.
2.1 Assistive input systems
Assistive technologies span a wide range of tools and aids, from
hearing aids to screen readers. AAC technologies—a subset of as-
sistive technologies—improve the efficiency with which users can
communicate using computerized communication aids. These aids
require input from the user which meets their requirements set
forth by their disability; this input is necessary for selecting the
correct symbols used to generate communication signals (whether
this is text or speech). Low-tech systems include physical switches
to trigger pre-recorded phrases, head/mouth tubes, gaze trackers,
or a simple joystick or trackball system [4, 28].
A modern, high-tech type of assistive input system is a brain-
computer interface (BCI). BCI systems were designed as a way
of interacting with a computer for people with severe motor dis-
abilities. The systems work by reading electrical signals from the
user’s brain through a headset, which detects surface-level elec-
troencephalographic (EEG) signals. Signals which are used to con-
trol the system include visually evoked potentials (VEP) and imag-
ined motor movement, amongst others. The interfaces have been
used for many different purposes, including controlling robotic
movement (such as an electric wheelchair [44, 58] or a prosthetic
arm [36, 66]), other control tasks [52], and text input via a vi-
sual speller [17, 23, 57, 75]. As discussed in Section 1.2.1, brain-
computer interfaces were one of the primary motivations for this
research, as they suffer from almost intolerably slow input rates—
by using assistive text entry techniques such as ambiguous key-
boards and word prediction, these interfaces could see a great in-
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crease in performance.
2.2 Assistive text entry
Assistive technologies are commonly employed to make commu-
nication easier for people with physical disabilities which prevent
them from otherwise communicating efficiently. These tools en-
able AAC, a tool-assisted method of enabling people to produce
communication signals who would otherwise struggle to commu-
nicate with others due to physical restrictions. Part of the early re-
search into these communication aids involved the development
of a standard construction of such a tool [55, 63, 64]. The accepted
standard for separating communication aids into individual com-
ponents was proposed in 1981 [9], and considers an assistive input
tool to consist of four components:
• An input device to translate user’s movement into input;
• Output devices to display the selected symbols;
• A selection algorithm to choose the correct symbol from the
input signals; and
• A prompting device to show the user which symbols are cur-
rently available for selection.
This thesis presents an assistive input method which is de-
signed to allow for text entry using a limited key set at a rate com-
parable to that provided by a standard keyboard. While there is
no restriction on what type of hardware, a simple implementation
is a small keyboard with a small number of keys, such as those
found on mobile devices. Using this as an example, the input de-
vice refers to the keys on such a keyboard, which allow not only
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text input, but also the selection of suggestions by the ambiguous
keyboard and word prediction systems. The output devices refer to
the screen, which also doubles as the prompting device. The selection
algorithm refers here to two separate constructs—the disambigua-
tion algorithm used by the ambiguous keyboard, and the sorting
algorithm used by the sentence-level word prediction system.
The history of the three major classes of assistive text entry—
ambiguous keyboards, word prediction and word auto-comple-
tion—is presented in this section. Much of the research into AAC
has also looked towards leveraging social contexts in an effort to
improve the ability of people (especially children) with disabilities
such as autism to communicate [8, 61]; however, this thesis will
only consider solutions to the mechanical aspect of this problem.
2.2.1 Ambiguous keyboards
The English language contains upwards of 50% redundancy due
to the structure of the the written language; for example, graph-
emes such as “pq” never occur, while “er” occurs very frequently.
Ambiguous keyboards take advantage of this fact by mapping
multiple input characters to each input, and algorithmically dis-
ambiguating based on language models. One of the earliest moti-
vations for ambiguous keyboards was AAC, as a number of char-
acteristics of ambiguous keyboards provide potential benefits for
users of AAC. The three goals of this research that resulted in
benefits for AAC users were the reduced number of inputs re-
quired to use an ambiguous keyboard, the reduced number of
keystrokes required to input text, and the familiarity of ambigu-
ous keyboards to users of AAC (thanks to the prevalence of T9
on mobile phones—although this benefit was not made clear un-
til later) [39]. The first commercially-available implementation of
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an ambiguous keyboard was the T9 system [30], which was (and
is still being) used in many mobile phones. While AAC is often
not considered a motivation for modern research into ambiguous
keyboards [39], this was not the case for the T9 system—the ma-
terial regarding the development of such explicitly listing it as a
major motivation during the development of the system [37, 42].
The concept of an ambiguous keyboard was originally pro-
posed in two separate papers [27, 38]. Unlike modern ambigu-
ous keyboard systems, the systems proposed in these studies re-
lied on manual disambiguation: that is, they required the user to
manually select which letter was to be entered at each keypress.
This was done by requiring the user to perform two selections
to enter a single letter: the first to select the key containing the
character group, and the second to select the character to enter.
While this reduced the reliance on disambiguation algorithms to
successfully predict the user’s desired character (which, in turn,
avoided the need for language models or training corpora), the
performance (in raw keystroke cost) is approximately half that
of later “predictive text” style ambiguous keyboards. In the mo-
bile phone domain, these older ambiguous keyboards are more
similar to multi-tap input methods—that is, a keyboard which re-
quires the user to tap a key multiple times in quick succession to
select the desired character—than predictive text systems such as
the modern T9 keyboard [30].
Several years after the advent of the original systems, research
began looking at ambiguous keyboards using statistical models
to perform character-based disambiguation. Levine et al [47] pro-
posed a technique based on requiring the user to disambiguate
each character as entered—this differs from the aforementioned
manual disambiguation as the character disambiguations were
sorted according to character-level statistics. This technique relies
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on a statistical model based on a language model to determine
which characters are mostly likely to follow the previous n char-
acters of the current word (where n is a tunable parameter). This
system was found to improve on the manual disambiguation key-
boards, but the performance was much worse than subsequent
automatic word-level ambiguous keyboards. One of the main rea-
sons for focusing on character-based disambiguation (as opposed
to the later word-based disambiguation techniques) was due to
limited memory of the devices for which ambiguous keyboards
were being developed. However, as hardware improved, these
limitations were relaxed, and research began focusing on word-
level disambiguation [29, 70]. While word-based disambiguation
allows for much higher potential input rates (nearly one keystroke
per character [1] compared with 1.15 keystrokes per character [50]
for character-level disambiguation), it is reliant on a suitable in-
ternal dictionary model (see the following section for details).
Optimizing disambiguation performance
One of the major issues with fully-automatic ambiguous keyboar-
ds is the reliance of the system on the language model or internal
dictionary. This reliance is such that it is generally impossible to
enter words with the system if they do not appear in this source.
There have been attempts to disambiguate these words through
the use of statistical methods [45], but this has generally been un-
successful. The focus of the majority of research has been instead
on constructing a corpus—whether manually or automatically—
which allows the user to type any words that they desire [70, 71].
In Section 1.1.1, it was stated that the performance of an am-
biguous keyboard is highly dependent on the way in which the
keyboard is split—that is, the way the characters are arranged
on the ambiguous inputs. Existing research has attempted to dis-
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cover a universally-optimal ambiguous keyboard character arra-
ngement using a number of methods such as keystroke evaluation
[45] and particle swarm optimization [80]. However, the target
system for previous research has been almost exclusively mobile
phones—namely, mobile phones with 9 keys. As such, the op-
timal character arrangements discussed in these papers are for 9
ambiguous classes, making them incompatible with the system
developed for this thesis. The benefits of optimizing the keyboard
layout is high, however, with research suggesting a text entry rate
approaching one keystroke per letter for reduced keyboards [1];
the implication of this being that the performance of an ambigu-
ous keyboard can approach the performance of a full keyboard
given an optimal character arrangement. The impact of this on a
severely-reduced keyboard will be investigated as part of the re-
search performed for this thesis—the experiments which corrob-
orate these findings are outlined in Section 5.2.4.
Along with the character arrangement, the performance of an
ambiguous keyboard can be further improved by ordering the re-
sults of the disambiguation process. A common (and somewhat
naı¨ve) approach to this order is simply ordering the matches by
frequency of their occurrence in the English language [20], wh-
ich can be determined by constructing a language model from
large amounts of text. Further research has attempted to leverage
sentence-level context information when sorting disambiguations
[31, 35], which presents users with ambiguous keyboard matches
in an order which reduces the number of keystrokes required to
select the correct disambiguation; this research has shown im-
provement over the word-frequency approach.
Optimizing the performance of the ambiguous keyboard was
not a goal of this thesis in itself, but a side-effect of investigating
the effect that different parameters had on the performance of the
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input method. For this reason, the techniques for finding an opti-
mal character arrangement were deemed to fall outside the scope
of this thesis, and a simple method of discovering a strongly-
performing (but not necessarily optimal) arrangement was used
in its stead. This process (described in Section 5.2.4) was used to
approximate the techniques described in previous research. Sim-
ilarly, the implementation of the disambiguation algorithm of the
ambiguous keyboard does not use the state-of-the-art techniques
for ordering matches, but instead makes use of the sentence-level
word prediction engine to improve suggestions (the impact of wh-
ich is measured by experiments in which the word prediction sub-
system is disabled). The implementation details of the ambiguous
keyboard used in this thesis are described further in Chapter 3.
2.2.2 Word prediction
One of the original purposes of word prediction systems was as
a communication aid for disabled users [16, 78]. Word prediction
systems allow users to input text at much higher rates than usual
by predicting which characters or words they wish to write next,
which the user can then accept (generally with a single keystroke).
The technique relies on storing an internal word model which acts
as a lookup table; whether these lookup tables are character-based
or word-based has been the subject of much research. Other re-
search has been undertaken to investigate the performance bene-
fits of using part-of-speech tagging to improve performance, and
restricting the size of the internal word model. Other approaches
in existing research have included using machine learning tech-
niques to offer word suggestions [6].
Word prediction systems contain either a character or word
lookup table in order to suggest words based on previously en-
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tered text [25, 32, 72]. Early research determined that English is
approximately 75% redundant, and only a few characters are re-
quired for accurate prediction [67]. From a statistical standpoint,
the ability to predict the following words is not significantly im-
proved beyond eight to ten characters [14, 68]. This character-
based language model provides the basis for some word predic-
tion systems (e.g. [74]). However, these character-based systems
do not contain any information about the context of the current
sentence, which would allow for more domain-specific efficiency
increases. Using a word-based lookup allows the word predic-
tion system to leverage such domain-specific information in order
to suggest more appropriate words, and has been attempted in
prior research to some success [70]. However, word-based word
prediction systems require much more memory (compare a set of
constructs containing two or three words versus a set of constructs
eight to ten characters long); regardless, this trade-off is expected
to be beneficial, and a word-based approach is used in this thesis.
Part-of-speech tagging is a technique which refers to—as the
name suggests—tagging words in a sentence with their part-of-
speech (function) within that sentence. This has been suggested
for use in word prediction systems as a way of ensuring that only
words which are grammatically correct in the current context are
suggested by the system [51]. However, other research has de-
termined that the benefit provided by part-of-speech tagging is
negligible [74]. One possible reason for this is the fact that part-
of-speech tagging is inherently captured by word-based language
models.
A large consideration with word-based word prediction sys-
tems is the n-gram size—that is, the number of previous words
which are used when looking up word suggestions. It has been
suggested that the optimal size of n-grams is 2, due to the fact
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that the number of possible n-grams increases exponentially with
every additional word considered [46], which increases the num-
ber of potential suggestions. Additionally, the memory require-
ments increase linearly with the number of phrases in the lan-
guage model, which restricts the number of devices on which
such a system can be used. This thesis, however, attempts to use
a much larger n-gram size (up to 5) in an attempt to quantify the
effects that the n-gram size (herein referred to as the phrase window
size), as high memory devices are becoming much more common-
place.
Another method that previous research has considered for re-
ducing the memory footprint of a word prediction system is re-
ducing the number of words stored in the internal word model.
One way of achieving this is by only storing phrases which meet
certain criteria (such as frequency of occurrence) [56]. This ap-
proach was investigated as part of this thesis in the form of “bad”
words and phrases. These words and phrases were not added to
the internal language model in an attempt to both reduce memory
usage and increase the relevance of the contents of the model.
2.2.3 Text auto-completion
Like word prediction, auto-completion was originally investigated
as an AAC technique used to increase text entry rates. Early sys-
tems were based on a simple wordlist approach which auto-comp-
leted high frequency words when entered by the user [69], and
were found to be beneficial for users of AAC technologies [40].
Commonly, auto-completion techniques are coupled with either
ambiguous keyboards or word prediction systems, as the same
wordlist models used to power these systems also provide the ba-
sis for auto-completion (e.g. [19, 20, 56]).
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After initial studies found word auto-completion to improve
typing speeds, research was performed to look into the effect of
various additions, such as leveraging probabilities of the appear-
ance of successive words [3], grammatical properties of words
[79], and part-of-speech tagging [11]. Various additional studies
have looked into combining these additions [24, 51]. Similar to
part-of-speech tagging for word prediction (described in Section
2.2.2), the technique was also not found to give large performance
increases when coupled with statistical methods, due to capturing
information which had already been reflected in the model [24].
Research into text auto-completion has attempted to uncover
the average cognitive cost of auto-completing text. This cost may
be high for the user in cases were the auto-completion system
is overzealous, auto-completing words which the user is not at-
tempting to type [2]. This is especially true in the case of an auto-
completion system paired with an ambiguous keyboard, as the
auto-complete system may use a completely different disambigua-
tion, thereby confusing the user (for example, using a mobile phone
keypad, entering the key sequence 349 may auto-complete to
“EGYPT”, despite the user attempting to type “FIXED”) [20].
At which point the auto-completion system completes the cur-
rent word has a major impact on the performance of the system.
The latest point at which an auto-complete system will complete a
word is at a word’s unicity point—the point at which one and only
one word can possibly be completed from the currently entered
key sequence. However, this point generally only occurs after the
majority of the characters have been already entered, and the sys-
tem therefore does not benefit the user greatly. By looking not
only at the currently entered letters, but also characters entered
as part of the previous words (i.e. leveraging a simple form of
sentence-level word prediction), the point at which the word can
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be auto-completed can be brought forward without greatly im-
pacting cognitive load [74]. However, if the unicity point occurs
too early, an auto-complete system can cause text input rates to
decrease, in some cases over 50% when compared to standard text
entry [20]. Because the system developed for this research was tar-
geted towards input systems with extremely low input rates, the
additional cognitive cost was considered to be negligible; there-
fore, the assistive input method described in this thesis will al-
ways attempt to auto-complete at the earliest possible point.
2.3 Chapter summary
This chapter introduced the history of assistive input systems and—
more specifically—tools for augmentative and adaptive commu-
nication (AAC). The literature surrounding the three major types
of AAC tools—ambiguous keyboards, word prediction and word
auto-completion—was then discussed in the context of this thesis.
Chapter 3 follows, and discusses the high-level design and lower-
level implementation of the system. The following chapters will
evaluate the system in the context of a number of hypotheses, all
of which will aim to meet the goals set out in Section 1.3.
Chapter 3
Ambiguous Input Method
The assistive input system is a typing aid which is designed to
improve a user’s ability to input text in situations where the use
of a standard keyboard is impossible or infeasible. The system
is made up of three major subsystems: an ambiguous keyboard, a
sentence-level word prediction engine and a word auto-completion en-
gine. These three features combine to improve the input rates of
alternative input methods (such as augmentative and adaptive
communication aids, or mobile devices) which may have a lim-
ited input set, be mentally taxing to use, or are incredibly slow
to type with. Additionally, the implementation of the system in-
cludes a component for constructing and storing the wordlist and
phraselist data structures.
The version of the assistive input system created for this re-
search does not include an interactive element—that is, a system
to allow a user to enter text—but merely an automated system
for evaluation. However, the system works by emulating an in-
teractive mode. This was done in order to evaluate the system
in a meaningful way; that is, evaluating the system will give re-
sults which reflect the true nature in which a user would interact
with such an input method. Additionally, because the automated
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testing is performed in a separate layer to the underlying subsys-
tems layer, an interactive version of the system can be created by
replacing the automated testing fac¸ade with an interactive one.
This chapter will detail the design of the assistive input sys-
tem, and discuss some of the considerations that went into the
design process. After a high-level overview of the design, the sys-
tem algorithm is described in detail. Following this is a section
devoted to the different configuration flags and options found
within the system. The following section discusses the limita-
tions and issues that were considered during the construction of
the system; this section also includes a pair of experiments wh-
ich measure the effects of these limitations. Finally, the chapter
concludes with a summary.
3.1 Overview of design
The assistive input system consists of three distinct subsystems.
The first subsystem is the ambiguous keyboard, a component wh-
ich allows entry of a set of characters larger in size than the set of
characters which are able to be entered—that is, it allows a full set
of characters to be entered with a smaller set of inputs available.
The second component is the sentence-level word prediction sub-
system, which takes advantage of collocations to allow users to
enter phrases at a faster rate by suggesting words before the user
has finished (and in some cases, started) typing them. The third
and final subsystem increases the rate of typing by automatically
completing the user’s word based on the two internal models—
the wordlist and the phraselist—preventing the need to type the
words in full. These three subsystems, combined with their vari-
ous configuration options, make up the assistive input system.











Figure 3.1: Design of the assistive input system
3.1.1 Ambiguous keyboard
The ambiguous keyboard subsystem allows users to enter text
into the assistive input system with fewer than the number of in-
puts usually required to enter text (that is, one per letter). To do so,
each letter in the target language (in this case, English) is mapped
to an input key. Because there are fewer input keys than letters to
be typed, the input keys will have more than one letter associated
with this. This one-to-many association introduces a source of am-
biguity when entering text. The ambiguous keyboard subsystem
is required to disambiguate this text entry by attempting to pre-
dict which of the possible letters the user desired when pressing
the input key.
In the automated testing framework created for this research, a
standard English letter is input into the system. This letter is then
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converted to an alphanumeric key class representing an ambigu-
ous input key. As a word is entered, the assistive input system’s
internal wordlist is queried to determine which words match the
ambiguous input keys. The wordlist must then be presented to
the user in some way to allow the user to select a different match
if required. The order that this list is presented can be varied, and
it is the order that defines the performance of the subsystem (as
the higher in the list the user’s desired word is located, the fewer
the keystrokes required to select it).
3.1.2 Sentence-level word prediction
Sentence-level word prediction provides the user with a way to
quickly select words which are likely to follow the words previ-
ously entered into the sentence. This component is based around a
feature of the English language known as collocations. These are
structures made up of several words which are commonly used
together in English text and speech (and are described in further
detail in Section 1.1.2). This component works by querying the
internal model’s phraselist for phrases which are prefixed by the
user’s previously entered words.
For any given prefix, there are likely to be many potential words
which begin with the same set of characters. Because of the high
number of prefix matches, it is required for the system to present
these in a sensible order to maximize efficiency for the user (as
the further down the list the word appears, the less likely the pre-
diction is for the user). This sorting is done for similar reasons as
sorting the ambiguous keyboard matches: there is little efficiency
to be gained by requiring the user to scroll a large list in order to
save two or three keystrokes. In the case of the implementation of
the assistive input system, words outside the top five suggestions
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are not presented to the user, making it even more important to
rank the suggestions appropriately (five suggestions was chosen
as the default value for this thesis as the system uses five inputs—
four character classes plus the space key—with which to select a
suggestion). While it is possible to rank the suggested words by
frequency, this is a fairly naı¨ve approach.
3.1.3 Word auto-completion
Word auto-completion allows a user to skip typing their current
word and continuing on to the next, allowing the system to insert
the remainder of their current word on their behalf. The imple-
mentation of word auto-completion in this assistive typing sys-
tem involves automatically inserting the top suggestion from the
sentence-level word prediction engine. The inserted auto-comp-
leted word can be accepted by the user by inserting either a space
or a punctuation mark, or can be rejected by simply ignoring the
word and continuing to type. In the case where a word has been
auto-completed but the user desired a word pertaining to the in-
put key sequence (for example, the word “type” was auto-comp-
leted to “typed”), the user can clear the auto-completed sugges-
tion with a single press of the backspace key (with further presses
of the backspace key deleting characters as per usual). The word
auto-completion subsystem is closely linked to the sentence-level
word prediction by virtue of the auto-completion being taken as
the first entry in the word prediction suggestions.
3.2 Algorithm
Before it is able to be used, the system must first be initialized
through the construction of both a word- and a phraselist. These
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data structures are constructed from two corpus files: the first
file is a list of words and frequencies, and the second is a list of
phrases. The format of these files is described in further detail in
Section 4.1.
Once this initialization phase is complete, the system is able to
accept input in the form of characters and meta keys (for speller
control, such as selecting from a list). As a user types, the sys-
tem tracks three key pieces of information: one from each of the
three main subsystems. The first is the word (or letters) the system
thinks the user is typing according to the ambiguous keyboard
mapping—a user is able to cycle through a list of alternatives for
the current word at any point. For an interactive input method,
this information would be displayed under the user’s cursor. The
second is a list of suggestions provided by the word prediction en-
gine to complete the current word. From this list, the user is able
to select a completion of the current word with a single keystroke.
Finally, the system presents the auto-completed word as a suffix
of the currently entered sequence of characters, allowing the user
to either accept the auto-completion (by entering a space) or re-
ject it (by continuing to type the word or, in the case where no
additional letters are to be typed, by pressing backspace).
3.2.1 Wordlist construction
The first stage of the initialization of the assistive typing system
is to load in the wordlist of the training corpus, and generate the
word frequencies data structure. As mentioned in Section 3.1.1,
the wordlist is stored as a trie, with each node uniquely labelled
with the key class of the corresponding letter. Each node in the trie
has up to n children (where n is the number of classes in the am-
biguous keyboard; each child represents a single class) and a set
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of WORD objects (which are simply {word, frequency} pairs with
a natural sort order) associated with the key sequence from the
root node to it. A word is inserted into the data structure by first
generating the ambiguous key sequence for the word, traversing
the trie (adding nodes as necessary) for the key sequence, and in-
serting the word and its frequency at the resulting node.
Once the entire wordlist has been constructed, the wordlist is
then sorted—this ensures that sorting is not required whenever
the wordlist is accessed, which is an expensive operation. Sorting
the wordlist involves only sorting each individual node; it is not
required to sort the wordlist proper. This is due to the fact that
a trie is sorted by definition—additionally, nodes in the wordlist
are queried in isolation; it is never required to combine the words
from multiple nodes. The individual nodes are sorted by ordering






















Figure 3.2: A simple example of a wordlist
As an example of adding a word to the trie, we will consider
the word “too”. We first need to generate the key sequence for
the word—depending on the key mapping, an example of this
sequence may be caa. We then traverse the trie by starting at the
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root node, and traversing down the trie, using each of the key
classes in the key sequence as child nodes (that is, we first traverse
to the c node, then its child node a, followed by its child a node).
Assuming we have previously already inserted the word “to”, the
ca path will already exist; however, the a node may not exist as a
child, so this node will be created. Once we have a reference to
the appropriate node, we can insert the word into the that node’s
list of WORD objects—for example, the pairing may be {too, 54}.
3.2.2 Phraselist construction
At this point of the initialization, we have constructed a data struc-
ture combining the ambiguous word mappings and the word fre-
quency table. This enables simple word frequency–based predic-
tion. In order to achieve sentence-level word prediction, we re-
quire a data structure which allows us to determine which words
are likely to follow a given phrase (this is another frequency-based
measure). A simple tree structure is used for this purpose. Each
node of the phraselist is labelled with a word and contains a fre-
quency count (which represents how often the word associated
with that node appears after the phrase constructed by following
the path to the node).
After constructing this phraselist, the entire tree is recursively
sorted; this is done by traversing the phraselist tree, sorting the
children of each node. The children are sorted in descending or-
der of frequency. The result of this sort is that the children of each
node can be used as sentence-level word predictions in the order
that they are retrieved. Like the wordlist construction, sorting in
the construction phase prevents the need to sort (at high cost) at
each query. This is possible due to the fact that—as per Section
3.2.3—the sentence-level word suggestions are presented in order
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of the size of the current context first, and frequency of the word
occurring in that context second. In other words, we are not re-
quired to combine the children of multiple nodes; they are simply
presented in descending order of depth.
It is during the construction of the phraselist that the first of
the system’s configuration options is used. When constructing the
phraselist, phrases from the corpus are split into sub-phrases; the
phrase window size configuration option determines the length of
the sub-phrases which are extracted from the full sentences and
stored in the phraselist. The phrases are split into sub-phrases
due to the fact that sentence context is often very localized, and
will generally not exceed a range of a few words [56]. The phrase
window size therefore determines the context size of the extracted
phrases. A moving window is employed to extract the sub-phrases
(if the variable phrase length flag is disabled, then the phrase is
simply split instead), and each sub-phrase is added to the phrase-
list, incrementing the frequency of each node as the tree is tra-
versed. For example, if the sub-phrase “what will you do” is
added to the phraselist, the frequency of the will child of the what
node, the you child of the will node, and finally the do child of the
you node will all be incremented by one (note that the frequency
of what node is therefore simply the frequency as taken from the
wordlist).
Consider the tree in Figure 3.3, which demonstrates how the
phraselist is structured as a tree of {word, frequency} pairings
(note that variable window size has been disabled and each phrase
from which sub-phrases were extracted was 5 or fewer words
long—this was done to simplify the example). The frequency
count at each node determines how often that word appears at
the end of a phrase beginning with the nodes in the path from the
root to the parent. For example, the word “you” appears 8 times
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after the phrase “what will”, and the word “is” occurred 4 times
after the phrase “hello my name”. Naturally, no node should have
a higher frequency value than any node in the path to it from the
root—for example, the phrase “what will you” cannot occur fewer












Figure 3.3: A simple example of a phraselist
A special consideration during phraselist construction is the
behaviour of adding phrases which contain “bad” words. Bad
words are considered here to be either words which appear with
very low frequency or words which are exceedingly long (both of
these cases are able to be toggled using the configuration flags de-
tailed in Section 3.3.1). There are four defined special behaviours,
of which one can be applied for the phraselist construction pro-
cess. The behaviours exist for practical reasons: because some of
the corpora can be very large, the phraselist can be too large to be
used efficiently, and so the phraselist should be trimmed. Phrases
which contain bad words—whether they are because of low fre-
quency (which, by association, makes the phrases also low fre-
quency) or unusual length (which are potentially not real words—
for example, sentences which are missing spaces between words)
are the prime candidates for pruning the phraselist.
Further pruning of the phraselist is possible to improve both
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the memory usage of the data structure and the usefulness of
the sentence-level word prediction (as a poor suggestion is often
worse than making no suggestion at all due to added cognitive
load [56]). One suggestion made by Nandi et al [56] is the use
of a phrase frequency threshold. Along with the four bad word
behaviours, the phrase frequency threshold option is detailed in
Section 3.3.2.
3.2.3 System behaviour
After the initial construction of the word- and phraselist, the user
is free to begin typing. At any time while using the system, the
user is able to perform one of five actions. The first is to enter
a character, which will either continue a previous word or be-
gin a new one. The second action—entering a space or punc-
tuation character—has the effect of both inserting the character
and, where applicable, accepting the auto-completed word. Sim-
ilarly, pressing the backspace key will either clear the currently
suggested auto-completion or delete the previously entered char-
acter or punctuation mark. The other two actions involve select-
ing suggestions made by the speller: the user can scroll through
the list of words matching the currently entered ambiguous key
sequence, or select one of the predicted word suggestions.
Character entered
Entering a character into the system is the most common—and
the most computationally complicated—action that the user un-
dertakes while typing with an assistive typing system. Entering
a character invokes all three subsystems: in order of invocation,
these are the ambiguous keyboard, the sentence-level word pre-
diction and the word auto-completion systems. Immediately af-
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ter entering a character (where a character is one of the ambiguous
key classes), the speller first queries the wordlist tree to determine
which words map to the entered character sequence. Because the
wordlist is stored as a trie with pre-sorted nodes, the lookup cost
for retrieving the list of words matching the input sequence is con-
stant.
After retrieving the list of matches for the ambiguous key sequ-
ence—but before it displays the topmost word from the list as
a match—the system retrieves a list of sentence-level word com-
pletion suggestions for the currently entered phrase. It does this
in order to sort the words from the ambiguous keyboard by the
context size determined by the sentence-level word prediction to
present the list in a more efficient order for the user. To do this,
the system visits the node corresponding to the end of the cur-
rently entered phrase and retrieves all words prefixed with the
currently entered ambiguous key sequence. If the phrase window
size is greater than 1 (that is, in most cases), there may be more
than one node from which to retrieve word predictions. For ex-
ample, if the user entered the phrase “what is” with the phrase
window size set to 2, prefix matches for the currently entered key
sequence would be extracted from the nodes at (root)→what→is
and (root)→is. In these cases, the nodes are visited deepest to
shallowest (i.e. longest to shortest phrase match), which results
in a word suggestion list which is sorted first by how many of
the previous words in the phrase have been known to precede the
match, and secondly by raw frequency.
At this point, both the wordlist and the phraselist have been
queried for the current phrase and ambiguous key sequence. The
wordlist can now be sorted according to the phraselist prefix match-
es (as above) and display the top match as the currently entered
word. The sentence-level word prediction list is also populated
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here. The word prediction list is populated with, starting from the
second entry, the number of word prediction suggestions as deter-
mined by the sentence-level word prediction suggestion list size
from the phraselist query results. This word prediction list can
now be displayed to the user. At this point, the word auto-comp-
letion system (if enabled) will auto-complete the current word
with the top suggestion from the word prediction suggestion list.
Space/punctuation entered
When either a space or a punctuation mark is entered, the cur-
rently entered word is considered complete. If the current word
has been auto-completed, then this auto-completion is accepted.
If a sentence-ending punctuation mark is entered (for example,
a fullstop or an exclamation mark), the current phrase is termi-
nated; this means that any further words which are entered (in
the following sentence) will not cross back over this phrase ter-
mination boundary when using a phrase for sentence-level word
prediction. In other words, at most only words since the last punc-
tuation mark will be used as a phrase prefix for the sentence-level
word prediction.
On entering a space during the normal operation of the assis-
tive input method, the sentence-level word prediction and word
auto-completion processes take place as they would when a let-
ter is entered, using a null value as a prefix for the current word.
That is, the words suggested to the user are the most commonly
entered words following the phrase prefix (the at most n previous
words entered since the previous punctuation mark). This allows
the user to be presented immediately with a suggestion for the
next word upon finishing their current word and, furthermore,
auto-complete it for them. This allows the user to potentially—
in the best case scenario—complete entire phrases by continually
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accepting the suggested words as they are auto-completed.
Backspace pressed
The backspace key performs two functions in the assistive typing
system: if the word which is currently being entered has an auto-
completion pending (i.e. the auto-completion is being displayed
to the user but has not yet been accepted), the backspace key will
simply clear this auto-completion and does not delete characters.
On the other hand, if there is no auto-completion pending, the
backspace key will simply delete the previously entered character.
The dual nature of the backspace key allows users to reject the
word auto-completion when the word has been fully entered, yet
the auto-complete functionality has suggested a longer word. For
example, if the user wishes to type the word “check”, the system
may auto-complete to “checked” after the user has finished typing
the word in full. In these cases, inserting a space will accept the
auto-completion, and therefore inserting a backspace character is
required to first clear the auto-completion. Note that this is one
of the primary cases where typing the word with auto-comple-
tion enabled will be slower than typing with the system disabled.
Also note that due to the nature of the ambiguous keyboard, the
auto-completed word will not necessarily have the same matched
prefix: the word “check” may in fact auto-complete to an entirely
different word.
Scrolling matches
As suggested by the name, the ambiguous keyboard will more
often than not match more than one word for any given key se-
quence input. For this reason, the user requires a means to scroll
through the matches. Because the wordlist is sorted following its
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construction, entering a letter simply needs to obtain the list of
words which matches the key sequence. This means that in order
to select an alternative match of the ambiguous key sequence, we
only need to select a word from the already-obtained list. This
prevents the need for a costly tree lookup and sort for each am-
biguous matches scroll operation.
In interactive mode, scrolling through the matches will gener-
ally be mapped to a pair of inputs, such as up and down arrow
keys; hence, when evaluating the system, the keystroke cost of se-
lecting a word from this list is equal to the position of the word in
the list minus one (that is, a cost of one to select the second word in
the list, two to select the third, and so on). An important consider-
ation here relates to the auto-completion system: if the currently
entered key sequence has an auto-completion pending, the user
will not know what the top match from the ambiguous keyboard
is (given that it will be masked by the auto-completion). While
this does not affect the automatic evaluation, this would need to
be alleviated for a real user using the system; in this case, if there
is an auto-completion pending, the first scroll of the ambiguous
matches will instead simply clear the pending auto-completion
(and therefore adding a cost of 1, mirroring the functionality of
the backspace) and show the top ambiguous keyboard match. An
additional consideration when evaluating the system is the cost
of entering a word which does not exist in the wordlist of the in-
put method—the cost of this is determined to be the length of the
list of word matches, plus the length of the word being entered,
plus one. This cost represents the user scrolling the list of matches
in an attempt to find the desired word, pressing a key to enter a
free type mode, and typing the word manually using a standard
keyboard. Note that this cost includes cases where there are no
matches for a given key sequence—in this instance, the cost of
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scrolling the list of matches is 0 (as the list is empty).
Selecting suggestion
Selecting a sentence-level word prediction requires two keypresses:
one to enter a suggestion selection mode, and a second to select
the desired word suggestion. This is to simulate the limitation
of having a small number of input keys, which is typical of the
average input device suited to assistive typing system; for exam-
ple, BCI spellers will generally not support enough inputs to al-
low unique selection from a list in the standard typing mode, and
instead require a separate keypress to enter the selection mode.
Like scrolling through ambiguous matches, the word prediction
suggestions have already been obtained at this point, and select-
ing a suggestion for input will simply pull the correct index out
of the list. When the suggestion has been selected, the cursor is
then placed after the inserted word, allowing the user to either
continue typing the word or finish the word with a space or punc-
tuation mark. However, note that auto-completion is disabled for
the selected word; this prevents situations where a suggestion has
been inserted, but a press of the backspace is required to clear the
auto-completion before inserting a space or punctuation mark.
3.3 Configuration
The system has been designed in such a way that every feature
is able to be switched on or off, in order to determine the effect
that each may have on the overall performance. On top of this,
many of the features have values which can also be configured.
For example, if we wish to determine the effects of the ambiguous
keyboard on its own, we can simply disable the two remaining
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subsystems—the sentence-level word prediction and word auto-
completion. Additionally, we can also measure the impact of the
phrase length, for example, by comparing different values of the
appropriate configuration option. This section lists each of the
configuration flags and options which allow us to investigate dif-
ferent aspects of the system.
3.3.1 Flags
The configuration flags available in the system serve to enable or
disable various features or options. By explicitly choosing which
subsystems and features are enabled and which are disabled, it is
possible to evaluate the effects of each in isolation—imperative in
determining the optimal configuration for the system. The flags
available cover aspects of the system ranging from enabling and
disabling the three major subsystems to whether to give special
treatment to certain words and phrases. This section details each
of the flags available in the system.
Enable/disable the ambiguous keyboard
This flag allows the ambiguous keyboard to be disabled. The am-
biguous keyboard is the one subsystem which is not designed to
increase raw typing speed, but instead to allow text entry with a
limited set of inputs. By disabling this, we can determine the raw
keystroke savings provided by the two subsystems which are de-
signed to improve efficiency. Disabling this results in the system
assigning each input letter with its own unique class (rather than
assigning multiple letters with the same class).
46 CHAPTER 3. AMBIGUOUS INPUT METHOD
Enable/disable sentence-level word prediction
This flag enables or disables the sentence-level word prediction
engine; disabling this flag allows for the evaluation of the two
remaining subsystems. Note, however, that the word auto-comp-
letion subsystem relies on this subsystem being active to work; by
disabling the word prediction subsystem, the word auto-comple-
tion system will never save keystrokes (in fact, in some cases it
will require more keystrokes than a standard keyboard).
Enable/disable word auto-completion
Similar to the previous two flags, this flag disables the word auto-
completion system, allowing the other two subsystems to be tested
in isolation. As mentioned prior, the auto-completion subsystem
relies heavily on the word prediction subsystem—although these
flags are not linked, disabling the word prediction component
should always be paired with disabling the word auto-comple-
tion.
Enable/disable variable phrase window size
The variable phrase window size flag determines whether or not
phrases of varying size should be inserted into the phraselist. When
reading the phraselist into the system, this flag determines whether
sub-phrases with a length between 2 and p − 1 (where p is the
phrase window size) will be extracted along with sub-phrases of
size p; if the flag is not enabled, only sub-phrases of size p will
be extracted. For example, if the flag is enabled, the sub-phrases
“what are” and “what are you” will be extracted from the phrase
“what are you doing” (along with the full phrase). If the flag is not
enabled, only the full phrase will be extracted (assuming a phrase
window size p of 4). Note that this only affects sub-phrases lo-
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cated at the beginning and the end of each phrase in the corpus
file, as a sub-phrase s which has a length less than p will be added
to the phraselist during extraction of the phrase of length p wh-
ich begins with the sub-phrase s. As an example of this, the sub-
phrase “what will” (s) is added to the phraselist when the phrase
“what will you do” (p; s∈p, |s| < |p|) is extracted, and does not
need to be added separately.
Note that the flag does not affect the retrieval of phrases from
the phraselist in the sentence-level word prediction subsystem:
the size of the phrase prefix is always variable to ensure that there
will be an appropriate number of suggestions to show the user to
reach a minimum level of usefulness.
Enable/disable phrase frequency threshold
The phrase frequency threshold refers to the minimum number
of times a phrase must appear in the corpus in order for it to
be kept in the phraselist—if this flag is enabled and a sentence
does not appear with the minimum frequency τ , the phrase will
be removed from the phraselist. The justification for this is that
low-frequency phrases are likely to be specific to the context from
which they were extracted, and therefore should not be included
in a generic corpus phraselist. The minimum occurrence thresh-
old (which is a tunable parameter) ensures that the corpus only
includes phrases which are useful in multiple contexts.
Phrases which do not meet the minimum threshold require-
ments are removed as part of phraselist pruning, which occurs
after its construction; disabling this flag essentially disables this
pruning.
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Low frequency words are bad words
The concept of a bad word was introduced in Section 3.2.2 as a
word which is not to be added to the wordlist. This flag deter-
mines whether or not a word should be labelled as a bad word
depending on its frequency of occurrence. By removing words
which appear with a frequency below the threshold (thereby re-
moving words which are highly unlikely to be entered by a user),
the wordlist can reside in less memory, and accessing the word-
list can be done more efficiently. Additionally, removing low fre-
quency words reduces the chance that the ambiguous keyboard
matches will contain words which the user does not desire.
Very long words are bad words
The decision to treat very long words as bad words is a purely
pragmatic one: due to system limitations, very long words can
cause the system to run out of memory, or even break entirely. Be-
cause there is a maximum reasonable length of a word in English,
it is possible to simply prune any words which exceed this length.
By lowering this threshold, it is possible to prune words which
may exist in English, but are used very infrequently (especially in
everyday language)—by removing these words, it is possible for
the performance to be increased, as these words would only serve
to clutter the word prediction suggestions and auto-completion.
3.3.2 Configuration options
The following set of configuration options allow various aspects
of the system to be tuned in order to investigate the impact each
has on performance. In addition to this investigation, by finding
the optimal combination of parameter values and settings the per-
formance of the assistive input system can be maximized, thereby
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meeting the other major goal of this research.
Key mappings for the ambiguous keyboard
The ambiguous keyboard subsystem maps the entire set of En-
glish letters to a smaller set of input keys. This mapping—including
the number of input keys—can be changed using this option. By
varying the mapping, it is possible to gain further performance
from the ambiguous keyboard, by reducing the ambiguity of each
input key sequence. Various key mappings were investigated as
part of the experiments outlined in Section 5.2.4. Note that the
keyboard mapping is normally required to be ordered in some
way to reduce cognitive load—this effect is further detailed in Sec-
tion 1.2.1.
Phrase window size
The phrase window size refers to the length of phrases which
are extracted from the training corpus; in the case of the variable
phrase window flag being enabled (described in Section 3.3.1),
this option refers to the maximum phrase window size. As dis-
cussed in Section 3.2.2, the phrase window size correlates with
the size of the context being extracted during phraselist construc-
tion. By varying this option, we can extend or reduce the con-
text size, which will impact the performance of the sentence-level
word prediction subsystem. This option also affects the memory
usage of the system; by tuning this parameter, the size of the phra-
selist (and therefore the memory cost) changes exponentially.
Phrase frequency threshold
Section 3.3.1 describes the phrase frequency threshold as remov-
ing infrequently occurring phrases in order to keep the phrase-
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list from containing phrases which are only useful in specific con-
texts. This parameter simply sets the threshold under which these
phrases are removed. By increasing this threshold, the number
of phrases pruned from the phraselist is increased, resulting in a
phraselist which is more useful in more contexts.
Sentence-level word prediction suggestion list size
The sentence-level word prediction system constructs and presents
to the user a list of suggested words to follow the already-entered
words in the current sentence. Scanning this list introduces a cog-
nitive load which is a direct function of the number of words in
the list. By reducing this number, the cognitive load can also be
reduced. This option determines the size of the list which is pre-
sented to the user as part of the word prediction subsystem.
Minimum word frequency threshold
The minimum word frequency threshold is described in Section
3.3.1 as a minimum number of times a word must appear for it
to be included in the system’s wordlist. Uncommon words are
purged from the wordlist for previously-stated efficiency and per-
formance reasons; the minimum frequency that these words must
appear is determined by this parameter.
Maximum word length threshold
Similar to the minimum word frequency, the maximum word leng-
th threshold defines the maximum word length of “good” words.
The reasons for this setting are described in Section 3.3.1, which
can also be summarized as being for efficiency and performance
reasons.
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Bad words behaviour in phraselist construction
The bad words flags and options determine which words are to be
pruned from the wordlist—however, these words will still exist in
the phraselist (as the wordlist was originally constructed from the
same corpus). Because the words no longer exist in the word-
list, it is impossible to type these phrases; for this reason, these
bad words should also be removed from any phrases which may
contain them. How these phrases are altered may affect the per-
formance of the system, however, so four different behaviours for
dealing with phrases containing bad words were created. When
adding a phrase containing a bad word to the phraselist, one of
the following four behaviours is exhibited:
• Drop children: insert phrase up to and including the bad
word.
• Drop self: insert phrase up to (but don’t include) the bad
word.
• Drop start: drop the entire phrase if it starts with bad word.
• Drop all: drop the entire phrase if it includes the bad word
at all.
3.4 Considerations, limitations & issues
When engineering the assistive input system for this research, two
issues needed to be considered regarding the low-level perfor-
mance of the system. The first of these issues was ensuring that
the system responded to each keypress within an acceptable amount
of time (that is, the minimum response time of the system). The
second issue was that of the memory limitations: due to the nature
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of the system, a large amount of memory is required to load in the
larger corpora—an amount which at times exceeds the available
memory. This section discusses these issues and possible solu-
tions, as well as an experiment to determine the effect of corpus
size on both response time and memory consumption.
3.4.1 Response time
When using an assistive input method such as this, the system
must be able to respond quickly to user input. If the system fails
to respond to a keystroke within 100ms, cognitive dissonance may
occur [10, 53], potentially causing disorientation for the user. A
modern machine is able to handle this requirement with relative
ease for a small corpus, but a per-character delay of 100ms is im-
practical for automatic evaluation, due to the large amounts of
text which would otherwise be able to be evaluated in a very short
amount of time. For this reason, the system must be designed
in such a way to absolutely minimize this delay. The two main
considerations for minimizing the impact of a slow response time
during corpus evaluation are a multi-threaded evaluation process
and minimizing unnecessary word- and phraselist sorting.
While it is not feasible to parallelize word- or phraselist queries
(and therefore the interactive speller), an automatic evaluation
system is ripe for multi-threading. As the evaluation process in-
volves evaluating a very large collection of independent phrases,
the evaluation of each of these phrases can be done in parallel. On
a system which can execute up to 8 threads in parallel, this can re-
sult in the speed of the system increasing substantially. This point
was carefully considered during the implementation of the sys-
tem, as it required designing the system in a stateless, thread-safe
manner.
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In an earlier version of the assistive typing system, the most
costly operation was found to be the sorting of both word- and
phraselist sub-lists. In order to alleviate this bottleneck, the final
implementation sorts both the entire wordlist and the entire phra-
selist during the construction phase. In doing so, the need for fre-
quent, expensive sort operations is reduced. The removal of the
repeated sorts was possible due to the decision to order word sug-
gestions by phrase depth first and frequency second (as opposed
to just frequency)—a decision which effectively makes each leaf
in the phraselist tree completely independent.
3.4.2 Memory limitations
The assistive typing system used in this research is unique amongst
similar input methods due to its use of large data structures. These
large data structures are a result of using large corpora to inves-
tigate the performance benefit this may or may not provide. The
size of the data structures is determined by a function of the cor-
pus size and the phrase window size, with the function varying
depending on whether or not the variable phrase length flag is
enabled. Constructing the phraselist requires an entire corpus to
be loaded into memory, and it is this requirement that causes the
corpus size to be limited by memory availability. Enabling the
variable phrase length flag results in considerably higher mem-
ory usage due to the duplication of phrases (as in this case, the
phrase length essentially represents the amount of phrasal over-
lap). For these reasons, it is often impossible to build an entire
phraselist tree in memory.
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Large corpora
While the assistive input method was able to load in reasonably
large corpora (up to approximately 2 million phrases or 50 mega-
bytes, although this can be further increased by reducing the phra-
se length and disabling variable phrase length), it is impossible in
the current design to evaluate huge corpora. In a later chapter
(Chapter 6), we discuss the impact of corpora of various sizes on
the ability of the assistive input method to improve typing per-
formance. However, our claims are weakened by the inability of
the system to load much larger corpora. To alleviate this, it may
be necessary to consider alternative data structures to allow such
corpora to be evaluated.
One type of data structure which would allow larger corpora
to be evaluated is a non–memory resident data structure; that
is, data structures which reside on disk rather than in memory.
The most common example of this would be a database. Stor-
ing the phraselist data structure especially in a database would al-
low for huge corpora to be evaluated, with any phraselist queries
being performed through standard database queries. Naturally,
this would have implications for the input method as far as access
speed is concerned (as the database access may exceed the 100ms
cognitive limit); however, this is not an issue when determining
the theoretical improvement provided by such corpora. The issue
of the handling of enormous corpora (along with issues in real-
world application thereof) is outside the scope of this research.
3.4.3 Impact of corpus size
In order to measure the impact of the corpus size with regards to
the aforementioned response time and memory limitations, a pair
of simple experiments were performed: the first to measure the
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impact of the corpus size on memory usage, and the second to
measure how the corpus size affects the response time of the sys-
tem (bearing in mind the 100ms limit described in Section 3.4.1).
The first set of experiments (described in Section 3.4.3) measure
the relationship between the memory usage and the size of the
corpus. The second experiments are described in Section 3.4.3 and
aim to determine the average time required to enter a letter, word
and phrase for various corpus sizes.
The corpora used for this set of experiments were generated
from the wikipedia corpus (described in Chapter 4) by using the
first n megabytes as a separate corpus. For each experiment, the
full wordlist from the wikipedia corpus was used. Five corpora
were generated in total, ranging from 10 to 50 megabytes in size
(in 10 megabyte increments). Each of the experiments involved
training the system on the given corpus, and evaluating the same
corpus; however, the results themselves were discarded after the
experiments.
Memory–corpus size relationship
Corpus size Memory usage
10 MB 2256 MB
20 MB 4239 MB
30 MB 5168 MB
40 MB 5985 MB
50 MB 7077 MB
Table 3.1: Memory usage of varying corpus sizes
The memory usage of each corpus was calculated by determin-
ing the amount of memory used by the system every 15 seconds
during the evaluation of the given corpus. The overall memory
usage for each given corpus in Table 3.1 is the maximum memory
usage reported during the running of the corresponding experi-
















Figure 3.4: Relationship between memory usage and corpus size
ment. The maximum memory was used (rather than the average)
due to the fact that a device without this memory figure would be
unable to allocate enough memory to enable the use of the appro-
priate corpus.
The results shown in Table 3.1 and Figure 3.4 demonstrate a
linear relationship between corpus size and memory usage. This
is expected, due to the linear growth of the corpus. It is possi-
ble that the memory growth would begin to level once a certain
threshold is reached due to a repetition of phrases. However, due
to the number of possible word combinations in English (espe-
cially with a phrase length of 5, the default phrase window size as
per Section 5.1.2), this is highly unlikely to occur within any rea-
sonable memory limit, and was certainly not demonstrated in the
range of corpus sizes investigated in these experiments.
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Figure 3.5: Relationship between average response time per char-
acter and corpus size
Corpus size Response time
10 MB 0.2554 ms
20 MB 0.6385 ms
30 MB 0.6132 ms
40 MB 0.7356 ms
50 MB 0.8084 ms
Table 3.2: Average response time per character of varying corpus
sizes
The average response time per character refers to the average
amount of time required between a character being entered and
the system being ready to accept further input (including selecting
an item from a word suggestion list). This figure was calculated
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for each corpus by first calculating the total time required to enter
a phrase: this was done by taking the current system time prior to,
and at the conclusion of, entering each phrase. This time was then
divided by the length of the phrase to give an average response
time per character for each phrase, which was then averaged over
the entire corpus.
The results shown in Table 3.2 and Figure 3.5 show a roughly
linear relationship between corpus size and average response time
per character (a spike in the 20 MB corpus is assumed to be an arti-
fact caused by the machines on which the experiments were run).
The most important thing from these results, however, is the fact
that the response time never exceeded 1ms—considerably lower
than the 100ms limit presented in Section 3.4.1. Bearing the linear
relationship in mind, this limit can be reasonably disregarded for
all corpora up to one gigabyte or larger in size.
Effects of corpus size on the system
From the previous two sections, it can be concluded that both the
memory usage and response time of the system are linearly corre-
lated with the size of the corpus used to train the system. This was
an expected conclusion; however, the magnitude of the impact of
these two relationships was slightly more surprising, as it was ex-
pected that the response time of the system would be more greatly
impacted by the corpus size. However, this result means that the
response time of the system is a concern which can be somewhat
neglected for any corpus which is able to fit in memory given the
current state of memory limits.
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3.5 Chapter summary
This chapter detailed the design of the assistive input system, wh-
ich included an in-depth look at the algorithm used by the system
to retrieve word matches, suggestions and auto-completions. The
chapter also listed the configuration flags and options available
in the system, and described each in detail. Finally, the chapter
includes a discussion on several of the limitations and consider-
ations that went into the design of the system, and measures the
impact of these issues. The following chapters discuss the corpora
which were used by the system as training corpora and as testing
corpora during the experiments.
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Chapter 4
Corpora
The performance of an assistive input method is highly depen-
dent on the corpus used as input data to train the system, to the
extent that the suggestions made by all aspects of the system—
including ambiguous keyboard and sentence-level word predic-
tion—are entirely bound to the words and phrases in the corpus.
For this reason, there are likely to be (potentially large) discrepan-
cies in performance between each corpus; it is therefore important
to determine the impact of different corpus qualities (such as cor-
pus size and domain) on the performance of the system. Because
of the strong connection between the system and the corpora used
as training data, it is important to determine whether a given cor-
pus is able to be used generally or not—that is, whether or not
the speller allows the user to type words which may not be as-
sociated with the domain on which the input corpus is based. In
order to evaluate these effects, several corpora of varying size, do-
main and generality have been constructed from various sources
for use with the assistive typing system. By evaluating these cor-
pora, we can determine the effects of, for example, using a large
corpus versus a small.
The remainder of this chapter will describe the five corpora
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used in order to evaluate the assistive input system developed for
this thesis. Each corpus is given an in-depth description, along
with how it was constructed, its unique qualities and a justifica-
tion for its inclusion in this thesis. Before describing each corpus
individually, the general process used to construct the word- and
phraselist for the corpora is detailed. The chapter concludes with
a summary.
4.1 Corpus construction
Before a corpus is able to be used by the assistive input system,
it must first be parsed and converted to a format which the sys-
tem expects. This format consists of two files: a wordlist file and a
phraselist file, from which the wordlist and phraselist data struc-
tures are constructed respectively (for details on the purpose of
these two data structures, refer to Sections 3.2.1 and 3.2.2).
The first file to be constructed for each corpus was the phrase-
list file. To convert the file into the appropriate format, the original
data set was first combined into a single file, with any markup or
other extraneous data removed (see Section 4.2 for per-corpus de-
tails). This file was then processed using a set of simple rules to
create the phraselist. These rules exist for two reasons: firstly, the
assistive input method is limited to alphabetical entry, and can-
not insert numbers or punctuation. Secondly, the corpus must be
formatted in such a way that each phrase appears on its own line.
The specific rules are as follows:
1. All punctuation which does not denote the termination of
a sentence is replaced with a space—this includes commas,
colons and parentheses.
2. All apostrophes are removed.
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3. All ampersands are replaced with the word and.
4. All punctuation which terminates a sentence is replaced with
a newline character—this includes full stops, exclamation
marks and question marks. Additionally, multiple occur-
rences of newline characters are replaced with a single new-
line character.
5. All other remaining non-letter characters are replaced with
a space.
6. All occurrences of multiple spaces are replaced with a single
space.
7. All upper case characters are converted to lower case.
8. Finally, all phrases containing special Unicode characters were
removed (as these characters do not exist in English, and
their appearance generally denotes non-English text).
After parsing the file with these rules, the remaining file is a
collection of phrases containing only letters, with each phrase ap-
pearing on its own line and all extraneous whitespace removed.
From this phraselist, the wordlist file can then be constructed. To
do so, each word from the newly-created phraselist is counted,
and the resulting list of words and their counts is then sorted (in
descending order by number of occurrences) and stored in a sep-
arate file.
4.2 Corpora used
Each of the five corpora constructed for the purposes of this thesis
have unique qualities which are evaluated in these experiments.
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The enron and newsgroup corpora both represent written com-
munication over the Internet—the enron corpus representing pro-
fessional communication, and the newsgroup corpus represent-
ing a wide variety of subjects (generally written in a more casual,
conversational style). The fanfiction corpus consists of fiction
contributed by the users of a website, and incorporates a wide
range of writing quality and formality; additionally, the corpus
is an example of a huge corpus. The ota-bawe and wikipedia
corpora are both examples of more research-oriented writing—the
ota-bawe corpus containing published academic writing, while
the wikipedia corpus contains user-contributed text.
4.2.1 enron
The enron corpus was constructed from the Enron email data set
[13]. The Enron email data set is a collection of emails taken from
the email sever of Enron Corporation which was released into
the public domain by the Federal Energy Regulatory Commission
(FERC) as part of its investigation into the company’s collapse and
subsequent bankruptcy. The emails originate from 150 individual
users, most of whom were part of senior management at the com-
pany. The data set is separated into individual user directories,
each of which is further separated into a directory structure de-
fined by the server and/or the user (for example, subdirectories
of various users included “inbox”, “calendar” and “texas”). In
each subdirectory was a collection of files, each of which contain-
ing a single email. Before being processed (as per Section 4.1), all
the files located in each of the subdirectories were combined to
create a single, large file.
Due to the nature of the data set, there are natural privacy con-
cerns with regards to the content of the emails. While the emails
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were released as part of the aforementioned FERC investigation,
the version of the data set used in this thesis has been curated by
researchers at Massachusetts Institute of Technology (MIT) and
SRI International, who have removed several emails at the request
of their authors. Because the emails included in the data set were
not stripped of metadata (such as the sender and recipient(s) of
the messages), the content of the emails are directly linked to their
authors. However, this privacy concern is somewhat mitigated
when constructing this corpus from the original data set, as the
content of the messages are shuffled together in the phraselist,
making it impossible to connect phrases to their author. Further-
more, there is no concept of phrase order in the phraselist, making
it impossible to deduce the author of individual phrases.
The enron corpus is sized at 824 megabytes, and includes ap-
proximately 32.4 million lines, making it one of the larger cor-
pora used in this thesis. The corpus was constructed to represent
(mostly) professional emails sent between members of a corpo-
rate body. Furthermore, the data set was used to construct smaller
sub-corpora from collections of individual users’ emails, allowing
the impact of using a personalized corpus compared with a gen-
eral one to be measured. Many of the emails included were very
short, reflecting the nature of communication via email; it is ex-
pected that this corpus would be most useful when training an
assistive input method for forms of written communication over
the Internet. Additionally, the email metadata included in the cor-
pus may assist users in writing messages in this format.
Individual user corpora
A set of personalized corpora were created from the writing sam-
ples of various individuals within the enron data set in order
to determine the impacted of training the assistive input system
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with a corpus tailored to its user. In order for a corpus to be ac-
curately representative of a user’s writing style, the corpus must
consist of a reasonably large amount of text. The amount of text
in the corpus for a given user is represented by the file size of
each user’s text. Therefore, this file size was used to determine
which users would be appropriate for the construction of person-
alized corpora. I chose users with at least 20 megabytes of text,
which resulted in seven individual, personalized corpora—these
corpora were then constructed by simply combining each of the
files in the user’s directory and running the standard scripts for
corpus construction (as per Section 4.1).
4.2.2 newsgroup
The newsgroup corpus contains extracts from was constructed
from the 20 Newsgroups data set [62], a collection of around 20,000
postings to 20 different public newsgroups. The data set was orig-
inally constructed in 1995 by Ken Lang [43]. The data set contains
postings from over 8,000 users, on topics ranging from sport, tech-
nology and science, to religion, automobiles and classified adver-
tisements. Like the enron data set, newsgroup is split into sub-
directories based on the newsgroup each message was posted to,
with each message occupying its own file; therefore, it was also
required to combine these into a single file before processing it (as
per Section 4.1).
The average message consists of short header, which includes
the sender’s name and email address, followed by a subject line.
Following this header, the message body begins. Messages wh-
ich were replies to other messages often begin with the original
message quoted, thus increasing the number of occurrences of the
original text. Following the quoted text is the sender’s message.
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There are likely to be some quirks owing to this structure—for ex-
ample, phrases which are included in a subject line (or even an
email address) are likely to be repeated many times, especially for
posts which accumulated many replies. On top of messages being
quoted in replies, this may skew the n-grams extracted from the
corpus due to their perceived popularity.
Due to the nature of newsgroup postings, this corpus is sized
at a very small 28 megabytes. Similar to the enron corpus, the
newsgroup corpus represents written Internet communication,
which represents a fairly unique form of the English language.
The newsgroup corpus differs from enron, however, in that the
context is more casual and the subject matter generally has a more
recreational nature.
4.2.3 fanfiction
The term “fan fiction” refers to any piece of work containing char-
acters and/or settings of another piece of work, which has been
authored by someone other than the original creator. The Inter-
net provides a popular means of distributing these works to other
fans, and as such, there are many large databases of fan fiction
available on the Web. One of the more popular repositories is Fan-
Fiction.net [48], a website containing more than 5 million stories
written by more than 2 million registered users1. This data set was
constructed by automatically scraping the text from a large por-
tion of stories found on the website. Because of the huge amount
of text obtained from FanFiction.net, it was not possible to com-
bine this into a single large corpus file.
The fanfiction corpus was constructed due to the expected
similarity between the average writing style and everyday En-
1As of 28th January 2014
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glish. It is expected that the quality of the fan fiction writing will
be similar to that of the average user of an assistive typing tech-
nology, due in part to the fact that the authorship of the majority of
the fan fiction is amateur. This results in the use of a much smaller
vocabulary when compared to professional writing—this is ap-
propriate as people generally use a far smaller vocabulary when
compared to written works [5, 20]. The range of topics is also
likely to be very large, given the number of different source ma-
terials from whence the corpus is constructed. Finally, fan fiction
tends to involve a lot of speech between characters (similar to—
if not more so than—published fiction), which lends itself well
to any assistive input method used for communication. How-
ever, the major downfall is the occurrence of unusual names and
themes which are prevalent amongst works of fantasy or science
fiction. With all this in mind, it is likely that the fanfiction cor-
pus will perform best with the enron and newsgroup corpora;
however, the fictional nature of the corpus could result in unusual
suggestions from the sentence-level word prediction system.
The fanfiction corpus is the largest corpus created for this
thesis—too large, in fact, to be used with the assistive input sys-
tem regardless of configuration. The entire corpus is 66 gigabytes
large; at this size, it would be impossible to load the entire cor-
pus into the memory of a regular workstation. In order to use this
corpus in its entirety, it would be necessary to use a data struc-
ture such as those outlined in Section 3.4.2. In order to evaluate
the corpus without requiring a major re-engineering of the sys-
tem, a small sample of the corpus was taken. This sample was
constructed by taking a single line at random from each file in the
original data set. This resulted in a much smaller corpus of only
529 megabytes.
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4.2.4 ota-bawe
The ota-bawe corpus [73] was originally created for use in re-
search into the genres of student academic writing [26]. The cor-
pus was made available to the public, and consists of over 2,700
pieces of student writing, each of which contains between 500
and 5000 words. The work was obtained from students study-
ing subjects across one of four disciplines—Arts and Humanities,
Social Sciences, Life Sciences and Physical Sciences—at either un-
dergraduate or (taught) Masters level.
Along with the wikipedia corpus, this corpus contains ex-
tracts of academic- or research-style writing. However, unlike
that corpus, the ota-bawe corpus covers a smaller selection of
disciplines and topics. On the other hand, it is expected that this
corpus will have a more consistent writing style and quality, as
each source material was chosen as an example of “proficient”
student writing (as opposed to the wikipedia corpus, which
is unregulated and is therefore of uncertain quality). It is likely
that this corpus will show the best performance when compared
with the wikipedia corpus, and much poorer performance with
corpora constructed from conversational language, such as the
newsgroup corpus.
At only 34 megabytes, the ota-bawe corpus is one of the sm-
aller corpora used in this thesis. However, unlike the similarly
small newsgroup corpus, this corpus contains a much higher pro-
portion of body text (whereas the newsgroup corpus contains a
large amount of metadata also). Each piece of work in the original
data set was located in its own file, which contained additional
markup denoting headings and figures, amongst other informa-
tion. Before the data set was parsed for use with the assistive in-
put system (as per Section 4.1), this markup data was removed,
and the files were combined into a single source file.
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4.2.5 wikipedia
Wikipedia is commonly regarded as one of the largest available
sources of human knowledge, with more than 4.4 million English
articles available2. This makes it far larger than contemporary
encyclopaedias—by comparison, the Encyclopedia Britannica is sm-
aller by several orders of magnitude, consisting of fewer than 50,000
articles [22]. The aim of Wikipedia is to provide a source of in-
formation far more detailed and varied than that of a traditional
Encyclopedia; to achieve this, all the content on the site is con-
tributed by its users. While the benefit is clear from the sheer scale
of information to be found on Wikipedia, using exclusively user-
contributed information introduces concerns regarding factual ac-
curacy and the quality of writing—especially in “fringe” articles,
which are rarely viewed or edited.
That all Wikipedia articles have been contributed by a large
range of users, combined with the huge variety of information
on the website, makes it an interesting corpus. The differences in
quality of writing means it should be able to cover a wider va-
riety of user writing styles, while the overall more formal style
lends itself well to users wishing to write in a similar style. The
wide range of information contained in Wikipedia also allows for
a wide variety of concepts to be expressed by users—however, the
topics in the corpus may not necessarily lend themselves well to
conversational English. Combined with the formal writing style,
it is expected that the Wikipedia corpus may be less useful in real-
world applications where the input method is used in an every-
day setting.
The Wikipedia corpus is 381 megabytes in size, totalling ap-
proximately 3.5 million lines. The corpus was constructed us-
ing Wikipedia Miner [54], a toolkit developed by the University
2As of January 2014 [77].
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of Waikato for querying a snapshot of Wikipedia from a specific
date3. The corpus consists of a single sentence from almost ev-
ery article in the Wikipedia snapshot. Sentences were required to
meet a set of simple criteria (specifically, the sentences had to be
from body text and not headings, and had to be a minimum of 20
characters in length); for this reason, several articles were devoid
of appropriate sentences. Nevertheless, the vast majority of arti-
cles are represented by the corpus, making it a varied collection
of English concepts and vocabulary. However, only retrieving a
single sentence from each article could have the unwanted effect
of constructing a somewhat diluted corpus, therefore resulting in
domain-specific terminology occurring infrequently and appear-
ing at the end of both the word- and phraselists.
4.3 Corpus resizing
Due to the memory issues mentioned in Section 3.4.2, many of the
corpora were too large to be loaded in by the system. As a re-
sult of this, smaller versions of the corpora were constructed as
needed. These were constructed by taking a subset of the phrases
(either at random or by some other determined order) and con-
structing a new phraselist—the existing wordlist was used, as the
high memory usage was largely caused by the phraselist. The de-
tails of how the smaller versions of each corpus was created (and
the size of these smaller corpora) is detailed in this section.
The smaller versions of each corpus were created by shrinking
the phraselists to approximately 50 megabytes or smaller in or-
der to comply with the aforementioned memory limitations. The
phraselist was the target of shrinking moreso than the wordlist
due to the higher memory usage of that particular data structure.
3The snapshot used to create this corpus was dated 22nd July, 2011.
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The performed method of shrinking each corpus was to shuffle
the phraselist, and keep the top n phrases such that the resulting
phraselist was around the desired target size of 50 megabytes. The
details of each of the corpora are as follows:
• enron: 51 megabytes, approximately 2 million phrases.
• newsgroup: 28 megabytes, approximately 900,000 phrases
(not shrunk).
• fanfiction: 49 megabytes, 900,000 phrases (shrunk from
the smaller 528 megabyte corpus; see Section 4.2.3).
• ota-bawe: 34 megabytes, approximately 250,000 phrases
(not shrunk).
• wikipedia: 53 megabytes, 500,000 phrases.
4.4 Chapter summary
This chapter described the process of obtaining, parsing and con-
structing the corpora used for the purposes of this thesis. The
benefits and unique features of each corpus were also detailed,
along with a brief comparison between similar corpora. These
comparisons also include predictions regarding the expected per-
formance of the assistive input method when trained with and
tested against various corpora. Chapter 5 contains a formaliza-
tion of these expectations in the form of hypotheses, followed by a
description of the experiments which were performed in order to
confirm or reject these hypotheses (amongst others). Subsequent
chapters will also discuss the results of these experiments and the
relationship between corpora and system performance.
Chapter 5
Evaluation
The assistive input system developed as part of this research was
designed to allow the investigation of effects of various parts wh-
ich make up the system. By investigating these aspects of the sys-
tem, we can determine how they impact the theoretical maximum
typing speed of the system and, by extension, how these aspects
can be combined to create an optimal assistive input method. In
order to investigate these characteristics of the system, an evalu-
ation framework was constructed around the input method. This
was built in lieu of an interactive input system (which could theo-
retically be added to the system and run in parallel with the eval-
uation framework). The evaluation framework allows us to em-
pirically measure the impact of the different parts of the system by
evaluating variations in configuration, which allows us to achieve
one of the major goals of this research.
In Section 1.3, the goals of this research were outlined. Two
of these goals refer to evaluating the impact of the corpus used to
train the assistive input system, and the impact of all other config-
uration options. The first of these goals was based on the conjec-
ture that the training corpus has a potentially large impact on its
performance when used to input text, especially in other domains;
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the second goal aims to quantify the impact of various other con-
figuration options.
This chapter will discuss the process used to evaluate the assis-
tive input method with a given training and testing corpus. Fol-
lowing this is an in-depth description of each of the experiments
performed during the undertaking of this research, where we for-
malize the expectations of the system in the form of hypotheses.
5.1 Evaluation methodology
In order to evaluate the assistive input method, we use a simple
measure of keystroke savings. The keystroke savings is calculated
by subtracting the number of keystrokes required to type a sen-
tence using the system from the number of keystrokes required
to input the phrase using a standard keyboard. This measure has
been used in prior studies [34, 46, 51] and represents a simple, yet
accurate, performance measure for assistive input methods. Be-
cause the keystroke savings is correlated with the length of the
phrases, however, the performance of the system can also be mea-
sured using a common metric known as keystrokes per character
(KSPC). This metric is used in some of the previous literature [45],
and can be used to compare performance independent of the vary-
ing phrase lengths. A major advantage of the KSPC measure is
that it is intuitive—punctuation and capitalization notwithstand-
ing, a standard keyboard has an average KSPC of 1.0, as every al-
phanumeric character occupies its own key. Therefore, by treating
a KSPC of 1.0 as a baseline, the performance of an input method
can be directly compared to that of a standard keyboard. This
measure will be referred to heavily in Chapter 6 when analysing
the results.
Evaluating the system involves two additional input data struc-
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tures (on top of the training corpus—the wordlist and the phrase-
list—and the ambiguous keyboard split) required to perform an
experiment: the testing corpus and a configuration file. The test-
ing corpus is the phraselist of one of the corpora described in
Chapter 4, the entry of the phrases from which are simulated in
order to determine the keystroke savings provided by the assis-
tive input method when used to type the phrase in question. The
configuration file determines which subsystems are to be enabled
during evaluation, and specifies the state of all other configura-
tion flags and options (described in Section 3.3). The testing cor-
pus provided to the system during these experiments is designed
to be representative of a certain style, tone or domain of writ-
ing; by varying the testing corpus presented to the system, we
can collect system performance data in various domains. At the
conclusion of the evaluation of a testing corpus, the performance
of the speller configuration—and training and testing corpus—is
reported as the percentage of keystrokes saved.
There are many aspects besides raw keystroke savings wh-
ich can be taken into account when evaluating the performance
of an assistive input method, such as the cognitive cost of auto-
completion, or the cost breaking the flow of typing by selecting
a word from a suggestion list. However, many of these aspects
are not considered during the evaluation of this system. This was
done to simplify the evaluation of the system. While the perfor-
mance of the system as reported by the evaluation may be slightly
less meaningful due to failing to consider these aspects, because
the evaluation compares features and corpora (and not necessarily
the impact of the assistive typing system in a real-world scenario),
this was considered to be an acceptable limitation.
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5.1.1 Process
The evaluation of phrases is enabled by the evaluation framework
created as part of the assistive input method. This evaluation
framework measures the keystroke savings by simulating a user
typing using both the assistive input method and a standard key-
board. To be more specific, the system steps along each character
of the input phrase and keeps track of the number of keystrokes
entered at each point. For simulating a standard keyboard, this
is simplified by simply counting the number of characters in the
sentence; the assistive input system, however, needs to step over
the phrase one character at a time. This is necessary due to the
system needing to present a list of ambiguous word completions,
word suggestions and word auto-completions at each step, which
each have a different cost based on a number of variables (includ-
ing the characters entered to that point).
How the system responds to user input (in this case, simulated
user input) was covered in detail in Section 3.2.3. This Section
also details the cost associated with each action the user can take
during typing with the system. These costs are summarized as
follows:
• Entering a character is performed at a cost of 1 keystroke.
• To accept an auto-completion the keystroke cost is 1; this
also enters a space or sentence-terminating punctuation mark.
• Rejecting a character is performed at a cost of 1 keystroke—
this must be done before entering a space or sentence-termi-
nating punctuation mark where an undesired word has been
auto-completed.
• The cost of selecting a different ambiguous word comple-
tion is based on the position of the desired word in the am-
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biguous key sequence matches list (for example, if the de-
sired word is at position 3 in the list, the cost is 2 keystrokes).
If the word does not exist in the list, the cost is n + w + 1,
where n is the number of items in the list and w is the length
of the word being entered.
• Selecting a word prediction suggestion costs 2 keystrokes:
the first to enter word selection mode, the second to select
the desired word.
For each completed corpus evaluation, the output is a CSV file
containing the results of evaluating each phrase in the testing data
set. The format of each line of the file is as follows:
keystroke−cost−raw , keystroke−cost−p r e d i c t i v e ,
keystroke−savings , evaluat ion−time , phrase
5.1.2 Default configuration
Many of the experiments performed as part of this research and
described in this chapter vary only partially, and are otherwise
similar. For example, the experiments comparing the effects of
using different training corpora use the same values for the tun-
ing parameters in order to make any comparisons between cor-
pora valid. For this reason, the concept of a default configuration
is hereby defined as follows (refer to Section 3.3 for an in-depth
explanation of each of these options):
• All subsystems—ambiguous keyboard, sentence-level word
prediction, word auto-completion—are enabled.
• The keyboard is split into the following groups: SNWZXOF,
AUCJEVB, YIDPKL, QHGRMT.
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• Variable phrase windows are enabled and set to size 5.
• Infrequent phrases are removed (threshold is 5).
• Infrequent words are not considered bad words.
• Long words are considered bad words (maximum word leng-
th is 20).
• The bad word behaviour is set to drop contains.
The keyboard split used in the default configuration was the
best performing of the original naı¨ve search for keyboard splits
described in 5.2.4. A default phrase window size of 5 ensures
the experiments performed are novel, as previous studies often
limited the extracted phrases to bigrams or trigrams. Infrequent
phrases were removed in order to cut down the memory usage
of the phraselist, and long words were also removed due to them
often not being real words beyond a large number of characters.
Finally, the bad word behaviour was chosen as drop contains, as
this is the most straightforward—as well as memory-efficient—
behaviour.
5.2 Experimental design
The remainder of this chapter will design a set of experiments
necessary to determine the effect the various aspects of the sys-
tem have on the overall performance of the system in a variety of
contexts. In doing so, we will achieve the goals set out in Section
1.3 and understand what is required to create an assistive input
method which demonstrates optimal performance in the majority
of situations.
The performed experiments need to several aspects of the sys-
tem, each of which will have varying effects on the performance
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of the assistive input system. The first two sets of experiments
aim to determine the effect of the corpus used to train the system,
with the first looking at the performance differences with various
combinations of training and testing corpus, while the second set
considers the effects of using the same corpus for training and
testing. The third collection of experiments consider the effect of
the keyboard split on the performance of the system. The fourth
experiments consider the impact of each of the three major sub-
systems, while the fifth set of experiments looks into the effects of
the other tuning parameters.
5.2.1 Inter-corpus evaluation
Inter-corpus evaluation refers to the process of evaluating a train-
ing corpus by measuring its performance when typing phrases
from a second corpus. This is repeated for every pair of corpora
detailed in Chapter 4. By performing this set of evaluations, we
are able to make inferences regarding the impact of domain and
writing style on the performance of a system independent of other
system parameters.
This evaluation is performed by constructing an “evaluation
matrix” of all of the corpora listed in Chapter 4. The evaluation
matrix covers every unique pairing of corpora; by completing the
matrix, we will have a complete comparison of every corpora cre-
ated for this research. In order to complete the matrix, each cell
is filled with the results of an experiment performed with one
corpus used to train the system and the other used to evaluate
it. Each of these experiments uses the default configuration, with
only the corpora used to train and evaluate the system used as
variables.
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Table 5.1: Evaluation matrix for inter-corpus evaluation (the grey
cells indicate control experiments)
Hypotheses
In Chapter 4, several predictions were provided regarding the re-
sults of these experiments, which were related to the domain and
writing style of the corpora. The predictions were made by es-
sentially categorizing the corpora according to these two aspects.







Table 5.2: Categorization of corpora
From Table 5.2, we can determine which corpora are expected
to perform well as training/testing corpus pairs. One such expec-
tation is for data sets originating from the same domain to exhibit
better performance. This is formalized as the following hypothe-
sis:
Hypothesis 1 Corpora pairings which share the same domain will out-
perform those from different domains.
Similarly, we also expect that corpora which share similar writ-
ing styles to also demonstrate good performance:
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Hypothesis 2 Corpora pairings which exhibit similar writing styles
will outperform those with different styles.
From Hypotheses 1 and 2, we expect that the ota-bawe and
wikipedia corpora will demonstrate the best performance of any
pair. Other potential high-performance matches include the en-
ron and newsgroup pairing (due to the domain match) and the
enron and ota-bawe pairing (due to the similar writing styles).
5.2.2 Single corpus evaluation
While the experiments described in the previous section are de-
signed to measure the performance of evaluating each corpus ag-
ainst every other corpus to determine the effect of domain and
style, the single corpus experiments measure the performance of
each corpus independently. Measuring the ability of a corpus to
effectively type phrases from itself reveals information about the
size of the domain contained within (i.e. how specific the domain
is)—for example, a corpus which demonstrates high performance
when typing its own phrases would be expected to perform well
in situations where phrases from this domain is to be entered by a
user. Furthermore, a high-performing corpus is likely to require a
smaller training corpus in order to cover a much higher percent-
age of possible phrases typed by a user. The results of these exper-
iments will inform us which corpora are most useful in domain-
specific settings, and which are likely to be more useful as general
corpora. Combined with the knowledge about the intended target
domain of the user, we could also use the results of these experi-
ments to determine which corpus is likely to be most useful for a
given user.
These experiments are similar to those described in Section
5.2.1, with the only difference being the reuse of the training cor-
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pus as the testing corpus in all instances. However, in order to
alleviate bias, a form of cross-validation was used in the exper-
iments [41]. This 10-fold cross-validation involved dividing the
phraselist of each corpus at random into 10 equal parts. At this
point, 10 separate experiments were performed on each corpus,
with each experiment using a unique part as the testing corpus a
combination of the remaining 9 corpus parts as the training cor-
pus. The final step of the cross-validation process was to average
the results of the 10 experiments; this average is then used as the
performance measure of the corpus being evaluated. Finally, like
the inter-corpus evaluations, the default configuration is used for
other flags and options.
Hypothesis
It is expected that corpora with a smaller, more specific domain
are likely to perform better in a single-corpus experiment than
those corpora which are cover a much wider range of topics, as
larger domains are likely to cover a larger set of common phrases.
Therefore, corpora constructed from academic writing is likely to
see a lesser benefit from collocations than a more specific domain
such as conversational English or communication:
Hypothesis 3 A corpus taken from a smaller domain will perform bet-
ter than one taken from a larger domain.
Based on Hypothesis 3, we can expect that the performance of
the fanfiction corpus will be higher than that of the wikipedia
corpus in these experiments.
5.2.3 Personalized corpora evaluation
One potentially interesting question which can be asked of the as-
sistive typing system is whether training the system with a data
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set consisting of samples of the user’s typing will result in bet-
ter performance for that user when compared with training the
system using text written by others. In other words, these exper-
iments investigate the impact of using a personalized corpus ver-
sus using a generalized corpus.
Because every person exhibits a unique personal writing style,
it is natural to assume that training the system using a corpus con-
structed from the user’s own typing will be demonstrate higher
performance when compared with other corpora. This is due to
the fact that people tend to reuse the same phrases, which in-
creases the impact of collocations (words that occur together fre-
quently; see Section 1.1.2 for more details). It is therefore expected
that the performance of the system will be greatly improved by
using a corpus which is personalized to the user’s exact writing
style.
These experiments make use of the personalized corpora wh-
ich were constructed from the enron corpus described in Section
4.2.1. Two sets of experiments were performed which roughly cor-
respond to the experiments performed with general corpora and
described in Sections 5.2.1 and 5.2.2. The first set of experiments
involved measuring the performance of each user’s personal cor-
pus against a combination of the remaining personalized corpora
(that is, the combined corpus of every user except that which was
used to train the system). This was done in order to establish a
baseline measure for the system trained using a personalized cor-
pus. The second set experiments measured the impact of testing
the system with the same user’s corpus used for training. Simi-
lar to the single corpus evaluation, a form of cross-validation was
used (however, due to the size of the individual user corpora, only
five divisions were used—that is, 5-fold cross validation); for de-
tails on this process, see Section 5.2.2. After performing these ex-
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periments, the results of the two were directly compared to mea-
sure the impact of using a corpus personalized for a given user.
However, one downfall of using the enron corpus as a source
of personalized corpora is due to the way replies to other users are
handled within the corpus. Because messages that were sent by
an individual in reply to another user often included the original
message, part of the corpus personalized to a user will be diluted
somewhat with text that was written by another user. This is ex-
pected to somewhat reduce the performance difference between
the system trained and tested with a single user’s corpus and the
system trained and tested with two different users’ corpora. How-
ever, this dilution is minimal enough that we should still be able
to clearly see a performance benefit in most cases.
Hypothesis
Personalized corpora are beneficial to the assistive input method
as they allow the user to type their most oft-repeated phrases with
greater efficiency by promoting only phrases and words which the
user themself has previously typed. In so doing, it is therefore in-
tuitive to expect that through using a corpus provided by samples
of the users text we can maximize the performance of retrieval
from the word- and phraselists. Therefore:
Hypothesis 4 A corpus which has been personalized to a user will al-
low the user to obtain better performance from the system when com-
pared with a general corpus.
5.2.4 Keyboard split evaluation
The ambiguous keyboard subsystem is closely linked to—and high-
ly dependent on—the way the keyboard is split or grouped. This
keyboard split refers to how English letters are mapped to the
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abstract input keys of the ambiguous keyboard (see Section 3.3.2
for a more detailed explanation). For this reason, its performance
(and by association, the performance of the entire system) can be
impacted greatly by this split.
Evaluating the impact of the keyboard split was done by first
creating several candidate keyboard splits. This was done by run-
ning a naı¨ve search over random combinations of letters split into
4 equally-sized groups, and measuring the performance of these
splits using a simple estimated performance measure. This mea-
sure was taken as a combination of two performance measures: an
ambiguity measure and a range measure. The ambiguity measure
is simply the sum of the number of ambiguous keyboard matches
for each word in a given a collection of sample text, while the
range measure is the squared average of the range of sizes of the
ambiguous matches lists for each input key sequence length (i.e.
the difference between the most ambiguous input sequence and
the least ambiguous input sequence for each sequence length).
Several of the best performing sequences from these initial exper-
iments were used in the final keyboard split experiments. Note
that the top performing keyboard split from these initial tests was
used as the keyboard split in the default configuration from Sec-
tion 5.1.2.
The list of candidate splits was appended with three splits wh-
ich are ordered in some way: an alphabetical split, an alphabeti-
cal split with vowels separated, and a split with the characters
ordered according to a QWERTY keyboard. These splits are in-
cluded so that the impact the order of ambiguous keyboard groups
can be measured. By measuring this impact, we can determine
whether being able to use an unordered split (such is the case for
BCI spellers, and described in Section 1.2.1) is advantageous. The
candidate splits are listed in Table 5.3.
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Group 1 Group 2 Group 3 Group 4
SNWZXOF AUCJEVB YIDPKL QHGRMT
CEGLSUZ HMNKWAX FJVYIT PRODQB
WPFERVY GDATXKB JCHNLO ZMUSQI
LOCVGDQ HMRIYZK FETJBU APWNSX
URIQPFD CSXOJKH GYVTAM NWLEBZ
NWZJEBH GMXAKUT CDRPOV SLQIFY
QWERTYU IOPASDF GHJKLZ XCVBNM
ABCDEFG HIJKLMN OPQRST UVWXYZ
AEIOUY BCDFGHJ KLMNPQR STVWXZ
Table 5.3: Keyboard splits investigated
After constructing the list of candidate splits, the experiments
involved simply swapping out the keyboard split for another. Each
keyboard split was tested for each corpus pairing (as per Section
5.2.1), with the performance of each split reported as an average
of the measured performance of each corpus pairing—that is, the
performance of a single keyboard split is the average of the per-
formance from every corpus pairing using the keyboard split.
Hypotheses
From the initial tests performed in order to construct the list of
candidate splits, it was noticed that the way the keyboard was
split has the potential to noticeably affect the performance of the
ambiguous keyboard. Furthermore, it is expected that the perfor-
mance of the ambiguous keyboard using unordered splits will be
much higher than when using an ordered split. These hypotheses
are as follows:
Hypothesis 5 The keyboard split of the ambiguous keyboard has a sig-
nificant impact on the performance of the system.
Hypothesis 6 An optimal unordered keyboard split can achieve better
performance than an optimal ordered split.
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5.2.5 Subsystem evaluation
The assistive input system is made up of three separate subsys-
tems: the ambiguous keyboard, sentence-level word prediction
and word auto-completion. This means that the performance of
the system is dependent on these three individual subsystems and
the interaction between them. These three components have some-
what competing effects on the maximum theoretical typing speed
using the assistive system, however; while the word prediction
and auto-completion subsystems both aim to increase the speed
at which a user can type, the ambiguous keyboard instead at-
tempts to reduce the number of physical keys required to type
using the system whilst minimizing the negative affect on typ-
ing speed. By analysing the performance each of the subsystems
in isolation, we can determine the effects that each have on the
performance of the system. This information can also assist in
situations where it may be beneficial to remove a subsystem to
maximize performance of the overall input system—for example,
in situations where a full keyboard is able to be used, it may be
better to remove the ambiguous keyboard subsystem. Due to the
reliance of the word auto-completion system on the prediction en-
gine (it does not function without this system enabled), this com-
ponent should not be enabled without sentence-level word pre-
diction.
In order to measure the effects that each subsystem has on the
overall system, it is necessary to simply disable the required com-
ponents using the flags defined in Section 3.3.1. The experiments
performed involved every permutation of the three subsystems,
excepting all subsystems enabled (a duplicate of the experiments
in Section 5.2.1), all subsystems disabled (simply a standard key-
board), and situations where the auto-completion component was
enabled without the word prediction subsystem. This resulted
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in four sets of experiments—three permutations with word auto-
completion disabled, and one with only the ambiguous keyboard
disabled. The performed experiments were otherwise identical
to the inter-corpus experiments of Section 5.2.1, which involved
measuring the performance of every unique corpus pairing. By
performing these experiments in such a way that is closely analo-
gous to the inter-corpus ones, we are able to compare the results
in order to determine how the performance of each permutation
compares to the default set-up (that is, all three subsystems en-
abled).
Hypotheses
As previously mentioned, the three components of the assistive
input system are not tailored to achieve a common goal. In fact,
the absolute best case scenario for the ambiguous keyboard is to
achieve the same performance as a standard keyboard—it will
never be able to outperform it (in the majority of cases, even this
is an unreasonable goal). Therefore, the first hypothesis of these
experiments is as follows:
Hypothesis 7 The ambiguous keyboard has a negative impact on the
performance of the system.
The other two components of the system—sentence-level word
prediction and word auto-completion—both work to reduce the
number of keystrokes required to input text into the system. There-
fore, both of these subsystems are expected to benefit the perfor-
mance of the system:
Hypothesis 8 Sentence-level word prediction greatly increases the per-
formance of the system.
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Hypothesis 9 Word auto-completion greatly increases the performance
of the system.
From the above Hypotheses 7, 8 and 9, we can expect that con-
figurations which include the ambiguous keyboard will exhibit
worse performance than the corresponding configuration with the
ambiguous keyboard disabled, and that configurations with ei-
ther sentence-level word prediction or word auto-completion will
perform better than those with these components disabled. On
top of this, we expect that the benefit provided by these two sys-
tems is accumulative, and therefore that a configuration with both
of these components enabled will outperform configurations with
one or the other enabled.
5.2.6 Tuning parameters evaluation
During the construction of the assistive typing system, several
tunable parameters (detailed in Section 3.3.2) were integrated with
the system so that their effects could be measured. By determining
the effects of various tuning parameters on the performance of the
system, we can establish the optimal configuration for this input
method. By comparing the results of the tuning parameters for
different corpora, we can additionally gain an understanding of
whether some parameters should be tuned for specific use cases,
or whether a global optimum can be achieved.
The experiments designed to measure each parameter is again
similar to that of Section 5.2.1, with the default configuration of
Section 5.1.2 being used for every parameter other than that wh-
ich is being tuned. The performance of each parameter is reported
per–corpora pairing; in doing so, we can achieve the above goal
of determining whether the parameters can be tuned globally or
whether they should be tuned on a case-by-case basis. The fol-
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lowing is a list of tuning parameters which were covered in these
experiments:
• Variable phrase length
• Bad word behaviour
• Bad word and phrase thresholds
• Size of word prediction suggestion list
Hypothesis
The parameters were included as part of the design of the system
to investigate the effects of changing these parameters—the effects
of each parameter is not known, but it is expected that they will all
have some impact on the performance of the system. Therefore,
the hypothesis for these experiments is as follows:
Hypothesis 10 Changing the values and behaviours of the different pa-
rameters will have an effect on the performance of the system.
5.3 Chapter summary
This chapter detailed the experiments which were carried out in
order to determine the effects of various aspects of the system,
thereby achieving the goals described in Section 1.3. This chapter
also detailed the process used to perform each experiment, and
the default configuration used to ensure consistency between ex-
periments. The results of each experiment are reported and anal-
ysed in Chapter 6, which is followed in the same chapter with a
discussion. The findings of this research is summarized and the
discussion concluded in Chapter 7.
Chapter 6
Results
The experiments outlined in the previous chapter were designed
to evaluate the performance that various configuration options
have on the performance of the assistive input system. By evaluat-
ing the results of these experiments, we can draw conclusions for
the hypotheses which were also detailed in Chapter 5. Through
these conclusions, the goals of this research can be achieved. This
chapter will first explain how the results were analysed, and and
how the results should be interpreted. Section 6.3 presents the en-
tire set of results from the experiments presented in the previous
chapter. Each of the hypotheses that were presented in Chapter
5 are also given conclusions in this section—the numbers of the
conclusions directly correspond to the numbers of the hypothe-
ses. The chapter will conclude with a brief summary, and the the-
sis concluded in the following chapter.
6.1 Data preprocessing
Prior to analysing the results of each set of experiments, the data
was first pre-processed. By doing so, the data was normalized in
such a way that the results obtained from each test corpus can be
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compared. Without normalizing the results, corpus aberrations
such as abnormal sentence lengths could skew the results of one
test corpus compared to the others. The full set of pre-processing
operations is described as follows.
The first processing step that was performed was limiting the
length of the phrases within the test corpus. This involved both re-
moving phrases which were considered to be too short or too long
to contribute to the performance of the system in a real world situ-
ation. This limitation was introduced in response to the fanfic-
tion-small corpus, the low-quality writing of which contains
phrases of lengths which are not representative of standard use
of an assistive input system. The accepted phrases were allowed
fairly liberal lengths, with valid phrases varying from 1 to 1,000
characters in length. Empty phrases were removed, as these po-
tentially skew the results without reflecting true use of the sys-
tem; no other phrases with few characters were removed, how-
ever, as even single characters have the potential to be entered in
real-world contexts. On the other hand, phrases beyond a certain
length would be considered to be grammatically incorrect, hence
the removal of such phrases from the result data; the high charac-
ter limit is so as to not artificially penalize long (but valid) phrases.
The second processing step involved the removal of dupli-
cate phrases. Duplicate phrases were removed in order to evenly
weight every phrase which is being evaluated. Ensuring that ev-
ery phrase is unique ensures that no phrase is over-represented
within a given test corpus. Despite uniqueness of phrases not be-
ing a requirement of entering text in a real-world situation, this
requirement during the evaluation of the system ensures that the
performance is fairly representative of the overall average perfor-
mance of the system.
One processing step which is worth mentioning on account of
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it not being performed is the removal of outliers. While remov-
ing phrases which exhibited abnormal behaviour in the context of
the rest of the corpus would be a reasonable action to take from a
statistical point of view, this has the potential to somewhat falsify
the results, and result in reporting incorrect performance figures.
From a performance perspective, outliers are generally observed
as a result of phrases which contain words which are not in the
training corpus; this is especially true of shorter words, as the cost
of entering a word is much higher with a larger ambiguous word
match list (see Section 3.2.3 for more details). Because these sit-
uations are possible through real-world use, outliers are instead
treated as per usual when analysing the results.
6.2 Analysing results
Analysis of the results was performed with scripts written us-
ing the statistical programming language R [60], and the libraries
data.table [18], ggplot2 [76] and lattice [65]. After load-
ing in the data, the scripts first processed the results as described
in Section 6.1; as such, the scripts make up a crucial part of the ex-
perimental framework. The figures presented in this chapter were
also generated using these scripts.
Throughout this chapter, the pseudo-median of each experi-
ment will be presented as an estimator of the population mean,
which was generated using the Wilcoxon test across the sets of ex-
periments. The pseudo-median statistic reported for each result
is the Hodges-Lehmann estimator [33], which is closely related to
the population mean in non-symmetric data such as is contained
within these results. For each set of experiments, the pseudo-
median was calculated with a 95% confidence interval, which was
generated over the entire set of experiments using a confidence of
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1− 1−confidence
n
, where n is the number of experiments. After gener-
ating these intervals, Bonferroni correction [21] was applied over
the set to give a 95% confidence interval for each individual exper-
iment. For example, a confidence of 99.8% was used over the set of
25 inter-corpus experiments, which resulted in a per-experiment
confidence of 95%.
For each set of data, the results are reported as the average
keystroke per character (KSPC) of the given corpus or configu-
ration, as KSPC is used as a performance measure. The average
KSPC is compared to a KSPC of 1.0, which is the KSPC rate of
typing with a standard keyboard (at least in the case of lower case
letters; the average KSPC is increased when considering the SHIFT
key). Therefore, the lower KSPC the better the performance of the
system; a KSPC lower than 1.0 is a target of the majority of the ex-
periments. The aforementioned pseudo-median therefore refers
to the median of the average KSPC across all the corpora and/or
configurations. The other reported figures are the standard de-
viation (s.d.) and the previously-explained confidence intervals
(CIs).
6.3 Experimental results
This section discusses the results of the experiments designed in
Chapter 5. For each experiment, the raw data will be presented
along with a summary of the most important data. The data will
also be investigated with regards to the hypotheses that were de-
tailed within the previous chapter, so that these can be accepted
or rejected.
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Train. Test P.-median s.d. CIs
enron enron 1.0335 0.9414 [1.0314,1.0355]
enron fanfic. 1.3519 0.6301 [1.3504,1.3533]
enron news. 1.3881 1.6414 [1.3848,1.3915]
enron ota-bawe 1.0999 0.2995 [1.0985,1.1014]
enron wiki. 1.2549 0.4907 [1.2536,1.2562]
fanfic. enron 1.5933 6.6388 [1.5867,1.5999]
fanfic. fanfic. 0.8806 0.3471 [0.8800,0.8812]
fanfic. news. 1.3549 8.8267 [1.3482,1.3617]
fanfic. ota-bawe 1.0084 0.7738 [1.0074,1.0093]
fanfic. wiki. 1.1473 2.0935 [1.1454,1.1492]
news. enron 1.4160 0.8620 [1.4135,1.4185]
news. fanfic. 1.2716 0.5121 [1.2704,1.2729]
news. news. 1.2000 1.2584 [1.1972,1.2029]
news. ota-bawe 1.1073 0.2581 [1.1060,1.1086]
news. wiki. 1.2413 0.4086 [1.2401,1.2425]
ota-bawe enron 1.3362 1.1269 [1.3332,1.3391]
ota-bawe fanfic. 1.2166 0.6122 [1.2155,1.2178]
ota-bawe news. 1.2781 1.5432 [1.2744,1.2818]
ota-bawe ota-bawe 0.7682 0.1645 [0.7675,0.7689]
ota-bawe wiki. 1.0280 0.4760 [1.0268,1.0292]
wiki. enron 1.3305 2.8618 [1.3268,1.3343]
wiki. fanfic. 1.1819 1.3571 [1.1807,1.1831]
wiki. news. 1.2120 4.2766 [1.2083,1.2158]
wiki. ota-bawe 0.8566 0.3270 [0.8559,0.8574]
wiki. wiki. 0.8649 0.5125 [0.8641,0.8657]
Table 6.1: Summary statistics for inter-corpus experiments in
KSPC (the grey rows indicate control experiments)
6.3.1 Inter-corpus evaluation results
Before looking at the inter-corpus performance, it is worth looking
at the performance of the system during the “control” experiments—
that is, the performance of the system in perfect conditions. For
these experiments, this is defined as the performance of the sys-
tem which has been trained and tested using the same corpus. By
analysing this data, we can determine how successful the system
is in the ideal situation of having previously seen the text which
the system is being used to type. From the grey cells in Table 6.1
it can be seen that four of the five corpora perform above or at the
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performance of a standard keyboard (which has a KSPC of 1.0)
during the control experiments. This is confirmation that, even
with a limited set of inputs, it is theoretically possible in most
cases to enter text using the system with at least the same effi-
ciency as a standard keyboard—and in many cases, even exceed
it.
The performance outlined by the aforementioned control ex-
periments also suggest the relative difficulty of each corpus: if a
perfectly-trained system exhibits poor performance, then it can be
established that this corpus is difficult to type using the system.
From Table 6.1, we can determine that the most difficult corpus to
type is newsgroups, whilst the easiest is ota-bawe. Figure 6.1
shows the average KSPC for each pair of training and test corpora
(along with the corresponding confidence intervals, the lack of
overlap of which demonstrates the statistical significance of these
results). By examining this figure, it can be seen that the pseudo-
median KSPC for experiments where newsgroups was used as
the test corpus tend towards the top-right corner of the graph (de-
noting a high average KSPC, with a mean of 1.2867), while the
pseudo-medians for ota-bawe as the test corpus tend towards
the lower-left corner (denoting a low average KSPC, with a mean
of 0.9681). The positions of these pseudo-medians visually con-
firms the relative difficulty of each corpus; however, the average
standard deviation of the newsgroup test set is extremely high
(3.5092) and therefore this conclusion is possibly of little notabil-
ity.
In Section 5.2.1, two hypotheses were presented pertaining to
the performance of the system with certain domains and writing
styles. Hypothesis 1 stated that train/test corpora pairings origi-
nating from the same domain will outperform other pairings. Two
pairs of corpora share the same domain (as described in Table
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5.2): enron and newsgroup, which are both of the Communi-
cation domain, and ota-bawe and wikipedia, which are both
of the Academic domain. From the data in Table 6.1 and Figure
6.1, it can be seen that the system demonstrates the best perfor-
mance out of all the non-control experiments when trained on
the wikipedia corpus and tested on the ota-bawe (KSPC =
0.8566 ± 0.3270), and third-best performance in the reverse con-
figuration (KSPC = 1.0280 ± 0.4760). Conversely, both pairings
of the enron and newsgroup corpora demonstrate the second-
and third-worst performances (KSPC = 1.3881± 1.6414, 1.4160±
0.8620); however, as previously mentioned, both of these corpora
appear to be difficult corpora to type using the system, as the av-
erage KSPC for experiments where these corpora were used as the
test corpus is high. Therefore, on the strength of the results from
the Academic domain, the hypothesis is weakly accepted.
Conclusion 1 Corpora pairings from the same domain exhibit improved
performance, but not to the same extent that the difficulty of the corpus
impacts performance.
Hypothesis 2 presented the theory that corpora which exhib-
ited the same writing style would outperform those that are writ-
ten in differing styles. The two styles under consideration are a
Formal style (the enron and ota-bawe corpora) and the Casual
style (the newsgroup and fanfiction-small corpora). How-
ever, given the distribution of average KSPCs across all relevant
corpora pairings (KSPC = 1.0999±0.2995, 1.3362±1.1269, 1.3549±
8.8267, 1.2716 ± 0.5121) between all other average KSPCs, it ap-
pears that the writing style has little impact on performance. There-
fore, the hypothesis is rejected.
Conclusion 2 Corpora pairings which share the same writing style do
not exhibit better performance when compared to other corpora pairings.
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The scatter plots in Figure 6.2 show the relationship between
phrase length and average KSPC from each of the inter-corpus
experiments. An interesting trend is that all corpora contain a
number of phrases which were very short (under 20 characters in
length), and yet exhibited a very high average KSPC. This could
be caused by a combination of two factors. The first factor is that
most (if not all) of the corpora contain several short phrases which
are simply one or more acronyms; this is notable as acronyms are
context-dependent, and will generally not be contained in more
than one corpus. This resulting in a frequent inability to predict
acronyms. The second (and potentially related) issue is that if a
very short word is not in the system’s wordlist, there is a very
high penalty associated with attempting to enter the word due to
the likely high number of ambiguous matches (as there are many
more ambiguous combinations for very short input sequences;
see Section 5.1.1 for an explanation of this penalty). While an in-
put sequence of six or seven characters may only match three or
four words (and therefore have a very low no-match penalty), in-
put sequences of two or three characters could match upwards of
20 words. Combine this with a very short phrase, and it is un-
derstandable that some very short phrases containing unknown
words may have an average KSPC in the double digits.
From Figure 6.2, two other interesting pieces of information
can be deduced. The first is that there is no symmetry as far as
training and testing corpora go. That is, high performance with
one train/test pair does not imply high performance reversing the
roles of the corpora. This is to be expected, as the difficulty of
a corpus is unrelated to its suitability as a training corpus. The
second piece of information is that the variance in average KSPC
between testing corpora is different for each training corpus. For
example, the range of average KSPC where the system has been
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trained with fanfiction-small is 0.7126, while the range for
newsgroup is only 0.3087. Furthermore, the enron corpus shows
a range similar to newsgroup of 0.3546, suggesting that perhaps
the domain from which the corpus was constructed impacts the
variance of average KSPC.
6.3.2 Single corpus evaluation results
Corpus Pseudo-median s.d. CIs
enron 1.0379 1.1012 [1.0363,1.0395]
fanfic. 0.9104 0.8890 [0.9098,0.9110]
news. 1.2179 1.3586 [1.2158,1.2200]
ota-bawe 0.7849 0.1785 [0.7843,0.7855]
wiki. 0.8826 0.6689 [0.8819,0.8833]
Table 6.2: Summary statistics for single corpus experiments in
KSPC
By comparing Table 6.2 to Table 6.1, it can be seen that results
of these single corpus experiments are very similar to that of the
control experiments in Section 6.3.1, with the KSPC values differ-
ing by an average of 0.02. This suggests that attempting to write
large bodies of text which the system has already been trained
on is not easier to type than if the system had not been trained
with that specific text (but had been trained with the remainder of
the corpus in question). Whilst this observation does not impact
the performance of the system, it does suggest that the evalua-
tion methodology involving cross-validation is somewhat unnec-
essary.
In Section 5.2.2, it was suggested that corpora from smaller,
more specific domains are likely to perform better than corpora
from larger domains (Hypothesis 3). From this, it was suggested
that fanfiction will perform better due to the fact that most
of the text considers day-to-day situations, whereas wikipedia
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contains text pertaining to the majority of human knowledge. From
the pseudo-median KSPCs listed in Table 6.2, it appears that this
behaviour is not observed. In fact, the ota-bawe and wikipedia
corpora demonstrated the best performance out of all the corpora
(KSPC = 0.7849± 0.1785, 0.8826± 0.6689 respectively). The en-
ron corpus was taken from what was likely to be the smallest
domain—business emails related to a single corporation—demon-
strated the second-worst performance (KSPC = 1.0379± 1.1012),
albeit with a high standard deviation. Based on this analysis, Hy-
pothesis 3 is rejected out-of-hand.
Conclusion 3 The size of the domain from which the corpus is con-




















Figure 6.3: Pseudo-medians for single corpus experiments with
confidence intervals
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Figure 6.4: Pseudo-medians for inter-corpus experiments with
confidence intervals in KSPC (the blue bars indicate personalized
corpora)
In Section 5.2.3 it was proposed that training the system with a
corpus which contains samples of the user’s text would allow this
user to type with improved performance when compared with a
general corpus; this is the hypothesis presented in Hypothesis 4.
Table 6.3 shows the results of the experiments performed to de-
termine whether this was indeed the case, with the rows in grey
denoting experiments which were cross-validated (Section 5.2.3
explains the experimental process in detail). Figure 6.4 demon-
strates that in every case where the training corpus and the testing
corpus were constructed from samples of text written by the same
user, the performance of the system exceeds cases where different
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Train. Test P.-median s.d. CIs
jd jd 0.8740 0.8913 [0.8716,0.8764]
jd km 1.0456 0.8319 [1.0406,1.0505]
jd mb 0.9496 0.6269 [0.9468,0.9524]
jd ss 1.0356 0.8460 [1.0302,1.0409]
jd sk 0.9572 0.8239 [0.9519,0.9624]
jd tj 1.0184 0.8345 [1.0131,1.0237]
jd vk 1.0555 1.0070 [1.0501,1.0609]
km km 0.9227 0.9020 [0.9191,0.9264]
km jd 1.0735 0.7869 [1.0700,1.0771]
km mb 1.0909 0.5947 [1.0885,1.0932]
km ss 1.0159 0.8532 [1.0104,1.0214]
km sk 1.0392 0.8007 [1.0345,1.0439]
km tj 0.9976 0.8398 [0.9924,1.0029]
km vk 1.0795 1.0012 [1.0745,1.0845]
mb mb 0.8323 0.7249 [0.8307,0.8338]
mb jd 1.0138 0.8125 [1.0097,1.0179]
mb km 1.1020 0.8214 [1.0972,1.1068]
mb ss 1.1008 0.8327 [1.0958,1.1059]
mb sk 0.9970 0.8145 [0.9923,1.0017]
mb tj 1.0914 0.8231 [1.0861,1.0966]
mb vk 1.1047 0.9960 [1.0999,1.1095]
ss ss 0.8931 0.9662 [0.8893,0.8968]
ss jd 1.0880 0.7848 [1.0844,1.0916]
ss km 1.0402 0.8389 [1.0350,1.0454]
ss mb 1.1062 0.5929 [1.1039,1.1086]
ss sk 1.0511 0.7995 [1.0465,1.0557]
ss tj 0.9485 0.8566 [0.9426,0.9545]
ss vk 1.0791 1.0035 [1.0740,1.0842]
sk sk 0.8696 0.8718 [0.8666,0.8726]
sk jd 0.9855 0.8139 [0.9814,0.9895]
sk km 1.0501 0.8320 [1.0451,1.0552]
sk mb 0.9663 0.6188 [0.9637,0.9690]
sk ss 1.0371 0.8463 [1.0319,1.0424]
sk tj 1.0212 0.8352 [1.0158,1.0267]
sk vk 1.0479 1.0111 [1.0426,1.0533]
tj tj 0.8380 0.9493 [0.8338,0.8422]
tj jd 1.0979 0.7817 [1.0944,1.1013]
tj km 1.0574 0.8330 [1.0524,1.0624]
tj mb 1.1139 0.5912 [1.1115,1.1162]
tj ss 1.0023 0.8598 [0.9970,1.0076]
tj sk 1.0620 0.7968 [1.0573,1.0666]
tj vk 1.0942 0.9989 [1.0891,1.0994]
vk vk 0.9483 1.1309 [0.9447,0.9520]
vk jd 1.0568 0.7924 [1.0531,1.0606]
vk km 1.0514 0.8309 [1.0464,1.0564]
vk mb 1.0587 0.6018 [1.0562,1.0612]
vk ss 1.0267 0.8479 [1.0213,1.0321]
vk sk 1.0069 0.8103 [1.0016,1.0121]
vk tj 1.0130 0.8358 [1.0074,1.0185]
Table 6.3: Summary statistics for individualized corpora experi-
ments in KSPC (the grey rows indicate cross-validated personal-
ized experiments)
6.3. EXPERIMENTAL RESULTS 105
users were used for the training and testing corpora. Furthermore,
by comparing the results of these experiments to the results dis-
played in Table 6.2, it can be seen that the average KSPC for per-
sonalized corpora is considerably lower than the average KSPC
for the single corpus evaluation of the enron corpus. From this
we can conclude that using a personalized corpus allows a user
to enter text at much higher rates than if the system was trained
with a general corpus.
Conclusion 4 A personalized corpus allows a user to enter text at con-
siderably higher rates when compared with a general corpus.
6.3.4 Keyboard split evaluation results
Split Pseudo-median s.d. CIs
ABCDEFG 1.2842 1.4880 [1.2838,1.2847]
AEIOUY 1.5561 2.0664 [1.5555,1.5567]
CEGLSUZ 1.2244 1.2971 [1.2240,1.2248]
LOCVGDQ 1.2024 1.1934 [1.2020,1.2028]
NWZJEBH 1.2090 1.2283 [1.2085,1.2094]
QWERTYU 1.3409 1.5452 [1.3404,1.3414]
SNWZXOF 1.2328 1.2817 [1.2324,1.2332]
URIQPDF 1.2016 1.2073 [1.2012,1.2020]
WPFERVY 1.2062 1.1993 [1.2058,1.2065]
Table 6.4: Summary statistics for keyboard split experiments in
KSPC
The data presented in Table 6.4 demonstrates the impact of the
keyboard split on the performance of the ambiguous keyboard
and, by association, the entire system. Section 5.2.4 detailed two
hypotheses related to the keyboard split. The first hypothesis
stated that the keyboard split would have a significant impact
on the rate at which a user is able to input text into the system.
Given the range between the best- and worst-performing split
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(0.3545), it is clear that this hypothesis should be accepted. How-
ever, one caveat of these results is that range of all the candidate
splits (the process of the extraction of which is described in Sec-
tion 5.2.4) is much lower than the range between the best- and
worst-performing splits (only 0.03121). This implies that there is
little room for improvement over the existing splits. Despite this,
there is still a clear correlation between system performance and
keyboard split.
Conclusion 5 The performance of the system is heavily dependent on
























Figure 6.5: Pseudo-medians for keyboard splits experiments with
confidence intervals
As mentioned, the performance of the set of candidate splits
is somewhat fixed, and the range between the best- and worst-
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performing splits is very small. However, the impact of the key-
board split is a lot more obvious when looking at the ordered
splits. Looking at Figure 6.5, it is clear that the ordered keyboard
splits all perform with considerably worse performance. The im-
plication of this is that uses of a system which does not require the
characters of the keyboard split to appear in some sort of natural
order (such as a BCI system) will benefit from one of the candi-
date splits, and has the potential to improve on a system which
cannot use these splits for reasons of cognitive load. This result
means that we can accept Hypothesis 6 (Figure 6.5 shows that this
conclusion is statistically significant).
Conclusion 6 An unordered split is able to achieve higher performance
when compared to an ordered split.
6.3.5 Subsystem evaluation results
Subsystems P-median s.d. CIs
default 1.2315 3.0398 [1.2310,1.2319]
no-ambiguous 0.9116 0.3185 [0.9114,0.9119]
no-autocomplete 1.2379 1.2261 [1.2375,1.2382]
no-prediction 1.3778 1.2444 [1.3775,1.3782]
only-ambiguous 1.3078 1.2065 [1.3075,1.3081]
only-autocomplete 1.1237 0.2341 [1.1235,1.1239]
only-prediction 0.9942 0.2787 [0.9940,0.9944]
Table 6.5: Summary statistics for subsystem experiments in KSPC
The assistive input method is made up of three distinct sub-
systems: the ambiguous keyboard, the sentence-level word pre-
diction system and the word auto-completion system. In Section
5.2.5, the purpose of each of these three systems was discussed,
and it was pointed out that they are not all necessarily working
towards a common goal—specifically, the ambiguous keyboard
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acts to adapt the system to limited input methods, which can im-
pede the efficiency of the system. The results presented in Table
6.5 demonstrate the performance impact that each subsystem has
on the overall performance of the system by showing every com-
bination of subsystems. These combinations include all three sub-
systems enabled (default), one subsystem disabled (e.g. no-


























Figure 6.6: Pseudo-medians for subsystem experiments with con-
fidence intervals
As previously mentioned, the ambiguous keyboard subsystem
has the potential to make it slower to enter text using the assistive
input system (but allows users to input text with fewer physical
inputs). Hypothesis 7 formalizes this by stating that the ambigu-
ous keyboard will have a negative impact on the performance of
the system. Of the seven tested configurations, three have the am-
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biguous keyboard disabled. These are no-ambiguous, only-
autocomplete and only-prediction. As expected, Figure
6.6 shows that these three configurations all strongly outperform
all other configurations when the KSPC is averaged across all cor-
pora. The no-ambiguous configuration, which keeps sentence-
level word prediction and word auto-completion enabled, lever-
age the benefits of these by providing the best performance; by
comparison, only enabling the word auto-completion system is
slower for entering text than a standard keyboard. This behaviour
is to be expected, as the auto-completion system relies on the word
prediction system to provide suggestions to present as an auto-
completion—with this system disabled, the suggestions will gen-
erally be somewhat random and will serve only to require an ad-
ditional backspace in many situations.
Conclusion 7 The performance of the system is very negatively im-
pacted by the ambiguous keyboard.
The sentence-level word prediction engine is one of the two
subsystems designed to increase the rate at which a user can type.
Hypothesis 8 states that the performance of the system will be
greatly improved through the presence of the word prediction
subsystem. To determine the effect that the word prediction en-
gine has on the system, we will do a pairwise comparison of the
configurations. In the case where both the other subsystems are
enabled (default and no-prediction), the system performs
significantly better with the word prediction subsystem enabled
(KSPC = 1.2315 and 1.3778 respectively). Comparing the effect
of the word prediction engine in cases where only auto-complete
is enabled (no-ambiguous and only-autocomplete) and where
only the ambiguous keyboard is enabled (no-autocomplete and
only-ambiguous), the configuration where the subsystem is en-
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abled performs significantly better than in cases where the sub-
system is disabled. Finally, the only-prediction configuration
performs better than most other configurations, and outperforms
a standard keyboard also. Based on these findings, the hypothesis
is accepted.
Conclusion 8 The performance of the system is very positively im-
pacted by sentence-level word prediction.
The third and final subsystem is the word auto-completion
engine, which is another system designed to increase text entry
rates. Hypothesis 9 states that, like the sentence-level word pre-
diction subsystem, the auto-completion system will have a great
positive impact on the performance of the system. By perform-
ing another pairwise comparison of the configurations, we can
determine the impact that this subsystem has on the overall per-
formance of the system. Where both the other subsystems are
enabled (default and no-autocomplete), there is very little
difference—disabling the word auto-completion subsystem pro-
vides a KSPC of 1.2379 compared to the 1.2315 where the subsys-
tem is enabled. Furthermore, this result is not statistically sig-
nificant. When only the ambiguous keyboard is enabled (no-
prediction and only-ambiguous), having the auto-comple-
tion system enabled is actually detrimental—this gives further str-
ength to the argument that the auto-completion system will com-
plete more-or-less random suggestions when the sentence-level
prediction engine is disabled. However, when the ambiguous
keyboard is disabled and only the word prediction engine is en-
abled (no-ambiguous and only-prediction), the presence of
the auto-completion system brings notable improvements (KSPC =
0.9116 and 0.9942 respectively). Therefore, the hypothesis is con-
ditionally accepted.
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Conclusion 9 The performance of the system is positively impacted by
word auto-completion, but only when paired with sentence-level word
prediction; otherwise, the performance is negatively impacted.
6.3.6 Tuning parameters evaluation results
Behaviours P-median s.d. CIs
bad-drop-all 1.2315 3.0398 [1.2311,1.2318]
bad-drop-children 1.2272 1.2823 [1.2268,1.2276]
bad-drop-start 1.2272 1.2823 [1.2268,1.2275]
bad-drop-self 1.2308 1.2819 [1.2304,1.2312]
Table 6.6: Summary statistics for bad word behaviours in KSPC
The four bad word behaviours (described in Section 3.3.2) were
evaluated in isolation in order to determine whether changing
this behaviour would result in a notable performance difference.
However, as can be seen from the data in Table 6.6, the enabled
behaviour tended to have no impact; the differences in average
KSPC were statistically insignificant. This is likely due to the fact
that there are comparatively very few “bad words” in the corpora,
and varying the behaviour of how the phrases containing these
words are treated is relatively insignificant.
Window sizes P-median s.d. CIs
size-2 1.2366 1.2799 [1.2364,1.2369]
size-3 1.2329 1.2817 [1.2325,1.2332]
size-4 1.2349 1.2814 [1.2345,1.2353]
size-2-variable 1.2366 1.2799 [1.2362,1.2370]
size-3-variable 1.2322 1.2817 [1.2318,1.2326]
size-4-variable 1.2324 1.2818 [1.2321,1.2328]
Table 6.7: Summary statistics for phrase window sizes in KSPC
Table 6.7 details the impact of varying the phrase window size,
a configuration flag which is described in detail in Section 3.3.1. It
was expected that increasing the size of the moving window used
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to extract phrases from the corpora would have a positive impact,
as it would allow for more context to be captured in the phraselist.
However, the results demonstrate that there is no statistical signif-
icance in varying this number; the same is also true of the variable
phrase window size. Due to these results, it is therefore preferable
for the system to use the smaller phrase window size, especially
considering that this will result in considerably lower memory
consumption, allowing for much larger corpora to be used. Given
that the corpus used to train the system has a considerable effect
on its performance (as shown in Section 6.3.1), this is a significant
benefit.
Thresholds P-median s.d. CIs
phrase-freq-off 1.2202 1.2815 [1.2198,1.2206]
phrase-freq-10 1.2428 1.2792 [1.2424,1.2432]
phrase-freq-20 1.2529 1.2766 [1.2526,1.2533]
phrase-freq-30 1.2591 1.2749 [1.2587,1.2595]
phrase-freq-50 1.2674 1.2726 [1.2671,1.2678]
Table 6.8: Summary statistics for minimum phrase frequency
thresholds in KSPC
Thresholds P-median s.d. CIs
word-freq-5 1.2850 0.8670 [1.2198,1.2206]
word-freq-10 1.3246 0.7498 [1.2424,1.2432]
word-freq-20 1.3727 0.6590 [1.2526,1.2533]
word-freq-30 1.4021 0.6115 [1.2587,1.2595]
word-freq-50 1.4430 0.5617 [1.2671,1.2678]
Table 6.9: Summary statistics for minimum word frequency
thresholds in KSPC
Section 3.3.2 describes both the minimum phrase frequency
and minimum word frequency thresholds. The minimum phrase
frequency threshold determines the frequency at which a phrase
must appear within a corpus for it to be included in the phrase-
list of the system, while the minimum word frequency threshold
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determines the minimum number of times a word must appear
for it to be counted as a “good” word. Tables 6.8 and 6.9 present
the performance of the system with these two options varied re-
spectively. While it was thought that these two thresholds could
be increased in order to remove words and phrases which were
specific to the contexts and domains in which they were used,
the data from these tables demonstrate that removing phrases and
words according to these thresholds had a uniformly negative ef-
fect, with the average KSPC increasing in all cases. From this it can
be determined that there is no cause for removing such words and
phrases, as the memory consumption is not drastically reduced
through their removal.
From the above analysis, Hypothesis 10 can be given the fol-
lowing conclusion:
Conclusion 10 The tuning parameters have a moderate impact on the
performance of the system, but to a lesser extent than the training and
testing corpora.
6.4 Chapter summary
In this chapter, the results of the experiments from Chapter 5 were
presented. From these results, it was possible to draw conclusions
regarding the hypotheses set forth in the same chapter. This chap-
ter also detailed the process taken to analyse the results. Chapter
7 concludes the thesis with the findings and how these relate to
the goals of the research, whilst also providing a suggestion for
future work to be undertaken.
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Chapter 7
Conclusions
Assistive input methods are used by many users to enter text in
situations where it is not possible to use a full keyboard, whether
this is due to a user’s physical disability, the usage scenario or lim-
itations of the hardware. These assistive methods have existed for
several decades, but have traditionally demonstrated low speeds
for the input text, thereby limiting their usefulness—this is espe-
cially true in fields such as brain computer interaction, where any-
thing over seven characters per minute is considered to be a good
input rate. The primary aim of this thesis was to develop a sys-
tem for efficiently entering text using a limited hardware interface,
whilst also investigating the effects that various tuning parame-
ters have on its performance. These goals were achieved through
the design and implementation of a system, as well as a corre-
sponding evaluation framework which was used to successfully
evaluate the system with a variety of configurations and corpora.
This chapter will discuss the conclusions presented in Chapter
6, and revisit the goals of the research based on these findings.
Following this, possibilities for future work based on the results
of this research is presented. Finally, the thesis is concluded with
a brief summary and some final thoughts.
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7.1 Contributions
The contributions of this thesis are threefold. The first contri-
bution is the assistive input method which combines three as-
sistive technologies—an ambiguous keyboard, a word prediction
system and a word auto-completion system—which provides per-
formance comparable to that of a standard full-sized keyboard.
The second contribution is an evaluation framework, which al-
lowed for measuring the performance as well as—the third cont-
ribution—the impact of various tuning and configuration param-
eters. Section 1.3 listed the four major goals of this research, and
these goals will be revisited here in the context of the results pre-
sented in Chapter 6.
The first of these goals was to attempt to design an assistive in-
put method which allows users to enter text at a comparable rate
to a standard keyboard, despite having a severely limited number
of inputs. While many situations in which an ambiguous key-
board is used have more inputs available (for example, mobile
phones with nine alphanumeric keys), the ambiguous keyboard
designed for this research was restricted to having four inputs.
This number was chosen to reflect a domain which is even more
restrictive in the number of unique inputs, such as brain-computer
interaction. Despite this restriction, the system presented in this
thesis was often able to give similar performance to a standard
keyboard—especially in favourable (but, as far as real-world ap-
plications go, realistic) configurations, such as when the system
has been trained with a similar corpus to the target domain of the
system, or when it has been trained using a corpus personalized
for the user.
The second goal of this thesis was to determine the effect that
various tuning parameters have on the performance of the sys-
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tem. From the results presented in Section 6.3.6, it was concluded
in Conclusion 10 that although the tuning parameters do affect the
performance of the system, it is the corpus used to train the system
which has a much larger performance impact. The parameter wh-
ich had the most impact on performance other than the training
corpus was the way in which the keyboard was split. The perfor-
mance of the system was found to be much improved when the
restriction on keyboard order was lifted. As a result of this, hard-
ware interfaces for this system which do not require the user to
explicitly select an input class for the ambiguous keyboard—for
example, a brain-computer interface which presents the keyboard
in full as a mask for the underlying ambiguous interface (as per
Section 1.2.1)—will benefit greatly from this finding.
The third goal of the research was to determine the effect of
the corpus size, domain and writing style on the performance of
the system. Sections 6.3.1 through 6.3.3—along with Conclusions
1 through 4—presented evidence that the performance of the sys-
tem is almost entirely dependent on the corpus used to train the
system. From these results, it can be deduced that the best way
to optimize the assistive input system is to train it using a corpus
which is specific to the user’s needs, whether this is a sample of
his or her own writing, or whether it is simply text from the same
domain (writing style was not found to impact performance). Be-
cause the system is able to load a corpus in a reasonably short
amount of time, it is not an unreasonable suggestion to load a
new, specific corpus for each new typing task that the user needs
to perform.
The fourth and final goal of this thesis was to determine the re-
lationships between the corpus size used to train the system and
both its memory usage and its response time. It was concluded
that both of these relationships were linear in nature, although
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their impacts were very different. On the one hand, the memory
requirements increase greatly with the corpus size, with a 50 MB
corpus using more than 4 GB extra memory over a 10 MB cor-
pus. Conversely, the response time of the system was well under
1ms for each of the tested corpora. For this reason, the response
time is not likely to be a concern for any corpus able to fit into a
reasonable amount of memory—at least by today’s standards.
7.2 Future work
One of the contributions of this research was to determine the im-
pact that the size of the corpus used to train the system has on its
response time and memory usage. An important related question
is what the relationship is between the corpus size and the per-
formance of the system. By answering this question, it would be
possible to determine the optimal trade-off between corpus size
and system performance for devices with much tighter memory
and storage restrictions; therefore, this is an important direction
for future research to take.
This research has determined that a large performance increase
can be obtained by using an ambiguous keyboard with an un-
ordered keyboard split. However, removing this restriction is im-
possible in many circumstances, as removing this order would
increase the cognitive load required to use the system, thereby
negating any performance improvement gained from using an
unordered split. For this reason, assistive input methods such
as the one created in this thesis would benefit from research into
methods of removing this limitation.
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7.3 Final thoughts
Assistive typing techniques have been around for many decades,
and exist both to improve communication for people with phys-
ical disabilities, and to improve communication ability for peo-
ple in situations where it is otherwise difficult or impossible to
communicate (due to hardware or social constraints). This thesis
has looked at existing text input methods for assistive and aug-
mentative communication (AAC), and created a novel system wh-
ich combines several of these techniques—including ambiguous
keyboards, word prediction and word auto-completion—to rival
the efficiency of a standard keyboard. To achieve this, the thesis
looked at the various configurations and tuning parameters for
such a system and determined that such an input method can be
tuned to a user’s needs to achieve better performance. By investi-
gating the relationship between the system configuration and the
running requirements, this thesis has also determined how best
to configure the system for limited hardware configurations. By
continuing work in this area, it will possible to further optimize an
assistive input system to better suit the needs of users who need
it most.
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