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PREFACE 
This book deals with statistical inference of nonllnear 
régression models frora two opposite points of view, namely the 
case where the functional forra of the model is completely 
specified as a known function of regressors and unknown para-
meters, and the opposite case where the functional fornt of the 
model is completely unknown. First it is assumed that the res-
ponse function of the régression model under review belongs to 
a certain well-specified parametric family of functional forms, 
by which estimation of the model merely amounts to estimation 
of the unknown parameters. For this class of models we review 
the asymptotic properties of the nonlinear least squares 
estimator for independent data as well as for time series. 
In practice assumptions on the functional form are often 
made on the basis of computatlonal convenience rather than on 
the basis of precise a priori knowledge of the empirical 
phenomenon under review. Therefore the linear régression model 
is still the most popular model specification in applied 
research. However, even if the specification of the functional 
form is based on sound theoretical considerations there is 
quite often a large range of functional forms that are theore-
tically admissible, so that there is no guarantee that the 
actually chosen functional form is true. Functional specifica-
tion of a parametric nonlinear régression model should there-
fore always bé verifled by conducting model misspecification 
tests. Various model misspecification tests will therefore be 
discussed, in particular consistent tests which have asymptotic 
power 1 against all deviations from the null hypothesis that 
the model is correct. 
The opposite case of parametric régression is nonparame-
tric régression. Nonparametric régression analysis is concerned 
with estimation of a régression model without specifying in 
advance its functional form. Thus the only source of Infor-
mation about the functional form of the model is the data set 
itself. In this book we shall review various nonparametric 
régression approaches, with special emphasis on the kernel 
raethod, under various distributional assumptions. 
This book is divided into three parts. In the first part 
we review the elements of abstract probability theory we need 
in part 2. Part 2 is dèvoted to the asymptotic theory of para-
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6. THE NADARAYA-WATSON KERNEL REGRESSION FUNCTION 
ESTIMATOR 
This chapter reviews the asymptotic properties of the 
Nadaraya-Watson type kernel estimator of an unknown (niulti-
variate) regression function. Conditions are set forth for 
pointwise weak and strong consistency, asymptotic normality and 
uniform consistency. These conditions cover the Standard i.i.d. 
case with continuously distributed regressors, as well as the 
cases that the distritution of all, or some, regressors is 
discrete. Moreover, attantion is paid to the problem of how the 
kernel and the window w.dth should be specified. 
This chapter is a modified and extended version of 
Bierens (1987)*. 
6.1 Introduction 
The usual practice in constructing regression models is 
to specify a parametric family for the response function. 
Obviously the most popular parametric family is the linear 
model. However, one cculd consider this as choosing a para-
metric functional form from a continuüm of possible functional 
forms, analogously to sampling from a continuous distribution, 
for often the set of tleoretically admissible functional forms 
is uncountably large. Cherefore the probability that we piek 
the true functional fo:.n in this way is zero, or at least, very 
close to zero. 
The only way t» avoid model misspecification is to 
specify no functional form at all. But then the problem arises 
how information about the functional form of the model can be 
derived from the data. A possible solution to this problem is 
to use so-called kernel estimators of regression functions. 
Since the pioneering papers of Nadaraya (1964) and Watson 
(1964) on kernel regression function estimators there is now a 
growing extent of literature on the problem of nonparametric 
estimation of unknown regression functions. See Collomb (1981, 
1985) and Bierens (1987) for a bibliography. Most of the 
literature on nonparanetric regression function estimation 
deals with the kernel ir. jthod and its variants. 
In this sectioM we shall now introducé the kernel 
regression function es zimator for the case where we have an 
*) Reprinted with permijsion of Cambridge University Press. 
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i.i.d. sample {(Yl ,X1) . . . . , (Yn,Xu)} from an absolutely con-
tinuous (k+1)-variate distribution with density f(y,x), where 
y e R and x € Rk. In this data set the Yj's are the dependent 
variables and the Xj ' s are k-component vectors of regressors. 
If E|Yj I < «o then by definition (cf. chapter 3) the conditional 
expectation of Yj relative to Xj exists and takes the form 
E(Yj|Xj) = g(Xj), (6.1.1) 
with g(.) a Borel measurable real function on Rk. Denoting 
Uj = Yj - g(Xj), (6.1.2) 
we then get the regression model 
Yj - g(Xj) + Uj, (6.1.3) 
where by construction the error term Uj satisfies the usual 
condition that its conditional expectation relative to the 
vector of regressors equals zero with probability 1, i.e., 
E(Uj |Xj) = 0 a.s\ (6.1.4) 
The model (6.1.3) is therefore purely tautological, that is, 
its set up is merely a matter of definition. Now our aim is to 
estimate the regression function g(.) without making explicit 
assumptions about its functional form. 
For the data generating process under review the regres-
sion function g(.) takes the well-known form 
g(x) = Jyf(y,x)dy/h(x), if h(x) > 0, (6.1.5) 
where h(x) is the marginal density of f(y,x) ,i.e., 
h(x) = Jf(y,x)dy. (6.1.6) 
This suggests estimati >n of the function g(x) via estimating 
the densities f and h. 
A convenient method for estimating unknown multivariate 
density functions is the kernel density estimation method 
proposed by Rosenblatt (1956). Important contributions to the 
asymptotic theory of this class of estimators have been made by 
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Parzen (1962) for the univariate case and Cacoullos (1966) for 
the multivariate case. See Fryer (1977) and Tapia and Thompson 
(1978) for reviews. 
A kemel estimator of the density h(x) is a random func-
tion of the form 
A 
h(x) = (l/n)2^=1K((x-Xj)/7n)/7n. (6.1.7) 
where K(.) is an a priori chosen real function on Rk , called 
the kernel, satisfying 
/|K(x)|dx < «o, JK(x)dx - 1, (6.1.8) 
and (7n) is an a priori chosen sequence of positive numbers, 
called window width parameters, satisfying 
limn^007n = O, limn_>con7k = «,. (6.1.9) 
A 
Under conditions (6.1.8) and (6.1.9) the estimator h(x) is 
pointwise weakly consistent in every continuity point of h(x) , 
provided 
supxh(x) < <*>. (6.1.10) 
The proof of this proposition is simple but instructive. First, 
the asymptotic unbiased less follows from 
A 
E h(x) = /7;kK((x-z)/7n)h(z)dZ - Jh(x-7nz)K(z)dz 
-* h(x)/K(z)dz = h(x) (6.1.11) 
by bounded convergence. Second, the variance vanishes at order 
0(l/(m£)), as 
n7
kvar(h(x)) = n7k {l/n2 ) ^ = 1var{K( (x-Xd ) / 7 n )/i\ )) 
= E
 7;
kK((x-Xj)/7n)2 - 7n(E 7;kK((x-Xj)/7n)]2 
= Jh(x-7nz)K(z)2dz - 7n(Jh(x-7nz)K(z)dz}2 
- h(x)/K(z)2dz (6.1.12) 
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by bounded convergence. This completes the pointwise weak con-
sistency proof.
 A 
We shall now construct a kernel density estimator f(y,x) 
A 
of the j o i n t density f(y,x) such that h(x) i s the marginal 
A A 
density of f(y,x) and the integral Jyf(y,x)dy yields an expres-
sion involving the same kernel K as in (6.1.7). This kernel 
estimator of f(y,x) is of the form 
f(y,x) - (l/n)S^1K5,((y-Yj)/7n,(x-Xj)/7n)7i;k-1, (6.1.13) 
where the kernel K, satisfies 
JyK^(y,x)dy - 0, J*K^ (y,x)dy = K(x). (6.1.14) 
A A 
Then h(x) is the marginal density of f(y,x) and moreover, 
A 
Jyf(y,x)dy » (l/n)S^=1YjK((x-Xj)/7n)7;k, (6.1.15) 
hence the corresponding regression function estimator of 
(6.1.5) is 
g(x) = {S^1YjK((x-Xj)/Tn))/{E^=1K((x-Xj)/7n)}. (6.1.16) 
This is the so-called Nadaraya-Watson kernel regression func-
tion estimator, named after Nadaraya (1964) and Watson (1964). 
Note that this kernel regression function estimator is a 
weighted mean of the dependent variables Y^  , where the weiights 
sum up to 1. In particular, if the kernel is chosen to be a 
unimodal density function with zero mode, for instance let the 
kernel be the density of the k-variate Standard normal 
distribution, then the closer x is to Xj , the more weight is 
put on Yj . 
Similarly to (6.1.11) and (6.1.12) it follows now that 
E g(x)h(x) = E YjK((x-Xj)/7n)7t;k = E g(Xj )K( (x-Xj ) / 7 n )y'nk 
- Jg(z)h(z)K((x-z)/7n)7;kdz - /g(x-7nz)h(x-7nz)K(2:)dz 
- g(x)h(x) (6.1.17) 
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by bounded convergence, and 
n7
k
 var{g(x)h(x)} =
 7;
k(l/n)2^=1var{YjK((x-Xj)/7n)} 
= E Y2K((x-X1)/7n)27i;k - 7k(E YXK( (x-Xx ) / 7 n )27;k ) 2 
- /a2(z)h(z) K((x-z)/7n)7i;kdz - 7k{E g(x)h(x)}2 
- /<72(x-7nz)h(x-7nz)K(z)2dz - 7k(E g(x)h(x)}2 
- c r 2 (x )h (x ) Jk (z ) 2 dz ( 6 . 1 . 1 8 ) 
by bounded convergence, where 
CT2(X) = E(Y2 |XJ - x) for h (x) > 0, ( 6 . 1 . 1 9 ) 
provided x is a continuity point of g(x) , h(x) and o^(-x.) and 
supxg(x)h(x) < «o, supxa2(x)h(x) < <x>. (6.1.20) 
Now i t i s easy t o v e r i l y from ( 6 . 1 . 1 1 ) , ( 6 . 1 . 1 2 ) , ( 6 . 1 . 1 7 ) and 
( 6 . 1 . 1 8 ) t h a t 
p l im r r H 0 h(x) = h ( x ) , plimn^.0 0g(x)h(x)=g(x)h(x) (6,. 1.21) 
and hence 
p l im^eogU) - g(x) ( 6 . 1 .22 ) 
in every continuity point x of h(x) and g(x)h(x) for which 
h(x) > 0. 
The weak consistency of the kernel regression function 
estimator is not limited to the case that Xj is continuously 
distributed, as is shovn by Devroye (1978) and Bierens (1983). 
We shall consider the (partly) discrete case later on, in 
section 6.4. Uniform consistency will also be considered in the 
sequel of this chaptei. Moreover, strong consistency results 
have been derived by Nadaraya (1965, 1970) and Noda (1976). 
Here we shall give a different proof of the strong consistency 
of the kernel estimator. 
First, consider the following easy lemma. 
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Lemma 6.1.1. Let Zx ,. . .,Zn be independent random variables with 
EZ] < M < «, j=l, . . . ,n. 
Then E[S?=1(Zj-E Zj ) ] 4 < 3n2M 
Proof: Exercise 1. Hint: relate an = E[2n . (Z, -E Z,)]4 to a , . 
From this lemma and (6.1.10) it follows: 
A A 
E[h(x)-E h(X)]* < (3n2/(n47^k))E K[ (x-Xx ) / 7 n ] 4 
- (3/(n27^k))E K[(x-Xx)/7n]47;k 
- (3/(n27^))/K[(x-z)/7n]47;kh(z)dz 
- (3/<n27^k))/h(x-7nz)K(z)* dz - 0(l/(n27nk)) (6.1.23) 
hence from Chebishev's inequality 
A A 
P[|h(x)-E h(x)| > e] - 0(l/(n273k)) (6..1.24) 
for every s > 0. Thus if 7n is chosen such that 
SS=1(n27^k)-1 < - (6.1.25) 
then it follows from theorem 2.1.2 that 
A A 
h ( x ) - E h(x) -> 0 a . s . ( 6 . 1 . 26 ) 
Now assume 
E Y$ < co ( 6 . 1 . 2 7 ) 
and l e t 
CT*(X) = E(Y3 |X j -x ) , h(x) > 0, ( 6 . 1 . 2 8 ) 
be such t h a t 
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supxcr*(x)h(x) < co. (6.1.29) 
Then similarly to (6.1.23), 
E[g(x)h(x)-E g(x)h(x)I* 
< (3/(n27nk))K(x-7nz)h(x-7nz)K(z)4dZ = 0(l/(n27*k)) 
(6.1.30) 
hence condition (6.1.25) implies 
g(x)h(x) - E g(x)h(x) •* 0 a.s. (6.1.31) 
Together with (6.1.11) and (6.1.17) the results (6.1.26) and 
(6.1.31) imply 
g(x) •+ g(x) a.s., provided h(x) > 0. 
Summarizing, we have shown: 
Theorem 6.1.1. Let x e Rk be such that h(x) > 0. 
(I) If 
7n •* 0, n-y* •* co, supxh(x) < «, supx | g(x) |h(x) < « and 
SUp<72 (x)h(x) < co, 
A 
then g(x) -*• g(x) in prob. 
(II) If in addition 
EYJ < co, supxa*(x)h(x) < co and Sg=1n"27;3 < « 
A 
then g(x) •* g(x) a.s. 
Exercises 
1. Prove Lemma 6.1.1. 
2. Are the conditions on the window width for strong consis-
tency stronger than those for weak consistency? 
3. Do we need the condition that Y, is continuously dlstri-
buted? 
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6.2 Asymptotic normality in the continuous case 
The kernel regression estimation approach distinguishes 
itself from other nonparametric regression methods in that 
asymptotic distribution theory is fairly well established. In 
particular, the asymptotic normality of the kernel regression 
function estimator under the conditions under review has been 
proved by Schuster (1972) for the univariate case (k=l) . Here 
we shall derive asymptotic normality in a somewhat different 
but much easier way, for the general case k > 1. 
Observe from (6.1.3), (6.1.7) and (6.1.16) that 
(g(x)-g(x))h(x) - (l/n)2^=1UjK((x-Xj)/7n)7I1"k 
+(l/n)S°=1 { (g(Xj ) -g(x) )K( (x-Xj )/7n )7;k 
-E(g(Xj ) -g(x) )K( (x-Xj ) / 7 n )7^k ) 
+ (l/n)S^
 = 1E(g(Xj)-g(x))K((x-Xj)/7n)7;k 
- qx(x)+q2(x)+q3(x), (6.2.1) 
say. We shall now set forth conditions such that firstly 
7(n7^)q1(x) -> N(0,a2(x)h(x)jK(z)2dz) in distr., (6.2.2) 
where for h(x) > 0 
ffj(x) - E(üf|Xj - x) (6.2.3) 
is the conditional variance of Uj . Secondly, we show that 
limn^00E{y(n7^)q2(x))2 = 0 (6.2.4) 
and finally we set forth condition such that 
A 
limn-KJ07;zq3 (x) e x i s t s . ( 6 . 2 . 5 ) 
The c o n d i t i o n s we need are the fo l lowing . Let for p > 0 
aP(x) - E(]Uj | P | X . = x ) , ( 6 . 2 . 6 ) 
provided E|ÜJ|P < « and h(x) > 0. 
Assumption 6.2.1. There exists a 5 > 0 such that cr^ +o (x)h(x) is 
uniformly bounded. The functions g(x)^h(x) and a*.(x)h(x) are 
continuous and uniformly bounded. The functions h(x) and 
g(x)h(x) and their first and second partial derivatives are 
continuous and uniformly bounded. 
First we prove (6.2.2). Denote 
vn t .(x) - UjK((x-Xj)/7n)/y<7n>• (6.2.7) 
Since 
V(n7n)qi(x) = a/Mx^^.u), 
it suffices to show that the doublé array (vn ,(x)) satisfies 
the conditions of Liapounov's central limit theorem. (Cf. 
theorem 2.4.3). Thus the results 
E vn.(x) - 0, (6.2.8) 
E vn,j<x)2 = E ü2K((x.Xj)/7n)27^ 
" JV2(x-7nz)h(x-7nz)K(z)2dz 
- a2(x)h(x)/K2(z)dz, (6.2.9) 
and 
S^1E|vnj(x)/yn|2+* 
= (l/y(n-yka))*E|Uj |2+5|K((x.Xj)/7n) \2+S^ 
= (l/y(n7k))S/a2+S(x-7nZ)Mx-7nz) |K(z)|2+*dz 
- 0((l/7(n7^)5) - 0, for some 5 > 0 (6.2.10) 
imply 
(l/7n)S^=1vn (x) -* N(0,CT2(x)h(x)/K(z)2dz) in distr. (6.2.11) 
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This proves (6.2.2). Next, observe that similarly to (6.1.12), 
E{y(n7£)q2(x)}2 = J(g(x-7nz) - g(x) )2h(x-7nz)K(z)2dz; 
- 7£{/(gU-7nz) - g(x))h(x-7nz)K(z)dz)2 - 0 (6.2.12) 
by bounded convergence. This proves (6.2.4). Finally, observe 
that similarly to (6.1.11), 
<Ï3 (x) = J(g(x-7nz) " g(x))h(x-7nz)K(z)dz 
- J(g(x-7nz)h(x-7nz) - g(x)h(x))K(z)dz 
- g(x)/(h(x-7nz)-h(x))K(z)dz 
= - 7n/z'(5/3x')(g(x)h(x))K(z)dz 
+ ^/z'(3/3x)0/ax')(g(x-7n?n(x,z)z)h(x-7n^n(x,z)z))zK(z)dz 
+ 7ng(x)/z'(3/3x')h(x)K(z)dz 
- ^g(x)/z'(a/ax)0/ax')h(x-7n?n(x,z)z)zK(z)dz, (6.2.13) 
where 0 < £n(x,z) < 1. The last equality in (6.2.13) follows 
from Taylor's theorém. Thus if we choose K such that 
JxK(x)dx - 0, Jxx'K(x)dx = 0 is finite, (6.2.14) 
then the first and third terms at the right hand side of 
(6.2.13) vanish, while by bounded convergence the second and 
fourth terms, divided by 72, converge. Thus, 
limrr>007;2q3 (x) = b(x) , (6.2.15) 
where 
b(x) = Htr{Q(3/3x)(3/3x')[g(x)h(x)]) 
- hg(x)tr{Q(3/3x)(3/3x')h(x)}. (6.2.16) 
This proves (6.2.5) . 
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From (6.2.1), (6.2.2), (6.2.4) and (6.2.5) the following 
theorem easily follows. Cf. exercise 1. 
Theorem 6.2.1. Let Assumption 6.2.1 and condition (6.2.14) hold 
and let h(x) > 0. If 
limn-^72y(n7£) = is with 0 < » < =» (6.2.17) 
then 
7(n7^)(g(x)-g(x)) - N(Mb(x)/h(x),(a2(x)/h(x))/K(z)2dz) 
(6.2.18) 
in distribution. If 
limn_+eo72./(n7n) - °°' (6.2.19) 
then 
plimn->co7;2(g(x) - g(x)) =b(x)/h(x). (6.2.20) 
Note that the latter result may be considered as convergence in 
distribution to a degenarated limiting distribution. 
At first sight it looks attractive to choose the window 
width 7n such that /i=0, as then the asymptotic bias vanishes. 
However, in that case the asymptotic rate of convergence in 
distribution is lower than in the case ju>0, as (6.2.17) implies 
7(n7S)/n2/(k+4) -
 M
k
'<k+*> as n-«. (6.2.21) 
This corresponds to the fact that minimizing the integrated 
mean square error 
E /(g(x)h(x)-g(x)h(x))2dx 
yields an optimal window width of the form (6.2.17) with /i>0. 
Thus the window width 7n which gives the maximum raue of 
convergence in distribution is 
7n = cn"
1/ck+A)
, (6.2.22) 
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where c>0 is a constant. Since
 Ju=c
(k +
 '
1}
'
2
 , we have the follow-
ing corollary. 
Theorem 6.2.2. Let the conditions of theorera 6.2.1 hold. With 
the window width (6.2.22) we have 
n2/(k+4)(g(x)-g(x)) - N(c2b(x)/h(x),c-k(a2(x)/h(x))Jk(Z)2dz). 
(6.2.23) 
Notice that the asymptotic rate of convergence in distribution 
is negatively related to the number of regressors. This is 
typical for nonparametric regression, for the more regressors 
we have, the more information we ask front the data and thus the 
more observations we need to get a useful answer. 
The result (6.2.23) has only practical significance if it 
is possible to estimate the mean and the variance of the 
limiting normal distribution involved. As far as the variance 
is concerned, consistent estimation will appear to be feasible. 
Regarding the mean, however, the estimation problem is too 
hard. Inspecting the function b(x) (cf. (6.2.16)) reveals that 
estimating this function is awkward, as b(x) is a function of 
the second derivatives of the unknown functions h(x) and 
g(x)h(x) . It would therefore be preferable to get rid of the 
mean of the limiting normal distribution. We already mentioned 
a way to do that, namely to choose the window width such that 
the limit /J, in (6.2.17) is zero, but then we also sacrifice 
some of the speed of convergence. There is, however, another 
way to get rid of the asymptotic bias while main-taining the 
maximal rate of convergence in distribution of order n2/^"1"4^ 
namely by combining the results (6.2.18) and (6.2.20). The idea 
is to use (6.2.20) for estimating the mean of the limiting 
normal distribution in (6.2.18) by substracting the random 
function at the left hand side of (6.2.20) times p from the 
left hand side of (6.2. L8). 
Theorem 6.2.3. Let the conditions of theorem 6.2.1 hold. Let 
A 
gx(x) be the kernel regression estimator with window width 
7n - cn-
1 / ( k + 4 ) 
A 
and let g2(x) be the kernel regression estimator with window 
12 
width 
7n = c n - V ( ^ ) , vith 6 e (0,1). 
Denote 
g^(x) = (g1(x)-n-2(l-5)/(k+4)g2(x)]/{1.n-2(l-5)/(k^)). 
(6.2.24) 
Then 
n2/(k + 4)(g^(x)-g(x)) -* N(0,c-k(a2(x)/h(x))jK(z)2dz) in distr. 
(6.2.25) 
A 
Note that for the estimator gx (x) the result (6.2.18) holds 
with ^>0, whereas for g2(x) the result (6.2.20) holds. The 
proof of this theorem follows therefore straightforwardly from 
the fact that by (6.2.20), 
n2/(k + 4)(g1(x)-g(x))-c2(cn-5/(k+4))-2(^(x).g(x)) 
is asymptotically distributed as 
n2/(k + ^ (g1(x)-g(x))-c2b(x)/h(x). 
(Cf. Exercise 2) . This easy result is related to the general-
ised jacknife methode of Schucany and Sommers (1977) for bias 
reduction of kernel density estimators. 
The rate of convergence in distribution is determir.ed by 
the rate of convergence of the expectation q3 (x) . If we would 
choose the kernel K such that JxK(x)dx — 0 and Jxx'K(x)dx — 0, 
then it can be shown that instead of (6.2.15), 
limn-+c07n"3q3 (x) 
exists and is finite. The asymptotic rate of convergence in 
distribution then beconas
 n
3/<k+s> instead of n 2 / ( k + 4 ). Thus a 
way to improve the convergence in distribution is to choose a 
kernel with zero moments up to a particular order m. More 
precisely, following Singh (1981) we define the class Kk m of 
these kernels as follows. 
13 
Deflnition 6.2.1. Let K. be the class of all bounded Borel 
k , m 
measurable r e a l va lued func t ions K( . ) on Rk such t h a t , wi th 
z=(zx , . . , z . k ) ' , zi e R, 
J z i xzzX2 • • . z ^ K ^ ,z 2 z k ) d z 1 dzk 
= 1 i f i x = i 2 - . . . - i k - 0 , 
= 0 i f 0 < i x + . .+ i k < m, 
( 6 .2 .26 ) 
ƒ | z j i | K ( z ) | d z < « for i-O and i-m, J*K(z)dz = 1. 
With K e £ there exists a function b*(x) such that 
limn-^7n"mq3(x) - b*(x), (6.2.27) 
provided h(x) and g(x)h(x) belong to the class Dk : 
Deflnition 6.2.2. Let D. be the class of all continuous real 
k , m 
functions f on Rk such that the derivatives 
(a/az1)ilo/az2)12....(a/azk)lkf(z1 z k), id > o , j=i,..,k, 
are continuous and uniformly bounded for 0 < ±1+i2+...+lk < m. 
Thus similarly to theóram 6.2.1 we have: 
Theorem 6.2.4. Let assumption 6.2.1 and the additional con-
ditions h(x) e D. , g(x)h(x) e D. , K € K. hold, where m is 
an integer > 2. Let t (x) > 0. There exists a real furiction 
b*(x) on Rk such that 
l i n i n ^ / ^ ) = ix with 0 < a < co (6.2.28) 
implies 
7(n7k)(g(x)-g(x)) - N(Mb*(x)/h(x),(<72(x)/h(x))/K(z)2dz) 
(6.2.29) 
in distr., and 
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lintn-wY^ yCivy*) - » (6.2.30) 
implies 
plimn^7;m(g(x)-g(x)) =b*(x)/h(x). (6.2.31) 
The optimal rate of convergence in distribution is now 
n m / ( 2 m + k ), and the corresponding window width is 
7n = cn-
1 / ( 2 m + k )
 (6.2.32) 
with c>0 a constant. Moreover, similarly to theorems 6.2.2 and 
6.2.3 we now have: 
Theorem 6.2.5. Let the conditions of theorem 6.2.2 hold. With 
window width (6.2.32) we have: 
nn,/(2m+k)(g(x)-g(x)) 
• -» N(cmb*(x)/h(x),c"k(72(x)/h(x))/K(z)2dz) in distr. (6.2.33) 
Theorem 6.2.6. Let the conditions of theorem 6.2.4 hold. Let 
A 
gx (x) be the kernel reg.:ession estimator with window width 
7n - cn-
1 / ( 2 m + k ) 
A 
and let g2(x) be the kernel regression estimator with window 
width 
7n - Cn-5/(2m+k) with 5 e (0,1). 
Denote 
8*00 - {g1(x)-n-(1-s)n,/(2m+k)g2(x)}/{l-n-(1-5)m/(2m+k))_ 
(6.2.34) 
Then 
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n m / ( 2 m + k)(g^(x)-g(x)) - N(0,c-k(a2(x)/h(x))J*K(z)2dz). 
(6.2.35) 
As we have seen in chapter 4, the usual asymptotic 
normality results in parametric regression analysis hold with a 
rate of convergence in distribution equal to the square root of 
the number of observations. Now we see that in the nonpara-
metric regression case this rate can be approached arbitrarily 
close by increasing m. 
In Singh (1981) examples are given of members of the 
class K± for m=3,4,5,6. However, a simple way to construct 
kernels in £fc for arbitrary k > 1 and even m > 2 is the 
following. Let'for xeRk and N > 1 
K(x) - S^=1öjexp(-Hx'a-1x/a?)/{(y(27r))k|aj|kydet(n)], 
(6.2.36) 
where Q is a positive definite matrix and the 9^ and a^ are 
such that 
S f = 1 ^ - 1, (6.2.37) 
2j=x^j aj i = ° f o r i = 1.2.....N-1. (6.2.38) 
Then it is not hard to verify that Ke£, with m =» 2N. 
Cf. Exercise 3. 
The choice of the 6$ and &i affects the asymptotic 
variance of the estimator g^ via the quantity 
Jk(x)2dx - 2«=1S^=1^iÖjy(Cr2+a?)(V(27r))kydet(Q). (6.2.39) 
Thus at first sight one might think of choosing the 9, and o, 
so as to minimize (6.2.39), given Ü. However, (6.2.39) can be 
made arbitrarily small, for if 9X 9n ,a1 , . . . ,<7n is a 
solution of (6.2.37) and (6.2.38) then so is 9lt..,9n, 
jj,(j1 , . . . .M^N f° r a ny M>0 • Then (6.2.39) is proportional to p ~ 1 . 
This indicates that the choice of the 9^ and the o^ is not 
crucial, as the constant of the window width (6.2.32) may take 
over the role of this p,. 
Finally, we consider the multivariate limiting dis-
tribution of the kernel regression estimator in distinct 
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points. Thus let x( 13 and x(2) be distinct points in Rk such 
that h(xcl,)>0, h(x(2))>0. Then similarly to (6.2.9), 
cov{y(n7k)qx(x<x>)J(n7k)q\(x< 2 > )} 
= E UJ?K((x<1)-XJ)/7n)K((x(2)-Xj)/7n)7;k 
- >2(x(1)-7nZ)h(x(1)-7n2)K(z)K(((x(2)-x(1))/7n)+z)dz - 0, 
(6.2.40) 
by bounded convergence , for K{ ((x( x ) -x<2 } )/7)+z} •+ 0 as 74-0. 
Using this result it is easy to show (cf. Exercise 4) 
<y(n7*)q1(x(1))> y(n7S)q1(x(2)))' -N2[0,D] in distr., 
with D is a diagonal variance matrix. (6.2.41) 
Thus 
7(n7k)q1(x<13) and 7(n7k)q\(x(2>) 
are asymptotically independent, and so are 
y(n7£)(g(x(1))-g(x(1>)) and J(ny*)(g(x(2>)-g(x<2>)). 
More generally we have: 
Theorem 6.2.7. Let the conditions of theorem 6.2.1 or theorem 
6.2.4 be satisfied and let x(11,...,x(M) be distinct points' in 
Rk with h ( x W ) > 0 for i=l,2,.. . ,M. Then the sequence 
{y(n7k)(g(x(^))-g(x(^)))}, i=l,..,M 
is asymptotically independent, and so is 
{y(n7k ) (g^x^)) -gCxW )) } , i-1, . . ,M. 
Finally we considsr estimation of the asymptotic variance 
in (6.2.35). Let 
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a2(x|c) - c-k{(l/n)2^=1(Yj-g>v(x|c))2K((x-Xj)/7n(c))2/7„(c)k} 
/{(l/nyz^^iCx-X^/^ic))/^^)*)2, (6.2.42) 
with 
7n(c) = cn-i/C2m+k) _ (6.2.43) 
It is not too hard to show 
Theorem 6.2.8. Under the conditions of theorem 6.2.6, 
plimn^2(x|c) - c-k(a2(x)/h(x))jK(z)2dz, 
hence 
i)(x|c) - n m / ( 2 m + k ) (g^(x|c)-g(x))/a(x|c) -> N(0,1) in distr. 
Moreover, if x(1),... xCM) are distinct points in Rk with 
h(x^)) > 0, i=l,2,...,M, then 
(^(x(1)|c) ^(x(M)|c))' - NM[0,I] in distr. 
Proof: Exercise 5. 
On the basis of this result it is now easy to construct 
confidence bands for g(x). In particular, the 95% asymptotic 
confidence interval for g(x) is: 
g^(x|c) + 1.96 a(x|c)/nm/(2m+k). 
Exercises: 
1. Complete the proof of theorem 6.2.1. 
2. Complete the proof of theorem 6.2.3. 
3. Verify that the kernel (6.2.36) belongs to the class JCk m 
with m = 2N. 
4. Prove (6.2.41). 
5. Prove theorem 6.2.8. 
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6.3 Uniform consistency in the continuous case 
The uniform consistency of the kernel regression 
estimator is proved by Nadaraya (1965, 1970), Devroye (1978), 
Schuster and Yakowitz (1979) and Bierens (1983), among others. 
The approach in the latter two papers is based on an idea of 
Parzen (1962), namely to use the Fourier transform of the 
kernel. Suppose that the kernel has an absolutely integrable 
Fourier transform, i.e. 
V>(t) - Jexp(it'x)K(x)dx, • ƒ|V>(t) jdt < °°. (6.3.1) 
If K is a density then V(t) is its characteristric function. 
Then by the inversion formula for characteristic functions (cf. 
theorem 1.5.1) we have 
K(x) = (l/(27r))kJexp(-it'x)^(t)dt. (6.3.2) 
This result, however, carries over to more general Fourier 
transforms. In particular, for the kernel (6.2.36) we have 
V-(t) - S^=1öj/exp(it'x)[exp(-hx'Q-1x/af) 
/i(j2it)lt\oi | k7det(n)}]dx 
- S j . i ^exp t -Hof t 'O t ] (6.3.3) 
and applying the inversion formula in theorem 1.5.1 toAeach of 
the terms involved we see that (6.3.2) holds. Thus g(x)h(x) can 
be written as 
g(x)h(x) - (l/n)S^=l7i;k(l/(27r))kYjJexp(-it'(x-Xj)/7n)^(t)dt 
- (l/(27r))k/{(l/n)S^=1Yjexp(it'Xj)}exp(-it'x)V(7nt)cLt, 
(6.3.4) 
hence 
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E supx|g(x)h(x)-E g(x)h(x)| 
< (l/(2^))k/E| (l/n)£<?=1 {YjexpCit'Xj ) 
-E Yj-exp(it'XJ))J|^(7nt)|dt. (6.3.5) 
Moreover, using the well-known equality 
exp(ia) = cos(a)+i.sin(a) 
and Liapounov's inequality we see that, uniformly in t, 
E| (1/11)2^ (Yjexp<it'Xj) - E Yjexp(it'Xj))j 
< {varCd/nJS^^YjCosCt'Xj)) 
+ varCd/^S^^jSinCt'Xj))}^ 
<J(EYj)/Jn. (6.3.6) 
Combining (6.3.5) and (6.3.6) yields 
E supJg(x)h(x)-E g(x)h(x)| 
< 7(E YJ?)(l/yn)(l/(27r))kJ|^(7nt)|dt 
- 0(l/(7k7n)). (6.3.7) 
Furthermore, if f(x) = g(x)h(x) belong to the class £>k 2 and K 
belongs to the class Kk 2 then it follows, similarly to 
(6.2.13), that 
7;
2supx|E g(x)h(x) - g(x)h(x)| 
= 7^?supx|/[g(x-7nz)h(x-7nz) - g(x)h(x)]K(z)dz| 
- 7;2supx|/[f(x-7nz) - f(x)]K(z)dz| 
< supx|hjV(5/3x)(3/ax')f(x)zK(z)dz| < <». (6.3.8) 
More generally, if g(x>h(x) belongs to Dk and K belongs to 
K.
 m then 
K , m 
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7;
msupjE g(x)h(x)-g(x)h(x)| < =0, (6.3.9) 
uniformly in n. Combining (6.3.7) and (6.3.9) now yields 
E supji(x)h(x)-g(x)h(x)| = 0({fflin[7^yn,7;m]}"1). (6.3.10) 
Clearly, this rate of convergence is optimal for 
7n = c.n-
1/(2m+2k)
, c > 0, (6.3.11) 
and then 
E supjg(x)h(x) - g(x)h(x)j = o[n"m/(2m + 2 k ) ] (6.3.12) 
A 
Changing Yj to 1 we see that a similar results hold for h(x) . 
It is now easy to verify: 
Theorem 6.3.1. Let Assumption 6.2.1 and the additional con-
ditions (6.3.1), h(x)eDlcm , g(x)h(x)eDk _ m , Ke£k _ m hold, where 
m > 2. Let 6 e (0,supxh(x)] be arbitrary. For the window width 
(6.3.11) we have 
n r a / c 2 n i + 2 k ) s u P x e { x e R k : h ^ 5 ^ ( x ) . g ( x ) ( 
is stochastically bounded. 
The proof is left as an exercise. 
N.B. A sequence (Zn) of random variables is said to be stochas-
tically bounded if for every c > 0 there exists a constant M£ 
such that 
supnP(|Zn| > M£) < e. 
It should be noted that the rate of uniform convergence, 
nm/(2m+2k)> ^s n o t t^e m a x i m u m obtainable rate, as is shown by 
Silverman (1978) for the density case and Révész (1979), 
Schuster and Yakowitz (1979), Liero (1982) and Cheng (1983) for 
the regression case. Thz present conservative approach has been 
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chosen for its simplicicy by which it can easily be extended to 
the case with partly discrete regressors and/or time series. 
6.4 Discrete and mixed continuous-discrete regressors 
6.4.1 The discrete case-
Economie and other social data quite often contain 
qualitative variables. A typical feature of such variables is 
that they take a countable number of values and can usually be 
rescaled to integer valued variables. Therefore we considesr now 
first the case that all the components of Xj are of qualitative 
nature. In the next subsection we show what happens in the 
mixed continuous-discrete case. 
The following assumption formalizes the discrete nature 
Assumption 6.4.1. There exists a countable subset A of Rk such 
that 
(I) x e A implies p(xj - P(Xj = x) > 0; 
(II) 2xeAp(x) = U 
(III) every bounded subset of A is finite. 
Part (III) of this assumption excludes limit points in A. It 
ensures that for every x e A, 
inf
 A W ,|z-x| = /x(x) > 0. (6.4.1) 
zeA\{x}' ' ^v K J 
Now let the kernel and the window width be such that 
K(0) = 1, 7n4-0, 7n sup, . |K(z) | -* 0 for every p > 0. 
|Z| n
 (6.4.2) 
This condition holds for kernels of the type (6.2.36) and 
Window widths of the type 7n = c.n"7" with r > 0 , c > 0. 
Since now 
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|(l/7n)S^1YJK((x Xd)/7n) - ( I / V ^ S J . ^ J K X J - x) | 
< (l/yn)S^
 = 1 | Y j K ( ( x - X j ) / 7 n ) | l ( X j ^ x ) 
< ( l / ^S^ jYjyn suP |z |>M(x)/<yjK(2)| - O in prob., 
(6.4.3) 
where I(.) is the indicator function, and similarly 
|(l/yn)S^=1K((x-XJ)/7n)-(l/yn)2^=1I(XJ=x)| - 0 in prob., 
(6.4.4) 
it is easy to verify that for every x e A 
plimn.Wn(g(x)-i*(x)) - 0 , (6.4.5) 
where 
g*(x) = {S^=1YjI(Xj=x)}/{2^=1I(Xj=x)} 
= {S^
 = 1ujI(Xj=x)}/{S^ = 1I(Xj=x)} + g(x). (6.4.6) 
It follows now straightforwardly from the law of large numbers 
that 
p*(x) - (l/n)S^=1I(Xj=x) - p(x) in prob., (6.4.7) 
whereas by the central Limit theorem 
yn[£*(x)p*(x)-g(x)p*(x)] = (l/yn)S^=1UjI(Xj=x) 
- N(0,o-2(x)p(x)) in distr. (6.4.8) 
Combining (6.4.5), (6.4.7) and (6.4.8) yields: 
Theorem 6.4.1. Under Assumption 6.4.1 and condition (6.4.2) we 
have 
yn(g(x)-g(x)) - N(0,ff2(x)/p(x)) in distr. (6.4.9) 
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Also, similarly to theorem 6.2.7 we have: 
Theorem 6.4.2. Let 
x(1),..,x(M) 
be distinct points in A. Under the conditions of theorem 6.4.1 
the sequence 
{7n(g(x(i)) - g(x(i))}, i=l,..,M 
is asymptotically independent. 
Proof: Exercise 1. 
Note that the discrete case differs from the continuous 
case in that hardly any restrictions are placed on the window 
width while nevertheless the asymptotic normal distribution has 
zero mean. Moreover, the aymptotic rate of convergence in 
distribution is now the same as for the usual parametric 
models. Furthermore, since every bounded subset A,, of A is 
finite, theorem 6.4.1 implies that 
maxxGA |Vn(g(x)-g(x))| is stochastically bounded. (6.4.10) 
6.4.2 The mixed continuous-discrete case 
We now consider the case where the first kj^  components of 
Xj are continuous and the remaining k2 components are discrete. 
Of course, this case is only relevant for k = kx+k2 > 2. 
Assumption 6.4.2. Let v^ = (Xj (1} ,Xj c 2 } )' e A1xA2 , where Al is 
a kx-dimensional real space and A2 is a subset of a k2-
dimensional real space The set A2 is such that 
(I) x(2) e A2 implies p(x(2)) - P(Xj2) - x(2)) > 0; 
™ V 2> GA 2P ( X < 2 ) ) " 1; 
(III) every bounded subset of A2 is finite. 
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Let x - ( x ( 1 ) , x C 2 ) ) ' e A,xA? and let h(x ( 1 )|x ( 2 )) be the 
(1) density of the conditional distribution of Xj relative to 
the event 
For every fixed x(2)eA2 the following holds: 
(IV) h(x ( 1 )|x ( 2 )) and g(x ( l ),x ( 2')h(x ( l'jx ( 2 }) belong to the 
class D-fc
 m with m > 2; 
(V) there exists a 5 > 0 such that 
a2+*(x < 1 ) >x ( 2 ))h(x { 1 )]x { 2 )) 
is uniformly bounded on Ax; 
(VI) the functions 
g ( x(l) >x(2-))2h(x(l) | x ( 2 ) ) a n d a 2 ( x ( D fX(2))h(x(l) 1^2)) 
are continuous and uniformly bounded on Ax. 
Moreover, we now choose the kernel K(x c l 5, x( 2 ) ) and the window 
width 7n such that with (z1,.z2)' e AxxA2 and for n -»• «, 
7n10; 7n sup|z |>A£/7n/|K(z1,z2)|dz1 -+ 0 for every p. > 0; 
n 7 n
k l
 - -; K(2l,0) 6 £ k i > m with m > 2; (6.4.11) 
J|K(z1,0)|dz1 < » , /K(z1,0)dz1 = 1. 
A suitable kernel satisfying (6.4.11) can be constructed 
similarly to (6.2.36), i.e., let 
K(x) - S^
 = 1öjexp[-hx'0-1x/a2]/(y(27r))kl|^ | kVdet(Q 1), 
(6.4.12) 
where ü-y is the inversf of the upper-left (k^k-^ submatrix of 
Q"1 and the er,'s and 0,'s are the same as in (6.2.38). Denoting 
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h(x) - h(x(1),xc2)) - h(x(1)|x(2))p(x(2>), 
(6.4.13) 
we now have: 
Theorem 6.4.3. Under Assumption 6.4.2 and condition (6.4.11) 
the conclusions of theorems 6.2.1, through 6.2.8 and theorem 
6.3.1 carry over with k replaced by kx and J*K(z)2dz replaced by 
/K(Zl,0)2dzx. 
This theorem can be proved by combining the arguments in 
sections 6.2 and 6.4.1. The .proof is somewhat cumbersome but 
does not involve insurmountable difficulties. It is therefore 
left to the reader. 
Exercises: 
1. Prove theorem 6.4.2 
2. Prove theorem 6.4.3 
6.5 The choice of the kernel 
In the literature on kernel density and regression func-
tion estimation the problem of how the kernel should be 
specified has mainly been considered from an asymptotic point 
of view. In the case of density estimation Epanechnikov (1969) 
has shown that the kernel which minimizes the integrated mean 
squared error 
A 
/(h(x)-h(x))2dx (6.5.1) 
over the class of product kernels 
K(x) = K(x(1),x(2),.. ,x(k)) = n^=1K0(xCi)), xci)eR, (6.5.2) 
with 
K0(v)=K0(-v)>0, /K0(v)dv-/v2K0(v)dv-l, JvK0(v)dv=0, (6.5.3) 
is a product kernel with 
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K0(v) = 3/(4/5) - 3v2/(20/5) i f |v| < J5, 
(6.5.4) 
K0(v) - O if |v| > 75. 
Note that Epanechnikov' s kernel K0 is the solution of the 
problem: 
minimize jK0(v)2d/, subject to (6.5.3). (6.5.5) 
Greblicki and Krzyzak (1980) have confirmed this result for the 
regression case. Epanechnikov also shows that there are various 
kernels which are neatly optimal. For example, the Standard 
normal density satisfies the condition (6.5.3) and is almost 
optimal, as 
J{exp(-Hv2)/7(27r)}2dv - 1.051JK0 (v)2dv. (6.5.6) 
A disadvantage of Epanechnikov's kernel is that its Fourier 
transform is not absolutely integrable, a condition employed in 
section 6.3. Also, the nonnegativity of K0 implies that the 
kernel (6.5.2) with (6.5.4) merely satisfies KeKj.
 2, whereas 
higher rates of convergence in distribution than
 n
2/<k+4) 
require Ke£k with m>2. Cf. theorem 6.2.4. 
Since kernels of the type (6.2.36) have all the required 
properties, are almost arbitrarily flexible and can easily be 
constructed, we advocate the use of that type of kernel. 
However, the qüestion now arises how the matrix Q should be 
specified. A heuristic approach to solve this problem is to 
specify ü such that certain properties of the true regression 
A 
function carry over to the estimate g. The property we shall 
consider is the linear translation ïnvariance principle. 
Suppose we apply a linear translation to x and the x^'s: 
x* - Px+q, X* = PXj+q, (6.5.7) 
where P is a non-singular kxk matrix and q is a k-component 
vector. Then 
g(x) - E(Yj|xj=x> - E(Yj|x;=x*) - g,V(x*), (6.5.8) 
say. However, if we ret-lace the Xj and x in (6.2.16) by X^ and 
x*, respectively, and if we leave the kernel K unchanged, then 
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the resulting kernel regresslon estimator gx(x%') , say, will in 
general be unequal to g(x), for 
g*(x*) - {Sj.lYjK(P(x-Xj)/7n)}/{^.1K(P(x-XJ)/7n)} 
* g(x) if P^I (6.5.9) 
A ^  _r- A 
The only way to accomplish g"(xx) = g(x) in all cases (6.5.7) 
is to let the kernel be of the form 
A A 
K(x) - f?(x'V-lx), (6.5.10) 
A 
where 17 is a real function on R and V is the sample variance 
matrix, i.e., 
A 
V - (l/n)2°=1(Xj-X)(Xj-X)' with X - (l/n)S^=1Xj . (6.5.11) 
In particular, if w^ e use kernels of the form (6.2.36) then we 
should specify G = V. Thus for m=2,4,6,... we let 
A A A 
^(x) - IfiLleiex-p(-hx'V-lx/azó)/{U(27t))k\ai\^Jdex:(V)) 
(6.5.12a) 
in the continuous case, 
A A 
^(x) = ï^jexpl-ia'f^/aj) 
/{ (7(2TO ) k i | ^  |kl 7def( <V( * > ) _ 1 ' >) (6 . 5 .12b) 
in the mixed continuous-discrete case (with the first kx 
components of Xj continaöusly distributed) and 
A A A 
^ ( x ) = K2(x) - exp(-hx'V"1x) (6.5.12c) 
i n the . discrAete c a s e , where V<-1) i s the u p p e r - l e f t kxxkx 
submatr ix of V" -1 and 
S"1^
 g 22 = i i f | = o, 
( 6 . 5 . 1 3 ) 
^ = 1 Ö j f f J 2 i = ° i £ * = l'2' (m/2 ) - l 
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The question now arises whether the previous asymptotic 
results go through for kernel regression estimators with this 
kernel. The answer is yes, provided the following additional 
conditions hold. 
Assumption 6.5.1. Let E|Xj |A < « and let the matrix 
V - E XjXj ' - (EXjKEXj)' (6.5.14) 
be non-singular. 
Denoting 
^(x) - ^/2ö.eXp(.i.sx-v-ix/CT2)/{(y(27r))k|a. |kydet(v)}) 
(6.5.15a) 
in the continuous case, 
K«00 " ^/^.exp(.^x,V-1x/a?)/{y(27r))ki|aj |kldet((V(1))-1)} 
(6.5.15b) 
in the mixed continuous-discrete case, where V(x5 is the upper-
left kxxkx submatrix of. V-1 and the 9^ and the a, are the same 
as before, and 
^(x) =K2(x) = .^(-hx'V^x) (6.5.15c) 
in the discrete case, w.2 can now state: 
Theorem 6.5.1. With Assumption 6.5.1 the kernel regresssion 
estimator with kerne: (6,5.12) has the same asymptotic 
properties (as previously considered) as the kernel regression 
estimator with kernel (6.5.15). 
Proof: We shall prove this theorem only for the continuous: case 
with kernel K2(x). The proof for the other cases is similar and 
therefore left to the reader. Let 
s(x) - (l/n)^
 = 1^|exp{-^(x-Xj)'V-1(x-Xj)/72} 
/{(y(27r))k7nydet(V)}, (6.5.16) 
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s(x) = (l/n)E^=1Y.exp(-ii(x-Xj)'V-1(x-Xj)/72} 
/{U(2n))k^Jdet(V)), (6.5.17) 
s(x) - (l/n)S^=1Y,exp{-h(x-Xj)'V-1(x-Xj)/72} 
/{(y(27r))k7nydet(V)}. (6.5.18) 
Moreover, let 
A 
M - nuu^ ^ |v(i'j)-v(i-J) | , (6.5.19) 
where 
v( i, j ) j_s ^ g typical element of V" 1 
and 
v( i, j ) j_s tne typical element of V" 1 . 
For every t=(tx,...,tk)'eRk we have 
A A A A 
|t'V"1t-t'V"1t| < MSi j l^tj | < k Mt't < /3Mt'V"1t, 
(6.5.20) 
where p is the maximum eigenvalue of V times k. Using 
inequality (6.5.20) and the mean value theorem it is not too 
hard to verify 
|s(x)-s(x)| < (pM/(nYk))E^=1 |Yj ({(x-X^'V^x-Xj)^} 
A 
x exp{Mt(x-Xj ) 'V"1 (x-Xj -)h\ }exp{ -4(x-Xj ) 'V'1 (x-Xj )/7* J 
A 
/{(7(25r))kydet(V)}. (6.5.21) 
Since the Xj's are indtpendent and have bounded fourth moments 
we have for every c>0, 
A 
n^-£(V-V) - 0 in prob., (6.5.22) 
as is easy to verify by using Chebishev's inequality. Since the 
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elements of an inverse matrix are continuously differentiable 
functions of the elements of the inverted matrix, provided the 
inverted matrix is nonsingular, it follows that (6.5.22) 
implies 
A 
n H - £ ( V - i _ v - i ) - 0 in prob . (6 .5 .23 ) 
and consequent ly 
A 
plintn-Kan1*-* M = 0 for every e > 0. ( 6 .5 .24 ) 
Thus a l s o 
A 
limn^ ooP(pM < 1/4) - 1. (6.5.25) 
Now (6.5.21) and (6.5.2.3) imply that the inequality 
|s(x) - £(x)| 
< (2pkM/7^)(7det(V)/ydet(V))(y2)k 
x(l/n)S:=1|Yj |K^((x-Xj)/7n) (6.5.26) 
with 
K^(x) - (x'V-1x/(2k))exp(-(l/4)x'V-1x)/{(y(2^))k(y2)kydet(V)} 
(6.5.27) 
holds wi th p r o b a b i l i t y converging to 1. Since 
E C l / i O S ^ j Y j ^ ( ( x - X j ) ^ ) ^ < E( l+Y2)K i V ( (x-X 0 ) / 7 )7 ; k 
= / { 1 + a 2 ( x - 7 n z ) + g ( x - 7 n z ) 2 } h ( x - 7 n z ) K ^ ( z ) d z 
-* ( l+a2(x) + g ( x ) 2 ) h ( x ) as n -^  oo (6 .5 .28 ) 
and s ince (6 .5 .24 ) implLes 
A 
plimn^0 0y(n7k ) M « 0, ( 6 . 5 .29 ) 
i t now fol lows t h a t , po in twise in x, 
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plimn^a3y(n7^)|s(x)-i(x)| = 0 (6.5.30) 
Next, observe that 
plimn^00y(n7^)|i(x)-s(x)| = 0 , (6.5.31) 
for (6.5.22) implies that 
A 
plimn_>ajy(n7^)(det(V)-det(V)) = 0 . (6.5.32) 
Thus, 
plimn-+a>y(n-yS)(s(x)-s(x)) = 0 . (6.5.33) 
From this result it follows straigthforwardly that the asymp-
totic normality results go through. The proof that the uniform 
consistency results go through is left as an exercise. 
6.6 The choice of the window width 
From the preceding results it is clear that the asymp-
totic performance of the kernel regression function estimator 
heavily depends on the choice of the window width 7n . In 
particular, the asymptotic normality results in theorems 6.2.3 
and 6.2.6 show that the variance of the limiting riormal 
distribution of g shrinks down to zero if we let the constant 
c of the window width parameters approach to infinity. But: that 
will destroy the smaLl sample performance of the kernel 
regression estimator. Tf we choose too large a 7n the Nadaraya-
Watson regression function estimate will become too flat, for 
g(x) -* Y = (l/n)2j1=1Yj if we let j u - ». (6.6.1) 
A — 
Similarly, g,(x) -»• Y if c -» «>. On the other hand, if we choose 
^ A 
too small a 7n the estimate g Awill go wild. For example, if we 
employ in (6.1.16) the kernel K2 and if we let 7n-l-0, then 
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A A 
g(x) -• 2j
 = 1YjI{(x-Xj)'V"1(x-Xj) - mini(x-Xi)'V-1(x-Xx)J 
A A 
/^^^{(x-Xpv^Cx-Xj) - mini(x-Xi)'V-1(x-X,2)} (6.6.2) 
A 
(.2=1, . . ,n) , where I(.) is the indicator function. Thus g(x) 
converges to the Yj for which 
A 
(x-XjVV-^x-Xj) 
A 
is minimal, so that then the estimate g degenerates to an 
inconsistent nearest neighbor estimate. Cf. Stone (1977). Again, 
A 
a similar result holds for g if we let c -* 0. 
A somewhat heuristic but well-working trick to optimize 
the window width is the cross-validation approach introduced by 
Stone (1974), Geisser (1975) and Whaba and Wold (1975). See 
also Wong (1983). The basic idea is to split the data set in 
two parts. Then the first part is used for calculating the 
estimate and the second part is useu for optimizing the fit of 
the estimate by minimizing the mean squared error. A variant 
used by Bierens (1983) is to consider various partitions and to 
minimize the mean of the mean squared errors. In particular, 
let 
g(i)(x|7) - S^1Y1I(j^)Km((x-Xj)/7) 
A 
/^.1I(j^)Km((x-Xj)/7) (6.6.3) 
and denote similarly to (6.2.34), 
gi^xlc) - g(i)(x|cn-1/(2m + k ) ) , (6.6.4) 
g2(i)(x|c) = g(i)(x|cn-5/(2m+k))> ( 6 , 6 5 ) 
^
}(x|c) = (gl(i)(x|c) - n-(l-«m/(2rt)g^(x|c)) 
/{l-n-(l-5)m/(2m+k)} (6.6.6) 
A(-d) , 
Then g^ (x|c) is the regression function estimator of the-, type 
(6.2.34) with kernel l'TO , based on the data set leaving the 
observation with index 2 out. We now propose to optimize c by 
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minimizmg 
Q(c) - S^. 1{Y j-^ (^(X JJc)) 2 (6.6.7) 
to c in an interval [c1,c2] with 0 < c1 < c2 < <*>. Denoting the 
resulting optimal c by c, i.e., 
Q(c) = inf{Q(c)|ce[c1,c2]}1 (6.6.8) 
we then propose to use 
A A A ( 0 ) . A 
g*(x|c) = g* (X|Ï) . (6.6.9) 
as the cross-validated kernel regression function estimator. 
Although this approach works well in practice, it has the 
disadvantage that we loose control over some of the asymptotic 
properties of kernel estimators. From Bierens (1983) it follows 
that the cross-validated kernel regression estimator remains 
(uniformly) consistent, but it is not clear whether asymptotic 
normality goes through. We can regain some control over the 
asymptotic behaviour of g^(x|c) if instead of (6.6.8) we 
optimize c by finite gridsearch, i.e., 
Q(c) = min{Q(c(i)|^=1,2 M) , (6.6.10) 
where c1 = c c i ) < ... < c ( M ) = c2 are grid points. It is not 
hard to show that in the continuous case the M-variate limiting 
distribution of 
n m / ( 2 m + k)(g^(x|c(l))-g(x),.. .,g.^(x|cCM))-g(x)) (6.6.11) 
is M-variate normal with zero mean vector. Hence for x with 
h(x) > 0 we have at least 
nm/(2m+k)(g^(x|c)-g(x)) is stochastically bounded. (6.6.12) 
A similar result holds for the mixed continuous-discrete case. 
A A 
However, if for this c, plim-n-KoC *= c, then asymptotic normality 
A 
goes through as if c =- c. Moreover, in the discrete case the 
cross-validated regressLon estimator has the same properties as 
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before, without additioaal conditions. 
If our sample is large, we may proceed as follows. Split 
the sample in two subsa'nples of sizes nx and n2 , respectively. 
Now apply the cross-validation procedure as described abcve to 
one of the subsamples, say subsample 2, or altematively, 
determine an appropriate c by visual inspection of the 
nonparametric regression results based on this subsample. Then 
use the resulting c as constant in the regression function 
A . A 
estimator g.(x c) base-d on subsample 1. Since now c and 
A . * 
g (x|c) are independent, the asymptotic distribution results go 
through for g (xjc), conditional on c. 
6.7 An empirical application to specification of household 
expenditure functions and equivalence scales 
6.7.1 Introduction 
Household expenditure patterns differ across houseiholds 
according to family size, age composition, educational levels 
and other household characteristics. In modelling household 
expenditures one should therefore not only relate expenditures 
to income and commodity prices, but also to these household 
characteristics. These models then form a basis for welfare 
comparison between households and the estimation of the cost of 
children, via the construction of household equivalence scales. 
Research in thiï area is of considerable practical 
significance. Knowledge of the cost of children is necessary, 
for example, for judjes whó have to assess alimony and 
politicians who decid. •• on the level of child and family 
allowances. 
The founding-fathsr of household expenditure analysis is 
Engel (1895). Further inportant contributions have been made by 
Prais and Houthakker ;i955), Barten (1964) and Ray (1983), 
among others. Prais a"d Houthakker assume Marshallian demand 
functions (i.e. demand functions derived from maximizing a 
utility function under the budget constraint), of the form 
<li/mi =fi(p,x/m0), i=l,2,..,k, 
where qL is the demand of commodity i, p = (Pif..,Pk)' is a k-
vector of prices, x is income or total expenditure, m± is the 
commodity-specifie equivalence scale of commodity i and m0 is 
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the general equivalence scale. The commodity-specific equi-
valence scales are functions of household composition only. 
They measure the household members in equivalent 'adult units'. 
The general equivalence scale m0 is a weighted mean of 
commodity-specific equivalence scales, with weights the corres-
ponding budget shares piqi/x. The Prais-Houthakker model has 
been critizised by Muellbauer (1980) who argued that if the 
model is interpreted in terms of utility theory it is con-
sistent with a Leont'.ef utility function only, hence no 
substitution between commoditi'es is possible. An advantage of 
the Prais-Houthakker approach, however, is that estimation of 
the equivalence scales does not require Information on the 
price vector p. Given the functional specification of the fj/s 
and the mi's the parameters of the equivalence scales m± can be 
estimated on the basis of cross-section data, by incorporating 
p in the parameters of the functions fL . The same applies to 
the original approach of Engel 
In Barten's (1964) model the Marshallian demand functions 
take the form 
qi/% - fi (x/(p1mi), . . ,x/(pkmk)) . 
This model is consistent with utility theory. Estimation of 
Barten's model requir; s price Information and hence pooled 
data. This information on price movements prevents identifi-
•cation problems. A dit: idvaritage of Barten's model is that it 
assumes an excessive substitution effect as a result of changes 
in the household composition. 
Ray's (1983) general equivalence scale m0 relates the 
cost function (i.e., th.i minimal total expenditure subject: to a 
fixed utility level) eH of household H with z children and 
utility level u to the cost function cR of a reference house-
hold with no children: 
cH(u,p,z) = m0(z,p,u)cR(u,p), 
where p is the price vector. By choosing functional specifi-
cations for m0 and cR , the cost function cH and the corres-
ponding Marshallian den: and system is determined. 
A serious proble.r in all approaches is the arbitrariness 
of the functional specification of the equivalence scales and 
the demand or cost funztions. Although utility theory iniposes 
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certain restrictions on the functional specification of demand 
and cost functions, the class of theoretically admissible 
functional forms is slmost uncountably large. Usually the 
functional form is cho.sen as to facilitate estimation rather 
than to approximate reality, so that all the models considered 
in the literature are likely misspecified. 
Actually, all approaches ultimately amount to direct or 
indirect functional specification of the Marshallian demand 
functions as known functions of prices p, income or total 
expenditure x, household composition z and unknown parameters. 
Thus, denoting qi = giCp.x.z), i-l,..,k, the Marshallian demand 
functions, the various methods distinguish themselves by 
different recipes for the specification of the functions g±. 
In section 6.7.3 we shall follow a different approa.ch by 
estimating these functions gi directly from the data, without 
specifying in advance any functional form at all, by using the 
kernel regression approach. The nonparametric regression 
results are then transLated to suitable parametric functional 
specifications, i.e. , we have chosen parametric functional 
forms in accordance with the nonparametric regression results. 
These parametric specifications have been estimated by least 
squares, and various parameter restrictions have been tested in 
order to simplify the nodels. Our data set, however, does not 
allow to take price effects into account. 
6.7.2 Model and data 
The household expenditure functions we shall work with 
relate expenditures 01 household j on a certain groiip of 
commodities to net income (including children's allowance) of 
household j, the number of children in the age group 0-15 and 
the number of children Ln the age group 16 or over in household 
j . The latter age-gro ip only concerns children living with 
their parents and hav:. ig no income themselves. In the recent 
literature on demand analysis the expenditures on various 
commodities are usuall/• related to total expenditures rather 
than income, in order to impose the budget constraint and to 
interprete the model in terms of utility theory. A disadvantage 
of this approach is that then expenditures are partly con-
ditioneel on themselves. Therefore we follow the original 
approach of Engel and condition on income. In order to keep the 
analysis simple we distinguish only two expenditure cate-
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gories, namely 
YtJ = expenditures on food, clothing and foot-wear, 
Y2j = other expenditures 
of household j. The explanatory variables are: 
X1, — net income, 
X2J = number of children in the age group 0-15, 
X3j = number of children in the age group 16 or over 
of household j. The expenditure functions involved are: 
Y±j = gi(Xij,X2j,X3j) + Uij, i-1,2, 
where the regression functions gx and g2 are completely un-
known, apart from the condition that g1 and g2 are continuously 
differentiable in XXj . The disturbance terms UXj and U2j satis-
fy the usual condition that their conditional expectations 
relative to the regressors XXJ , X2J and X3J equal zero with 
probability 1: 
E[Uij|xu,X2j)X3,; = 0 a.s., 
We recall that these r.onditions are no restrictions at all. 
They simply define the response functions gx and g2 as con-
ditional expectation functions, i.e., 
E f Y i i ! X l j > X 2 j ' X 3 j J ™ S i ( X l j - X 2 j > X 3 j ) a.s. 
Moreover, we recall that no assumptions about the functional 
form of gx and g2 will be made. We only assume that the 
variable Xli , net income, is continuously distributed and that 
g1(x1,x2,x3) and g2(x1,x2,x3) are for each pair (x2,x3) con-
tinuously differentiable in xx. 
The data set we shall use is the 1980 Budget Survey held 
by the Dutch Central Bureau of Statistics. This survey consists 
of an independent sample of 2859 households. This sample has 
been divided into two subsamples of sizes 2000 and 859, 
respectively. The smaller subsample has been used for experi-
ments with the nonparametric regression method, in order to 
improve the fit. Cf. se ;tion 6.6. The larger subsample has been 
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used for the actual nonparametric and parametric estimation of 
our expenditure functiois. 
A typical feature of the budget survey involved is that 
total expenditures may ^xceed net income, especially in the low 
income range. This is due to the f act that expenditures on 
durables are completely attributed to the year of purchase. 
Thus, if a household buys a car in a certain year, the total 
amount of the purchase involved is considered as an expenditure 
in that year, even if the purchase has been financed by a loan. 
The same applies to clothing and foot-wear: although a suit or 
a pair of shoes may last longer than a year the total amount of 
the purchase is considered as expenditures in the year of the 
purchase. As a consequence, adding up (i.e., YXj + Y2J = Xxj) 
does not apply. 
Since the 1980 Budget Survey is a representative survey, 
it also contains households with only one parent and households 
of elderly. These households have been excluded from our 
analyses (after splitting the sample in two subsamples). 
However, the remaining data subsets of sizes 1130 and 552, res-
pectively, are then no longer random samples, a situation not 
accounted for in section 6.4.2. As will be shown, a siimple 
modification of the kernel regression approach will correct for 
that. 
Finally we note that the further subsample of size 1130 
contains five households with expenditures on food, clothing 
and foot-wear exceeding net income, 86 households with other 
expenditures exceeding net income and 424 households with total 
expenditures exceeding net income. For the further subsample of 
size 552 these numbers are 1, 48 and 226, respectively. This is 
mainly due to the typical way expenditures are measured in the 
budget survey under review, although we do not exclude that 
also measurement error: in net income may contribute to this 
phenomenon. 
6.7.3 The results 
The nonparametric regression results for the expenditure 
system under review ar: displayed in Figures 1 to 16, at the 
end of this subsection. The first 8 plots show the kernel 
regression estimator g(x1,x2,x3) (the solid line) for the 
expenditures on food, clothing and foot-wear, where xx (net 
income) runs from 16,000 to 65,000. In some cases the Income 
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range is smaller, due to lack of observations in the low and 
high income range. The: scale of the plots is linear on both 
axes. Each plot corresponds to a household type (x2,x3), where 
x2 is the number of children in the age group 0-15 and x3 is 
the number of childrer. in the age group 16 or over. We only 
show the nonparametric results for households with 0 < x2 < 3 
and 0 < x3 < 1, as other households are too rare. The dotted 
lines are the 95% conf idence bands. Observe that the 95% con-
fidence band becomes wider in the low and high income range, 
due to lack of observations. The other 8 plots show the non-
parametric results for the other expenditures. 
The nonparametric regression results for expenditures on 
food, clothing and toot-wear indicate that the income-
expenditure relationships involved are almost linear: for each 
household type it is possible to draw a straight line almost 
entirely inside the 95% confidence band. The estimated 
expenditure functions are only bending in the low and high 
income ranges. These curved parts, however, need not be 
significantly different from a straight line, as indicated by 
the 95% confidence b.ands, as in nonparametric regression 
analyses estimation errors manifest themselves in the form of 
bumps on the estimated regression curve. Thus the nonparametric 
regression results indicate that over the income range 16>,000-
65,000 the expenditure functions involved are linear. The same 
applies to the othei expenditures. Nevertheless we have 
specified these expenditure functions as third-order poly-
nomials in net income, in order to catch the bending parts as 
well and to test wheth ;r the actual expenditure functions are 
indeed linear. 
In order to check this s.pecification we have approximated 
the kernel regression function estimators for each household 
type by third-order polynomials in net income, by regressing 
the kernel estimator o ï xx , xx2 and xx 3 , for each household 
type. It appears that for each household type this polynomial 
approximation fits in rhe 95% confidence band, which indicates 
that a third-order polynomial is a suitable functional form for 
the expenditure functions under review. The third-order poly-
nomial approximations are in fact so close that they can hardly 
be distinguished from the corresponding kernel estimators in 
the income range 16000-65000. Therefore we do not show them in 
the figures. 
The parameters of the third-order polynomials can be made 
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dependent of the the number of chi ldren in the household by 
using the fo l lowing dunuiy v a r i a b l e s . 
Dmj •- 1 i f X2 j = m, 
Dmj = 0 i f X 2 j * m, 111=1,2,3, 
»*i = X 3 j ( X3 j < 1 ) . 
The parametrisat ion of the nonparametr ic regress ion r e s u l t s i s 
therefore : 
Y i j - «io + /3i0X1;, + SiQXu2 + ci0Xu3 
+ t 1 f « i ^ D l j + ^ m D m J X u + « i . D . j X u » + eimDmiXló*} 
+ U i j ( i - 1 , 2 . 
We have used a further subsample of the subsample of size 
2000 to estimate the parameters involved. This further 
subsample consists of all households of the type (X2,X3) with 
X2 < 3 and X3 < 1, nee income Xx in the range 16,000-65,000, 
and two parents both younger than 65. The size of this further 
subsample is 1010. 
The test of the linearity hypothesis amounts to testing 
the null hypothesis 
H0: *i*-*i»-0 f o r m=0,l,2,3,4. 
The test statistics of the Wald test involved are 6.394 for 
expenditures on food, clothing and foot-wear and 7.820 for 
other expenditures. Un'ler the null these test statistics are 
asymptotically xfo distributed, hence the linearity hypothesis 
cannot be rejected at 'a.iy reasonable significance level. 
Next we have tested whether the linearity hypothesis 
holds with constant slope. Thus the null hypothesis to be 
tested is now: 
H0: /3im-0 for m-1,2,3,4; Sim=cim=0 for m=0,l,2,3,4. 
The test statistics of the Wald test are 9.568 for expenditures 
on food, clothing and foot-wear and 13.23 for other expen-
ditures . Under H0 thest test statistics are asymptotically x?4 
distributed, and consec uently also this null hypothesis cannot 
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be rejected. Thus the model reduces to: 
Yij - "iO + «ilDlj + «i2D2j + «i3D3j + Qi4 D4j + £iOXlj 
+ U u , 1=1,2. 
Furthermore, we have tested whether this model can be written 
as a linear regression model with explanatory variables Xxj , 
X2j and X3j . This simplification corresponds to the following 
hypothesis: 
H0 : ^ 2 = 2 » ^ ; aiZ-3aL1; /3itn=0 for m-1 ,2 ,3 ,4 ; 
5im=£im=0 for m = 0 , l , 2 , 3 , 4 . 
The Wald statistics involved are 10.97 for food, clothing and 
foot-wear and 16.15 for other expenditures. Under the null 
these statistics are asymptotically xfs distributed and there-
fore we cannot reject the null hypothesis. 
Finally we have tested whether the expenditure functions 
are linear and independent of the household size. This hypo-
thesis corresponds to: 
H0: «im=/3im=0 for'm-1,2,3,4; <5im=£im=0 for m=0,1, 2, 3,4. 
The Wald statistics are 119.5 for food, clothing and foot-wear 
and 16.33 for other expenditures. Since P[x?8 > 119.5] cannot 
be distinguished from zero we have to reject this null 
hypothesis for expenditures on food, clothing and food-wear, 
while the hypothesis involved cannot be rejected for other 
expenditures. 
Note that the tests involved are not independent. From a 
formal point of view wa should therefore not re-estimate the 
model after each test as otherwise the type I errors may accu-
mulate. Nonetheless we have checked the final conclusions by 
conducting a similar sequence of tests starting from the linear 
model with slope and intercept depending on the family size, 
and the linear model with constant slope and intercept depen-
ding on family size, re spectively. These tests lead to the! same 
conclusion as before, r.amely that the expenditure functicn for 
expenditures on food, clothing and foot-wear is a linear func-
tion in net income (x- ) , the number of children in the age 
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group 0-15 (x2) and the number of children in the age group 16 
or over (x3) , while the expenditure function for other esxpen-
ditures is a linear function in net income only. 
The simplifications of the polynomial model suggested by 
these test results now lead to the following models (t-values 
between brackets): 
Food, clothing an 1 foot-wear: 
A 
Yx - 5407 . +0.099.17 Xx + 7 7 5 . 1 X2 +2106 . X3 ( 6 . 7 . 1 ) 
( 1 4 . 5 ) ( 9 . 8 6 8 ) ( 7 . 1 8 5 ) ( 6 . 8 1 9 ) 
R2 - 0 . 1 6 6 7 ; SE - 3338 . 
Other expenditures: 
A 
Y2 = 5671. +0.516 3 X1 (6.7.2) 
(5.921) (19.11) 
R2 - 0.311; SE - 3095. 
Note that model (6.7.1) can be written as 
A 
Y1/m(X2,X3) = 270 3.5 + 0.09937 X1/m(Xz,X3) (6.7.3) 
where 
m(X2,X3) - 2 + 0.2867 X2 + 0.7790 X3 (6.7.4) 
is the equivalence scale. This result is in tune with the ori-
ginal approach of Engel (1895). 
We recall that in the more recent -literature equivalence 
scales are usually derived from expenditure systems relating 
expenditures on groups of commodities to total expenditures 
instead of income, in order to interprete the results in terms 
of utility theory. The above equivalence scale is therefore not 
quite compatible with the equivalence scales found in the 
literature, although i':s interpretation is the same. Thus, as 
far as food, clothing < nd foot-wear is concerned a child under 
16 counts for 28,67% o; an adult and a dependent child of 16 or 
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over counts for 77.9% of an adult, in a household wit o two 
parents and net income j.n the range 16,000-65,000. Moreover, an 
additional child under 16 induces additional expenditures on 
food, clothing and fcot-wear to the amount of about 775 
guilders per year, whereas an additional child of 16 or over 
induces an additional amount of 2106 guilders. 
It should be stressed that the lack of impact of house-
hold size on the other expenditures does not imply that there 
is no impact at all. It is likely that the extra expenditures 
due to children will be covered by substitution within the; same 
expenditure category. For example the extra expenditures on 
housing may be counterbalanced by cheaper vacations, a second 
hand car instead of a naw one, etc. 
The subsample of size 1010 on which the final estimation 
results were based contains one household with Yx > XL , 73 
households with Y2 > Xx and 380 households with Y1+Y2 > Xx. The 
model indicate that the latter occurs if 
X1 < 28,824 -f 2,017. X2 + 5,480. X3 . 
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Figure 3 EXPENDITURES ON FOOD. CLOTHING AND FOOT-WEAR 
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Figure 5 EXPENDITURES ON FOOD, CLOTHING AND FOOT-WEAR 
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Flgure 6 EXPENDITURES ON FOOD, CLOTHING AND FOOT-WEAR 
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Figure 7 EXPENDITURES ON FOOD, CLOTHING AND FOOT-WEAR 
OF HOUSEHOLDS TYPE (2.1) 
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Figuxe 9 OTHER EXPENDITURES OF HOUSEHOLD TYPE (0,0) 
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Figure 10 OTHER EXPENDITURES OF HOUSEHOLD TYPE (1,0) 
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Figure 13 OTHER EXPENDITURES OF HOUSEHOLD TYPE (0,1) 
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Figure 14 OTHER EXPENDITURES OF HOUSEHOLD TYPE (1,1) 
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Figure 15 OTHER EXPENDITURES OF HOUSEHOLD TYPE (2,1) 
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6.7.4 Sample selection 
We recall that the data set on which the nonparametric 
regression results werf based is a further subsample of size 
1130 from a subsample <f size 2000. The latter subsample is a 
random sample, but t\.-. former is obtained by deleting the 
households with only o.ie parent or adult and the households 
with one or two persons in the age group 65 or over, and is 
therefore not a random sample. In this subsection we show now 
how to account for this sample selection. 
Let the original random sample be 
{(Yj ,X^ , Z-L ) , . . , (Y,j , X N , Z N ) } , 
where 
Yj is the dependeat variable, 
Xj is a k-vector of regressors, and 
Zj is a dummy variable taking the values 0 or 1. 
In the empirical applic.ition under review we have N — 2000, 
Yj is one of the ;wo expenditure categories, 
Xj = (Xl j ' X 2 j ' X3 j ) ' 
with 
X1^ = net income. 
X2j = number of :hildren in the age group 0-15, 
X3J — number of ':hildren in the age group 16 or oveir 
and 
Zj = 0 for househ)lds with only one adult (parent), 
Zj = 0 for househ )lds with one or two persons of age 65 
or over, 
Zj = 1 for other households. 
We now assume: 
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Assumption 6.7.1. The conditions of theorems .6.4.2 and 6.5.1 
hold for this random sample (reading Y^-Yj, Xj=(Xj,Zj)', 
k=k+l, n=N). 
We are interested in estimating the conditional expectation 
g(x) = ECYjIXj = x, Z3 = 1 ) . 
Now let {(Yx ,XX ) , . . , (Yn ^  ) } be a further subsample of size n 
corresponding to 
(Yj ,Xj) for which Z.,-1. 
Calculate the modified kernel regression estimator gIC(x|c) 
[i.e., the kernel estimator (6.2.24) with kernel (6.5.12b)] and 
the corresponding variance estimator az
 m(x|c) [i.e., the 
estimator (6.2.42) with kernel (6.5.12b)] as if this further 
subsample would obey the conditions of theorems 6.4.2 and 
6.5.1. Then the results in theorems 6.4.2 and 6.5.1 go through, 
except that the rate of convergence in distribution now depends 
on N rather than on n. Thus: 
Theorem 6.7.1. Let Assiunption 6.7.1 hold. Let h(x(1)|x(2)) be 
the conditional density of Xj15 e Ax relative to the event 
(XJ2),Zj) - (x(2),l) e A2X{0,11. 
Moreover, let 
p(x<2>) - P{X<2)™:*(2> ,Zj=l}, h(x)=h(xcl) |x(2))p(xc2)). 
( I ) For every x wi th h(x) > 0 and each c o n s t a n t c > 0, 
N m / ( 2 m + k l ) [ g m ( x | c ) - g (x) ] - N { 0 l t 7 2 m ( x | c ) ] i n d i s t r . , 
where 
( I I ) Let x * , . . , x ^ be d i s t i e t p o i n t s for which h(x£) > 0. Then 
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N m / ( 2 m + k l } (gm (x*| c) -,;(x*) , . . i m (x* | c)-g(x*)) ' - NM[0,2,(c)] 
in distr., where SM(c) is a diagonal matrix with diagonal 
elements 
A 
Proof: Let ^ (x) be the kernel (6.5.12b) calculated on the 
basis of the subsample of size n. Define 
A A 
K£(X,Z) - ^ (xWCz - 0), 
where I(.) is the indicator function, and let 
g^*(x,z|7) - {S^.YjK^fCx-Xp/T.Cz-Z^/T]} . 
A 
/{^.^{(x-X^/T.Cz-Zp/Y)} 
Moreover, define 
g*(x,z|c) and ff*2,D(x,z|c) 
similarly to (6.2.34) and (6.2.42), respectively. Then it is 
not hard to show that the results in theorems 6.4.2 and 6.5.1 
go through. The theorem now follows from the fact that 
^ ( X l c ) = feCx.llo), ^ m ( x | c ) = ^ m ( x > l | c ) . 
Q.E.D. 
Finally we note that in the empirical example under 
review we have applied this theorem with m=8 and and kernel 
(6.5.12b) with o^ = Vj . Moreover, in the first instance we have 
used the smaller random subsample of size 859 for estimating c 
A 
by cross-validation. The -resulting cross-validated c, however, 
appeared to be too large, by which the the kernel regr€;ssion 
estimator became almosi: constant. Therefore we have conducted 
various experiments with alternative values of c, still 
confining the analysis to the smaller subsample. It appeared 
that the best choice for c was c = 2; best in the sense that 
for this c the kerne.1 regression estimate was sufficlently 
smooth without being flat. Using c — 2 the nonparametric 
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regression analysis has been further conducted on the basis of 
the larger subsample of size 2000. 
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