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ABSTRACT
Detecting and quantifying anomalies in urban traffic is crit-
ical for real-time alerting or re-routing in the short run and
urban planning in the long run. We describe a two-step
framework that achieves these two goals in a robust, fast,
online, and unsupervised manner. First, we adapt stable
principal component pursuit to detect anomalies for each
road segment. This allows us to pinpoint traffic anomalies
early and precisely in space. Then we group the road-level
anomalies across time and space into meaningful anomaly
events using a simple graph expansion procedure. These
events can be easily clustered, visualized, and analyzed by
urban planners. We demonstrate the effectiveness of our
system using 7 weeks of anonymized and aggregated cellular
location data in Dallas–Fort Worth. We suggest potential
opportunities for urban planners and policy makers to use
our methodology to make informed changes. These appli-
cations include real-time re-routing of traffic in response to
abnormally high traffic, or identifying candidates for high-
impact infrastructure projects.
1. INTRODUCTION
High and sub-optimally flowing road traffic are prevalent
in US urban areas, and have severe negative consequences
related to
• Time and money: congestion results in an average loss
of 42 hours a year per commuter, and $160 billion per
year in the US [1].
• Public health: long commutes have been linked to
heart disease, high blood pressure, obesity and stress
[15, 14].
• Environment: congested roads tend to reduce the fuel
efficiency of cars, resulting in increased emissions of
carbon dioxide and pollutants. The study in [5] esti-
mates that traffic-related emission reductions of up to
20% could be achieved solely by enabling a smoother
traffic flow.
• Emergency response: congestion can slow down dis-
patch of emergency vehicles responding to medical,
fire, and security emergencies. For example, [20] esti-
mate that every minute of delay in emergency response
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to cardiac arrest reduces the patient’s probability of
survival by 7-10%.
We propose a methodology to identify“expected”patterns in
urban traffic, and detect traffic anomalies, or deviations from
the expected. Anomalies can be caused e.g. by accidents,
road works, weather, or events. We envision two main use
cases of our methodology.
First, in the short run, real-time detection of traffic anoma-
lies at the road level can enable timely alerting and re-
routing of traffic, e.g. through push notifications, radio an-
nouncements, or various message boards. This can prevent
traffic build-up, wasted time, and additional pollution; it
allows for proactive planning, which may be especially im-
portant for emergency response vehicles.
Second, in the long run, quantifications of expected traffic
flow and anomalies can help urban planners monitor, ana-
lyze, and modify traffic systems. For instance, urban plan-
ners can use these quantifications to identify high-impact
infrastructure projects, e.g., removing bottle necks in the
road system, evaluating public transportation capacity and
routes, minimizing impact of road work, or optimizing traf-
fic light scheduling. They can also use these quantifications
to justify projects or changes that would be too expensive
to implement without detailed prior evaluation.
As another example, cities can better prepare for major ur-
ban events, such as sports games or concerts. Insights can be
obtained on where and when attendees come from or leave
after such events, or how to foresee and proactively allevi-
ate traffic problems, e.g., through public transportation or
ride sharing. This paper highlights, as an example, the im-
pact of a major football game on traffic flow the city Dallas.
Our analysis and data provide a basis for urban planners to
develop traffic management strategies for similar events.
We address both the short-term goal of real-time re-routing
and the long-term goal of facilitating urban planning. To
this end, we propose a two-step framework: (i) detect traffic
anomalies efficiently and robustly at each road segment us-
ing stable principal component pursuit, to pinpoint anoma-
lies early on (Section 2); (ii) group the road-level anomalies
across time and roads into meaningful events using graph
expansion. These events can be easily clustered, visualized,
and analyzed by urban planners (Section 3). Our approach
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• Spatially precise: we can identify anomalies at the road
level, while most prior studies operate on on large re-
gions or grids (see Related work in Section 1.2).
• Robust: we can accurately detect anomalies that are
loosely correlated across time using heterogeneous traf-
fic data that do not follow simple parametric assump-
tions (more on data challenges in Section 1.1).
• Simple and fast: the two-step pipeline is efficient, on-
line, unsupervised, and gives results interpretable by
and friendly to non-experts such as urban planners.
1.1 Data and challenges
Urban planners have traditionally relied on surveys, traffic
cameras, or under-pavement road sensors, which are expen-
sive to install and maintain throughout cities. The increas-
ing availability of mobile devices provides an unprecedented
opportunity to measure and analyze urban mobility.
We use anonymized and aggregated cellular data to infer
traffic flow in Dallas-Fort Worth, Texas for a 7-week period
in late 2015. Cellular network positioning has the advantage
of lower battery consumption and higher coverage compared
to GPS [26], but the location samples can be quite noisy; we
only observe devices at a relatively sparse set of cell tower lo-
cations connected to the devices. The top set of roads these
devices could be traveling on are inferred using a probabilis-
tic matching algorithm [29]. The traffic volumes on most
roads exhibit strong weekly seasonality (see Figure 1).
The road network in Dallas-Fort Worth (and many other
cities) is highly heterogeneous. Roads close-by (e.g., high-
way and an exit), or the same road in different directions
can have very different traffic behaviors.
Most urban traffic anomalies do not occur completely ran-
domly in time and space, but with some autocorrelation or
loose regularity. For instance, big concerts or sport events
typically occur on weekend evenings near major stadiums
(see Figure 1 (a)); traffic may be impacted for several hours
prior or after these events; major congestions are more likely
to happen during rush hours on weekdays along popular
commuting routes.
1.2 Related work
Many traffic anomaly detection methods are region-based,
discretizing a city into several regions, and anomaly detec-
tion is done across regions. For example, [21] and [10] par-
tition the city into disjoint regions by major roads, and find
unexpected traffic between any two regions. Studies [24] and
[25] partition a city into uniform grids and report anoma-
lies if neighboring cells have very different total traffic vol-
umes. However these region-based methods cannot identify
anomalies at the road level, are sensitive to how regions are
defined (coarse partition may result in loss of information),
and suffer from a “boundary” problem (traffic or anomaly on
the boundary may be dispersed into multiple regions); these
downsides are described in detail in [19] and [13].
The existing road-based traffic anomaly detection methods
make strong assumptions on the traffic. For example, [19]
and [30] assume that historical or neighborhood traffic is
Figure 1: Traffic volumes from two sample roads: (a) a road
near AT&T Stadium, with 7 spikes in traffic volumes corre-
sponding to 6 football games and a concert, mostly occurred
on weekend evenings; (b) a highway, with no visually obvi-
ous traffic anomalies. We show in Figure 2 the decomposi-
tions of traffic for these two roads into the expected and the
anomalous using method described in Section 2.
normally distributed, and compare current traffic to history
or neighborhood using the mean and standard deviation pa-
rameters of fitted normal distributions. We found that traf-
fic in most roads of Dallas, even if restricted to similar times
across weeks (e.g., every Monday 8-9am) or a small neigh-
borhood, does not follow normal distributions, but can be
light-tailed, heavy-tailed, or multi-modal, partially due to
the lower bound at 0 and somewhat recurring anomalies.
Studies that use spatial similarity such as [13] and [30] are
inappropriate for highly heterogeneous road network that
most cities have. Most studies use GPS locations of taxis.
Our dataset is not restricted to taxis, and may portray urban
traffic more realistically.
2. DETECTING ANOMALIES FOR EACH
ROAD
We aim to detect anomalies in traffic volumes separately for
each road in Dallas in a robust, fast, online, and unsuper-
vised manner. We use an approach based on a variant of
principal component analysis (PCA) that is robust to out-
liers and noise.
2.1 Stable Principal Component Pursuit
PCA has been used for anomaly detection in many applica-
tions, [17], , in particular for (city-wide) traffic across regions
[10] and (network-wide) network traffic [18]. but studies
have shown that it is not robust to outliers and noise [28],
and an effective way to address this is robust PCA (RPCA)
solved via principal component pursuit (PCP) [9, 32]. PCP
decomposes a data matrix T as T = L+A, where L is low-
rank fit of T and A is sparse matrix representing anomaly,
i.e. the aim is to solve
min
L,A
rank(L) + λ||A||0, subj T − L−A = 0, (1)
where λ > 0 is a linear combination parameter, usually taken
to be 1/
√
max(m,n), where the data matrix is m×n. Here,
||.||0 is the `0-norm that encourages entry-wise sparsity. The
minimization in (1) is NP-hard, and we solve instead its
convex relaxation:
min
L,A
||L||∗ + λ||A||1, subj T − L−A = 0, (2)
where ||.||∗ is the nuclear norm (`1-norm of singular values)
and ||.||1 is the `1-norm.
RPCA-PCP assumes L to be exactly low-rank, A to be ex-
actly sparse, and data to be exactly the sum of the two.
However, data in many applications is often corrupted by
random and systematic noise affecting many entries of the
data matrix. A relaxed PCP, Stable PCP (SPCP) [34], in-
corporates entry-wise noise by decomposing T = L+A+E
with an extra error term E and constraining its Frobenius
norm (||.||F , entry-wise `2-norm) to be small, i.e.,
min
L,A
||L||∗ + λ||A||1, subj ||T − L−A||F < δ, (3)
for some δ > 0. RPCA-PCP and SPCP have been suc-
cessfully applied to applications in vision and compressive
sensing, e.g., video surveillance [7] and face recognition [9].
2.2 Adapting SPCP for traffic anomalies
We begin with an hourly time series of traffic volume for
each road. We convert each week of hourly traffic volume
into a column vector and stack each week’s vector to form
a data matrix T . We exploit the strong weekly seasonality
observed in data, and assume, except for occasional anoma-
lies, the weekly pattern of traffic volumes to be fairly stable.
Intuitively, we assume that the original traffic volume (T ) is
the sum of three terms: (i) the “expected” city traffic mod-
eled by a low-rank subspace that can gradually change over
time (L), (ii) traffic anomalies modeled by sparse and poten-
tially correlated outliers (A), and (iii) noise and uncertainty
in the location samples and trajectories (E).
Figure 2 shows the SPCP decomposition of traffic on the
two roads shown in Figure 1. For each road, we obtain a
low-rank fit L that represents the weekly pattern that may
differ slightly from week to week. We found L to have rank
one or two for most roads (two for road (a) and one for (b) in
Figure 2). The anomaly matrix A is sparse and successfully
captures the impact form a variety of events. For (a), we
detected all 7 sport and concert events, even though these
anomalies are correlated across hours (persisting for several
hours) and weeks (mostly occurring on weekend evenings).
For (b), we detected an unrealized Friday morning peak com-
mute in week 2 (reason unknown) and a dip in week 5 around
the onset of a heavy thunderstorm.
After the SPCP decomposition, we normalize anomaly A to
get A˜ = A/L element-wise, i.e. compare anomalies with the
expected traffic volume, for meaningful comparison across
time and roads. The values of A˜ are interpretable: posi-
tive for higher than expected, negative for lower, with the
numerical magnitude corresponding to the amount of devia-
tion from expectation. This allows for easy filtering, thresh-
olding, and comparisons across regions and times.
For road and time combinations whose median traffic volume
across weeks is too low, we override their A˜ values to NA (the
ratio is unstable when L is close to zero). In practice, these
road-time combinations with sparse traffic volumes could be
Figure 2: SPCP decomposition of traffic on the two roads
shown in Figure 1. The original traffic volume time series T
(black, top) is decomposed into the sum of low-rank fit L (or-
ange, middle), noise E (blue, bottom), and sparse anomalies
A (non-zero entries in red circles with size corresponding to
absolute values). (a) a road near the AT&T Stadium, show-
ing the impact of 6 football games and a concert; (b) a high-
way, showing an unidentified reduction in a Friday morning
rush in week 2 and the impact of a heavy thunderstorm in
week 5.
combined with neighboring roads or examined at coarser
grids in time.
We show in Figure 3 the impact of a major NFL football
game on the city. The midpoint of each road is colored ac-
cording to its normalized anomaly value A˜. The top panel
(a) - (c) shows the increase in traffic in the three hours be-
fore the game as the attendees traveled towards the AT&T
Stadium. The bottom panel (d) - (f) shows the increase
in traffic three hours after the game, as the attendees left
the stadium or pursued post-game activities. There were no
major anomalies during the game. It is interesting that, on
the aggregate, attendees arrive quite early to the game and
via routes perhaps different from those they took to leave.
It is hard to get accurate ground-truths for urban traffic
anomalies, both anomaly labels and root cause. We have
examined many events in the city for which we have rough
positions in time and space, including football, basketball,
hockey, and baseball games, concerts, and severe weather.
For each event, we obtained reasonable and highly intuitive
results like those in Figure 3, confirming the effectiveness
and robustness of our approach. Our method also found
many other anomalies, which we were unable to associate
with particular events, but could plausibly correspond to
traffic congestion, blockage, or rerouting. More generally,
the lack of ground truth for traffic anomalies precludes su-
pervised or semi-supervised methods, and presents a central
challenge in detecting anomalies.
2.3 Computation and alternative approaches
There are many fast algorithms for solving SCPC [3, 2, 31],
with open-source code available for many of them. We use
the Partially Smooth Proximal Gradient method proposed
in [3]. Many real-time implementations are also proposed,
and we adapt the “seeding” idea from [27], where L and E
are updated relatively infrequently, and their old values are
used as a starting point for the update. In our applica-
tion, we found updating L and E once a week yields almost
identical results as updating them hourly. The computation
is embarrassingly parallelizable across roads, and computing
for the entire city for the 7-week period took a small number
of hours on a personal computer.
There are many variants of SPCP, e.g., using the `∞-norm or
Huber penalty for the error matrix E, or using the row-wise
`2-norm sum for the anomaly matrix A [6, 2, 22]. There are
also other approaches to solve RPCA, including Bayesian
RPCA [12, 4] and Approximated RPCA [33]. Most of these
approaches have been shown to give similar results [7].
Other than SPCP and RPCA-PCP methods, we also con-
sidered a wide range of other approaches, but found most
of them not to be robust enough. For example, seasonality
methods based on Fourier, wavelet, seasonal autoregressive
moving average models [8], or seasonal and trend decom-
position using LOESS [11] tend not to work well if there
are more than one large outliers occurring almost in sync
with the seasonality, which we observe in our data not infre-
quently. Some of these seasonality methods also use square
loss in the estimation, which undesirably amplifies the im-
pact of outliers. We also considered approaches based on
robust measures, e.g., median, absolute value, median abso-
lute deviation, or Huber weights [16]. We found cases where
correlations of anomalies across hours and weeks corrupt
even these robust methods, unless some supervision is given
to annotate and exclude most of the anomalies.
One could also use more sophisticated methods such as Gaus-
sian processes or hidden Markov models, but the high degree
of noise and loosely correlated outliers in the data requires
robust methods. Combining a robust approach like ours
with these sophisticated methods may be beneficial.
3. GROUPING ANOMALIES
Given anomaly measures on all road segments, we can group
anomalies across time and space into anomaly events. We
propose a simple graph expansion procedure to accomplish
this.
Starting from any anomalous road segment as the seed, we
iteratively append all anomalous road segments that are
within n degrees of neighbor on the road network and within
s time periods before and after. This process is continued via
either breadth- or depth-first-search until there is no more
anomaly in the vicinity in time and space. We group to-
gether a subgraph of road, time combinations in the space
of road network × discrete time, and call this an anomaly
event. We then choose any ungrouped anomalous road seg-
ment as the new seed and repeat this procedure until no
anomalous road segment remains.
This process is invariant to the choice of seed and the order
of appending. The degree of neighbor parameters n and s
can be fixed, or allowed to vary across space (e.g., by regions
in city, length or type of road) or time (e.g., by peak or non-
peak, weekday or weekend). In our application, we found
that setting n = 5 and s = 1 works well.
Many existing anomaly grouping methods only group anoma-
lies in space for each time period, and not across time, or
across time only as a second step by clustering spatial sub-
graphs [23, 13]. Our approach is simple, fast, can be easily
done online, and gives groupings across both space and time
in one step.
In Figure 3, we highlight using ellipses the 5 anomaly events
formed using this approach. This grouping in time and space
is sensible and visually appealing. Some of these events may
not be or are only partially due to the NFL game (e.g., event
2); there is no easy way to conclusively attribute the causes.
With the anomalies grouped into events, we can quantify
the nature of each event in many ways. For example,
• Distribution in time and space: measure of “center”
and “spread” of the event in time and space; charac-
teristics of roads and time periods involved;
• Distribution of anomaly values: maximum, median
and minimum of A˜; an overall measure of “seriousness”
such as
∑ |A˜|, or some topological volume measure
similar to those used in [13];
• Lifecycle of anomalies: time span, speed, and acceler-
ation of event “birth” leading up to peak time of event
and “death” after the peak;
• Spreading of anomalies: structure and compactness of
the subgraph such as average path length and node
degree; empirical propagation birth and death rate.
These quantifications make it possible to cluster events, find
similar past events, or compare events or clusters of events
across time and regions, or before and after certain change
in the traffic system. This provides an easily interpretable
framework for non-experts such as urban planners to moni-
tor and analyze urban traffic.
For instance, the impacts of large urban events such as sports
games on the urban traffic can be analyzed, e.g., where and
when attendees come from or leave to, or potential ways to
proactively alleviate traffic problems e.g. by providing extra
public transportation. Analysis of event clusters can also
enable urban planners to identify high-impact infrastructure
projects that would improve traffic flow, such as identifying
roads that are congested on a regular basis and increasing
their capacity or public transportation, or prioritizing road
work or maintenance resources to roads that experience the
strongest congestion.
4. CONCLUSION
We use anonymized and aggregate cellular location data to
measure urban mobility, and propose a scheme that decom-
poses traffic into expected traffic and anomalies caused by
various reasons. This decomposition is done at fine resolu-
tions in time (hourly) and space (for each road). Our ap-
proach is fast, online, and highly robust, even when anoma-
lies are loosely correlated across time, and when traffic is
heterogeneous and hard to parametrize.
We adapt stable principal component pursuit to time series
data and output normalized and interpretable quantifica-
tions of traffic expectations and anomalies that is compa-
rable across time and roads. We then group the road-level
anomalies in time and space into anomaly events using a
graph expansion procedure. We propose several ways to
quantify the anomaly events.
Given these quantifications of traffic expectations and anoma-
lies, we can locate budding anomalies as early in time and
as precisely in space as possible for timely alerting or re-
routing. The quantifications also provide an interpretable
framework for urban planners to visualize and analyze ur-
ban traffic. We show that our system can help estimate the
traffic impact related to major urban events, and can in-
form mitigation strategies; we suggest potential opportuni-
ties to use our outputs to identify high-impact infrastructure
projects.
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Figure 3: The impact of a major NFL game on the city: (a) - (c) show the traffic surges in the three hours leading up to
the game as attendees traveled to the AT&T Stadium, and (d) - (f) for the three hours after the game as attendees left or
pursued post-game activities. The midpoint of each road is plotted in a color corresponding to its normalized anomaly value
A˜. The ovals represent the evolution of 5 anomaly events, obtained by grouping road-level anomalies across time and space
using method described in Section 3.
