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 KURZFASSUNG  
Industrielle Instandhaltung ist ein erheblicher Kostenfaktor während der Betriebsphase einer 
verfahrenstechnischen Produktionsanlage. Insbesondere der Mangel an technischen Mög-
lichkeiten zum Informationsaustausch des Instandhaltungspersonals mit der digitalen Anla-
ge während der Arbeiten im Feld erzeugt hohe Kosten. Durch die entstehenden Medienbrü-
che sinkt die Qualität der Informationen in der Digitalen Anlage erheblich. Mobile Informati-
onssysteme können diese Medienbrüche beseitigen und die Informationsqualität in der Di-
gitalen Anlage entscheidend verbessern. Die Erfahrungen mit verfügbaren Systemen zeigen 
jedoch, dass heutige Gestaltungs- und Interaktionskonzepte die Anforderungen des In-
standhaltungspersonals an Gebrauchstauglichkeit und Anpassbarkeit nicht hinreichend erfül-
len. Das Konzept der Distributed Wearable User Interfaces (DWUI) stellt einen integrierten 
Ansatz zur flexiblen Zusammenstellung gebrauchstauglicher Benutzungsschnittstellen für 
komplexe Arbeitsabläufe in widrigen Arbeitssituationen bereit. DWUI setzen sich zusam-
men aus einer Anzahl von Interaktionsgeräten, die in einem kabellosen körpernahen Funk-
netzwerk miteinander verbunden sind und in ihrer Kombination die Benutzungsschnittstelle 
zu einem mobilen System bilden. Die Geräte sind ergonomisch und funktional optimal am 
Körper des Nutzers verteilt, wobei jedes Gerät eigenständig nutzbar und für eine bestimmte 
Aufgabe oder einen bestimmten Nutzungskontext optimiert ist. Die Ein- und Ausgaberäume 
der Geräte werden harmonisiert zu einem integrierten Interaktionsraum. Durch diese hohe 
Adaptierbarkeit an die Arbeitssituation und die hohe Integration in den natürlichen Bewe-
gungsraum ergibt sich eine für den jeweiligen Nutzungskontext optimale Gebrauchstaug-
lichkeit des Systems. Im Rahmen dieser Arbeit wird zunächst der Nutzungskontext mobile 
IT-gestützte Instandhaltung verfahrenstechnischer Produktionsanlagen im Hinblick auf Nut-
zungsszenarien und Anwendungsfälle für mobile Informationssysteme festgelegt. Darauf 
aufbauend werden Anforderungen an derartige Systeme spezifiziert und Gestaltungs-
grundlagen und Empfehlungen speziell für DWUI-basierte mobile Informationssysteme er-
arbeitet. Anschließend wird eine Reihe spezieller Interaktionsgeräte vorgestellt, die ver-
schiedene Interaktionsprinzipien, -techniken und -modalitäten umsetzen. Um diese Geräte in 
einem kollaborativen DWUI organisieren zu können, wird ein spezielles Kommunikationspro-
tokoll entworfen und prototypisch umgesetzt. Danach wird eine mobile Anwendung zur In-
standhaltungsunterstützung vorgestellt, welche das DWUI-Kommunikationsprotokoll unter-
stützt und mit verschiedenen DWUI-Konfigurationen vollständig bedienbar ist. Diese An-
wendung wird abschließend integriert in ein komplexes Unternehmensnetzwerk, über das 
sie Zugriff auf reale computergestützte Planungswerkzeuge erhält. Anhand des resultieren-
den Gesamtsystems werden die prinzipielle Tauglichkeit und die Vorteile des DWUI-
Konzepts demonstriert.  
 ABSTRACT 
Industrial maintenance is a significant cost factor during the operational phase of a process 
plant. In particular, the lack of technical means to exchange information between the 
maintenance staff and the digital plant while working in the field generates high costs. The 
resulting media breaks severely decrease the quality of the information in the digital plant. 
Mobile information systems can eliminate these media breaks and significantly improve the 
quality of information. Previous experience with existing systems shows that today's design 
principles and interaction concepts for mobile interaction do not sufficiently meet the re-
quirements of the maintenance staff with regards to usability and adaptability. The concept 
of Distributed Wearable User Interfaces (DWUI) provides an integrated approach to a flexi-
ble compilation of usable user interfaces for complex workflows in adverse working condi-
tions. DWUI consist of a number of interaction devices, which are connected with each 
other in a wireless body area network and, in their combination, form an integrated user in-
terface to the mobile system. The devices are ergonomically distributed on the user's body 
and can be use both independently and as an ensemble. Each device is optimized for a spe-
cific interaction task and context of use. The input and output spaces of the compiled devic-
es are harmonized and form an integrated interaction space. The high levels of adaptability 
and integration lead to optimally usable user interfaces for manifold contexts of use. If an 
interaction device is not suitable, it can be replaced by a functionally equivalent, but more 
appropriate device or supplemented by other devices. 
In the first part of this study, the context of use of mobile IT-supported maintenance in the 
process industries has been defined and usage scenarios and applications for mobile infor-
mation systems have been derived. Based on this, requirements for DWUI-based mobile in-
formation systems have been specified, design principles have been developed and rec-
ommendations have been given for the design and implementation of DWUI interaction de-
vices. Subsequently, a number of interaction devices have been presented that incorporate 
different interaction principles, techniques and modalities. In order to organize these devices 
in a collaborative DWUI, a special communication protocol has been introduced. Thereafter, 
a mobile application for maintenance support has been shown which supports DWUI com-
munication protocol and which can be operated with various DWUI configurations. This ap-
plication has then been integrated in a complex enterprise network that provides access to 
real computer-aided engineering (CAE) tools. Finally, the capabilities and the advantages of 
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„Wer nicht läuft, gelangt nie ans Ziel.” (Johann Gottfried Herder) 
 
1.1 MOTIVATION 
Modularisierung, Digitalisierung und Dezentralisierung von verfahrenstechnischen Produkti-
onsanlagen sind Kernziele der Industrie 4.0 Vision in der chemischen Industrie. Die damit 
verbundenen Veränderungen in der Gestaltung von Arbeit sowohl während der Planung und 
dem Bau als auch während der Inbetriebnahme und des produktiven Betriebs der Anlagen 
sind gravierend. Diese Entwicklungen führen zu einer wesentlichen Integration und Dyna-
misierung der Planungsprozesse in allen Phasen des Anlagenlebenszyklus. Vormals streng 
getrennte Disziplinen werden zusammengeführt, Arbeitsabläufe effizient parallelisiert. Zu-
künftige parallelisierte Entwicklungsprozesse und die dazugehörigen zentralen, Disziplinen 
übergreifenden Entwurfswerkzeuge werden unter dem Begriff „Integrierte Entwicklung“ 
(Integrated Engineering) zusammengefasst. Gleichzeitig und eng damit verbunden löst sich 
der ehemals fest definierte Lebenszyklus einer Anlage allmählich auf. Modulare Anlagen 
werden kontinuierlich an sich ändernde Marktsituationen angepasst und sowohl in den Be-
triebsparametern als auch in ihrer Struktur verändert.  
Die Änderungsplanung, deren Durchführung und der produktiver Betrieb werden somit zu 
iterativen Zyklen. Unter dem Begriff Design for Evolution werden Gestaltungsansätze be-
zeichnet, die eine Eignung der Anlage und ihrer Komponenten für eine kontinuierliche, itera-
tive Weiterentwicklung als immanentes Gestaltungsziel berücksichtigen. Um einen ökono-
mischen und sicheren Betrieb auch bei hoher Änderungsrate zu gewährleisten, werden zu-
nehmend simulationsgestützte Verfahren zur Planung und Bewertung von Änderungen in 
der Anlage eingesetzt. Dazu werden die relevanten Anlagenkomponenten und Prozesse di-
gital nachgebildet und vor bzw. noch während der Durchführung der Änderungen entspre-
chende Simulationen durchgeführt, zum Beispiel in Form von virtueller und hybrider Inbe-
triebnahme sowie Kosimulation. Somit entsteht eine Digitale Anlage als virtuelles Abbild der 
realen Anlage, die während der gesamten Lebensdauer der realen Anlage gepflegt wird.  
All diese Entwicklungen führen zu einer dramatischen Flexibilisierung der Arbeit in den Pro-
duktionsanlagen [1]. Die Fähigkeiten der digitalen Anlage zu Datenbereitstellung, Simulation 
und Prädiktion werden genutzt, um Anlagen zeitweise unüberwacht (manless plant operati-
on) oder dauerhaft unbesetzt (remote operation) zu führen. Die Möglichkeiten eines durch-
gehenden Datenzugriffs innerhalb der elektronischen Datenverarbeitungssysteme (EDV-
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Systeme) der Anlage erlauben es, zunehmend administrative und dispositive Aufgaben in 
vormals rein operative Arbeitsbereiche zu verschieben. Die integrierte, evolutionäre Ent-
wicklung von Anlagen wirkt entsprechend Disziplinen auflösend auf die Aufgabenbereiche 
des Bedien- und Instandhaltungspersonals, das zunehmend auch mit wissensbasierten Auf-
gaben betraut wird. Die ideale digitale Anlage wird zeitgleich mit der realen Anlage betrie-
ben und instandgehalten. Eine rein manuelle Aufgabengestaltung im Bereich der anlagen-
nahen Arbeit (on site) wird bereits heute als nicht mehr zeitgemäß erachtet. Die Grenzen 
zwischen EDV-bezogener Büroarbeit (z.B. im Unternehmensinformationssystem der Anlage) 
und der manuellen Arbeit an der realen Anlage lösen sich zunehmend auf. An ihre Stelle tre-
ten migrative Arbeitsprozesse, bei denen manuelle und EDV-bezogene Arbeitsaufgaben pa-
rallel und direkt am Arbeitsort durchgeführt werden und sich bruchfrei von stationären Büro-
arbeitsplätzen über die Leitwarten bis in die Anlage hinein erstrecken. Dazu werden die In-
formationssysteme der Anlage um mobile Komponenten erweitert. Diese mobilen Informa-
tionssysteme gewährleisten einen aufgabenangemessenen, sicheren und kontrollierten Zu-
griff auf die Digitale Anlage jederzeit an jedem Ort. 
Zugleich wachsen die technischen Möglichkeiten im Bereich des Mobile Computing derzeit 
rasant. Die zunehmende Leistungsfähigkeit und Verfügbarkeit von mobilen Endgeräten und 
Funknetzwerken führt zu einer stetig steigenden Durchdringung sämtlicher Arbeitsräume 
mit vernetzten EDV-Systemen und damit zu einer zunehmenden Auflösung der klassischen 
Grenzen zwischen stationärem und mobilem Arbeiten, hin zur migrativen Arbeit. Wesentli-
che Wertschöpfung wird in naher Zukunft in den Bereichen Mobile Computing und Cloud 
Computing stattfinden [2], wobei unternehmensübergreifender Informationsaustausch, So-
ziale Netzwerke, kollaboratives Arbeiten und Tele-Unterstützung eine entscheidende Rolle 
spielen werden [2]. 
Im Bereich der Prozessindustrie, die den Betrachtungsschwerpunkt dieser Arbeit bildet, ist 
für den Einsatz von mobilen Informationssystemen insbesondere der Anwendungsfall der 
mobilen Instandhaltung verfahrenstechnischer Produktionsanlagen ökonomisch interessant. 
Die Instandhaltung ist ein erheblicher Kostenfaktor während des Betriebs einer Produktions-
anlage (life cycle costs). Die jährlichen Ausgaben werden von Experten auf zwei bis vier 
Prozent der Investitionssumme geschätzt [3]. Ein erheblicher Teil dieser Kosten wird für das 
eingesetzte Personal aufgewendet. Es werden vergleichsweise hohe Anforderungen an die 
Mobilität, Flexibilität und das technische Spezialwissen des Instandhaltungspersonals ge-
stellt. Die zu bearbeitenden Aufgaben sind komplex, ganzheitlich und vielfältig, deren Durch-
führung erfolgt in großer Eigenverantwortung. Die mit der Arbeit verbundenen ökonomi-
schen, ökologischen und gesundheitlichen Risiken sind vergleichsweise hoch. Durch die zu-
nehmende migrative Arbeitsgestaltung steigen diese Anforderungen weiter.  
Insbesondere der qualitativ hochwertige Informationsaustausch zwischen dem Instand-
haltungspersonal und den EDV-Systemen der Anlage wird zu einem Schlüsselfaktor für den 
ökonomischen Betrieb der Anlage. Untersuchungen im Bereich der industriellen Anlagen-
instandhaltung haben gezeigt, dass Instandhaltungspersonal heute bis zu 50 % der verfüg-
baren Arbeitszeit für die Suche, den Zugriff auf und die Übertragung von Informationen auf-
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wenden muss [4]. Dies ist im Wesentlichen zurückzuführen auf intransparente und unflexib-
le Arbeitsprozesse, auf den fehlenden Zugang zu relevanten Informationen aus den EDV-
Systemen in der Anlage sowie auf die mangelnde Qualität der bezogenen Informationen1, 
bedingt durch vielfache Medienbrüche bei der Datenübertragung sowie fehleranfällige 
Kommunikationswege. An dieser Stelle ergibt sich demnach sowohl technologisch als auch 
arbeitsorganisatorisch noch ein erhebliches Optimierungspotenzial. Eine gesteigerte Qualität 
der aus den EDV-Systemen der Anlage bezogenen Informationen und der in diese Systeme 
zurückgeführten Informationen kann die Effektivität und Effizienz des Instandhaltungsperso-
nals erhöhen und damit zu einem ökonomischeren Betrieb der Anlage führen.  
Heute stehen sehr leistungsfähige, für die Berührungsbedienung optimierte Benutzungs-
schnittstellen zur Verfügung für all jene Nutzungskontexte, für die sich Berührungsbedie-
nung eignet. Für die vielen Anwendungsfälle, in denen sie sich nicht eignet, existieren heute 
jedoch kaum gebrauchstaugliche Alternativen. Dies ist besonders in Bereichen problema-
tisch, in denen die bloßen Hände nicht nutzbar sind oder Eingaben ohne Sichtkontakt zum 
Eingabegerät oder unter ungünstigen Posituren erfolgen müssen. Dadurch können Arbeits-
abläufe nicht ganzheitlich migrativ gestaltet werden, Medienbrüche bleiben bestehen und 
das Personal muss Informationen zumindest zeitweise weiterhin klassisch papiergestützt 
verwalten. Unter diesen Bedingungen ist die Akzeptanz neuartiger migrativer Arbeitsabläufe 
durch das Instandhaltungspersonal entsprechend gering. Eine durchgehende, nutzungskon-
textangemessene Bedienbarkeit der eingesetzten mobilen Informationssysteme ist mithin 
Grundvoraussetzung für deren erfolgreichen praktischen Einsatz. 
1.2 KONZEPTIONELLE LÜCKE UND LÖSUNGSANSATZ 
Die verschiedenen Nutzungskontexte, in denen die mobile Instandhaltung stattfindet und 
innerhalb derer sich das Instandhaltungspersonal bewegt, sind ausgesprochen anspruchs-
voll und vielseitig. Entsprechend schwierig ist die Gestaltung gebrauchstauglicher Benut-
zungsschnittstellen für mobile Informationssysteme für jeden einzelnen dieser Kontexte. 
Soll nun im Sinne einer migrativen Arbeitsgestaltung der mobilen Instandhaltung eine 
durchgehende Unterstützung durch mobile IT und eine Parallelisierung manueller und infor-
mationsbezogener Aufgaben vor Ort erfolgen, so muss ein entsprechendes mobiles Infor-
mationssystem (MIS) in allen Nutzungskontexten gebrauchstauglich sein, in denen sich die 
benutzende Person im Zuge der Instandhaltungsarbeiten bewegt. Es existieren nach heuti-
gem Stand der Technik keine Interaktionstechniken, die für alle relevanten Nutzungs-
kontexte der industriellen Instandhaltung gebrauchstauglich sind. Daher müssen Benut-
zungsschnittstellen von mobilen Informationen durch den Austausch und die Kombination 
verschiedener Interaktionstechniken flexibel an den Nutzungskontext angepasst werden 
können, um eine durchgehende Aufgabenunterstützung bieten zu können. 
                                                




Das in dieser Arbeit vorgestellte Konzept der verteilten tragbaren Benutzungsschnittstelle 
(Distributed Wearable User Interfaces – DWUI) kann dieses leisten. Diese setzen sich zu-
sammen aus einer Anzahl von Ein- und Ausgabegeräten, die in einem kabellosen körperna-
hen Funknetzwerk miteinander verbunden sind und in ihrer Kombination die Benutzungs-
schnittstelle zu einem mobilen Informationssystem bilden. Die Geräte sind ergonomisch 
und funktional am Körper der benutzenden Person verteilt, wobei jedes Gerät eigenständig 
nutzbar ist. Das System integriert sich so optimal in den Bewegungsraum der benutzenden 
Person. Jedes Gerät ist für eine bestimmte Aufgabe oder einen bestimmten Nutzungs-
kontext optimiert. Das System kann entsprechend flexibel an den Nutzungskontext ange-
passt werden. Die Ein- und Ausgaberäume der einzelnen Geräte können einander ergänzen 
(komplementäre Nutzung) oder sich überlappen (redundante Nutzung). Zusammen bilden 
sie einen integrierten Interaktionsraum für die benutzende Person [5]. Somit ergibt sich 
durch Auswahl und Kombination geeigneter Ein- und Ausgabegeräte eine für den jeweiligen 
Nutzungskontext optimale Gebrauchstauglichkeit des Systems. 
Ziel dieser Arbeit ist die Konzeption, Gestaltung und Realisierung eines mobilen Informati-
onssystems für die industrielle Instandhaltung von verfahrenstechnischen Produktionsanla-
gen. Wesentliches Gestaltungsziel ist die Förderung der Mobilität von Mensch, System und 
Information in diesem Nutzungskontext zur Steigerung der Effektivität und Effizienz des In-
standhaltungspersonals. Dies soll erreicht werden durch die Bereitstellung verschiedener, 
tief integrierter Ein- und Ausgabegeräte, die gemeinsam komplementär oder redundant ge-
nutzt werden können und zusammen eine verteilte tragbare Benutzungsschnittstelle zum 
mobilen Informationssystem bilden. 
Dazu werden zunächst systematisch die Anforderungen des Nutzungskontexts an mobile 
Informationssysteme ermittelt. Anschließend werden geeignete Interaktionstechniken iden-
tifiziert, die komplementär oder redundant genutzt werden können. Für diese Techniken 
werden danach gebrauchstaugliche tragbare Ein- und Ausgabegeräte für eine verteilte trag-
bare Benutzungsschnittstelle entwickelt und realisiert. Parallel werden für die identifizierten 
Informationsbedarfe geeignete Datensätze generiert und Datenschnittstellen zu den ent-
sprechenden Unternehmensinformationssystemen geschaffen. Basierend darauf wird ein 
mobiles Informationssystem mit verteilter, tragbarer Benutzungsschnittstelle für die indust-
rielle Instandhaltung entwickelt und realisiert. 
1.3 INHALTLICHE STRUKTUR DER ARBEIT 
Die Arbeit gliedert sich in die drei Themenkomplexe Grundlagen & Methodik, Anforderungs-
ermittlung sowie Gestaltung & Umsetzung. Im Themenkomplex Grundlagen & Methodik 
wird zunächst in das Wissensgebiet der Ergonomie als Fundament jedweder Gestaltung 
von Mensch-Maschine-Systemen eingeführt. Anschließend werden in aller gebotenen Kürze 
die menschliche Anatomie, Biomechanik und Sinneswahrnehmung als Ausgangspunkt für 
eine ergonomische Gestaltung von Mensch-Maschine-Schnittstellen betrachtet. Danach er-
folgt eine thematische Einordnung der Arbeit in das Forschungsfeld der mobilen Interaktion 
und der mobilen IT-gestützten Arbeit, dem Betrachtungsschwerpunkt dieser Arbeit. Schließ-
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lich werden die Prinzipien der Mensch-zentrierten Gestaltung erläutert und ein darauf auf-
bauender Parallel-Iterativer Entwurfsprozess vorgestellt, der speziell an die Erfordernisse 
und Randbedingungen universitärer Forschung angepasst ist. Dazu werden die entspre-
chenden Gestaltungsmethoden beschrieben, die im Rahmen dieser Arbeit zum Einsatz 
kommen.  
Im Themenkomplex Anforderungsermittlung wird der Nutzungskontext der mobilen indust-
riellen Instandhaltung eingehend analysiert und Anforderungen an die ergonomische und 
gebrauchstaugliche Gestaltung mobiler Informationssysteme abgeleitet. Dazu werden die 
grundlegenden Begriffe definiert und die in dieser Arbeit eingesetzten Beschreibungsmittel 
und Methoden der Anforderungsermittlung beschrieben. Danach werden die Ziele, die Pla-
nung, das Vorgehen und die Ergebnisse der durchgeführten Untersuchungen detailliert vor-
gestellt. Darauf aufbauend wird eine Anforderungsspezifikation für ein mobiles Informati-
onssystem für die industrielle Instandhaltung erarbeitet. 
Im Themenkomplex Gestaltung & Umsetzung wird schließlich eine konkrete Implementie-
rung eines entsprechenden mobilen Informationssystems für die industrielle Instandhaltung 
vorgestellt. Dazu wird zunächst auf die Gestaltung einer verteilten tragbaren Benutzungs-
schnittstelle als innovativer Gestaltungsansatz für eine gebrauchstaugliche Mensch-
Maschine-Schnittstelle in anspruchsvollen industriellen Nutzungskontexten eingegangen. Es 
werden wiederum die zentralen Begriffe definiert und der Stand der Technik reflektiert. Da-
nach wird ein Entwurf für eine entsprechende multimodale Benutzungsschnittstelle vorge-
stellt. Die dazu entwickelten tragbaren Ein- und Ausgabegeräte sowie das zur Vernetzung 
der verteilten Geräte entwickelte Kommunikationsprotokoll werden im Detail beschrieben. 
Anschließend wird ein mobiles Informationssystem zur Instandhaltungsunterstützung vor-
gestellt, welches mit Hilfe dieser verteilten tragbaren Benutzungsschnittstelle bedient wer-
den kann. Dazu werden erneut die zentralen Begriffe definiert und der Stand der Technik 
zusammengefasst. Anschließend wird die mobile Anwendung und deren Integration in eine 
industrielle Netzwerkarchitektur mitsamt der bereitgestellten entfernten Datenquellen und 
Dienstanbieter beschrieben. 
Die Arbeit schließt mit einer Diskussion der erarbeiteten Ergebnisse und der gewonnenen 
wissenschaftlichen Erkenntnisse, der Bewertung des praktischen und wissenschaftlichen 












„Ergonomie ist ein wissenschaftlicher Ansatz, damit wir aus diesem Leben die 
besten Früchte bei der geringsten Anstrengung mit der höchsten Befriedigung 
für das eigene und für das allgemeine Wohl ziehen.“ (Wojciech Jastrzebowski) 
 
2.1 DEFINITIONEN 
Wilson definiert den Begriff Ergonomie einerseits als „das theoretische und grundsätzliche 
Verständnis menschlichen Verhaltens und Handelns in zielgerichtet interagierenden sozio-
technischen Systemen“, und andererseits als „die Anwendung dieses Verständnisses auf 
die Gestaltung von Interaktionen und Wechselwirkungen in realen Systemen“ [6, S. 560]. 
Die International Ergonomics Association (IEA) macht in ihrer Definition des Begriffes Ergo-
nomie eine vergleichbare Unterscheidung. Zum einen bezeichnet der Begriff „eine wissen-
schaftliche Disziplin, die sich mit dem Verständnis der Wechselwirkungen zwischen 
menschlichen und anderen Elementen eines Systems befasst“ und zum anderen „den Be-
rufszweig, der Theorie, Prinzipien, Daten und Methoden [dieser Disziplin] auf die Gestaltung 
von Arbeitssystemen anwendet mit dem Ziel, das Wohlbefinden des Menschen und die 
Leistung des Gesamtsystems zu optimieren“ [7]. Während die Definition nach Wilson also 
den Wissensbestand selbst und dessen Anwendung in das Zentrum stellt, ordnet die IEA 
dem Begriff noch eine pragmatische Handlungs- und Organisationsebene zu, indem sie da-
rauf hinweist, dass es sich um eine eigene wissenschaftliche Disziplin mit einem zugehöri-
gen Berufszweig handelt. Zudem definiert die IEA die beiden grundsätzlichen Ziele der Er-
gonomie als Disziplin.  
Diese grundsätzliche Zieldefinition wird in DIN EN ISO 6385 [8] und DIN EN ISO 26800 [9] 
konkretisiert. Erstgenannte Norm definiert die „Gestaltung optimaler Arbeitsbedingungen 
hinsichtlich des Wohlbefindens und der Sicherheit und Gesundheit von Menschen ein-
schließlich der Weiterentwicklung bestehender und dem Erwerb neuer Fertigkeiten“ bei 
gleichzeitiger Berücksichtigung der „technischen und ökonomischen Effektivität und Effizi-
enz“ als zentrale Zielstellung der Ergonomie [8, S. 4]. Die zweitgenannte Norm konkretisiert 
diese Zielstellung nochmals. Die im Rahmen der Ergonomie entwickelten Prinzipien und 
Konzepte der Ergonomie dienen gemäß dieser Norm „zur Verbesserung der Sicherheit, 
Leistung, Gebrauchstauglichkeit, [Zugänglichkeit, Zuverlässigkeit, Verfügbarkeit und In-
standhaltungsfreundlichkeit der Gestaltungslösung] bei gleichzeitiger Sicherstellung und 
Förderung menschlicher Gesundheit und Wohlbefindens“ [8, S. 4f]. Sie unterstützen sowohl 
die Gestaltung als auch die anschließende Bewertung von Systemen. Dabei stellt die ge-
nannte Norm ganz klar den Menschen in den Mittelpunkt der Betrachtung. Die Prinzipien 
und Konzepte dienen demnach dazu „Aufgaben, Tätigkeiten, Produkte, Werkzeuge, Ausrüs-
tungen, Systeme, Organisationen, Dienstleistungen, Einrichtungen und Umgebungen […] 
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an die Eigenschaften, Bedürfnisse und Wertvorstellungen, Fähigkeiten und Einschrän-
kungen der Menschen anzupassen“ [8, S. 4]. Herczeg betrachtet gar einen Beitrag zur posi-
tiven Persönlichkeitsentwicklung als Zielstellung der Ergonomie [10, S. 35]. Dieser Arbeit 
wird die Definition nach [9] zugrunde gelegt. 
Entsprechend ihres Betrachtungsschwerpunkts wird von der IEA zwischen drei Spezialisie-
rungsbereichen der Ergonomie unterschieden. Die Physikalische Ergonomie (physical ergo-
nomics) beschäftigt sich mit der menschlichen Anatomie und anthropometrischen, physio-
logischen und biomechanischen Eigenschaften des Menschen und deren Einfluss auf die 
physische Aktivität von Menschen. Die Kognitive Ergonomie (cognitive ergonomics) be-
schäftigt sich hingegen mit mentalen Prozessen wie Wahrnehmung, Gedächtnis, Denken 
und motorischer Reaktion und deren Einfluss auf Interaktionen zwischen Menschen und 
anderen Elementen eines Systems. Die Organisationsergonomie (organizational ergono-
mics) schließlich beschäftigt sich mit der Optimierung soziotechnischer Systeme einschließ-
lich derer Organisationsstrukturen, Richtlinien und Prozesse. 
Diese drei Bereiche dienen der Einordnung und Organisation von Arbeiten im Bereich der 
Ergonomie, sind bei der ergonomischen Gestaltung jedoch stets sämtlich zu berücksichti-
gen. Ergonomie ist grundsätzlich ganzheitlich, multidisziplinär und multidimensional zu be-
trachten. Ergonomische Prinzipien und Konzepte betrachten „Systeme, Benutzer, Arbeits-
kräfte, Aufgaben, Tätigkeiten, Ausrüstung und die Umgebung als Grundlagen, um die An-
passung zwischen ihnen zu optimieren“ und berücksichtigen „menschliche, technologische, 
wirtschaftliche, umweltbezogene und organisationsbezogene Faktoren [, die] das Verhalten, 
die Tätigkeiten und das Wohlbefinden von Menschen bei der Arbeit, zu Hause und in der 
Freizeit [beeinflussen]“ [9, S. 1]. Sie behandeln dabei „die wechselseitigen Beziehungen 
zwischen Menschen und anderen Komponenten eines Systems“ [9, S. 4]. Nachfolgend 
werden die grundsätzlichen Konzepte und Prinzipien der Ergonomie nach [9] kurz erläutert. 
2.2 KONZEPTE DER ERGONOMIE 
Die Ergonomie als Forschungsdisziplin bedient sich einiger zentraler Konzepte, die für das 
Verständnis und die Anwendung der Prinzipien der Ergonomie wichtig sind [9, S. 12]. Bret-
schneider-Hagemes stellt heraus, dass eine „isolierte Betrachtung des Technikeinsatzes“ 
nicht zu zufriedenstellenden „Einsichten zu den Fehlbelastungen und Gefährdungen eines 
Arbeitssystems“ führen kann [11, S. 172]. Vielmehr muss der Betrachtungsgegenstand der 
mobilen Interaktion in anspruchsvollen Nutzungskontexten ganzheitlich und umfassend be-
trachtet werden. Aus diesem Grund bilden die Konzepte der Ergonomie auch das Funda-
ment dieser Arbeit und werden deshalb in den folgenden Abschnitten kurz eingeführt. 
2.2.1.1 Systemkonzept 
2.2.1.2 Der Systembegriff im Kontext der Systemtechnik 
Der Begriff System wird in der Wissenschaft ebenso wie im Alltagsgebrauch mannigfaltig 
verwendet und kann, je nach Auffassung, bis auf die philosophischen Arbeiten von Descar-
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tes oder sogar der alten griechischen Philosophen zurückgeführt werden. Im systemtheore-
tischen Sinne wurde der Begriff unter anderem von Ludwig von Bertalanffy geprägt als ein 
„Komplex von interagierenden Elementen, die miteinander in einer bestimmten Beziehung 
stehen, so dass ihr Verhalten sich unterscheidet von ihrem Verhalten in einer anderen Be-
ziehung“ [12, S. 143]. 
Für die Leittechnik wird der Begriff heute u.a. definiert durch DIN IEC 60050-351 als „Men-
ge miteinander in Beziehung stehender Elemente, die in einem bestimmten Zusammen-
hang als Ganzes gesehen und als von ihrer Umgebung abgegrenzt betrachtet werden“. Es 
können „Verbindungen zwischen [der Umgebung] und dem betrachteten System“ existie-
ren. Dabei können „natürliche oder künstliche Gegenstände ebenso wie Arten von Denk-
vorgängen und deren Ergebnisse“ als Elemente eines Systems auftreten. In der Norm wird 
angemerkt, dass „ein System wird im Allgemeinen hinsichtlich seiner Zielsetzung definiert 
[wird]“ [13, S. 11]. 
Im Kontext der Ergonomie wird der Begriff System durch DIN EN ISO 26800 definiert als 
„Kombination aus miteinander in Wechselwirkung stehenden Elementen [oder Komponen-
ten], um einen oder mehrere festgesetzte Zwecke zu erfüllen. [Ein System] kann aus Pro-
dukten, Werkzeugen, Dienstleistungen und Personen bestehen“ [9, S. 6]. In dieser Definiti-
on wird die Zweckgebundenheit zum zentralen Merkmal eines Systems erhoben, und die 
„Beziehungen“ zwischen den Elementen werden zu „Wechselwirkungen“ präzisiert. Denk-
vorgänge und deren Ergebnisse werden nicht als Systemelemente aufgeführt, können aber 
pragmatisch einer Dienstleistung zugeordnet werden. 
Eine folgende Definition fasst die Kernaspekte der vorangegangenen Definitionen zusam-
men und erweitert diese nochmals, indem Sie das Konzept der Reaktivität des Systems auf 
äußere und innere Umstände oder Ereignisse expliziert. Sie gibt damit eine im Diskursraum 





Definition 1: Ein System ist eine Menge miteinander in Beziehung stehender 
oder gekoppelter Aktivitäten oder Elemente2 mit folgenden Eigenschaften 
- Sie dient einem festgesetzten Zweck. 
- Sie ist durch eine konzeptionelle Grenze von ihrer Umgebung und von 
anderen Systemen abgegrenzt, wobei ein System stets als Teil eines 
umfassenderen Systems gesehen werden kann. 
- Sie besitzt Ein- und Ausgänge an dieser Grenze, über die sie mit ihrer 
Umgebung und mit anderen Systemen in Verbindung stehen kann. 
- Sie ändert in Abhängigkeit von gegebenen Umständen oder Ereignissen 
ihren internen Zustand oder ihre interne Abläufe oder passt diese an, was 
sich in einem bestimmten Verhalten des Systems äußert. 
Diese Definition spiegelt auch die drei Aspekte des Systembegriffs nach Ropohl wider, das 
strukturale Konzept, nach dem ein System „als eine Ganzheit miteinander verknüpfter Ele-
mente zu betrachten [ist]“, das durch seine Zusammensetzung, Beziehungen und Kopplun-
gen einen Mehrwert gegenüber der Menge seiner Teile (holistisches Prinzip); das funktiona-
le Konzept, nach dem ein System „durch bestimmte Zusammenhänge zwischen seinen Ei-
genschaften gekennzeichnet, wie sie von außen zu beobachten sind“ (black-box Prinzip); 
und das hierarchische Konzept nach dem „Teile eines Systems wiederum als Systeme, das 
System selbst aber seinerseits als Teil eines umfassenderen Systems angesehen werden 
können“ [14, S. 75f]. Nach Ropohl ist ein System „das Modell einer Ganzheit“ [14, S. 77, 
327f], der Begriff bezeichnet also nicht das natürliche oder künstliche Original selbst. In der 
Definition des Mensch-Maschine-Systems sprechen Timpe u.a. ebenfalls von einer 
„zweckmäßigen Abstraktion“ [15]. Diese Einschränkung ist wesentlich, denn sie nimmt 
dem Begriff die ansonsten inhärente Vollständigkeit der Beschreibung. Ein System ist daher 
lediglich so vollständig, wie es beschrieben ist. Um dennoch sprachlich Bezug auf die Origi-
nale nehmen zu können, führt Ropohl die Begriffe Sachsystem und Handlungssystem ein, 
um Originale zu beschreiben. Der allgemeine Systembegriff wird in aller Regel weiter spezi-
alisiert, „indem man für bestimmte Bestandteile dieses Systembegriffs formale Spezifikati-
onen und Einschränkungen sowie weitere substanzielle Interpretationen festlegt“ [14, S. 
324]. 
2.2.1.3 Handlungssysteme, Sachsysteme und soziotechnische Systeme 
Um den Systembegriff und die Systemtheorie für den Betrachtungsbereich der Mensch-
Maschine-Interaktion zu spezialisieren, führt Ropohl die Handlungssystemtheorie ein. Da-
nach ist Handeln die Transformation einer Situation. Ein abstraktes Handlungssystem ist 
entsprechend „eine Instanz, die eine Situation, deren Teil sie ist, gemäß einer Maxime 
transformiert“. Das Handlungssystem ist also ein Handlungsträger und umgekehrt. Es um-
                                                
2 Im Rahmen dieser Arbeit werden Einschränkungen der Art und Erscheinung von Aktivitäten oder 
Elementen nur für näher spezifizierte Systeme (z.B. Arbeitssystem) vorgenommen. Gleiches gilt für 




fasst „alles, was erforderlich ist, damit eine Handlung überhaupt zustande kommt“. Es 
„weist Funktionen, eine Struktur und eine Umgebung auf“, wobei „die Umgebung alle die-
jenigen Gegebenheiten [umfasst], mit denen das Handlungssystem in Beziehung steht oder 
in Beziehung treten kann“ [14, S. 94]. Das Handlungssystem bildet zusammen mit der aktu-
ell vorliegenden Umgebung eine Situation, die das Handlungssystem transformiert. Jedes 
Handlungssystem hat einen Zustand, der (zumindest modellhaft) durch Masse, Energie und 
Information in Raum und Zeit definiert wird. Eine Situation wird transformiert, indem sich 
durch die Eingabe, zielgerichtete Verarbeitung bzw. Verknüpfung und Ausgabe von Masse, 
Energie und Information dieser Zustand und die Umgebung verändert werden. 
Menschliche Handlungssysteme, also solche mit menschlichen Instanzen, lassen sich durch 
ein mehrstufiges hierarchisches Systemkonzept beschreiben. Im Bereich der Technik hat 
sich eine vierstufige Hierarchie etabliert, die den grundsätzlichen Ebenen menschlichen 
Handelns entspricht [14, S. 108]. Personale Systeme bilden auf der niedrigsten Hierarchie-
ebene die Mikrosysteme. Diese sind eingeordnet in Organisationen, welche soziale Meso-
Systeme bilden. Diese wiederum sind eingebettet in eine Gesellschaft, die das soziale Mak-
rosystem bilden. Als oberste Hierarchieebene kann die Weltgesellschaft als Mega-System 
aufgefasst werden. 
Der Handlung gegenüber steht die Sache – In Abgrenzung zu einem naturgegebenen Ding – 
als „Gegenstand, der Produkt und Absicht menschlicher Arbeit ist“. Entsprechend steht 
dem Handlungssystem ein Sachsystem gegenüber. Dieses repräsentiert ein nutzen-
orientiertes, künstliches, gegenständliches Gebilde (Artefakt), welches aus natürlichen Be-
ständen gemacht wurde und daher physikalischen, chemischen und biologischen Regelmä-
ßigkeiten folgt [14, S. 117ff]. Im Gegensatz zu Handlungssystemen enthalten Sachsysteme 
kein Zielsystem, sie generieren also keine Ziele. Gleichwohl sind sie für einen bestimmten 
Zweck, nämlich der Erfüllung einer Aufgabe geschaffen. Sachsysteme lassen sich durch ei-
ne Vielzahl hierarchischer Systemkonzepte beschreiben, je nach Einsatzzweck und Anwen-
dungsdomäne. Im Bereich der Leittechnik lässt sich beispielhaft das Physische Modell eines 
Unternehmens nach DIN EN 61512-1 [16, S. 7f] nennen. Menschliche Handlungssysteme 
sind ebenso wie Sachsysteme als empirische Interpretationen des allgemeinen Handlungs-
modells zu verstehen [14, S. 135].  
Als soziotechnisches System wird schließlich ein Handlungs- oder Arbeitssystem bezeich-
net, in dem „menschliche und sachtechnische Subsysteme eine integrale Einheit eingehen“ 
[14, S. 135, 141]. Es kann als Realisierung eines abstrakten Handlungssystems mit einer 
entsprechenden Funktionsallokation im sachtechnischen System oder beim Menschen zum 
Zwecke der Arbeitsteilung verstanden werden [14, S. 135, 143], vgl. auch [15, S. 27ff]. Ar-
beitssysteme sind damit grundsätzlich soziotechnische Systeme [17, S. 118ff]. Die gesell-
schaftliche Integration von soziotechnischen Systemen erfolgt über geteiltes und gemein-
sam akzeptiertes Wissen und die Erfahrung der beteiligten Menschen in Form von normati-
ver Information über die Zielsysteme, kognitiver Information über die Welt und operative In-
formation über die Prozeduren typisierter Handlungsvollzüge [14, S. 149]. Die Zielfestlegung 
und -bewertung erfolgt, wie bereits beschrieben, stets durch menschliche Hand-
Ergonomie 
12 
lungs(teil)systeme. Der Charakter der Arbeitsteilung kann nach verschiedenen Aspekten 
systematisiert werden. In der Mensch-Maschine-Systemtechnik spielt das Maß der Auto-
matisierung, also der Übertragung menschlicher Aufgaben auf technische Systeme, eine 
zentrale Rolle [15, S. 45ff]. Die Automatisierungsstufen nach Endsley stellen beispielsweise 
eine allgemein akzeptierte Taxonomie zur Systematisierung in dieser Domäne dar [18]. Für 
eine ausführliche Diskussion der hier eingeführten Begriffe sei auf die umfassende Betrach-
tung durch Ropohl verwiesen [14]. 
2.2.1.4 Das Mensch-Maschine-Umgebung-System 
Ein Mensch-Maschine-Umgebung-System nach DIN EN ISO 26800 ist nach den oben einge-
führten Definitionen ein soziotechnisches System, welches sich primär über die Mikroebene 
bis Makroebene eines menschlichen Handlungssystems erstreckt (Abbildung 1) [9, S. 12f]. 
Es ist ein System, „in dem Wirkungsmöglichkeiten durch ein Bedingungsgefüge bestimmt 
werden, das mindestens durch Wissen, Wertesystem, Markt und politische wie rechtliche 
Regelungen festgelegt ist“ [15, S. 14], vgl. auch [14, S. 107ff]. Es referiert dabei explizit auf 
das hierarchische Systemkonzept [14, S. 75], bei dem jeweils Subsysteme und Supersys-
teme über nicht näher spezifizierte Ein- und Ausgänge interagieren. Es ist mithin ein interak-
tives System [19, S. 6]. 
 
Abbildung 1: Das Mensch-Maschine-Umgebung-Systemmodell nach DIN EN ISO 26800 [9, S. 13] und 
dessen Einordnung in das Ebenenmodell nach Ropohl [14, S. 107f] 
In der Regel befinden sich innerhalb der jeweiligen Supersysteme mehrere gleichartige und 
verschiedenartige Systeme, die miteinander in Beziehung stehen. Mensch und Maschine 
sind die integralen Bestandteile eines jeden Mensch-Maschine-Umgebung-Systems [9, S. 
12], das Mensch-Maschine-System bildet als personales System die unterste Hierarchiestu-
fe. Es ermöglicht ein zielorientiertes Zusammenwirken von Mensch und Maschine, und ist 
im Wesentlichen charakterisiert durch die Funktionalität der Systemgestaltung und die 
Funktionsallokation zwischen Mensch und technischem System im Sinne der soziotechni-
























schen Arbeitsteilung [15, S. 19], vgl. auch [14, S. 140]. Die Hauptaufgaben des Menschen 
sind dabei die Planung, Kommunikation, Organisation und Navigation von, in und mit dem 
Mensch-Maschine-Umgebung-System [15, S. 17]. Mensch und Maschine stehen in einem 
Dialog miteinander in Verbindung, bei dem der Mensch fortlaufend Informationen über den 
Zustand der Maschine erhält, diese Information bewertet, entsprechende Schlussfolgerun-
gen zieht und darauf basierend Handlungen an der Maschine durchführt. Information fließt 
dabei über direkte oder indirekte (über Anzeigen) sensorische Vermittlung, während Hand-
lungen durch motorische Vermittlung erfolgen. Es ist dabei möglich, dass der Ort des Ein-
griffs und Standort der Maschine räumlich getrennt sind und Zugriffe auch konkurrierend er-
folgen können. Grundlagen der Bewertung sind dabei das zentrale Nervensystem des Men-
schen, seine Wissens- und Motivationsbasis sowie die intrinsischen und extrinsischen Ziele. 
Ein Mensch-Maschine-System ist stets organisational und situativ in übergeordnete Syste-
me eingebunden, wodurch sich die maßgeblichen Motivationsstrukturen für das Mensch-
Maschine-System (MMS) ergeben [15]. 
Wie bereits angesprochen existieren vielfältige Beziehungen zwischen den Systemen. Es 
erfolgen Eingaben aus Quellen (Energie, Material, Information) und Ausgaben an Senken 
(Produkte, Informationen) außerhalb des Systems [9, S. 12]. Die Systemgrenzen (zeitlich 
und örtlich) sind dabei konkret und projekt- bzw. diskursspezifisch festzulegen [15, S. 25]. 
Zudem werden durch die übergeordneten Systeme Randbedingungen, Prinzipien und Ein-
schränkungen auferlegt. Die räumliche und physikalische Umgebung (Mikroebene) definiert, 
z.B. Einschränkungen in der Handlungsfähigkeit und Randbedingungen in der Interaktion. 
Die organisationsbezogene Umgebung (Mesoebene) definiert die Motivation, die (extrinsi-
sche) Zielsetzung sowie Handlungsbeschreibungen. Normative Standards, Regularien und 
das grundlegende Wertesystem werden durch die soziale und kulturelle Umgebung (Mak-
roebene) auferlegt. Die Systeme beeinflussen sich dabei gegenseitig, und nicht alle Einflüs-
se sind bei der Gestaltung von Mensch-Maschine Systemen gestaltbar. Diese Elemente 
sind dennoch im Entwurfsprozess als Einschränkung zu berücksichtigen [9]. 
2.2.1.5 Unterstützungssysteme, Assistenzsysteme und Hilfssysteme 
Im Rahmen dieser Arbeit sind insbesondere solche Systeme relevant, die den Menschen 
durch die Bereitstellung zusätzlicher Funktionen bzw. bereits bestehender Funktionen an 
neuen Orten in seiner Teilfunktion unterstützen, indem sie ihm neue Möglichkeiten der Ziel-
erreichung an die Hand geben [15, S. 43]. Die Allokation der Primärfunktion bzw. -aufgabe 
bleibt dabei beim Menschen, während Teilfunktionen bzw. -aufgaben einem technischen 
Handlungssystem zugewiesen werden. Es handelt sich dabei also um interaktive Systeme 
[19, S. 6]. Solche Systeme werden nach Timpe u.a. je nach Ausprägung als Unterstützungs-, 
Assistenz- oder Hilfssystem bezeichnet. Technisch realisierte Unterstützung dient nach 
Timpe u.a. der optimalen und effizienten Erreichung der im Mensch-Maschine-System in-
tendierten Ziele unter Beachtung der Präferenzen unterschiedlicher Zielträger [15, S. 49]. 
Dies geschieht durch zielgerichtete Hilfe zur Überwindung von Begrenzungen in den Res-




Das Belastungs-Beanspruchungs-Konzept dient der Erklärung und Beurteilung von mensch-
lichen Tätigkeiten [9, S. 13] bzw. des menschlichen Verhaltens allgemein [20, S. 1] in Ab-
hängigkeit von äußeren Belastungsfaktoren, situativen Parametern und emotionalen Zu-
ständen. Es geht davon aus, dass eine objektive, also vom Individuum unabhängige, äußere 
Belastung in jedem Individuum eine subjektive innere Beanspruchung erzeugt. Diese ist, 
wie in Abbildung 2 zu sehen ist, abhängig von kurz- und langfristigen intraindividuellen Ver-
änderungen und von interindividuellen Unterschieden. Diese Beziehung ist also zeitlich ver-
änderlich. Die Beanspruchung wiederum ruft kurz- und langfristige Auswirkungen hervor, 
die sowohl positiv als auch negativ sein können. Diese Wirkungskette wird von inneren und 
äußeren Wirkungsmodifikatoren beeinflusst. Die Beanspruchung kann zudem direkt oder 
indirekt über ihre Auswirkungen auf die Belastung rückwirken. Sie kann somit, je nach Fra-
gestellung, sowohl als Ursache als auch als Wirkung interpretiert werden. 
 
Abbildung 2: Das Belastungs-Beanspruchungs-Konzept nach DIN EN ISO 26800 [9, S. 13] 
Belastungen lassen sich entsprechend ihrer Wirkung auf den Menschen in physische und 
psychische Belastungen unterscheiden, wobei sich letztere weiter in kognitive und emotio-
nale Belastungen aufteilen lassen [21], [22]. Diese Unterscheidung lässt sich für Beanspru-
chung analog durchführen, wie in Abbildung 3 dargestellt ist. Dabei ist anzumerken, dass 
Belastungen bestimmter Art durchaus Beanspruchungen anderer Art verursachen können, 
so kann zum Beispiel physische Belastung durchaus auch emotionale Beanspruchung in 
Form von Frustration hervorrufen. Praktisch jede Belastung führt, abhängig von den beste-
henden physikalischen Bedingungen sowie von sozialen und organisatorischen Faktoren, zu 
psychischer Beanspruchung [23]. Auch ist die Unterscheidung zwischen kognitiver und 
emotionaler Belastung ist aus diesem Grund häufig nicht trennscharf [22]. Zudem führen 
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der bestehenden physikalischen Bedingungen und soziale und organisatorische Faktoren zu 
psychischer Belastung. 
 
Abbildung 3: Arten der Beanspruchung 
Im Kontext von Arbeitssituationen wird die Betrachtung häufig beschränkt auf die Arbeitsbe-
lastung, also die „Gesamtheit der äußeren Bedingungen und Anforderungen im Arbeitssys-
tem, die auf den physiologischen und/oder psychologischen Zustand einer Person einwir-
ken“ [8, S. 5], die resultierende Arbeitsbeanspruchung, also die „innere Reaktion des Arbei-
tenden/Benutzers auf die Arbeits-belastung, der er ausgesetzt ist und die von seinen indivi-
duellen Merkmalen […] abhängig ist“ [8, S. 6]. 
Die im Belastungs-Beanspruchungs-Konzept verankerte Kausalität zwischen einer objekti-
ven äußeren Ursache und einer subjektiven inneren Wirkung ist „grundlegend für den popu-
lations- und aufgabenorientierten Ansatz“ in der Ergonomie [9, S. 13], denn sie offenbart, 
dass eine Bewertung der ergonomischen Qualität nicht allein auf der objektiven Ebene der 
äußeren Belastung erfolgen kann. Vielmehr muss ein messbarer Zugang zur inneren Bean-
spruchung der Zielgruppe gefunden werden, um die kurz- und langfristigen Auswirkungen 
der Nutzung eines Produkts auf die Zielgruppe im Rahmen ihrer Aufgabenerfüllung bewer-
ten zu können. 
2.2.3 Gebrauchstauglichkeit 
Der Begriff Gebrauchstauglichkeit hat in den vergangenen Jahrzehnten eine sehr vielfältige 
Nutzung erfahren. Er wird von Gestaltern, Ingenieuren, Ergonomie-Experten und anderen 
teils sehr unterschiedlich verwendet, was maßgeblich in der historischen Entwicklung des 
Konzepts seit den 1970er Jahren begründet ist. Seit dieser Zeit haben sich eine Reihe von 
unterschiedlichen Definitionen und Konzepten in Forschung und Industrie entwickelt, was 
bis heute nachwirkt [24]. So stellt Quesenbery fest, dass der Begriff Gebrauchstauglichkeit 
verwendet wird um ein Ergebnis zu beschreiben, nämlich dass ein Produkt für den Ge-
brauch geeignet ist. Er wird jedoch auch verwendet um einen Prozess oder eine Methodik 
zu charakterisieren, die zu einem solchen Produkt führt. Er wird ebenso verwendet um 
Techniken zu beschreiben, mit denen ein solches Ergebnis erreicht werden kann. An man-
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cher Stelle wird der Begriff gar als Bezeichnung für eine Philosophie genutzt, nach der die 
Gestaltung eines Produkts darauf abzielt, die Bedürfnisse der benutzenden Person zu be-
friedigen [25]. 
Der internationale Standard DIN EN ISO 9241-11 liefert eine heute weitgehend akzeptierte 
Definition der Gebrauchstauglichkeit als „das Ausmaß, in dem ein Produkt durch bestimmte 
Benutzer in einem bestimmten Nutzungskontext genutzt werden kann, um bestimmte Ziele 
effektiv, effizient und zufriedenstellend zu erreichen“ [26, S. 4]. Die Norm definiert Effektivi-
tät, Effizienz und Zufriedenstellung als die drei Merkmale der Gebrauchstauglichkeit. Die Ef-
fektivität ist demnach „die Genauigkeit und Vollständigkeit, mit Benutzer ein bestimmtes 
Ziel erreichen“. Die Effizienz ist der „im Verhältnis zur Genauigkeit und Vollständigkeit ein-
gesetzten Aufwand, mit dem Benutzer ein bestimmtes Ziel erreichen“. Die Zufriedenstel-
lung wiederum ist die „Freiheit von Beeinträchtigungen und eine positive Einstellung ge-
genüber der Nutzung des Produkts“ [26, S. 4]. DIN EN ISO 9241-210 erweitert die oben ge-
nannte Definition um Systeme und Dienstleistungen. Diese Definition wird von 
DIN EN ISO 26800 übernommen und auch dieser Arbeit zugrunde gelegt: 
Definition 2: „Gebrauchstauglichkeit ist das Ausmaß, in dem ein System, ein 
Produkt oder eine Dienstleistung durch bestimmte Benutzer in einem bestimm-
ten Nutzungskontext genutzt werden kann, um festgelegte Ziele effektiv, effi-
zient und zufriedenstellend zu erreichen.“ [19, S. 7] 
Die Auswahl geeigneter Metriken für diese Merkmale erfolgt entsprechend der gewünsch-
ten Produkteigenschaften und der wesentlichen Entwurfsziele. Diese Ziele können funktio-
nal oder nicht funktional sein und werden in der Regel im Rahmen der Anforderungsermitt-
lung festgelegt. Gelegentlich werden für diese Ziele die Begriffe Gebrauchstauglichkeitszie-
le (usability goal [27], usability objective [28]) oder Entscheidungskriterien (decision criteria 
[29]) verwendet. Die Gebrauchstauglichkeit ist zudem abhängig vom festgelegten Nutzungs-
kontext. Definition 2 setzt mithin voraus, dass dieser sinnvoll eingeschränkt und hinreichend 
beschrieben werden kann. Sie setzt weiterhin voraus, dass die Verwendung des Produkts 
der Erreichung eines bestimmten Ziels dient. 
Das Konzept der Gebrauchstauglichkeit nach Definition 2 ist beschränkt auf die pragmati-
schen Aspekte der konkreten Produktnutzung. Hedonische Aspekte und Ästhetik werden 
nur implizit berücksichtigt, ebenso die Phasen vor und nach der eigentlichen Produktnut-
zung. Der unter anderem von Fleming und Koman geprägte Begriff Nutzererleben (user ex-
perience – UX) erweitert das Konzept der Gebrauchstauglichkeit um diese Elemente [30]. 
Auch hier ist bis heute kein Konsens bezüglich der Definition und Konzeptualisierung gefun-
den [31].  
DIN EN ISO 9241-210 definiert den Begriff Nutzererleben als Gesamtheit der „Wahrneh-
mungen und Reaktionen einer Person, die aus der tatsächlichen und/oder der erwarteten 
Benutzung eines Produkts, eines Systems oder einer Dienstleistung resultieren“. Dabei 
werden „sämtliche Emotionen, Vorstellungen, Vorlieben, Wahrnehmungen, physiologischen 
und psychologischen Reaktionen, Verhaltensweisen und Leistungen“ berücksichtigt, „die 
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sich vor, während und nach der Nutzung ergeben“ [19, S. 7]. Der Standard stellt jedoch kein 
konzeptuelles Modell für Nutzererleben bereit. Es wird darauf hingewiesen, dass die „Krite-
rien der Gebrauchstauglichkeit angewendet werden [können], um Aspekte der User Experi-
ence zu beurteilen“ [19, S. 7]. Das Konzept des Nutzererlebens subsumiert nach dieser De-
finition dasjenige der Gebrauchstauglichkeit und erweitert dieses um phänomenologische, 
gestaltungs-, emotions- und qualitätsorientierte Aspekte. Diese Aspekte sind je nach Unter-
suchungsziel sinnvoll auszuwählen und bei der Versuchsgestaltung zu berücksichtigen.  
Law und van Schaik verstehen das Konzept Nutzererleben hingegen als Verfeinerung des 
Maßes Zufriedenstellung im Rahmen des Konzepts Gebrauchstauglichkeit, um tiefere Ein-
blicke in die „kognitiven, sozio-kognitiven und affektiven Aspekte der Erfahrung der Benut-
zer in ihrer Interaktion mit Artefakten“ zu erhalten [31, S. 1]. Sie sehen das Konzept somit 
organisch verflochten mit dem Konzept der Gebrauchstauglichkeit. 
2.2.4 Zugänglichkeit 
Zugänglichkeit „beschreibt das Ausmaß, in dem Produkte, Systeme, Dienstleistungen, Um-
gebungen und Einrichtungen durch Menschen aus einer in Bezug auf ihre Eigenschaften 
und Fähigkeiten möglichst weit gefassten Population genutzt werden können, um ein fest-
gelegtes Ziel in einem festgelegten Nutzungskontext zu erreichen. […] Das Ziel einer unter 
dem Aspekt der Zugänglichkeit erfolgenden Gestaltung besteht darin, die Zielpopulation 
möglichst weit zu fassen oder zu erweitern, damit Produkte, Systeme, Dienstleistungen, 
Umgebungen und Einrichtungen für mehr Menschen zugänglich sind“ [9, S. 15]. 
In DIN EN ISO 26800 wird darauf hingewiesen, dass die Konzepte Zugänglichkeit und Ge-
brauchstauglichkeit nicht immer trennscharf sind [9, S. 16]. Dies wird auch deutlich, wenn in 
DIN EN ISO 9241-171 die Zugänglichkeit als „Gebrauchstauglichkeit eines Produktes, einer 
Dienstleistung, einer Umgebung oder einer Einrichtung für eine […] möglichst weit gefasste 
Gruppe von Menschen“ definiert wird [32]. Der Hauptunterschied wird darin gesehen, dass 
bei dem Konzept Gebrauchstauglichkeit die Erhöhung der Nutzungsqualität für eine als ge-
geben angesehene Zielpopulation zentrales Ziel ist, während das Konzept Zugänglichkeit die 
Erweiterung der erklärten Zielpopulation zum Ziel hat [26], [33]. Im Rahmen dieser Arbeit 
findet das Konzept der Zugänglichkeit keine explizite Anwendung. 
2.3 PRINZIPIEN DER ERGONOMIE 
Ziel der ergonomischen Gestaltung ist die „Optimierung der Arbeitsbeanspruchung, Ver-
meidung beeinträchtigender Auswirkungen und die Förderung erleichternder Auswirkun-
gen“ [8, S. 6]. Basierend auf den Konzepten der Ergonomie definiert DIN EN ISO 26800 vier 
methodische Grundprinzipien zur Erreichung dieser Ziele. Diese Prinzipien werden nachfol-
gend kurz erläutert, die vorliegende Arbeit wird entsprechend eingeordnet [9].  
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2.3.1 Populationsorientierter Ansatz 
Ein ergonomischer Gestaltungs- und Bewertungsansatz ist stets menschorientiert. Je nach 
Zweck des Systems, Produkts oder der Dienstleistung wird in der Regel nur eine bestimmte 
Personengruppe adressiert, für die gestaltet wird. Diese wird als Zielpopulation bezeichnet 
und ist durch die Beschreibung relevanter Merkmale [9, S. 6] oder einen Perzentilbereich 
der allgemeinen Bevölkerung charakterisiert [8, S. 4]. Übliche zu beschreibende Merkmale 
sind dabei unter anderem Geschlecht, Alter, physische Eigenschaften (anthropometrische 
Maße, Physiologie, Biomechanik, Körperkraft, Beweglichkeit), kognitive Fähigkeiten (Lese- 
und Schreibvermögen, Fertigkeitsniveau, Intelligenz, Fachwissen), sensorische Fähigkeiten 
(Seh- und Hörvermögen) sowie die kulturelle und soziale Prägung der Zielgruppe [34, S. 13]. 
Die Festlegung dieser Eigenschaften wird auch als Demographie der Gruppe bezeichnet 
[34, S. 24]. Es ist zu beachten, dass Zielgruppen nicht immer zeitstabil sind und daher bei 
der Festlegung wie auch bei der Nutzung Entwicklungstendenzen berücksichtigt werden 
müssen. Auch ist zu berücksichtigen, dass Merkmale in aller Regel eine Variationsbreite in-
nerhalb der vorgesehenen Zielpopulation aufweisen [9, S. 9f]. In der Literatur wird daher 
empfohlen, die 5 % und 95 % Perzentile der jeweiligen Merkmale in der relevanten Bevöl-
kerungsgruppe zu verwenden, um eine für mindestens 90 % der Zielpopulation angemes-
sene Gestaltung zu erreichen. Internationale Standards stellen hierfür eine Fülle von Daten 
bereit (vgl. Kapitel „Menschliche Anatomie, Biomechanik und Sinneswahrnehmung“). Bei 
größeren Systemen ist weiterhin zu beachten, dass während des Lebenszyklus in verschie-
denen Phasen verschiedene Zielpopulationen auftreten können [9, S. 4]. In der Literatur wird 
eine Vielzahl von Entwurfsmethoden vorgestellt, die einen explizit benutzerorientierten An-
satz verfolgen und damit den beschriebenen Anforderungen Rechnung tragen. 
Diese Arbeit verfolgt einen populationsorientierten Ansatz. Die Zielgruppe wird im Rahmen 
der Anforderungsermittlung spezifiziert. Die Gestaltung der vorgestellten Systemlösung er-
folgt konsequent für diese Zielgruppe. Für die durchzuführenden Evaluationsexperimente 
wird die Stichprobe anhand der Spezifikation der Zielgruppe erhoben. Dafür wird ein ent-
sprechendes Standardmodul entwickelt, welches durch einen demografischen Fragebogen 
erhoben wird.  
2.3.2 Aufgabenorientierter Ansatz 
Ergonomische Systeme sind stets zweckdienlich. Daher sind die angestrebten Ziele der 
Nutzung eines Systems, Produkts oder einer Dienstleistung zu beschreiben, ebenso wie die 
dadurch definierten auszuführenden Aufgaben, die damit verbundenen Tätigkeiten, die dafür 
notwendigen Ressourcen sowie die erwarteten Ergebnisse. Zudem sind die Beziehungen 
und Abhängigkeiten zwischen den verschiedenen Aufgaben zu ermitteln. Da in soziotechni-
schen Systemen eine Arbeitsteilung zwischen technischen Komponenten und menschli-
chen Instanzen des Handlungssystems stattfindet, muss zudem eine Zuordnung von Auf-
gaben bzw. Funktionen zum Menschen oder zur Technik vorgenommen werden [9, S. 4]. 
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Das Kernziel des aufgabenorientierten Ansatzes ist es sicherzustellen, dass die Aufgaben 
den mit ihnen betrauten Menschen angemessen sind [9, S. 10]. Angemessen gestaltete 
Aufgaben können kurz- oder langfristig sicher und effektiv von der Zielpopulation ausgeübt 
werden, ohne dabei zu temporären oder latenten Beeinträchtigungen zu führen. Sie sollten 
für die Menschen förderlich sein [35]. Defizite in der Aufgabengestaltung können in der Re-
gel nicht durch die Gestaltung der technischen Komponenten des Systems ausgeglichen 
werden [9, S. 10]. Aus diesem Grund ist eine gründliche und umfassende Aufgabenanalyse 
notwendige Voraussetzung für einen ergonomischen Gestaltungsansatz. Weiterhin ist zu 
berücksichtigen, dass es häufig Abweichungen zwischen der konzeptionellen Aufgabenge-
staltung und der tatsächlichen Aufgabendurchführung gibt und dass dadurch sowohl eine 
intraindividuelle (z.B. durch Variationen im Umgebungskontext) als auch eine interindividuel-
le (z.B. durch unterschiedliches Fertigkeitsniveau) Variationsbreite bei der Durchführung gibt 
[9]. 
Diese Arbeit verfolgt einen aufgabenorientierten Ansatz. Im Rahmen der Anforderungs-
ermittlung wird ein Aufgabenmodell entworfen, welches die wesentlichen Aspekte der zu 
erwartenden realen Aufgaben und Umgebungsbedingungen aufweist. Die Funktionsalloka-
tion wird im Rahmen der Anforderungsermittlung vorgenommen und durch eine begleiten-
de Evaluation in verschiedenen Unternehmen der chemischen Industrie validiert.  
2.3.3 Umgebungskontext 
Wie bereits im Abschnitt „Systemkonzept“ erläutert, sind Systeme und deren Komponen-
ten stets eingebettet in einem übergeordneten System und stehen in Wechselwirkung mit 
benachbarten Systemen. Dadurch manifestiert sich ein Kontext aus „physischen, organisa-
tionsbezogenen, sozialen und rechtlichen Umgebungen, in denen ein System, ein Produkt, 
eine Dienstleistung oder eine Einrichtung genutzt werden soll“ [9, S. 11]. Der Umgebungs-
kontext wirkt sich auf die benutzende Person und die Aufgabenbearbeitung aus, und zwar 
umso stärker, je näher die Person an ihrer Leistungsgrenze arbeitet [9]. Daher muss der 
Umgebungskontext identifiziert, beschrieben und seine Variationsbreite festgelegt werden. 
Ist der Umgebungskontext gestaltbar, so sind für die Produktnutzung negative Faktoren zu 
beseitigen, andernfalls müssen die bestehenden Beschränkungen bei der Produktgestaltung 
berücksichtigt werden. 
Der Existenz eines Umgebungskontexts wird im Rahmen dieser Arbeit ebenfalls Rechnung 
getragen. Die im Rahmen der begleitenden Beobachtungen ebenfalls identifizierten Umge-
bungsbedingungen werden in einer Kleinfeldversuchsanlage, dem Gerätezentrum für Auto-
matisierungstechnik der Technischen Universität Dresden, in reduziertem industriellen 
Maßstab realitätsnah nachgebildet. Arbeitsmittel und persönliche Schutzausrüstung ent-
sprechen den üblichen Maßgaben in der industriellen Instandhaltung.  
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2.3.4 Kriterienbasierte Bewertung 
Ein ergonomischer Bewertungsansatz muss auf definierten, theoretisch fundierten und 
praktisch bewährten ergonomischen Kriterien beruhen, die sich auf wesentliche ergonomi-
sche Aspekte beziehen [9, S. 11]. Für diese Kriterien müssen geeignete valide, reliable und 
sensitive Messverfahren zur Verfügung stehen, um eine adäquate Operationalisierung zu 
gewährleisten. Ergonomische Bewertungen sollten fortlaufend durchgeführt werden, um 
sowohl kurzfristige als auch langfristige Auswirkungen zu erfassen.  
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3 MENSCHLICHE ANATOMIE, BIOME-
CHANIK UND SINNESWAHRNEHMUNG 
 
„Ohne das Instrument Körper gibt es kein Vorwärts kein Aufwärts kein Hinüber 
kein Hindurch kein Hinein. Leistung ist das Herzstück jeder sinnvollen Bewe-
gung und damit auch des Lebens.“ (Walter Fürst) 
 
3.1 EINORDNUNG 
Die Gebrauchstauglichkeit körpernaher tragbarer Benutzungsschnittstellen ist in hohem 
Maße abhängig von den anthropometrischen, biomechanischen, sensomotorischen und 
kognitiven Eigenschaften des menschlichen Körpers. Diese Eigenschaften sind in der Litera-
tur bereits sehr umfassend beschrieben, sowohl generisch als auch hochspezifisch für ver-
schiedene Nutzungskontexte. Gemäß DIN EN 614-1 müssen dabei insbesondere die Kör-
permaße, Körperhaltung, Körperbewegungen (Amplitude und Frequenz), Körperkraft, psy-
chische Fähigkeiten sowie die Kombination dieser Faktoren betrachtet werden [36, S. 8]. 
Die genannte Norm weist darauf hin, dass Wartungspersonal besonders berücksichtigt 
werden muss, da „diese Personengruppe Zugang zu speziellen Bereichen haben kann, in 
denen das Gesundheitsrisiko besonders hoch ist“ [36, S. 9]. Im folgenden Kapitel werden 
anhand einer Literaturrecherche allgemeine Anforderungen und Randbedingungen für die 
Gestaltung von körpernahen tragbaren Benutzungsschnittstellen in Bezug auf diese Fakto-
ren abgeleitet. Die relevanten Kenngrößen sind in DIN ISO 20282-1 [34] erläutert und im 
Abschnitt „Populationsorientierter Ansatz“ zusammengefasst. 
Die Anatomie liefert zunächst grundlegende Kenntnisse zu Gestalt, Lage und Struktur von 
Körperteilen, Organen und Gewebe. Von besonderem Interesse ist dabei die Topografische 
Anatomie, welche die Form und Lage von Organen unter Einbeziehung ihrer Umgebung be-
schreibt [37, S. 2]. Die Biomechanik befasst sich darüber hinaus mit „den Funktionen und 
Strukturen des Bewegungsapparates“ [38, S. 19]. Aufgabe der Anthropometrie ist die 
„exakte Bestimmung der menschlichen Körper- und Skelettmerkmale“ [39], insbesondere 
der „physischen Maße und der Masse des menschlichen Körpers und seiner (äußeren) Ein-
zelelemente“ [40, S. 7]. Anhand dieser Daten kann die Bandbreite der Körpermaße und –
formen bestimmt werden, die bei der Gestaltung des technischen Systems abgedeckt wer-
den muss bzw. an die das System anpasst werden muss [34, S. 13]. Umgekehrt kann die 
Bandbreite derjenigen Personen festgelegt werden, die das Produkt nutzen können. Bei 
Nutzertests sollten stets Personen nahe der festgelegten Grenzwerte einbezogen werden, 
um die Abdeckung der notwendigen Bandbreite bei der Gestaltung sicherzustellen und zu 
überprüfen. Dabei ist zu beachten, dass sich die Verteilung der anatomischen Merkmale in 
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verschiedenen Ländern unterscheiden signifikant unterscheiden [34, S. 22]. Die nach-
folgende Analyse bezieht sich auf Mitteleuropäische Erwachsene. Die Verteilung von funkti-
onalen Merkmalen (Seh-, Hör-, biomechanische und kognitive Fähigkeiten) können hingegen 
„für die Gestaltung von Benutzungsschnittstellen als äquivalent angesehen werden“ [34, S. 
22]. Die Bezeichnung der Körpermaße erfolgt im Rahmen dieser Arbeit nach [41], die Be-
zeichnung von Körperebenen, -achsen und Gelenkbewegungen nach [42]. 
3.2 ANATOMISCHE REGIONEN DES MENSCHLICHEN KÖRPERS 
Für das Konzept der verteilten tragbaren Benutzungsschnittstellen dient der menschliche 
Körper als Träger der verteilten Ein- und Ausgabegeräte. Daher werden zunächst diejenigen 
anatomischen Körperregionen zu identifiziert, die sich grundsätzlich für die Anbringung von 
Geräten eignen. Dabei wird zunächst eine Vorauswahl auf der Basis der einschlägigen Lite-
ratur, der am Markt befindlichen Eingabegeräte sowie der Alltagserfahrung getroffen. An-
schließend werden die identifizierten Bereiche hinsichtlich biomechanischer und sensori-
scher Kriterien auf ihre Eignung geprüft. Dabei werden allgemein folgende Kriterien betrach-
tet. Zunächst muss die Körperregion erreichbar für die Bedienung der Geräte durch die be-
nutzende Person sein. Sie muss sodann geeignete Anbringungsmöglichkeiten für die Geräte 
am Körper bieten. Die Bewegungsintensität und -häufigkeit der Geräte, also Amplitude, Ge-
schwindigkeit und Richtungsänderungen motorischer Aktivität, sollten möglichst gering 
sein. Der durch das Gerät induzierte zusätzliche Bewegungsaufwand (Muskelkraft) sollte re-
lativ gering sein. Einschränkungen in der Bewegung einschließlich Hebelwirkungen, Behin-
derung des motorischen Apparats oder die Behinderung kontexttypischer Bewegungsabläu-
fe sind zu vermeiden. Dabei sind auch Wechselwirkungen mit anderen Gegenständen (an-
dere Geräte, Kleidung, Ausrüstung etc.) zu berücksichtigen. Die unterschiedliche Sensibilität 
(Empfindsamkeit) für sensorische Reize wie Geräusche, Temperatur, Druck, Berührung und 
Blickablenkung in den verschiedenen Körperregionen sollte ebenfalls berücksichtigt werden 
[43]. Damit wird die Vorauswahl auf eine endgültige Menge von Regionen reduziert, die 
auch nach wissenschaftlicher Analyse geeignet erscheinen. 
Unter Berücksichtigung der einschlägigen Fachliteratur, der am Markt verfügbaren Geräte 
(vgl. Kapitel „Gestaltung einer verteilten tragbaren Benutzungsschnittstelle“) sowie der All-
tagserfahrung, so erscheinen folgende Regionen des menschlichen Körpers als grundsätz-
lich plausibel als Anbringungsort für DWUI: 
- Oberer Schädel (Regio temporalis oder regio frontalis; häufig Einbeziehung der Regi-
ones occipitalis und parietalis für die Anbringungslösung) zur Anbringung von kopffi-
xierten Anzeigen (HMD), Kopfhörern, Kameras, Mikrofone etc. 
- Brustregion (Regiones pectorialis und presternalis) zur Anbringung von Anzeigen 
sowie von Funkgeräten und Mikrofonen 
- Vordere Halsregion (Regio cervicalis anterior; häufig Einbeziehung der Regio brachia-
lis posterior für die Anbringungslösung) für Kehlkopfmikrofone 
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- Oberarm (Regio brachialis anterior) für die Anbringung nicht interaktiver Komponen-
ten  
- Unterarm (Regio antebrachii posterior; häufig Einbeziehung der Regio antebrachii an-
terior für die Anbringungslösung) für tragbare Computer und Tastaturen sowie für 
Uhren 
- Untere Bauchregion (Übergang zwischen Regio umbilicalis und Regio pubica) für 
tragbare Fernsteuerungen (z.B. Kransteuerungen) 
- Hand (Dorsum manus) für Kleingeräte wie Handsensoren, Ringe, Eingabegeräte etc. 
- Oberschenkel (Regio femoris anterior; häufig Einbeziehung der Regio femoris poste-
rior für die Anbringungslösung) für tragbare Eingabegeräte 
- Untere Rückenregion (Regiones lumbalis und vertebralis) für die Anbringung nicht in-
teraktiver Komponenten (Rechner, Batterien etc. ) 
In Abbildung 4 sind die genannten Regionen grafisch hervorgehoben. Für die Anbringung 
von Sensorik werden noch weitere Regionen genutzt, sofern dies messtechnisch notwen-
dig und ergonomisch akzeptabel ist. Im Folgenden soll die Menge der möglichen Anbrin-
gungsbereiche durch eine kritische Analyse der menschlichen Anatomie, Biomechanik und 
der Sinneswahrnehmungen weiter eingeschränkt werden. Dabei wird zunächst als Zielgrup-
pe die allgemeine Arbeitsbevölkerung zugrunde gelegt, also „die erwachsene Arbeitsbevöl-
kerung unter Ausschluss körperlich Behinderter und der Personen unterhalb des gesetzli-
chen Mindestalters für den Arbeitseinsatz“ [44, S. 8]. 
Alle in Abbildung 4 nicht markierten Bereiche erscheinen als Anbringungsregionen nicht ge-
eignet. Sämtliche Gelenke sowie die obere Bauchregion (Regio epigastrica) sind aufgrund 
der Mobilitätsanforderungen ungeeignet. Der hintere Oberschenkel (Regio femoris posteri-
or) sowie das Wadenbein (Regio cruris anterior) liegen außerhalb des Sichtbereiches der 
benutzenden Person. Das Schienbein (Regio cruris anterior) sowie die Fußregion (Dorsum 
pedis) sind in einem Nutzungskontext praktisch immer durch Arbeitsstiefel bedeckt, die für 
eine Integration von tragbaren Geräten nicht in Frage kommen. Die obere Rückenregion 
(insbesondere Regio infrascapsularis) sowie der Nackenbereich (Regio cervicalis lateralis) 
sollten dem geschulterten Transport von Arbeitsmitteln (Taschen, Rucksäcke etc.) vorbehal-
ten bleiben. 
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Abbildung 4: Mögliche Anbringungsbereiche gemäß Literatur- und Marktanalyse 
Gemperle u.a. weisen noch auf einen weiteren Effekt hin [43]. So gibt es einen Bereich in 
der unmittelbaren Umgebung des Körpers, in dem Elemente vom menschlichen Gehirn als 
dem Körper zugehörig wahrgenommen werden, die sogenannte Aura. Die Dicke dieser Aura 
variiert, wie in Abbildung 5 zu sehen, über die verschiedenen Körperregionen nach Gemper-
le zwischen 0 und ca. 13 cm. Dabei ist von einer gewissen interindividuellen Varianz auszu-
gehen. Dennoch kann man qualitativ feststellen, dass die Regionen unterer Bauch und unte-
rer Rücken sowie die Oberschenkel eine deutlich breitere Aura aufweisen als zum Beispiel 
die Oberarmregion oder der Schädel. Daraus lässt sich ableiten, dass in diesen Regionen 
tragbare Geräte durch die benutzende Person als weniger aufdringlich bzw. artifiziell wahr-
genommen werden und die Geräte auch größere Ausmaße haben dürfen. In Abbildung 5 ist 
weiterhin der Körperumriss nach DIN 33402-3 dargestellt [44]. Dieser umfasst den Bereich, 
den der Mensch für „Ausgleichsbewegungen zur Stabilisierung der Körperhaltung“ benötigt 
und berücksichtigt auch leichte Arbeitskleidung [44, S. 2]. Es ist zu sehen, dass dieser Raum 
deutlich größer ist als die Aura. Da dieser Bereich bei der Arbeitsplatzgestaltung als Min-
destmaß verwendet wird, ist die Anbringung von tragbaren Geräten innerhalb dieses Berei-
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Abbildung 5: Körperkontur und Aura der benutzenden Person nach Gemperle u.a. [43] sowie der Kör-
perumriss (Hüllkurven) nach DIN 33402-3 [44]  
3.3 KÖRPERMAßE 
Für die Bewertung von Körpermaßen ist zwischen individuellen oder kollektiven Körperma-
ßen zu unterscheiden. Individuelle Körpermaße unterliegen einer natürlichen Variabilität, die 
je nach betrachtetem Maß recht unterschiedlich sein kann. Diese Variabilität wird in der 
Anthropometrie für verschiedene Bevölkerungsgruppen erfasst, wodurch sich kollektive 
Körpermaße für diese Gruppe ergeben. Diese werden in Perzentilen angegeben. Auch hier 
existiert eine Variabilität zwischen verschiedenen Bevölkerungsgruppen. Es lassen sich drei 
Körperbautypen und -faktoren unterscheiden: erstens Längen- und Höhenmaße, Reichwei-
ten; zweitens Breiten-, Tiefen- und Korpulenzmaße und drittens Proportionalitätsmaße (Sitz-
/Standmaße). 
Je nach Gestaltungsziel werden relevante Faktoren ausgewählt und die entsprechenden 
Grenzwerte berücksichtigt. DIN EN 614-1 empfiehlt mindestens die Nutzung der 5% und 
95% Perzentile als Grenzwerte für die Gestaltung von Geräten [36, S. 10]. Je nach Körper-
baufaktor dient entweder das 5% Perzentil als Obergrenze, z.B. für die Festlegung der ma-
ximal erforderlichen Reichweite, oder das 95% Perzentil als Untergrenze, z.B. für Innenma-
ße eines Raums im Hinblick auf Korpulenzmaße, oder beide Perzentile als Bereichsgrenzen, 
z.B. für Verstellgrenzen im Hinblick auf Proportionalitätsmaße. Sind wichtige Gesundheits- 
und Sicherheitsaspekte betroffen, so empfiehlt die genannte Norm gar mindestens die Nut-
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kontexts zu berücksichtigen und die Grenzwerte entsprechend anzupassen. Im Hinblick auf 
die größere Verfügbarkeit von anthropometrischen Daten wird in dieser Arbeit von dem je-
weils kleineren 5 % Perzentil und dem jeweils größeren 95 % Perzentil als Grenzwerte aus-
gegangen. Somit ergibt sich eine in der Regel eine Abdeckung von 90 % bis 95 % (zweisei-
tige Beschränkung) bzw. 95,0 % bis 97,5 % (einseitige Beschränkung) der Zielgruppe, aus-
gehend von einem nahezu ausgeglichenen Geschlechterverhältnis in Deutschland [45]3.  
Bei einer entsprechenden Betrachtung von Tabelle 33 im Anhang „Anthropometrische Kör-
permaße nach DIN 33402-2“ lassen sich die relativen Spannbreiten relevanter Körpermaße 
nach DIN 33402-2, hier definiert als das Verhältnis von der Differenz aus größtem und 
kleinstem Perzentilwert zum größten Perzentilwert, auf die in Abbildung 4 genannten An-
bringungsbereiche abbilden. Es zeigt sich, dass der obere Schädel bei Betrachtung von 
transversalen und sagittalem Kopfbogen sowie Kopfumfänge mit 13,3 bis 17,3 % die ge-
ringsten relativen Spannbreiten aufweist. In dieser Hinsicht ist der Schädel gut geeignete 
Region. Die Halsregion zeigt eine Spannbreite von 25,6 % bezüglich des Halsumfangs. Es 
sollte auf einen hinreichend flexible Anbringungsmechanismus geachtet werden. Mit 20,7 
bis 28 % relative Spannbreiten bei Betrachtung von Brustumfang sowie biakromialer und 
bideltoider Schulterbreite ist die Brustregion in dieser Hinsicht ebenfalls für die Anbringung 
geeignet. Allerdings stellen die geschlechtsspezifisch sowie interindividuell sehr unter-
schiedlichen Ausprägungen der Brustregion und die mit 28 % recht große relative Spann-
breite des Brustumfangs eine große Herausforderung für die Gestaltung dar. Die untere 
Bauch- und Rückenregion zeigen bei Betrachtung von Hüftbreite sitzend und stehend sowie 
Taillenumfang relative Spannbreiten zwischen 15 % und 34,2 %. Kritisch ist hier der Taillen-
umfang. Dabei ist zu beachten, dass die Spannbreite der Hüftbreite bei 26,1 % liegt, wenn 
man sitzende und stehende Position gemeinsam betrachtet. Zudem zeigen die Daten eine 
relative Spannbreite von bis zu 13 % zwischen sitzender und stehender Position, also eine 
intraindividuelle Varianz durch die Einnahme verschiedener Posituren. Zudem ist die die 
Form und Beschaffenheit des Rumpfes interindividuell sehr verschieden. Aus diesen Grün-
den ist diese Region für die Anbringung von Wearable Devices weniger gut geeignet. In je-
dem Fall ist für einen sehr flexiblen und anpassbaren Anbringungsmechanismus Sorge zu 
tragen. Die relative Spannbreite der Oberarmlänge beträgt 27,5 %, die der Unterarmlänge 
21,6 %. Hier sollte darauf geachtet werden, dass die Raumforderungen der anzubringenden 
Geräte sich an den kleinsten Körpermaßen orientiert. Die Hand ohne Finger weist bei Be-
trachtung von Handbreite mit und ohne Daumen, Hand- und Handflächenlänge sowie Hand- 
und Handgelenkumfang relative Spannbreiten zwischen 21,1 und 29,9 % auf. Lässt man die 
Handbreite mit Daumen außer Acht, liegt die maximale relative Spannbreite bei 25,5 %. Die 
Fingerbreiten und -längen von Mittelfinger, Zeigefinger und Daumen weisen mit 23,7 bis 
33,3 % sehr große relative Spannbreiten auf. Insbesondere die körperferne Daumenbreite 
variiert sehr stark. Diese Werte und auch die Tatsache, dass auf der Handfläche sowie zwi-
                                                
3 Je nach Körpermaß kann, bedingt durch die geschlechterspezifischen Unterschiede, eine mehr oder 
minder große Personengruppe des anderen Geschlechts außerhalb der 5 % und 95 % Perzentile ein-
bezogen werden. Da hierfür keine Daten erhoben werden, können hier nur die Grenzwerte abge-
schätzt werden. 
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schen den Fingern praktisch keine Raumforderungen durch Geräte zulässig sind, sprechen 
für den Handrücken, aber gegen die Finger als Anbringungs-region. Auch sollte der Daumen 
einschließlich Daumenwurzel nicht als Anbringungsbereich genutzt werden. Die Daten zei-
gen auch, dass Stellteile nur schwer auf die Körpermaße angepasst werden können. Wird 
das 95 % Perzentil (männlich) zugrunde gelegt, so ist das Stellteil für viele weibliche Finger 
deutlich zu groß. Zur Bedienungsunterstützung haben Konturen und Formgebung daher nur 
einen begrenzten Nutzen. Der Oberschenkel zeigt bei Betrachtung von Umfang und Länge 
eine relative Spannbreite von ca. 27,4 %. Hier ist jedoch die Form und Beschaffenheit inter-
individuell recht homogen, sodass sich diese Region durchaus zur Anbringung spezieller In-
teraktionsgeräte eignet.  
In anspruchsvollen Arbeitsumgebungen treten häufig Einschränkungen auf, die die idealen 
Längen und Umfangsmaße sowie die Körpertiefe und Körperform verändern. Zu beachten 
sind insbesondere der Helmdurchmesser, Schutzschuhumfang, die Ausmaße der Arbeits-
kleidung und gegebenenfalls der persönlichen Schutzausrüstung (PSA). DIN EN 547-2 legt 
Zuschläge zu den Mindestmaßen für Öffnungen fest, die sich aus den Raumanforderungen 
der Arbeitskleidung ergeben [46, S. 7ff]. Je nach Kleidungsart sind zusätzliche Raumanfor-
derungen für Oberkörper und Arme zu beachten, die zwischen 20 mm für Arbeitskleidung 
und 100 mm für schwere Winterkleidung oder empfindliche Bekleidung betragen. In Spezi-
alfällen, wie der Nutzung von Atemgeräten, bestehen noch höhere Raumforderungen. Dar-
aus ergibt sich die konstruktive Anforderung für an den Extremitäten angebrachte DWUI, 
nicht höher als 20 mm aufzubauen. Bediengeräte, die im Rumpfbereich angebracht sind, 
sollten nicht höher als 100 mm aufbauen. Dabei sind die Raumforderungen durch die Klei-
dung, in die die Geräte integriert sind, bereits mit einzubeziehen. 
Allgemein lassen sich bereits folgende Anforderungen an die Gestaltung spezieller Interakti-
onsgeräte ableiten. Die Geräte sollten möglichst innerhalb der Aura des Menschen platziert 
werden. Gegebenenfalls ist die Nutzerwahrnehmung durch entsprechende Studien zu er-
mitteln. Geräte sollten unbedingt innerhalb der Körperumrisse platziert werden, um Ein-
schränkungen der Zugänglichkeit zu vermeiden. In Anbetracht der durchweg erheblichen re-
lativen Spannbreite anthropometrischer Maße ist eine hinreichende Flexibilität und Anpass-
barkeit der Geräte und Anbringungslösungen an die individuelle Anatomie verschiedener 
Benutzer sicherzustellen [36, S. 10]. Dabei ist auch die Abhängigkeit der Maße von der ein-
genommenen Positur zu beachten. Weiterhin ist zu berücksichtigen, dass Form und Be-
schaffenheit der Anbringungsoberfläche sehr unterschiedlich sein kann. Die Größe der Ge-
räte sollte sich an den minimalen Maßen orientieren, insbesondere ist die Beschränkung der 
Bauhöhe der Geräte entsprechend der zulässigen Raumforderungen nach DIN EN 547-2 zu 
beachten [46]. Eine detaillierte Analyse ausgewählter Anbringungsbereiche folgt im Kapitel 
„Die DWUI Eingabegeräte“ im Rahmen der Vorstellung der realisierten speziellen Eingabe-
geräte. 
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3.4 KÖRPERKRÄFTE 
Unter der Körperkraft wird der zur Ausübung von Tätigkeiten erforderliche körperliche Kraft-
aufwand der benutzenden Person verstanden [47, S. 7]. Die Kraftausübung kann dabei aktiv 
durch statische oder dynamische Muskelkraft wirken, oder passiv durch statische oder dy-
namische Wirkung von Körpermassen. Es wirken entsprechend entweder statische Akti-
onskräfte (Haltungs-, Haltekräfte, Aktionskraft an Stützflächen des Körpers) oder dynami-
sche Aktionskräfte (Beschleunigungs-, Verzögerungs-, Manipulations- oder Betätigungskraft) 
bzw. die entsprechenden Momente. Eine Übersicht ist in DIN 33411-1 zu finden [48]. Für 
die Bedienung von Eingabegeräten sind Betätigungskräfte sowie, abhängig von der Be-
schaffenheit der Benutzungsschnittstelle, auch Halte- oder Haltungskräfte erforderlich. Da-
bei sind die oberen (Maximalkraft) und unteren (Wahrnehmbarkeit, Sicherung gegen Fehl-
bedienung) Kraftgrenzen zu berücksichtigen. Empfehlungen für die Einstellung von Betäti-
gungskräften sind unter anderem in den Normenreihen DIN EN 894 [49], DIN EN 1005 [50] 
und DIN 33411 [51] sowie in [52] und [53] zu finden. Die Ermittlung von Kraftgrenzen für 
Bedienteile ist abhängig vom jeweiligen Nutzungskontext. Dabei müssen insbesondere die 
sonstigen aufgabenspezifischen physischen Belastungen sowie die mit der Arbeit einherge-
henden Risiken berücksichtigt werden. Es existiert daher eine Reihe von domänen-
spezifischen Ermittlungsverfahren [52]. Zudem sind heuristische Ermittlungsverfahren mit 
prospektiven oder tatsächlichen Benutzern insbesondere zur Bestimmung der unteren 
Kraftgrenzen üblich. Eine detaillierte Analyse relevanter Kraftgrenzen sowie die Einstellung 
der entsprechenden Betätigungskräfte folgt im Kapitel „Die DWUI Eingabegeräte“ im Zuge 
der Vorstellung der realisierten speziellen Eingabegeräte.  
3.5 KÖRPERHALTUNG UND BEWEGUNGSRAUM 
Als Körperhaltung wird die „Stellung des gesamten Körpers oder einzelner Körperteile rela-
tiv zueinander und in Bezug zum Arbeitsplatz und seinen Bestandteilen“ verstanden [54, S. 
4]. Bei der Beurteilung der Körperhaltung werden entsprechend „die Stellung des Körpers 
bzw. der Körperteile und der Gelenke bewertet“ [38, S. 23], [55, S. 10]. Dazu werden Be-
wegungsamplituden und erforderliche Körperkräfte sowie zulässige Bewegungsräume defi-
niert. Es ist zu beachten, dass Realhaltungen in der Regel nicht mit den Standardhaltungen 
übereinstimmen. Ziel der Gestaltung ist es, physiologisch ungünstige Körperhaltungen zu 
minimieren und erforderliche Bewegungen des Körpers oder von Körperteilen an den natür-
lichen Bewegungsrhythmus und die natürlichen Bewegungsbahnen und -abläufe anzupas-
sen [36, S. 10f]. Im Kontext dieser Arbeit ist zu analysieren, welche Körperhaltungen und 
Bewegungen zur Bedienung von speziellen Interaktionsgeräten an den relevanten Anbrin-
gungsbereichen notwendig sind. Anschließend sind die Erkenntnisse ergonomisch zu be-
werten. Daraus lassen sich Vorzugsbereiche für Geräte bestimmter Modalität ableiten. 
Als Ausgangsdaten lassen sich die normalen, ungestörten Bewegungsumfänge der ver-
schiedenen Gelenke des menschlichen Körpers nach der Neutral-Null-Methode verwenden 
[56], [57]. Diese Daten stellen Maximalwerte bei einem gesunden Menschen dar. Anschlie-
ßend können aus der einschlägigen Literatur der Ergonomie und Arbeitssicherheit akzeptab-
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le Bereiche für die statische und dynamische, kurzfristige oder langfristige Bedienung inner-
halb dieser Grenzen definiert werden. Dafür können die Empfehlungen der [58] sowie des 
Instituts für Arbeitsschutz der Deutschen Gesetzlichen Unfallversicherung (DGUV), die teil-
weise auf der vorgenannten Norm aufbauen, herangezogen werden. DIN EN 1005-4 be-
rücksichtigt die Dauer und Häufigkeit und Dynamik der Einnahme der verschiedenen Körper-
haltungen [58]. Das Institut für Arbeitsschutz der DGUV hingegen berücksichtigt diese Fak-
toren hingegen nicht explizit. Die Intensität und die aufzubringenden Kräfte oder Momente 
sind bei beiden Quellen zusätzlich zu bewerten. Tabelle 1 listet die maximalen und akzeptab-
len Bewegungsbereiche für die Körperteile und Bewegungen auf, die im Kontext dieser Ar-
beit von Bedeutung sind. Es zeigt sich, dass Rumpf und Halswirbelsäule praktisch nicht ge-
neigt werden sollen. Eine Kopfdrehung ist bis 45° akzeptabel, der Rumpf sollte nicht ge-
dreht werden müssen. Für das Schultergelenk sind Amplituden von 20° nach vorn und nach 
außen akzeptabel, jedoch nicht nach hinten oder innen. Die Tiefrotation ist ebenfalls nur in 
sehr geringem Maße akzeptabel, für die Hochrotation ist von der gleichen Einschränkung 
auszugehen. Die geringen Bewegungsamplituden für die Extension und Flexion sind insbe-
sondere im Hinblick darauf bemerkenswert, dass die Neutralstellung nicht im akzeptablen 
Bereich liegt. Auf eine Streckung, Beugung oder Abspreizung des Handgelenks sollte eben-
falls verzichtet werden. Für Daumen- und Fingergelenke sind keine Einschränkungen emp-
fohlen. Hier ist insbesondere auf die leichte Beugung der Gelenke in der Ruhehaltung zu 
achten, daher sind langfristige Streckungen nahe der Grenz-bereiche zu vermeiden.  
Körperteil Bewegung Maximaler      Be-
reich  [°] 
Akzeptabler Bereich [°] 
Hals 
Halswirbelsäule Vorneigen (Flexion) / 
Rückneigen (Extension) 
35-45 - 0 - 35-45 10 - 0 - 0  
Halswirbelsäule Seitneigen rechts / links 45 - 0 - 45 10 - 0 - 10 
Halswirbelsäule Drehen (Torsion) rechts 
/ links: 60-80 - 0 - 60-80 
60-80 - 0 - 60-80 45 - 0 - 45 
Schulter, Oberarm und Rumpf 
Arm  seitwärts / körperwärts 180 - 0 - 20-40 20 - 0 - 0 
60 - 0 - 0 (kurzzeitig und 
niederfrequent) 
Arm rückwärts / vorwärts 40 - 0 - 150-170 0 - 0 - 20 
0 - 0 - 60 (kurzzeitig und 
niederfrequent) 
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Arm ausw. / einwärts drehen 
(Oberarm anliegend) 
„Tiefrotation“ 
40-60 - 0 - 95 15 - 0 - 30 
30 - 0 - 60 (kurzzeitig 
und niederfrequent) 
Arm  ausw./ einwärts drehen 
(Oberarm 90° seitwärts 
abgeh.) „Hochrotation“  
70 - 0 - 70  
Rumpf Vorneigen (Flexion) / 
Rückneigen (Extension) 
 20 - 0 - 0 kurzzeitig und 
niederfrequent 
Rumpf Seitneigen rechts / links  10 - 0 - 10  
20 - 0 - 20 (kurzzeitig 
und niederfrequent) 
Unterarm, Hand und Finger 
Ellenbogengelenk  Streckung / Beugung 
(Extension / Flexion) 
10-0 - 0 - 150 60 – 100 (am hängen-
den Oberarm) 
Unterarm  Drehung auswärts / 
einwärts (Supination / 
Pronation) 
80-90 - 0 - 80-90 
 
30 - 0 - 20 





wärts (Extension) / 
Beugung hohlhandwärts 
(Flexion) 
35-60 - 0 - 50-60 25 - 0 - 20 
50 - 0 - 45  (kurzzeitig 
und niederfrequent) 
Handgelenk  Abspreizung speichen-
wärts (Radialduktion) / 
ellenwärts (Ulnardukti-
on)  
25-30 - 0 - 30-40 10 - 0 - 10 
15 - 0 - 25  (kurzzeitig 
und niederfrequent) 
Daumen  Abspreizung 0 - 70-90  
Daumen Opposition 0 - 50-70  
Daumen  Bewegung im Grundge-
lenk  
0 - 50  
Daumen Bewegung im Endge-
lenk  
0 - 80  
Finger  Streckung / Beugung im 
Grundgelenk 
30 - 0 - 90  
Finger  Beugung im Mittelge- 0 - 90  
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lenk 
Finger  Beugung im Endgelenk 0 - 45  
Hüfte 
Hüftgelenk  Streckung / Beugung 
(Extension / Flexion) 
10 - 0 - 130 
 
 
Hüftgelenk Abspreizen / Anführen 30-45 - 0 - 20-30  
Tabelle 1: Bewegungsamplituden und akzeptable Bewegungsbereiche für verschiedene Bewegun-
gen und Körperteile; maximale Bewegungsbereiche nach Neutral-Null-Methode, akzeptable Bewe-
gungsbereiche nach DIN EN 1005-4 [58] und DGUV [59] 
Die Randbedingungen des industriellen Nutzungskontexts können die oben angegebenen 
Bewegungsbereiche und Bewegungsfunktionen weiter einschränken. Zudem kann sich die 
Schwerpunktlage der benutzenden Person verändern. So wird die Beweglichkeit in Hand-
schuhen, Stiefeln oder Schutzkleidung in der Regel deutlich verringert. Diese Faktoren müs-
sen für jeden Einzelfall entsprechend überprüft werden.  
In der Regel setzen sich bewusst eingenommene Körperhaltungen, sogenannte Posituren, 
aus mehreren einzelnen Körperteilbewegungen zusammen. In diesem Fall müssen die ak-
zeptablen Bereiche gegebenenfalls weiter verkleinert werden. Typische Posituren in der in-
dustriellen Instandhaltung sind Stehen, Sitzen, Hocken, gebeugtes Knien und aufgestütztes 
Knien, seltener Kriechen und Liegen auf Bauch oder Rücken.  
Jede dieser Posituren ist mit spezifischen Belastungen für die benutzende Person verbun-
den, die in der Literatur umfangreich beschrieben sind [36], [60]. Typische Bewegungen der 
benutzenden Person sind entsprechend gehen, hinsetzen oder aufstehen, vorbeugen oder 
niederknien, den Körper oder den Kopf zur Seite drehen, und nach vorn oder oben greifen. 
Im Rahmen dieser Arbeit ist insbesondere die Veränderung der relativen Lage und Orientie-
rung von Ein-/Ausgabegeräten zum Körper der benutzenden Person beim Einnehmen und 
Verharren in verschiedenen Posituren zu betrachten.  
Beim Sitzen können Geräte, die an der unteren, vorderen Bauchregion angebracht sind, die 
benutzende Person behindern und auf längere Zeit sowohl thermische als auch Druckbe-
schwerden verursachen. Geräte, die am Rücken angebracht sind, verhindern ein Anlehnen 
während des Sitzens, was auf längere Sicht zu Ermüdungserscheinungen führen kann. 
Beim Sitzen, Hocken und Knien erfolgt eine Verdrehung und Abstandsverkürzung des Ober-
schenkels gegenüber der Schulter und der Hand. Unterhalb der Hüfte angebrachte Geräte 
befinden sich damit nicht mehr im vorgesehenen Greifraum. Durch die Verdrehung ist eine 
Bedienung unter Umständen nicht mehr möglich. Zudem verschiebt sich der Schwerpunkt 
der benutzenden Person. Durch die notwendige Ausgleichsbewegung oder -haltung sind 
Geräte unter Umständen nicht mehr ergonomisch zu bedienen. Beim Kriechen können Ge-
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räte stören, die am Unterarm befestigt sind. Zudem erhöht sich die Gefahr einer Beschädi-
gung erheblich. Beim Liegen können Geräte, die an Brust, Bauch oder Rücken angebracht 
sind, die benutzende Person erheblich behindern. Insbesondere Geräte, die am Hinterkopf 
angebracht sind, können dauerhaft das Ablegen des Kopfes verhindern, was nach kurzer 
Zeit zu Ermüdungserscheinungen führen kann. 
Es ist zu beachten, dass Wechsel zwischen Posituren und den verschiedenen Bedienhand-
lungen in unterschiedlicher Frequenz und Regelmäßigkeit auftreten. Auch in diesem Fall 
müssen die akzeptablen Bereiche gegebenenfalls weiter verkleinert werden.  Zudem muss 
der notwendige Bewegungsraum und die erforderlichen Bewegungsamplituden für die Ein-
nahme von und Wechsel zwischen verschiedenen Posituren, insbesondere Sitzen, Stehen 
und Gehen [36, S. 10], ermittelt und berücksichtigt werden. Die Bedienung von Geräten in 
ungünstigen Körperhaltungen, insbesondere Liegen und Kriechen, sollte bereits arbeitsor-
ganisatorisch vermieden werden [58, S. 6]. 
3.6 SINNESWAHRNEHMUNGEN 
Der Mensch verfügt über ein komplexes System aus Sinneswahrnehmungen, die über ver-
schiedene Sinnesorgane erfasst werden. Diese Wahrnehmungen lassen sich nach dem Ort 
der Erregung einteilen in die Exterozeption, die Wahrnehmung von Signalen der Außenwelt 
über Haut, Schleimhäute und Sinnesorgane, und die Interozeption, die Erfassung von Infor-
mationen aus eigenen Körperabschnitten und über eigene Körperabschnitte. Letztere wird 
wiederum unterschieden in die Propriozeption, die Wahrnehmung von Stellung, Anspan-
nung und Bewegung des Muskel-Skelettsystems, und die Viszerozeption, die Wahrneh-
mung von den inneren Organen [61], [62]. Die Sinneswahrnehmungen des Menschen um-
fassen die visuelle, auditive, gustatorische, olfaktorische und die trigeminale Wahrnehmung 
als Teile der Exterozeption sowie die haptische und die vestibuläre Wahrnehmung, die so-
wohl an der Exterozeption als auch an der Interozeption beteiligt sind. Nachfolgend werden 
diejenigen Wahrnehmungssysteme genauer betrachtet, die für die Gestaltung mobiler In-
formationssysteme für anspruchsvolle Nutzungskontexte von besonderer Bedeutung sind. 
Dabei werden grundlegende Betrachtungen zu wahrnehmungsbedingten Gestaltungsein-
schränkungen gemacht, jedoch noch keine konkreten Gestaltungsempfehlungen abgeleitet. 
3.6.1 Haptische Wahrnehmung 
Die Haptische Wahrnehmung erfolgt über das sensible System (auch somatosensorisches 
System). Dieses unterteilt sich in die Oberflächensensibilität (taktile Wahrnehmung) als Teil 
der Exterozeption und die Tiefensensibilität (Propriozeption) als Teil der Interozeption. Als 
Oberflächensensibilität wird die Wahrnehmung von Reizen über in der Haut liegende Rezep-
toren verstanden. Sie dient der Wahrnehmung von Druck, Berührung und Vibrationen sowie 
Temperatur und Schmerz über entsprechende Mechano-, Thermo- und Schmerzrezeptoren 
[63]. Dabei wird weiter unterschieden zwischen Grobwahrnehmung (protopathische Sensibi-
lität) und Feinwahrnehmung (epikritische Sensibilität, auch Tastschärfe).  
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Unter Grobwahrnehmung werden Körperempfindungen verstanden, die eine Bedrohung der 
Vitalsphäre darstellen. Sie sind räumlich undifferenziert und werden sehr schnell weiterge-
leitet. Die Grobwahrnehmung umfasst Schmerz, Temperatur und grobe Tastempfindungen. 
Als Feinwahrnehmung wird die Fähigkeit bezeichnet, räumlich eng benachbarte Berüh-
rungsreize als separate Reize wahrzunehmen. Die Wahrnehmungen sind räumlich differen-
ziert und weisen eine im Vergleich zu Grobwahrnehmungen längere Verarbeitungszeit auf. 
Die Tastschärfe unterschiedlicher Hautregionen variiert zwischen hoch an Handflächen, 
Fußsohlen, Gesicht und Genitalien und sehr niedrig an Beinen und Rücken. Dort ist die 
Schwelle am größten und beträgt mehrere Zentimeter. Die Feinwahrnehmung umfasst fei-
ne Tastempfindungen wie Druck, Berührung und Vibrationen. Grob- und Feinwahrnehmung 
werden unterschiedlich zentripetal weitergeleitet. Durch die unter- und unbewusste Verar-
beitung all dieser Wahrnehmungen wird die vom Menschen unterbewusst wahrgenomme-
ne Aura ausgeprägt. 
Die Tiefensensibilität ist die Eigenempfindung des Körpers. Dies umfasst die Stellung der 
Gelenke über den Lagesinn, die Spannung von Muskeln und Sehnen über den Kraftsinn so-
wie die Kinästhetische Wahrnehmung des Muskel-/Skelettsystems über den Bewegungs-
sinn [61], [62]. Protopathische, epikritische und propriozeptive Sensibilität sind zudem in 
verschiedenen Hirnarealen verschaltet. Die Wahrnehmung von Körperbewegung und -lage 
im Raum bzw. der Lage und Stellung einzelner Körperteile zueinander erfolgt maßgeblich 
über die Tiefensensibilität und die vestibuläre Wahrnehmung. Die Oberflächensensibilität 
spielt hierfür hingegen nur eine untergeordnete Rolle [64]. Die Tiefensensibilität ist damit 
auch verantwortlich für Wahrnehmung von Gewicht, Trägheit und mechanischem Wider-
stand der genutzten Geräte. Die Viszerozeption als zweiter Teil der Interozeption spielt für 
die Gestaltung mobiler Informationssysteme, abgesehen von der offensichtlichen Forderung 
nach schmerzfreier Nutzbarkeit, ebenfalls keine Rolle. 
Für die Gestaltung von DWUI ist grundsätzlich zu beachten, Grobwahrnehmungen der Gerä-
te zu verhindern. Die Feinwahrnehmung ist in die Gestaltung einzubeziehen und auszunut-
zen. Dabei ist die regional unterschiedliche Tastschärfe beachten, um gewollte Feinwahr-
nehmungen auszulösen und um möglichst unsensible Anbringungsorte auszuwählen. Die 
unterschiedliche Verarbeitung von Oberflächen- und Tiefensensibilität führt zu einer entkop-
pelten Wahrnehmung, wodurch eine zusätzliche Belastung der benutzenden Person mög-
lich ist. 
3.6.2 Visuelle Wahrnehmung 
Die visuelle Wahrnehmung erfolgt stereoskopisch mit veränderlicher Blickachse durch die 
beiden Augen als Wahrnehmungsorgan. Die Augen generieren ein aktuelles Bild, das sich 
aus den visuellen Reizen Helligkeit, Farbe, Kontrast, Linien, Form und Gestalt, Bewegung 
und Räumlichkeit ergibt. Dieses Bild wird als Sehereignis bezeichnet. Der Bereich hoher op-
tischer Auflösung (Vovealer Sehbereich) beträgt dabei nur 1-2° um die Blickachse [65, S. 47]. 
Im umgebenden peripheren Sehbereich werden nur Hell-Dunkel-Kontraste und Bewegun-
gen wahrgenommen, allerdings mit höherer Lichtempfindlichkeit. Das gesamte Gesichtsfeld 
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umfasst maximal 180° in der Horizontalen und -45° bis +70° in der Vertikalen. In den Rand-
bereichen jenseits 40° werden nur noch Bewegungen wahrgenommen. Durch die Bewe-
gung der Augen kann die Blickachse verändert werden. Die Exkursionsfähigkeit beträgt ca. 
100° in der Horizontalen und 105° in der Vertikalen (davon 45° nach oben). Daraus ergibt 
sich das monokulare Blickfeld. Im Normalfall werden Bewegungen jedoch nur bis zu 
20°Auslenkung in jede Richtung ausgeführt, dieser Bereich stellt das Gebrauchsblickfeld 
dar. Als optimales Blickfeld wird eine Auslenkung von nur 15° in jede Richtung erachtet. Da-
nach setzt die Kopfbewegung ein, die den fixierbaren Bereich des Sehraums nochmals ver-
größert, dessen Maximum das Umblickfeld darstellt. Dieser liegt bei ca. 110° in der Horizon-
talen und -60° bis +90° in der Vertikalen (alle Angaben nach [60, S. 39f]. Teils wird das Um-
blickfeld noch um den Bereich erweitert, der mittels Körperdrehung erreicht werden kann 
[66]. So definiert kann jeder beliebige Punkt fixiert werden. 
Die Aufnahme visueller Informationen aus der Umwelt kann im Rahmen von Tätigkeiten o-
der im Zuge einer Beobachtung der Umwelt erfolgen. Die Aufnahme visueller Informationen 
von Anzeigen kann in Entdeckungsaufgaben, Überwachungsaufgaben und das Informieren 
unterteilt werden (in Anlehnung an [67]). Bei Entdeckungsaufgaben ist der Ort der auftre-
tenden Information nicht bekannt. Bei Überwachungsaufgaben ist der Zeitpunkt des Eintref-
fens von Information nicht bekannt. Beim Informieren wird verfügbare Information in Wis-
sen überführt (z.B. beim Lesen eines Texts). Bei berührungsempfindlichen Anzeigen kommt 
zudem die Bedienaufgabe hinzu, bei der Information über den Systemzustand und dessen 
Reaktion auf eine Bedienhandlung unmittelbar visuell zurückgemeldet werden. 
DIN EN ISO 14738 gibt Empfehlungen für die Wahl der Blickfeldgrenzen für die genannten 
Aufgaben [67]. Das horizontale Blickfeld für häufige Tätigkeiten und Beobachtungen ohne 
Kopf und Körperbewegungen sollte bei einer Auslenkung von 30° in jede Richtung liegen, 
mit einem Maximum von 60° für Entdeckungsaufgaben und 70° für Überwachungsaufga-
ben. Für gelegentliche Tätigkeiten mit Kopf- und ohne Körperbewegungen ist eine Kopfbe-
wegung bis 40° zulässig mit einer Augenbewegung von 15° in jede Richtung. Für gelegent-
liche Beobachtungen und leichte Tätigkeiten mit Kopf- und Körperbewegungen kann zudem 
eine Körperdrehung bis 55° als zulässig erachtet werden. Das vertikale Blickfeld für häufige 
Tätigkeiten und Beobachtungen ohne Kopf und Körperbewegungen beträgt 0 bis 30°, mit 
einem Maximum: -30° bis +30° für Entdeckungsaufgaben und -55° bis +25° für Überwa-
chungsaufgaben (+ Flexion, - Extension). Für gelegentliche Tätigkeiten und Beobachtungen 
mit Kopf- und ohne Körperbewegungen ist eine Kopfbewegung von 0 bis +30° zulässig mit 
einer Augenbewegung von 0° bis -30°. Nach DIN EN 1005-4  ist eine Halsdrehung 45° fall-
weise mit niedriger Frequenz akzeptabel. Für gelegentliche Beobachtungen und leichte Tä-
tigkeiten mit Kopf- und Körperbewegungen kann zudem eine Körperdrehung bis 30° als zu-
lässig erachtet werden [58].  
Das Auge ist in der Lage, Objekte in verschiedenen Abständen zu fokussieren. Abhängig 
vom Alter und der noch erreichbaren Akkomodationsbreite liegt der Nahpunkt, also der 
Mindestabstand für das scharfe Sehen zwischen 8 cm bei jungen Menschen und ca. 50 cm 
bei Fünfzigjährigen. Bei älteren Menschen entfernt sich der Nahpunkt auf bis zu 100 cm. Als 
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üblicher Leseabstand werden 40 cm angenommen. Das heißt, bei Fünfzigjährigen liegt der 
Nahpunkt weiter entfernt als der angenommene Leseabstand  und es werden Hilfsmittel 
notwendig. Es ist weiterhin zu beachten dass 6 % der männlichen und 1 % der weiblichen 
Bevölkerung fehlsichtig ist und ebenfalls Hilfsmittel zur visuellen Wahrnehmung benötigt. 
Da im Nutzungskontext dieser Arbeit das Tragen von Sehhilfen kein Hindernisgrund für eine 
Beschäftigung ist, muss davon ausgegangen werden, dass mobile Informationssysteme re-
gelmäßig auch von Menschen mit Sehhilfen benutzt werden. Dies schränkt den alltäglichen 
Einsatz von In-Eye Projektoren und HMD erheblich ein. 
Der Rumpf und die Beine der benutzenden Person sind ohne Kopfdrehung nicht im Sehbe-
reich. Daher ist eine visuelle Aufmerksamkeitslenkung (Entdeckungsaufgaben) nicht mög-
lich. Die Fixierung der genannten Bereiche erfordert eine Depression der Augen und eine 
Senkung des Kopfes. Die Regionen sind damit weit außerhalb des Gebrauchsblickfelds. Da-
her sind sie für Entdeckungsaufgaben ungeeignet. Zudem ist der Raum vor der benutzen-
den Person bei einer Senkung nicht mehr im peripheren Sehbereich. Das kann eine Gefähr-
dung für die Person darstellen. Daher sind diese Bereiche für Überwachungsaufgaben so-
wie zum Informieren ungeeignet. Gleiches gilt prinzipiell für den Bereich vor der unteren 
Bauchregion (Regio pubica). Bei geeigneter Auslegung und positiver Gefährdungsbeurtei-
lung kann dieser Bereich jedoch für Informationsaufgaben geeignet sein, solange diese nur 
kurze Zeit dauern. 
Der Bereich der Unterarme (Regio antebrachii posterior) ist dann im peripheren Sehbereich, 
wenn sich die Hände vor dem Körper befinden und die Augen darauf fixiert sind. In diesem 
Bereich werden optische Signale demnach wahrgenommen, wenn auch mit niedriger opti-
scher Auflösung. Dieser Bereich eignet sich somit für primitive Entdeckungsaufgaben. Der 
Bereich kann problemlos auch in den vovealen Sehbereich gebracht werden, wenn Arm und 
Kopf aufeinander ausgerichtet werden. Je nach Armstellung kann der Bereich in das optima-
le Blickfeld gebracht werden. Unter dem visuellen Aspekt ist dieser Anbringungsort daher 
für die Aufnahme optischer Informationen gut geeignet. Zu beachten ist dabei die Bean-
spruchung der benutzenden Person durch die Körperhaltung des Arms (vgl. Kapitel 
„Körperhaltung und Bewegungsraum“). 
3.6.3 Auditive Wahrnehmung 
Die auditive Wahrnehmung erfolgt stereoskopisch mit veränderlicher Hauptachse durch die 
beiden Ohren als Hauptwahrnehmungsorgan und durch sekundäre Wahrnehmungsorgane 
aus dem taktilen System. Die Hörorgane generieren aus Schallereignissen über zeitliche, 
räumliche und eigenschaftliche Verarbeitung subjektive Hörereignisse. Die physiologischen 
Wahrnehmungsgrenzen werden durch die Hörfläche definiert, welche die wahrnehmbaren 
Schalldruckpegel auf den wahrnehmbaren Frequenzbereich abbildet.  
Diese Hörgrenzen verschieben sich mit zunehmenden Alter, die Hörfläche verkleinert sich. 
Die Wahrnehmbarkeit von Sprache beschränkt sich auf eine wesentlich kleinere Sprachflä-
che. Zudem hängt die Wahrnehmbarkeit auditiver Information vom Signal-Rausch-Verhältnis 
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(SNR) des akustischen Signals ab. Für die Wahrnehmung von Sprache ist dafür beim Men-
schen ein minimales SNR von 6 dB erforderlich. Ein weiterer Faktor sind Nachhallzeiten von 
Schallereignissen in Räumen, die zu Verzerrungen und Überdeckungen der Signale führen 
können [68].  
Ist eine Arbeitsumgebung lärmbelastet, so ist ein entsprechender Lärmschutz arbeits-
schutzrechtlich vorgeschrieben. Dieser wird im Allgemeinen durch einen Kapsel- oder Stöp-
selgehörschutz realisiert, was die Nutzung von akustischen Signalen zur Interaktion wesent-
lich erschwert. In diesem Falle sind Kapsellautsprecher mit Außenschalldämpfung notwen-
dig. Dabei ist jedoch zu beachten, dass durch die Nutzung die Umgebungswahrnehmung 
eingeschränkt wird. Dies ist im Einzelfall hinsichtlich der Arbeitssicherheit zu prüfen. Akusti-
sche Signale sind als ergänzende Modalität generell empfehlenswert. Geeignete Frequenz-
bereiche sind in ISO 9355-2 festgelegt [69]. Als alleiniger Informationskanal sind sie in ei-
nem industriellen Nutzungskontext jedoch grundsätzlich nicht geeignet. 
In industriellen Umgebungen emittierte akustische Signale sind häufig tief und laut sowie 
teilweise auch taktil in Form von Vibrationen wahrnehmbar. Dadurch kann es zu Wechsel-
wirkungen mit speziellen Interaktionsgeräten kommen. Akustische Signale werden verzerrt 
und falsch oder gar nicht mehr wahrgenommen. Zudem breiten sich Vibrationen über die 
Geräte bzw. Halterungen aus und verstärken so die Wahrnehmung der Geräte und Vibratio-
nen. 
3.6.4 Trigeminale Wahrnehmung 
Die trigeminale Wahrnehmung umfasst jene Sinnesreize, die über den Nervus trigeminus 
vermittelt werden. Dies sind sowohl taktile als auch gustatorische und olfaktorische Wahr-
nehmungen, die zueinander und mit anderen Wahrnehmungssystemen in Wechselwirkung 
stehen. Sie vermittelt hauptsächlich irritierende Eigenschaften und ist daher relevant für alle 
DWUI, die im Gesichts- bzw. vorderen Kopfbereich (Regio temporalis oder Regio frontalis) 
lokalisiert sind.  
Die trigeminale Wahrnehmung kann beim Einsatz von tragbaren Bediengeräten wie In-Eye 
Projektoren, HMD oder Headsets zu Irritationen bei der benutzenden Person führen. Da die 
trigeminale Wahrnehmung interindividuell sehr unterschiedlich ist und nur sehr schwer ab-
zuschätzen ist, ist der Einsatz unter den Aspekten der Arbeitssicherheit und der Beeinträch-
tigungsfreiheit bei der Nutzung sorgfältig abzuwägen.  
Neben den physiologischen Aspekten sind auch die psychologischen, insbesondere die 
kognitiven Aspekte zu berücksichtigen. Dabei sind grundsätzlichen Anforderungen an die 
Schnittstellengestaltung bekannt. Aus diesem Grund sei an dieser Stelle auf die einschlägi-
ge Literatur verwiesen [65], [70]. 
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4 MOBILE INTERAKTION IN ANSPRUCHS-
VOLLEN ARBEITSUMGEBUNGEN 
 
„The fact of the matter is that mobile devices are going to be the majority of the 
way that people get information. “ (Eric Schmidt) 
 
4.1 MOBILITÄT 
Die Definition des Begriffs Mobilität gestaltet sich sehr schwierig. Bereits Kristoffersen und 
Ljungberg merken an, dass Definitionsversuche stets entweder offensichtlich zugehörige 
Aspekte ausklammern oder aber zu vage sind, um pragmatische Qualität zu besitzen [71, S. 
271]. Weilenmann pflichtet dem bei und ergänzt, dass der Begriff, obwohl im Bereich IKT 
weitverbreitet, zur Beschreibung unterschiedlichster Dinge genutzt wird [72, S. 23]. Das 
American Heritage Dictionary definiert Mobilität sehr allgemein als „die Qualität oder der 
Zustand, mobil zu sein“ [73]. Je nach Diskursraum bezieht sich „die Qualität oder der Zu-
stand“ auf sehr unterschiedliche Dinge, und auch „mobil zu sein“ manifestiert sich auf sehr 
unterschiedliche Weise. Soziologisch bezieht sich Mobilität zum Beispiel auf die „Beweg-
lichkeit in Bezug auf den Beruf, die soziale Stellung, den Wohnsitz“ [74]. Technisch hinge-
gen bezieht sich der Begriff auf die Beweglichkeit von Benutzer, System und Information 
[75]. Krannich identifiziert im Rahmen seiner Literaturrecherche 15 Einzelkonzepte des Be-
griffs Mobilität und entwickelt daraufhin die folgende Definition: 
Definition 3: „Mobilität manifestiert sich im technischen Sinne in zwei Formen. 
Die Reale Mobilität (auch Physische Mobilität) bezeichnet [zum einen] die Mobili-
tät des Benutzers, beschrieben durch eine temporäre physische Raumüberwin-
dung oder körperliche Bewegung, und [zum anderen] die Mobilität technischer 
Systeme, charakterisiert durch die Möglichkeit der Benutzung während der phy-
sischen Bewegung des Benutzers.“ 
„Die Digitale Mobilität beschreibt zum einen die Mobilität des Benutzers […] in 
Form einer Bewegung im virtuellen Raum durch [Informations- und Kommunika-
tionstechnologie. Zum anderen umfasst sie auch die Mobilität der Information, 
die den lokalen und entfernten Zugriff auf Informationen und Anwendungen er-
möglicht.“ 
„Mobilität des Benutzers (in Kombination mit einem Mobilen System) findet 
sowohl im virtuellen als auch im realen Raum statt.“ [76, S. 65] 
Im Rahmen dieser Arbeit wird diese Definition unverändert übernommen. Eine umfangrei-
che Abhandlung zum Thema Mobilität im Kontext der Mensch-Maschine-Interaktion ist in 
[72] zu finden. 
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4.2 MOBILE INTERAKTION 
Der Begriff Interaktion ist definiert als „Wechselbeziehung zwischen Handlungspartnern“ 
[77], hier zwischen einem technischen System und dessen Nutzern. Die Interaktion ist er-
gebnisorientiert und zielgerichtet. Die benutzende Person führt dabei die Basishandlungen 
Interpretation, Selektion oder Modifikation aus. Bei der mobilen Interaktion ist die benutzen-
de Person real mobil. Dadurch ergeben sich unmittelbare Anforderungen an die Bedienbar-
keit des technischen Systems während der Bewegung, die bei stationärer Bedienung nicht 
existieren. Zudem wird der Nutzungskontext, insbesondere der Umgebungskontext, varia-
bel, sodass die gebrauchstaugliche Gestaltung sich nicht mehr nur auf einen fixen Kontext 
beziehen kann. Vielmehr müssen bei der Gestaltung und Bewertung verschiedene Nut-
zungskontext mit teils konträren Anforderungen berücksichtigt werden.  
4.3 MOBILE COMPUTING 
Die Grundidee eines „persönlichen, portablen Informationsmanipulators“ (personal, portable 
information manipulator) wurde erstmals von Alan C. Kay beschrieben, seinerzeit als Vision 
und Wissenschaftsphantasie [78, S. 1]. Heute, da die Wirklichkeit die ursprüngliche Vision 
weit hinter sich gelassen hat, können Computersysteme in mindestens vier Klassen unter-
teilt werden [79], [76], [80].  
Stationäre Systeme verfolgen ein stationäres Interaktionskonzept und sind ortsgebunden. 
Transportable (oder portable) Systeme verfolgen ebenfalls ein stationäres Interaktionskon-
zept, sind aber beweglich und können zwischen verschiedenen Arbeitsräumen transportiert 
werden. Mobile Systeme verfolgen hingegen ein mobiles Interaktionskonzept, können also 
benutzt werden, während die benutzende Person in Bewegung ist. Mobile Geräte müssen 
daher tragbar, leistungsfähig, drahtlos und transparent in Kommunikations- und Informa-
tionsinfrastrukturen eingebunden sein. Sie müssen geeignete integrierte Eingabe-und Aus-
gabemodalitäten bereitstellen und eine geeignete Größe und Form aufweisen, um ver-
wendbar zu sein, während sich die benutzende Person bewegt [79], [81]. Krannich ergänzt 
die Forderung, dass alle Komponenten in einem Gehäuse vereint sein sollen [76, S. 71].  
Alle drei genannten Klassen sind auf eine explizite Bedienung ausgelegt, das heißt jede In-
teraktion wird von der benutzenden Person initiiert, das System ist reaktiv. Vollständig mobi-
le Systeme (auch ultramobile Systeme genannt [82]) hingegen sind auf eine implizite Bedie-
nung und eine proaktive Unterstützung der benutzenden Person ausgelegt [83]. Dazu verfü-
gen Systeme dieser Kategorie über geeignete Sensorik und Kommunikationsmittel, um mit 
ihrer Umwelt und anderen technischen Systemen (z.B. Datenbank-Server mit einem Nut-
zerprofil) zu interagieren [79]. So können Sie ein korrektes Modell der aktuellen Situation er-
stellen und darauf basierend auf die Intention der benutzenden Person oder zeitnah eintre-
tende, für die Person relevante Ereignisse schließen. Aus diesen Informationen leitet das 
System eine geeignete Reaktion ab. Dies kann z.B. eine Meldung oder Unterstützungsmaß-
nahme sein. Vollständig mobile Systeme sind entsprechend permanent aktiv, treten aber 
nur bei Bedarf in die bewusste Wahrnehmung der benutzenden Person. Dazu verfügen sie 
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über entsprechende Mittel zur Aufmerksamkeitslenkung und sind so gestaltet, dass sie 
praktisch immer multimodal bedient werden können [79]. Die primäre Aktivität der benut-
zenden Person ist mithin nicht die Interaktion mit dem System, sondern eine beliebige an-
dere Aufgabe [84]. In der verbleibenden Zeit sollte das System, obgleich permanent mitge-
führt, von der benutzenden Person nicht wahrgenommen werden. Die Systeme müssen 
somit ohne merklichen Aufwand bequem am Körper getragen werden können. Die Interak-
tion mit vollständig mobilen Systemen ist ebenfalls tief in die Gewohnheiten und Arbeits-
abläufe der benutzenden Person integriert, sodass der Kontextwechsel zwischen Interakti-
onsaufgabe und sonstiger Aktivität minimiert wird. Gorlenko und Merrick unterscheiden hier 
die Ansätze make place, bei der die Primäraufgabe für Interaktion unterbrochen wird, und 
take place, bei der die Interaktion in die Primäraufgabe integriert wird oder beides parallel 
durchgeführt wird [79]. 
Als weitere Unterscheidungsmerkmale werden die abnehmende Gerätegröße, Interaktions-
dauer, Interaktionspriorität und Kontextspezifität sowie die zunehmende Integration, Ver-
fügbarkeit und Aufgabenspezifität genannt. Zudem unterscheiden sich die Art der Wissens- 
und Informationsverwaltung, der Gestaltung und der Informationsdarstellung teils deutlich 
voneinander. Umfassende Charakterisierungen sind u.a. in [79, S. 648f] und in [76, S. 74ff] 
zu finden. Die ebenfalls häufig angeführten Unterschiede hinsichtlich der verfügbaren Ein- 
und Ausgabemodalitäten, der Rechenleistung sowie der Verfügbarkeit einer Netzwerkver-
bindung sind hingegen weniger prinzipielle Unterscheidungsmerkmale als vielmehr prak-
tisch-technische Hürden, die in zunehmendem Maße verschwinden [76]. 
Zimmerman sieht die Hauptaufgabe des Mobile Computing darin, in einem heterogenem 
Umfeld mit stets unsicherer Verbindungslage Informationen zu erzeugen, beziehen, verar-
beiten, speichern und zu kommunizieren, und zwar frei von Beschränkungen durch Ort und 
Zeit [85], [86]. 
4.4 MOBILE IT-GESTÜTZTE ARBEIT 
DIN EN ISO 6385 definiert den Arbeitsraum als „Raum, der einer oder mehreren Personen 
innerhalb des Arbeitssystems zur Durchführung der Arbeitsaufgabe zugeordnet wird“ [8, S. 
6]. Mobile Arbeit zeichnet sich dadurch aus, dass dem mobilen Personal kein fester Arbeits-
raum zugeordnet wird, da die Arbeit an verschiedenen Orten zu verrichten ist. Vielmehr 
werden verschiedene, teils sehr unterschiedliche Arbeitsräume aufgesucht, in denen be-
stimmte Arbeitsaufgaben durchgeführt werden [79], [80]. Dadurch ergeben sich ein variabler 
Nutzungskontext, ein hohes Maß an Autonomie und Selbststeuerung sowie eine starke Ab-
hängigkeit von funktionierenden Arbeitsmitteln als charakteristische Merkmale mobiler Ar-
beit [87]. Häufig sind die einzelnen Aufgaben nicht voneinander unabhängig, da sie im sel-
ben Arbeitssystem stattfinden. Es können temporale und kausale Beziehungen bestehen, 
die sich z.B. in vorgegebenen Bearbeitungsreihenfolgen oder bedingte bzw. ergebnisabhän-
gige Aufgabendurchführung manifestieren können. Da heutige Arbeitssysteme häufig digita-
lisiert und vernetzt sind, erzeugen viele Arbeitsaufgaben auch Änderungen in den digitalen 
Systemen. Um auch diese Arbeitsebene echtzeitig erfassen und bearbeiten zu können, be-
Mobile Interaktion in anspruchsvollen Arbeitsumgebungen 
40 
nötigt mobiles Personal geeignete mobile Informationstechnologie (IT) und eine entspre-
chende Infrastruktur, die einen Zugriff auf die digitalen Systeme ermöglicht. Ist die Nutzung 
der mobilen IT organisatorisch und technologisch in die mobilen Arbeitsabläufe integriert, so 
spricht man von mobiler IT-gestützter Arbeit [88, S. 42]. 
Arbeiten in mehr als einem Arbeitsraum wird als Mehrstellenarbeit bezeichnet [17, S. 67]. 
Diese kann regelmäßig sein, wenn sich die Abfolge der Arbeitsschritte (die Ablauffolge) re-
gelmäßig wiederholt, oder unregelmäßig, wenn sich nur über längere Zeiträume Häufigkeit 
und durchschnittliche Dauer der Arbeiten in einem Arbeitsraum (Ablaufschritte) ermitteln 
lassen. Ist die Gesamtarbeitszeit gleichmäßig auf die Arbeitsräume verteilt, so ist die Mehr-
stellenarbeit zeitgleich, ansonsten zeitungleich. In der Literatur findet sich auch der Begriff 
mobile Telearbeit [89]. Als Telearbeiter/in (e-Worker) wird eine Person bezeichnet, die zu-
mindest einen Teil ihrer Arbeit nicht am regulären Arbeitsplatz verrichtet und dabei digitale 
Kanäle zum Unternehmen nutzt. Ein/e mobile/r Telearbeiter/in (mobile teleworker) arbeitet 
dabei mehr als 10 Stunden pro Woche weder von zu Hause aus noch am Hauptarbeitsplatz 
[90]. Unter Telearbeit wird allerdings vornehmlich die Verlagerung typischer Bürotätigkeiten 
in einen anderen Arbeitsraum als das Büro verstanden, während mobile IT-gestützte Arbeit 
die Erweiterung vormals rein physischer mobiler Tätigkeiten um Interaktionsaufgaben mit 
mobiler IT darstellt. Dabei erfolgt der Geräteeinsatz „organisationstragend, d.h. nicht mehr 
sporadisch unterstützend“ [11]. 
Betrachtet man den grundsätzlichen Ablauf des informationsverarbeitenden Handelns (z.B. 
nach [70]), so ergibt sich für die mobile IT-gestützte Arbeit ein wesentlicher Unterschied zur 
IT-gestützten Büroarbeit. Während die Beschaffung von Informationen, die Identifikation von 
Handlungsbedarf und die Entscheidung für eine der verfügbaren Handlungsmöglichkeiten in 
beiden Fällen prinzipiell ähnlich sind, ist die anschließende Handlung der handelnden Person 
bei mobilen Arbeitsaufgaben, insbesondere im Falle der industriellen Instandhaltung, häufig 
physische Arbeit. In der klassischen Büroarbeit sind physische Arbeitsaufgaben hingegen 
sehr selten und die Handlung ist ebenso wie die vorgelagerten Teilaufgaben eine reine In-
teraktionsaufgabe mit dem stationären EDV-System. Mobile IT-gestützte Arbeit ist demnach 
gekennzeichnet durch eine permanent-parallele Ausführung von physischen und informati-
onsbezogenen Handlungen [5], [83].  
Mobile IT-gestützte Arbeit verspricht eine Steigerung der Qualität der Informationen für die 
mobil arbeitende Person und auch der durch die Person generierten Information. Durch in-
telligente Arbeitsunterstützung kann eine Arbeitsverdichtung und damit eine Produktivitäts-
steigerung erzielt werden. Darüber hinaus können gänzlich neue Geschäftsprozesse etab-
liert werden, indem neue Arten der Wissens- und Datenverwaltung direkt in den Arbeitspro-
zessen verankert werden. Eine Umfrage von Bretschneider-Hagemes ergibt, dass für die 
Hälfte der Befragten, allesamt langjährige tägliche Benutzer/innen mobiler IT, subjektiv eine 
Verbesserung der Arbeitssituation durch mobile IT ergeben hat [11]. Dem gegenüber sieht 
beinahe jeder fünfte Befragte eine Verschlechterung der Arbeitssituation. Dabei zeigen sich 
keine altersspezifischen Unterschiede. Diese Zahlen verdeutlichen den Bedarf an einer wei-
teren Steigerung der Gebrauchstauglichkeit mobiler IT-Lösungen.  
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Die Ursachen der heute noch weit verbreiteten Skepsis gegenüber mobiler IT-gestützter Ar-
beit sind vielfältig, wie benannte Studie zeigt. Auf technischer Seite wurden, in absteigender 
Reihenfolge, die Faktoren Technikversagen, insbesondere in der Einführungsphase, man-
gelnde Gebrauchstauglichkeit der mobilen Anwendungen, ungeeignete mobile Geräte so-
wie ungeeignete Ein- und Ausgabegeräte genannt. Auf organisatorischer Seite wurden feh-
lende betriebliche Förderung sowie Kommunikations- und Führungsmängel aufgeführt. Da-
mit einher geht auch die häufig berichtete wahrgenommene oder reale Bevormundung der 
benutzenden Person durch autonome, allgegenwärtige IT (technology paternalism) [91]. 
Nicht selbstbestimmte Formen der Interaktion sowie uneigenständiges, anweisungsgebun-
denes Arbeiten können sich negativ auf die Akzeptanz und das Vertrauen der benutzenden 
Person in die mobile IT auswirken und langfristig negative Auswirkungen wie Demotivierung 
und Dequalifizierung zur Folge haben. Daneben birgt mobile IT-gestützte Arbeit auch erheb-
liche Risiken für den Datenschutz und die Persönlichkeitsrechte der benutzenden Person. Je 
tiefer die Nutzung von IT in die mobilen Arbeitsabläufe integriert ist und je leistungsfähiger 
die Technologie ist, desto größer ist das damit verbundene Risiko, durch die allgegenwärti-
ge Sensorik in der Privatsphäre der benutzenden Person und die ständige Vernetzung mit 
verschiedensten Netzwerken und Diensten in unzulässigem Maße erfasst und überwacht 
zu werden [87]. Dort werden auch Empfehlungen zur organisatorischen Gestaltung mobiler 
Arbeit gegeben. 
4.5 MOBILE SYSTEME 
Ein Mobiles System setzt sich nach Krannich aus einem oder mehreren mobilen Endgeräten 
und den darauf laufenden Anwendungen zusammen [76]. Ein Mobiles System zur Deckung 
von Informationsnachfrage wird als mobiles Informationssystem (MIS) bezeichnet. Es 
zeichnet sich insbesondere durch den Zugriff auf entfernte Informationsquellen und Funkti-
onen über entsprechende Dienste oder Schnittstellen aus. Dieser Zugriff sollte „an jedem 
Ort, zu jeder Zeit und in verschiedener Form“ (3a Services – anywhere, anytime, anyhow) 
erfolgen können [92]. Die beiden erstgenannten Forderungen sind in erster Linie technische 
Herausforderungen. Letztgenannte Forderung bezieht sich darauf, dass Informationen per-
sonalisiert, bedarfsgerecht, situationsangepasst und brauchbar bereitgestellt werden sollen. 
Brauchbar verweist in diesem Sinne darauf, dass sowohl die Nutzung der Systeme als auch 
die Nutzung der bereitgestellten Daten möglichst nahtlos in die Arbeitsabläufe der benut-
zenden Person integriert werden müssen. Mobile Informationssysteme sind daher häufig 
kontextadaptiv (adaptives MIS) [92]. 
4.6 WEARABLE SYSTEMS 
Sind vollständig mobile Geräte in alltägliche Nutzungsgegenstände wie Kleidungsstücke, 
Schmuck oder sonstige Accessoires integriert, so spricht man von Wearable Devices oder 
schlicht Wearables [5]4. Die Integration von Wearable Devices kann dabei in mehreren Stu-
                                                
4 Der Begriff „wearable“ wird in der Literatur häufig auch im deutschen Sprachgebrauch verwendet, 
da die Übersetzung „tragbar“ die Bedeutung des Begriffs nur unzureichend wiedergibt. 
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fen erfolgen [5, S. 61ff], beginnend mit angebracht (attached) über eingebettet (discrete 
embedded) und grob integriert (coarse grained integrated) bis hin zu tief integriert (fine grai-
ned integrated). Mit jeder Stufe sinken in der Regel die Sichtbarkeit und die Zugänglichkeit 
der Komponenten und es steigt der technische Aufwand zur Realisierung. Übersichten zu 
Wearable Computing sind auch in [5] und [93] zu finden. 
Baber sieht den Hauptvorteil von Wearable Systems in der „Möglichkeit, die Benutzer-
schnittstelle fest in den persönlichen Arbeitsbereich der Benutzer zu integrieren, was eine 
dauerhafte und unaufdringliche Interaktion auch in anspruchsvollen Wartungsabläufen er-
laubt und die Möglichkeit einer intimeren Beziehung zwischen Computer und Benutzer er-
öffnet“ [94, S. 209]. Auch Dvorak sieht einen wesentlichen Unterschied zwischen Mobile 
und Wearable Systems darin, dass für letztere eine nahtlose Integration in die täglichen Ar-
beitsabläufe und Bewegungen einer Person ein gestalterisches Kernziel ist [5]. Wie Krannich 
anmerkt, sind die informationsbezogenen Aufgaben dabei häufig nur Sekundäraufgaben zur 
Unterstützung vielfältiger, häufig unterbrochener Primäraufgaben in einem variierenden Nut-
zungskontext. Die Bedienung des Systems sollte daher im zunehmend implizit erfolgen, nur 
wenig Aufmerksamkeit benötigen und nach Möglichkeit proaktiv durch das System unter-
stützt werden [76].  
Wearable Systems haben somit Eigenschaften, die sie deutlich von mobilen Systemen ab-
heben. Mann charakterisiert ein Wearable System durch die in Tabelle 2 aufgelisteten Ei-
genschaften [95]. 
Eigenschaft Beschreibung 
nicht einschränkend  
(unrestrictive) 
Das System schränkt die Beweglichkeit und Mobilität der be-
nutzenden Person nicht ein (vollständige Mobilität). 
nicht voll vereinnahmend  
(unmonopolizing) 
Das System beansprucht nicht die volle Aufmerksamkeit der 




Die benutzende Person kann den aktuellen Systemstatus 
stets in Erfahrung bringen und dem System Aufmerksamkeit 
widmen wenn notwendig. 
steuerbar  
(controllable) 
Das System ist durch die benutzende Person steuerbar und 
reagiert auf Benutzereingaben. Die benutzende Person behält 
zu jeder Zeit die Kontrolle über die (Hintergrund-)Aktivitäten 
des Systems. 
Umwelt wahrnehmend (at-
tentive to environment) 
Das System erfasst seine Umwelt. Es kommuniziert und in-
teragiert mit seiner Umgebung. 
kommunikativ  
(communicative) 
Das System kommuniziert mit anderen Geräten des mobilen 
Systems. 




Das System ist stets verfügbar und einsatzbereit. 
persönlich  
(personal) 
Das System ist persönliches und privates Gut der besitzen-
den Person. Diese nimmt es als Erweiterung ihres Körpers 
und Geistes wahr, wird es nicht abnehmen wollen und nicht 
mit anderen teilen. 
Tabelle 2: Charakteristische Eigenschaften von Wearable Systems nach Mann (1998, S. 47) 
Dvorak erweitert diese Charakterisierung für Distributed Wearable Systems, die eine Kom-
position von lose gekoppelten, funktional aber eng integrierten, kollaborativ arbeitenden 
Komponenten unterschiedlicher Art und Anzahl darstellen, die in der Regel eine gemeinsa-
me zentrale Verarbeitungseinheit nutzen oder bedienen [5]. Die benutzenden Personen 
können das System nach ihren Bedürfnissen zusammenstellen. Diese Eigenschaften kön-
nen zu einer erhöhten Systemfunktionalität und zu neuen Systemdiensten führen. Ein-und 
Ausgaberäume sind harmonisiert, so dass die Benutzungsschnittstelle immer konsistent, 
verständlich und gebrauchstauglich ist, auch wenn sich die Systemkonfiguration häufig än-
dert. Dvorak leitet daraus die folgende Definition eines Distributed Wearable Systems ab: 
Definition 4: „Ein verteiltes tragbares System (Distributed Wearable System) ist 
eine Sammlung von Geräten am Körper einer Person, die nahtlos und unter der 
ständigen Kontrolle der benutzenden Person, zusammenarbeiten, um den An-
wender bei alltäglichen Aufgaben unterstützen. Diese Geräte, einzeln oder zu-
sammen, erzeugen geringe oder keinen Nutzungswiderstand (operational iner-
tia). Sie sind proaktiv und unaufdringlich im Betrieb. Benutzer verwenden diese 
Geräte in einer nahezu unbewussten Weise und erkennen darin eine Erhöhung 
ihrer Lebensqualität.“ [5, S. 47] 
Der Nutzungswiderstand (operational inertia) ist ein dabei das Kernkonzept für die Bewer-
tung von Wearable Devices und wird im Abschnitt „Gestaltung einer verteilten tragbaren 
Benutzungsschnittstelle“ im Detail erläutert. Abbildung 6 zeigt die Mensch-Maschine-
Interaktion in einem Distributed Wearable System nach [5]. Es ist charakteristisch, dass In-
formationsflüsse direkt vom und zum Wearable Device existieren und dass dieses selbst-
ständig Eingaben an die benutzende Person oder an andere Wearable Devices richten kann. 
Bei verteilten tragbaren Systemen erfolgt die autonome Interaktion zwischen den Wearab-
les entsprechend innerhalb der Systemgrenzen. 
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Abbildung 6: Mensch-Maschine-Interaktion in einem Wearable System nach Dvorak [5, S. 51] 
Dvorak identifiziert fünf wesentliche Faktoren, die die Akzeptanz von Wearable Systems 
durch die Benutzer beeinflussen. Der erste Faktor ist die Tragbarkeit (wearability) selbst. 
Das System muss an das natürliche Verhalten der benutzenden Person angepasst und in 
seine üblichen Arbeitsabläufe integriert sein. Es sollte die Mobilität der benutzenden Person 
fördern und nicht beeinträchtigen. Der zweite Faktor ist die Benutzerfreundlichkeit (ease of 
use). Die Systeme müssen einfach bedienbar und unaufdringlich sein. Der dritte Faktor ist 
eine überzeugende ästhetische Gestaltung (compelling design). Sofern Teile des Systems 
sichtbar sind, sollten sie den ästhetischen Vorstellungen der benutzenden Person entspre-
chen. Weder das Mitführen noch das Benutzen des Systems darf aus ästhetischen Gründen 
unangenehm oder gar peinlich sein. Dies gilt nicht nur für Produkte im privaten Bereich. Der 
vierte Faktor ist die Funktionalität (functionality). Das System muss einen erkennbaren 
Mehrwert für die benutzende Person bieten. Verfügbarkeit und Leistungsfähigkeit müssen 
den Anforderungen der Person genügen. Der fünfte Faktor ist der Preis für die Beschaffung 
und Unterhaltung des Wearable System (price). Dieser sollte ein einem angemessenen Ver-
hältnis zum Nutzen des Systems stehen [5, S. 18f]. 
Es ist anzumerken, dass Tragbarkeit nicht zwangsläufig eine vollständige Integration in die 
Kleidung bedeuten muss [5, S. 61ff]. Wesentlich ist der Aspekt, dass die Geräte für die Nut-
zung nicht aus der dauerhaften Verstauung entnommen werden und betriebsbereit gemacht 
werden müssen. Die Attraktivität im ästhetischen Sinne ist auch im professionellen Kontext 
wesentlich. Zwar ist Ästhetik im professionellen Kontext kein unmittelbarer Motivator für 
die Beschaffung und den Einsatz von Geräten. Dennoch sind wie in jedem Nutzungskontext 
die individuelle Schamgrenze und Hemmschwelle der Benutzer zu berücksichtigen um eine 
breite Akzeptanz der Lösung zu gewährleisten. Die Funktionalität ist das wesentliche Be-
schaffungskriterium im industriellen Kontext. Hierbei ist sowohl der betriebliche Nutzen als 
auch der persönliche Nutzen für die benutzende Person zu berücksichtigen. Hinsichtlich der 
Wirtschaftlichkeit der Lösung sind die Kosten für die Einführung, den Betrieb und die In-






















5 MENSCH-ZENTRIERTE GESTALTUNG 
 
„Everything should be made as simple as possible, but not simpler.”  
(nach Albert Einstein) 
 
5.1 DEFINITIONEN 
Gould und Lewis, zwei Begründer des modernen nutzerorientierten Gestaltens, fassen ihren 
Entwicklungsansatz in drei Prinzipien der Systemgestaltung zusammen: ein früher und kon-
tinuierlicher Fokus auf Benutzer und Aufgaben zur Verbesserung der Analyse- und Gestal-
tungsergebnisse, empirische Messungen im Rahmen von Benutzertests zur frühzeitigen 
und kontinuierlichen Datensammlung sowie eine iterative und integrierte Gestaltung zur 
kontinuierlichen Verbesserung des Produkts und schrittweisen Integration von neuen Funk-
tionen [96]. Diese Grundsätze bilden seither die Grundlage praktisch aller nutzerzentrierten 
Entwurfsprozesse. Die Konzepte wurden erstmals von Shneiderman umfassend für den 
praktischen Einsatz aufgearbeitet [97].  
Der Begriff Usability Engineering hat seinen Ursprung in der gleichnamigen Veröffentlichung 
von Nielsen [98]. Der Begriff des nutzerzentrierten Entwerfens (user centered design – 
UCD) wurde zeitgleich in den Arbeiten von Norman und Draper [99] geprägt und später von 
Vredenburg u.a. [100], [101] operationalisiert und verfeinert. Wixon und Wilson definieren 
Usability Engineering als ein „Verfahren zur Definition, zur Messung und damit zur Verbes-
serung der Gebrauchstauglichkeit eines Produkts“ [102, S. 654]. Mayhew sieht in Usability 
Engineering „eine Disziplin, die strukturierte Methoden zur Erreichung von Gebrauchstaug-
lichkeit und zur Optimierung der Gestaltung einer Benutzungsschnittstelle während der Pro-
duktentwicklung liefert“ [103, S. 2]. Daneben existieren noch eine Reihe weiterer Definitio-
nen. Sie beziehen sich in der Regel auf Verfahren oder Methoden, die während sämtlicher 
Phasen der Entwicklung systematisch die Gebrauchstauglichkeit von Systemen, Produkten 
und Dienstleistungen verbessern und damit helfen Fehler zu reduzieren, die auf unzu-
reichende Gebrauchstauglichkeit zurückzuführen sind. 
Nutzerzentriertes Entwerfen wird von der User Experience Professionals Association (UxPA) 
definiert als „ein Ansatz oder eine Philosophie, die eine frühzeitige und kontinuierliche Ein-
beziehung der Benutzer in die Gestaltung und Evaluierung betont“ [104]. Das U.S. Depart-
ment of Health and Human Services definiert nutzerzentriertes Entwerfen als „strukturierte 
Methodik zur Produktentwicklung, die Benutzer in allen Phasen der Website-Entwicklung 
einbezieht, um eine Website zu gestalten, die den Bedürfnissen der Benutzer gerecht wird. 
Dieser Ansatz berücksichtigt Geschäftsziele eines Unternehmens und die Bedürfnisse, Ein-
schränkungen und Vorlieben des Benutzers“ [105], wobei die Definition auf die Entwicklung 
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von Systemen, Produkten und Dienstleistungen verallgemeinert werden kann. 
DIN EN ISO 9241-210 empfiehlt die Erweiterung des Betrachtungsbereichs auf einen 
Mensch-zentrierten Gestaltungsansatz, bei dem Entwickler alle relevanten menschlichen 
Akteure berücksichtigen. In der Norm wird die folgende Definition vorgeschlagen, die im 
Rahmen dieser Arbeit Anwendung findet: 
Definition 5: „Mensch-zentrierte Gestaltung ist eine Herangehensweise bei der 
Gestaltung und Entwicklung von Systemen, die darauf abzielt interaktive Syste-
me gebrauchstauglicher [und zweckdienlicher] zu machen, indem sie sich auf 
die Verwendung des Systems konzentriert und Kenntnisse und Techniken aus 
den Bereichen der Arbeitswissenschaft/Ergonomie und der Gebrauchstauglich-
keit anwendet.“ [19, S. 2, 6] 
Einer Mensch-zentrierten Gestaltung können die ergonomischen Gestaltungsziele der „Op-
timierung der Arbeitsbeanspruchung, Vermeidung beeinträchtigender Auswirkungen und 
Förderung erleichternder Auswirkungen“ zugrunde gelegt werden, da diese unmittelbar die 
Gebrauchstauglichkeit erhöhen [8, S. 6]. Umgekehrt sind Effektivität, Effizienz und Zufrie-
denstellung auch für die ergonomische Gestaltung wesentliche Maße [9, S. 15]. Das Kon-
zept der Gebrauchstauglichkeit nach DIN EN ISO 9241-11 [26] kann daher „bei der Festle-
gung, Gestaltung und Bewertung von Systemen, Produkten und Dienstleistungen verwen-
det werden“ und „als Rahmen zur Festlegung und Überprüfung der zu erreichenden Gestal-
tungsziele“ dienen [9, S. 15]. DIN EN ISO 9241-210 empfiehlt darüber hinaus, alle Aspekte 
des Nutzererlebens (user experience) bei der Gestaltung zu berücksichtigen und bezieht 
sich damit explizit auf das Konzept des Nutzererlebens [19, S. 11]. Gleiches wird auch von 
Gorlenko und Merrick gefordert [79]. Moser stellt einen ersten umfassenden erlebnisorien-
tierten Entwurfsansatz (user experience design) vor, dessen Ziel es ist „ein Produkt zu ge-
stalten, das die Nutzer nachhaltig begeistern kann“ [106, S. 0 (Vorwort)].  
5.2 PRINZIPIEN DES MENSCH-ZENTRIERTEN GESTALTENS 
In dieser Arbeit wird ein Mensch-zentrierter Gestaltungsansatz verfolgt, um das Ziel einer 
ergonomischen und gebrauchstauglichen Gestaltung von mobilen Informationssystemen für 
anspruchsvolle Nutzungskontexte zu erreichen. Seit den Arbeiten von Gould und Lewis 
werden die grundlegenden Prinzipien des Mensch-zentrierten Gestaltens in der Literatur 
diskutiert, angepasst und weiterentwickelt [96]. Aus den heute verfügbaren Arbeiten lassen 
sich die in Tabelle 3 zusammengefassten Grundprinzipien des Mensch-zentrierten Gestal-







Prinzip Beschreibung  
Nutzerorientierung Nutzungskontext, Benutzer- und Nutzungsziele sowie die charak-
teristischen Eigenschaften der benutzenden Personen sollen 
frühzeitig die Produktentwicklung leiten. 
Aktive Einbeziehung der 
benutzenden Personen 
Repräsentative Benutzer sollen sich frühzeitig und kontinuierlich 
über den gesamten Entwurfsprozess und den gesamten Produkt-
Lebenszyklus hinweg aktiv an der Entwicklung beteiligen. 
Evolutionäre Produkt-
entwicklung 
Der Entwurfsprozess soll iterativ und inkrementell sein. 
Eingängige Präsentation 
von Entwürfen 
Gestaltungsentwürfe sollen derart präsentiert werden, dass sie 
von den benutzenden Personen und allen weiteren Akteuren 
leicht verstanden werden können. 
Umsetzung von Gestal-
tungsentwürfen 
Es sollen frühzeitig und kontinuierlich Prototypen gefertigt und 
genutzt werden, um den benutzenden Personen und allen weite-
ren Akteuren Gestaltungsentwürfe präsentieren und diese ge-
meinsam evaluieren zu können. 
Kriterienbasierte Bewer-
tung 
Gestaltungsentwürfe sollen frühzeitig und kontinuierlich auf der 
Grundlage bewährter Maße der Gebrauchstauglichkeit gegen 
spezifizierte Zielkriterien bewertet werden. 
Systematische Gestal-
tung 
Der Entwurfsprozess soll dedizierte Gestaltungsaktivitäten bein-
halten. 




Alle Aspekte, die Einfluss auf die zukünftige Produktnutzung ha-
ben, sollen im Entwurfsprozess berücksichtigt werden. 
Angepasste Prozesse Ein Mensch-zentrierter Gestaltungsansatz soll individuell an die 
spezifischen Eigenschaften und Anforderungen des jeweiligen 
Unternehmens angepasst und optimal in bestehende Entwick-
lungsprozesse integriert werden. 




5.3 MENSCH-ZENTRIERTE ENTWURFSPROZESSE 
5.3.1 Stand der Wissenschaft 
Gestaltungsaktivitäten, gleich welcher Art, stellen einen kreativen Prozess dar. Im Sinne des 
intuitionistischen Konzepts nach Poincaré (zitiert nach [14, S. 267f]) besteht dieser Prozess 
im Wesentlichen aus einem neuartigen Kombinieren von bekannten Elementen. Dazu 
sammelt die gestaltende Person bewusst Informationen zu ihrem Gestaltungsbereich und 
baut Wissen auf (Präparation). Dieses Wissen wird unterbewusst verwertet, es werden As-
soziationen geschaffen und Aggregationen vorgenommen (Inkubation). Diese kehren ir-
gendwann in Form eines Einfalls in das Bewusstsein der gestaltenden Person zurück (Illu-
mination). Abschließend prüft diese seinen Einfall kritisch auf dessen Potenzial und Eignung 
(Verifikation). Nach dem rationalistischen Konzept nach Zwicky und Hansen (zitiert nach [14, 
S. 269f]) kann die sonst unbewusst und unkontrolliert verlaufende Inkubationsphase durch 
geeignete Prozeduren objektiviert, systematisch erzeugt und zugänglich gemacht werden. 
Dies ist das zentrale Ziel jedes formalisierten Entwurfsprozesses. Mensch-zentriert wird der 
Entwurfsprozess dadurch, dass er sich „auf die Benutzer, deren Erfordernisse und Anforde-
rungen konzentriert sowie Kenntnisse und Techniken der Arbeitswissenschaft/Ergonomie 
[…] anwendet“ [19, S. 4]. 
Im internationalen Normenwerk stellt DIN EN ISO 9241-210 einen grundlegenden Mensch-
zentrierten Entwurfsprozess vor [19]. Es handelt sich um einen iterativen Prozess, der auf 
dem Konzept der Gebrauchstauglichkeit nach DIN EN ISO 9241-11 aufsetzt [26]. Er besteht 
aus vier Phasen, die sequenziell durchlaufen werden. Sie bilden somit einen Zyklus, der bei 
Bedarf wiederholt durchgeführt wird. Vorbereitend wird der gesamte Mensch-zentrierte 
Entwurfsprozess geplant. Dabei wird auch die Integration in bestehende Software-
Entwicklungsprozesse festgelegt. In Phase 1 wird der Nutzungskontext analysiert und spe-
zifiziert. Daraus werden in Phase 2 die Nutzungsanforderungen abgeleitet. Darauf aufbau-
end werden in Phase 3 geeignete Gestaltungslösungen erarbeitet, welche die festgelegten 
Nutzungsanforderungen erfüllen sollen. In Phase 4 werden diese Gestaltungslösungen an-
hand der Nutzungsanforderungen evaluiert. Erfüllen die Lösungen die festgelegten Kriterien 
nicht, so geht der Entwurfsprozess in die nächste Iteration, andernfalls ist die Arbeit abge-
schlossen. Dabei können die Gestaltenden grundsätzlich in jede der vorgenannten Phasen 
wechseln, abhängig von der identifizierten Ursache der Verfehlung der Kriterien.  
Es ist zu beachten, dass der Prozess außer dem Übergang von Phase 4 in Phase 3 keine 
Rückwärtsschritte zwischen den Phasen vorsieht. Der Prozess ist in bestehende Entwurfs-
prozesse integrierbar uns stellt seit der Veröffentlichung die Grundlage einer Vielzahl von 
Entwurfsprozessen dar. Allerdings konkretisiert die Norm weder Verfahren und Techniken 
zur Umsetzung des Prozesses, noch werden Vorgaben zur Steuerung entsprechender Ent-
wurfsprojekte gemacht. Die geforderten Teilergebnisse der einzelnen Phasen werden kurz 
aufgelistet, eine detaillierte Beschreibung ist in ISO IEC TR 25060 (2010) zu finden.  
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Maguire stellt einen methodischen Ansatz zur Umsetzung des Mensch-zentrierten Entwurf-
sprozesses nach DIN EN ISO 14307 [109] (heute DIN EN ISO 9241-210 [19]) und einen ent-
sprechenden Methodenbaukasten vor [107]. Mayhew beschreibt einen weiteren, wesent-
lich umfassenderen Mensch-zentrierten Entwurfsprozess, den Usability Engineering Life-
Cycle [102]. Dieser Prozess besteht aus drei Phasen, die in zahlreiche Stufen mit entspre-
chenden Teilzielen und Rückkopplungen unterteilt sind. Für jede Entwicklungsstufe werden 
auch geeignete Methoden, geforderte Ergebnisse sowie praktische Hinweise gegeben. 
Zentrale Entwurfsergebnisse sind dabei Style Guides für das spätere Produkt.  
In Phase 1 erfolgt eine Anforderungsanalyse, um die Kriterien und Ziele hinsichtlich der Ge-
brauchstauglichkeit festzulegen. In Phase 2 werden iterativ entsprechende Lösungen ge-
staltet, Nutzertests mit Systemprototypen durchgeführt und Verbesserungen an den Gestal-
tungslösungen vorgenommen. In Phase 3, der Nutzungsphase, werden Rückmeldungen der 
realen Benutzer zum Endprodukt erhoben und ausgewertet. Sollten noch Mängel auftreten, 
so können diese im Rahmen der weiteren Produktentwicklung abgestellt oder in Folgepro-
jekten berücksichtigt werden. Das zugrunde liegende Vorgehensmodell ist komplex und in 
hohem Detailgrad ausspezifiziert. Es berücksichtigt die Grundprinzipien der Mensch-
zentrierten Gestaltung und ist konform zu DIN EN ISO 9241-210 [19]. Rosson und Carrol 
stellen mit dem Scenario Based Usability Engineering einen Gestaltungsprozess vor, der 
verschiedenartige Szenarien als zentrale Zwischenergebnisse sämtlicher Entwurfsschritte 
beinhaltet [27]. Aus Problemszenarien werden dabei iterativ Aktivitäts-, Informations- und 
Interaktionsszenarien entwickelt, die zur Spezifikation der Gebrauchstauglichkeit des späte-
ren Produkts verwendet werden.  
Leventhal und Barnes stellen einen parallel-iterativen Ansatz vor, der insbesondere auf die 
arbeitsteilige Gestaltung und Entwicklung in interdisziplinären Arbeitsgruppen ausgerichtet 
ist [110]. Der Ansatz basiert auf früheren Arbeiten zur Organisation von Hochschulkursen zur 
Mensch-Maschine-Interaktion [111], [112] und wird in ähnlicher Weise auch von Timpe u.a. 
beschrieben [15]. Garrett stellt einen Mensch-zentrierten Entwurfsprozess mit explizitem 
Fokus auf das Nutzererleben (user experience) vor, der sich statt an Phasen an fünf Ebenen 
(planes) orientiert, die von unten nach oben (bottom-up) entworfen werden müssen und als 
Ganzes das Nutzererleben bestimmen [113]. In jeder Ebene sind andere Qualifikationen 
notwendig, über die sich die Zusammensetzung der jeweiligen Arbeitsgruppen definiert. 
5.3.2 Der Parallel-Iterative Entwurfsprozess 
Multidisziplinäre Arbeitsgruppen, Arbeitsteilung und wissenschaftliche Kooperation sind für 
leistungsfähige Forschung unabdingbar. Im universitären Umfeld spielt die Kooperation zwi-
schen Wissenschaftlern und Studenten in deren wissenschaftlichen Qualifikationsarbeiten 
eine herausragende Rolle. Es ist daher ein Gestaltungsansatz und ein Entwurfsprozess zu 
wählen, bei dem die Vorteile dieser spezifischen Konstellation optimal zum Tragen kommen. 
Im Rahmen dieser Arbeit wird ein arbeitsteiliger, iterativ-inkrementeller Entwurfsprozess 
basierend auf der Arbeit von Timpe u.a. verwendet [15]. Dieses Konzept geht zurück auf die 
Arbeiten von Curtis und Hefley [114] und wurde bereits erfolgreich in Entwurfsprozessen 
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umgesetzt [110], [115]. Zusammen mit dem systemtechnischen Denkansatz bietet er einen 
Zugang zur Gestaltung von software-intensiven interaktiven Systemen [15, S. 9]. Der Ansatz 
trennt den Entwurfsprozess auf globaler Ebene in einen humanwissenschaftlichen und ei-
nen ingenieurwissenschaftlichen Strang mit einer eindeutig festgelegten Teilung von Arbeit 
und Verantwortlichkeit und mit definierten Synchronisationspunkten (quality gates), an de-
nen widersprüchliche Ziele und Zwänge der einzelnen Disziplinen synchronisiert sowie Ge-
staltungs- und Implementierungsdetails konsolidiert werden [15, S. 24]. 
Dieser Parallel-Iterative Ansatz wurde an die spezifischen Rahmenbedingungen der universi-
tären Forschung angepasst und in den Mensch-zentrierten Entwurfsprozess nach 
DIN EN ISO 9241-210 [19] integriert. Wie in Abbildung 7 zu sehen ist, besteht der Prozess 
aus zwei parallel-iterativen Teilprozessen, die miteinander gekoppelt sind. Der Teilprozess 
Systementwicklung umfasst die Festlegung des Nutzungskontexts, die Gesamtkonzeption 
des Systems aus ergonomischer, soziotechnischer und humanwissenschaftlicher Sicht so-
wie die Bewertung der Gebrauchstauglichkeit des Gesamtsystems. Er beginnt mit einer 
Zieldefinition für die Systementwicklung, der sich ein iterativer Prozess nach DIN EN ISO 
9241-210 anschließt. Die Erarbeitung der Gestaltungslösungen wird nun ausgelagert. Im 
Zuge der Systemgestaltung werden zunächst Komponenten (Hardware, Software oder Teil-
systeme) definiert, die eigenständig entwickelt und realisiert werden können. Diese werden 
im Hinblick auf die spätere Systemfunktion konzipiert und anschließend in eigenständige 
Teilprojekte ausgelagert. Die Komponentenentwicklung umfasst die technischen, funktiona-
len und gegebenenfalls ästhetischen Aspekte der Komponente unter den Maßgaben der 
Gesamtkonzeption des Systems. Wird die Komponentenentwicklung von einer anderen Ar-
beitsgruppe umgesetzt als die Systementwicklung, so findet eine Inkubation der wesentli-
chen Forschungs- und Entwicklungsziele, der Systemanforderungen sowie gegebenenfalls 
der bereits verfügbaren Vorarbeiten als in das Teilprojekt statt. Die Komponenten-
entwicklung folgt nun wiederum einem eigenen Entwicklungszyklus nach DIN EN ISO 9241-
210, der mit einer grundsätzlich expertenbasierten Evaluation der entwickelten Komponente 
endet.  
Erfüllt die Komponente die Anforderungen aus Expertensicht, so wird sie in das Gesamtsys-
tem integriert, und die wesentlichen Erkenntnisse und Ergebnisse der Komponenten-
entwicklung werden im Rahmen der Extraktion generalisiert und wissenschaftlich verwer-
tet. Andernfalls wird die Komponente iterativ überarbeitet. Das nunmehr erweiterte Ge-
samtsystem wird nun einer grundsätzlich leistungsorientierten Evaluation der Gebrauchs-
tauglichkeit unterzogen. Werden dabei noch Mängel festgestellt, die auf die entwickelte 
Komponente zurückzuführen sind, so kann ein weiterer Zyklus der Komponenten-
entwicklung initiiert werden. Durch die klare Trennung in eine humanwissenschaftlich orien-
tierte Systementwicklung und eine technisch umsetzungsorientierte Komponenten-
entwicklung können je nach Art der Komponente interdisziplinäre Arbeitsgruppen mit geeig-
neten Qualifikationen zusammengestellt werden, die die Kompetenzen der Systementwick-
ler optimal ergänzen. Werden System- und Komponentenentwicklung von derselben Ar-
beitsgruppe durchgeführt, dann entfallen die Inkubation und Extraktion.  
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Dieser Entwurfsprozess erlaubt eine parallele, iterative Entwicklung von Komponenten für 
ein Gesamtsystem. Er ermöglicht durch die Inkubation und Extraktion auch Abweichungen 
in den Zieldefinitionen für die Komponente von derjenigen des Gesamtsystems. Damit ist 
ein eigenständiges wissenschaftliches Arbeiten an der Komponente trotz übergeordneter 
wissenschaftlich-technischer Konzeption für die Systementwicklung möglich. Im universitä-
ren Betrieb kann die Komponentenentwicklung so in studentischen Qualifikationsarbeiten 
durchgeführt werden. Die Inkubation findet durch die Ausgestaltung der Aufgabenstellung 
und der Anforderungsspezifikation sowie die Bereitstellung von Vorarbeiten bzw. anderen 
Systemkomponenten statt. Der nachfolgende Entwicklungszyklus ist dann Gegenstand der 
entsprechenden Arbeit. Die Bewertung des Ergebnisses erfolgt durch expertenbasierende 
(selten auch nutzerbasierte5) Evaluationsmethoden und die Begutachtung der Arbeit. Die Ex-
traktion umfasst die wissenschaftliche Generalisierung der Ergebnisse über die konkrete 
Aufgabenstellung hinaus sowie deren technologische Verwertung. Sollte die Komponente 
noch nicht den Anforderungen des Gesamtsystems genügen, kann ein weiterer Entwick-
lungszyklus durchgeführt werden. Da sich die Zielstellung der Qualifikationsarbeit sich von 
derjenigen der Systementwicklung variieren lässt, kann eine Systembewertung durchaus 
Optimierungsbedarf ergeben, obwohl die vorangegangene Komponentenbewertung im 
Rahmen der Arbeit positiv ausgefallen ist. Das bedeutet auch, dass die Extraktion gegebe-
nenfalls nur Teile der Arbeitsergebnisse der Komponentenentwicklung umfassen kann. 
Ebenso kann eine Extraktion mehrere Komponentenentwürfe zusammenführen, zum Bei-
spiel im Rahmen eines Parallel Design Ansatzes. Der vorgestellte Prozess erlaubt es zudem, 
die Forschungsziele und -ergebnisse der studentischen Qualifikationsarbeiten klar von de-
nen der übergeordneten Forschungsarbeit zu trennen.  
 
Abbildung 7: Der parallel-iterative Entwurfsprozess 
                                                
5 Den ethischen Grundsätzen des Experimentierens unter Beteiligung von Menschen folgend werden 
nutzerbasierte Methoden, gleich welcher Art, generell von geschultem wissenschaftlichem Personal 



























5.4 METHODEN DES MENSCH-ZENTRIERTEN GESTALTENS 
5.4.1 Stand der Wissenschaft 
In den letzten 30 Jahren wurde eine Fülle von Methoden für alle Phasen des Mensch-
zentrierten Gestaltens entwickelt. Die von Nielsen vorgestellten Methoden des sogenann-
ten Discount Usability Engineering stellen, gemessen an ihrer Verbreitung, heute noch im-
mer einen grundsätzlichen Methodenkanon dar [98]. Hom stellt eine große Sammlung an 
Methoden und Techniken des Usability Engineering vor [116]. Maguire liefert ebenfalls ei-
nen umfangreichen, nach Prozessphasen kategorisierten Methodenbaukasten für das 
Mensch-zentrierte Gestalten [107]. Mayhew [102], Rosson und Carrol [27] ebenso wie Le-
venthal und Barnes [110] stellen Methodensammlungen für die von Ihnen entwickelten 
Entwurfsprozesse zusammen. Moser greift viele dieser Methoden auf und ergänzt sie um 
explizit erlebnisorientierte Methoden [106]. Weitere Methodensammlungen sind in [117], 
[118]und [119] zu finden. Im Bereich internationaler Standards findet sich z.B. in ISO/TR 
16982 eine Methodensammlung für Mensch-zentrierte Entwurfsprozesse [120]. Daneben 
existieren zahlreiche Websites, die umfangreiche Datenbanken zu Methoden und Techniken 
anbieten und ständig aktualisiert werden [104], [105], [121]. Bevan stellt einen multikrite-
riellen Auswahlprozess für Mensch-zentrierte Gestaltungsmethoden vor, der auf 
ISO/TR 16982 [120] und ISO/TS 18152 [122] basiert [123]. Im Anhang D des Dokuments 
sind verschiedene Gestaltungsmethoden hinsichtlich ihrer Eignung für verschiedene Ent-
wicklungsziele bewertet. In Tabelle 4 sind die für diese Arbeit relevanten Entwicklungsziele 
aufgelistet und diejenigen Methoden zusammengefasst, die im Rahmen dieser Arbeit zum 


























































































































Hohe Produktqualität ++ x + + ++ 
Frühzeitige Rückmeldung + o + + o 
Nutzerbeteiligung gefordert ++ + ++ + ++ 
Komplexe Aufgaben  + o + o + 
Weites Aufgabenspektrum + ++ + + + 
Fehler haben erhebliche 
Konsequenzen 
++ + + + ++ 
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Hohe Zeit- und Genauig-
keitsanforderungen 
+ – – – ++ 
Hochgradig adaptierbares 
Produkt 
+ o ++ o + 
Limitierte finanzielle und 
zeitliche Ressourcen 
o ++ o + – 
Tabelle 4: Bewertung verschiedener Gestaltungsmethoden hinsichtlich ihrer Eignung für diese Arbeit 
nach [123] 
Die Analyse der Gesamtaufstellung in [123] zeigt, dass keine einzelne Methode für alle rele-
vanten Entwicklungsziele optimal geeignet ist. Daher werden sechs Methoden ausgewählt 
und im Parallel-Iterativen Entwurfsprozess eingesetzt. Dabei dienen die Dokumentenanalyse 
und die Begleitende Beobachtung als Methoden der Informationsbeschaffung im Rahmen 
der Anforderungsermittlung, das Rapid Prototyping sowie die Morphologische Analyse als 
kollaborative Gestaltungsmethoden und der Expert-Walkthrough sowie die Nutzerevaluation 
als Bewertungsmethoden. Im Folgenden werden die genannten Methoden kurz beschrie-
ben und anschließend in den Parallel-Iterativen Entwurfsprozess eingeordnet. 
5.4.2 Dokumentenanalyse 
Die Dokumentenanalyse ist eine dokumentenbezogene Sekundärforschungsmethode, das 
heißt, bereits gesammelte Daten und vorhandene Dokumente werden unter neuer Frage-
stellung gesichtet und ausgewertet. Ziel der Recherche ist es, bekannte Informationen zu 
den typischen bzw. festgelegten Nutzungszielen und dem Nutzungskontext eines (zukünfti-
gen) Produkts, Systems oder einer Dienstleistung zu gewinnen [65, S. 88]. Dabei kommt die 
sogenannte Inventur-Technik zum Einsatz, bei der die Unterlagen systematisch nach Infor-
mationen über den fraglichen Sachverhalt, in diesem Fall den Nutzungskontext der Zielgrup-
pe, durchsucht werden. Die Auswertung erfolgt dabei weitgehend ohne die Mitarbeit der 
Bereitsteller der Unterlagen.  
5.4.3 Nutzerbeobachtung 
Die Nutzerbeobachtung ist eine personenbezogene Primärforschungsmethode, das heißt, 
sie dient der empirischen Erhebung bislang nicht erfasster Daten, bei der eine Person als 
primäre Datenquelle dient. Das Ziel der Beobachtung ist die unmittelbare, ganzheitliche und 
tiefe Erfassung des Verhaltens der beobachteten Person während der Bearbeitung von Auf-
gaben sowie der vorherrschenden Umwelteinflüsse während des Verhaltensaktes. Inner-
halb der Grenzen der praktischen Beobachtbarkeit kann das gesamte bewusst und unbe-
wusst gesteuerte, visuell beobachtbare Verhalten der beobachteten Personen erfasst wer-
den. Die Methode ist objektiv, aber bedingt durch die Auswahl, Interpretation und (unbe-
wusste) Rationalisierung von Beobachtungsdaten abhängig von der beobachtenden Person 
[65, S. 89]. 
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Es wird unterschieden zwischen verdeckter Beobachtung und offener Beobachtung, beides 
sind direkte Methoden. Bei ersterer wird die beobachtete Person über die Beobachtung erst 
nach deren Abschluss aufgeklärt, damit ist die Methode nichtinvasiv. Bei letzterer wird die 
beobachtete Person bereits im Vorfeld aufgeklärt. Bei einer begleitenden Beobachtung 
(auch teilnehmende Beobachtung) befindet sich die beobachtende Person zudem perma-
nent in direkter räumlicher Nähe zur beobachteten Person und kann diese gegebenenfalls zu 
ihrem Verhalten befragen. Damit können auch nicht in der reinen Beobachtung wahrnehm-
bare verhaltensauslösende Faktoren erfasst werden, dafür ist die Methode invasiv. Im Falle 
einer verdeckten Beobachtung ist die Methode unabhängig von der Kooperations-
bereitschaft der beobachteten Person. Je nach gewählter Beobachtungsform variiert der er-
forderliche Aufwand. Für andere als begleitende Beobachtungen ist der apparative Aufwand 
groß, da möglichst viele Informationen über den Beobachtungsgegenstand und den Nut-
zungskontext an eine nicht beteiligte beobachtende Person übermittelt werden müssen. Im 
Falle der verdeckten Beobachtung muss diese Apparatur zudem unbemerkt von der beo-
bachteten Person arbeiten. Im Falle der begleitenden Evaluation ist hingegen der kognitive 
Aufwand für die Datenerfassung sehr groß, da Beobachtung und Dokumentation parallel 
und in Echtzeit erfolgen müssen. Eine Audio/ Video-Aufzeichnung der Beobachtung ist häu-
fig nur sehr eingeschränkt möglich. Im Rahmen dieser Arbeit wird die Technik der beglei-
tenden Beobachtung in einem exemplarischen Unternehmen eingesetzt. Dabei steht eine 
tätigkeits- und ressourcenorientierte Betrachtung im Vordergrund mit dem Ziel Informatio-
nen über den derzeitigen realen Nutzungskontext zu gewinnen. 
5.4.4 Prototyping 
Der Begriff Prototyp wird in der Literatur, je nach Domäne und Zielsetzung recht vielfältig 
definiert. Nach DIN EN ISO 9241-210 ist ein Prototyp die „Darstellung eines Teils oder eines 
gesamten interaktiven Systems, die, gegebenenfalls mit Einschränkungen, zur Analyse, Ge-
staltung und Bewertung verwendet werden kann“ [19, S. 6]. Diese Definition bezieht sich 
direkt auf die Produktentwicklung. Eine allgemeinere Definition findet sich in 
ISO/IEC/IEEE 24765. Ein Prototyp ist demnach „ein vorläufiger Typ, eine Form oder Instanz 
eines Systems, die als Modell für eine spätere oder die endgültige, vollständige Version des 
Produkts dient“ [124, S. 284]. Das Modell kann dabei physisch, elektronisch, digital, analy-
tisch oder auch von anderer Art sein.  
Prototypen können vielfältig genutzt werden, unter anderem um die Umsetzbarkeit einer 
neuen bzw. unbekannten Technologie oder deren Risiken zu bewerten, um Anforderungen 
zu erheben, um Produkte oder Prozesse zu testen oder zu erproben, um Entwurfsvarianten 
zu vergleichen oder um wichtige Merkmale und Fähigkeiten zu demonstrieren [125]. 
McCurdy u.a. identifizieren dazu die Dimensionen Darstellungstreue, Funktionsumfang, 
Funktionstiefe, Interaktivität, Datengehalt und Technische Reife, in denen sich Prototypen 
vom Produkt unterscheiden können [126]. Basierend auf dieser Kategorisierung entwickeln 
Lim u.a. eine Anatomie von Prototypen [127]. Sie sehen den wesentlichen Zweck von Proto-
typen in der Exploration eines Entwurfsraums, um aussagekräftige Erkenntnisse über die 
endgültige Gestaltung zu gewinnen, sowie als Manifestationen der Gestaltungsideen. 
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Schön und Bennett bezeichnen Prototypen entsprechend als „reflektive Konversation mit 
Materialien“ [128, S. 171]. 
Als Prototyping wird nach ISO/IEC/IEEE 24765 „ein Entwicklungsverfahren für Hardware 
und Software [bezeichnet], bei dem eine Vorabversion von Teilen oder der vollständigen 
Hardware oder Software entwickelt wird, um Nutzerrückmeldungen zu ermöglichen, die 
Machbarkeit festzustellen um zeitliche oder andere Fragen zu untersuchen oder um den 
Entwicklungsprozess zu unterstützen“ [124, S. 284]. Die Encyclopedia of Information Sys-
tems sieht im Prototyping hingegen eine „Methode, bei der frühzeitig Modelle des endgül-
tigen Software-Produkts realisiert werden, um damit Systemanforderungen zu ermitteln und 
aktiv künftige Benutzer in den Entwicklungsprozess einzubeziehen“ [129]. Für Lim u.a. wie-
derum ist Prototyping eine „Tätigkeit mit dem Ziel der Schaffung einer Manifestation, die in 
ihrer einfachsten Form diejenigen Qualitäten filtert, an denen der Gestalter interessiert ist, 
ohne dabei das Verständnis des Ganzen zu verzerren“ [127, S. 7:4]. Für die vorliegende Ar-
beit wird die folgende, aus den vorstehenden Definitionen abgeleitete Definition verwendet: 
Definition 6: Als Prototyping werden Verfahren und Methoden bezeichnet, bei 
denen eine vorläufige Form oder Instanz eines Systems oder einer Systemkom-
ponente realisiert wird, die nur bestimmte Aspekte mehr oder minder vollstän-
dig abbildet (Prototyp) und hinsichtlich dieser Aspekte als Modell für eine späte-
re oder die endgültige Version des Systems dient. 
Lim u.a. definieren als Hauptentwicklungsziel des Prototyping, auf dem einfachsten und ef-
fizientesten Weg einen Prototyp zu realisieren, der die Möglichkeiten und Grenzen einer 
Gestaltungsidee sichtbar und messbar macht [127, S. 7:4]. Dieses wirtschaftliche Prinzip 
des Prototyping fordert von der gestaltenden Person, sich auf bestimmte Aspekte einer Ge-
staltungsidee zu konzentrieren und unnötige Aspekte herauszufiltern. Dadurch begrenzt und 
definiert diese den Entwurfsraum. Lim u.a. schlagen mehrere Filterdimensionen (filtering 
dimensions) vor, die Tabelle 5 zusammengefasst sind. 
 Filterdimension  Variablen (Beispiele) 
 Aussehen   Größe, Farbe, Form, Gewicht, Beschaffenheit, Größenverhält-
nisse, Stabilität, Haptik, Klang 
 Daten   Datenmenge, -typ und -nutzung, Hierarchie, Organisation 
 Funktionalität   Bedarf des Systems, der Benutzer 
 Interaktivität  Eingangsverhalten, Ausgangsverhalten, Rückmeldungsverhal-
ten, Unterstützungsverhalten 
Räumliche Anordnung Anordnung von, Beziehung zwischen Schnittstellen- oder In-
formationselementen 
Tabelle 5: Filterdimensionen nach Lim u.a. [127, S. 7:11] 
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Nachdem der Entwurfsraum spezifiziert wurde und die Realisierung des Prototyps beginnt, 
müssen die Gestaltenden festlegen, in welchen Aspekten sich die Realisierung des Proto-
typs von derjenigen des Endprodukts unterscheiden. Lim u.a. schlagen wiederum drei Rea-
lisierungsdimensionen (manifestation dimensions) vor. Prototypen können sich demnach 
vom Endprodukt hinsichtlich ihrer Realisierung unterscheiden durch die verwendeten Mate-
rialien und Herstellungsprozesse, Detaillierungsgrad und Herstellungsgenauigkeit sowie die 
implementierte Funktionalität [127, S. 7:11]. 
Dieses zweistufige Vorgehen ermöglicht eine präzise und klar strukturierte Spezifikation des 
geplanten Prototyps. Zur strukturierten, kollaborativen Spezifikation und Analyse des Ent-
wurfsraums entlang der festgelegten Filterdimensionen bietet sich die Methode der mor-
phologischen Analyse an. Die Festlegung der Art und Weise der Realisierung entlang der 
Realisierungsdimensionen sind forschungsökonomische Maßstäbe anzusetzen. In dieser 
Arbeit werden zur Prototypenherstellung sowohl herkömmliche subtraktive als auch genera-
tive Fertigungsverfahren sowie Rapid Software Prototyping Werkzeuge eingesetzt. 
5.4.5 Morphologische Analyse 
Die morphologische Analyse ist „eine kreative heuristische Methode, um komplexe Prob-
lembereiche vollständig zu erfassen und alle möglichen Lösungen vorurteilslos zu betrach-
ten“ [130, S. 562]. Sie bedient sich der heuristischen Kreativitätstechnik des Morphologi-
schen Kastens (kombinatorische Variation). Dabei wird zunächst der Gestaltungsgegenstand 
durch die relevanten Merkmale geeignet charakterisiert. Diese Merkmale werden in den Zei-
len des Morphologischen Kastens angeordnet. Anschließend werden alle möglichen Aus-
prägungen jedes Merkmals in den Spalten aufgelistet. Nun werden in einem iterativen 
Kombinationsprozess ungewünschte Ausprägungen und unsinnige bzw. unzulässige Kom-
binationen eliminiert, die verbleibenden Kombinationen bewertet und daraus die geeignets-
te Kombination ausgewählt. Neben der Kombination ist häufig auch eine Konkretisierung der 
Merkmale notwendig, um zur endgültigen Gestaltungslösung zu gelangen. 
Dabei ist zu beachten, dass bereits die Festlegung der Merkmalseinteilungen großen Ein-
fluss auf die Ergebnisse haben kann und daher möglichst objektiv und sorgfältig erfolgen 
muss. Da auch dieses Verfahren forschungsökonomisch sinnvoll bleiben muss, sollte die 
Gestaltungsfrage so präzisiert werden, dass sie sinnvoll mit einer kleinen Menge an Merk-
malen beantwortet werden kann. Ansonsten wird der kombinatorische Aufwand sehr groß. 
Es sollten nur solche Merkmale verwendet werden, für die mehrere unterschiedliche Aus-
prägungen existieren, die alle identifiziert werden können. Bei einer großen Zahl von Aus-






Der Begriff Evaluation wird in der Literatur häufig und recht unterschiedlich definiert. Eine 
sehr allgemeine Definition liefert Kromrey: „Evaluation ist eine Tätigkeit, bei der irgendet-
was von irgendjemandem anderen in irgendeiner Weise bewertet wird, indem irgendwelche 
Kriterien in irgendeiner Weise angewendet werden“ [131, S. 1]. Andere Definitionen sind 
spezifischer im Hinblick auf die Grundlagen, die Methodik und die erwarteten Ergebnisse. 
Rossi u.a. stellen eine Definition vor, auf die in der Literatur vielfach Bezug genommen wird: 
„Evaluation ist die systematische, konsequente und sorgfältige Anwendung von wissen-
schaftlichen Methoden, um die Gestaltung, Implementierung, Verbesserung oder die Aus-
wirkungen eines Programms zu beurteilen“ [132]. St Leger und Walsworth-Bell schlagen ei-
ne Definition vor, welche die Schlüsselrolle der erklärten Ziele für die Bewertung stärker be-
tont: „Evaluation ist die möglichst objektive, kritische Bewertung des Ausmaßes, in dem ei-
ne Dienstleistung oder ihre Bestandteile erklärte Ziele erfüllen“ [133]. Hamborg und Gediga 
erweitern den Betrachtungsbereich um Projekte [134]. Zusammenfassend lässt sich folgen-
de Definition ableiten, die dieser Arbeit zugrunde gelegt wird: 
Definition 7: Evaluation ist die systematische, konsequente und sorgfältige An-
wendung von wissenschaftlichen Methoden zum Zwecke einer möglichst objek-
tiven und kritischen Beurteilung und Bewertung eines Evaluationsobjekts hin-
sichtlich der Erfüllung von oder Eignung für erklärte Ziele. Evaluationsobjekte 
können unter anderem Personen, Produkte, Systeme, Prozesse, Projekte sein. 
Evaluationen können hinsichtlich verschiedener Aspekte kategorisiert werden. Die heute am 
meisten verbreitete Unterscheidung ist die zwischen formativer Evaluation und summativer 
Evaluation. Sie geht auf Scriven zurück und betrachtet das grundsätzliche Evaluationsziel 
[135]. Kernziel einer formativen Evaluation ist es, zur Optimierung des bewerteten Objekts 
beizutragen. Kernziel der summativen Evaluation ist hingegen ein finales Urteil über das 
bewertete Objekt zu fällen. In der Literatur werden diese Begriffe zudem häufig dazu ver-
wendet, um den Status des evaluierten Objekts (Konzept oder Umsetzung) oder den Zeit 
der Auswertung (während der Entwicklung oder am Ende der Entwicklung) näher zu be-
stimmen. Evaluationen können auch in Bezug auf die verwendeten Bewertungsmethoden 
und die teilnehmenden Personen klassifiziert werden [136]. Danach kann unterschieden 
werden zwischen leistungsorientierten Bewertungen durch prospektive oder tatsächliche 
benutzende Personen (usability testing) und expertenbasierten Bewertungen durch Domä-
nen-oder Usability-Experten, die ihre Expertise nutzen, um die Gebrauchstauglichkeit des 
evaluierten Objekts zu beurteilen (usability inspection). Schließlich kann eine Evaluation auch 
ohne Teilnehmende allein auf Simulationen mit analytischen Methoden basieren. 
Bortz und Döring schlagen eine Klassifizierung vor, die sich auf die verschiedenen Ebenen 
des Wissenserwerbs konzentriert [137]. Dadurch lassen sich Bewertungsziele, erwartete 
Ergebnisse und zu verwendende Methoden zielführender zuordnen. Deskriptive Evaluatio-
nen verfolgen das Ziel, das evaluierte Objekt und dessen Kontext möglichst vollständig zu 
erfassen und zu beschreiben. Explorative Evaluationen dienen dazu, neue Phänomene zu 
entdecken, die die Entwicklung von neuen Hypothesen, Theorien oder Gestaltungsvarianten 
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eröffnen. Bestätigende Evaluationen untersuchen Hypothesen über das evaluierte Objekt 
mit dem Ziel die interne Validität der Ergebnisse der Bewertung zu maximieren. Generalisie-
rende Evaluationen wiederum zielen darauf ab, verallgemeinerbare Erkenntnisse über das 
evaluierte Objekt zu liefern. Dabei ist es ein Ziel, die externe Validität der Ergebnisse der 
Bewertung zu maximieren. 
5.4.6.1 Expertenbasierte Evaluationsmethoden 
Bei expertenbasierten Methoden nehmen Experten die Rolle der Benutzenden ein und ver-
suchen, bestimmte Aspekte der Benutzung einer Schnittstelle aus der Sicht dieser Perso-
nen zu erfassen, zu verstehen und zu bewerten (Perspektivenübernahme). Dabei stehen 
den Experten ein im Vergleich zu üblichen Benutzenden wesentlich umfangreicheres Fach-
wissen und ein größerer Erfahrungsschatz im Bereich der Mensch-Maschine-Systemtechnik 
zur Verfügung. Zudem können unterschiedliche, ausgewiesene Kompetenzen in einer Un-
tersuchung kombiniert werden, um verschiedene Aspekte möglichst tiefgreifend zu unter-
suchen. Die Fähigkeit zur Perspektivenübernahme und insbesondere die notwendige Fach-
kenntnis für die Ziele und den Nutzungskontext der Benutzenden werden dabei vorausge-
setzt. Methoden dieser Gruppe sind nicht-empirisch und dienen in der Regel der Voraussa-
ge potenzieller zukünftiger Nutzungsprobleme [65, S. 135]. Sie finden grundsätzlich in einer 
kontextfreien Laborumgebung statt. 
5.4.6.2 Leistungsorientierte Evaluationsmethoden 
Leistungsorientierte Methoden beziehen prospektive oder tatsächliche benutzenden Perso-
nen direkt mit in die Bewertung ein. Ziel ist es, aus dem objektiv beobachtbaren Verhalten 
oder aus subjektiven Aussagen der benutzenden Personen auf die Stärken und Schwächen 
des Evaluationsobjekts zu schließen. Nutzerbasierte Evaluationsmethoden sind in der Regel 
empirisch und dienen der Identifikation von bereits manifesten Nutzungsproblemen. Sie 
können entsprechend sowohl in einer kontextfreien Laborumgebung als auch im originären 
Nutzungskontext durchgeführt werden [117]. Die Ergebnisse der Evaluation sind je nach 
Methode direkt beobachtbare Daten (objektive Bewertung) oder durch die benutzende Per-
son artikulierte Meinungen, Ansichten oder Darlegungen (subjektive Bewertung).  
5.4.7 Vorgehensmodell im Rahmen des Parallel-Iterativen Entwurfs-
prozesses 
Leistungsorientierte und expertenbasierte Methoden, haben jeweils spezifische Vor- und 
Nachteile. Barnum schlägt daher vor, Methoden aus beiden Gruppen zu kombinieren, um so 
deren spezifische Vorteile nutzen zu können [138]. Sie empfiehlt in ihrem 1-2 Punch genann-
ten Ansatz, einen Lösungsentwurf zunächst durch Experten auf Schwächen und Fehler hin 
untersuchen zu lassen und diese direkt zu beseitigen. Danach werden Nutzertests durchge-
führt, um verbliebene Entwurfsschwächen aufzuspüren. In dieser Arbeit wird dieser hybride 
Ansatz übernommen und durch ein aus vier Phasen bestehendes Vorgehensmodell in den 




Abbildung 8: Das methodische Vorgehensmodell im Rahmen des Parallel-Iterativen Entwurfsprozes-
ses 
Phase 1 bildet die Anforderungsermittlung. Diese erfolgt zum einen für das Gesamtsystem 
und zum anderen separat für jede Komponente. Basierend auf der Systemspezifikation 
werden für jede zu entwickelnde Komponente durch die Systementwickler entsprechende 
Komponentenanforderungen abgeleitet. Zusätzlich findet hier die Inkubation der For-
schungsziele und der verfügbaren Vorarbeiten statt. Entsprechend der unterschiedlichen 
Schwerpunkte ergänzen sich die Anforderungsspezifikationen für System und Komponen-
ten. Die Komponentenanforderungsspezifikationen bilden die Arbeitsgrundlage für die Kom-
ponentenentwickler.  
Phase 2 bildet das Prototyping. Diese Phase lässt sich in die Gestaltung und die Realisie-
rung des Prototyps aufteilen. Im Rahmen der Gestaltung entwerfen die Komponentenent-
wickler in Zusammenarbeit mit den Systementwicklern und gegebenenfalls auch im Zu-
sammenwirken mit prospektiven Benutzern mittels der Methode der Morphologischen Ana-
lyse ein Gestaltungskonzept für die Komponente. Anschließend erfolgt die konstruktive 
Konkretisierung (Entwurf und Ausgestaltung) durch die Komponentenentwickler zum Fein-
entwurf. Nach dessen Freigabe wird die Komponente realisiert (z.B. gefertigt, programmiert 
oder berechnet). Die Art und Weise der Realisierung hängt maßgeblich von der Natur der zu 
entwickelnden Komponente ab.  
Phase 3 bildet die expertenbasierte Komponentenbewertung. Mittels der Methoden des 
Experten-Reviews, des Pluralistischen Usability Walkthrough oder der Heuristischen Inspek-
tion [65, S. 135ff] werden die Komponenten in einer kontextfreien Laborumgebung von den 
Komponentenentwicklern in Zusammenarbeit mit den Systementwicklern und gegebenen-
falls anderen Experten bewertet. Ziel der Bewertung ist die Feststellung der Erfüllung der 
spezifizierten Komponentenanforderungen (Verifikation), aber auch die gezielte Aufdeckung 
von Gestaltungsmängeln und Optimierungspotenzialen im Hinblick auf die nachfolgende 

































Phase 4 bildet schließlich die nutzerbasierte Bewertung. Mittels der Methodik des psycho-
logischen Experimentierens wird das Gesamtsystem mit der neu integrierten Komponente 
in einer realistischen Laborumgebung (real world lab) oder der realen Einsatzumgebung 
durch die Systementwickler formativ oder summativ evaluiert (usability testing). Ziel der 
Bewertung ist die Feststellung der Eignung des Gesamtsystems für den intendierten Nut-
zungszweck (Validierung), insbesondere durch die Ermittlung der Gebrauchstauglichkeit des 
Systems im festgelegten Nutzungskontext. Sie stellt damit nach erfolgter Systemintegration 
den letzten Schritt der Extraktion dar. Die nutzerbasierte Bewertung bezieht sich nicht spezi-
fisch auf eine entwickelte Komponente, sondern stets auf das Gesamtsystem. Es ist also 
möglich, zunächst mehrere Komponenten zu integrieren und anschließend das derart erwei-
terte System einmal in seiner Gesamtheit zu bewerten.  
Nach Ortlieb und Holz auf der Heide ist während der Planung des Mensch-zentrierten Ent-
wurfsprozesses zu entscheiden, welche Personen zu welchem Zeitpunkt in welcher Form 
an welcher Aktivität bzw. Entscheidung im Rahmen des Entwurfsprozesses beteiligt wer-
den [65, S. 107]. Dabei ist bei den Beteiligten auf eine grundsätzliche Partizipationskompe-
tenz zu achten. Bereits im Rahmen der begleitenden Beobachtung im Zuge der Anforde-
rungsermittlung können benutzende Personen an der Entwicklung der Lösung mitwirken, 
indem sie problemorientierte Anforderungen formulieren und Randbedingungen aufzeigen. 
Im Rahmen der Morphologischen Analyse können benutzende Personen durch die Bewer-
tung und Auswahl geeigneter Kombinationen aktiv mitentscheiden. Im Zuge der leistungs-
orientierten Evaluation können sie wiederum mitwirken, indem sie Schwächen in der Ge-
brauchstauglichkeit identifizieren.  
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6 ANFORDERUNGSERMITTLUNG FÜR 
MOBILE INFORMATIONSSYSTEME  
 
„Überlegungen über den Einsatz mobiler Lösungen müssen mit der Frage be-
ginnen, bei welchen Prozessen es sich lohnt, mobile Computertechnologie ein-
zusetzen.“ (Anke Werner & Ingrid Rügge) 
 
6.1 DEFINITIONEN 
DIN EN ISO 9241-11 definiert den Nutzungskontext als die Summe der „Benutzer, Arbeits-
aufgaben, Ausrüstung (Hardware, Software und Materialien) sowie die physische und sozia-
le Umgebung, in der das Produkt genutzt wird“. Er „besteht aus solchen Komponenten des 
Arbeitssystems, die als gegeben betrachtet werden, wenn die Gebrauchstauglichkeit spezi-
fiziert oder gemessen wird“ [26, S. 4]. 
Dey definiert den Kontext als „jedwede Information, die genutzt werden kann, um die Situa-
tion einer Entität zu charakterisieren“. Eine Entität kann dabei „eine Person, ein Ort oder ein 
Objekt sein, das als relevant für die Interaktion zwischen einem Benutzer und einer Anwen-
dung ist, einschließlich der benutzenden Person und der Anwendungen selbst“ [139, S. 3]. 
Diese Definition betrachtet statt der Begebenheiten selbst die darüber vorliegenden Infor-
mationen als Kontext und stellt den situativen Charakter dieser Informationen heraus. Dou-
rish wiederum definiert den Kontext als „Beschreibung der Merkmale der Umgebung, in der 
die Tätigkeit stattfindet, die aber nicht der Tätigkeit selbst zugehören“ [140, S. 22] und 
grenzt den Begriff damit ein, indem er die tätigkeitsspezifischen situativen Merkmale nicht 
mit betrachtet.  
Als Definition des mobilen Kontext nennt Ortiz „die Menge von und die Schnittstellen zwi-
schen Fakten, Ereignissen, Umständen und Informationen, die den (mobilen) Benutzer zu 
einem bestimmten Zeitpunkt umgeben“ [141, S. 1f]. Auch hier wird der situative Charakter 
der Informationen hervorgehoben. Zusätzlich weißt Ortiz darauf hin, dass auch das Zusam-
menspiel der situativen Einzelmerkmale berücksichtigt werden muss, dass also die Kon-
textbeschreibung nicht nur eine Sammlung voneinander unabhängiger Informationen ist. 
Krannich greift diese Gedanken auf und entwickelt daraus den mobilen interaktionsbezoge-
nen Benutzungskontext, der sowohl eine situative (extrinsische) Dimension als auch eine 
kognitive (intrinsische) Dimension besitzt. Die von Krannich vorgeschlagene Definition wird 
in dieser Arbeit übernommen, wobei auf den Zusatz „interaktionsbezogen“ verzichtet wird: 
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Definition 8: „Der mobile interaktionsbezogene Nutzungskontext ist eine Samm-
lung oder Schnittmenge von Entitäten, die zum einen ausschließlich für die In-
teraktion zwischen Mensch und mobilem System relevant sind und diese beein-
flussen und zum anderen eine konkrete Situation zu einem bestimmten Zeit-
punkt charakterisieren. Entitäten sind äußere und innere Gegebenheiten, Fakten, 
Ereignisse, Personen, Orte oder Objekte, die den Benutzer während der Interak-
tion umgeben. Der mobile interaktionsbezogene Nutzungskontext entsteht 
durch Interaktion und wird durch die Aktivität des Benutzers definiert und cha-
rakterisiert.“ [76, S. 112] 
6.1.1 Anforderung 
Eine Anforderung (requirement) ist eine Aussage über eine zu erfüllende Eigenschaft oder 
eine zu erbringende Leistung eines Produkts, Systems oder Prozesses, die von einer benut-
zenden Person benötigt wird, um ein Problem zu lösen oder ein Ziel zu erreichen. Diese 
Aussage ist verbindlich in einem Vertrag, einem Standard, einer Spezifikation oder einem 
anderen formell auferlegten Dokument festgeschrieben oder liegt in einer anderen doku-
mentierten Darstellung vor [124]. Es wird zwischen funktionalen Anforderungen (capabili-
ties), Qualitätsanforderungen (conditions) und Randbedingungen (constraints) unterschieden 
[142]. Aus einer Produkt- bzw. Geschäftsvision wird zunächst ein Geschäftsmodell entwi-
ckelt, aus dem sukzessive die Marktanforderungen ermittelt werden. Diese sind problem-
orientiert und beschreiben Anforderungen an das Produkt aus Sicht des Kunden und werden 
anschließend durch den Entwickler in entsprechende Produkt-, System- oder Prozess-
anforderungen überführt. Diese sind lösungsorientiert und beschreiben Anforderungen an 
Produkt, System oder Prozess aus Sicht der Realisierung einer späteren Lösung [143]. 
Schließlich werden daraus gegebenenfalls Komponentenanforderungen für die zu realisie-
renden Komponenten abgeleitet. 
6.1.2 Anforderungsermittlung 
Im Rahmen der Anforderungsermittlung werden die Anforderungen an ein Produkt, System 
oder einen Prozess systematisch erhoben, analysiert, spezifiziert und bewertet. Als Ergeb-
nis steht eine „strukturierte Sammlung von Informationen, die die Anforderungen des Sys-
tems verkörpert“, die Systemanforderungsspezifikation (system requirements specification 
– SyRS) [142]. Daraus können entsprechende Anforderungsspezifikationen für einzelne 
Komponenten (component requirements specification – CoRS) abgeleitet werden. Nach 
Ebert ist die Anforderungsermittlung Teil des Requirements Engineering6, welches sämtli-
che Produktentwicklungsphasen begleitet und zusätzlich die „Prüfung, Abstimmung und 
Verwaltung von Anforderungen unter kundenorientierten, technischen und wirtschaftlichen 
Vorgaben“ umfasst [144, S. 35].  
                                                
6 Teilweise werden Requirements Engineering und Anforderungsermittlung auch gleichgesetzt. Der 
Autor folgt jedoch der breiter gefassten Begriffsbestimmung nach Ebert. 
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6.2 BESCHREIBUNGSMITTEL FÜR ANFORDERUNGEN 
Anforderungen können, je nach den Erfordernissen der Zielgruppe, in Textform oder in Form 
von Modellen beschrieben werden. Textuelle Beschreibungen können papiergestützt oder 
elektronisch dargeboten werden und werden meist in standardisierter Weise strukturiert. 
Beispiele sind die Anforderungsspezifikation nach ISO/IEC/IEEE 29148 [142], Lasten-
/Pflichtenheft nach VDI 2519-1 [145] oder VDI/VDE 3694 [146] sowie das Volere Require-
ments Specification Template [147]. Modelle zur Beschreibung bzw. Konkretisierung von 
Anforderungen können physikalischer, grafischer, symbolischer oder prototypischer Gestalt 
sein [142]. Insbesondere in frühen Phasen der Anforderungsermittlung vereinfachen Model-
le ein gemeinsames Verständnis und die Kommunikation zwischen den Beteiligten. Dabei 
können zunächst nicht- oder semiformale Modelle zum Einsatz kommen, die später durch 
formale Modelle präzisiert werden. Sutcliffe schlägt hierzu eine Kombination von Szenarien 
in Verbindung mit (nichtfunktionalen) Prototypen vor [148]. Dass Prototypen tatsächlich eine 
signifikante positive Auswirkung auf den Ermittlungsprozess haben, ist nicht eindeutig be-
legt [149]. Cooper ergänzt Szenarien durch Personas, um auch beteiligte Personen proto-
typisch darstellen zu können [150]. Sehr verbreitete formale Modellierungsmittel sind UML 
und SysML [151].  
6.3 METHODEN DER ANFORDERUNGSERMITTLUNG 
In der Literatur wird eine Vielzahl von Methoden der Anforderungsermittlung beschrieben, 
z.B. in [65], [152], [153] und [154]. In dieser Arbeit werden, der Empfehlung in [155, S. 31] 
folgend, zwei komplementäre Techniken zur Informationsgewinnung eingesetzt, die Doku-
mentenanalyse als dokumentenbezogene Sekundärforschungsmethode und die begleitende 
Beobachtung als Primärforschungsmethode (vgl. Kapitel „Methoden des Mensch-
zentrierten Gestaltens“). Anschließend werden die gewonnenen Informationen systema-
tisch zu formalen Anforderungen weiterentwickelt. Dazu wird der Entwicklungsprozess für 
Systemanforderungsspezifikationen nach ISO/IEC/IEEE 29148 angewendet [142]. Dieser 
sieht vor, dass zunächst sämtliche Informationen auf Erfordernisse, die an die auszuführen-
den Aufgaben zu stellen sind, ausgewertet werden. Diese Erfordernisse werden gesam-
melt, strukturiert und aggregiert. Aus dieser Sammlung (requirements collection) werden 
anschließend Anforderungen abgeleitet, die hinsichtlich der Aufgabenausführung an das zu 
gestaltende Produkt, System oder den Prozess gestellt werden. Diese werden dann nach 
vorgegebenen Mustern ausformuliert (well-formed requirements data), organisiert und in 
Form einer Systemanforderungsspezifikation (SyRS) zusammengefasst. 
In dieser Arbeit werden Anforderungen natürlichsprachig, papiergestützt und entsprechend 
ISO/IEC/IEEE 29148 formal spezifiziert [142]. Für die deutsche Übersetzung der dort ver-
wendeten Begriffe werden die Empfehlungen von Balzert übernommen [153].  
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6.4 DOKUMENTENANALYSE FÜR DEN NUTZUNGSKONTEXT PROZESS-
INDUSTRIE 
6.4.1 Untersuchungsziele  
Hauptziel der Untersuchung ist die Spezifikation der latenten Merkmale des mobilen Nut-
zungskontext, die der Literatur entnommen werden können. Dabei werden im Schwerpunkt 
wissenschaftliche Publikationen, die Fachliteratur sowie verfügbare Unterlagen von Unter-
nehmen zur Organisation und Verwaltung der Anlageninstandhaltung. Nebenziel der Unter-
suchung ist die Vorbereitung der nachfolgenden begleitenden Beobachtung in der Prozess-
industrie. 
6.4.2 Vorgehensweise 
Ausgangspunkt bildet eine Literaturrecherche, die den Stand der Wissenschaft zusammen-
fasst. Präzisierend werden zudem ausgewählte Planungsdokumente von Unternehmen ana-
lysiert. Dabei finden die Checklisten, mit denen das Instandhaltungspersonal seinen Tages-
ablauf organisiert und revisionssicher dokumentiert, besondere Beachtung. Die Recher-
cheergebnisse werden entlang der in DIN EN ISO 9241-11 [26] definierten Elemente des 
Nutzungskontexts strukturiert. Die Analyseergebnisse werden in eine formale Systemanfor-
derungsspezifikation überführt. Für jedes im Rahmen dieser Arbeit entwickelte Ein- und 
Ausgabegerät existiert zudem eine gerätespezifische Komponenten-
anforderungsspezifikation, die in der entsprechenden Gerätedokumentation zu finden ist 
und die ebenso auf den Ergebnissen dieser und der folgenden Analysen aufbauen.  
6.4.3 Auswertung 
6.4.3.1 Literaturübersicht 
DIN EN ISO 9241-11 [26] und DIN ISO 20282-1 [34] enthalten exemplarische Übersichten zu 
Faktoren, die für die Charakterisierung des Nutzungskontexts relevant sein können. 
ISO 9355-1 enthält Abschnitte, in dem relevante Aspekte der menschlichen Informations-
verarbeitung beschrieben sind [156]. 
Guerlain u.a. beschreiben detailliert den Nutzungskontext der mobilen Arbeit in industriellen 
Anlagen [157, S. 46]. Kristoffersen und Ljungberg identifizieren Schlüsselelemente, die mo-
bile Nutzungskontexte ausmachen, und erklären, wie sie sich von einer Büroumgebung un-
terscheiden [71]. Die Arbeiten von Pascoe u.a. [80] und Gorlenko und Merrick [79] erweitern 
diese Liste. York und Pendharkar verweisen ebenfalls auf diese Arbeit und ordnen sie in den 
Kontext Mobile Computing in einem variablen Nutzungskontext ein [158]. Weitere, an den 
entsprechenden Stellen dieser Arbeit referenzierte Literatur findet ebenso Beachtung bei 
der Analyse des Nutzungskontexts. 
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6.4.3.2 Benutzermerkmale 
Die relevante Zielgruppe umfasst prinzipiell die allgemeine mitteleuropäische Arbeitsbevöl-
kerung ohne besondere Einschränkungen. Aus forschungsmethodischen Gründen werden 
jedoch körperlich behinderte Menschen sowie nicht volljährige Personen in der aktuellen 
Arbeit nicht weiter betrachtet. Beide Gruppen erfordern die Berücksichtigung gesonderter 
gestalterischer sowie rechtlicher Rahmenbedingungen, was den Rahmen dieser Arbeit 
sprengen würde.  
Nach DIN ISO 20282-1 beträgt der Anteil an Rechtshändern in der westlichen Bevölkerung 
etwa 90 % [34, S. 30]. Laut einer Studie des Allensbach Instituts tragen 35,7 % der deut-
schen Wohnbevölkerung ab 16 Jahre ständig eine Brille, darüber hinaus 27,7 % gelegent-
lich. Dem gegenüber nutzen nur 5,3 % dieser Personengruppe regelmäßig oder nichtregel-
mäßig Kontaktlinsen [159]. Diese stellen also keinen allgemein akzeptierten Ersatz für Brillen 
als Sehhilfen dar. Weniger als 2,7 % der deutschsprachigen Bevölkerung ab 14 Jahren in 
Deutschland tragen dauerhaft ein Hörgerät [160]. Dennoch sind Hörgeräte ebenso wie Bril-
len bei der Gestaltung von mobilen Informationssystemen zu berücksichtigen. Ein guter 
körperlicher und gesundheitlicher Zustand ist durch den Arbeitgeber sicherzustellen und 
kann daher bei der Gestaltung vorausgesetzt werden. Die anthropometrischen Körpermaße 
der Benutzer sind im Anhang „Anthropometrische Körpermaße“ zusammengefasst. 
Grundsätzlich ist eine Gestaltung von Arbeitsmitteln nur für ein Geschlecht diskriminierend 
und damit unzulässig. Jedoch lassen sich Wichtungen bei der Bewertung von Gestaltungs-
anforderungen entsprechend der demografischen Zusammensetzung der Zielgruppe vor-
nehmen. Es ist grundsätzlich davon auszugehen, dass Instandhaltungspersonal in europäi-
schen Industrieanlagen aus Fachkräften mit hoher Berufsqualifikation mit starkem techni-
schem Hintergrund rekrutiert [75]. Eine Analyse der relevanten Ausbildungsberufe unter den 
20 am stärksten besetzten Ausbildungsberufen in Deutschland zeigt, dass Instandhaltungs-
personal in bei weitem überwiegender Zahl männlich ist und dahingehend auch keine signi-
fikante Änderung zu erwarten ist. So sind nur 4,8 % der Auszubildenden Industriemechani-
ker weiblich, 5,4 % der Mechatroniker, 4,2 % der Elektroniker für Betriebstechnik, und ge-
rade einmal 1,0 % der Auszubildenden Anlagenmechaniker. Im Bereich der Maschinenbau- 
und -wartungsberufe liegt der Anteil weiblicher Auszubildender insgesamt bei 5,0 %, im Be-
reich der Metall- und Anlagenbauberufe liegt der Anteil bei nur 1,3 % [161]. Im Bereich der 
relevanten Ingenieursstudiengänge liegt der Anteil weiblicher Studenten zwischen 7,4 % 
bei Mechatronikern und 35,0 % bei Verfahrenstechnikern7 [162] teilweise deutlich höher.  
                                                
7  Von den erhobenen 287 Studiengängen wurden Bauingenieurwesen/Ingenieurbau, Chemie-
Ingenieurwesen/Chemietechnik, Elektrotechnik/Elektronik, Fertigungs-/Produktionstechnik, Maschi-
nenbau/-wesen, Mechatronik sowie Verfahrenstechnik berücksichtigt. 
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6.4.3.3 Umgebungsfaktoren 
6.4.3.3.1 Physische Umgebung 
Die physikalischen Umgebungsbedingungen im industriellen Nutzungskontext sind durch 
eine Vielzahl limitierender Faktoren gekennzeichnet. Darunter fallen 
- Lärm und Schwingungen [36, S. 14ff], [34, S. 17], [79] 
- Extreme Temperaturen [34, S. 17] sowie thermische Emissionen [36, S. 14ff], [79] 
- Wetter und Witterung sowie insbesondere fehlender Schutz gegen diese Einflüsse 
[79], [75] 
- Schmutz sowie färbende, schmierende, reizende oder giftige Stoffe und Partikel [75] 
- Wechselhafte, häufig nicht optimale Lichtverhältnisse, die teils durch künstliches 
Licht und teils durch natürliches Tageslicht bestimmt werden. Dadurch kann es zu 
Flimmererscheinungen, Blendung oder zu hohe Leuchtintensität, verwirrende Schat-
tenbildung, stroboskopische Effekte, wechselnde oder schlechte Kontraste sowie 
fehlerhafte Farbwahrnehmung kommen [36, S. 14ff] [79]. In Ausnahmefällen kann es 
auch zu partieller oder totaler Dunkelheit kommen [34, S. 17]. 
- Unwegsames Gelände, gekennzeichnet unter anderem durch Trittgitter als Unter-
grund, schmale Durchgänge sowie eine Vielzahl von Treppen und Leitern [157, S. 40, 
46]. 
Die genannten Bedingungen unterliegen zudem häufig noch starken örtlichen und zeitlichen 
Schwankungen [75], [80]. Lumsden und Brewster weisen in diesem Zusammenhang auf die 
durch den Umgebungskontext steigende Arbeitsbeanspruchung der benutzenden Person 
hin [163]. Die Beobachtung und Interaktion mit der realen Umgebung allein fordern ein ge-
wisses Maß an Aufmerksamkeit, welches je nach den vorherrschenden Bedingungen und 
deren Schwankung stark variieren kann. Zudem operiert die benutzende Person zusätzlich 
mit verschiedenen dynamischen, teils voneinander unabhängigen technischen Systemen 
[164]. 
6.4.3.3.2 Soziale und organisatorische Umgebung 
Die mobile industrielle Instandhaltung ist häufig Einpersonenarbeit vor Ort, die meist durch 
entfernte Personen, in der Regel das Leitwartenpersonal, unterstützt wird. Teilweise ist die-
se Kooperation zwingend notwendig, z.B. wenn Bedienhandlungen wie die Freischaltung 
von Anlagenteilen nicht vor Ort vorgenommen werden können. Das setzt eine vertrauens-
volle und professionelle Beziehung zwischen den Kooperationspartnern voraus. Die Kom-
munikation erfolgt heute regelmäßig mithilfe synchroner Kommunikationstechnologie, z.B. 
Funkgeräte. Dabei kommen meist keine festen Protokolle zum Einsatz. Da diese Gespräche 
häufig nicht aufgezeichnet werden, ist der Informationsaustausch heute für den Anlagen-
betreiber häufig nicht nachvollziehbar. 
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Die Arbeitsorganisation der Instandhaltungsaufgaben ist durch eine Vielzahl spezifischer or-
ganisatorischer und rechtlicher Schutzbestimmungen (z.B. an die Arbeitssicherheit, umge-
setzt durch das Arbeitsschutzkonzept der Anlage) umfassend reglementiert. Die konkreten 
Arbeitsabläufe hingegen sind regelmäßig nur schwach spezifiziert. Die Fluktuation innerhalb 
der Belegschaft ist, zumindest in europäischen Anlagen, zudem sehr gering. Viele Arbeits- 
und Kommunikationsabläufe sind daher gewohnheitsmäßig etabliert und bewährt. Entspre-
chend groß sind in vielen Anlagen die Vorbehalte gegen Änderungen in diesen Abläufen 
durch die Einführung neuer Prozesse oder mobiler IT, wie in Gesprächen mit Branchenver-
tretern immer wieder bestätigt wird. Entsprechend der nationalen Gesetzgebung sind die 
einschlägigen, teils sehr strikten Datenschutzgesetze beim Einsatz mobiler IT zu berücksich-
tigen.  
6.4.3.3.3 Technische Umgebung 
Die technische Umgebung ist eng mit der physikalischen Umgebung gekoppelt und wirkt 
sich auf diese aus. Limitierende technische Umgebungsfaktoren sind unter anderem: 
- Schwer erreichbare Anlagenteile in komplexen Stahlkonstruktionen [75], was Arbei-
ten in ungünstigen Posituren erforderlich macht [36], [58] 
- Die Gegenwart von potenziell gesundheitsgefährdenden Geräten und Stoffen, die 
nicht immer vollständig von der instandhaltenden Person abgeschirmt sind 
- Tätigkeiten häufig in und an der laufenden technischen Anlage bzw. bei laufenden 
Produktionsprozessen 
- In einigen Fällen, insbesondere in größeren Chemieparks ist zudem mit regelmäßi-
gem motorisiertem Verkehr sowie größeren Menschengruppen (z.B. zum Schicht-
wechsel) zu rechnen [34, S. 17].  
Die Konstruktion selbst, die darin realisierten Prozesse sowie die eingesetzten Stoffe besit-
zen unter diesen Randbedingungen ein hohes Gefährdungspotenzial für Benutzer mobiler 
IT. Entsprechend hoch sind die Anforderungen bezüglich der Nutzersicherheit, Robustheit 
und Gebrauchstauglichkeit an mobile Informationssysteme für den industriellen Einsatz [88], 
[158]. 
Hinsichtlich der Nutzung mobiler IT ist zudem zu beachten, dass am Arbeitsort in der Regel 
keine Stromversorgung oder kabelgebundene Netzwerkverbindung für die eingesetzten Ge-
räte verfügbar ist. Auch kann aufgrund der starken Interferenzen durch den Stahlbau der An-
lage und der elektromagnetischen Störungen durch die Anlagenteile selbst bei flächende-
ckender Ausrüstung der Anlage mit kabellosen Zugangspunkten (die heute kaum üblich ist) 
nicht von einer permanenten und performanten kabellosen Netzwerkverbindung ausgegan-
gen werden.  
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6.4.3.4 Faktoren der Arbeitsaufgaben 
Als Arbeitsaufgaben werden alle zur Erfüllung eines vorgesehenen Arbeitsergebnisses er-
forderlichen Aktivitäten der Arbeitenden bezeichnet [8, S. 6]. Grundsätzlich müssen diese 
ausführbar sein und dabei frei von gesundheitlicher Schädigung oder Beeinträchtigung der 
arbeitenden Person sein. Nach Timpe u.a. sollten Arbeitsaufgaben die Merkmale Ganzheit-
lichkeit und Anforderungsvielfalt, Autonomie, soziale Interaktion, Kompetenzentwicklung 
sowie adäquate Beanspruchung aufweisen [15, S. 29]. Zudem sollen sie die Persönlichkeit 
der Arbeitenden fördern [65, S. 65]. 
Die mobile industrielle Instandhaltung ist eine zeitungleiche, regelmäßige Mehrstellenarbeit. 
Sie ist durch einen ständigen Wechsel der Arbeitsstelle und damit des Nutzungskontexts 
sowie durch einen permanenten Wechsel zwischen verschiedenartigen, jedoch regelmäßig 
wiederkehrenden Tätigkeiten gekennzeichnet. Häufig erfolgt die Instandhaltung in Einzelar-
beit in der Anlage. Dadurch sind die Arbeitsaufgaben ganzheitlich und vielfältig, die Ausge-
staltung der Aufgabenbearbeitung obliegt in hohem Maße der arbeitenden Person. Lediglich 
die Zielstellung ist klar definiert, es handelt sich demnach durchweg um geschlossene Auf-
gaben. 
Werden Mittel zur Telekommunikation und zum Datenfernzugriff (mobile IT) eingesetzt, so 
kommen zu den rein manuellen Arbeitsaufgaben noch informationsbezogene Aufgaben mit 
der mobilen IT hinzu. Damit entsteht eine Mehraufgabensituation (dual task situation), die 
kognitiven Ressourcen der arbeitenden Person müssen entsprechend aufgeteilt werden 
[79]. Im Gegensatz zu Büroarbeiten, wo der größte Teil der Aufmerksamkeit auf informati-
onsbezogene Aufgaben entfällt und manuelle und informationsbezogene Arbeit häufig von-
einander unabhängig sind, können manuelle Arbeiten in mobilen Arbeitssituationen ein ho-
hes Maß an Aufmerksamkeit erfordern und eng mit den informationsbezogenen Arbeiten 
gekoppelt sein [71, S. 276]. Dabei hat die physische Arbeitsaufgabe häufig eine höhere Prio-
rität als die informationsbezogene Aufgabe [71], [165], [166]. 
Abgesehen von nicht immer verfügbaren Mitteln zur Telekommunikation und zum Daten-
fernzugriff sind die Möglichkeiten sozialer Interaktion sehr gering [167]. Die Arbeitenden 
sind regelmäßig zumindest zeitweise von anderen Personen isoliert. Insbesondere durch die 
zunehmende Zentralisierung von Leitwarten und die damit einhergehende Fernsteuerung 
(remote control) der Anlagen werden derartige Situationen häufiger. 
Umgekehrt führt die Auslagerung von Arbeitsaufgaben wie der Instandhaltung auf speziali-
sierte Dienstleister zu einer noch größeren Vielfalt der Nutzungskontexte, da mehr Aufga-
ben in mehr Objekten durch die gleichen Personen bearbeitet werden. Damit erhöhen sich 
auch die notwendige Mobilität der Arbeitenden sowie der IT-Systeme und Daten.  
6.4.3.5 Faktoren der Arbeitsmittel 
Mobiles Instandhaltungspersonal arbeitet grundsätzlich in einer potenziell gefährlichen Um-
gebung. Zum Schutz vor Gefährdungen kommt daher eine persönliche Schutzausrüstung 
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(PSA) zum Einsatz, die entsprechend der konkreten Gefährdungslage zusammengestellt und 
verbindlich vorgeschrieben ist. Diese reicht von einfachem Arbeitshelm und Arbeitsschutz-
handschuhen bis zu chemischen Vollschutzanzügen. Die entsprechenden Vorschriften wer-
den von der Deutschen Gesetzlichen Unfallversicherung (DGUV) erarbeitet und bereitge-
stellt [168]. Je nach Umfang der PSA werden die Benutzer mobiler IT teils erheblich in ihren 
Interaktionsmöglichkeiten eingeschränkt. So ist die Bedienung berührungsempfindlicher 
Bildschirme mit Arbeitshandschuhen grundsätzlich nicht möglich, sowohl aufgrund der 
technischen Grenzen kapazitiver Erkennungssysteme als auch aufgrund der Tatsache, dass 
Arbeitshandschuhe den Bildschirm innerhalb kürzester Zeit verschmutzen. Die Nutzung von 
Bedienstiften (stylus) wird durch Arbeitshandschuhe gleichfalls erschwert. Ebenso ist die 
Nutzung von kopffixierten Anzeigen (HMD) im Falle der Benutzung von Augen- oder Ge-
sichtsschutz eingeschränkt.  
Im Gegensatz zu Büroarbeiten, wo die Hände der Benutzer sicher und bequem auf der Tas-
tatur lagern, werden diese in der mobilen Instandhaltung in aller Regel benötigt, um manuel-
le Arbeitsaufgaben durchzuführen [71]. Dabei werden kontinuierlich Werkzeuge und Be-
triebsmittel zur Instandhaltung der Anlage benutzt. Diese werden in der Regel zum Einsatz-
ort mitgeführt [157, S. 40, 46]. Zudem kommen gelegentlich Spezialgeräte und -werkzeuge 
für besondere Instandhaltungsaufgaben zum Einsatz, z.B. Schwingungsmessgeräte oder 
Bus-Analyzer. Dabei steht den benutzenden Personen in der Regel kein geeigneter Arbeits-
platz mit hinreichenden Ablagemöglichkeiten und optimalem Bewegungsraum zur Verfü-
gung. Es ist in diesem Kontext nicht üblich, dass derartige Arbeitsmittel einzelnen Personen 
dauerhaft zugeordnet sind. Eine spezielle Herausforderung mobiler IT-gestützter Arbeit ist 
die Tatsache, dass für viele manuelle Arbeitsaufgaben beide Hände benötigt werden. Im Be-
reich der industriellen Instandhaltung betrifft das ca. 85 % aller Tätigkeiten in der Anlage [4]. 
In diesen Fällen müssen alle nicht verwendeten Arbeitsmittel sicher verstaut, verpackt oder 
falls möglich abgelegt werden. 
Die in der mobilen Instandhaltung eingesetzten mobilen Endgeräte sind gekennzeichnet 
durch kleine Bildschirme und Bedienelemente, limitierte Konnektivität, begrenzte Leistungs-
fähigkeit und Laufzeit sowie durch geringe Größe bei vergleichsweise großem Gewicht. Sie 
erfüllen spezielle Anforderungen an Robustheit, Gerätesicherheit (z.B. Explosionsschutz und 
Ausfallsicherheit) und die Informationssicherheit (Autorisierungsverfahren, verschlüsselte 
Konnektivität) und werden entsprechend für den Einsatzzweck und die Einsatzumgebung 
zertifiziert. Dies macht die Geräte grundsätzlich schwerer und unhandlicher als vergleichbar 
leistungsfähige Geräte für den Privatgebrauch.  
Ein weiterer sehr wichtiger Faktor ist der Einfluss des industriellen Nutzungskontexts auf 
die Wahrnehmungsfunktionen der benutzenden Person. Diese können durch die Umge-
bungsbedingungen verändert oder eingeschränkt werden. So engen Schutzbrillen unter 
Umständen das Blickfeld ein und können die Wahrnehmung von Helligkeit, Kontrast und 
Farbspektrum verändern. Handschuhe beeinträchtigen den Tastsinn und verhindern die Be-
tätigung bestimmter Bedienelemente (z.B. kapazitiver Anzeigen) [169]. Diese Einflüsse sind 
bei der Gestaltung von Anzeige- und Bedienelementen unbedingt zu berücksichtigen. 
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6.5 DOKUMENTENANALYSE FÜR DIE ARBEITSAUFGABE INDUSTRIEL-
LE INSTANDHALTUNG 
6.5.1 Untersuchungsziele  
Hauptziel der Untersuchung ist die Spezifikation der Charakteristika der mobilen Instandhal-
tung von verfahrenstechnischen Produktionsanlagen. Dabei stützt sich diese Arbeit maß-
geblich auf die Ausführungen der VDI/VDE 2651-1 [170]. Diese Richtlinie ordnet die Instand-
haltung in die übergeordnete anlagennahe Betriebsmittelverwaltung (plant asset manage-
ment – PAM) ein und beschreibt abstrakt entsprechende Systeme, deren Schwerpunktauf-
gaben und Kernfunktionen sowie die verwalteten Informationen. Damit stellt die Richtlinie 
einen geeigneten Rahmen für eine Betrachtung der Arbeitsaufgabe industrielle Instandhal-
tung bereit. Ein mobiles Informationssystem (MIS) wird dabei als eine Komponente des 
PAM-Systems betrachtet, welches wiederum das Unternehmensinformationssystem (UIS) 
oder einen Teil davon repräsentiert. 
6.5.2 Vorgehensweise 
Zunächst wird die mobile IT-gestützte Instandhaltung in den Rahmen des PAM eingeordnet 
und entsprechende Querbezüge hergestellt. Anschließend werden die drei Schwerpunkt-
aufgaben eines PAM-Systems nach VDI/VDE 2651-1 analysiert und Unterstützungs-
potenziale für die mobile IT-gestützte Instandhaltung abgeleitet [171], [172]. Danach werden 
mögliche Informationsflüsse zwischen dem MIS und dem UIS analysiert. 
6.5.3 Auswertung 
6.5.3.1 Schwerpunktaufgaben und Unterstützungspotenziale 
Ein PAM-System stellt eine Datenbasis bereit, die sowohl statische Daten als auch Pro-
zessdaten enthält. Ein solches System übernimmt die gesamte Datenhaltung einschließlich 
der Teilaufgaben Erfassung, Speicherung und Archivierung von Daten und dient der Bereit-
stellung gespeicherter oder archivierter Daten. Der wesentliche Nutzungsaspekt im Rahmen 
dieser Arbeit ist offensichtlich die Instandhaltung. Im Folgenden werden die Hauptaufgaben 
eines PAM-Systems nach VDI/VDE 2651-1 beschrieben [170]. 
6.5.3.1.1 Bereich Überwachung, Diagnose, Prognose, Therapie 
Dieser Bereich umfasst die Überwachung der Leistungsfähigkeit einzelner Betrachtungs-
einheiten sowie der Leistungsfähigkeit der Verfahrenstechnik einer Anlage insgesamt sowie 
die Erfassung und Verarbeitung von Zustandsmeldungen der Betrachtungseinheiten. Daraus 
können Instandhaltungsanforderungen von Betrachtungseinheiten sowie geeignete Hand-
lungsalternativen abgeleitet werden, die der benutzenden Person bereitgestellt werden. 
Geeignet durch das MIS aufbereitet und visualisiert erhält die benutzende Person so ein ak-
tuelles und vollständiges Lagebild über den Zustand der Anlage. Auf dieser Grundlage kann 
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sie selbstständig entscheiden, wie sie die angezeigten Wartungsaufgaben organisieren 
möchte. Da auf diese Weise sowohl auf die analytischen Fähigkeiten des MIS als auch auf 
das Wissen und die Flexibilität des Menschen zurückgegriffen wird, kann somit in einem 
dynamischen Kontext schneller und effektiver auf Ereignisse reagiert werden als bei starren 
Handlungsanweisungen.  
Alternativ können die genannten Informationen auch automatisiert ausgewertet und in ent-
sprechende geplante oder zustandsbasierte Handlungsanweisungen überführt werden. So 
kann bei Bedarf eine effektive Handlungsunterstützung für weniger erfahrene Personen ge-
geben werden. Anders als bei papiergestützten oder sprechfunkbasierten Prozessen ist die 
MIS-gestützte Handlungsunterstützung nachvollziehbar und stets aktuell. Weiterhin kann 
das MIS als Schnittstelle zwischen der benutzenden Person und der Betrachtungseinheit 
(asset) selbst dienen. So können in Echtzeit vor Ort Prozesswerte oder -parameter der Be-
trachtungseinheit geeignet visuell aufbereitet und dargestellt werden. Ebenso ist eine Pa-
rametrierung über das MIS möglich. Damit können Optimierungen und Fehlerkorrekturen im 
laufenden Betrieb der Betrachtungseinheit direkt vor Ort vorgenommen werden. 
6.5.3.1.2 Bereich Informationsbereitstellung und -archivierung 
Dieser Bereich umfasst die Bereitstellung und Archivierung gerätebezogener Informationen, 
so unter anderem Stammdaten, die Gerätehistorie, Dokumente sowie die Versionshistorie 
von Betrachtungseinheiten. Wesentliche Aufgaben des MIS sind dabei die Zugriffs-
steuerung auf Datenbestände sowie der Bezug, die Aggregation und die visuelle Aufberei-
tung von Daten. Das MIS kann auch bei der Erstellung und Bearbeitung von gerätebezoge-
nen Daten unterstützen. Es stellt der benutzenden Person dazu geeignete Funktionen (z.B. 
Formularassistenten, Schreibprogramme) zur Verfügung, um vorgeschriebene Dokumenta-
tionen (z.B. Schichtbücher, Messstellenblätter, Tätigkeitsberichte) vor Ort elektronisch 
durchzuführen.  
6.5.3.1.3 Bereich Auswertung, Darstellung, Verteilung 
Dieser Bereich umfasst die Erfassung und Auswertung aller gerätebezogenen Handlungen 
der benutzenden Person, die Durchführung oder Dokumentation von Kalibrierung, Eichung, 
Konfigurierung und Parametrierung von Betrachtungseinheiten, die Ableitung von Gerä-
tealarmen und Meldungen als Funktion der Überwachung und Diagnose sowie gegebenen-
falls auch weitere, instandhaltungsfremde Aufgaben, z.B. die Auswertung von Gerätedaten 
für den Nachweis der Betriebsbewährung oder die betriebswirtschaftliche Bewertung von 
Betrachtungseinheiten.  
Das MIS kann der benutzenden Person relevante Prozesswerte, Bedienhandlungen oder 
Meldungen aus der Anlage bereitstellen. Damit ist die benutzende Person zum einen stets 
über den aktuellen Zustand der einzelnen Betrachtungseinheiten informiert. Zum anderen 
kann sie auf der Grundlage dieser Informationen vor Ort eine fundierte Bewertung des ak-
tuellen Anlagenzustands vornehmen. Diese Funktionalität kann den Kommunikationsbedarf 
mit anderen Personen deutlich reduzieren, da der Informationsbedarf selbstständig befrie-
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digt werden kann. Das MIS kann auch direkt zur Kalibrierung, Eichung, Konfigurierung und 
Parametrierung von Betrachtungseinheiten eingesetzt werden, sofern es direkt auf diese 
zugreifen kann und entsprechend zertifiziert ist. Alternativ kann das MIS auch zur elektroni-
schen Dokumentation der genannten Tätigkeiten eingesetzt werden. Die Daten werden 
dann direkt an das UIS übermittelt. 
6.5.3.2 Mögliche Informationsflüsse im Rahmen der mobilen IT-gestützten In-
standhaltung 
Die aus dem UIS bezogenen Daten müssen aufgabenspezifisch aufbereitet werden, um für 
die benutzende Person tatsächlich nützlich zu sein. Das kann entweder im UIS geschehen 
oder durch eine geeignete Visualisierung auf dem MIS. Weiterhin können die Daten entwe-
der zum Beginn der Nutzung komplett aus dem UIS bezogen und dann lokal vorgehalten 
werden, oder sie werden bei Bedarf geladen und permanent aktualisiert. Diese Entschei-
dung hängt im Wesentlichen von den technischen Möglichkeiten (z.B. der Verfügbarkeit der 
Netzwerk-Infrastruktur) und den Anforderungen an die Aktualität und Verfügbarkeit der Da-
ten ab. In Abbildung 9 werden mögliche Informationsflüsse im Rahmen der Instandhaltung 
dargestellt. 
 
Abbildung 9: Darstellung möglicher Informationsflüsse im Rahmen der mobilen IT-gestützten In-
standhaltung (angepasst nach VDI/VDE 2651-1 [170, S. 14]) 
6.5.4 Interpretation der Ergebnisse 
Aus der vorangegangenen Betrachtung leiten sich für diese Arbeit vier wesentliche Unter-
stützungsaufgaben für ein mobiles Informationssystem ab. Erstens soll eine Unterstützung 
bei der Aufgabenbearbeitung und -dokumentation erfolgen, was in den Anforderungen F1ff 
im Anhang „Anforderungsspezifikation“ spezifiziert ist. Dies soll auch die revisionssichere 
Übermittlung und Archivierung der Dokumentation umfassen, was in den Anforderungen 
F9.1 und F9.5 bis F9.7 umgesetzt ist. Zweitens soll ein Zugriff auf Dokumente und Unterla-
Informationsflüsse 
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gen zu den Betrachtungseinheiten der Anlage und deren Betrachtung auf einem mobilen 
Ausgabegerät möglich sein. Dies ist in den Anforderungen F2ff umgesetzt. Drittens soll die 
benutzende Person in der Lage sein, Betrachtungseinheiten in einer textuellen ebenso wie 
in einer grafischen Darstellung auszuwählen bzw. sich identifizierte Betrachtungseinheiten 
anzeigen zu lassen, was in den Anforderungen F1.1 und F3 umgesetzt ist. Viertens soll die 
benutzende Person auf Betriebsdaten der Anlage zugreifen können, indem sie exemplarisch 
auf die Betriebs- und Geräteparameter der intelligenten Feldgeräte in der Anlage zugreifen 
kann. Dies ist in den Anforderungen F4ff umgesetzt. 
Als Informationsflüsse vom UIS zum MIS werden entsprechend exemplarisch Betriebsda-
ten sowie Dokumente und Unterlagen realisiert, in umgekehrter Richtung werden die In-
spektionsergebnisse und die unternommenen Maßnahmen übermittelt. 
6.6 BEGLEITENDE BEOBACHTUNG IN DER PROZESSINDUSTRIE 
6.6.1 Untersuchungsziele  
Eine Spezifikation des Nutzungskontexts allein basierend auf einer Analyse von Literatur und 
Planungsdokumenten birgt die große Gefahr unvollständiger Erfassung, fehlerhafter Inter-
pretation oder unzulässiger Schlüsse, und damit letzten Endes einer invaliden Kontextspezi-
fikation. Daher ist es das Ziel dieser Untersuchung, durch eine begleitende Beobachtung 
von Routinearbeiten im Bereich der Anlageninstandhaltung in der Prozessindustrie eine vali-
de und detaillierte Datenbasis für die Spezifikation des Nutzungskontexts von DWUI-
basierten mobilen Informationssystemen zu erhalten. Darauf basierend wird ein vertieftes, 
faktenbasiertes Verständnis der Arbeitsabläufe geschaffen. So können quantitative und qua-
litative Kenngrößen der Arbeitsprozesse erhoben werden, generalisierbare Muster in den 
Arbeitsabläufen identifiziert werden, Informationsbedarfe und resultierende Unterstüt-
zungsmöglichkeiten durch mobile Informationssysteme sowie potenzielle Hürden bei deren 
Einsatz abgeleitet werden. Darauf aufbauend lassen sich Anforderungen an ein mobiles 
DWUI-basiertes Informationssystem spezifizieren. Es ist nicht Ziel dieser Untersuchung die 
beobachteten Abläufe und Tätigkeiten selbst zu bewerten oder zu optimieren. Durch die 
Prüfung der Beobachtungsdaten durch die beobachtete Person werden die Datensätze 
frühzeitig intern validiert. Durch die abschließende Analyse der Beobachtungsdaten mit den 
beteiligten Personen werden die Ergebnisse abschließend extern validiert. 
6.6.2 Vorgehensweise 
6.6.2.1 Zeitlicher Ablauf 
In Abbildung 10 sind der Ablauf der gesamten Untersuchung sowie der Ablauf einer einzel-
nen Beobachtung bei einem Unternehmen dargestellt. Wie zu erkennen ist, ist das gesamte 
Vorhaben auf eine Dauer von 16 Wochen angelegt. Diese vergleichsweise großzügige Zeit-
planung berücksichtigt die aufwändigen Kommunikationswege und Abstimmungsverfahren 
zwischen allen beteiligten Personen. 
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Abbildung 10: Zeitlicher Ablauf sämtlicher Phasen der Untersuchung 
6.6.2.2 Vorbereitungsphase 
Der eigentlichen Beobachtung geht eine Analyse der bereitgestellten Unterlagen voraus. 
Dabei werden statische Informationen wie nominale Abläufe, Handlungsanweisungen und 
rechtliche  bzw. organisatorische Vorgaben ebenso ausgewertet wie dynamische Informati-
onen wie Checklisten, Arbeitsaufträge und Formblätter. Dies erfolgt im Rahmen der Unter-
suchungsvorbereitung noch vor der Anreise. Die Ergebnisse der Dokumentenanalyse bilden 
die gemeinsame Wissensgrundlage der Beobachtenden vor der Beobachtung und werden 
nach deren Abschluss mit den erhobenen Daten auf ihre Aktualität, Vollständigkeit und 
Übereinstimmung mit der betrieblichen Praxis hin überprüft. Nach der Anreise werden die 
Beobachtenden vor Ort durch die zuständige Ansprechperson des besuchten Unterneh-
mens eingewiesen und mit den Beobachtungsteilnehmern bekannt gemacht. Dieser Schritt 
noch vor der Beobachtung ist sehr wichtig um durch persönlichen, informellen Kontakt 
eventuell bestehende Vorbehalte gegen die Beobachtung zu erkennen und auszuräumen. 
Danach werden die Beobachtenden arbeitsschutztechnisch unterwiesen und geeignet aus-
gestattet. 
6.6.2.3 Durchführungsphase 
Die Beobachtung wird generell parallel durch zwei beobachtende Personen durchgeführt, 
den Beobachtungsleiter und dessen Assistenten. Eine Beobachtung erstreckt sich grund-
sätzlich auf den vollen Arbeitstag des Beobachtungsteilnehmers. Die Beobachtungen bei 
dem Unternehmen sollen sich auf eine Arbeitswoche erstrecken, die möglichst durchge-
hend erfasst wird. Dabei soll über mehrere Arbeitstage hinweg durch die gleichen Personen 
beobachtet werden, um die Konsistenz der Datensätze zu erhöhen. Die Beobachtungsdaten 
werden mittels Papier und Stift festgehalten.  
6.6.2.4 Nachbereitungsphase 
Am Ende einer jeden Beobachtung werden die Daten der beiden Beobachtenden abgegli-
chen, zusammengeführt und digitalisiert (post-task walkthrough). Dabei werden die Daten 
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des gesamten beobachteten Arbeitsablaufs (in der Regel ein vollständiger Arbeitstag) in 
Form einer Datentabelle. Diese Beschreibung wird vor Beginn der nächsten Beobachtung 
durch die beobachtete Person geprüft und bei Bedarf vervollständigt oder korrigiert. Dabei 
werden auch Unklarheiten bei der Interpretation der Beobachtungen diskutiert (post-task in-
terview). Damit werden die Datensätze intern validiert. 
Am Ende aller Beobachtungen bei einem besuchten Unternehmen werden die einzelnen 
Beschreibungen analysiert und mit den Planungsdaten verglichen. Dabei werden reguläre 
von irregulären Arbeitsabläufen unterschieden und Variationen bei der Durchführung der Ar-
beitsaufgaben identifiziert und statistisch beschrieben. 
6.6.3 Datenerhebung 
Die Begleitende Beobachtung dient der Erfassung kontinuierlicher und diskreter qualitativer 
und quantitativer Daten unmittelbar während der Durchführung der beobachteten Tätigkei-
ten. Die Erfassung erfolgt vor Ort auf Papier unter Verwendung eines speziell dafür entwi-
ckelten Erfassungsbogens. Die Verwendung digitaler Hilfsmittel ist aufgrund der Sicher-
heitsvorschriften der beteiligten Unternehmen nicht möglich. Die demografischen Daten 
werden vor dem Beginn der Beobachtung erfasst. Daten zu diskreten Ereignissen werden 
bei deren Eintreten erfasst. Kontinuierlich erfassbare Daten (z.B. Temperatur) werden in re-
gelmäßigen Abständen, in der Regel in Verbindung mit einem eingetretenen Ereignis er-
fasst. 
6.6.3.1 Demografische Merkmale 
Die Auswahl der demografischen Faktoren folgt der Empfehlung von Barnum [138, S. 119]. 
Entsprechend werden die in Tabelle 6 aufgelisteten Faktoren werden in den angegebenen 
Stufen erfasst. Sollten nicht genannte Stufen auftreten (z.B. ausländische Abschlüsse), so 
werden diese handschriftlich erfasst und zu den angegebenen Stufen in Bezug gesetzt (z.B. 
äquivalenter deutscher Abschluss). 
  




Alter in Jahren unter 20 | 20-30 | 31-40 | 41-50 | 51-60 | über 60 
Geschlecht weiblich | männlich 
Schulbildung Schüler | kein Abschluss | Hauptschulabschluss | Real- / 
Gesamtschulabschluss | Abitur oder Fachabitur 
berufliche Ausbildung Fachausbildung | Meister oder Techniker | Bachelor o-
der Fachhochschulabschluss | Master oder Hochschul-
abschluss | Promotion 
Arbeitseinschränkungen ja | nein 
Falls ja, welche (konkrete Angabe freiwillig) 
Häufigkeit der Computer-
benutzung 
Niemals | mindestens einmal pro Monat | mindestens 
einmal pro Woche | täglich  
(präziseste Stufe wählen) 
Zweck der Computerbenutzung  Freizeitgestaltung | privat, aber für produktive Zwecke | 
beruflich 
Berufliche Angaben 
Berufserfahrung Angabe der Anzahl an Jahren 
Aktuelle Position Freitextangabe 
Erfahrung in der aktuellen Positi-
on 
Angabe der Anzahl an Jahren 
Aufgaben in der aktuellen Positi-
on 
Freitextangabe 
Regelmäßig genutzte Werkzeuge Keine | Büro-Software (z.B. MS Office) | Planungswerk-
zeuge (z.B. SAP ERP) | Mobile Systeme (z.B. Oracle 
ADF Mobile Browser) 
Tabelle 6: Auflistung der zu erhebenden demografischen Faktoren und deren Faktorstufen 
6.6.3.2 Qualitative Daten 
Die in Tabelle 7 genannten Daten werden qualitativ unter Zuhilfenahme der markierten Da-
tenquellen erfasst. Die Auswahl der Merkmale ist eine Erweiterung der Empfehlung von 
Foltz [173, S. 10ff]. 








Arbeitsaufgaben und Tätigkeiten 
Bezeichnung X X   
Ort X X X  
Ziel und Zweck X X   
Voraussetzungen und An-
nahmen 
X X   
Besonderheiten bei der 
Durchführung (Mängel, 
nicht regelmäßige Hand-
lungen und Abläufe) 
Abgleich X X  




 X X  
Informations- und Kommunikationsflüsse 
Kurzbeschreibung  X   
Sender und Empfänger    X  
Übertragungsmedium/-
gerät  
  X  
Inhalt der Übertragung X X X  
Ziel und Zweck der Infor-
mation 
X X   
Umgebung 
Wetter   X  
Lichtverhältnisse   X  
Tabelle 7: Auflistung der zu erhebenden qualitativen Daten und deren Datenquellen 
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6.6.3.3 Quantitative Daten 
Die in Tabelle 8 genannten Daten werden quantitativ unter Zuhilfenahme der markierten Da-
tenquellen erfasst. Die Auswahl der Merkmale ist eine Erweiterung der Empfehlung von 







Arbeitsaufgaben und Tätigkeiten 
Startzeit und Dauer    Digitaluhr 
Startzeit und Dauer von 
Pausen 
   Digitaluhr 
Zurückgelegte Wegstre-
cken 
Abgleich  X Abschätzung 
durch Karten 
Informations- und Kommunikationsflüsse 
Zeitpunkt und Dauer    Digitaluhr 
Umgebung 
Temperatur    Thermometer 
Tabelle 8: Auflistung der zu erhebenden quantitativen Daten und deren Datenquellen 
6.6.4 Datenanalyse 
6.6.4.1 Vorverarbeitung 
In Vorbereitung der Analyse werden die abgeglichenen, zusammengeführten und geprüften 
Daten zunächst klassifiziert. Dazu werden die erfassten Handlungen den übergeordneten 
Tätigkeiten zugeordnet, die aus den definierten Aufgaben in den Planungsdokumenten, ins-
besondere den bereitgestellten Checklisten, abgeleitet sind. Anschließend werden die 
Handlungen charakterisiert und einer der sechs in Tabelle 9 aufgelisteten Klassen zugeord-
net. 
Klasse Beschreibung 
Physische Arbeit manuelle Handlung ohne Interaktion mit einem EDV-System oder eine 
Kommunikation mit einer anderen Person 
Information Dauerhafte Erfassung, Verwertung oder Hinterlegung von Information, 
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die nicht das Ergebnis von Kommunikation ist 
Kommunikation synchrone Informationsvermittlung zwischen mehreren Personen 
Interaktion Beobachtung und Bedienung eines EDV-Systems, um Informationen 
über einen Prozess zu beziehen oder um diesen zu beeinflussen 
Bewegung Wechsel des Arbeitsortes oder längere Laufwege innerhalb des Ar-
beitsortes 
Sonstige Handlung Handlung, die keiner Aktivität unmittelbar zuzuordnen ist (z.B. Pause) 
Tabelle 9: Klassifizierungsschema für die beobachteten Handlungen 
6.6.4.2 Einzelbeobachtung 
Für jede Einzelbeobachtung wird die Gesamtarbeitszeit ermittelt, ebenso die Gesamtzahl 
der Tätigkeiten, Handlungen, Handlungsorte und die an der Aufgabenbearbeitung beteiligten 
Personen. Daraus wird ein grafisches Tätigkeitsprofil abgeleitet. Die Verteilung der Arbeits-
zeit auf die Tätigkeiten, der Anwesenheitsdauer auf die Arbeitsorte sowie der Tätigkeiten 
auf die Handlungen werden sowohl grafisch als auch tabellarisch dargestellt. Es wird eine 
Übersicht gegeben über die Klassifizierung der Handlungen und die Verteilung der Funkti-
onsklassen. Abschließend werden das Tätigkeitsprofil, die Handlungsklassifikation und das 
Bewegungsprofil diskutiert. 
6.6.4.3 Beobachtungen einer beobachteten Person 
Liegen hinreichend viele Beobachtungen von derselben beobachteten Person vor, werden 
die Ergebnisse der Einzelbeobachtungen qualitativ und quantitativ vergleichend ausgewer-
tet. Daraus werden dann generalisierbare Muster, Informationsbedarfe, Unterstützungs-
möglichkeiten und Hürden für den Einsatz mobiler Informationssysteme abgeleitet. 
6.6.5 Instrumentierung 
6.6.5.1 Demografischer Fragebogen 
Die demografischen Merkmale werden mithilfe eines Fragebogens handschriftlich erfasst. 
Die Bearbeitungszeit beträgt nicht mehr als fünf Minuten. Die konkrete Angabe von beson-
deren Arbeitseinschränkungen ist explizit freiwillig. Die Teilnehmenden werden jedoch auf-
gefordert, zumindest allgemein auf die Existenz einer bestehenden Einschränkung hinzu-
weisen. In diesem Fall wird von einer Beobachtung abgesehen, da die unbekannte Ein-
schränkung nicht als Ursache der beobachteten Effekte ausgeschlossen werden kann. Der 
demografische Fragebogen ist im Anhang „Demografischer Fragebogen“ zu finden. 
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6.6.5.2 Protokollierungsbogen und weitere Instrumente 
Die qualitativen und quantitativen Daten werden mithilfe eines Protokollierungsbogens er-
fasst, der speziell für diesen Zweck entwickelt worden ist. Der Bogen besteht aus vier ver-
schiedenen Formularblättern, die der Erfassung bestimmter Daten dienen und einseitig be-
schrieben werden. Alle Blätter sind mittels fortlaufender Nummern eindeutig referenzierbar. 
Die Blätter sind mittels Ringbindung entlang der Längsseite und getrennt von farbigen 
Trennseiten zusammen mit einer Papprückwand und einer Klarsicht-Deckfolie gebunden. 
Die Rückwand steht an den Querseiten 40 mm über die restlichen Blätter über, sodass der 
gesamte Bogen beidseitig an einem Klemmbrett fixiert werden kann. Die Bindung hat die in 
Tabelle 10 dargestellte Reihenfolge. In derselben Tabelle ist der Inhalt der jeweiligen Blätter 
beschrieben.  
Anzahl Bezeichnung Inhalt 
1 Schutzfolie  
1 Deckblatt  
(cover sheet) 
Auf dem Deckblatt werden eine laufende Nummer zur Referen-
zierung der Beobachtung, der Name der beobachtenden Person, 
Beobachtungszeitraum, Unternehmen, in dem die Beobachtung 




Auf den Tätigkeitsblättern werden jeweils die Bezeichnung und 
Beschreibung der Tätigkeit und der zugeordneten Handlungen, 
deren Ort (Anlagenteil) und der Durchführungszeitraum, Ziel und 
Zweck, Voraussetzungen und Annahmen, Ergebnis, verwendete 
Werkzeuge und Hilfsmittel, vorherrschende Wetter- und Lichtver-
hältnisse sowie die gemessene Temperatur eingetragen. Im No-
tizfeld werden Besonderheiten bei der Durchführung vermerkt. 





Auf den Informationsflussblättern werden jeweils die Bezeich-
nung und Beschreibung eines Informations- oder Kommunikati-
onsflusses, dessen Ziel und Zweck, Dauer, Inhalt, Sender und 
Empfänger, Medium sowie sonstige verwendete Hilfsmittel ein-
getragen. Im Notizfeld werden Besonderheiten bei der Durchfüh-
rung vermerkt. 
1 Trennblatt  
10 Notizblatt  
(notes sheet) 
Auf den Notizblättern werden jeweils die Bezeichnung der zuge-
hörigen Tätigkeit und die Notizen als Freitext hinterlegt.  
1 Rückwand  
Tabelle 10: Aufbau und Inhalt des Protokollierungsbogens 
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Die Tätigkeitsblätter werden fortlaufen beschrieben, 
während die Informationsfluss- und Notizblätter nur 
bei Bedarf beschrieben werden. Dazu wird von dem 
aktuellen Tätigkeitsblatt auf das entsprechende Blatt 
gewechselt, und beide Blätter werden durch einen 
wechselseitigen Verweis aufeinander über die je-
weilige Blattnummer miteinander verbunden. Dazu 
stehen entsprechende Felder zur Verfügung. Abbil-
dung 11 zeigt eine Aufnahme eines leeren Protokol-
lierungsbogens. Die Vorlagen für den Protokollie-
rungsbogen sind im Anhang „Protokollierungs-
bogen“ zu finden. Als weitere Messinstrumente kommen ein transportables, digitales 
Raum-Thermometer und eine handelsübliche Digitaluhr zum Einsatz. Beide Geräte sind an 
ein Klemmbrett angebracht, welches den Erfassungsbogen fixiert.  
6.6.6 Auswertung 
6.6.6.1 Analyse der vorhandenen Planungsdaten 
Zur Vorbereitung der begleitenden Beobachtung werden die von der begleiteten Person 
verwendeten Unterlagen ausgewertet. Insgesamt stehen 18 Dokumente zur Verfügung, da-
von fünf Bediener-Checklisten (eine je Arbeitstag), 11 Betriebs- und Ergebnisbögen sowie 
eine allgemeine technologische Beschreibung der Anlage. Von besonderer Bedeutung sind 
die Bediener-Checklisten. Diese enthalten insgesamt 105 Tätigkeiten, aufgeteilt auf 13 An-
lagenteile. Davon sind 3 Tätigkeiten durch Untertätigkeiten präzisiert, erfordern also keine 
eigenen Handlungen. 13 Tätigkeiten sind darüber hinaus als „bedarfsweise Arbeiten“ dekla-
riert. Die Tätigkeiten sind nach den (funktionalen) Anlagenteilen sortiert, nicht nach der Be-
arbeitungsreihenfolge und auch nicht zwingend nach dem Bearbeitungsort. Untertätigkeiten 
sind eingerückt unter der subsummierenden Tätigkeit entweder aufgezählt oder aufgelistet. 
Eine Aufzählung impliziert jedoch keine vorgegebene Bearbeitungsreihenfolge. Es ist dem-
nach festzuhalten, dass die Reihenfolge der Tätigkeiten auf der Checkliste nicht mit der rea-
len Bearbeitungsreihenfolge übereinstimmen muss und dies in der Regel auch nicht tut.  
Neben den Anlagenteilen, Tätigkeiten und Ergebnis- bzw. Werteintragsfeldern enthält jede 
Checkliste auch an verschiedenen Stellen Durchführungshinweise, die farblich hervorgeho-
ben sind, sowie die aktuell geltenden Dosierungsvorgaben. Am Ende der Checkliste ist ein 
Feld für Freitextkommentare und eines für eine Unterschrift eingefügt. Es ist festzuhalten, 
dass der vollständige Abschluss der Arbeiten durch eine rechtverbindliche persönliche Be-
stätigung der bearbeitenden Person bestätigt werden muss, im Falle von Checklisten in 
Form einer Unterschrift. Weiterhin ist festzuhalten, dass die Hinterlegung von Freitextkom-
mentaren zur Aufgabenbearbeitung explizit vorgesehen ist. 
 
Abbildung 11: Protokollierungsbogen 
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Tabelle 11: Verteilung und Wiederholung der Tätigkeiten laut Checklisten 
Tabelle 11 zeigt die Verteilung der in den fünf Checklisten aufgezählten Tätigkeiten (ein-
schließlich der „bedarfsweisen Arbeiten“) auf die fünf Arbeitstage der betrachteten Ar-
beitswoche. Es ist zu sehen, dass 57 von 105 Tätigkeiten sich innerhalb der Woche nicht 
wiederholen, dass also weniger als der Hälfte aller Tätigkeiten mehrfach beobachtet werden 
können. Von diesen sind jedoch 34 Tätigkeiten, also knapp ein Drittel aller Aufgaben, täglich 
durchzuführen, weitere drei Tätigkeiten nahezu täglich. Es ist jedoch auch zu erkennen, dass 
es bereits planmäßig sehr viele verschiedene Wiederholungsmuster gibt. Zusätzlich sind 
noch Variationen durch außerplanmäßige Tätigkeiten zu erwarten. Es ist also festzuhalten, 
dass die meisten Tätigkeiten entweder sehr häufig oder nur einmalig innerhalb der Woche 
durchgeführt werden, und dass die Verteilung der Tätigkeiten über die Woche sehr unre-
gelmäßig ist. 
Die Checklisten sehen für 95 Tätigkeiten eine Bestätigung in Form eines abzuhakenden 
Kästchens vor, für 85 davon ausschließlich dieses. Für zehn Tätigkeiten sind jeweils eines 
oder mehrere Felder für handschriftliche Eintragungen von Messwerten oder Beobachtun-
gen vorgesehen, davon neun für physikalische Messgrößen und eines mit einer artifiziellen, 
ordinalen Skala. Für weitere sieben Tätigkeiten wird auf entsprechende Formblätter oder 
Gerätebücher verwiesen. Es werden für acht Tätigkeiten Sollwerte vorgeschrieben, davon 
sind vier Durchführungshinweise, die anderen vier sind Vergleichswerte für die erfassten 
Istwerte. Für drei Tätigkeiten wird keine Dokumentation des Arbeitsergebnisses gefordert. 
Es ist festzustellen, dass nur ein geringer Teil der Tätigkeiten die Erfassung von Werten er-
fordert. Auch werden nur wenige Informationen zu Randbedingungen der Tätigkeiten (wie 
z.B. Sollwerte) bereitgestellt. Die Bestätigung der Durchführung der einzelnen Tätigkeiten 
ist hingegen obligatorisch. Den Checklisten sind keine explizit formulierten Kommunika-
tionsbedarfe zu entnehmen. 
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6.6.6.2 Datenanalyse und Darstellung der Beobachtungsergebnisse 
Das besuchte Unternehmen ist ein „kommunales Dienstleistungsunternehmen für die 
Wasserwirtschaft“, dessen Hauptaufgabe „der Betrieb der Wasserwerke, Leitungssysteme 
und weiterer technischer Anlagen [und der zugehörigen] kaufmännischen und Verwaltungs-
aufgaben“ ist (Selbstdarstellung des Unternehmens, anonymisiert). Konkret wurde der rou-
tinemäßige Vor-Ort-Betrieb und die Instandhaltung eines Wasserwerks durch eine Fachkraft 
der Wasserversorgungstechnik beobachtet. Die Beobachtungen fanden im Juli 2011 statt 
und umfassten vier Tage von Montag bis Donnerstag. Beobachtet wurde eine Person, die in 
Tabelle 12 demografisch beschrieben ist. 
Faktor Eigenschaften der beobachteten Person 
Alter in Jahren 41 – 50 
Geschlecht männlich 
Schulbildung Real-/Gesamtschulabschluss 








Berufserfahrung 20 Jahre 
Aktuelle Position Fachkraft - Wasserversorgungstechnik 
Erfahrung in der aktuel-
len Position 
20 Jahre 
Aufgaben in der aktuel-
len Position 




Tabelle 12: Demografische Beschreibung der beobachteten Person  
Sämtliche Beobachtungen wurden in Zusammenarbeit mit Tim Lehmkau durchgeführt, der 
den Autor als zweiter Beobachter unterstützte [174]. Die Untersuchung erstreckte sich aus 
organisatorischen Gründen nur über vier statt der geplanten fünf Arbeitstage. Die aufge-
nommenen Rohdaten sind aus Datenschutzgründen anonymisiert dargestellt. 
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6.6.6.2.1 Beobachtungstag 1 
Es werden am ersten Beobachtungstag 24 verschiedene Tätigkeiten an 17 verschiedenen 
Orten beobachtet8. Die Gesamtbeobachtungszeit an diesem Tag beträgt exklusive Pausen 
324 Minuten. Die längste beobachtete Tätigkeit9 dauert 53 Minuten und besteht aus 17 
klassifizierten Handlungen. Weitere sechs Tätigkeiten dauern zwischen 10 und 20 Minuten 
und 16 Tätigkeiten dauern weniger als 10 Minuten. Die Anzahl der identifizierten Handlun-
gen und die Bearbeitungszeiten für die einzelnen Tätigkeiten korrelieren sehr stark (ρ = 0,96) 
(vgl. Abbildung 12).  
 
Abbildung 12: Anzahl der Handlungen und Gesamtdauern je Tätigkeit am ersten Beobachtungstag, 
sortiert nach Dauer 
Insgesamt wird 38-mal der Arbeitsort gewechselt, wofür die beobachtete Person zusam-
men 94 Minuten aufwendet. Dabei finden 33 geografische Ortswechsel statt, die restlichen 
Bewegungen finden innerhalb eines Arbeitsortes statt (z.B. Stockwerkwechsel). Das ent-
spricht einer Rate von durchschnittlich sechs Ortswechseln je Stunde (vgl. Tabelle 17). Die 
Anzahl der identifizierten Handlungen und die Verweilzeiten an den einzelnen Arbeitsorten 
korrelieren ebenfalls sehr stark (ρ = 0,96). In Abbildung 13 deutlich zu erkennen ist die, ge-
messen an der Anzahl an Handlungen, überproportional lange Verweildauer in der Leitwarte 
(Arbeitsort 11), die ein Indiz für den hohen zeitlichen Aufwand für die Informationsbeschaf-
fung und Kommunikation ist. Neben den Leitplätzen an Arbeitsort 11 ermöglichen lokale 
Bedienpanels an den Arbeitsorten 01 und 07 direkten Zugriff auf das Prozessleitsystem, 
was der Bedeutung dieser Aufenthaltsorte für die Instandhaltung der Anlage entspricht (vgl. 
Abbildung 13). 
                                                
8 Pausenzeiten und Aufenthalte im Pausenraum werden aus Datenschutzgründen nicht in der Aus-
wertung erfasst. Ortswechsel vom und zum Pausenraum werden hingegen erfasst. 

























































































































































































Anzahl der Handlungen der Tätigkeit Dauer der Tätigkeit
Anforderungsermittlung für mobile Informationssysteme 
85 
 
Abbildung 13: Anzahl der Handlungen und Gesamtdauern je Aufenthaltsort am ersten Beobachtungs-
tag, sortiert nach Dauer 
In Abbildung 14 sind die Verteilung der beobachteten Handlungen auf die definierten Hand-
lungsklassen sowie die akkumulierten Bearbeitungsdauern der jeweiligen Klassen darge-
stellt. Es ist zu erkennen, dass die beobachtete Person jeweils knapp ein Drittel ihrer Ar-
beitszeit auf physische Arbeit und auf Bewegung innerhalb der Anlage verwendet, um den 
entsprechenden Anteil an den beobachteten Handlungen durchzuführen. Tatsächlich wer-
den nahezu 40 % der Arbeitszeit für informationsbezogene Arbeit aufgewendet. Die Anzahl 
der Handlungen und die Gesamtdauer der Handlungen der jeweiligen Kategorie korrelieren 
sehr stark (ρ = 0,98). 
 
Abbildung 14: Verteilung der beobachteten Handlungen auf die definierten Handlungsklassen sowie 
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Tatsächlich werden am ersten Beobachtungstag insgesamt neun Handlungen zum Informa-
tionsbezug und 23 Handlungen mit Informationserzeugung erfasst, davon fünf auf dem mit-
geführten Notizzettel. Auf der Checkliste sind neun Eintragungen (direkt oder in Formblätter 
bzw. Gerätebücher) vermerkt, real werden mithin neun weitere informationserzeugende 
Handlungen durchgeführt. Dies lässt sich zum einen dadurch erklären, dass mehrere Eintra-
gungen aus Untertätigkeiten durch einen einzigen Vermerk in der subsummierenden Tätig-
keit zusammengefasst sind. Zum anderen werden einige Informationen in mehreren, nicht 
unmittelbar aufeinander folgenden Handlungen zusammengetragen und in die Unterlagen 
eingetragen. Dennoch ist festzustellen, dass die reale Zahl an schreibenden Zugriffen auf 
die Unterlagen erheblich höher ist, als aus den Planungsunterlagen zu ersehen ist. Insge-
samt finden am ersten Beobachtungstag 38 Tätigkeitswechsel statt, wobei maximal drei Tä-
tigkeiten parallel bearbeitet werden und maximal zwei nicht abgeschlossene Tätigkeiten 
gleichzeitig unterbrochen sind. Aus Abbildung 60 im Anhang „Tätigkeitsprofile und Hand-
lungsklassifikationen im Überblick“ ist ersichtlich, dass nahezu alle Tätigkeiten, denen meh-
rere Handlungen zugeordnet worden sind, auch informationsbezogene Handlungen enthal-
ten. Das bedeutet, dass auch der Informationsaustausch mit dem entsprechenden EDV-
System, falls ein solches verwendet wird, für mehrere Tätigkeiten parallel erfolgt. 
6.6.6.2.2 Beobachtungstag 2 
Es werden am zweiten Beobachtungstag 16 verschiedene Tätigkeiten an 15 verschiedenen 
Orten beobachtet. Die Gesamtbeobachtungszeit an diesem Tag beträgt exklusive Pausen 
272 Minuten. Die längste beobachtete Tätigkeit dauert 82 Minuten und besteht aus 25 klas-
sifizierten Handlungen. Weitere drei Tätigkeiten dauern zwischen 10 und 20 Minuten und 11 
Tätigkeiten dauern weniger als 10 Minuten. Die Anzahl der identifizierten Handlungen und 
die Bearbeitungszeiten für die einzelnen Tätigkeiten korrelieren sehr stark (ρ = 0,99), wie in 
Abbildung 15 zu erkennen ist.  
 
Abbildung 15: Anzahl der Handlungen und Gesamtdauern je Tätigkeit am zweiten Beobachtungstag, 
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Insgesamt wird 33-mal der Arbeitsort gewechselt, wofür die beobachtete Person zusam-
men 87 Minuten aufwendet. Dabei finden 25 geografische Ortswechsel statt, die restlichen 
Bewegungen finden innerhalb eines Arbeitsortes statt. Das entspricht einer Rate von durch-
schnittlich knapp sechs Ortswechseln je Stunde (vgl. Tabelle 17). Die Anzahl der identifizier-
ten Handlungen und die Verweilzeiten an den einzelnen Arbeitsorten korrelieren ebenfalls 
sehr stark (ρ = 0,96). Die am Vortag beobachtete, gemessen an der Anzahl an Handlungen, 
überproportional lange Verweildauer in der Leitwarte (Arbeitsort 11) ist in Abbildung 16 nicht 
erneut erkennbar.  
 
Abbildung 16: Anzahl der Handlungen und Gesamtdauern je Aufenthaltsort am zweiten Beobach-
tungstag, sortiert nach Dauer 
In Abbildung 17 sind die Verteilung der beobachteten Handlungen auf die definierten Hand-
lungsklassen sowie die akkumulierten Bearbeitungsdauern der jeweiligen Klassen darge-
stellt. Es ist zu erkennen, dass die beobachtete Person mehr als ein Drittel (40,0 %) ihrer 
Arbeitszeit auf physische Arbeit verwendet, um 43,0 % der beobachteten Handlungen 
durchzuführen. Dies ist in beiden Kategorien deutlich mehr als am Vortag. Ein Drittel 
(32,0 %) der Zeit wird auf Bewegung innerhalb der Anlage verwendet, was knapp einem 
Drittel (30,8 %) der beobachteten Handlungen entspricht und damit weitgehend den Be-
obachtungen vom Vortag entspricht. Der Zeitanteil für informationsbezogene Arbeit liegt bei 
nur mehr 27,9 %, der Anteil an den beobachteten Handlungen bei 26,2 %. Die Korrelation 
zwischen der Anzahl der Handlungen und der Gesamtdauer der Handlungen der jeweiligen 
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Abbildung 17: Verteilung der beobachteten Handlungen auf die definierten Handlungsklassen sowie 
die akkumulierten Bearbeitungsdauern der Klassen am zweiten Beobachtungstag 
Tatsächlich werden am zweiten Beobachtungstag insgesamt vier Handlungen zum Informa-
tionsbezug und acht Handlungen mit Informationserzeugung erfasst, davon nur eine auf 
dem mitgeführten Notizzettel. Auf der Checkliste sind ebenfalls acht Eintragungen (direkt 
oder in Formblätter bzw. Gerätebücher) vermerkt. Die reale Zahl an schreibenden Zugriffen 
auf die Unterlagen entspricht also am zweiten Beobachtungstag der aus den Planungsunter-
lagen ersichtlichen Zahl. Insgesamt finden am zweiten Beobachtungstag 22 Tätigkeits-
wechsel statt, wobei an diesem Tag keine Tätigkeiten parallel bearbeitet werden und maxi-
mal zwei nicht abgeschlossene Tätigkeiten gleichzeitig unterbrochen sind. Aus Abbildung 61 
im Anhang „Tätigkeitsprofile und Handlungsklassifikationen im Überblick“ ist ersichtlich, 
dass zwar die meisten Tätigkeiten, denen mehrere Handlungen zugeordnet worden sind, 
auch informationsbezogene Handlungen enthalten, aber in deutlich geringerem Umfang als 
am Vortag. 
6.6.6.2.3 Beobachtungstag 3 
Es werden am dritten Beobachtungstag 24 verschiedene Tätigkeiten an 16 verschiedenen 
Orten beobachtet. Die Gesamtbeobachtungszeit an diesem Tag beträgt exklusive Pausen 
434 Minuten. Die längste beobachtete Tätigkeit dauert 95 Minuten und besteht aus nur 
zwei klassifizierten Handlungen. Weitere sechs Tätigkeiten an diesem Tag dauern zwischen 
20 und 30 Minuten, zwei Tätigkeiten dauern zwischen 10 und 20 Minuten und 15 Tätigkei-
ten dauern weniger als 10 Minuten. Die Anzahl der identifizierten Handlungen und die Bear-
beitungszeiten für die einzelnen Tätigkeiten korrelieren nur mäßig (ρ = 0,65). Wie in Abbil-
dung 18 zu erkennen ist, liegt dies an Tätigkeit 40, die im Wesentlichen aus dem dauerhaf-
ten Überwachen der Arbeit einer anderen Person bestand. Lässt man diese Tätigkeit außen 
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Abbildung 18: Anzahl der Handlungen und Gesamtdauern je Tätigkeit am dritten Beobachtungstag, 
sortiert nach Dauer 
Insgesamt wird 46-mal der Arbeitsort gewechselt, wofür die beobachtete Person zusam-
men 92 Minuten aufwendet. Dabei finden 37 geografische Ortswechsel statt, die restlichen 
Bewegungen finden innerhalb eines Arbeitsortes statt. Das entspricht einer Rate von durch-
schnittlich fünf Ortswechseln je Stunde (vgl. Tabelle 17). Die Anzahl der identifizierten Hand-
lungen und die Verweilzeiten an den einzelnen Arbeitsorten korrelieren, wenn man wiede-
rum Tätigkeit 40 unbeachtet lässt, ebenfalls sehr stark (ρ = 0,97, andernfalls ρ = 0,80). Die 
am ersten Beobachtungstag beobachtete, gemessen an der Anzahl an Handlungen, lange 
Verweildauer in der Leitwarte (Arbeitsort 11) ist in Abbildung 19 wiederum erkennbar. 
 
Abbildung 19: Anzahl der Handlungen und Gesamtdauern je Aufenthaltsort am dritten Beobachtungs-
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In Abbildung 20 sind die Verteilung der beobachteten Handlungen auf die definierten Hand-
lungsklassen sowie die akkumulierten Bearbeitungsdauern der jeweiligen Klassen darge-
stellt. Es ist zu erkennen, dass die beobachtete Person genau die Hälfte ihrer Arbeitszeit 
(49,5 %) auf physische Arbeit verwendet, um 40,4 % der beobachteten Handlungen durch-
zuführen. Dies ist nochmals ein deutlich größerer Zeitanteil als am Vortag. Etwa ein Fünftel 
(21,2 %) der Zeit wird auf Bewegung innerhalb der Anlage verwendet, was knapp einem 
Drittel (30,5 %) der beobachteten Handlungen entspricht und damit weitgehend den Be-
obachtungen der Vortage entspricht. Der Zeitanteil für informationsbezogene Arbeit liegt bei 
nur mehr 29,3 %, der Anteil an den beobachteten Handlungen bei 29,1 %. Die Korrelation 
zwischen der Anzahl der Handlungen und der Gesamtdauer der Handlungen der jeweiligen 
Kategorie ist wiederum sehr stark (ρ = 0,92). 
 
Abbildung 20: Verteilung der beobachteten Handlungen auf die definierten Handlungsklassen sowie 
die akkumulierten Bearbeitungsdauern der Klassen am dritten Beobachtungstag 
Tatsächlich wurden am dritten Beobachtungstag insgesamt acht Handlungen zum Informa-
tionsbezug und 16 Handlungen mit Informationserzeugung erfasst, davon sechs auf dem 
mitgeführten Notizzettel. Auf der Checkliste sind 12 Eintragungen (direkt oder in Formblätter 
bzw. Gerätebücher) vermerkt. Die reale Zahl an schreibenden Zugriffen auf die Unterlagen 
entspricht also am dritten Beobachtungstag weitgehend der aus den Planungsunterlagen 
ersichtlichen Zahl. 
Insgesamt fanden am dritten Beobachtungstag 48 Tätigkeitswechsel statt, wobei maximal 
drei Tätigkeiten parallel bearbeitet wurden und maximal drei nicht abgeschlossene Tätigkei-
ten gleichzeitig unterbrochen waren. Erstmals ist am dritten Beobachtungstag der Fall ein-
getreten, dass drei Tätigkeiten parallel bearbeitet worden sind, während gleichzeitig zwei 
weitere unterbrochen waren. Insgesamt existierten in diesem Moment also fünf begonnene 
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ist, dass diese Situation nicht durch ein außerplanmäßiges Ereignis entstanden war, son-
dern vielmehr alle fünf Tätigkeiten geplante Routineaufgaben waren. Die Parallelisierung 
wurde also bewusst von der beobachteten Person herbeigeführt. Aus Abbildung 62 im An-
hang „Tätigkeitsprofile und Handlungsklassifikationen im Überblick“ ist ersichtlich, dass 
wiederum nahezu alle Tätigkeiten, denen mehrere Handlungen zugeordnet worden sind, 
auch informationsbezogene Handlungen enthalten. 
6.6.6.2.4 Beobachtungstag 4 
Es werden am vierten Beobachtungstag 22 verschiedene Tätigkeiten an 14 verschiedenen 
Orten beobachtet. Die Gesamtbeobachtungszeit an diesem Tag beträgt exklusive Pausen 
350 Minuten. Die längste beobachtete Tätigkeit dauert 48 Minuten und besteht aus 20 klas-
sifizierten Handlungen. Eine weitere Tätigkeit an diesem Tag dauert zwischen 40 und 50 
Minuten, eine zwischen 30 und 40 Minuten, zwei Tätigkeiten dauern zwischen 20 und 30 
Minuten, sechs Tätigkeiten dauern zwischen 10 und 20 Minuten und 12 Tätigkeiten dauern 
weniger als 10 Minuten. Die Anzahl der identifizierten Handlungen und die Bearbeitungszei-
ten für die einzelnen Tätigkeiten korrelieren sehr stark (ρ = 0,95), wie in Abbildung 21 zu er-
kennen ist. 
 
Abbildung 21: Anzahl der Handlungen und Gesamtdauern je Tätigkeit am vierten Beobachtungstag, 
sortiert nach Dauer 
Insgesamt wird 44-mal der Arbeitsort gewechselt, wofür die beobachtete Person zusam-
men 78 Minuten aufwendet. Dabei finden 31 geografische Ortswechsel statt, die restlichen 
Bewegungen finden innerhalb eines Arbeitsortes statt, was einer Rate von durchschnittlich 
reichlichen fünf Ortswechseln je Stunde entspricht (vgl. Tabelle 17). Die Anzahl der identifi-
zierten Handlungen und die Verweilzeiten an den einzelnen Arbeitsorten korrelieren stark 
(ρ = 0,84). Die am ersten und dritten Beobachtungstag beobachtete, gemessen an der An-
zahl an Handlungen, überproportional lange Verweildauer in der Leitwarte (Arbeitsort 11) ist 
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Abbildung 22: Anzahl der Handlungen und Gesamtdauern je Aufenthaltsort am vierten Beobachtungs-
tag, sortiert nach Dauer 
In Abbildung 23 sind die Verteilung der beobachteten Handlungen auf die definierten Hand-
lungsklassen sowie die akkumulierten Bearbeitungsdauern der jeweiligen Klassen darge-
stellt. Es ist zu erkennen, dass die beobachtete Person zwei Fünftel (38,9 %) ihrer Arbeits-
zeit auf physische Arbeit verwendet, um einen ebenso hohen Anteil (37,2 %) der beobach-
teten Handlungen durchzuführen. Der Zeitanteil ist damit im Vergleich zum Vortag wieder 
deutlich gesunken. Knapp ein Viertel (23,9 %) der Zeit wird auf Bewegung innerhalb der An-
lage verwendet, was knapp ein Drittel (31,0 %) der beobachteten Handlungen darstellt und 
damit wiederum den Beobachtungen der Vortage entspricht. Der Zeitanteil für informations-
bezogene Arbeit liegt wieder bei 37,2 %, der Anteil an den beobachteten Handlungen bei 
31,7 % und damit in beiden Kategorien so hoch wie seit dem ersten Beobachtungstag nicht 
mehr. Die Korrelation zwischen der Anzahl der Handlungen und der Gesamtdauer der Hand-
lungen der jeweiligen Kategorie ist wie an den Vortagen sehr stark (ρ = 0,95).  
Tatsächlich werden am vierten Beobachtungstag insgesamt zwei Handlungen zum 
Informationsbezug und 19 Handlungen mit Informationserzeugung erfasst, davon nur eine 
auf dem mitgeführten Notizzettel. Auf der Checkliste sind acht Eintragungen (direkt oder in 
Formblätter bzw. Gerätebücher) vermerkt. Die reale Zahl an schreibenden Zugriffen auf die 
Unterlagen ist also am vierten Beobachtungstag deutlich höher als die aus den 
Planungsunterlagen ersichtlich Zahl. Insgesamt finden am vierten Beobachtungstag 31 
Tätigkeitswechsel statt, wobei maximal zwei Tätigkeiten parallel bearbeitet werden und 
maximal eine nicht abgeschlossene Tätigkeit gleichzeitig unterbrochen ist. Aus Abbildung 63 
im Anhang „Tätigkeitsprofile und Handlungsklassifikationen im Überblick“ ist ersichtlich, 
dass anders als an den Vortagen einige Tätigkeiten, denen mehrere Handlungen zugeordnet 
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Abbildung 23: Verteilung der beobachteten Handlungen auf die definierten Handlungsklassen sowie 
die akkumulierten Bearbeitungsdauern der Klassen am vierten Beobachtungstag 
6.6.6.2.5 Vergleichende Auswertung der Beobachtungstage 
Tabelle 13 zeigt die Verteilung der an den vier Beobachtungstagen aufgenommenen Tätig-
keiten. Insgesamt sind 51 verschiedene Tätigkeiten erfasst worden, von denen sich lediglich 
14 innerhalb des Beobachtungszeitraums wiederholen. Die Summen wie auch die Vertei-
lung weisen zunächst große Unterschiede zu den in Tabelle 11 dargestellten Ergebnissen 
aus den Planungsdaten auf. Insgesamt ist die Zahl der beobachteten Tätigkeiten um die 
Hälfte kleiner. Dies ist zum einen begründet durch die Tatsache, dass viele bedarfsweise 
Tätigkeiten nicht durchgeführt worden sind und zum anderen in der Schwierigkeit, die sehr 
knapp formulierten Tätigkeiten laut Checkliste in den Beobachtungsdaten eindeutig zu re-
konstruieren. Bemerkenswert ist dabei, dass dieser Umstand gilt, obwohl die Daten a-
posteriori mit der beobachteten Person abgeglichen worden sind. Dabei war zu beobachten, 
dass eine eindeutige Zuordnung von Handlungen zu den in den Checklisten aufgeführten 
Tätigkeiten der beobachteten Person teilweise selbst nicht möglich war. Dies ist im We-
sentlichen der Konstruktion der Checkliste zuzuschreiben, die ergebnisorientiert und nicht 
handlungsorientiert ist. Es lässt sich daraus ableiten, dass das mentale Modell der Arbeits-
aufgaben der beobachteten Person zumindest in Teilen von den normativen Tätig-
keitsvorgaben laut Checkliste abweicht. Ein rein quantitativer Vergleich der beiden Vertei-
lungsmatrizen zeigt jedoch eine eindeutige positive Korrelation (ρ = 0,79). Es zeigt sich, wie 
schon in den Planungsdaten, dass die meisten Tätigkeiten nur einmalig innerhalb der Woche 
durchgeführt werden (36 Tätigkeiten), und dass die Verteilung der Tätigkeiten über die Wo-
che sehr unregelmäßig ist. Anders als in den Planungsdaten ist aber die Verteilung der sich 
wiederholenden Tätigkeiten ausgeglichener (acht täglich ausgeführte Tätigkeiten und sieben 
zweimal wöchentlich ausgeführte Tätigkeiten). Aus den Beobachtungen ist zu erkennen, 
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ben und einer bemerkenswert großen Zahl tagesspezifischer, teils außerplanmäßiger Auf-
gaben bestehen. Insbesondere diese Aufgaben bieten aufgrund ihrer Seltenheit und 
schlechten Planbarkeit ein hohes Unterstützungspotenzial, wenn das dafür eingesetzte 
EDV-System hinreichend flexibel anpassbar ist.  
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Tabelle 13: Verteilung und Wiederholung der Tätigkeiten entsprechend der Beobachtungsdaten 
Abbildung 68 bis Abbildung 71 im Anhang „Zeitliche Abfolgen der einzelnen Tätigkeiten im 
Überblick“ stellen die Durchführungszeiten und Zeitdauern der Tätigkeiten aller Beobach-
tungstage gegenüber. Die acht Tätigkeiten, die täglich beobachtet worden sind, sind zusätz-
lich farblich hervorgehoben. Es zeigt sich, dass sowohl die Zeiten als auch die Bearbei-
tungsdauern erheblich variieren. Eine detaillierte Analyse der Handlungen und Handlungs-
folgen innerhalb der Tätigkeiten zeigt hingegen, dass die Folgen nur geringfügig variieren. 
Die Anzahl der Handlungen variiert hingegen mehr, da häufig abhängig vom Zustand der An-
lage und vom Ergebnis der ergriffenen Maßnahmen zusätzliche Handlungen erforderlich 
sind. Diese Ergebnisse zeigen sehr deutlich, dass unterstützende EDV-Systeme hinsichtlich 
der Abfolge und Durchführung der Handlungen ein sehr hohes Maß an Flexibilität bereitstel-
len müssen, um für die benutzende Person gebrauchstauglich zu sein.  
Tabelle 14 listet die Anzahl der Handlungen je Kategorie über die Beobachtungstage und 
den entsprechenden prozentualen Anteil der Handlungen der Kategorie an der Gesamtzahl 
des betreffenden Tages auf. Es ist zu erkennen, dass der Bewegungsanteil über die Be-
obachtungstage konstant ist und dass die prozentuale Verteilung über die Tage ähnlich 
bleibt. Auffällig ist der erhöhte Informationsbedarf am ersten Beobachtungstag, der auf Kos-
ten der erledigten physischen Arbeit bedient wird. Dies ist leicht dadurch zu erklären, dass 
der Tag ein Montag war und entsprechend die Ereignisse des Wochenendes aufgearbeitet 
werden mussten. Der Kommunikationsbedarf steigt am vierten Beobachtungstag stark an, 
was zum einen mit zwei kommunikationsintensiven außerplanmäßigen Tätigkeiten zu erklä-
ren ist, zum anderen aber an besonders kommunikationsintensiver Bearbeitung einiger 
planmäßiger Aufgaben liegt. Ansonsten lässt sich kein klarer Trend in den Daten erkennen, 
insbesondere die informationsbezogenen Handlungen unterliegen großen Schwankungen.  
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Beobachtungstag 1 2 3 4 
abs. rel. abs. rel. abs. rel. abs. rel. 
Physische Arbeit 39 31,7 % 46 43,0 % 61 40,4 % 54 37,2 % 
Bewegung 38 30,9 % 33 30,8 % 46 30,5 % 45 31,0 % 
Information 28 22,8 % 15 14,0 % 22 14,6 % 26 17,9 % 
Interaktion 11 8,9 % 7 6,6 % 18 11,9 % 6 4,2 % 
Kommunikation 7 5,7 % 6 5,6 % 4 2,6 % 14 9,7 % 
Summe 123  107  151  145  
Tabelle 14: Anzahl der Handlungen je Kategorie über die Beobachtungstage und prozentialer Anteil 
der Handlungen der Kategorie an der Gesamtzahl des betreffenden Tages 
Es ist bemerkenswert, dass physische Arbeit und Informationsbezogene Handlungen im 
prozentualen Anteil sowohl an den Handlungen als auch an der Bearbeitungszeit sehr stark 
negativ korrelieren (ρAnzahl = -0,99; ρZeit = -0,90). Diese Beobachtung bestätigt die Hypothese, 
dass die Verarbeitung von Informationen unmittelbar Ressourcen bindet, die ansonsten für 
die primäre physische Arbeit verwendet worden wären [4]. Gleiches gilt für die Interaktions- 
und Kommunikationshandlungen (ρAnzahl = -0,94; ρZeit = -0,89). Dies zeigt, dass fehlende In-
teraktionsmöglichkeiten mit dem technischen System durch eine Kommunikation mit dem 
Anlagenbedienpersonal überwunden werden müssen, dem die entsprechenden Bedienauf-
gaben mitgeteilt werden (vgl. Tabelle 15). 
Beobachtungstag 1 2 3 4 
abs. rel. abs. rel. abs. rel. abs. rel. 
Physische Arbeit 1:41 31,2 % 1:49 40,0 % 3:35 49,5 % 2:15 38,9 % 
Bewegung 1:34 29,0 % 1:27 32,0 % 1:32 21,2 % 1:23 23,9 % 
Information 1:28 27,2 % 0:44 16,2 % 1:05 15,0 % 1:13 21,1 % 
Interaktion 0:25 7,7 % 0:13 4,8 % 0:37 8,5 % 0:09 2,6 % 
Kommunikation 0:16 4,9 % 0:19 7,0 % 0:25 5,8 % 0:47 13,5 % 
Summe 6:29  4:32  7:14  5:47  
Tabelle 15: Zeitdauer der Handlungen je Kategorie über die Beobachtungstage und prozentualer 
Anteil an der Gesamtbeobachtungszeit des betreffenden Tages 
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In Tabelle 16 sind die Tätigkeiten der Beobachtungstage entsprechend ihrer Bearbeitungs-
dauer kategorisiert dargestellt. Ortswechsel, die in Summe an jedem Beobachtungstag 
mehr als 60 Minuten erfordert haben, sind nicht mit aufgenommen, da sie keine zusam-
menhängende Tätigkeit darstellen.  Es ist klar zu erkennen, dass die Mehrzahl der Tätigkei-
ten in weniger als 10 Minuten bearbeitet wird und der überwiegende Teil nicht mehr als 20 
Minuten Bearbeitungszeit erfordert. Daneben existiert an den ersten drei Beobachtungsta-
gen je eine Tätigkeit von mehr als 50 Minuten Dauer. An den letzten beiden Beobachtungs-
tagen kommen vermehrt Tätigkeiten mit Zeitdauern zwischen 20 und 50 Minuten hinzu. Im 
Anhang „Tätigkeitsprofile und Handlungsklassifikationen im Überblick“ sind die Abfolgen 
der einzelnen Tätigkeiten samt Unterbrechungen und Parallelitäten detailliert dargestellt. 
Beide Ergebnisse zusammen zeigen deutlich, dass der übliche Tagesablauf aus wenigen 
sehr umfangreichen Tätigkeiten besteht, die häufig von kurz dauernden, wenige Handlun-
gen umfassenden Tätigkeiten unterbrochen werden oder parallel ausgeführt werden. Diese 
Parallelisierung und Wechsel sind kaum vorhersehbar und hängen maßgeblich von den indi-
viduellen Optimierungsstrategien der bedienenden Person ab.  
Beobachtungstag 1 2 3 4 
Dauer > 60 Minuten 0 1 1 0 
Dauer 51 - 60 Minuten 1 0 0 0 
Dauer 41 - 50 Minuten 0 0 0 1 
Dauer 31 - 40 Minuten 0 0 0 1 
Dauer 21 - 30 Minuten 0 0 6 2 
Dauer 10 - 20 Minuten 6 3 2 6 
Dauer < 10 Minuten 16 11 15 12 
Summe 23 15 24 22 
Tabelle 16: Vergleich der Zeitdauern der beobachteten Tätigkeiten über die Beobachtungstage, ohne 
Bewegung 
Aus den Darstellungen im Anhang „Tätigkeitsprofile und Handlungsklassifikationen im 
Überblick“ ist deutlich erkennbar, dass die einzelnen Beobachtungstage sowohl hinsichtlich 
der zeitlichen Abfolge der Tätigkeiten als auch der Höchstzahl der parallelen und unterbro-
chenen Tätigkeiten sowie deren zeitlicher Verteilung höchst unterschiedlich sind. Gleiches 
gilt für die Bewegungsprofile der einzelnen Beobachtungstage, wie im Anhang „Bewe-
gungsprofile über die verschiedenen Arbeitsorte im Überblick“ nachzuvollziehen ist. Die 
insgesamt höchste Zahl an gleichzeitig laufenden Tätigkeiten beträgt fünf (beobachtet am 
dritten Beobachtungstag), die Höchstzahl der Unterbrechungen bzw. Parallelisierungen einer 
einzelnen Tätigkeit beträgt ebenfalls fünf (beobachtet am ersten und dritten Beobachtungs-
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tag). Es ist festzuhalten, dass die einzelnen Beobachtungstage sich in ihrer jeweiligen zeitli-
chen und inhaltlichen Struktur erheblich voneinander unterscheiden. 
Die höchste Zahl an Ortswechseln wurde am dritten Beobachtungstag ermittelt und beträgt 
37. Dabei handelt es sich allerdings auch um den längsten Beobachtungstag. Mit 6,1 wur-
den die meisten Ortswechsel je Stunde am ersten Tag beobachtet. Die Zahl sank an keinem 
Beobachtungstag unter Fünf. Eine Aufzeichnung der konkreten Laufwege und Distanzen 
war aufgrund von Beschränkungen durch den Beobachtungspartner nicht möglich. Es ist al-
so festzuhalten, dass die Anzahl der Kontextwechsel sehr hoch ist und ein Wechsel im 
Durchschnitt mehrmals stündlich erfolgen kann. 
Beobachtungstag 1 2 3 4 
Anzahl der Ortswechsel 33 25 37 31 
Gesamtdauer der Beobachtung 324 272 434 350 
Durchschnittliche Anzahl Ortswechsel je Stunde 6,1 5,5 5,1 5,3 
Tabelle 17: Absolute und relative Anzahl der Ortwechsel über die Beobachtungstage 
6.6.7 Interpretation der Ergebnisse 
6.6.7.1 Gestaltungsrelevante Befunde 
Die wesentlichen beobachteten informationsbezogenen Aufgaben sind das Beziehen von 
Informationen aus Dokumenten und das Eintragen von Informationen in dafür vorbereitete 
Unterlagen. Ein MIS sollte diese Funktionen entsprechend implementieren, was in den An-
forderungen F1ff und F2ff und F3ff umgesetzt ist. Die Unterlagen weisen in der großen 
Mehrzahl entweder eine Listen- bzw. Tabellenstruktur, eine grafische (bildhafte) Struktur, 
eine Textstruktur oder eine Kombination dieser Strukturen auf. Daraus lassen sich die typi-
schen genutzten Dateiformate ableiten, die in Anforderung F2.2 spezifiziert sind. Es lassen 
sich daraus ebenfalls die notwendigen Eingabemöglichkeiten für die benutzende Person ab-
leiten, die in den Anforderungen F1.3, F1.5 bis F1.12 sowie F5ff spezifiziert sind. Weiterhin 
ist den Beobachtungergebnissen zu entnehmen, dass die Prozessbedienung mit Hilfe von 
lokalen Bedien-Panels eine übliche interaktionsbezogene Handlung im Rahmen der Instand-
haltung ist. Entsprechend sollte ein MIS über Funktionen verfügen, um Prozessbedienungen 
oder zumindest Prozessparametrierungen vornehmen zu können. Dies ist in den Anforde-
rungen F4ff umgesetzt. 
Freitextkommentare haben sich als wesentliches Hilfsmittel der beobachteten Person her-
ausgestellt. Notizen können prinzipiell beliebigen Betrachtungseinheiten, Handlungen oder 
auch der verfassenden Person selbst zugeordnet sein. Diese Flexibilität in der Nutzung von 
Kommentaren darf auch bei der Nutzung von MIS nicht verloren gehen, was in den Anforde-
rungen F5ff entsprechend umgesetzt ist. 
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Die Dokumentation der durchgeführten Aufgaben muss revisionssicher und personenbezo-
gen erfolgen und ist im Falle papiergestützter Dokumentation mittels Unterschrift durch die 
durchführende Person aktiv zu bestätigen. Bei Nutzung mobiler IT kann die revisionssichere 
Bestätigung durch digitale Zertifizierung erfolgen, soweit dem keine rechtlichen Gründe 
entgegenstehen. Dazu sind eine geeignete Benutzerverwaltung auf dem MIS und eine si-
chere, leicht bedienbare Benutzeranmeldung erforderlich. Dies ist in den Anforderungen 
F9.1 bis F9.3 umgesetzt. Anschließend kann die Zertifizierung und Datenübermittlung au-
tomatisiert werden, was entsprechend in den Anforderungen F9.4 bis F9.5 spezifiziert ist. 
Anforderung F9.6 setzt die rechtliche Notwendigkeit um, dass die benutzende Person beide 
Vorgänge explizit und willentlich selbst auslösen muss (aktive Bekundung des Willens). Kern 
der Dokumentationspflicht ist die Bestätigung der Durchführung der einzelnen Arbeitsauf-
gaben mit der Angabe des entsprechenden Arbeitsergebnisses. Die benutzende Person 
sollte in dieser Aufgabe bestmöglich unterstützt werden, was in den Forderungen F1ff um-
fassend umgesetzt ist. Insbesondere die Unterstützung bei der Bearbeitung der Aufgaben 
und die Fortschrittskontrolle werden in den Anforderungen F1.13 bis F1.19 spezifiziert. 
Die Beobachtungsergebnisse zeigen auch, dass informationsbezogene Handlungen unmit-
telbar Ressourcen binden, die ansonsten für die primäre physische Arbeit verwendet wür-
den. Zusammen mit der in der Literatur wiederholt angesprochenen Möglichkeit einer Ge-
fährdung der benutzenden Person durch zu große Ablenkung von der Arbeitsumgebung 
ergibt sich die Forderung, dass die Dialoggestaltung derart erfolgen muss, dass die benut-
zende Person zu keiner Zeit länger andauernde Dialoge oder Transaktionen durchführen 
muss. Die Nutzung des MIS darf nicht von der physischen Primäraufgabe oder der Umge-
bung ablenken. Die Interaktion darf nicht losgelöst vom situativen Kontext betrachtet wer-
den. Die Anforderungen F1.14, F1.15, F7.2, F7.4, F8ff und F9.7 spiegeln dies wider. Gleich-
zeitig finden Kontextwechsel regelmäßig und häufig statt. Die Nutzungskontexte unter-
scheiden sich teils erheblich. Um eine entsprechende Flexibilität bei der Interaktion zu ge-
währleisten, muss die Benutzungsschnittstelle in hohem Maße adaptiv sein, was sich in 
den Anforderungen F7ff widerspiegelt.  
Sowohl die Ergebnisse der Literaturrecherche als auch die Beobachtungsergebnisse zeigen, 
dass die eindeutige und korrekte Identifikation einer Betrachtungseinheit eine häufige Feh-
lerquelle ist. Die gerätespezifische Informationsbeschaffung sowie der Aufruf von Hand-
lungsunterstützung sind zudem zeitaufwändig. Durch die Nutzung von Auto-ID Verfahren 
(z.B. RFID) kann die Identifikation automatisiert durch die mobile IT durchgeführt werden. 
Relevante Daten und Dienste für die identifizierte Betrachtungseinheit können automatisch 
ausgewählt und angeboten werden. Dazu muss jeder Wartungsaufgabe und jeder Betrach-
tungseinheit eine entsprechende eindeutige ID zugeordnet werden, was in Anforderung 
F1.10 umgesetzt ist. Darüber hinaus muss die reale Anlage selbst mit entsprechenden ID-
Tags versehen sein, was in Randbedingung R3 gefordert ist. Diese Zuordnung kann eben-
falls zur Verkürzung von Navigationspfaden in der mobilen Anwendung, zur einfachen Zu-
ordnung von Wartungsaufgaben zu Betrachtungseinheiten sowie zum kontextualisierten 
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Wechsel zwischen den Funktionen der Anwendung genutzt werden. Anforderung F1.19 
setzt diese Erkenntnisse um. 
Grundsätzlich geht sowohl aus der Literaturrecherche als auch aus den Beobachtungen her-
vor, dass mobile Geräte in aller Regel nicht personengebunden sind, sondern durch das In-
standhaltungspersonal gemeinschaftlich genutzt werden. Daraus ergibt sich wiederum un-
mittelbar die Forderung nach einem Mehrnutzerbetrieb und damit verbunden nach einer re-
visionssicheren Benutzerverwaltung auf dem MIS, umgesetzt in den Anforderungen F9.1 
bis F9.3.  
Mehrfach wurden zudem nicht geplante, länger dauernde Unterbrechungen des regulären 
Arbeitsablaufs beobachtet (zum Teil für mehrere Stunden). In dieser Zeit kann das MIS die 
benutzende Person in der Regel nicht unterstützen. Das MIS sollte während dieser Zeit 
auch deaktiviert und die mobile Anwendung beendet werden können. Es ist prinzipiell auch 
möglich, dass sich die Aufgabenbearbeitung über mehr als einen zusammenhängenden Ar-
beitszeitraum (z.B. einen Arbeitstag) erstreckt. Das MIS sollte in der dazwischen liegenden 
Zeit auch durch andere Personen für andere oder zumindest den gleichen Zweck weiterge-
nutzt werden können, um eine optimale Ressourcennutzung zu ermöglichen. Daraus sind 
die Anforderungen F9.4 und F9.7 abgeleitet.  
6.6.7.2 Weitere Befunde 
Bei der Gegenüberstellung der Handlungsklassifikationen und der Bewegungsprofile über 
die verschiedenen Arbeitsorte der einzelnen Beobachtungstage (siehe Abbildung 60 bis Ab-
bildung 67 in den entsprechenden Anhängen) ist deutlich ersichtlich, dass sich informations- 
und kommunikationsbezogene Handlungen relativ gleichmäßig über die Arbeitszeit und über 
die Arbeitsorte verteilen. Die Installation von Vor-Ort-Panels an ausgewählten Arbeitsorten 
erscheint als alternativer Zugang zum UIS angesichts dieses Befunds nicht hinreichend. 
Es zeigt sich deutlich, dass die Gestaltung von  MIS allein auf der Basis von Analysen der 
verfügbaren Planungsdokumente die große Gefahr einer unvollständigen bzw. fehlerhaften 
Charakterisierung der realen Nutzungskontexte in sich birgt. Die realen Arbeitsabläufe sind 
wesentlich vielfältiger und wechselhafter, als es die Planungsdokumente suggerieren. Glei-
ches gilt für das Kommunikationsverhalten der instandhaltenden Person. 
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„Design is not just what it looks like. Design is how it works. “ (Steve Jobs) 
 
7.1 DEFINITIONEN 
7.1.1 Verteilte tragbare Benutzungsschnittstelle (DWUI) 
In DIN EN ISO 9241-110 wird die Benutzungsschnittstelle (user interface – UI) definiert als 
Gesamtheit aller „Bestandteile eines interaktiven Systems (Software oder Hardware), die 
Informationen und Steuerelemente zur Verfügung stellen, die für den Benutzer notwendig 
sind, um eine bestimmte Arbeitsaufgabe mit dem interaktiven System zu erledigen“ [175, 
S. 7]. VDI/VDE 3699-2 ordnet der Benutzungsschnittstelle zudem die „wahrnehmbare[n] Ak-
tionen und Reaktionen einer technischen Einrichtung“ selbst zu. Die Benutzungsschnittstel-
le erlaubt eine „Interaktion zwischen einem Benutzer und einem interaktiven System in 
Form einer Folge von Handlungen des Benutzers (Eingaben) und Antworten des interaktiven 
Systems (Ausgaben), um ein Ziel zu erreichen“ [176, S. 6]. Diese Interaktion wird als Dialog 
bezeichnet. Die Eingabe erfolgt über eines oder mehrere Eingabegeräte (auch Bediengeräte, 
Stellteile), die Ausgaben erfolgen über eines oder mehrere Ausgabegeräte. Elmqvist defi-
niert eine verteilte Benutzungsschnittstelle (distributed user interface) als „eine Benut-
zungsschnittstelle, deren Komponenten über eine oder mehrere der Dimensionen Eingang, 
Ausgang, Plattform, Raum und Zeit verteilt ist“ [177, S. 2]. Charakteristisch für verteilte Be-
nutzungsschnittstellen ist nach Vanderdonckt [178] die Nutzung 
- von mehreren, meist aufgabengenerischen Anzeigen mit teilweise verschiedenen 
Formfaktoren und technischen Kennzahlen (Farbtiefe, Auflösung etc.) 
- von mehreren, teilweise aufgabenspezifischen Endgeräten mit teilweise verschiede-
nen Betriebssystemen bzw. Arbeitsumgebungen 
- von mehreren Eingabe- und Ausgabegeräten, die teilweise endgeräteübergreifend 
arbeiten, häufig multimodale Interaktionstechniken anbieten und örtlich verteilt sein 
können 
- in wechselnden Nutzungskontexten mit teilweise deutlich unterschiedlichen Bedin-
gungen. 
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Während Vanderdonckt die (kollaborative) Nutzung durch mehrere Personen als ein Merk-
mal aufzählt, wird diese Dimension von Elmqvist explizit ausgeklammert. Umgekehrt erach-
tet Vanderdonckt eine örtlich und zeitlich verteilte (mithin asynchrone) Nutzung nicht als 
charakteristisch für verteilte Benutzungsschnittstellen. Im Rahmen dieser Arbeit sind beide 
Dimensionen von untergeordneter Bedeutung und werden daher nicht als charakteristisch 
erachtet.  
Bei der Betrachtung der Definition 4 wird ersichtlich, dass ein verteiltes tragbares System 
grundsätzlich eine verteilte Benutzungsschnittstelle bereitstellt, sofern eine Benutzerinterak-
tion notwendig ist, um das System zu benutzen. Diese umfasst alle bereitgestellten Einga-
be- und Ausgabeelemente des tragbaren Systems. Im Zuge der stetig steigenden Miniaturi-
sierung und Konnektivität mobiler Komponenten sind Wearable Devices heute für Benutzer 
häufig nur noch über ihre Benutzungsschnittstelle präsent, während rein passive Kompo-
nenten entweder vollständig in Alltagsgegenstände integriert oder aber entfernt von der be-
nutzenden Person (remote) bereitgestellt werden. Die Größe und Form der tragbaren Gerä-
te folgt damit ergonomischen und ästhetischen Bedürfnissen des Nutzers und nicht mehr 
primär technisch-funktionalen Anforderungen. Die tatsächlich bewusst am Körper getrage-
nen Komponenten stellen in ihrer Gesamtheit also die Benutzungsschnittstelle zu einem 
verteilten mobilen Informationssystem dar, die verteilte tragbare Benutzungsschnittstelle. 
Diese kann als eine Komposition von modularen, multimodalen tragbaren Eingabe- und 
Ausgabegeräten einer verteilten Benutzungsschnittstelle verstanden werden, die speziell 
entwickelt und kombiniert werden, um eine flexible, anpassungsfähige und gebrauchstaug-
liche Interaktion zu ermöglichen, die den Anforderungen mobiler IT-gestützter Arbeit in an-
spruchsvollen Nutzungskontexten zu genügt. Im Rahmen dieser Arbeit wird eine verteilte 
tragbare Benutzungsschnittstelle demnach wie folgt definiert: 
Definition 9: Eine verteilte tragbare Benutzungsschnittstelle (Distributed Wearab-
le User Interface – DWUI) ist eine Sammlung von Eingabe- und Ausgabegeräten, 
die am Körper des Nutzers angebracht sind und nahtlos und unter ständiger 
Kontrolle der benutzenden Person miteinander kollaborieren, um eine konsisten-
te, verständliche und gebrauchstaugliche Benutzungsschnittstelle für beliebige 
Nutzungskontexte bereitzustellen. Diese Geräte, einzeln oder zusammen, er-
zeugen nur geringen oder keinen Nutzungswiderstand (operational inertia). Sie 
sind proaktiv und unaufdringlich im Betrieb. Benutzende Personen verwenden 
diese Geräte in einer nahezu unbewussten Weise und erkennen darin eine Er-
höhung der Gebrauchstauglichkeit und des Nutzungskomforts mobiler IT. 
Eingabe- und Ausgabegeräte werden „für ihren vorgesehenen Nutzungszweck verwendet“, 
der durch die unterstützten Elementaraufgaben definiert wird [179, S. 5]. Sind für die Inter-
aktion verschiedene Elementaraufgaben zu unterstützen, müssen gegebenenfalls mehrere 
Geräte in Kombination verwendet werden. Unterstützt dabei jedes Gerät eine andere Ele-
mentaraufgabe (sodass z.B. erst durch die Gesamtheit der genutzten Geräte alle erforderli-
chen Elementaraufgaben unterstützt werden), so spricht Dvorak von komplementärer Nut-
zung der Geräte. Eingabe- und Ausgabegeräte werden auch für einen bestimmten Nut-
zungskontext gestaltet. Da dieser bei der mobilen Interaktion grundsätzlich variabel ist, 
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müssen für die gleiche Elementaraufgabe gegebenenfalls mehrere verschiedene Geräte an-
geboten werden. Unterstützen mehrere Geräte dieselbe Elementaraufgabe (und unterstüt-
zen z.B. verschiedene relevante Nutzungskontexte), so spricht Dvorak von redundanter Nut-
zung der Geräte [5].  
Nigay und Coutaz verwenden eine alternative für die Klassifikation von Interaktionsräumen 
multimodaler Systeme [180]. Werden mehrere Interaktionsgeräte parallel genutzt und wer-
den die Signale fusioniert, so handelt es sich um synergistische Nutzung der Geräte. Wer-
den die Signale hingegen unabhängig verarbeitet, so handelt es sich um konkurrierende 
Nutzung. Werden mehrere Interaktionsgeräte sequenziell genutzt und werden die Signale 
fusioniert, so handelt es sich um alternative Nutzung der Geräte. Werden die Signale hinge-
gen unabhängig verarbeitet, so handelt es sich um exklusive Nutzung. 
Die komplementäre und redundante Nutzung von Eingabe- und Ausgabegeräten ist charak-
teristisch für verteilte tragbare Benutzungsschnittstellen. Sie sind damit zur Laufzeit adap-
tierbar durch Rekonfiguration und Zusammenführung [181]. Dragicevic und Fekete gehen 
detailliert auf die Notwendigkeit für die Adaptierbarkeit der Eingabe und Ausgabe für zukünf-
tige integrierte, kontextbezogene Benutzungsschnittstellen für MIS ein [182]. Sie zeigen, 
dass die Komposition von Eingabegeräten zu komplexeren Eingabesystemen zu einer we-
sentlichen Verbesserung der Gebrauchstauglichkeit von MIS führen kann.  
7.1.2 Nutzungswiderstand von DWUI 
Definition 4 führt das Konzept des Nutzungswiderstands (operational inertia) nach Dvorak 
als zentrales Konzept für die Gestaltung und Bewertung von DWUI ein. Der Nutzungswider-
stand beschreibt den „Widerstand, den ein Gerät oder System der eigenen Nutzung allein 
durch die Art seiner Gestaltung entgegenbringt“ [5, S. 81]. Dafür gibt es drei Kategorien von 
Widerständen. Der Einrichtungsaufwand umfasst Maßnahmen, die notwendig sind um das 
System in einen einsatzbereiten Zustand zu versetzen. Die Interaktionskomplexität umfasst 
alle Aufwände, die notwendig sind um ein einsatzbereites System zu nutzen. Die Beein-
trächtigung bei Nichtnutzung wiederum umfasst alle Einschränkungen und Aufwände, die 
allein dadurch entstehen, dass das einsatzbereite System mitgeführt wird. Nutzungswider-
stand jedweder Kategorie kann dabei von dem Wearable Device (device operational inertia), 
dem darauf laufenden Dienst oder der Anwendung (service/ application operational inertia), 
oder aber vom Wearable System in seiner Gesamtheit (system operational inertia) verur-
sacht werden. Nach Dvorak ist die Minimierung des Nutzungswiderstands in allen drei Ka-
tegorien das wesentliche Gestaltungsziel für DWS mit idealen Ziel eines nutzungs-
widerstandsfreien Geräts (zero operational inertia device – ZOID) [5, S. 98f]. Für den Spezial-
fall eines DWUI ist dabei insbesondere auf die folgenden Ursachen für Nutzungswiderstand 
zu achten.  
Jedes einzelne Gerät muss geladen und gewartet, angebracht oder entfernt, verbunden o-
der getrennt werden (Einrichtungsaufwand). Es muss gehandhabt und bedient werden ent-
sprechend der zur Verfügung stehenden physischen und sensorischen Eigenschaften und 
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Möglichkeiten des Geräts (Interaktionskomplexität). Zudem muss es getragen werden und 
ist jederzeit präsent (Beeinträchtigung bei Nichtnutzung). Der durch das DWUI bediente 
Dienst bzw. die Anwendung muss gestartet, konfiguriert, angepasst und gegebenenfalls für 
die Nutzung trainiert werden (Einrichtungsaufwand). Sie muss beobachtet und bedient wer-
den, während die benutzende Person in Bewegung ist oder eine andere Primäraufgabe 
durchführt. Dabei muss ein ständiger Abgleich zwischen den Informationen der Anwendung 
und der physischen Realität stattfinden (Interaktionskomplexität). Unter Umständen muss 
die Anwendung noch an den jeweiligen Nutzungskontext angepasst werden (Interaktions-
komplexität). Der Wechsel zwischen Phasen der Nutzung und der Nichtnutzung erfordert in 
der Regel zusätzlichen Aufwand (Beeinträchtigung bei Nichtnutzung). Das Gesamtsystem 
muss zusammengestellt, konfiguriert, in Betrieb genommen, dann vernetzt und eingerichtet 
und gegebenenfalls an den Nutzungskontext angepasst werden (Einrichtungsaufwand). 
Multimodale Ein- und Ausgabeströme müssen konsistent und widerspruchsfrei verarbeitet 
und verwendet werden. Umweltbedingungen können zudem gelegentlich die Erkennung 
von Eingangs- oder Ausgangsignalen bzw. die ordnungsgemäße Verwendung von Eingabe- 
oder Ausgabegeräten erschweren (Interaktionskomplexität). Anbringungen von und Verbin-
dungen zwischen den Geräten können ergonomisch oder ästhetisch beeinträchtigen (Beein-
trächtigung bei Nichtnutzung). 
7.1.3 Gestaltungsprinzipien und Akzeptanzfaktoren für DWUI 
Verteilte tragbare Benutzungsschnittstellen beeinflussen die Leistungsfähigkeit, das Wohl-
befinden und nicht zuletzt die Sicherheit der benutzenden Person erheblich. Die Entwick-
lung gebrauchstauglicher Lösungen erfordert daher eine systematische, kriterienbasierte 
Gestaltung. Das Konzept des Nutzungswiderstands bietet dafür einen geeigneten Rahmen. 
Gemperle u.a. definieren 13 guidelines for wearability, welche speziell die Auswahl geeigne-
ter Anbringungsbereiche und die optimale Gestaltung von Anbringungslösungen betrachten 
[43]. Dabei werden die Faktoren Platzierung, Anbringung, Dimensionierung, Formsprache, 
menschliche Bewegung, Raumerleben, Thermik, Einhausung, Gewicht, Zugänglichkeit, sen-
sorische Interaktion, Ästhetik sowie Langzeitnutzung berücksichtigt. Dvorak erweitert diese 
Regeln und ordnet sie in das Konzept des Nutzungswiderstands ein [5]. Er entwickelt daraus 
die transparent use design principles für die Gestaltung von verteilten tragbaren Systemen 
sowie einen entsprechenden Entwurfsprozess für systematisches transparent use design 
[5, S. 103, 148f]. Diese Gestaltungsregeln zielen darauf ab, „die Nutzung von Geräten, 
Diensten und Systemen für den Benutzer transparent zu machen“ [5, S. 380]. Im Ergebnis 
steht ein (near) zero operational inertia device. Eine detaillierte Auflistung typischer Quellen 
für Nutzungswiderstand sowie geeigneter Gestaltungsprinzipien zu deren Vermeidung sind 
in [5, S. [72, S. 167ff, 187ff, 206ff, 223ff, 250ff, 256f, 262ff, 274f, 281ff und 293ff] umfas-
send beschrieben.  
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7.2 STAND DER TECHNIK 
7.2.1 Interaktionstechniken 
Interaktionstechniken umfassen sämtliche Eingabe- und Ausgabetechniken, die zur Interak-
tion mit einem technischen System zur Verfügung stehen. Die Fachliteratur stellt bereits 
umfangreiche Übersichten zu Eingabe- und Ausgabetechniken sowohl für stationäre als 
auch für mobile Endgeräte bereit. DIN EN ISO 9241-400 beschreibt die konventionellen Ein-
gabetechniken und deren Anwendungsmöglichkeiten [179]. Rosenberg gibt einen umfas-
senden Überblick über Eingabetechniken für mobile Endgeräte [183]. Rügge [184], Witt [83] 
und auch Dvorak [5] beschreiben Interaktionstechniken für Wearable Systems. Witt unter-
sucht dabei im Schwerpunkt kopffixierte Anzeigen (HMD). Dvorak legt den Schwerpunkt auf 
audiovisuelle Interaktionstechniken. Eine umfassende Betrachtung nicht-grafischer Interak-
tionstechniken stellt Kortum an [185]. Dumas untersucht multimodale Interaktionstechniken 
[186]. Eine Übersicht über den Stand der Technik zu verteilten, multimodalen Benutzungs-
schnittstellen ist in Elmqvist zu finden [177].  
Daneben existiert eine Vielzahl von Veröffentlichungen zu bestimmten Interaktionstechniken 
(z.B. stiftbasierte, gestenbasierte, handschuhbasierte Eingabetechniken oder taktile Ausga-
betechniken). Im Kapitel „Die DWUI Eingabegeräte“ wird der Stand der Technik zu ver-
schiedenen Interaktionstechniken näher ausgeführt. Im Folgenden wird ein allgemeiner 
Überblick über die Entwicklung von Eingabe- und Ausgabetechniken für Wearable Systems 
gegeben. 
7.2.1.1 Eingabetechniken 
DIN EN ISO 9241-400- definiert Ziehen, direktes und indirektes Zeigen, Auswählen, Nach-
ziehen, Verfolgen sowie Code-Eingabe als Elementaraufgaben der Eingabe [179, S. 26]. Aus 
diesen Elementaraufgaben werden übergeordnete komplexe Tätigkeiten zusammengesetzt, 
die der Erreichung von Zielen dienen. Diese werden als (zusammengesetzte) Interaktions-
aufgaben bezeichnet. 
Tastaturen haben sich für die Code-Eingabe seit langer Zeit bewährt. Es gibt mehrere An-
sätze, um Tastaturen für den mobilen Einsatz anzupassen [187]. Diese reichen von simpler 
Miniaturisierung über Mehrbelegungstastaturen bis hin zu virtuellen oder projizierten Tasta-
turen, bei denen die Tasten entweder auf einem berührungsempfindlichen Bildschirm oder 
auf einer beliebigen ebenen, berührbaren Oberfläche dargestellt werden. Bei projizierten 
Tastaturen werden die Tastendrücke mittels optischer Bilderfassung erkannt. Eine detaillier-
te Übersicht zum Stand der Technik mobiler Tastaturen ist im Kapitel „Mobile Tastatur“ zu 
finden. 
In den vergangenen zehn Jahren konnte sich jedoch die direkte Interaktion mit berührungs-
empfindlichen Bildschirmen in der Alltagsnutzung nahezu vollständig durchsetzen. Hard-
ware-Tastaturen und Eingabestifte sind nur noch als Nischenprodukte erhältlich. Diese Ent-
wicklung hatte und hat auch maßgeblichen Einfluss auf die Entwicklung der Anzeige- und 
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Bedienkonzepte moderner Betriebssysteme und Anwendungen. Touch and Slide ist heute 
das vorherrschende Interaktionsprinzip für sämtliche Elementaraufgaben.  
Die Stifteingabe wird von verschiedenen Unternehmen weiterhin eingesetzt und weiter-
entwickelt. Die Integration der Interaktionstechnik erfolgt hier heute allerdings häufig auf 
Anwendungsebene und nicht generisch durch das zugrunde liegende Betriebssystem. 
Im industriellen Kontext werden mobile Endgeräte häufig mit einem berührungsempfindli-
chen Bildschirm ausgerüstet und zusätzlich mit einer Hardware-Tastatur ausgestattet. Die 
Bedienung erfolgt dabei mittels Bedienstift oder Richtungstasten zur Navigation und Aus-
wahl sowie der Tastatur zur Texteingabe. Hierbei wird häufig ebenfalls die Touch and Slide 
Metapher verwendet. Allerdings ist die direkte Bedienung mit dem Finger nicht vorgesehen, 
da dies zwar technisch möglich, aber durch Schmutz, Nässe und die obligatorischen 
Schutzhandschuhe nicht praktikabel ist. Zusätzlich können die mobilen Endgeräte, je nach 
den konkreten Anforderungen des Nutzungskontexts, mit zusätzlichen Eingabe- und Ausga-
bemechanismen wie Barcode- oder RFID-Lesegeräten, Thermodruckern oder Fingerab-
drucksensoren ausgerüstet sein. 
Die gestenbasierte Eingabe als Interaktionstechnik wird aktuell vor allem in Multimedia-
Anwendungen intensiv weiterentwickelt. Die zunächst für Video-Entertainment-Systeme 
wie Nintendo Wii oder Sony Playstation entworfenen Interaktionskonzepte werden zuneh-
mend auch für die Bedienung von Anwendungen auf Smartphones eingesetzt. Dabei kann 
der Gestenerkenner entweder direkt in das Mobilgerät integriert oder aber als separates 
Eingabegerät bereitgestellt werden. Die Wesentlichen Nachteile gestenbasierter Benut-
zungsschnittstellen sind erstens die hohe Anfälligkeit für Fehleingaben, sowohl durch ver-
sehentliches Bedienen als auch durch Fehlerkennung, und zweitens die geringe erreichbare 
Eingabegeschwindigkeit. Dies führte in der Vergangenheit zu erheblichen Akzeptanz-
problemen sowohl in der industriellen Nutzung als auch im Alltagsgebrauch. Eine detaillierte 
Übersicht zum Stand der Technik gestenbasierter Eingabe ist im Kapitel „Gestenerkenner“ 
zu finden. 
Ein weiterer Ansatz für die Anbringung tragbarer Eingabegeräte ist, das Gerät direkt in die 
Arbeitshandschuhe zu integrieren. Mehrere Projekte beschäftigen sich mit der Integration 
von Tasten oder Tastenfeldern in Handschuhe. Hauptziel ist dabei, die Physiologie der Hän-
de bei der Anordnung und Gestaltung der Tasten optimal zu berücksichtigen und so den 
Aufwand für die Verwendung des Eingabegeräts zu minimieren [183]. In anderen Projekten 
wird versucht, Hand-und Fingergesten zu erkennen und sie in bestimmte Befehle überset-
zen. Dies bietet die Möglichkeit, übliche Eingabegeräte wie Tastaturen zu simulieren und 
zusätzlich eine gestenbasierte Anwendungssteuerung zu implementieren. Das Hauptprob-
lem dieser Ansätze ist, dass Arbeitshandschuhe primär eine Schutzfunktion erfüllen sollen 
und dabei unvermeidlich verschmutzt und beschädigt werden [188]. Sie sind Verbrauchs-
materialien, so dass eine Integration von Komponenten von Eingabegeräten ökonomisch 
häufig nicht sinnvoll ist. 
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Daneben wird die Spracheingabe zunehmend als Interaktionstechnik zur schnellen und un-
komplizierten Anwendungssteuerung und Texteingabe interessant. Anders als allgemein 
erwartet konnte sich die Sprachsteuerung bislang nur in wenigen Anwendungsbereichen 
etablieren, zum Beispiel zur Bedienung von Unterhaltungs- und Assistenzsystemen in Fahr-
zeugen. Ein Grund dafür ist bislang die zeitaufwändige und fehleranfällige Auswertung von 
Spracheingaben sowie die unnatürliche Reduktion des Eingaberaums auf wenige, artifizielle 
Kommandos. Wesentlich erfolgreicher konnte sich die Spracherkennung zur Texteingabe 
durchsetzen, die heute auf praktisch jedem Smartphone verfügbar ist. Die verbleibenden 
Probleme dieser Eingabetechnik sind erstens die häufig entfernt durchgeführte Sprachaus-
wertung und zweitens die Tatsache, dass Fehleingaben allein mittels Spracheingabe, abge-
sehen von simplen Dialogabbrüchen, praktisch nicht korrigierbar sind.  
7.2.1.2 Ausgabetechniken 
Viele Wearable Systems nutzen eine kopffixierte Anzeige (HMD) als Ausgabegerät. HMD 
werden am Kopf der benutzenden Person befestigt und bieten eine permanente visuelle 
Ausgabe über eine monokulare oder binokulare Anzeige in der direkten Sichtlinie der benut-
zenden Person und erlauben so eine Anreicherung der gesehenen realen Welt um virtuelle 
visuelle Information (augmented reality - AR). Die Bedienung erfolgt häufig berührungslos. 
HMD zeigen jedoch einige wesentliche Nachteile. Sie schränken durch den technischen 
Apparat das Sichtfeld ein und lenken durch die Manipulation des gesehenen Bilds unter 
Umständen von der physischen Umgebung ab. Zudem wird in der Wissenschaft kontrovers 
über die potenziell schädlichen Langzeitwirkungen der Nutzung von HMD auf das visuelle 
System diskutiert [189], [190]. Die ergonomischen Aspekte der Nutzung von HMD in der 
Produktion und für Dienstleistungen zur Realisierung von AR-Anwendungen wurden von 
Oehme erschöpfend untersucht [191]. Er konnte zeigen, dass HMD prinzipiell für diesen 
Einsatzzweck geeignet sind, sich aber mehrere Probleme bei der praktischen Nutzung erge-
ben. So konnte er belegen, dass die Art der darzustellenden Informationen und die gewählte 
HMD-Technologie Wechselwirkungseffekte hinsichtlich der erzielbaren Informations-
entnahmeleistung zeigen. Die Anzeigegestaltung muss daher stets auf die eingesetzte 
Technologie optimiert werden. Weiterhin hat sich gezeigt, dass durch die Probanden der 
Studie bei längerer Nutzung deutliche negative subjektive Empfindungen berichtet worden 
waren und dass eine Nutzungsdauer von mehr als zwei Stunden entsprechend überwie-
gend abgelehnt wurde. McAtamney und Parker zeigen zudem, dass die Informations-
präsentation durch HMD die Qualität gleichzeitig stattfindender Gespräche erheblich beein-
trächtigt [192]. Knight und Baber wiederum zeigen, dass die Nackenhaltung bei HMD-
Benutzern teils deutlich von der Neutralstellung abweicht, wodurch erhebliche Belastungen 
des Muskel-Skelett-Systems von Kopf und Hals entstehen können [193]. Diese Befunde 
sind natürlich abhängig von Größe, Gewicht, Erscheinungsform und Leistungsfähigkeit der 
gewählten Hardware. Ein hochintegriertes, nahezu nicht als solches erkennbares HMD wird 
mutmaßlich erheblich geringeren Nutzungswiderstand erzeugen als die in den genannten 
Untersuchungen verwendeten Systeme.  
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Ein alternativer Ansatz ist, das visuelle Ausgabegerät am Handgelenk oder Unterarm der 
benutzenden Person anzubringen (wrist mounted display – WMD) [83]. WMD erlauben kei-
ne direkte Anreicherung des gesehenen Bildes, bieten aber eine höhere Auflösung, eine 
größere Anzeigefläche und erlauben häufig die direkte Bedienung über den berührungsemp-
findlichen Bildschirm. Zudem ist die Information auch mehreren Nutzern gleichzeitig zugäng-
lich. Ferner ist es möglich, zugehörige Eingabegeräte direkt neben dem Bildschirm zu posi-
tionieren, oder weitere Anzeigen wie Monitore oder Displaywände parallel zu nutzen [194]. 
Ist das Gewicht des WMD zu groß, so kann dies zu einer negativen Dauerbelastung des be-
treffenden Arms führen. Die rasch voranschreitende Entwicklung ultradünner, flexibler und 
sogar in Kleidung integrierbarer Anzeigen zeigt aber, dass dieses Problem technisch in naher 
Zukunft gelöst werden dürfte. Die derzeit rapide voranschreitende Entwicklung von Smart-
watches als eine Ausprägung von WMD wird dahingehend vermutlich eine ähnliche Ent-
wicklung nehmen wie zuvor die von Smartphones, sodass in kurzer Zeit auch in dieser Gerä-
teklasse eine große Vielfalt an Formfaktoren, Leistungsstufen und peripherer Funktionalität 
existieren wird. Einige Produkte bringen Anzeigen auch im Bereich vor der unteren Bauch-
region an. Wie im Kapitel „Visuelle Wahrnehmung“ dargelegt wurde, sollten Anzeigen dort 
jedoch grundsätzlich nicht angebracht werden. 
Für die komplexe Informationsausgabe bietet sich als einzige leistungsfähige Alternative zu 
visuellen Ausgabetechniken die akustische Ausgabe in Form der Sprachausgabe an. Dabei 
werden Informationen über eine rechnergenerierte Stimme ausgegeben. Diese Ausgabe-
technik eignet sich insbesondere für kommandobasierte Dialoge (z.B. zur Steuerung eines 
Fahrzeug-Multimediasystems) und fortlaufende Informationsflüsse (z.B. Anweisungen eines 
Navigationssystems). Akustisch vermittelte Informationen können parallel zu visuell präsen-
tierten Informationen erfasst werden. Für komplexe strukturierte Daten (z.B. Tabellen oder 
Schichtpläne) ist Sprachausgabe hingegen nur bedingt geeignet, zum einen da die Struktur-
information beschrieben oder aufgelöst werden muss, zum anderen da das Kurzzeit-
gedächtnis dabei sehr belastet wird. Für die Ausgabe grafischer Daten (z.B. Rohrleitungs- 
und Instrumentierungsfließbilder oder Schaltpläne), die im Kontext der industriellen Instand-
haltung überaus wichtig sind, ist die Sprachausgabe nicht geeignet.  
Zur Ausgabe von simplen Informationen (z.B. für Rückmeldungen) eignen sich optische 
(Aufleuchten), akustische (Klicken, Piepen) und haptische (Schnappen) Signale. Die Rück-
gabemodalitäten sollten dabei stets die Eingabemodalität umfassen. Taktiles Feedback (Vib-
rieren) wird in verschiedenen Projekten zur Vermittlung von Informationen mittels vibrieren-
der Gürtel oder Rückenauflagen verwendet [194], [195]. Dabei werden die Informationen 
durch Lage oder Verlauf der Vibrationen kodiert. Aufgrund der recht geringen taktilen räum-
lichen Auflösungsfähigkeit in diesem Bereich können nur sehr grob gerasterte Anordnungen 
zuverlässig unterschieden werden. Daher ist der mögliche Ausgaberaum recht beschränkt. 
Ein häufiger Anwendungsfall ist die Vermittlung von Richtungsangaben. 
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7.2.2 Körpernahe Funknetzwerke 
Die Verbindung der speziellen Interaktionsgeräte erfolgt kabellos in Form eines körpernahen 
Funknetzwerks. Nach Arbanowski u.a. muss ein solches Netzwerk weitgehend selbstorga-
nisierend und selbsterhaltend sein und sich dynamisch an eine sich permanent ändernde 
Netzwerkzusammensetzung und -anordnung anpassen können [196]. Es benötigt daher au-
tomatische Adressierungs- und Routing-Mechanismen für die interne Kommunikation und 
eine einfache Konfigurationsschnittstelle für die Benutzer. 
Für die Realisierung eines solchen Netzwerks stehen mehrere Technologien zur Auswahl. 
Eine umfassende Übersicht zu Technologien für körpernahe Funknetzwerke ist unter ande-
rem in [197] zu finden. Grundsätzlich ist zu entscheiden, welche Netzwerktopologie reali-
siert werden soll. Für die sternförmige Peer-to-Peer Kommunikation bietet sich Bluetooth 
an, welches die sternförmige Verbindung eines Masters mit bis zu sieben Teilnehmern er-
laubt (piconet), sofern das Protokoll vollständig unterstützt wird. Baumstrukturen sind eben-
falls möglich (scatternet), jedoch bis heute nicht zufriedenstellend implementiert. Die Kom-
munikation findet im ISM-Band 2,45 GHz statt und verwendet zur Störungsvermeidung das 
Frequenzsprungverfahren FHSS. Dabei wird ab Version 2.0+EDR eine theoretische Übertra-
gungsrate von 2,1 Mbit/s erreicht, die sich auf die Zahl der Teilnehmer aufteilt. Die Verbin-
dungssicherheit kann über verschiedene Verfahren (Verschlüsselung, Authentifizierung, Pai-
ring) abgesichert werden. Bluetooth bietet verschiedene Mechanismen zur Fehler-
behandlung an. Es existieren drei Leistungsklassen für den Sender. Die maximale Reich-
weite liegt bei einem Klasse-1 Gerät bei ca. 100 Metern. Es werden verschiedene Bluetooth 
Protokollstapel angeboten, die jeweils zu bestimmten Bluetooth Controllern kompatibel 
sind. Der Funktionsumfang und die Implementierungsqualität unterscheiden sich je nach 
Protokollstapel, aber auch je nach Zielgerät ganz erheblich. Insbesondere auf mobilen End-
geräten sind nicht immer alle Funktionen spezifikationskonform verfügbar. Bluetooth stellt 
Profile bereit, über die Daten für bestimmte Dienste ausgetauscht werden können. Seit 
Version 4.0 existiert ein zweiter Protokollstapel namens Low Energy, für den ebenfalls ent-
sprechende Profile verfügbar sind (Bluetooth smart). Dieser Protokollstapel soll den Energie-
verbrauch sowie den Integrationsaufwand deutlich senken. Die theoretische Übertragungs-
rate liegt bei 1 Mbit/s, die maximale Reichweite bei ca. 10 Metern. Bluetooth 4.0 ist nicht 
abwärtskompatibel, daher existieren Geräte mit beiden Protokollstapeln (smart ready). Stand 
2015 ist die Version 4.2 aktuell [198]. Bluetooth smart wird derzeit aktiv als Wegbereiter für 
die Hausautomation, das Internet der Dinge sowie für Wearables vermarktet. 
Als Profile für die Einrichtung von sternförmigen DWUI-Netzwerken bieten sich das Human 
Interface Device Profile (HID) oder das Serial Port Profile (SPP) an. SPP emuliert eine serielle 
asynchrone, bidirektionale Schnittstelle und bietet damit eine sehr einfache Möglichkeit der 
Anbindung von Geräten über eine UART-Schnittstelle oder eine virtuelle COM-Schnittstelle. 
Diese sind auf praktisch allen relevanten Endgeräten verfügbar. Bluetooth-HID emuliert hin-
gegen die USB-HID Funktionalität, über die sämtliche über USB angeschlossenen Eingabe- 
und Ausgabegeräte verwaltet werden [199]. USB-HID ist tief in alle gängigen Betriebssys-
teme integriert, sodass die Einbindung, Verwaltung und Verarbeitung in höchstem Maße au-
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tomatisiert sind. Die auf der Ultra-Wide-Band Technologie (UWB) basierenden Spezifikatio-
nen Bluetooth 3.0 und Certified Wireless USB konnten sich nicht durchsetzen. Blue-
tooth 3.0 ist bereits wieder aufgegeben. 
Eine Alternative stellen Protokollstapel basierend auf dem IEEE Standard 802.15.4 dar [200]. 
Dieses Übertragungsprotokoll dient der energieeffizienten Übertragung von Sensordaten in 
Nahbereichsnetzwerken. Im Gegensatz zu Bluetooth ist ein mehrwöchiger Batteriebetrieb 
problemlos möglich. Das Protokoll sendet in den ISM Bändern 868/915 MHz und 2,45 GHz 
und verwendet zur Störungsvermeidung eines der Frequenzspreizverfahren DSSS oder 
CSS. Die Datenrate im GHz-Band ist mit 250 kbit/s erheblich geringer als bei Bluetooth. 
Auch ist die Länge eines Datenfelds auf 127 Byte beschränkt. Die Verbindungssicherheit 
kann über verschiedene Verfahren abgesichert werden. Der Zugriff auf das Netzwerk kann 
sowohl konkurrierend über CSMA/CA als auch intervallgesteuert über den Koordinator erfol-
gen. Im letzteren Fall kann ein deterministisches Verhalten erzeugt werden. Die bekanntes-
ten Protokollstapel sind ZigBee und das IPv6 over Low power Wireless Personal Area Net-
work (6LoWPAN), dass seit Version 4.2 auch von Bluetooth unterstützt wird. 
ZigBee ist ein Protokollstapel, der auf IEEE 802.15.4 aufsetzt und Funktionen der Netzwerk-
vermittlung, Verbindungssicherung sowie die Anwendungsschnittstelle spezifiziert. Es kön-
nen dynamische Baum- und Mesh-Strukturen mit bis zu 64000 Teilnehmern aufgebaut wer-
den. Die Kommunikation kann über Verschlüsselung abgesichert werden. ZigBee über-
nimmt auch Energiesparmaßnahmen und unterstützt auch selbstversorgende Geräte (ener-
gy-harvesting devices).  
Mit ZigBee RF4CE können einfache Netzwerke aus Eingabegeräten automatisch aufgebaut 
und verwaltet werden. Darauf aufbauende Standards wie ZigBee Input Device oder ZigBee 
Remote Control erlauben die Einbindung von Eingabegeräten wie Maus, Tastatur oder auch 
Fernbedienungen in Netzwerke. ZigBee RF4CE ist als Ersatz für andere kabellose Technolo-
gien wie Infrarot gedacht und ist nicht abgesichert. 
6LoWPAN nutzt IPv6-Pakete mit komprimiertem Header, um Informationen in IEE-
E 802.15.4-basierten Netzwerken zu übermitteln. Dabei werden die Pakete so fragmentiert, 
dass die Längenbeschränkung des Datenfelds eingehalten wird. Somit sind die Netzwerke 
mit minimalem Aufwand in bestehende IP-Netzwerke integrierbar. Auf den Protokollstapel 
wird mittels eines socket interface zugegriffen. ZigBee IP nutzt das 6LoWPAN-Protokoll und 
andere Protokolle, um ebenfalls IPv6-basierte Kommunikation anzubieten.  
Weiterhin besteht die Möglichkeit, die Netzwerktechnologie nach IEEE 802.11 zu nutzen 
und direkt ein IP-basiertes kabelloses Funknetzwerk aufzubauen [201]. Gegen diese Techno-
logie sprechen derzeit noch der hohe Energiebedarf der Sender, der relativ hohe Preis der 
Module sowie der hohe Aufwand für den Netzwerkaufbau. 
Für die Entscheidung für eine der beschriebenen Technologien sind mindestens die in Ta-
belle 18 gelisteten Auswahlkriterien zu berücksichtigen. Anhand dieser Kriterien sollen die  
Technologien zusammenfassend gegenübergestellt werden: 
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 IEEE 802.15.1 (luetooth) IEEE 802.15.4 
 SPP HID ZigBee 6LoWPAN 
Preis   (2014)  ca. 15 € ca. 25 € 
Verfügbarkeit  Protokollstapel ab Layer 3 als 
Software-Bibliotheken oder bis 
Layer 6 als Embedded Code im 
Funkmodul; Quelloffene Imple-
mentierungen sind verfügbar 
Protokollstapel ab Layer 3 als Soft-
ware-Bibliotheken; Quelloffene Im-
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Tabelle 18: Vergleich der potenziellen Netzwerktechnologien für ein Nahbereichsfunknetzwerk 
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Es zeigt sich zunächst, dass 6LoWPAN (ebenso wie andere IP-basierte Verfahren) wegen 
der nicht deterministischen Latenzzeiten wenig geeignet ist. Bei ZigBee ist problematisch, 
dass weder stationäre noch mobile Rechner mit der entsprechenden Funktechnologie oder 
dem Protokollstapel ausgerüstet sind. Insbesondere bei der Nutzung von Mobilgeräten ist 
die nachträgliche Ausrüstung schwierig zu realisieren und aufwändig in der Wartung. Blue-
tooth ist hingegen in praktisch jedem mobilen und den meisten stationären Rechnern be-
reits vollständig integriert.  
Beide Protokolle sind für verschiedene Betriebssysteme und Hardware-Plattformen verfüg-
bar, allerdings ist die vollständige spezifikationsgemäße Implementierung insbesondere bei 
Protokollstapeln für Mobilgeräte nicht immer gegeben. Dies wurde sogar bei Geräten der 
gleichen Baureihe, aber unterschiedlicher Chargen beobachtet, was auf die starke Abhän-
gigkeit zwischen dem verbauten Funkmodul und dem implementierten Software-Protokoll-
stapel zurückzuführen ist. Im Falle der Verwendung des Bluetooth HID-Profils ist darauf zu 
achten, dass dieses auch generischen Eingabegeräts unterstützt. Insbesondere eingebette-
te Implementierungen beschränken das Profil häufig auf die Eingabegeräte Maus und Tasta-
tur.  
Bluetooth erlaubt im Gegensatz zu den IEEE 802.15.4-basierten Technologien nur eine 
sternförmige Topologie mit maximal acht aktiven Teilnehmern. Größere DWUI-Netzwerke 
wären nur über ein scatternet realisierbar, die Kommunikation müsste dann stets über den 
Master koordiniert werden. IEEE 802.15.4-basierte Technologien erlauben hingegen die di-
rekte Kommunikation einer praktisch beliebigen Anzahl von Teilnehmern. Für die vorliegen-
de Arbeit ist eine sternförmige Topologie mit acht DWUI-Geräten jedoch ausreichend. Der 
Energieverbrauch von Bluetooth (außer  Bluetooth smart) ist erheblich höher als der von IE-
EE 802.15.4-basierten Lösungen. Allerdings zeigen die vielen am Markt verfügbaren Blue-
tooth-basierten Eingabegeräte, dass dennoch zufriedenstellende Gerätelaufzeiten realisiert 
werden können. 
Aufgrund der allgemeinen Verfügbarkeit der Bluetooth-Technologie in mobilen Endgeräten 
wird dieser Technologie in dieser Arbeit der Vorzug gegeben. Da das HID-Profil einige wich-
tige Einschränkungen hinsichtlich der übertragbaren Datenstrukturen macht und die Aus-
wertung der eingegangenen Datenpakete vollständig durch das Betriebssystem erfolgt, er-
scheint dieses Profil für die explorative Forschungsarbeit zunächst zu restriktiv. Daher wird 
in dieser Arbeit das SPP-Profil verwendet und ein eigenes Kommunikationsprotokoll entwi-
ckelt, welches speziell an die Anforderungen der DWUI-Verwaltung unter den Randbedin-
gungen einer Bluetooth-basierten Netzwerktechnologie angepasst ist. Dadurch werden 
nicht alle Anforderungen an ein körpernahes Funknetzwerk nach Arbanowski u.a. erfüllt, 
insbesondere hinsichtlich der Selbstorganisation und Selbstanpassung [196]. Dies muss 
durch das zu entwickelnde Kommunikationsprotokoll realisiert werden.  
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7.2.3 Wearable Systems 
Eine Vielzahl von Untersuchungen hat sich mit der Frage beschäftigt, wie man bestehende 
IT-Infrastrukturen so erweitern kann, dass Daten und Dienste auch für Instandhaltungsper-
sonal in der Anlage bzw. Produktionsstätte zugänglich werden, unter anderem [4], [158], 
[166], [202] und [203]. Hauptziele dieser Arbeiten war es stets, am jeweiligen Arbeitsort ei-
nen permanenten Zugang zu relevanten Informationen zur Verfügung stellen, um den Medi-
enbruch zwischen papierbasierten und digitalen Daten zu beseitigen und um die Verbindung 
zwischen dem Betriebspersonal in den Leitwarten und dem Instandhaltungspersonal in der 
Anlage zu verbessern [75]. Dabei wurden für die Anwendungsdomänen Luftfahrzeug-
instandhaltung und Lagerlogistik bereits gebrauchstaugliche Lösungen vorgestellt. Die je-
weiligen Nutzungskontexte sind jedoch, anders als in der industriellen Instandhaltung, ge-
kennzeichnet durch kontrollierte Umgebungsbedingungen und einen mehr oder minder ho-
mogenen Aufbau. Mobile Informationssysteme werden ausschließlich in geschlossenen 
Räumen eingesetzt, teils unter sehr beengten räumlichen Verhältnissen.  
Die Entwicklung von Wearable Systems geht zurück bis in die 1960er Jahre. Dvorak gibt ei-
nen erschöpfenden Überblick über die Entwicklung dieser Systeme seit dieser Zeit [5]. Er 
stellt dabei auch eine Vielzahl von Wearable Systems für verschiedene Einsatzbereiche vor. 
Bürgy gibt einen umfassenden Überblick über wissenschaftliche und kommerzielle Wearab-
le Systems für industrielle Anwendungen bis zum Jahr 2002 [88]. Weitere Übersichten in 
diesem Kontext finden sich unter anderem in [79] und [204].  
Im Rahmen des Projekts WearIT@Work wurde die Anwendbarkeit tragbarer Computer in 
industriellen Umgebungen umfassend untersucht [205]. Der Schwerpunkt lag dabei auf 
HMD, sprachbasierter Interaktion und körpernahen Sensornetzwerken für die Aktivitäts-
erkennung. Im Verbundprojekt MAXIMA des Landesforschungsverbunds Mobile Assistenz-
systeme (LFV MA) wurden „IT-gestützte Strategien zur Unterstützung der Durchführung 
und Verwaltung von Instandhaltungsmaßnahmen im industriellen Umfeld untersucht und 
entwickelt“ [206]. Ein weiterer Schwerpunkt der Forschung an tragbaren Systemen liegt 
heute im Bereich der Gesundheitsüberwachung [207]. 
Ergonomiebezogene Fragen des mobile computing und des wearable computing werden in 
mehreren Untersuchungen diskutiert, unter anderem in [83], [88], [163], [188], [208] und 
[209]. Dabei werden die Auswirkungen der Blindbedienung, der Trennung von Eingabe- und 
Ausgabegeräten sowie der multimodalen Interaktion auf die Arbeitsbelastung und die Leis-
tung der benutzenden Person intensiv diskutiert. 
Es ist zu beobachten, dass die große Mehrheit der vorgestellten Projekte für den industriel-
len Nutzungskontext entweder nie zur Marktreife entwickelt wurde oder am Markt nicht be-
stehen konnte. Auch haben sich die teils sehr ambitionierten Prognosen zur Marktentwick-
lung für derartige System nicht bestätigt [5, S. 5]. Die Zahl der heute kommerziell verfügba-
ren Systeme ist entsprechend überschaubar, wenngleich aktuell wieder stark zunehmend. 
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Die HEITEC AG bietet mit MAVUS ein tragbares System an, das die benutzende Person bei 
Arbeiten im Feld, zum Beispiel der Inbetriebnahme oder Wartung, unterstützen soll [210]. 
Es stellt ein HMD mit einem Kamerakopf, einem Headset und einer herkömmlichen Fern-
bedienung bereit, um mit dem System zu interagieren. Alle Teile sind in einem Helm und 
einer Weste integriert. Das System verfügt über eine kabellose Datenverbindung und unter-
stützt Online-Arbeitsunterstützung in Echtzeit. 
Die Emerson Electric Co. vermarktet ein drahtloses, freihändig zu bedienendes Sprach-und 
Videokommunikationssystem für Arbeiten im Feld [211]. Statt einer am Kopf montierten An-
zeige stellt dieses System eine kleine Anzeige auf der Brust der benutzenden Person bereit. 
In Kombination mit Headset und Kopfkamera ermöglicht das System den Freisprechbetrieb 
und kollaboratives Arbeiten mit entfernt zugeschalteten Ingenieuren über eine drahtlose Da-
tenverbindung.  
Die ZIH Corp. (auch Zebra) hat seit der Übernahme von Motorola Solutions Inc. ein Portfolio 
von tragbaren Computern, darunter mehrere Voice-only und Tastatur-Terminals, sowie 
Headset Computer im Angebot [212]. Darüber hinaus gibt es spezielle tragbare Eingabege-
räte wie in Fingerringe integrierte Scanner und Imager. Die Produkte können miteinander 
kombiniert werden, es können also  verteilte tragbare Systeme komponiert werden. Die In-
teraktion mit dem System erfolgt über Tastatur und Spracheingabe.  
Philips Healthcare bindet in einer Machbarkeitsstudie Android Google Glasses an das Philips 
IntelliVue Patientenüberwachungssystem an, um Ärzten die Überwachungsdaten ihrer Pati-
enten während der Bewegung im Krankenhaus oder im Operationssaal permanent zur Ver-
fügung zu stellen [213]. Dabei erfolgt die Eingabe sprachgesteuert. Die grafische Ausgabe 
hingegen belegt, wie bei Android Glasses üblich, den oberen rechten Quadranten des Sicht-
feldes.  
Scope AR stellt den Prototypen eines AR-Systems für Schulung und Arbeits-unterstützung 
vor [214]. Mittels einer Kamera werden Geräte im Sichtfeld der benutzenden Person identi-
fiziert und mit einem HMD hervorgehoben. Zusätzlich werden Informationen und Anleitun-
gen zum Gerät und zu den Arbeitsschritten gegeben. Überlagerungen mit künstlichen Bil-
dern, z.B. Werkzeuge oder Geräteteile sollen auf das reale Bild projiziert werden können. 
Die Bedienung erfolgt über ein ebenfalls im HMD angezeigtes Menü in Verbindung mit ei-
ner Spracherkennung. 
Verschiedene Hersteller bieten verteilte tragbare Systeme für den militärischen Einsatz an. 
So bietet Black Diamond Advanced Technology ein Komplettsystem für Fliegerleitoffiziere 
an, welches über ein HMD und eine Audio-Ausgabe verfügt und über einen berührungs-
empfindliche Bildschirm gesteuert werden kann [215]. Das System ist integriert in die über-
geordneten (militärischen) Kommunikations- und Informationssysteme, kann auf die spezifi-
schen Einsatzparameter angepasst werden und nutzt in hohem Maße Standardkomponen-
ten. Für den zivilen Gebrauch sind derartige Systeme wenig geeignet, da sie in aller Regel 
auf militärische Technologie- und Kommunikationsstandards aufsetzen. 
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7.3 GESTALTUNGSKONZEPT FÜR DAS REFERENZ-DWUI 
7.3.1 Typische DWUI Konfigurationen 
Es gibt mehrere mögliche Realisierungen für MIS. Die heute verbreiteten monolithischen 
Systeme nutzen ein einziges industrietaugliches mobiles Gerät. Solche robusten persönli-
chen digitalen Assistenten (rugged personal digital assistant - PDA) sind in verschiedenen 
Ausführungen und für verschiedene Anwendungsbereiche auf dem Markt erhältlich. Ferner 
sind spezielle Lösungen für spezielle Anwendungsfälle wie Vor-Ort-Kontrollen in der Prozess 
und Fertigungsindustrie verfügbar, z.B. Mobile Panels [216]. Der Hauptnachteil dieser Sys-
teme besteht darin, dass sie für die Nutzung beide Hände erfordern, die eine für die Bedie-
nung und die andere zum Halten des Geräts.  
Es existiert eine Reihe von Arbeiten, die sich mit einhändig oder freihändig bedienbaren MIS 
beschäftigen. Dabei werden vornehmlich multimodale Interaktionstechniken einschließlich 
Spracherkennung, taktiler und gestenbasierter Interaktion verwendet und geeignet kombi-
niert, vgl.  [4], [163] und [217]. Die Nutzung von Wearable Devices stellt eine Weiterent-
wicklung dieses Ansatzes dar. Die derzeit am Markt verfügbaren Systeme verfolgen sehr 
unterschiedlicher Ansätze für die Anordnung der verschiedenen Komponenten und die Art 
der Bereitstellung von Informationen (vgl. Kapitel „Wearable Systems“). Tabelle 19 stellt ei-
ne Auswahl der vorgestellten verteilten tragbaren Systeme hinsichtlich der genutzten 
Hardware-Konfiguration gegenüber. 
Es ist zu erkennen, dass die Mehrzahl der Systeme kopfmontierte Anzeigegeräte in Verbin-
dung mit Kopfhörern und Mikrofon (headset) als Eingabegerät einsetzt. Für Systeme zum 
kollaborativen Arbeiten werden häufig Kameras ergänzt. Einzelne Konfigurationen enthalten 
zudem zusätzliche Eingabegeräte zur Unterstützung weiterer Elementaraufgaben, die je-
weils für den vorgesehenen Nutzungskontext des Systems erforderlich sind.  
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X      – / X Spracherken-
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bedienung 
Tabelle 19: Übersicht über gebräuchliche DWUI-Konfigurationen  
7.3.2 Geräteauswahl 
Bei der Zusammenstellung der verteilten tragbaren Benutzungsschnittstelle stehen in dieser 
Arbeit zwei Aspekte im Vordergrund. Zum einen ist eine für den Nutzungskontext ge-
brauchstaugliche Schnittstelle sowohl für Einhandbedienung als auch für Zweihandbedie-
nung mit und ohne Handschuhe zu realisieren. Zum anderen ist Multimodalität mit for-
schungsmethodisch interessanten Interaktionstechniken sicherzustellen. Dabei ist auch da-
rauf zu achten, dass die Geräte sich in der Unterstützung verschiedener Elementaraufgaben 
einerseits geeignet unterscheiden, um eine komplementäre Nutzung zu rechtfertigen, ande-
rerseits hinreichend überschneiden, um eine redundante Nutzung zu ermöglichen. Die im 
Abschnitt „Eingabetechniken“ eingeführten Elementaraufgaben können durch tragbare Ein-
gabegeräte sehr gut unterstützt werden. Für die Aufgaben Ziehen, Nachziehen und Frei-
handeingabe ist die direkte Interaktion mit dem Bildschirm erheblich geeigneter als sämtli-
che alternativen Eingabemethoden [218]. Sind diese Elementaraufgaben zu unterstützen, so 
sollte direkt auf dem Bildschirm gearbeitet werden. In DIN EN ISO 9241-410 werden ver-
schiedene Typen von Eingabegeräten hinsichtlich ihrer Eignung für bestimmte Elementar-
aufgaben bewertet [218]. Die Kategorien sowie die Bewertung für prinzipiell geeignete Ge-
rätetypen ist in Tabelle 20 übernommen, zusätzlich sind weitere Gerätetypen ergänzt und 
bewertet, um die forschungsmethodisch interessanten Interaktionskonzepte begreifbarer 
Interaktion (tangible interaction und physical mobile interaction) sowie gestenbasierter Inter-
aktion (gesture-based interaction) ebenfalls zu berücksichtigen. 
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Tastatur – +** ++ – – ++ 
Steuerknüppel + + o o o – 
Gestenerkenner – ++ ++ o + o 
Rollkugel ++ ++ o o o – 
Spracherkenner *** 
(Freitext) 
– ++ ++ – – ++ 
Spracherkenner *** 
(Kommandos) 
– + o – – – 
Dreh-
Drücksteller*** 
– ++ ++ – – o 
Auto-ID Gerät *** 
(RFID) 
– ++ – – – – 
Tabelle 20: Gebrauchstauglichkeit verschiedener Eingabegeräte für verschiedene Elementaraufgaben 
in Anlehnung an DIN EN ISO 9241-410 [218]; *Elementaraufgabe abweichend von der Norm; 
**Angabe abweichend von der Norm; ***Eingabegerät nicht in der Norm aufgeführt 
Bei der endgültigen Auswahl der zu realisierenden Eingabegeräte werden zwei weitere Ein-
schränkungen gemacht. Zum einen wird die Rollkugel nur als bedingt bedienbar mit Ar-
beitshandschuhen erachtet. Daher wird diese Interaktionstechnik zugunsten des Steuer-
knüppels nicht weiter berücksichtigt. Zum anderen wird sprachbasierte Interaktion aufgrund 
der teils erheblichen Geräuschbelastung in den relevanten Nutzungskontexten nur als be-
dingt nutzbar erachtet. Aus diesem Grund wird auch diese Interaktionstechnik nicht weiter 
betrachtet. Tabelle 21 fasst die verbleibenden Interaktionstechniken zusammen und zeigt 
die vorgesehenen Möglichkeiten der redundanten und komplementären Interaktion mit den 
Geräten auf. Alle Geräte außer dem Auto-ID Gerät können redundant für Navigations- und 
Auswahlaufgaben verwendet werden. Das Auto-ID Gerät erlaubt hingegen eine direkte 
Auswahl ohne eine grafische Benutzungsschnittstelle. Aufgrund dieses vollkommen unter-
schiedlichen Interaktionsprinzips wird die Auto-Identifikation als komplementärer Auswahl-
mechanismen erachtet. Für die Code-Eingabe ist im Wesentlichen die komplementäre Nut-
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zung der Tastatur vorgesehen. Nichtsdestotrotz werden für Steuerknüppel, Gestenerkenner 
und Drücksteller jeweils optimierte virtuelle Tastaturen entwickelt, sodass diese Geräte re-
dundant zur Tastatur eingesetzt werden können. Für Zeigeaufgaben ist ausschließlich der 
Steuerknüppel zur komplementären Nutzung vorgesehen. Somit kann die komplementäre 
Nutzung bei geeigneter Aufgabenstellung erzwungen werden, sofern dies forschungsme-











































Tastatur  R R K / R 
Steuerknüppel K (R) (R) (R**) 
Gestenerkenner  R R (R**) 
Dreh-Drücksteller  R R (R**) 
Auto-ID Gerät 
(RFID) 
 K*   
Tabelle 21: Für diese Arbeit ausgewählte Eingabegeräte und ihre Nutzungsart für verschiedene Ele-
mentaraufgaben; *Zeigemetapher erlaubt Auswahl ohne Nutzung der grafischen Benutzungsschnitt-
stelle, daher wird die Nutzung als komplementär zu den GUI-basierten Auswahlmechanismen inter-
pretiert; **für die Geräte steht jeweils eine virtuelle Tastatur auf dem GUI zur Verfügung 
Bei der Auswahl der Ausgabegeräte wird aus forschungsmethodischen Gründen nur auf ein 
einziges grafisches Ausgabegerät zurückgegriffen. Damit können sämtliche Untersuchungs-
ergebnisse eindeutig den Präferenzen der benutzenden Personen für die genutzten Einga-
begeräte zugeordnet werden. Im Kapitel „Interaktionstechniken“ wurden die gebräuchli-
chen Varianten grafischer Ausgabegeräte bereits diskutiert. Es wurde aufgezeigt, dass HMD 
trotz ihrer weiten Verbreitung in tragbaren Systemen erhebliche Schwächen haben, für die 
bis dato keine zufriedenstellenden Antworten gefunden worden sind. Andererseits wurde 
bereits erläutert, dass diese Probleme bei WMD nicht auftreten und welches große Poten-
zial WMD durch die derzeitige technische Entwicklung haben. Aus diesen Gründen wird in 
dieser Arbeit ein WMD als primäres Ausgabegerät verwendet. Unbeschadet davon können 
einige Eingabegeräte multimodale Rückmeldungen ausgeben. 
Gestaltung einer verteilten tragbaren Benutzungsschnittstelle (DWUI) 
119 
7.4 DIE DWUI EINGABEGERÄTE 
7.4.1 Gemeinsame Verarbeitungseinheit 
7.4.1.1 Hardware 
Sämtliche Interaktionsgeräte nutzen dieselbe technische Plattform, die gemeinsame Verar-
beitungseinheit. Diese ist in ein separates Gehäuse ausgelagert. Die Geräte werden über 
ein einheitliches SAL RS42 Kabel mit M8 4-Pol Stecker an die gemeinsame Verarbeitungs-
einheit angeschlossen, wofür eine entsprechende Buchse bereitsteht. Die Arretierung und 
Zugentlastung erfolgt über ein M8 Industriegewinde. Die gemeinsame Verarbeitungseinheit 
enthält folgende Komponenten: 
- ein Crumb644 Modul der Firma Chip45 mit einem ATMEL ATmega644PA Mikro-
Controller, auf dem die gesamte Anwendung ausgeführt wird, und einem Silicon 
Labs CP2102 USB-zu-UART Wandler, der als Programmier- und Debug-Schnittstelle 
sowie als Ladebuchse genutzt wird 
- ein AmberWireless AMB2300 Bluetooth Modul auf einen Break-Out Board, über das 
das Eingabegerät mit dem mobilen Verarbeitungsgerät verbunden wird 
- ein Linear Technology LT 1129 CST-3.3 Low Drop Out-Spannungsregler zur Span-
nungsversorgung der gesamten Verarbeitungseinheit 
- ein Maxim MAX 1811 ESA USB-Lademodul für Li+ Akkumulatoren zur Ladekontrolle 
- einen Lithium-Polymer Akkumulator zur Stromversorgung 
- eine Basisplatine, die sämtliche Komponenten miteinander verbindet 
Das Crumb644 Modul und das Bluetooth-Modul sind über Stiftleisten mit der Basisplatine 
verbunden, auf der sich auch die Spannungsregel- und Ladeschaltkreise befinden. Die Kom-
ponenten sind eingehaust in ein geflanschtes Mini-ABS-Gehäuse mit den Maßen 
50 × 35 × 20 mm. Neben der M8 4-Pol Buchse befindet sich noch ein Drucktaster, mit dem 
die gemeinsame Verarbeitungseinheit im Batteriebetrieb deaktiviert werden kann. Die Nut-
zung ist sowohl im Lade- als auch im Entladebetrieb möglich. Die Trennung von Eingabege-
rät und Verarbeitungseinheit bringt für die vorliegende Arbeit erhebliche Vorteile mit sich. 
Auf diese Weise entfallen gestalterische Beschränkungen durch die Notwendigkeit der In-
tegration aller Komponenten. Umgekehrt muss nicht für jedes Eingabegerät ein eigener Pla-
tinenentwurf für die Verarbeitungseinheit erstellt werden. Damit entfällt auch die Notwen-
digkeit der Miniaturisierung des Platinenentwurfs, was aus forschungsökonomischer Sicht 
sehr wichtig ist. Des Weiteren ist die Wartbarkeit bei nur einem Entwurf wesentlich besser 
und die Verfügbarkeit der Geräte steigt durch die einfache Austauschbarkeit einer gemein-
samen Verarbeitungseinheit wesentlich.  
Die Trennung verdoppelt allerdings die Zahl der von der benutzenden Person zu tragenden 
Geräte. Zudem müssen Kabel zwischen Eingabegeräten und Verarbeitungseinheiten in Kauf 
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genommen werden. Für die experimentelle Erprobung des DWUI sollten daher spezielle Ar-
beitsanzüge verwendet werden, in die Taschen für die Verarbeitungseinheiten und entspre-
chende Kabeltunnel eingenäht worden sind. Damit ist der zusätzliche apparative Aufwand 
für die benutzende Person nicht mehr erkennbar. Eine Ausnahme bilden die Geräte, die in 
einen Handschuh integriert sind, da hier der Kleidungsübergang von Arbeitsanzug zum 
Handschuh über das Handgelenk überwunden werden muss. Dieses Kabel wird von Benut-
zern in der Regel bewusst wahrgenommen und muss als konstruktiver Kompromiss hinge-
nommen werden. Da die genannten Vorteile diesen Kompromiss jedoch rechtfertigen, wird 
eine Integration der Verarbeitungseinheit in die verschiedenen Eingabegeräte durch eine 
geeignete Miniaturisierung im Rahmen dieser Arbeit als nicht notwendig erachtet. 
7.4.1.2 Software 
Sämtliche Eingabegeräte werden über den TWI-Datenbus als Slaves von der Verarbeitungs-
einheit als Bus-Master angesprochen. Die gemeinsame Verarbeitungseinheit ist über das 
DWUI-Protokoll kabellos mit dem mobilen Verarbeitungsgerät verbunden. Die Software der 
gemeinsamen Verarbeitungseinheit umfasst den Slave-seitigen Quellcode des DWUI-
Protokolls sowie den spezifischen Quellcode aller Eingabegeräte. Der Quellcode ist voll-
ständig in C für den GCC-AVR Compiler geschrieben. Der nicht gerätespezifische Quellcode 
ist aufgeteilt in neun Module.  
Das Modul main ist der Startpunkt des Quellcodes. Die enthaltene main-Funktion initialisiert 
den Controller, die UART-Verbindung, den TWI-Bus und den Scheduler. Sie identifiziert mit 
der Funktion void CheckDevice(void) das am TWI-Bus angeschlossene Eingabegerät 
und initialisiert dieses durch den Aufruf der gerätespezifischen Initialisierungsfunktion. An-
schließend wird ein zyklischer Funktionsaufruf (task) im Scheduler mit einem Aufrufintervall 
von 100 ms für die Funktion void ReceiveTimer(void) erzeugt. Dieser Aufruf steuert 
den Empfang, die Verarbeitung und das Senden von DWUI-Nachrichten über die UART-
Schnittstelle. Danach wird ein zweiter zyklischer Funktionsaufruf für die Funktion void Ak-
kuTimer(void) mit einem Aufrufintervall von 1000 ms erzeugt, die die aktuelle Akkumula-
tor-Ladespannung ermittelt. Abschließend wird der Watchdog-Timer aktiviert. Das Modul 
verarbeitet außerdem auftretende Watchdog-Interrupts. 
Das Modul Controller stellt die öffentlichen Funktionen void ReceiveTimer(void) 
und void AkkuTimer(void) bereit. ReceiveTimer(void)steuert die Kommunikation 
mit dem DWUI-Master. Dazu wird zunächst der UART-ReceiveBuffer auf eine vorhandene 
Anfragenachricht vom DWUI-Master geprüft. Ist das Gerät initialisiert und liegt eine Nach-
richt vor, wird diese mit einer entsprechenden Antwortnachricht mit Hilfe der Funktion void 
Request_Handler(void) beantwortet. Gleichzeitig wird der Keepalive-Timer zurückge-
setzt. Liegt keine Request Nachricht vor und ist das unaufgeforderte Senden aktiviert, so 
wird geprüft, ob eine Update Nachricht vorliegt. Ist das der Fall, wird die nächste Nachricht 
im Puffer an den DWUI-Master gesendet. Gleichzeitig wird der Keepalive-Timer zurückge-
setzt. Liegt keine Update Nachricht vor und ist ein Keepalive-Intervall gesetzt, wird geprüft, 
ob das Intervall abgelaufen ist. In diesem Fall wird eine Acknowledged Nachricht an den 
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DWUI-Master gesendet. Gleichzeitig wird der Keepalive-Timer zurückgesetzt. Die Funktion 
void Request_Handler(void) prüft anhand des OpCodes, welches Datum angefordert 
wurde und ruft die entsprechende Antwortfunktion auf. Wird hingegen eine Geräte-
konfiguration angefordert, so wird die entsprechende Funktion aufgerufen und eine Ack-
nowledged Nachricht an den DWUI-Master gesendet. Bei einem ungültigen OpCode wird 
eine Not-Acknowledged Nachricht gesendet. 
Das Modul Device stellt Datenstrukturen und Funktionen für ein generisches Eingabegerät 
bereit. Die Struktur Device hält sämtliche Konfigurationsparameter sowie Funktionszeiger 
zu den gerätespezifischen Funktionen void SendInput(void) und void UpdateIn-
put(void), über die der Zugriff auf erkannte Eingaben realisiert wird. Das Modul stellt 
sämtliche Funktionen bereit, um die Geräteparameter zu bearbeiten. Device wird in den 
gerätespezifischen Initialisierungsfunktionen definiert. Die Funktionen des Moduls Con-
troller arbeiten ausschließlich auf dieser Datenstruktur. Die Implementierung des Mo-
duls Controller ist damit geräteunabhängig. 
Das Modul Scheduler stellt einen einfachen, Timer-Interrupt-gesteuerten, nicht-
präemptiven Scheduler bereit, der den zyklischen, sequentiellen Aufruf von Funktionen mit 
Aufrufintervall und erstmaliger Aufrufverzögerung erlaubt. 
Das Modul config stellt sämtliche Programmparameter wie TWI-Adressen, Kommunikati-
onsparameter und Taktung des Prozessors. Das Modul Uart stellt Funktionen zur Nutzung 
der UART-Schnittstellen bereit. Das Modul TWI-Master enthält Funktionen zur Nutzung 
der TWI-Schnittstelle als TWI-Master. Das Modul Fifo stellt einen generischen zirkulären 
FIFO-Puffer bereit, der Elemente vom Datentyp uint8_t aufnimmt. Für Eingabedaten, die 
nicht von diesem Datentyp sind, steht stattdessen das Modul Cbuffer zur Verfügung, mit 
dem beliebige Datenstrukturen verarbeitet werden können. 
In Abbildung 24 ist das Moduldiagramm des Slave-seitigen Programm-Codes des DWUI-
Protokolls dargestellt mit den vorhandenen Modulen sowie den- Initialisierungs- und Nut-
zungsbeziehungen zwischen den nicht gerätespezifischen Modulen untereinander sowie 
mit den gerätespezifischen Basismodulen. Die Beziehungen zwischen den geräte-
spezifischen Modulen des Gestenerkenners sowie des RFID-Lesehandschuhs werden in 
den jeweiligen Abschnitten separat dargestellt. 
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Abbildung 24: Moduldiagramm des Slave-seitigen Programm-Codes des DWUI-Protokolls mit Initiali-
sierungs- und Nutzungsbeziehungen zwischen den nicht gerätespezifischen Modulen untereinander 
sowie mit den gerätespezifischen Basismodulen 
Das angeschlossene Eingabegerät wird anhand der eindeutigen TWI-Busadresse identifi-
ziert. Anschließend werden die Algorithmen und Datenstrukturen für das identifizierte Gerät 
geladen und das Eingabegerät in Betrieb genommen. In der mobilen Anwendung findet die 
Zuordnung ebenfalls erst zur Laufzeit während der Einbindung des Geräts statt. Der Wech-
sel des Eingabegeräts an der gemeinsamen Verarbeitungseinheit ist damit für die benut-
zende Person transparent. Ein Wechsel während der Benutzung (hot plugging) wird nicht 
unterstützt. 
Die Kommunikation mit dem angeschlossenen Eingabegerät über den TWI-Bus sowie die 
Verarbeitung der erhaltenen Daten erfolgt gerätespezifisch in einem oder mehreren zykli-
schen Tasks. Diese werden in der jeweiligen Initialisierungsfunktion erzeugt. Die aufgerufe-
nen Funktionen bearbeiten bei Bedarf selbstständig die Parameter des Geräts und legen er-
kannte Eingaben in einem FIFO-Puffer ab. Über diesen Puffer sind die gerätespezifischen 
Programmteile von den nicht gerätespezifischen Programmteilen entkoppelt. 
Die Verarbeitungseinheit ist mit Hilfe eines Watchdog-Timers gegen Fehler im Programmab-
lauf abgesichert. Nach einem Intervall von acht Sekunden wird das Eingabegerät in einen si-
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7.4.2 Gestenerkenner  
7.4.2.1 Stand der Technik 
Technisch ist eine Geste definiert als „eine Bewegung des Körpers, die Information trägt“ 
[219]. Nach Mitra und Acharia können Gesten als entweder statisch oder dynamisch klassi-
fiziert werden [220]. Statische Gesten werden durch die Konfiguration der betroffenen Kör-
perteile (Haltung) definiert, dynamische Bewegungen hingegen durch eine bestimmte Be-
wegungsfolge (Trajektorie). Komplexe Gesten können sowohl statische als auch dynami-
sche Elemente enthalten. Abhängig von den betroffenen Körperteilen können Gesten wei-
terhin als Hand- und Armgesten, Kopf- und Gesichtsgesten oder als Körpergesten klassifi-
ziert werden. Gesten ergänzen in der Regel andere Kommunikationsformen wie das ge-
sprochene Wort und haben damit eine kulturspezifische und kontextabhängige Bedeutung. 
Gestenerkennung ist der Vorgang, bei dem die Bewegungen von einem Sender durchge-
führt und von einem Empfänger erkannt werden. Während der Sender typischerweise ein 
Mensch ist, kann der Empfänger entweder auch ein Mensch oder aber ein technisches Sys-
tem sein, das in der Lage ist, Gesten zu erkennen, zu identifizieren und zu verwerten. Die 
maschinelle Gestenerkennung kann entweder durch inertiale oder durch ambiente Mess-
systeme erfolgen. Inertiale Messsysteme nutzen Sensoren, die direkt am Körper befestigt 
und damit vollständig mobil sind. Ambiente Messsysteme nutzen in der Umgebung des 
Nutzers fest installierte Sensoren, die die benutzende Person in einem bestimmten Aufent-
haltsbereich erfassen können. Innerhalb dieses Bereiches ist diese damit ebenfalls vollstän-
dig mobil.  
Häufig werden zur Verbesserung der Messgüte zusätzliche Marker an der Person ange-
bracht, da deren Erfassung technisch wesentlich einfacher zu realisieren ist. Inertiale Mess-
systeme erfassen häufig nur einzelne Körperteile oder Extremitäten, wohingegen ambiente 
Messsysteme vielfach auch Ganzkörpergesten erfassen können. Inertial werden bei weitem 
am häufigsten Hand- und Armgesten erfasst. Diese werden entsprechend häufig in Hand-
schuhe integriert, die dann als Eingabegerät dienen. Eine aktuelle Übersicht über hand-
schuhbasierte Systeme und ihre Anwendungen geben Dipietro u.a. [221]. Eine erschöpfen-
de Übersicht über ältere Projekte zu handschuhbasierter Eingabe ist in [222] zu finden. 
In inertialen Erkennungssystemen für Hand- und Armgesten werden aufgrund der geringen 
Kosten und der guten Auswertbarkeit häufig Beschleunigungs- und Drehratensensoren 
verwendet, vgl. [219], [223], [224] und [225]. Die Oberflächen-Elektromyographie erlaubt zu-
dem eine Erfassung von Fingerbewegungen durch am Unterarm befestigte Sensoren [226]. 
In komplexeren Systemen werden Sensoren verwendet, die den piezoresistiven Effekt oder 
die fiberoptische Dämpfung ausnutzen, um Fingerbewegungen und auch die Posituren von 
Hand und Fingern zu erfassen. Diese erstrecken sich über sämtliche erfasste Gliedmaßen. 
Ambiente Messverfahren nutzen hingegen optische oder Infrarot-Kameras und entspre-
chende optische Erkennungsverfahren. Dazu werden Techniken aus der Bildverarbeitung, 
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insbesondere der Mustererkennung und Bewegungsverfolgung, eingesetzt um Bewegun-
gen der benutzenden Person zu erkennen [227]. Übersichten zu optischen Erkennungs-
verfahren für Handgesten finden sich unter anderem in [228], [229], [230] und [231]. Poppe 
gibt eine Übersicht über menschliche Aktivitätserkennung mittels optischer Erkennungsver-
fahren [232]. 
7.4.2.2 Morphologische Analyse 
Aufgrund der Vielzahl möglicher Messverfahren, Messgrößen, Verarbeitungsalgorithmen 
und Anbringungsorte ist die morphologische Analyse nur in mehreren Schritten praktikabel. 
Die Analyse lehnt sich daher an die vier Entscheidungsschritte für den Entwurf handschuh-
basierter Eingabegeräte nach Dipietro u.a. an [221]. Im ersten Schritt werden auf Basis der 
Anforderungsanalyse die grundlegende Interaktionstechnik und der Eingaberaum festgelegt. 
Der entsprechende morphologische Kasten ist in Tabelle 22 aufgestellt. Es wurde a-priori 
eingeschränkt, dass aufgrund der erforderlichen Mobilität nur inertiale Messverfahren ge-
eignet sind. Zudem soll das entworfene Gerät aus forschungsökonomischen Gründen die 
gemeinsame Verarbeitungseinheit nutzen. 
Im Sinne des DWUI-Konzepts ist sowohl eine redundante als auch eine komplementäre 
Nutzung angestrebt. Eine ausschließliche Bedienung ist nur für die Elementaraufgabe Aus-
wählen sowie für die Eingabe von definierten Steuercodes zum Zwecke der Navigation in 
der Anwendung vorgesehen. Eine allgemeine Code-Eingabe kann indirekt über die Navigati-
on und Auswahl in virtuellen Tastaturen erfolgen. Dabei ist die Anwendung der Fünf-Tasten 
Texteingabemethode empfehlenswert [233]. Andere Elementaraufgaben sollen durch das 
Gerät nicht unterstützt werden. Es ist entsprechend hinreichend, wenn diskrete Symbole 
erzeugt werden. Aufgrund der technisch wesentlich weniger aufwändigen Realisierung 
werden ausschließlich für dynamische Symbole erfasst. Die Erfassung erfolgt dreidimensio-
nal. Somit lassen sich prinzipiell sowohl einfache als auch komplexe Zeichengesten realisie-
ren. Virtuelle Bedienhandlungen (z.B. die simulierte Bedienung einer Maus) sind bei diskre-
ter Erfassung nicht möglich, eine vollständige Positurerfassung ist nicht erforderlich. Eine 
manuelle Initiierung (triggern) einer Eingabe wird als nicht gebrauchstauglich erachtet. Daher 
ist eine automatische Initiierung durch eine bestimmte (notwendige) Bedienhandlung oder 
eine kontinuierliche Erfassung anzustreben. Dabei sollte jedoch die Zahl der Fehl-
bedienungen minimiert werden. Eine einmalige, gegebenenfalls auch umfangreiche Kalibrie-
rung auf die benutzende Person ist im professionellen Einsatz zumutbar, eine regelmäßige 
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Tabelle 22: Morphologischer Kasten für die Interaktionstechnik und den Eingaberaum des Gestener-
kenners 
Im zweiten Schritt werden die Gestaltungsvarianten für die Datenerfassung und die Daten-
verarbeitung analysiert. Dabei wird berücksichtigt, dass ausschließlich dynamische Symbole 
erkannt werden sollen. Der entsprechende morphologische Kasten ist in Tabelle 23 aufge-
stellt.  
Unter dem Begriff Handgeste wird in diesem Zusammenhang allgemein jede Haltung oder 
Bewegung verstanden, die die benutzende Person unter Einbeziehung sämtlicher Gelenke 
und Körperteile des Arms und der Hand einschließlich des Schultergelenks durchführt. Auf-
grund der geringen akzeptablen Bewegungsamplituden im Schultergelenk (vgl. Kapitel 
„Körperhaltung und Bewegungsraum“) ist die Einbeziehung des Schultergelenks in die Ges-
tenbildung aufgrund des repetitiven Charakters der vorgesehenen Elementaraufgaben nicht 
ratsam. Der Oberarm sollte demnach angelegt in entspannter Haltung verharren. In dieser 
Stellung ist eine Flexion des Ellenbogengelenks von 60 - 100° akzeptabel und kann zur Ges-
tenbildung genutzt werden. Die Wahl einer mittigen Nullposition (ca. 80°) ist empfehlens-
Merkmal          
M – Mehrfachauswahl  
Ausprägungen 









Ziehen Zeigen Auswählen Nachziehen 
     
 Verfolgen Code-Eingabe   
Modalität der   
Kontrolle 
Diskret  Kontinuierlich   
Dimensionalität 1-dimensional 2-dimensional 3-dimensional   
Interaktionstechnik 
(M) 
Positur Bewegung   
Vokabular (M) Einfache      
geometrische   
Gesten 
Komplexe    
Zeichengesten 




















Gestaltung einer verteilten tragbaren Benutzungsschnittstelle (DWUI) 
126 
wert. In diesem Bewegungsbereich ist eine Tiefrotation im Bereich 15 - 0 - 30° akzeptabel. 
Auch hier ist die Wahl einer mittigen Nullposition (ca. 10° einwärts) zu empfehlen. Somit 
ergibt sich ein Bewegungsraum des Unterarms von 20° in jede Richtung. Der gleiche Be-
wegungsraum ist auch für die Supination und Pronation des Unterarms nutzbar. Die Radial- 
und Ulnarduktion des Handgelenks ist für die Gestenbildung nicht geeignet. Die Extension 
und Flexion ist hingegen im Bereich 25 - 0 - 20° akzeptabel. Grundsätzlich sollten Handge-
lenksbewegungen zur Gestenbildung im Hinblick auf die Häufigkeit von Handgelenks-
beschwerden in der Arbeitsbevölkerung (z.B. Karpaltunnelsyndrom [234]) nur sparsam ein-
gesetzt werden. Die Flexion der Fingergelenke (einschließlich des Daumens) können prob-
lemlos für die Gestenbildung eingesetzt werden. 
Tabelle 23: Morphologischer Kasten für die Datenerfassung und Datenverarbeitung im Gestenerken-
ner 
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Die Erfassung von Lagebeziehungen und Bewegungen der Gelenke und Körperteile ist auf 
vielfältige Weise möglich. Für die direkte Messung von absoluten Gelenkwinkeln eignen 
sich prinzipiell mechanische, fiberoptische, piezoresistive und Hall-Sensoren. Diese Verfah-
ren erfordern allesamt einen fixierten Sensor über dem entsprechenden Gelenk. Oberflä-
chen-Elektromyographie (SEMG) erlaubt hingegen eine indirekte Bestimmung der Gelenk-
winkel über die elektrische Muskelaktivität. Die Sensoren müssen entsprechend nicht am 
Gelenk, sondern am bewegenden Muskel angebracht werden. Dies ist insbesondere bei der 
Erfassung der Winkel der Hand- und Fingergelenke von Vorteil, die entsprechenden Bewe-
gungen durch Muskelgruppen des Unterarms (mit)bewirkt. Daher kann eine solche Sen-
soreinheit belastungsarm am Unterarm angebracht werden [226]. Bewegungen von Körper-
teilen können aufwandsarm mit Beschleunigungs-  und Drehratensensoren erfasst werden. 
Daher wird in dieser Arbeit eine Kombination aus diesen beiden Sensoren verwendet. Beide 
Sensortypen liefern kontinuierliche, quantisierte Sensordaten. 
Bewegungen von Körperteilen lassen sich aus Beschleunigungen und Drehraten herleiten. 
Da Beschleunigungssensoren meist die Trägheitskraft einer Testmasse bestimmen, kann 
die relative Lage des Sensors zum Schwerkraftvektor, zumindest bei dreiachsigen Senso-
ren, ebenfalls hergeleitet werden. Bei der Auswertung ist zu berücksichtigen, dass die Zahl 
der Freiheitsgrade mit jedem zusätzlichen Gelenk zwischen Körperrumpf und Sensoreinheit 
steigt und das kinematische System unter Umständen unterbestimmt ist. In diesem Fall 
sind nur noch parametrische Lösungen unter der Annahme von Randbedingungen möglich. 
Um dies zu vermeiden, können Sensoren an den zusätzlichen Gelenken platziert werden, so 
dass die Teilstrecken bestimmt sind. Über Sensordatenfusion lassen sich so die einzelnen 
Bewegungen exakt bestimmen.  
Alternativ kann für die Sensordatenauswertung ein Algorithmus gewählt werden, der kein 
kinematisches Modell zur Symbolerkennung benötigt, z.B. stochastische Prädiktoren basie-
rend auf Beobachtungsdaten. Zudem ist zu beachten, dass bei den meisten beschleuni-
gungsbasierten Sensoren der Einfluss des Schwerkraftvektors korrigiert werden muss. Wei-
terhin müssen die zu messenden Beschleunigungen hinreichend groß sein, um daraus zu-
verlässig Bewegungen herleiten zu können. Dies ist insbesondere bei den geringen 
Amplituden von Fingerbewegungen problematisch. Aus diesem Grund wird auf deren Er-
fassung verzichtet und das Handgrundgelenk als körperfernstes beobachtetes Gelenk ge-
wählt. 
Im dritten Schritt werden aufbauend auf den bisherigen Gestaltungsentscheidungen die 
konstruktiven Gestaltungsvarianten für die Realisierung betrachtet. Der entsprechende 
morphologische Kasten ist in Tabelle 24 aufgestellt. Der vierte Schritt findet dann im Rah-
men der Zusammenstellung des DWUI statt.  
Grundsätzlich ist für die konstruktive Gestaltung eine möglichst hohe Integration mit mög-
lichst geringer räumlicher Ausbreitung anzustreben, da sich mit steigender Größe des Ge-
räts die Körperabdeckung erhöht und dadurch Körperatmung und Thermoregulation beein-
trächtigt werden. Dabei ist insbesondere darauf zu achten, dass Kabel und konstruktive 
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Aufbauten sich möglichst nicht über Körpergelenke und typische Kleidungsgrenzen hinweg 
erstrecken sollten. Für stochastische Prädiktoralgorithmen ist zudem eine möglichst exakt 
gleiche Platzierung der Sensoren bei jedem Anbringen von großer Bedeutung. Weiterhin 
muss bei der Gestaltung berücksichtigt werden, dass körperumschließende konstruktive 
Aufbauten (z.B. Armringe, Gürtel) angekleidet werden können und dennoch fest sitzen.  
Tabelle 24: Morphologischer Kasten für die konstruktiven Gestaltungsvarianten für den Gesten-
erkenner 
Um Beschleunigungen des Handgrundgelenks erfassen zu können, muss die Sensoreinheit 
auf dem Handrücken angebracht werden (vgl. Kapitel „Anatomische Regionen des mensch-
lichen Körpers“). Durch die Kombination aus Beschleunigungs- und Drehratensensoren las-
sen sich die Bewegungen von Hand und Arm an dieser Stelle eindeutig bestimmen, wenn 
von einem unbewegten Schultergelenk ausgegangen wird. Um die resultierende Gewichts-
belastung der Hand zu minimieren, wird die Sensoreinheit über die Stromquelle der ge-
meinsamen Verarbeitungseinheit mit Energie versorgt. Da die gemeinsame Verarbeitungs-
einheit verwendet werden soll, ist diese zur Sensordatenverarbeitung nutzbar. Eine Verar-
beitung der Daten auf dem mobilen Verarbeitungsgerät ist zu vermeiden, da so einerseits 
sämtliche Rohdaten über das körpernahe Funknetzwerk übertragen werden müssten und 
andererseits die zeitkritische Verarbeitungsaufgabe konkurrierend zu allen anderen Anwen-
dungen auf dem mobilen Verarbeitungsgerät bearbeitet werden müsste. Zudem wäre eine 
solche Implementierung immer spezifisch für das Betriebssystem des mobilen Verarbei-
tungsgeräts. 
Als primärer Rückmeldekanal wird eine optische Rückmeldung mittels zweifarbiger LED 
eingesetzt. Damit lassen sich Gerätestatus und Ereignisse zuverlässig unterscheidbar mit 
sehr geringem technischem Aufwand codieren. Die Rückmeldung wird nur dann im Sicht-
feld der benutzenden Person wahrgenommen, wenn diese den Gestenerkenner tatsächlich 
benutzt. Während der Nichtnutzung bleibt die LED dunkel. Auf eine akustische Rückmel-
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dung durch die Sensoreinheit wird verzichtet, da diese zumeist durch die mobilen Verarbei-
tungsgeräte erzeugt werden kann. Da die akustische Rückmeldung unabhängig von der ak-
tuellen Position des mobilen Computers wahrgenommen wird, ist eine Integration in die 
Sensoreinheit nicht notwendig. Es wird empfohlen, eine akustische Rückmeldung im Falle 
einer erfolgreichen Gestenerkennung zu geben. Auf eine haptische Rückmeldung (z.B. 
durch Vibrationsmotore) durch die Sensoreinheit wird verzichtet, da für eine zuverlässige 
Wahrnehmung eine erhebliche Signalstärke notwendig wäre. Damit ist jedoch zu befürch-
ten, dass die taktile Wahrnehmung der Hand durch das Signal beeinträchtigt werden könn-
te. Auch wird eine permanente haptische Rückmeldung von der benutzenden Person unter 
Umständen als störend empfunden. Zudem kann so die Gesamtleistungsaufnahme be-
grenzt werden. Falls verfügbar, kann hier ebenfalls das mobile Verarbeitungsgerät genutzt 
werden um eine haptische Rückmeldung im Falle einer erfolgreichen Gestenerkennung zu 
geben. Entsprechend der beschriebenen Ergebnisse der morphologischen Analyse ergibt 
sich folgende Gestaltungslösung: 
Das Gestenerkennungsgerät wird auf dem Handrücken angebracht und ist ver-
bunden mit der gemeinsamen Verarbeitungseinheit, die die Sensoreinheit auch 
mit Energie versorgt. Auf der Sensoreinheit sind drei einachsige Beschleuni-
gungssensoren angeordnet sowie ein zweiachsiges Gyroskop, welches so aus-
gerichtet ist, dass Supination bzw. Pronation des Unterarms sowie Extension 
und Flexion des Handgelenks separat erfasst werden können. Auf dem Geräte-
rücken befindet sich eine zweifarbige LED als visueller Ausgabekanal. Die Be-
reitschaft zur Gestenerfassung wird mit grünem Dauerleuchten signalisiert, die 
erfolgreiche Erfassung einer Geste durch ein rotes Aufleuchten von einer Se-
kunde Dauer quittiert. Die benutzende Person kann Gesten durch die Bewegung 
des Handgrundgelenks, des Unterarmgelenks und in geringem Umfang auch 
des Schultergelenks bilden. Der Zeichenvorrat wird a priori trainiert und kann 
ohne weitere Kalibrierung genutzt werden.  
7.4.2.3 Interaktionsgestaltung 
Hand-/Armgesten werden bei aktivierter Gestenerfassung automatisch erkannt. Die Erfas-
sung beginnt, sobald der Gestenerkenner die Einnahme der Ruhelage erkannt hat (automa-
tischer Trigger). Über die Betätigung des Tasters kann die Gestenerfassung durch die be-
nutzende Person deaktiviert werden. Das Gestenerkennungsgerät selbst bleibt dabei einge-
schaltet. Weitere Bedienhandlungen am Gestenerkennungsgerät sind nicht möglich. 
Die als Rückgabekanal genutzte zweifarbige LED leuchtet grün auf, sobald die Gesten-
erfassung aktiviert ist. Die Farbe der LED schlägt auf Rot um, sobald eine Gestensequenz 
aufgenommen wird. Das Gestenvokabular wird a priori mit Hilfe des Gestenerkennungsge-
räts an einem PC trainiert. Die daraus berechneten Modelle werden anschließend auf dem 
Gerät hinterlegt. Die Modelle sind nicht personenspezifisch, daher ist eine Kalibrierung nicht 
notwendig. Daraus folgt, dass für sämtliche benutzenden Personen ein gemeinsames Ges-
tenvokabular entwickelt werden muss.  
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In der interpersonellen Kommunikation werden der Aussagegehalt und die Bedeutung einer 
Geste maßgeblich durch den Kontext bestimmt, in dem die Kommunikation stattfindet. Zu-
dem werden Gesten häufig unbewusst verwendet, um den Aussagegehalt der gesproche-
nen Information zu verändern. Ferner kann die Bedeutung einer Geste von der vorangegan-
genen oder nachfolgenden Geste beeinflusst werden [220]. Daher muss bei der Entwick-
lung von Gestenvokabularen darauf geachtet werden, dass den Gesten im Nutzungskontext 
kein zusätzlicher Aussagegehalt aufgeprägt ist. So dürfen zum Beispiel Hand- und Armges-
ten auf Baustellen nicht mit den Handzeichen zum Einweisen von Fahrzeugen verwechselt 
werden. Ebenso dürfen Gesten für die benutzende Person nicht peinlich sein [235], [236]. 
Hand- und Armgesten sind die ausdrucksstärkste und am häufigsten verwendete Gesten-
klasse. Mitra und Acharia definieren fünf Kategorien von Hand- und Armgesten: Gestikulie-
ren, sprachähnliche Gesten, Pantomime, Zeichen und Zeichensprachen [220]. Dabei neh-
men die Spontanität und Assoziation mit der Sprache entsprechend der Aufzählungsreihen-
folge ab und die soziokulturelle Prägung und die intrinsischen Sprachmerkmale zu. 90 % der 
menschlichen Gesten sind sprachbegleitende Gestikulation. Es findet praktisch keine direk-
te interpersonelle Kommunikation ohne Gesten statt. Diese permanente, meist unbewusste 
Gestikulation muss bei der Gestaltung von Gestenvokabularen berücksichtigt werden, um 
unbeabsichtigte Fehleingaben zu vermeiden und um den normalen Kommunikationsfluss 
nicht unnötig einzuschränken. Das technische Hauptproblem ist hierbei die genaue Be-
stimmung des Start-und Endpunkts einer Geste zum Zwecke der korrekten Segmentierung 
des Datenstroms (gesture spotting) in diesem kontinuierlichen, permanent störungs-
behafteten Kommunikationskanal [220]. Das kognitive Hauptproblem besteht darin, die un-
bewusste Gestikulation zu unterbinden und zu einer rein artifiziellen Gestensprache überzu-
gehen. Beiden Problemen kann begegnet werden, indem die strukturelle und quantitative 
Komplexität des Gestenvokabulars gestaltungstechnisch begrenzt wird. Im Folgenden wer-
den drei Gestaltungsrichtlinien vorgestellt, die einen optimalen Kompromiss zwischen Aus-
drucksstärke des Gestenvokabulars und Aufwand der Gestenerkennung sicherstellen. 
7.4.2.3.1 Richtlinie 1: Nutze nur dynamische, normalisierte Gesten 
Statische Gesten sind durch intrinsische Messverfahren wesentlich schwerer zu erfassen 
als dynamische Gesten. Zudem ist es für Benutzer, die permanent dynamisch gestikulieren, 
gewöhnungsbedürftig, sequenziell statische Posituren einzunehmen und in diesen zu ver-
harren. Um die algorithmische Komplexität der Erkennung von dynamischen Gesten zu ver-
ringern, empfiehlt Kendon diese zu normalisieren [237]. Normalisierte Gesten zeichnen sich 
durch folgende Eigenschaften aus:  
- Dynamische Gesten beginnen stets aus einer Ruheposition heraus und kehren zum 
Ende in diese zurück (Gesten sind Ausflüge).  
- Gesten besitzen eine Spitzenstruktur, der informationstragende Abschnitt liegt in der 
Mitte der Gestensequenz.  
- Gestensätze sind symmetrisch organisiert.  
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- Gesten sind klar begrenzt mit eindeutigem Anfang und Ende. 
- Gesten sind disjunktiv zu anderen Gesten, keine Geste ist in einer anderen Geste 
enthalten. 
7.4.2.3.2 Richtlinie 2: Schaffe metaphorische  Zuordnungen zwischen Geste und Konzept 
Gestenvokabulare sollten grundsätzlich aufgabenorientiert, effizient, ergonomisch, minimal 
und verständlich sein. Die gestenbasierte Interaktion erfordert eine Zuordnung von Konzep-
ten (z.B. Menü öffnen, Eingabe bestätigen) auf ein definiertes Gestenvokabular. Metaphori-
sche Assoziationen nutzen dazu grundlegende Kenntnisse der Physik, Biomechanik, gesell-
schaftlicher Konventionen, kollektive Erfahrung sowie bereits bekannte Interaktionstechni-
ken, um vorhandene mentale Modelle bei der Gestengestaltung zu berücksichtigen und zu 
nutzen.  
7.4.2.3.3 Richtlinie 3: Verwende gegensätzliche Gesten redundant 
Nicht immer lässt sich eine sinnvolle metaphorische Abbildung eines Konzepts auf eine 
Geste finden. In diesem Fall müssen Benutzer ihr mentales Modell um die neue, künstliche 
Abbildung erweitern. Bei grundsätzlich symmetrischer Gestaltung existieren für die meisten 
Gesten entsprechende gegensätzlich verlaufende Gesten, beispielsweise steht einer kreis-
förmigen Bewegung der Handfläche in der Transversalebene im Uhrzeigersinn die gleiche 
Bewegung entgegen dem Uhrzeigersinn gegenüber. Fehlt eine metaphorische Assoziation, 
so ist die Wahrscheinlichkeit der Verwechslung der beiden Gesten groß. Die Anzahl fehler-
hafter Eingaben kann in diesem Fall deutlich reduziert werden, indem entgegengesetzte 
Gesten dem gleichen Konzept zugeordnet werden. 
7.4.2.3.4 Richtlinie 4: Maximiere die Unterscheidbarkeit häufig konsekutiver Gesten 
Bei vielen Interaktionsaufgaben ergeben sich zeitstabile, wiederkehrende Abfolgen von Ges-
teneingaben. Häufig aufeinander folgende Gesten sollten sich durch hohe Unterscheidbar-
keit auszeichnen. Dies ist im idealen Fall durch eine stark abweichende Bewegungstrajekto-
rie zu erreichen. So wird auch die Bewegungsvielfalt erhöht und damit Monotonie und Er-
müdungserscheinungen vorgebeugt. Basierend auf diesen Richtlinien wurde in einem Kom-
ponentenentwurfsprojekt im Rahmen der Projektarbeit von Mathias Hinkel ein Gestenvoka-
bular entwickelt [238]. Dazu wurde ein zweistufiger partizipativer Entwurfsprozess verwen-
det, der als Wizard-of-Oz Experiment mit nachgelagerter Expertenbegutachtung konzipiert 
wurde. Zur Unterstützung der Gestaltung wurde im Vorfeld eine Morphologische Analyse 
nach Ritchey [239] durchgeführt, um den Gestaltungsraum auf normalisierte dynamische 
Gesten zu begrenzen und die Anforderungen und technischen Randbedingungen des Ges-
tenerkenners zu berücksichtigen. Der resultierende Morphologische Kasten stellte den Ge-
staltungsrahmen dar, innerhalb dessen die Versuchsteilnehmer ihren Gestensatz frei gestal-
ten konnten. Als Ergebnis steht der in Tabelle 25 dargestellte Gestensatz. Die Gesten 1 bis 
6 bilden den Basisgestensatz, der erforderlich ist, um die Anwendung zu bedienen. Die Ges-
ten 7 bis 10 bilden den Erweiterungsgestensatz, mit dem zusätzliche Konzepte der Anwen-
dung verknüpft werden können, um die Bedienung zu vereinfachen oder zu beschleunigen.  
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Tabelle 25: Übersicht über den entwickelten Gestensatz für den Gestenerkenner [238] 
Die Leistungsfähigkeit des Gestenerkennungssystems mit dem entwickelten Gestensatz 
wurde in einer summativen Evaluation ausgewertet. Diese Untersuchung wurde im Rah-
men der Studienarbeit von Randy Döring durchgeführt [240]. Dabei wurden die von Zappi 
u.a. vorgeschlagenen Metriken eingesetzt [241]. Es konnte gezeigt werden, dass der Ges-
tensatz effektiv bezüglich der Verwendungsgenauigkeit (correct execution ratio – cer; Zielkri-
terium: cer > 90 %) und der Klassifikationsgenauigkeit (correct classification ratio – ccr; Ziel-
kriterium: ccr > 90 %) ist, und dass er effizient bezüglich der durchschnittlichen Ausfüh-
rungszeit (average execution time – aet; Zielkriterium: aet < 1,5 s) ist. Details zu den Evalua-
tionsergebnissen sind in [242] und [243] beschrieben. 
7.4.2.4 Hardware 
Die Realisierung des integrierten Gestenerkenners wurde als Komponentenentwurfsprojekt 
im Rahmen der Studienarbeit von Paul Roßmann durchgeführt [244]. Der Hardware-Entwurf 
wurde im Rahmen der Extraktion weitgehend unverändert in das System übernommen.  
Die Sensoreinheit besteht aus einem zweiachsigen Drehratensensor InvenSense IDG-500 
mit 12 Bit Auflösung und einem dreiachsigen Beschleunigungssensor Freescale Semi-
conductors MMA7455L mit 8 Bit Auflösung, die auf einer rechteckigen Platine mit einer 
Grundfläche von 30 × 32 mm angeordnet sind. Die analogen Ausgabewerte des Drehraten-
sensors werden über zwei Operationsverstärker verstärkt und durch einen Analog-Digital-
Umsetzer Texas Instruments ADS7828 quantisiert. Über einen Eingabe-Ausgabe-
Erweiterungsbaustein NXP Semiconductors PCA9538 sind weiterhin ein Taster, eine zwei-
farbige LED sowie die Steuerleitung des Drehratensensors angeschlossen. Weiterhin befin-
det sich auf der Platine ein eigener Spannungsregler. Der Drehratensensor, der Analog-
Digital-Umsetzer sowie der EA-Erweiterungsbaustein verfügen jeweils über eine eigene 
TWI-Schnittstelle. Zur Anbindung der gemeinsamen Verarbeitungseinheit wird wie bei allen 
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Geräten ein SAL RS42 Kabel mit M8 4-Pol Stecker verwendet, der in proximaler Richtung 
nach außen geführt wurde. Der Schaltplan und der Leiterplattenentwurf der Trägerplatine 
sind in [244] zu finden.  
Das Gehäuse wurde dreiteilig aus Aluminium gefräst und besteht aus einer Unterschale, ei-
ner Oberschale mit Aussparungen für den Taster und das Verbindungskabel sowie einer 
passenden Tasterkappe. Die Schalen werden mit zwei Schrauben arretiert, die Tasterkappe 
wird eingelegt. Die Zugentlastung des Verbindungskabels erfolgt mechanisch durch Klem-
men zwischen Ober- und Unterschale. Die Anbringung des Gehäuses kann wahlweise irre-
versibel durch Aufkleben oder Annähen der Unterschale auf den Träger erfolgen, oder re-
versibel durch Bekleben der Unterschale mit einem Haftmaterial (z.B. einem Klettband). Für 
diese Arbeit wurden zwei flexible Schlaufen angenäht, mit der das Gerät sicher auf dem 
Handrücken fixiert werden kann. Der Taster ist mittig in die Oberschale eingelassen, die 
LED ist leicht in proximaler Richtung versetzt planar in die Oberschale integriert. Die Kon-
struktionszeichnungen für das Gehäuse sind ebenfalls sind in [244] zu finden. Die gewählte 
Konfiguration erlaubt die Nutzung des Geräts unter einem nicht anliegenden Arbeitshand-
schuh (z.B. Leder-, Strick- oder Trivex-Nitril-Handschuh), allerdings je nach Material gegebe-
nenfalls unter Verlust der optischen Rückmeldung. Das Gesamtgewicht der Sensoreinheit 
beträgt 60 Gramm. 
    
Abbildung 25: Fotos des Gestenerkenners, links die Detailansicht der Sensoreinheit am Handschuh, 
rechts in realistischer Anordnung in Kombination mit dem DWUI Ausgabegerät. 
7.4.2.5 Software 
7.4.2.5.1 Signalverarbeitung 
Zur Verarbeitung von Sensorsignalen für die Gestenerkennung eignen sich verschiedene 
Klassen von Algorithmen [245]. Häufig verwendet werden Dynamic Time Warping (DTW) 
[246], Neuronale Netze (NN) [247] sowie Hidden-Markov-Modelle (HMM) [248]. Dynamic 
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Time Warping ist allerdings nicht geeignet für benutzerunabhängige Erkennung (Liu, 2009), 
während Neuronale Netze rechentechnisch vergleichsweise aufwändig sind. Daher emp-
fiehlt sich die Nutzung eines HMM-basierten Algorithmus. Es existiert bereits eine Reihe 
von Untersuchungen zur Gestenerkennung mit Beschleunigungs- und Drehratensensoren 
mittels HMM-basierter Algorithmen [248], [249], [250], [251], [252] und [253]. Als wesentli-
ches Hindernis für den Einsatz HMM-basierter Algorithmen in Eingabegeräten hat sich die 
aufwändige Gleitkommaarithmetik herausgestellt, die für den sogenannten Vorwärts-
algorithmus erforderlich ist, da insbesondere kleinere und kostengünstige Prozessoren nicht 
über eine Gleitkommarecheneinheit verfügen.  
Zappi u.a. haben dieses Problem gelöst und eine Implementierung des Vorwärtsalgorithmus 
vorgestellt, der für Festkommaberechnung optimiert ist [241]. Sie konnten zeigen, dass der 
vorgestellte Algorithmus bei Nutzung einer 16-Bit Festkommaarithmetik vergleichbare Er-
gebnisse liefert wie ein herkömmlicher Algorithmus mit Fließkommaarithmetik. Ein prakti-
scher Einsatz in einem Gestenerkennungssystem konnte diese Ergebnisse bestätigen [254]. 
Die Autoren haben diesen Algorithmus für die vorliegende Arbeit zur Verfügung gestellt, so 
dass dieser für die Gestenerkennung eingesetzt werden kann. 
Die Realisierung des integrierten Signalverarbeitungsalgorithmus wurde als Komponenten-
entwurfsprojekt im Rahmen der Studienarbeit von Randy Döring durchgeführt [240]. Das 
Ergebnis wurde im Rahmen der Extraktion weitgehend unverändert in das System über-
nommen. Die Sensorsignalverarbeitung findet vollständig in der gemeinsamen Verarbei-
tungseinheit statt. 
 
Abbildung 26: Prinzipielle Architektur des Erkennungsalgorithmus [240] 
Die prinzipielle Architektur eines Gestenerkennungssystems ist in Abbildung 26 dargestellt. 
Sie besteht aus einem Algorithmus zur Vorverarbeitung von Sensordaten, einem Online-
Klassifizierer und einem Offline-HMM-Trainingsalgorithmus. Die Gestenerkennung erfolgt in 
der Regel in vier Schritten. Zuerst werden die Rohdaten von den Sensoren, vorverarbeitet 
um den Datenstrom für die nachfolgende Auswertung zu optimieren. Anschließend wird der 
Eingangsdatenstrom in einzelne Gesten segmentiert. Danach werden die Merkmale aus je-
dem Segment extrahiert, und schließlich werden die Merkmale klassifiziert.  
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Die Sensordaten werden mit einer Rate von 25 Hz abgetastet. In der Vorverarbeitung wer-
den die Messwerte von jedem Sensor zunächst in einem Messvektor zusammengefasst. 
Danach wird der Datenstrom segmentiert. Dazu wird eine fixe Ruhelage der Sensoreinheit 
definiert. Die Klassifizierung beginnt, sobald die Ruhelage für einen gewissen Zeitraum ein-
genommen wurde. Die Segmentierung der Geste beginnt mit dem Verlassen der Ruhelage 
und endet mit der Rückkehr in die Ruhelage. Anschließend werden die Messvektoren quan-
tisiert, um den Eingangsraum des Klassifizierers zu reduzieren. Dazu wird ein Cluster-
Algorithmus mit modellspezifisch trainierten Cluster-Zentren verwendet. Jeder aufgezeich-
nete Messvektor wird dem Cluster mit dem geringsten Abstand zugeordnet, daraus ergibt 
sich das Quantisierungssymbol. 
Die Klassifikation von Beobachtungssequenzen erfolgt über den Vorwärtsalgorithmus [255]. 
Dabei wird für eine gegebene Sequenz O nacheinander für sämtliche Modelle λi die jeweili-
ge Wahrscheinlichkeit P (O│λi) bestimmt, dass eine bestimmte Beobachtungssequenz O 
durch ein bestimmtes Modell λi generiert wird. O wird dann als dasjenige λi mit dem größ-
ten P (O│λi) klassifiziert. Dabei wird der eingangs beschriebene Festkommaalgorithmus 
von Zappi u.a. mit einer Verarbeitungsbreite von 16 Bit verwendet. Dabei wird eine Min-
destdifferenz zwischen den beiden größten Wahrscheinlichkeiten definiert, um die Anzahl 
der fehlerhaften Klassifikationen zu minimieren. Wird die Mindestdifferenz unterschritten, 
dann sind sich zwei Klassifikationen zu ähnlich, und die Sequenz wird als nicht klassifizierbar 
verworfen. Um die Robustheit des Modells gegenüber Ausreißern zu verbessern, wird zu-
dem eine heuristisch ermittelte minimale Emissionswahrscheinlichkeit von 2-4 für jedes 
Quantisierungssymbol definiert. 
Das Training der Hidden Markov Modelle erfolgt offline an einem beliebigen Rechner. Dazu 
werden die Sensordaten nach der Vorverarbeitung direkt an den Rechner weitergegeben, 
der die Modelle über den Baum-Welch-Algorithmus mit Hilfe der HMM Toolbox for Matlab 
berechnet [256]. Die fertigen Modelle werden anschließend in das Erkennungssystem über-
tragen. Als Topologie wird das Links-Rechts-Modell mit sechs Zuständen und einer maxima-
len Sprungweite von 2 gewählt. Weitere Details zur Implementierung der Signalverarbei-
tungsalgorithmen sind in [242] und [243] zu finden. 
7.4.2.5.2 Gerätesteuerung 
Die Steuerung des Gestenerkennungssystems erfolgt über die vier Module GRS, 
hmm_classify, hmm_preprocessing und sensor. Der Gerätename lautet „GRS“. Die 
Sensoreinheit ist über die drei TWI Bus-Adressen DEVICE_GRS_SENSOR_ADDRESS (0x1D) 
für den Drehratensensor, DEVICE_GRS_ADC_ADDRESS (0x48) für den Analog-Digital-
Umsetzer sowie DEVICE_GRS_IO_ ADDRESS (0x73) für den EA-Erweiterungsbaustein er-
reichbar.  
Wird über die TWI-Bus-Abfrage die Sensoreinheit als angeschlossenes Gerät erkannt, so 
wird das Gestenerkennungssystem mit der Funktion void InitGRS() gestartet. In dieser 
Funktion werden alle Parameter und Datenstrukturen initialisiert, und es wird ein Timer ge-
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startet, der die Funktion void ReadFromBHETimer() zyklisch alle 40 ms aufruft. Darin wer-
den die Funktionen void Sample() und int8_t HMM_classify (const int8_t obser-
vation [NUMCHANNELS]) aufgerufen. In der Funktion Sample wird der Beobachtungs-
vektor erstellt, in der Funktion HMM_classify wird der Beobachtungsvektor klassifiziert. Als 
Ergebnis gibt die Funktion die klassifizierte Geste zurück. Diese wird schließlich in der Funk-
tion ReadFromBHETimer in den Eingabepuffer geschrieben. Der Eingabesymbolsatz ist in der 
Enumeration GRS_Input hinterlegt. Das gerätespezifische Moduldiagramm ist in Abbildung 
27 dargestellt. 
 
Abbildung 27: Moduldiagramm des Slave-seitigen Programm-Codes des DWUI-Protokolls mit Nut-
zungsbeziehungen zwischen den gerätespezifischen Modulen des Gestenerkenners untereinander 
sowie mit den nicht gerätespezifischen Bibliotheksmodulen 
7.4.3 RFID Lesehandschuh 
7.4.3.1 Stand der Technik 
Die Identifikation von physischen Objekten der realen Welt (reale Artefakte) ist eine not-
wendige Voraussetzung für eine sinnvolle Umsetzung kontextadaptiver oder realitäts-
erweiternder Anwendungen für mobile Systeme [257]. Entsprechend sind mobile Systeme 
im industriellen Einsatz häufig mit diversen Technologien ausgestattet, um die notwendigen 
Informationen erfassen zu können, z.B. Ortungs- oder Identifikationssysteme. Diese können 
aktiv oder passiv sein. Die Identifikation eines realen Artefakts kann als eine durch das mobi-
le System mediierte Interaktion zwischen der benutzenden Person und dem Artefakt inter-
pretiert werden. Välkkynen u.a. [258] sowie Rukzio u.a. [259], [260] beschreiben drei grund-
sätzliche Interaktionstechniken mit realen Artefakten, die sie unter dem Begriff Physical 
Mobile Interaction zusammenfassen: 
7.4.3.1.1 Interaktionstechnik 1: Berühren 
Berührungsinteraktion (touching) erfolgt durch einen direkten Kontakt zwischen dem Erfas-
sungsgerät des mobilen Systems und dem realen Artefakt. Dies erfordert eine räumliche 
Nähe der benutzenden Person zum Artefakt. Berühren ist eine direkte und leicht verständli-
che Interaktion, sie erzeugt nur geringe kognitive Belastung. Da jedoch das Identifikations-
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der Form des Geräts sowie der Zugänglichkeit des Artefakts eine erhebliche physische Be-
lastung erzeugen. Es ist zu beachten, dass die Erlernbarkeit und Verständlichkeit der Inter-
aktion maßgeblich von der Realisierung abhängt. Die Auswahl und Ausgestaltung der Be-
rührungspunkte ist hierbei ebenso wichtig wie die adäquate Gestaltung der Rückmeldung.  
7.4.3.1.2 Interaktionstechnik 2: Zeigen 
Zeigeinteraktion (pointing) erfolgt über das Ausrichten eines Identifikationssystems auf das 
reale Artefakt. Zeigen ist eine direkte, leicht erlernbare Interaktion, die allerdings eine ge-
wisse kognitive Belastung erzeugen kann, da keine unmittelbare Verbindung zwischen dem 
Gerät und dem Artefakt besteht. Dieser Effekt wird stärker, je größer die Entfernung zwi-
schen beiden ist und je komplexer die Umgebung ist, in der sich das reale Artefakt befindet. 
Daher ist es umso wichtiger, eine adäquate Systemrückmeldung zu gestalten, um eine ent-
sprechende Verbindung über die Benutzungsschnittstelle herzustellen. Die physische Belas-
tung ist gering, da das Zeigen auch Distanzen zwischen der benutzenden Person und dem 
Artefakt überbrückt und daher lediglich eine Sichtlinie notwendig ist, nicht aber ein direkter 
Zugang.  
7.4.3.1.3 Interaktionstechnik 3: Abtasten  
Abtastinteraktion (scanning) erfolgt über das technische Abtasten der Umgebung eines Nut-
zers. Liegt das reale Artefakt innerhalb der Reichweite des Identifikationssystems, so wird 
es erfasst. Dabei kann der Abtastbereich auch räumlich beschränkt sein. Abhängig von der 
verwendeten Technologie ist es teils möglich, die Entfernung und Lage des Artefakts relativ 
zum System zu ermitteln. Das Abtasten kann permanent (passiv) oder nutzerinitiiert (aktiv) 
erfolgen. Abtasten ist eine indirekte, aber leicht verständliche Interaktion. Eine direkte Ver-
bindung zwischen benutzender Person und Artefakt ist prinzipiell nicht erforderlich. Scan-
ning eignet sich daher auch für die gleichzeitige Erfassung mehrerer Artefakte (bulk recogni-
tion). 
RFID ist eine automatische, berührungslose, funkbasierte Identifikationstechnologie. Sie hat 
sich als zuverlässig, robust und kostengünstig bewährt und wird daher häufig in industriellen 
Systemen eingesetzt, zum Beispiel zur Produktverfolgung, Bestandsaufnahme, in Bibliothe-
ken und auch in Reisepässen [261], [262]. Ein RFID-System besteht aus einem Lesegerät 
und wenigstens einem Transponder, die beide entweder stationär oder mobil sein können 
[263]. Jeder RFID-Transponder erhält eine eindeutige, einzigartige Kennung und besitzt häu-
fig einen programmierbaren Speicher. Beides kann über das Lesegerät ausgelesen werden. 
Mit einem RFID-Transponder versehene reale Artefakte (tagged artefacts) können somit 
eindeutig identifiziert werden. Wird ein bewegliches RFID-Lesegerät in einem mobilen In-
formationssystem verwendet, so stellt dies eine Physical Mobile Interaction dar. Je nach 
verwendeter Technologie und Antennenkonfiguration können grundsätzlich alle drei erläu-
terten Interaktionstechniken realisiert werden. Technisch gesehen findet jedoch stets eine 
gerichtete Abtastung der Umgebung statt, da eine Abtastung der gesamten Umgebung 
technisch aufwendig und daher unüblich ist. Välkkynen u.a. geben einen Überblick über 
RFID-basierte Physical Mobile Interaction [258]. 
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Im Kontext der industriellen Instandhaltung ist eine Konfiguration aus einem mobilen Lese-
gerät und stationären oder mobilen RFID-Transpondern üblich. Das Lesegerät ist dabei ent-
weder in einen mobilen Computer integriert oder als eigenständiges Eingabegerät ausge-
führt, das kabellos mit dem mobilen Computer verbunden ist. Experimentell wurden wie-
derholt auch Lösungen basierend auf Wearable Devices vorgestellt, bei denen das Lesege-
rät oder auch nur die Antenne zumeist in einen Handschuh integriert wird. Schmidt u.a. stel-
len ein solches System für Wearable Computing Anwendungen vor und erproben das Ein-
gabegerät in verschiedenen Fallstudien [264]. Smith u.a. stellen ein am Handgelenk getra-
genes System namens iBracelet vor, zu dem mit iGlove auch ein RFID-Lesehandschuh ge-
hört [265]. Das System dient der menschlichen Aktivitätserkennung (activity recognition), 
ein Forschungsfeld, in dem derartige Systeme wiederholt erfolgreich genutzt wurden [266], 
[267], [268] und [269]. Einen ähnlichen Ansatz verfolgen Kim u.a. mit ubiHand, einem Hand-
schuh, der neben einer Vielzahl anderer Sensoren auch ein RFID-Lesegerät enthält [270]. Er 
ist Teil eines kontextsensitiven, tragbaren Mehrzweck-Gestenerkennungssystems für ein 
intelligentes Klassenzimmer (smart classroom scenario). Martins u.a. stellen mit dem Gaunt-
let ein vergleichbares System vor, welches sie in einem ubiquitous gaming Szenario nutzen 
[271]. Die Antenne wurde hier auf der Handinnenfläche positioniert. Lustig und Coyle, die im 
Bereich der Patientenunterstützung forschen, nutzen eine vergleichbare Antennenanord-
nung [272]. Ein RFID-Lesehandschuh für interactive storytelling wird von Tanenbaum u.a. 
vorgestellt [273]. Über RFID wird hierbei der Erzählstrang mit realen Objekten aus der Erzäh-
lung verknüpft, mit denen der Zuhörer interagieren und so die Erzählung beeinflussen kann. 
Berlin u.a. nutzen statt eines Handschuhs ein am Handgelenk der benutzenden Person ge-
tragenes Lesegerät mit einer ringförmigen Antenne um das gesamte Handgelenk [274]. Vor 
der Hand befindliche RFID-Transponder können damit verlässlich identifiziert werden. Zahl-
reiche andere RFID-Lesegeräte in Handschuhen oder Handgelenkmanschetten sind über die 
Jahre vorgestellt worden.  
Die tiefe Integration des Lesegeräts in den natürlichen Bewegungsraum der benutzenden 
Person bringt erhebliche Vorteile mit sich. Die physische Belastung sinkt, da kein zusätzli-
ches Gerät mitgeführt werden muss. Moderne Leseeinheiten und Antennen sind klein und 
leicht genug, um von den Nutzern unbemerkt auch an der Hand oder dem Handgelenk ge-
tragen zu werden. Dadurch steht die Hand permanent für manuelle Tätigkeiten zur Verfü-
gung. Selbst während des Einlesens können zum Beispiel noch Werkzeuge gehalten wer-
den. Der direkte Zugang zu den RFID-Transpondern (touching) ist nur noch durch die Größe 
und Form der Hand der benutzenden Person beschränkt, nicht aber durch die eines separa-
ten mobilen Geräts. Ebenso entfällt das häufige Problem, dass zur Ausrichtung der RFID-
Antenne des mobilen Geräts auf den RFID-Transponder die Hand- und Armgelenke der be-
nutzenden Person in eine ergonomisch sehr nachteilige Position gebracht werden müssen. 
Dadurch wird die Interaktion mit dem realen Artefakt erleichtert und die Wahrscheinlichkeit 
negativer gesundheitlicher Langzeitwirkungen sinkt. Da das Zeigen oder Berühren eines rea-
len Artefakts mit einem Finger oder der Hand eine natürliche, bereits frühkindlich erlernte 
Form der Interaktion ist, kann sie als automatisiert betrachtet werden. Daher verursacht sie 
nur eine sehr geringe kognitive Belastung. Den gleichen Effekt hat die Tatsache, dass die 
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benutzende Person kein weiteres mobiles Gerät bewusst handhaben muss. Gegenüber der 
Nutzung integrierter Lesegeräte ergibt sich der Vorteil, dass die benutzende Person den An-
zeigebildschirm für die Identifikation nicht bewegen muss, sodass dieser ununterbrochen 
beobachtet werden kann. Für die Entwickler entsprechender Geräte bleibt eine größere 
Freiheit bei der Gestaltung des mobilen Computers, da keine Kompromisse für die Integra-
tion des RFID-Lesegeräts eingegangen werden müssen. Umgekehrt erlaubt es die drahtlose 
Konnektivität der meisten mobilen Computer, das Lesegerät ohne größeren Einrichtungs-
aufwand in das System einzubinden.  
Die Hauptnachteile einer tiefen Integration liegen in der entwicklungstechnischen Komplexi-
tät der Geräte und der konstruktiv bedingten Limitierung der Leistungsfähigkeit des RFID-
Lesegeräts. Die notwendige Miniaturisierung des Geräts limitiert Antennenleistung und die 
Kapazität der Energiespeicher. Die Reichweite integrierter Antennen liegt üblicherweise nur 
im Bereich weniger Zentimeter. Zudem befindet sich das Lesegerät permanent im Arbeits-
bereich der benutzenden Person und ist somit großen physischen und chemischen Belas-
tungen ausgesetzt. Entsprechende Geräte müssen also derart miniaturisiert werden, dass 
sie die benutzende Person nicht beeinträchtigen, gleichzeitig müssen sie leistungsfähig ge-
nug sein, um die gewünschte Funktionalität zuverlässig zu erbringen. Dabei müssen sie 
derart robust und wartbar konstruiert sein, dass sie dauerhaft im industriellen Einsatz beste-
hen können. Nicht zuletzt ist die tiefe Integration des RFID-Lesegeräts auch eine Kostenfra-
ge. Arbeitshandschuhe sind in der Regel Verbrauchsmaterial. Der benutzenden Person nun 
besondere Sorgfalt bei der Verwendung ihrer Handschuhe abzuverlangen, widerspräche der 
Grundforderung einer unbewussten Nutzung. Entwickler müssen entsprechende konstruk-
tive Lösungen finden, um die Lesegeräte dennoch langzeitig verwendbar zu machen. 
7.4.3.2 Morphologische Analyse 
Bei der Gestaltung des RFID-Lesehandschuhs werden zunächst im Rahmen einer morpho-
logischen Analyse konstruktive und Interaktionsvarianten analysiert. Der entsprechende 
morphologische Kasten ist in Tabelle 26 dargestellt. Dabei wurde a-priori eingeschränkt, 
dass Lesegerät und Antenne modular aufgebaut sind und dass nur der Zeigefinger für die 
Anbringung der Antenne in Betracht kommt. Zudem soll das entworfene Gerät aus for-
schungsökonomischen Gründen die gemeinsame Verarbeitungseinheit nutzen. 
Grundsätzlich ist, wie auch bei einem Gestenerkenner, eine möglichst hohe Integration mit 
möglichst geringer räumlicher Ausbreitung anzustreben. Die Antennenkonfiguration be-
stimmt die spätere Nutzung maßgeblich und ist daher frühzeitig festzulegen. Eine dorsale 
Leserichtung wird aufgrund der negativen Ergebnisse vorheriger Arbeiten verworfen. Eine 
palmare Leserichtung wird ebenfalls verworfen, da eine Dorsalextension (Beugung handrü-
ckenwärts) nur bis 35°-50° möglich ist und somit Nutzungsprobleme bei der Erfassung fron-
tal orientierter RFID-Transponder zu erwarten sind. Daher wird eine distale Leserichtung der 
Antenne festgelegt. Technisch sind distal orientierte Antennenkonfigurationen sowohl um 
den Zeigefinger als auch radial um die Mittelhand oder das Handgelenk realisierbar.  
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 Tabelle 26: Morphologischer Kasten für die Gestaltung des RFID-Lesehandschuhs 
Eine Konfiguration um das Handgelenk hätte den Vorteil, dass das Handgelenk selbst nicht 
durch Kabel oder konstruktive Aufbauten überwunden werden muss. Die konstruktive Um-
setzung einer flexiblen radialen Antenne ist jedoch kompliziert. Eine fixe Antenne (z.B. mit 
einem Klapp- und Verschlussmechanismus) ist hingegen nicht an die Variation der Unter-
armumfänge der benutzenden Personen anpassbar und verbietet sich daher wegen der Ge-
fahr des Hängenbleibens aus Gründen der Benutzersicherheit. Da sich keine eindeutige Prä-
ferenz für eine der verbleibenden Lösungen finden lässt, werden beide Varianten implemen-
tiert. Damit ergibt sich auch die Festlegung des Anbringungsorts für das Lesegerät. Um ei-
nen möglichst kurzen Kabelweg von der Antenne zum Lesegerät zu realisieren, wird als An-
bringungsort der Handrücken gewählt. Um die resultierende Gewichtsbelastung der Hand 
zu minimieren, wird das Lesegerät über die Stromquelle der gemeinsamen Verarbeitungs-
einheit mit Energie. 
Merkmal           
M – Mehrfachauswahl 
Ausprägungen 
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Im Sinne des DWUI-Konzepts ist ausschließlich eine komplementäre Nutzung vorgesehen. 
Dabei ist nur die Elementaraufgabe Eingabe von definierten Steuercodes zum Zwecke der 
Identifikation von realen Artefakten zu erfüllen. Andere Elementaraufgaben sollen durch das 
Gerät nicht unterstützt werden. Um der benutzenden Person eine zielgerichtete Identifikati-
on bestimmter Artefakte zu ermöglichen, wird als Interaktionstechnik das Zeigen eingesetzt. 
Eine Berührungsinteraktion mit der Spitze des Zeigefingers ist damit ebenfalls möglich, ein 
Umfassen des Artefakts hingegen nicht. Berührungsinteraktion ist im industriellen Einsatz 
allerdings häufig aus Sicherheitsgründen nicht zulässig. Um der benutzenden Person eine 
einhändige Bedienung des Lesegeräts zu ermöglichen, wird eine automatische, zeitgesteu-
erte Erfassung realisiert. 
Um den aktuellen Gerätestatus und Ereignisse zurückzumelden, muss das integrierte RFID-
Lesegerät eine permanente Rückmeldung geben können. Als primärer Rückmeldekanal 
wird, wie auch beim Gestenerkenner, eine optische Rückmeldung mittels zweifarbiger LED 
eingesetzt. Diese Rückmeldung wird wiederum nur dann von der benutzenden Person 
wahrgenommen, wenn sie das Lesegerät tatsächlich benutzt. Auf eine akustische oder hap-
tische Rückmeldung durch das Lesegerät wird aus den gleichen Gründen wie beim Gesten-
erkenner verzichtet. Es wird empfohlen, eine akustische Rückmeldung durch die Anwen-
dung im Falle einer Identifikation zu geben. Entsprechend der beschriebenen Ergebnisse der 
morphologischen Analyse ergibt sich folgende Gestaltungslösung: 
Das RFID-Lesegerät wird auf dem Handrücken angebracht und ist verbunden 
mit der gemeinsamen Verarbeitungseinheit, die das Lesegerät auch mit Energie 
versorgt. Es werden zwei alternativ nutzbare Antennen realisiert, die distal orien-
tiert sind. Eine Antenne verläuft radial um das Endglied des Zeigefingers (Pha-
lanx distalis des Digitus manus II) und eine radial um die Mittelhand (Metacar-
pus). Die benutzende Person erfasst RFID-Transponder, indem sie mit dem Zei-
gefinger oder der Handspitze darauf zeigt, das Lesegerät erkennt den Transpon-
der automatisch. Die erfolgreiche Erkennung des Transponders wird vom Gerät 
mit einer visuellen Rückmeldung quittiert. Der aktuelle Gerätestatus wird davon 
unterscheidbar ebenfalls visuell angezeigt. 
7.4.3.3 Interaktionsgestaltung 
RFID-Transponder werden mit Hilfe der Interaktionstechnik Zeigen automatisch erfasst. Die 
Erfassung erfolgt dabei zeitgesteuert einmal je Sekunde. Über die Betätigung des Tasters 
kann die Transpondererfassung deaktiviert werden. Das Lesegerät selbst bleibt dabei ein-
geschaltet. Weitere Bedienhandlungen am Lesegerät sind nicht möglich. 
Als primärer Rückmeldekanal wird eine optische Rückmeldung mittels mehrerer LED ver-
wendet.  Dazu sind auf der Geräterückseite je drei rote und drei grüne LED radial alternie-
rend angeordnet. Weiterhin sind drei grüne LED extern auf dem Handschuhrücken aufge-
näht. Die roten LED blinken mit einer Frequenz von 1 Hz, sobald die Transpondererfassung 
aktiv ist. Bei einer erfolgreichen Transpondererkennung leuchten die grünen LED für eine 
Sekunde auf. 
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7.4.3.4 Hardware 
Die Realisierung des integrierten RFID-Lesegeräts wurde als Komponentenentwurfsprojekt 
im Rahmen der Studienarbeit von Leon Rosenbaum durchgeführt [275]. Der Hardware-
Entwurf wurde im Rahmen der Extraktion weitgehend unverändert in das System über-
nommen.  
Aus forschungsökonomischen Gründen ist die Nutzung einer kommerziell verfügbaren, 
vormontierten Leseeinheit zu bevorzugen. Das Modul Skyetek SkyeModule™ M1-mini er-
füllt die Forderung eines modularen Aufbaus bei minimalen Abmessungen. Auf das Modul 
ist eine Trägerplatine mit den gleichen Abmaßen aufgesetzt. Auf dieser sitzt ein NXP Semi-
conductors SC16IS750 UART Baustein, der neben einer UART/SPI Schnittstelle zur Anbin-
dung des M1-mini Moduls an das TWI der gemeinsamen Verarbeitungseinheit acht frei 
verwendbare digitale Ein/Ausgänge (GPIO) bereitstellt. Daneben befinden sich auf der Trä-
gerplatine vier LED-Treiber, je drei grüne und drei rote LED, ein Taster sowie eine Stiftleiste 
zum Anschluss der Antenne sowie externer LED. Die Treiber sind ebenso wie der Taster 
über die GPIO angebunden und können so direkt über TWI gesteuert werden. Die beiden 
internen LED-Gruppen sind je an einen LED-Treiber angebunden, die beiden anderen Treiber 
sind über die Stiftleiste nach außen geführt und treiben dort eine weitere LED-Gruppe an. 
Diese ist direkt in den Handschuh integriert. Zur Anbindung der gemeinsamen Verarbei-
tungseinheit wird wie bei allen Geräten ein SAL RS42 Kabel mit M8 4-Pol Stecker verwen-
det, der gegenüber der Stiftleiste nach außen geführt ist.  
Das Gehäuse wurde dreiteilig aus Aluminium gefräst und besteht aus einer Unterschale, ei-
ner Oberschale mit Aussparungen für Taster und Verbindungskabel sowie einer passenden 
Tasterkappe. Die Schalen werden mit vier Madenschrauben arretiert, die Tasterkappe wird 
eingelegt. Die Zugentlastung des Verbindungskabels erfolgt mechanisch durch Klemmen 
zwischen Ober- und Unterschale. Eine Arretierung oder Zugentlastung des Antennenkabels 
ist nicht vorgesehen. Die Anbringung des Gehäuses kann wahlweise irreversibel durch Auf-
kleben oder Annähen der Unterschale auf den Träger erfolgen, oder reversibel durch Bekle-
ben der Unterschale mit einem Haftmaterial. Die LED-Gruppen sind farblich alternierend ra-
dial angeordnet planar in die Oberschale eingelassen. 
Das Lesegerät, die LED-Gruppe und die Antennen sind auf einen anliegenden, flexiblen Ar-
beitshandschuh aufgenäht. Eine Leseantenne führt radial um das Endglied des Zeigefingers, 
die andere radial um die Mittelhand. Beide Antennen sind mittels zweier Trimmkondensato-
ren manuell abgestimmt. Die externe LED-Gruppe ist senkrecht zum Handmittelknochen 
des Zeigefingers angeordnet. Die Auswahl der Antenne erfolgt durch Verbinden mit der 
Stiftleiste des Lesegeräts. Die gewählte Konfiguration erlaubt die Nutzung des Geräts unter 
einem nicht anliegenden Arbeitshandschuh (z.B. Leder-, Strick- oder Trivex-Nitril-
Handschuh), allerdings je nach Material gegebenenfalls unter Verlust der optischen Rück-
meldung.  
Das Gesamtgewicht des Handschuhs beträgt 70 Gramm. Die durchschnittliche Lese-
reichweite ist grundsätzlich abhängig von der Antennenkonfiguration und dem verwendeten 
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RFID-Transponder. Die Reichweite der Fingerantenne liegt für die verwendeten RFID-
Transponder zwischen 30 mm (Transponder-Typ TW-R16-B128) und 60 mm (Transponder-
Typ TW-R50-B128). Die Reichweite der Handantenne liegt entsprechend zwischen 45 mm 
und 115 mm. Davon sind noch die Länge der Gliedmaßen zwischen Antenne und Transpon-
der sowie, falls vorhanden, der Abstand des Transponders vom umschließenden Gehäuse 
abzuziehen. Es ist also darauf zu achten, dass die eingesetzten RFID-Transponder ein Aus-
lesen mit gestreckter Hand bzw. gestrecktem Zeigefinger ermöglichen. Der Schaltplan und 
der Leiterplattenentwurf der Trägerplatine sind in [275] zu finden. 
   
Abbildung 28: Fotos des RFID-Handschuhs, links die Detailansicht der Sensoreinheit am Handschuh, 
rechts in realistischer Anordnung in Kombination mit verschiedenen Ausgabegeräten. 
7.4.3.5 Software 
7.4.3.5.1 Signalverarbeitung 
Die Umfeldabtastung und Signalverarbeitung wird vollständig durch das SkyeModule™ M1-
mini Modul übernommen. Das Modul arbeitet im 13.56 MHz Bereich und unterstützt die 
Transponder-Protokolle ISO 15693, ISO 14443A, ISO 18000-3 sowie einige proprietäre Pro-
tokolle. Die gemeinsame Verarbeitungseinheit kann Umfeldabtastungen anfordern und die 
eingelesenen RFID-Tags abfragen. 
7.4.3.5.2 Gerätesteuerung 
Die Steuerung des RFID-Lesegeräts erfolgt über die drei Module RFID, SC16Driver und 
M1mini. Der Gerätename lautet „RFID“. Die Leseeinheit ist über die TWI Bus-Adresse DE-
VICE_RFID_ READER_ADDRESS (0x4D) für den SC16IS750 UART Baustein erreichbar.  
Wird über die TWI-Bus-Abfrage die Leseeinheit als angeschlossenes Gerät erkannt, so wird 
das RFID-Lesegerät mit der Funktion void InitRFID() gestartet. In dieser Funktion wer-
den alle Parameter und Datenstrukturen initialisiert, die Funktion void SC16_init() aufge-
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rufen, und es werden zwei Timer gestartet. Die genannte Funktion initialisiert den 
SC16IS750 UART Baustein für die TWI-zu-UART Kommunikation und schaltet die LED aus. 
Der erste Timer ruft zyklisch alle 100 ms die Funktion void FastTimer()auf. In dieser 
Funktion wird überprüft, ob das M1-mini Modul eine Tag-ID eingelesen hat und ob der Tas-
ter der Leseeinheit bedient wurde. Der zweite Timer ruft die Funktion void SlowTimer() 
zyklisch jede Sekunde auf. In dieser Funktion wird eine Anforderung zur Umfeldabtastung 
an das M1-mini Modul gesendet und die LED gesteuert. Der Abtastvorgang des M1-mini 
Moduls erfolgt asynchron, sodass die wiederholte Abfrage über den schnelleren zweiten 
Timer notwendig ist. Wurde eine Tag-ID eingelesen, so wird diese in der Funktion void 
FastTimer() in den Eingabepuffer geschrieben. Das gerätespezifische Moduldiagramm ist 
in Abbildung 29 dargestellt. Die Realisierung der Software wurde als Komponenten-
entwurfsprojekt im Rahmen der Studienarbeit von Leon Rosenbaum durchgeführt [275]. 
Das Ergebnis wurde im Zuge der Extraktion in überarbeiteter Form in das System über-
nommen. 
 
Abbildung 29: Moduldiagramm des Slave-seitigen Programm-Codes des DWUI-Protokolls mit Nut-
zungsbeziehungen zwischen den gerätespezifischen Modulen des RFID-Lesehandschuhs unterei-
nander sowie mit den nicht gerätespezifischen Bibliotheksmodulen 
7.4.4 Dreh-Drücksteller 
7.4.4.1 Stand der Technik 
Der Dreh-Drücksteller ist ein integriertes haptisches Bediengerät, bei welchem eine eindi-
mensionale rotatorische Stellfunktion in der x-y-Ebene mit einer eindimensionalen translato-
rischen Stellfunktion in der z-Achse kombiniert wird. Erstere dient dem Traversieren eindi-
mensional geordneter Elemente, letztere der Auswahl des aktuellen Elements. Bei einigen 
Bediengeräten ist zusätzlich eine zweidimensionale translatorische Stellfunktion in der x-y-
Ebene realisiert, sodass auch in zweidimensional geordneten Elementen oder in grafischen 
Darstellungen navigiert werden kann. DIN EN ISO 9241-910 stellt die Grundlagen haptischer 
und taktiler Interaktion zusammenfassend dar [276]. Teil 920 dieser Norm gibt entsprechen-
de Empfehlungen für die taktile und haptische Interaktion [277]. DIN EN 894-3 enthält neben 
ergonomischen Anforderungen an die Gestaltung von Stellteilen auch eine Systematik von 
Stellteilfamilien und -typen einschließlich typischer Merkmale hinsichtlich der möglichen 
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Aufgabenanforderungen [278]. Teil 4 dieser Norm gibt darüber hinaus Gestaltungsempfeh-
lungen zur Anordnung von Stellteilen [279]. Eine Übersicht zum Stand der Forschungsarbei-
ten aus dem Bereich der rotatorischen Bedienelemente ist in [280] zu finden. Eine detaillier-
te Untersuchung der Gestaltungsparameter rotatorischer Bedienelemente liefert Reisinger 
[281]. Götz wiederum untersucht umfassend die Gestaltung von haptischen Bedien-
elementen unter dem Aspekt ihrer kommunikativen Funktion [282]. 
Dreh-Drücksteller werden heute vielfach als zentrales Bedienelement zur Bedienung von 
Assistenzsystemen und Multimediasystemen in Fahrzeugen verwendet. Sie haben sich als 
optimales Bedienelement für adaptive multifunktionale Stellteile erwiesen [283], insbeson-
dere in komplexen Mehraufgabensituationen mit sehr eingeschränktem visuellen Informati-
onskanal für die Bedienaufgabe [284]. Hierbei kommen vornehmlich Drehgeber mit adapti-
vem Raster und aktiver Drehmomentrückgabe zum Einsatz. Ein weiteres Anwendungsge-
biet sind professionelle Videoschnittsysteme, bei denen Dreh-Drücksteller verwendet wer-
den, um innerhalb von Videospuren zu navigieren und um die Wiedergabegeschwindigkeit 
stufenlos zu regeln. Vereinzelt werden Dreh-Drücksteller auch in mobilen Bedieneinheiten 
für Prozessleitsysteme eingesetzt [216]. Das VuMan System ist das wohl bekannteste auf 
einem Drehsteller basierende Wearable System [285]. Es handelt sich dabei um ein tragba-
res Wartungsassistenzsystem bestehend aus einer Bedien- und Verarbeitungseinheit, die an 
der Hüfte befestigt wird, und einer Anzeigeeinheit, die als HMD ausgeführt ist. Die Haupt-
funktion des Systems ist die effiziente Navigation in und Darstellung von Hypertext-
Dokumenten. Als Bedienelemente stehen der benutzenden Person ein Drehsteller und drei 
Tasten zur Verfügung, wobei zwei der Tasten gleich belegt sind, um Rechts- und Links-
handbedienung gleichermaßen zu unterstützen.  
7.4.4.2 Morphologische Analyse 
Der Gestaltung des Dreh-Drückstellers wird das Auswahlverfahren für handbetätigte Stell-
teile nach DIN EN 894-3 zugrunde gelegt [278]. Dazu werden zunächst im Rahmen einer 
morphologischen Analyse konstruktive und Interaktionsvarianten analysiert. In Tabelle 27 ist 
der entsprechende morphologische Kasten dargestellt. Dabei wurde a-priori festgelegt, dass 
neben dem eigentlichen Dreh-Drückknopf zwei separate Taster vorzusehen sind. Aus for-
schungsökonomischen Gründen soll das entworfene Gerät zudem die gemeinsame Verar-
beitungseinheit nutzen. 
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Tabelle 27: Morphologischer Kasten für die Gestaltung des Dreh-Drückstellers 
 Verfolgen Code-Eingabe   
Anbringungsort  Unterarm Untere Bauch-
region 
Oberschenkel  
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versorgung 
Akku im Gerät Externe Versor-
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Im Sinne des DWUI-Konzepts sind eine ausschließliche, eine redundante sowie eine kom-
plementäre Nutzung angestrebt. Eine ausschließliche Bedienung ist lediglich für die Ele-
mentaraufgabe Auswählen vorgesehen. Eine allgemeine Code-Eingabe kann indirekt über 
Auswählen in einer virtuellen Tastatur erfolgen. Andere Elementaraufgaben sollen durch das 
Gerät nicht unterstützt werden. 
Die Bauchregion als Anbringungsort ist aufgrund der großen anatomischen Varianz dieser 
Körperregion zur dauerhaften Anbringung nicht optimal. Grundsätzlich ist für den Dreh-
Drücksteller ein optimaler Kompromiss zwischen geringer Größe, hoher Integration und er-
gonomischer Stützung des Arms und der Hand während der Benutzung anzustreben. Eine 
effektive und dennoch raumsparende Stützung ist bei einer Anbringung am Unterarm nicht 
realisierbar, da der Anbringungsarm sämtliche Kräfte aufnehmen und kompensieren müss-
te. Daher erscheint eine Anbringung am Oberschenkel am besten geeignet. Um die anthro-
pometrische Varianz der Arm-Körper-Proportion zu berücksichtigen, sollte die Anbringungs-
lösung vertikal anpassbar gestaltet sein [60, S. 33]. Da die Hand abgestützt sein sollte, 
kommt als kraftübertragender Körperteil ein Finger oder der Daumen in Frage, für das Drü-
cken des Dreh-Drückknopfes auch die Hand.  
Ein Drehsteller eignet sich im Sinne des DWUI-Konzepts insbesondere zum schnellen Tra-
versieren eindimensional geordneter Datenmengen sowie zur Einstellung von skalaren, dis-
kreten Größen. Eine einstufige Auslenkung als Drehart erlaubt eine sehr fehlersichere Aus-
wahl des nächsten Elements bzw. der nächsten Stufe. Über eine zweite Auslenkungsstufe 
oder die Erkennung des Haltens einer Taste kann zudem ein automatisches Traversieren re-
alisiert werden. Dabei ist eine automatische Rückstellung vorzusehen, um eine Fehlbedie-
nung zu vermeiden. Mit einer kontinuierlichen Drehung kann hingegen die Geschwindigkeit 
des Traversierens sowie die Bewegung zwischen Datenelementen mit definiertem Abstand 
wesentlich genauer durch die benutzende Person gesteuert werden.  
Dies gilt bei diskreten Datenmengen umso mehr, wenn der Drehmomentverlauf klar defi-
nierte Rastungen aufweist. In diesem Fall ist eine automatische Rückstellung nicht sinnvoll. 
Soll der Drehsteller hingegen zur Einstellung kontinuierlicher Größen eingesetzt werden, so 
sind die Analyseergebnisse für den Analog-Steuerknüppel, übertragen auf eine eindimensi-
onale Datenmenge,  anwendbar. Eine Daumenrolle als Drehsteller eignet sich insbesondere 
für die Drehart Auslenkung. Für eine kontinuierliche Auslenkung ist sie nur geeignet, wenn 
die zu traversierenden Datenmengen klein sind, da ansonsten häufig umgegriffen werden 
muss. Daumenrollen sind für die Bedienung mit Handschuhen nur bedingt geeignet [286, S. 
21]. Ein Drehknopf ist für beide Varianten gleichermaßen geeignet. Aus diesem Grund wird 
dieser Stellteilart der Vorzug gegeben. 
Für das Drehen des Drehknopfes kommen Kontaktfassung und Zufassung mit zwei Fingern 
in Frage. Für die Kontaktfassung kann als Stellhilfe eine Fingermulde auf der Oberseite vor-
gesehen werden, was sich allerdings ebenfalls nicht für die Handschuhbedienung eignet 
[286, S. 21]. Für die handschuhbewährte Zufassung eignen sich gerändelter und geriffelter 
Rand ebenso wie Innenprofil und äußere Griffmulden. Kreuzgriffe sowie Knebel eignen sich 
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nicht für größere Datenmengen, da in diesem Fall häufig umgegriffen werden muss. Die 
Kombination von gerändeltem Rand und mehreren halbhohen Griffmulden erscheint daher 
als optimale Gestaltungslösung. Dafür eignet sich wiederum ein zylinderförmiger Knopf am 
besten. Aus Gewichtsgründen ist die Nutzung von Metall als Material für den Dreh-
Drückknopf sorgfältig abzuwägen. Anthropomorphes Material ist unter der Zielsetzung einer 
möglichst geringen Gesamtgröße und der Bedienung mit Handschuhen nicht sinnvoll. An-
sonsten ergibt sich aus der Analyse auch hier keine Präferenz. Um sowohl eine Kontaktfas-
sung als auch eine ungestörte Zufassung zu ermöglichen sollte die Oberseite des Dreh-
Drückknopfes dorsal bis ulnar ausgerichtet sein. 
Aufgrund der sehr guten haptischen Rückmeldung ist der Dreh-Drücksteller ideal ohne 
Sichtkontakt bedienbar. Die Stellkräfte und -momente sollten dabei vernachlässigbar bis ge-
ring sein [278, S. 12], jedoch eine deutlich wahrnehmbare Rückmeldung auch bei der Be-
dienung mit Handschuhen liefern. Auf eine visuelle Rückmeldung von Ereignissen kann auf-
grund des gewählten Anbringungsortes verzichtet werden. Zur Anzeige des Betriebszu-
stands (An/Aus) wird jedoch eine rote LED eingesetzt. Für die akustische Rückmeldung gel-
ten die Analyseergebnisse für den Gestenerkenner analog. Es wird empfohlen, eine akusti-
sche Rückmeldung für Eingaben zu geben. Obgleich eine Integration einer eigenen Energie-
quelle konstruktiv möglich wäre, soll die Energie aus Kostengründen wie bei allen anderen 
Eingabegeräten allein von der gemeinsamen Verarbeitungseinheit bezogen werden. Ent-
sprechend der beschriebenen Ergebnisse der morphologischen Analyse ergibt sich folgende 
Gestaltungslösung: 
Der Dreh-Drücksteller wird seitlich am Oberschenkel, kurz unterhalb der Hüfte 
angebracht und ist verbunden mit der gemeinsamen Verarbeitungseinheit, die 
das Gerät auch mit Energie versorgt. Das Gerät verfügt über einen Dreh-
Drückknopf mit gerändeltem Rand und äußeren, halbhohen Griffmulden sowie 
über zwei weitere, separate Taster. Alle Teile sind aus Kunststoff gefertigt. Der 
Drehknopf arbeitet kontinuierlich mit Rastungen und ohne automatische Rück-
stellung. Die Stellteile werden mittels Kontaktfassung mit einem Finger oder 
mittels Zufassung mit dem Daumen und einem Finger bedient. Der aktuelle Ge-
rätestatus wird durch eine rote LED visuell angezeigt. 
7.4.4.3 Interaktionsgestaltung 
Um eine ergonomische Bedienung zu ermöglichen, wurde ein spezielles Gehäuse für den 
Dreh-Drücksteller entworfen, das einerseits eine optimale Abstützung der Hand und des 
Arms bietet und andererseits eine Bedienung aller Stellteile aus der Ruhelage heraus mit 
minimaler Amplitude erlaubt. Der erste separate Taster ist auf der ulnaren Geräteseite plat-
ziert. Der Dreh-Drückknopf ist in der ulnar-distalen Ecke der Geräteoberseite Geräteseiten 
platziert. Der Daumen kann so durch eine geringfügige dorsale Bewegung vom Taster auf 
den Seitenrand des Knopfes wechseln. Der zweite separate Taster ist radial direkt neben 
dem Dreh-Drückknopf platziert. Der Finger kann so durch eine geringfügige ulnare Bewe-
gung vom Taster auf die Oberseite des Knopfes wechseln. Die Taster geben sowohl eine 
haptische als auch eine akustische Rückmeldung (Klicken), ebenso die Rastungen. 
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Zur Anzeige des Betriebszustands (An/Aus) wird eine rote LED eingesetzt. Diese befindet 
sich am proximalen Ende der Geräteoberseite und ist so für die benutzende Person sichtbar. 
Zusätzlich wurde, wie bei dem Gestenerkenner eine grüne LED ergänzt, die bei Eingaben 
aufleuchtet. Alle Taster unterscheiden zwischen kurzem Drücken und langem Drücken des 
Tasters. Die Bedienung erfolgt ohne Sichtkontakt bei entspanntem Arm mit auf der Schale 
aufliegender Hand. Untersuchungen von Ebert haben gezeigt, dass es keine generelle Dreh-
richtungspräferenz für die Konzepte „Darüber liegendes Datum auswählen“ und „Darunter-
liegendes Datum auswählen“ gibt [143]. Daher sollte die Zuordnung anwendungsseitig 
durch die benutzende Person vorgenommen werden können.  
7.4.4.4 Hardware  
Die Realisierung des hier vorgestellten Dreh-Drückstellers wurde als Komponenten-
entwurfsprojekt im Rahmen der Studienarbeiten von Gerald Ebert [143] und Anna Hahn 
[287] durchgeführt. 
Das Gehäuse besteht aus Polyamid und wurde dreiteilig im 3D-Druckverfahren hergestellt. 
Es besteht aus einer Trägerplatte, einer Unterschale und einer Oberschale mit Aussparun-
gen für die Taster, den Dreh-Drückknopf, die LED sowie das Verbindungskabel. Die Unter-
seite des Gehäuses kann über eine Schwalbenschwanzverbindung auf eine Trägerplatte 
aufgeschoben werden. Die Trägerplatte kann dauerhaft auf ein Trägermaterial aufgenäht 
werden. Somit kann das Gehäuse bei Bedarf entfernt werden und hat dennoch einen abso-
lut festen Sitz am Kleidungsstück. Der Dreh-Drückknopf wurde auf die gleiche Art herge-
stellt.  
Als Steuereinheit wird ein magnetischer Drehgeber ALPS EM11B mit Metallschaft und 16 
Stufen pro Umdrehung verwendet. Die Stellkraft des Tasters beträgt 5 N bei einem Stellhub 
von 0,5 mm. Der Durchmesser des Dreh-Drückknopfes ist entsprechend der Vorgaben in 
DIN EN 894-3 [278, S. 33] und unter Berücksichtigung der Ergebnisse von Ebert [143] auf 
38 mm bemessen, die Höhe auf 15 mm zuzüglich 5 mm, die im Gehäuse versenkt sind. Der 
Knopf ist damit für den Zufassungsgriff mit Finger und Daumen ebenso geeignet wie für 
den Kontaktgriff mit dem Zeigefinger. 
Die beiden separaten Taster sind ergonomisch in das Gehäuse integriert. Dazu sind im Ge-
häuse rechteckige Aussparungen vorhanden. Zur Führung der Bedienfinger sind längs zum 
Finger orientiert Führungsstege vorhanden, zwischen denen ein Biegestahlstreifen beidsei-
tig eingespannt ist. Der Streifen ist konvex gekrümmt und schließt in Ruhelage längsseitig 
bündig mit den Führungsstegen ab. Die Bedienung erfolgt durch vertikales Betätigen, der 
Stellhub beträgt maximal 5 mm. Dabei wird der Streifen mittig durchgebogen, wodurch sich 
bei geeigneter Dimensionierung eine Schnappfunktion der Bedienkraft über den Verstellweg 
ergibt. Die bei Fingerbedienung aus der aufgestützten Hand häufig zusätzlich auftretende 
horizontale Bedienkraft kann durch die gewählte Bauform problemlos aufgenommen wer-
den. Der resultierende, nicht exakt vertikale Verstellweg wird durch die Flexibilität des Bie-
gestahlstreifens sehr gut kompensiert. Stellhub und Stellkraft sind variabel einstellbar. Die 
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Fläche der Taster beträgt 45 × 20 mm für den Fingertaster und 60 × 24 mm für den Dau-
mentaster. Die größere Länge des Daumentasters berücksichtigt zum einen die Varianz der 
Handproportionen der verschiedenen Benutzer und ermöglicht zum anderen eine wahlweise 
Bedienung des Fingertasters entweder mit dem Mittelfinger oder aber dem Ringfinger, da 
die Hand entsprechend flexibel entlang der Längsachse des Geräts verschoben werden 
kann. Die Konstruktionszeichnungen für das Gehäuse und den Dreh-Drückknopf sind in 
[287] zu finden.  
Die Steuereinheit ist zusammen mit den zwei LED und einem ATMEL ATmega88 Mikro-
Controller auf einer Trägerplatine montiert. Die Taster sind an der Gehäuseoberschale fixiert 
und über Kabel mit der Platine verbunden. Der Controller wertet die Eingangssignale aus, 
steuert die LED und stellt eine TWI-Schnittstelle bereit. Der Schaltplan und der Leiterplat-
tenentwurf der Trägerplatine sind in [143] zu finden. 
Für die rutschfeste und bequeme Fixierung des Geräts am Körper der benutzenden Person 
steht ein entsprechendes Holster zur Verfügung, durch das eine massive Aufnahme mit 
zwei Fixationsnuten an der Oberschenkelaußenseite platziert wird. Der Dreh-Drücksteller 
kann dann von oben eingeschoben werden. Für die gemeinsame Verarbeitungseinheit ver-
fügt das Holster über eine separate Tasche, die frei platziert werden kann. Zur sicheren Zu-
führung des Verbindungskabels verfügt der Holstergurt umlaufend über entsprechende Hal-
telaschen. Der Holster ist so ausgelegt, dass das Eingabegerät sowohl links als auch rechts 
getragen werden kann. Es ist auf der Grundlage anthropometrischer Daten so gestaltet, 
dass es für Benutzer innerhalb der 5 % und 95 % Perzentile anpassbar ist.  
   
Abbildung 30: Fotos des Dreh-Drückstellers, links die Detailansicht, rechts in realistischer Anordnung 
in Kombination mit der mobilen Tastatur 




Der Mikro-Controller des Dreh-Drückstellers stellt eine TWI-Schnittstelle bereit und ist als 
TWI-Slave erreichbar. Der Dreh-Drückknopf und beide Taster geben binäre Steuersignale 
aus, die Interrupt-gesteuert entprellt und ausgewertet werden. Über einen Timer wird zwi-
schen einem kurzen und einem langen Tastendruck unterschieden, so dass sämtliche Tas-
ten doppelt belegt sind. Die Grenzzeit beträgt 400 ms. Übersteigt die Dauer des Tasten-
drucks eine Sekunde, so wird ein erneutes Tastenereignis erzeugt. Durch Halten der Taste 
werden somit fortlaufend Tastenereignisse erzeugt. 
7.4.4.5.2 Gerätesteuerung 
Die Steuerung des Dreh-Drückstellers erfolgt über das Modul DDS. Der Gerätename lautet 
„DDS“. Der Dreh-Drücksteller ist über die TWI Bus-Adresse DEVICE_DDS_ADDRESS (0x0F) 
für den Mikro-Controller erreichbar. Wird über die TWI-Bus-Abfrage der Dreh-Drücksteller 
als angeschlossenes Gerät erkannt, so wird das Gerät mit der Funktion void InitDDS() 
gestartet. In dieser Funktion werden alle Parameter und Datenstrukturen initialisiert, und es 
wird ein Timer gestartet, der die Funktion void SampleDDS() zyklisch alle 100 ms aufruft. 
In dieser Funktion wird der TWI-Slave des Dreh-Drückstellers auf Eingaben abgefragt. Wer-
den Eingaben zurückgegeben, so werden diese in den Eingabepuffer geschrieben. Der Ein-
gabesymbolsatz ist in der Enumeration DDS_Input hinterlegt. 
7.4.5 Mobile Tastatur 
7.4.5.1 Stand der Technik 
Die Eingabe von Zeichen mittels Tastenfeldern wird seit über zweihundert Jahren prakti-
ziert. Mit dem beginnenden Einsatz von Tele-Printern vor 140 Jahren wurden Eingaben 
erstmals auch simultan übertragen. Mit dem aufkommenden Einsatz von Lochkartenstan-
zern wurden neben den bekannten Drucktextzeichen zunehmend auch aufgabenspezifische 
Sonderzeichen verwendet. Zur Bedienung der ersten elektromechanischen und elektroni-
schen Rechner in den 1940er Jahren wurden elektromechanische Schreibmaschinen ver-
wendet, die seitdem und bis zum heutigen Tag weiterentwickelt werden. Mit der Entwick-
lung mobiler Telefone und Kleinrechner (PDA) sowie der heutigen Smartphones entstanden 
entsprechend in Größe und Zeichenvorrat reduzierte Tastaturen und Belegungen. Dabei 
wurde die vorherrschende streng geometrische und statische Anordnung und Gruppierung 
der Tasten zunehmend in Frage gestellt. Insbesondere die immer häufiger eingesetzten vir-
tuellen Tastaturen erlauben eine aufwandsarme Kontextadaption der Belegung, Anordnung 
und Gruppierung, wodurch sich eine Vielzahl an Konzepten zur Tastaturgestaltung entwi-
ckeln konnte. Der Bestand an wissenschaftlicher Literatur zu Tastaturen und Tastaturgestal-
tung ist entsprechend umfangreich. Übersichten finden sich, neben vielen anderen, in [184], 
[288], [289] und [290]. Die aus sieben aktiven Teilen bestehende internationale Norm 
ISO/IEC 9995 standardisiert die Tastaturbelegungen für Textverarbeitungs- und Bürosyste-
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me [291]. Die darauf aufbauende deutsche Norm DIN 2137-1 legt die deutsche Tastaturbe-
legung fest und definiert zusätzliche Anforderungen an die Tastaturgestaltung [292]. Die Tei-
le 400, 410 und 420 der DIN EN ISO 9241 behandeln die ergonomischen Anforderungen, 
Gestaltungskriterien und Auswahlverfahren für Tastaturen umfassend [179], [218], [293]. 
Daneben existiert eine Vielzahl darauf aufbauender domänenspezifischer Normen. 
Mit dem Erscheinen mobiler Telefone mit Internetzugang und verschiedenen Zusatzfunktio-
nen (personal communicator) wurden zunehmend effizient mobil bedienbare Tastaturen 
notwendig, um Emails zu schreiben und um organisatorische Aufgaben rein elektronisch 
durchzuführen. Dabei sind verschiedene Ansätze entwickelt worden, um die notwendige 
Miniaturisierung zu realisieren. Zum einen werden vollständige QWERTY/QWERTZ-
Tastaturen bis zur Grenze der Bedienbarkeit reduziert. Zum anderen werden Tasten mehr-
fach belegt, um die Zahl der erforderlichen Tasten zu reduzieren (number keypad). Dabei 
kann eine Menge von Zeichen durch wiederholtes, kurz aufeinander folgendes Bedienen ei-
ner Taste sequenziell durchlaufen werden, bis das gewünschte Zeichen ausgewählt ist. Zu-
dem kann die gesamte Tastaturbelegung durch eine Steuertaste gewechselt werden. Einen 
Überblick über die Entwicklung mobiler Texteingabetechniken geben MacKenzie und Souko-
reff [233]. Um die Anzahl der Tastenbedienungen zu reduzieren werden häufig kontextuali-
sierte Mehrfachbelegungen verwendet. Dabei wird anhand des bislang geschriebenen Texts 
bereits beim ersten Tastendruck das gewünschte Zeichen prädiziert und ausgegeben. Dies 
erfordert eine entsprechende Software auf dem zu bedienenden Gerät. Der verbreitetste 
Algorithmus dieser Art ist das Text on 9 keys (T9) System für 12-Tasten-Tastaturen [294].  
Clarkson u.a. vergleichen die Schreibleistungen auf drei miniaturisierten QWERTY-
Tastaturen miteinander sowie mit zwei Standard-PC Tastaturen [295]. Sie können auf den 
Mobiltastaturen eine durchschnittliche Schreibleistung von 60 Wörtern pro Minute (words 
per minute – WPM) mit einer Fehlerrate von ca. 8 % am Untersuchungsende nachweisen. 
Die Werte für die PC-Tastaturen liegen bei 87 bis 98 WPM für die entsprechend trainierten 
Probanden, was im Leistungsbereich einer erfahrenen Schreibkraft liegt [296]. Allerdings 
sind die Werte angesichts der berichteten, extrem hohen Fehlerraten nur bedingt aussage-
kräftig. Clawson u.a. untersuchen die Schreibleistung auf miniaturisierten QWERTY-
Tastaturen bei eingeschränkter Sicht [297]. Liegt die Leistung bei Sichtverbindung zur Tasta-
tur und zur Anzeige noch bei 57 WPM bei einer Fehlerrate von 6,7 %, sinkt diese ohne 
Sichtverbindung zur Tastatur auf 45 WPM bei 14,3 % Fehlerrate. Bei den parallel mit den 
Personal Communicators aufkommenden tragbaren Kleinrechnern (PDA) wurde hingegen 
konsequent auf eine reale Tastatur verzichtet. Stattdessen wurden großflächige, berüh-
rungsempfindliche Anzeigen genutzt, um virtuelle Tastaturen darzustellen, die mit einem 
speziellen Stift (stylus) bedient werden konnten. Kölsch und Turk geben einen Überblick 
über die Entwicklung von virtuellen Tastaturen [187]. Eine praktische Untersuchung der Ge-
brauchstauglichkeit von Tastaturen verschiedener Geräte wird von Curran u.a. vorgestellt 
[298]. Soukoreff und Mackenzie schätzen die durchschnittliche Schreibleistung für die stift-
basierte Eingabe auf 8 bis 31 WPM [299]. 
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Eine insbesondere in der wissenschaftlichen Fachliteratur intensiv untersuchte Zeichenko-
dierung ist die akkordbasierte Texteingabe. Bei diesen Mehrfachbedientastaturen wird die 
Anzahl der Tasten dadurch reduziert, dass der Zeichenvorrat durch alle möglichen Kombina-
tionen der vorhandenen Tasten kodiert wird. Theoretisch ist der ASCII-Zeichenraum so mit 
sieben Tasten kodierbar. Da jedoch nur vier, maximal fünf Finger gleichzeitig genutzt wer-
den können, muss entweder die Anzahl der Tasten entsprechend erhöht werden oder es 
müssen Doppelbelegungen über Umschalttasten realisiert werden. Meist wird zusätzlich 
der Zeichenvorrat reduziert. Das Konzept geht auf den Stenographen zurück und fand erst-
mals durch Dvorak breitere Beachtung im wissenschaftlichen Diskurs [300], zitiert nach 
[301]. Seitdem wurde eine Vielzahl von Geräten vorgestellt, u.a. in [301], [233]. Das heute 
wohl bekannteste und am umfangreichsten untersuchte akkordbasierte Texteingabegerät 
ist das Twiddler, das heute kommerziell von Tek Gear vermarktet wird [302]. Das Gerät wird 
in der Hand gehalten und ist mit vier mal vier Zeichentasten für die Finger sowie vier Steuer-
tasten und track point für den Daumen einhändig bedienbar. Lyons u.a. zeigen, dass nach 
einer Lernphase von 15 Stunden eine Schreibgeschwindigkeit von 26 Wörtern pro Minute 
erreichbar sind [302]. Die Autoren halten 25 bis 60 Wörter pro Minute nach längerer Nut-
zung für erreichbar. Clawson u.a. erreichen eine Schreibleistung von ca. 47 WPM bei einer 
Fehlerrate von 6-7 %, unabhängig davon, ob das Gerät blind bedient wurde oder nicht [303]. 
Das FrogPad ist ein weiteres kommerziell vertriebenes, akkordbasiertes Texteingabegerät 
[304]. Es verfügt über drei mal fünf Zeichentasten, die an der Unterseite von fünf weiteren 
Tasten gesäumt sind, drei Steuertasten zum Umschalten der Tastenbelegung und zwei zu-
sätzliche Zeichentasten. Die Tasten sind insgesamt siebenfach belegt. Ein Zeichen kann 
durch die Kombination von je einer Zeichen- und Steuertaste ausgewählt werden, was als 
Akkord bezeichnet wird. Zudem ist eine dauerhafte Umschaltung möglich. Das Texteinga-
begerät CyKey von Bellaire Electronics verfolgt hingegen konsequent den Ansatz der Mini-
mierung des Eingaberaums und bietet ausschließlich die 26 Zeichen des lateinischen Alpha-
bets sowie das Leerzeichen, jedoch keine Ziffern [305]. Die Eingabe erfolgt mittels neun er-
gonomisch und symmetrisch angeordneter Tasten. Die Gestaltung der Akkorde erfolgt nach 
dem Aspekt der Ähnlichkeit zum kodierten Zeichen, was den Lernprozess beschleunigen 
soll. Alternativ kann auch ein erweiterter Eingaberaum mit einem Vorrat von 200 Zeichen 
genutzt werden, womit die Ähnlichkeit zum kodierten Zeichen jedoch verloren geht. Alle 
drei beschriebenen Geräte sind keine Wearable Devices im engeren Sinn, da sie nicht am 
Körper befestigt oder in die Kleidung integriert werden.  
Wirklich tragbare (wearable) Tastaturen sind ebenfalls auf dem Markt verfügbar. So bietet 
L3-Systems das WristPC Keyboard an, eine robuste, beleuchtete QWERTY-Tastatur, die mit 
einer Handschlaufe am Unterarm befestigt wird [306]. Die Tasten sind zweifach belegt. Die 
Firma iKey bietet mit dem AK-170 Wearable Keypad eine beleuchtete, alphanumerische 19-
Tasten Tastatur mit einem integrierten kraftbasierten Zeigegerät an. Die 14 Zeichentasten 
sind sämtlich vierfach belegt, es ist kein Wechsel der Tastaturbelegung vorgesehen. Die 
fünf Steuertasten sind einfach belegt. Mit dem AK-39 Rugged Wearable Keyboard bietet 
das gleiche Unternehmen auch eine QWERTY-Tastatur mit integriertem Zeigegerät an [307]. 
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7.4.5.2 Morphologische Analyse 
Bei der Gestaltung der mobilen Tastatur werden zunächst im Rahmen einer morphologi-
schen Analyse konstruktive und Interaktionsvarianten analysiert. In Tabelle 28 ist der ent-
sprechende morphologische Kasten dargestellt. Dabei wurde a-priori eingeschränkt, dass für 
die Realisierung ein handelsübliches Tastenfeld wiederverwendet werden soll. Zudem soll 
das entworfene Gerät aus forschungsökonomischen Gründen die gemeinsame Verarbei-
tungseinheit nutzen. 
Im Sinne des DWUI-Konzepts sind eine ausschließliche, eine redundante sowie eine kom-
plementäre Nutzung angestrebt. Eine ausschließliche Bedienung ist dabei unter Zuhilfen-
ahme der Richtungstasten für alle Elementaraufgaben möglich. Primär sind jedoch die Ele-
mentaraufgaben Auswahl und Code-Eingabe zu unterstützen. Der Zeichenvorrat muss dazu 
Buchstaben und Ziffern ebenso wie Richtungszeichen und eine Auswahl an Steuerzeichen 
umfassen. Eine kontextfreie Einzelbelegung der Tasten kommt daher nicht in Betracht. Kon-
textualisierte Mehrfachbelegungen sind bei einer Bedienung ohne Sichtkontakt und damit 
ohne eine Anzeige der aktuellen Belegung nur schwer bedienbar. 
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Tabelle 28: Morphologischer Kasten der mobilen Tastatur 
Bei einer Tastatureingabe mit Handschuhen sind die Tasten in der Regel verdeckt, sodass 
eine Anzeige der aktuellen Tastenbelegung auf der Taste nicht zielführend wäre. Eine Dar-
stellung der aktuellen Tastaturbelegung auf dem Anzeigegerät ist aus Platzgründen eben-
falls nicht zielführend. Daher ist diese Gestaltungvariante zu verwerfen. Die Verwendung 
akkordbasierter Mehrtastenkodierung zeigte in verschiedenen Untersuchungen eine mit 
durchschnittlichen Büroarbeitsplatznutzern vergleichbare Schreibleistung der benutzenden 
Personen. Allerdings erscheint eine Bedienung mit Handschuhen aufgrund der deutlich er-
höhten Anschlagfläche fehleranfällig. Zudem erfordert die Bedienung einen erheblichen 
Lernaufwand und ist prinzipbedingt belastend für den motorischen Apparat. Eine Mehrtas-
tenkodierung erscheint daher nicht gebrauchstauglich. Aus diesem Grunde wird eine kon-
textfreie Mehrfachbelegung verwendet. Die Anordnung der Buchstaben und Ziffern erfolgt, 
wie bei virtuellen Tastaturen üblich, in natürlicher Reihenfolge. Die Richtungs- und Funkti-
onstasten sind in Anlehnung an die deutsche Tastatur 1-Belegung (T1-Belegung) entspre-
chend ihrer Funktion angeordnet [292]. Eine Gruppierung der Tasten sollte nur bei ausrei-
chender Tastaturgröße in Erwägung gezogen werden und erscheint für eine mobile Tastatur 
nicht notwendig. Um Fehlbedienungen bei der Handschuhbedienung zu vermeiden, sollte 
das Tastaturprofil flach sein. Für die Tastenform gibt es keine Präferenz. Eine haptische 
Rückmeldung ist zwingend erforderlich. Eine akustische Rückmeldung ist empfehlenswert, 
sollte allerdings durch die benutzende Person einstellbar sein. Eine visuelle Rückmeldung 
wird über die Systemreaktion gegeben. Der Gerätestatus sollte unabhängig davon visuell 
am Gerät erkennbar sein. 
Eine mobile Tastatur erfordert eine große plane Anbringungsfläche mit ausreichendem Wi-
derstand gegen vertikales Stellen. Der Unterarm bringt den Vorteil einer gleichzeitigen 
Sichtverbindung zum Eingabe- und Ausgabegerät mit sich, allerdings ist die Raumforderung 
der Tastatur je nach Nutzungskontext nicht immer akzeptabel. Zudem ist eine Abstützung 
des Handballens nicht möglich. Eine plane Anbringung in der Bauchregion erfordert die Be-
dienung mit gebeugtem Unterarm und einer Tiefrotation von mindestens 60°. Dies ist ergo-
nomisch ungünstig, sofern der Arm nicht abgestützt wird. Bei einer Fünffingertasten-
bedienung werden jedoch die Handmuskeln des Kleinefingerballens (Hypothenar) benötigt, 
Tastaturprofil Flach  Gestuft  Geneigt  Schlüssel-
förmig  
Tastenform Flach  Konvex    
Anbringungsort Unterarm Bauchregion  Oberschenkel  
Geräte-
rückmeldung (M) 
Akustisch  Visuell  Haptisch   
Energieversorgung Akku im Gerät Externe      
Versorgung 
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so dass aus diese nicht abgestützt werden kann. Daher kommen sowohl der Oberschenkel 
als auch der Unterarm als Anbringungsort in Frage. Grundsätzlich ist die Texteingabe ohne 
Sichtkontakt zur Tastatur kognitiv belastend. Es konnte allerdings gezeigt werden, dass die 
Trennung von Tastatur und Anzeigegerät bei geeignetem Training keine Erhöhung der Ar-
beitsbeanspruchung zur Folge hat [308]. Andere Untersuchungen kommen hingegen zu 
dem Ergebnis, dass die Schreibleistung bei Blindbedienung der mobilen Tastatur deutlich 
abnimmt [303]. Aus diesem Grund wird als Anbringungsort der Unterarm ausgewählt. Ent-
sprechend der beschriebenen Ergebnisse der morphologischen Analyse ergibt sich folgende 
Gestaltungslösung: 
Die Mobile Tastatur wird auf dem Unterarm angebracht und ist verbunden mit 
der gemeinsamen Verarbeitungseinheit, die das Lesegerät auch mit Energie 
versorgt. Die Zeichenkodierung erfolgt mittels kontextfreier Mehrfachbelegung 
mit einem Zeichenvorrat aus Buchstaben und Ziffern sowie Richtungs- und 
Steuerzeichen. Die Umschaltung erfolgt über entsprechende Steuertasten. Die 
Eingabe eines Zeichens wird vom Gerät haptisch zurückgemeldet. Der aktuelle 
Gerätestatus wird davon unterscheidbar ebenfalls visuell angezeigt. 
7.4.5.3 Interaktionsgestaltung 
Entsprechend der Ergebnisse der morphologischen Analyse sowie als Ergebnis des Aus-
wahlprozesses für Tastaturen nach DIN EN ISO 9241-420 wurde eine kommerziell verfügba-
re Tastatur mit alphanumerischem Tastenblock verringerter Größe ausgewählt und mit einer 
neuen Tastenbelegung versehen [293, S. 30]. Die resultierende Tastatur verfügt über drei 
umschaltbare Belegungen mit ein- bis siebenfacher Tastenbelegung sowie eine Feststelltas-
te für einmalige und dauerhafte Großschreibung. Die Tastaturbelegung orientiert sich an der 
Standard 12-Tasten-Telefontastaturbelegung, ist jedoch um die deutschen Umlaute sowie 
um verschiedene Steuerzeichen der deutschen T1-Tastaturbelegung erweitert. Die drei Be-
legungen der Tastatur sind in Abbildung 31 dargestellt. Über die Umschalttaste (2. Reihe, 4. 
Spalte) kann von links nach rechts zwischen den Belegungen gewechselt werden. Die erste 
Belegung besteht aus den Buchstaben des deutschen Alphabets einschließlich der Umlaute 
sowie der wichtigsten Satz- und Sonderzeichen. Um alle Zeichen kodieren zu können, wird 
hier eine kontextfreie Mehrfachbelegung mit zwei bis sieben Belegungen verwendet. Über 
die Feststelltaste (3. Reihe, 4. Spalte) kann zwischen Kleinschreibung, einmaliger Groß-
schreibung und dauerhafter Großschreibung umgeschaltet werden. Die zweite Belegung 
besteht aus den Ziffern sowie den notwendigen Sonderzeichen für die numerische Eingabe. 
Die Tasten sind kontextfrei einzelbelegt. Die dritte Belegung enthält Steuerzeichen zur Na-
vigation in Anwendungen und zur Bearbeitung von Text. Die Tasten sind kontextfrei einzel-
belegt. In jeder Belegung stehen zudem die dunkelgrau dargestellten Steuertasten zur Ver-
fügung. Diese dienen der Navigation im Texteingabefeld, dem Löschen von Zeichen und 
dem Abschluss oder Abbruch der Eingabe. 
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Abbildung 31: Die drei Belegungen der mobilen Tastatur: Buchstaben und Sonderzeichen (links), Zif-
fern (mittig), Steuerzeichen (rechts); nicht maßstabsgetreu 
Die Gestaltung der Tasten entspricht ISO/IEC 9995 [291]. Die Tasten sind in einem Gitter 
von vier Zeilen und fünf Spalten ohne Tastenversatz angeordnet. Die Leertaste ist in der un-
teren linken Ecke positioniert und belegt zwei Spalten. Die Anschlagfläche der Tasten be-
trägt 16 × 13 mm (Länge × Breite) und weist damit eine Fläche von 208 mm² auf. Die Leer-
taste misst 35 × 13 mm. Der Mittenabstand beträgt 19 mm (ausgenommen die Leertaste). 
Der Tastenhub beträgt 1,5 mm. Auf den Tasten befinden sich keine fühlbaren Markierun-
gen. Die Tastenkopfform aller Tasten ist leicht konkav. Die Tasten geben eine haptische 
Rückmeldung. Tastenkraft und Kraft-Weg-Charakteristik sind dabei für alle Tasten einheit-
lich. Alle Tasten verfügen über eine vollständige Tastenbezeichnung, die in der Bezugslage 
(angewinkelter Unterarm) lesbar ist. Die Zeichenhöhe beträgt 2,2 mm. Eine Tastenwieder-
holfunktion ist mit einer Anfangsverzögerung von 500 ms und einer Wiederholfrequenz von 
2 Hz realisiert. Die Tasten sind unbeleuchtet. Die vollständige Beschriftung und Bemaßung 
ist in Abbildung 32 dargestellt. 
 
Abbildung 32: Vollständige Beschriftung und Bemaßung der mobilen Tastatur im mm 
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7.4.5.4 Hardware 
Für die Realisierung der mobilen Tastatur wurde ein handelsübliches numerisches Tasten-
feld mit 19 Tasten verwendet, welches um 90° im Uhrzeigersinn gedreht in ein neues Ge-
häuse eingesetzt wurde. Das Tastenfeld ist an eine Steuerplatine angeschlossen, auf der 
sich ein ATMEL ATmega88 Mikro-Controller sowie zwei LED befinden. Der Mikro-Controller 
wertet die Eingangssignale des Tastenfelds aus, steuert die LED und stellt eine TWI-
Schnittstelle bereit. Tastatur und Steuerplatine sind in einem tiefgezogenen Gehäuse aus 
Polyvinylchlorid integriert. Die Gehäuseunterseite ist auf der Grundlage anthropometrischer 
Daten abgerundet und umschließt so die Oberseite des Unterarms. An der Unterseite an-
gebrachte Polster und Klettbänder ermöglichen die rutschfeste Befestigung am Unterarm 
der nutzenden Person. Die gemeinsame Verarbeitungseinheit kann über eine Klett-
manschette am Oberarm befestigt werden. Bilder der realisierten Tastatur sind in Abbildung 
33 zu sehen. 
   
Abbildung 33: Fotos der mobilen Tastatur, links die Detailansicht, rechts in realistischer Anordnung in 
Kombination mit dem Dreh-Drücksteller 
7.4.5.5 Software 
7.4.5.5.1 Signalverarbeitung 
Der Mikro-Controller der mobilen Tastatur stellt eine TWI-Schnittstelle bereit und ist als TWI-
Slave erreichbar. Die Tastatur ist als Matrix-Tastenfeld ausgelegt, welches in Anlehnung an 
die ATMEL Application Note 243 vom Mikro-Controller ausgewertet wird [309]. Das Matrix-
Tastenfeld gibt binäre Steuersignale aus, die Interrupt- und Timer-gesteuert entprellt und in 
Tastenereignisse umgewandelt werden. Über einen weiteren Timer wird geprüft, ob eine 
Taste gehalten wird. Übersteigt die Dauer des Tastendrucks die Grenzzeit, so wird ein er-
neutes Tastenereignis erzeugt. Somit können durch Halten der Tasten fortlaufend Ereignis-
se erzeugt werden. Tastenereignisse werden unverarbeitet an die gemeinsame Verarbei-
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tungseinheit weitergegeben. Dort wird dem Tastenereignis das dem aktuellen Status der 
Feststelltaste und der gewählten Belegung entsprechende Zeichen zugeordnet. Die Zei-
chentabellen sind im Modul Maps hinterlegt und leicht anpassbar. 
7.4.5.5.2 Gerätesteuerung 
Die Steuerung der mobilen Tastatur erfolgt über die beiden Module Keyboard und maps. 
Der Gerätename lautet „KEYBOARD“. Die mobile Tastatur ist für den Mikro-Controller über 
die TWI Bus-Adresse DEVICE_KEYBOARD_ADDRESS (0x0E) erreichbar. Wird über die TWI-
Bus-Abfrage die mobile Tastatur als angeschlossenes Gerät erkannt, wird mit der Funktion 
void InitKeyboard() das Gerät gestartet. In dieser Funktion werden alle Parameter und 
Datenstrukturen initialisiert, und es wird ein Timer gestartet, der die Funktion void Samp-
leKeyboard() zyklisch alle 100 ms aufruft. In dieser Funktion wird der TWI-Slave der mobi-
len Tastatur auf Eingaben abgefragt.  
7.4.6 Analog-Steuerknüppel 
7.4.6.1 Stand der Technik 
Nach DIN EN ISO 9241-400 (2007) ist ein Steuerknüppel (Joystick) ein „in eine feste Halte-
rung eingelassener Hebel, der zum Steuern der Bewegung von auf einem Bildschirm darge-
stellten Objekten benutzt wird“ [179]. Es wird dabei unterschieden zwischen einem Ver-
schiebungssteuerknüppel, bei dem sich der Hebel „von einer Grundposition aus in die Rich-
tung der ausgeübten Kraft neigt und dabei den Zeiger auf der Anzeige proportional zu der 
Verschiebungsdistanz bewegt“, und einem Isometrischen Steuerknüppel, „bei dem die 
Eingabegröße die angewandte Kraft und nicht die räumliche Lage des Steuerelementes ist“ 
[179, S. 11]. Steuerknüppel existieren in einer Vielzahl von Ausprägungen und Gestaltungs-
varianten. Im Anhang E der DIN EN ISO 9241-410 sind relevante Gestaltungsmerkmale und 
allgemeine Gestaltungsanforderungen an Steuerknüppel zusammenfassend dargestellt 
[218]. Teil 420 dieser Norm gibt die entsprechenden Empfehlungen für die Produktauswahl 
[293]. Die Teile 3 und 4 der DIN EN 894 sind für die Gestaltung des Analog-Steuerknüppels 
gleichermaßen relevant wie für den Dreh-Drücksteller [278], [279]. Heinecke gibt eine Über-
sicht über den Steuerknüppel als Positioniergerät in der Mensch-Computer-Interaktion [310]. 
Eine Übersicht ergonomischer Studien zu Steuerknüppeln und anderen Stellteilen ist in 
[311] zu finden. 
Steuerknüppel kommen heute bereits vielfach in mobilen Bedieneinheiten zum Einsatz, zum 
Beispiel zur Steuerung von Baumaschinen und Hebemaschen sowie im RC-Modellbau. Die 
Bedieneinheiten werden zumeist auf der unteren Bauchregion aufgestützt und durch einen 
Gurt über den Nacken in einer horizontalen Lage fixiert. Der oder die Steuerknüppel sind 
vertikal nach oben ausgerichtet. 
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7.4.6.2 Morphologische Analyse 
Der Gestaltung des Steuerknüppels wurde das Auswahlverfahren für handbetätigte Stelltei-
le nach DIN EN 894-3 zugrunde gelegt [278]. Dazu werden zunächst im Rahmen einer mor-
phologischen Analyse konstruktive und Interaktionsvarianten analysiert. In Tabelle 29 ist der 
entsprechende morphologische Kasten dargestellt. Dabei wurde a-priori festgelegt, dass 
neben dem eigentlichen Steuerknüppel zwei separate Taster vorzusehen sind. Zudem soll 
das entworfene Gerät aus forschungsökonomischen Gründen die gemeinsame Verarbei-
tungseinheit nutzen. 
Merkmal 
M – Mehrfachauswahl 
Ausprägungen 









Ziehen Zeigen Auswählen Nachziehen 
     
 Verfolgen Code-Eingabe   
Anbringungsort  Unterarm Untere Bauch-
region 
Oberschenkel  
Stellprinzip Verschiebung Isometrisch   
Kontinuität der   
Erfassung 
Kontinuierlich  Diskret Binär   
Arbeitswider-stand 
(Verlauf) 
Homogen Linear         
veränderlich 







Rastung in  
Neutralposition 
Manuell ohne 
Rastung in  
Neutralposition 
 
Stellteilform Knüppel Knauf Pilzkopf Senke 
Material Metall Holz Kunststoff Druckanthropo-
morphes Mate-
rial 
Bewegungsart (M) Translatorisch Rotatorisch    
Bewegungsachse 
(M) 
x-Achse  y-Achse  z-Achse  
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Tabelle 29: Morphologischer Kasten für die Gestaltung des Steuerknüppels 
Im Sinne des DWUI-Konzepts sind eine ausschließliche, eine redundante sowie eine kom-
plementäre Nutzung angestrebt. Eine ausschließliche Bedienung ist für alle Elementarauf-
gaben möglich. Eine allgemeine Code-Eingabe kann indirekt über Auswählen in einer virtuel-
len Tastatur erfolgen. Andere Elementaraufgaben sollen durch das Gerät nicht unterstützt 
werden. 
Für die Wahl des Anbringungsortes gelten die Analyseergebnisse für den Dreh-Drücksteller 
analog. Da die Hand abgestützt sein sollte, kommt als kraftübertragender Körperteil auch 
hier nur ein Finger oder der Daumen in Frage. Aus dem gleichen Grund ist eine Kontaktfas-
sung zu wählen. Bei der Kontaktfassung ist lediglich die Bewegung um die x- und y-Achse 
des Fingers oder Daumens für die Eingabe nutzbar. Dafür eignen sich als Stellteilform der 
Pilzkopf oder eine Senke für den Finger oder den Daumen. Aus der Analyse ergibt sich hier-
für keine Präferenz. Aus Gewichtsgründen ist die Nutzung von Metall als Material sorgfältig 
abzuwägen. Anthropomorphes Material ist unter der Zielsetzung einer möglichst geringen 
Gesamtgröße und der Bedienung mit Handschuhen nicht sinnvoll. Ansonsten ergibt sich 
aus der Analyse auch hier keine Präferenz. Da die Feinmotorik und die Tiefensensibilität in 
den Fingern und Daumen sehr ausgeprägt sind, können sehr kleine Amplituden mit hoher 
Genauigkeit eingestellt und wahrgenommen werden. Der Steuerknüppel kann entspre-
chend klein ausgelegt werden. Dabei ist eine kontinuierliche Erfassung mit möglichst hoher 
Genauigkeit vorteilhaft. Die Stellkräfte und -momente sollten entsprechend vernachlässigbar 
bis gering sein, jedoch eine deutlich wahrnehmbare Rückmeldung auch bei der Bedienung 
mit Handschuhen liefern [278, S. 12]. Aufgrund der geringen Stellamplitude ist dem Ver-
schiebungsprinzip mit homogenem Arbeitswiderstand der Vorzug zu geben. Bei dieser Wahl 
ist eine rotatorische Bewegung vorteilhaft, da die benutzende Person in diesem Fall anhand 
der Verdrehung des Stellteils die aktuelle Auslenkung erkennen kann. Eine automatische 
Rückstellung ist für Steuerknüppel bei stationären und mobilen Endgeräten üblich, da in der 
Regel keine länger währende Auslenkung notwendig ist. Aufgrund der sehr guten hapti-
schen Rückmeldung ist der Steuerknüppel ideal ohne Sichtkontakt bedienbar. Auf eine visu-
elle Rückmeldung von Ereignissen kann aufgrund des gewählten Anbringungsortes verzich-
Bewegungs-
richtung (M) 
Positiv Negativ   
Greifart (M) Kontaktfassung Zufassung Umfassung  
Kraftübertragender 
Körperteil (M) 
Einzelner      
Finger  





Akustisch  Visuell  Haptisch   
Energieversorgung Akku im Gerät Externe Ver-
sorgung 
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tet werden. Zur Anzeige des Betriebszustands (An/Aus) wird jedoch eine rote LED einge-
setzt. Für die gewählte kontinuierliche Erfassung mit automatischer Rückstellung ist eine 
akustische Rückmeldung ebenfalls nicht sinnvoll. Obgleich eine Integration einer eigenen 
Energiequelle konstruktiv möglich wäre, soll die Energie aus ökonomischen Gründen wie 
bei allen anderen Eingabegeräten von der gemeinsamen Verarbeitungseinheit bezogen 
werden. Entsprechend der beschriebenen Ergebnisse der morphologischen Analyse ergibt 
sich folgende Gestaltungslösung: 
Der Analog-Steuerknüppel wird seitlich am Oberschenkel, kurz unterhalb der 
Hüfte angebracht und ist verbunden mit der gemeinsamen Verarbeitungseinheit, 
die das Gerät auch mit Energie versorgt. Das Gerät verfügt über einen Steuer-
knüppel mit integriertem Taster und zwei weiteren, separaten Tastern. Alle Stell-
teile sind aus Kunststoff gefertigt. Der Steuerknüppel realisiert eine linear-
proportionale, rotatorische, zweidimensionale Verschiebungssteuerung mit ho-
mogenem Kraftaufwand und kontinuierlicher Erfassung. Die Bewegungsrichtung 
ist positiv und negativ um die x- und y-Achse mit automatischer Rückstellung auf 
Neutralposition. Die Stellteile werden mittels Kontaktfassung mit einem Finger 
oder dem Daumen bedient. Der aktuelle Gerätestatus wird durch eine rote LED 
visuell angezeigt. 
7.4.6.3 Interaktionsgestaltung 
Zur Interaktion wird ein Analogsteuerknüppel aus einer handelsüblichen Spielkonsolen-
steuereinheit verwendet. Aufgrund der enorm großen Marktverbreitung des Produkts wird 
eine optimale Ergonomie der Konstruktion sowie der Bedienkräfte unterstellt. Der Steuer-
knüppel ermöglicht eine linear-proportionale, rotatorische, zweidimensionale Verschiebungs-
steuerung mit homogenem Kraftaufwand. Zudem ist ein Taster im Steuerknüppel integriert, 
der durch senkrechte Druckeinwirkung bedient wird. Zusätzlich sind zwei Taster planar ne-
ben dem Steuerknüppel angeordnet, so dass die drei Bedienelemente ein gleichseitiges 
Dreieck aufspannen. Zur Anzeige des Betriebszustands (An/Aus) wird eine rote LED einge-
setzt. Diese befindet sich mittig zwischen den Stellteilen. Alle Taster unterscheiden zwi-
schen kurzem Drücken, langem Drücken und Halten des Tasters. Die Bedienelemente sind 
in eine ergonomisch für die Bedienung an der Hüfte optimierte Schale eingelassen. Die Be-
dienung erfolgt entsprechend ohne Sichtkontakt bei entspanntem Arm und auf der Schale 
aufliegender Hand. Eine distale Verschiebung des Steuerknüppels bewirkt eine Bewegung 
des Bildelements auf der Anzeige nach oben. 
7.4.6.4 Hardware 
Die Realisierung des hier vorgestellten Analog-Steuerknüppels wurde als Komponenten-
entwurfsprojekt im Rahmen der Diplomarbeit von Markus Graube durchgeführt [312]. Die 
Hardware wurde im Rahmen der Extraktion in eine neue, ergonomische Schale integriert. 
Die Software wurde an die Anforderungen der gemeinsamen Verarbeitungseinheit ange-
passt.  
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Als Steuereinheit wird ein ALPS RKJXP 3D-Joystick-Potentiometer mit Schalter und Rück-
stellung verwendet, welches ebenso wie der zugehörige Hebel einem handelsüblichen 
Sony Play Station 3 Controller entnommen wurde. Die Stellkraft des Hebeltasters beträgt 
6,4 N bei einem Stellhub von 0,5 mm. Die Auflagefläche des Hebels hat einen Durchmesser 
von 20 mm und entspricht damit den Vorgaben in DIN EN 894-3 für den Kontaktgriff sowohl 
mit dem Daumen als auch dem Zeigefinger [278, S. 33]. Zusätzlich werden zwei separate 
Taster mit Hilfe von Kurzhubtastern und flachen, kreisrunden Tasterkappen mit einem 
Durchmesser von 20 mm realisiert. Die Stellkraft der Taster beträgt 1,3 N bei einem Stell-
hub von 0,25 mm. Die Stellkräfte aller Taster entsprechen den Vorgaben in DIN EN 894-3 
[278, S. 33]. Die Stellkraft des Hebeltasters ist höher gewählt, um eine Fehlbedienung wäh-
rend der Verstellung des Hebels zu vermeiden. Die Steuereinheit und die Taster sind zu-
sammen mit der Status-LED und einem ATMEL ATmega88 Mikro-Controller auf einer Trä-
gerplatine montiert. Der Controller wertet die Eingangssignale aus, steuert die LED und 
stellt eine TWI-Schnittstelle bereit. Der Schaltplan und der Leiterplattenentwurf der Träger-
platine sind in [312] zu finden. 
Das Gehäuse wurde zweiteilig aus Aluminium gefräst und besteht aus einer Unterschale 
und einer Oberschale mit Aussparungen für die Tasterkappen, den Hebel, die LED sowie 
das Verbindungskabel. Die Tasterkappen wurden aus Polyoxymethylen gefräst. Die Schalen 
werden mit vier Schrauben arretiert, die Tasterkappe wird eingelegt. Die Zugentlastung des 
Verbindungskabels erfolgt mechanisch durch Klemmen zwischen Ober- und Unterschale. 
Das Gehäuse kann schlüssig und bündig in eine ergonomisch geformte Schale versenkt 
werden. Dazu wurde das für den Dreh-Drücksteller entworfene Gehäuse entsprechend mo-
difiziert. Die Schale kann ebenfalls im 3D-Druckverfahren hergestellt und anschließend la-
ckiert werden. Die Schale verfügt über die gleichen Halteschienen wie das Gehäuse des 
Dreh-Drückstellers, daher kann das in Abschnitt „Dreh-Drücksteller“ vorgestellte Holster 
ebenfalls genutzt werden. Prinzipiell ist es so möglich beide genannten Geräte gleichzeitig 
an einem Holstergurt zu befestigen, eines an jedem Bein. Die Konstruktionszeichnungen für 
das Gehäuse sowie die Schale sind in [312] zu finden. 
    
Abbildung 34: Fotos des Analog-Steuerknüppels, links die Draufsicht, rechts in Perspektive 




Der Mikro-Controller des Analog-Steuerknüppels stellt eine TWI-Schnittstelle bereit und ist 
als TWI-Slave erreichbar. Der Steuerknüppel gibt zwei analoge Signale aus, die Taster geben 
binäre Steuersignale aus, die Interrupt-gesteuert entprellt und ausgewertet werden. 
7.4.6.5.2 Gerätesteuerung 
Die Steuerung des Analog-Steuerknüppels erfolgt über das Modul AnalogStick. Der Gerä-
tename lautet „AS“. Der Analog-Steuerknüppel ist für den Mikro-Controller über die TWI 
Bus-Adresse DEVICE_ANALOG_STICK_ADDRESS (0x0D) erreichbar.  
Wird über die TWI-Bus-Abfrage der Analog-Steuerknüppel als angeschlossenes Gerät er-
kannt, so wird das Gerät mit der Funktion void InitAS() gestartet. In dieser Funktion 
werden alle Parameter und Datenstrukturen initialisiert, und es wird ein Timer gestartet, der 
zyklisch alle 100 ms die Funktion void ReadFromASTimer()aufruft. In dieser Funktion wird 
der TWI-Slave des Analog-Steuerknüppels auf Eingaben abgefragt. Werden Eingaben zu-
rückgegeben, so werden diese in den Eingabepuffer geschrieben. Der Eingabesymbolsatz 
ist in der Enumeration AS_Input hinterlegt.  
7.5 DIE DWUI AUSGABEGERÄTE 
7.5.1 Samsung Nexus Smartphone 
Das Samsung Galaxy Nexus Smartphone das erste Gerät, das auf Google Android 4.0 ba-
siert und diente als Referenzgerät für diese Version des Betriebssystems. Das Smartphone 
läuft mit einem Texas Instruments OMAP 4460 Dual-Core Prozessor mit 1,2 GHz Taktung 
und verfügt über 16 GB Flash und 1 GB RAM. Es stellt Quad-Band GSM, UMTS mit HSDPA, 
WLAN (IEEE 802.11a/b/g/n), NFC, GPS, einen Kompass und eine Kamera mit 4,9 MPixeln 
bereit. Das Gerät verfügt über einen vollständigen Bluetooth 4.0 Protokollstapel. Die Bedie-
nung erfolgt vollständig über einen kapazitiven berührungsempfindlichen AMOLED-
Bildschirm und ist auf Direct-Multitouch optimiert. Der Bildschirm hat eine Auflösung von 
720 × 1280 Pixeln bei einer Diagonale von 4,65 Zoll, was einer Pixeldichte von 316 ppi ent-
spricht. Zusätzlich stellt das Gerät einen Dreiachsen-Beschleunigungssensor, ein Gyroskop, 
einen regelbaren Vibrationsalarm, einen Helligkeitssensor sowie Einschalt- und Lautstärke-
taster bereit. Das Gerät misst 135,5 × 67,9 × 8,9 mm und wiegt 135 g. Auf dem verwende-
ten Gerät läuft CyanogenMod 10.2. Die Anbringung des Geräts am Unterarm erfolgt mithilfe 
eines Kunststoffgehäuses, das an einer Unterarmmanschette angenäht ist. Die Halterung 
erlaubt ein rutsch- und verdrehungsfreies Befestigen.  
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Abbildung 35: Foto des DWUI Ausgabegeräts 
7.6 DAS RESULTIERENDE DWUI 
Die exemplarisch realisierte DWUI-Konfigura-
tion ist in Abbildung 36 schematisch darge-
stellt. Das Ausgabegerät ist am rechten Un-
terarm angebracht, über der rechten Hand 
sitzt der RFID Lesehandschuh. Am linken Un-
terarm ist die Tastatur angebracht, auf dem 
rechten Handrücken befindet sich der Ges-
tenerkenner. Am linken Oberschenkel kann 
der Dreh-Drücksteller angebracht werden. Der 
Steuerknüppel kann vor der unteren Bauchre-
gion oder gegenüber dem Dreh-Drücksteller 
am linken Oberschenkel befestigt werden. Bei 
dieser Konfiguration sind alle Eingaben außer 
dem Einlesen eines RFID-Tags bei vollständi-
gem Blickkontakt zum Ausgabegerät möglich. 
Bei der Tastatureingabe ist zudem der gleich-
zeitige Blickkontakt zur Tastatur möglich. Kopf 
und Nacken sind bei dieser Konfiguration nicht 
involviert, daher kann persönliche Schutzaus-
rüstung ohne Einschränkung verwendet wer-
den. Es ist wichtig anzumerken, dass die dar-
gestellte Konfiguration eine Maximalkonfigu-
ration darstellt. Je nach Aufgabe und Präfe-
renz können Benutzer einzelne Komponenten 
(mit Ausnahme des Ausgabegeräts) nach Be-
lieben weglassen. 
 
Abbildung 36: Aufbau und Anordnung des 
DWUI an der benutzenden Person 
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7.7 DAS DWUI KOMMUNIKATIONSPROTOKOLL 
7.7.1 Konzept und Architektur 
In der Literatur werden verschiedene Architekturen für multimodale Systeme vorge-
schlagen. Die in dieser Arbeit verwendete Architektur ist in Abbildung 37 dargestellt. Sie ba-
siert auf den Vorarbeiten von Dvorak [5] und Dumas u.a. [186] und ist für die konkrete Ziel-
stellung angepasst. Die benutzende Person tätigt Eingaben mit einem oder mehreren spezi-
ellen Eingabegeräten. Diese Eingaben werden an einen auf dem mobilen Verarbeitungsge-
rät laufenden Dienst PeripheralDeviceController gesendet, der die Eingaben über einen Fu-
sionierer zusammenführt und über eine einheitliche Schnittstelle an das Anwendungs-
programm weiterleitet, welches ebenfalls auf dem mobilen Verarbeitungsgerät ausgeführt 
wird. Dort werden die Eingabesymbole zunächst über den Dialog-Manager einem Konzept 
innerhalb der Anwendung zugeordnet und anschließend entsprechend verarbeitet. Die Zu-
ordnung erfolgt auf der Grundlage von entsprechenden Zuordnungstabellen. Für jede An-
wendung wird für jedes spezielle Eingabegerät eine solche Tabelle entsprechend der ge-
wünschten Interaktionsgestaltung erstellt und auf dem mobilen Verarbeitungsgerät hinter-
legt. Die Tabellen werden zur Laufzeit von einer Komponente im Anwendungsprogramm 
verarbeitet und können daher bei Bedarf geändert werden. Generiert das Anwendungspro-
gramm eine Ausgabe, so wird diese über dieselbe Schnittstelle an den Dienst zurück-
gegeben. Dort verteilt ein Router die Ausgaben an die verfügbaren speziellen Ausgabe-
geräte, wo die Ausgaben generiert und schließlich von der benutzenden Person wahrge-
nommen werden.  
 
Abbildung 37: Prinzipielle Architektur des multimodalen DWUI Systems 
Die Implementierung des DWUI-Protokolls für den Master wurde für Google Android 4.1.2 
(API Level 16) realisiert. In Abbildung 38 ist die Software-Architektur für die Kommunikation 
zwischen Eingabe- bzw. Ausgabegeräten und dem Anwendungsprogramm dargestellt. Die 
speziellen Interaktionsgeräte verfügen über eine gemeinsame Verarbeitungseinheit, die Tei-
le der Signalverarbeitung sowie die Kommunikation mit dem mobilen Verarbeitungsgerät re-
alisiert. Auf dem Eingabegerät läuft ein Hauptprogramm, welches die Eingabesignale erfasst 
und aufbereitet. Die Signale werden dann durch das Interface Module über eine TWI-
Slave Schnittstelle an die gemeinsame Verarbeitungseinheit übermittelt. Dort finden im 
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chendes Eingabesymbol statt. Im Falle eines Ausgabegeräts werden die über das Inter-
face Module empfangenen Ausgabesymbole durch das Specific Device Module eben-
falls vorverarbeitet und durch das Hauptprogramm des Ausgabegeräts in Ausgabesignale 
umgewandelt und ausgegeben. Das Generic Device Module verwaltet die generischen 
Parameter des Interaktionsgeräts (z.B. Status, Batteriespannung). Das Specific Device 
Module verwaltet die Eingabe- bzw. Ausgabesymbole sowie die TWI-Master Schnittstelle. 
Die gemeinsame Verarbeitungseinheit kann auch ohne angeschlossenes Interaktionsgerät 
eingebunden werden. In dem Fall wird kein Specific Device Module instanziiert. Sämtli-
che Parameter sowie die Eingabesymbole werden durch das Controller Module über eine 
Bluetooth-Schnittstelle für den Dienst Peripheral Device Controller verfügbar ge-
macht, der auf dem mobilen Verarbeitungsgerät läuft. Umgekehrt empfängt das Modul 
sämtliche von diesem Dienst gesendeten Parameteränderungen und Ausgabesymbole.  
 
Abbildung 38: Die DWUI Software-Architektur für die Kommunikation zwischen Interaktionsgeräten 
und Anwendungsprogramm 
Im Dienst Peripheral Device Controller verwaltet der Connection Manager sämtliche 
Bluetooth-Verbindungen. Er sendet und empfängt binäre Datenströme und wird vom Flow 
Manager genutzt, um Nachrichten zwischen der Verarbeitungseinheit und dem Dienst aus-
zutauschen. Der Flow Manager übernimmt dabei die De-/Serialisierung sowie die Flusskon-
trolle der DWUI-Nachrichten. Das Device Interface stellt Methoden für die Steuerung der 
Interaktionsgeräte bereit, generiert die entsprechenden Nachrichten an das Interaktionsge-
rät und verteilt dessen Antwortnachrichten. Der Device Manager nutzt das Device Inter-
face, um sämtliche verfügbaren Geräte zu verwalten. Er fusioniert bzw. routet die Eingabe-
symbole für das Anwendungsprogramm und macht die Geräte über eine Dienstschnittstelle 
nach außen verfügbar. Dazu nutzt er das Device Interface. Es handelt sich dabei um ei-
nen lokalen Android-Dienst, die Schnittstelle ist damit für sämtliche Anwendungsprogram-
me auf dem mobilen Verarbeitungsgerät verfügbar. Eine redundante Nutzung durch mehre-
re gleichzeitig laufende Anwendungsprogramme wird nicht unterstützt. Im nachfolgend vor-
gestellten Anwendungsprogramm nutzt die Komponente Controller Interpreter den 
Dienst, um Nutzereingaben zu empfangen, Nutzerausgaben zu senden sowie um die An-
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7.7.2 Verbindungsaufbau und Verbindungsabbau 
Die Kommunikation zwischen Anwendungsprogramm und den speziellen Interaktionsgerä-
ten wird über den Dienst Peripheral Device Controller realisiert. Dazu muss das ent-
sprechende Android application package (apk) auf dem Gerät installiert sein. Das verwende-
te spezielle Interaktionsgerät und das mobile Verarbeitungsgerät müssen gepaired sein. In 
Abbildung 39 ist der Ablauf des Verbindungsaufbaus zu einem speziellen Interaktionsgerät 
dargestellt. 
 
Abbildung 39: Ablauf des Verbindungsaufbaus zu einem speziellen Interaktionsgerät 
Die Interaktion mit dem Dienst erfolgt asynchron durch den Austausch von Messages mit 
dem Device Manager Service. Die Integration des Peripheral Device Controller 
erfolgt über das Starten und Binden des Dienstes mittels einer ServiceConnection. Ist der 
Dienst verbunden, wird die Anwendung zunächst beim Dienst registriert. Danach wird die 
Bluetooth-Funktion des Geräts über eine entsprechende Anfrage aktiviert. Die Aktivierung 
auf dem mobilen Verarbeitungsgerät erfolgt durch den Peripheral Device Controller 
durch Erzeugen des entsprechenden Intent. Der Aktivierung folgt ein entsprechender Sys-
tem-Broadcast, der vom Device Manager Service verarbeitet und dessen Ergebnis an 
den Controller Interpreter weitergegeben wird. Anschließend fragt dieser vom De-
vice Manager Service die verfügbaren Interaktionsgeräte ab und gibt diese in einem 
Nutzerdialog aus. Die benutzende Person kann nun das einzubindende Gerät auswählen. Al-
ternativ kann die benutzende Person wählen, dass alle gelisteten Geräte verbunden werden. 
Daraufhin werden nacheinander für alle Interaktionsgeräte Verbindungsanfragen an den Pe-
ripheral Device Controller gesendet. Der Device Manager Service nimmt die An-
fragen entgegen und ruft die entsprechende Methode des Connection Manager auf. 
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Dieser erzeugt einen neuen Kommunikations-Thread für das Gerät, darin wird ein Bluetooth-
Socket zu dem Interaktionsgerät erstellt. Der erfolgreiche Verbindungsaufbau wird von And-
roid durch einen entsprechenden Broadcast mitgeteilt, der vom Device Manager Service 
verarbeitet und dessen Ergebnis an den Controller Interpreter weitergegeben wird.  
Ist der Verbindungsaufbau nicht erfolgreich, so wird durch den Connection Manager ein 
entsprechender Broadcast erzeugt, der ebenso verarbeitet wird. Vom verbundenen Gerät 
wird anschließend der Gerätename abgefragt. Wird diese Abfrage nicht korrekt beantwor-
tet, wird die Bluetooth-Verbindung wieder geschlossen. Abschließend meldet der Device 
Manager Service das Ergebnis des Einbindungsversuchs an den Controller Interpre-
ter. Im Erfolgsfall wird das Gerät in der Gerätetabelle hinterlegt und die entsprechende Zu-
ordnungstabelle für das eingebundene Gerät geladen. Für jeden Gerätetyp kann dazu auf 
dem mobilen Verarbeitungsgerät eine strukturierte Textdatei hinterlegt werden, in der die 
Eingabeelemente des Geräts den für dieses Gerät definierten Eingabesymbolen zugeordnet 
werden können. Ist keine Datei hinterlegt oder ist die Zuordnung unvollständig, so wird die 
im Controller Interpreter definierte Standardzuordnung verwendet. 
Der DWUI-Protokollstapel kann parallel mehrere Verbindungen zu verschiedenen Interakti-
onsgeräten verwalten. Für jedes einzubindende Gerät wird ein eigener Connect Thread er-
stellt und in einer threadMap mit der zugehörigen BluetoothDevice Instanz als Schlüssel hin-
terlegt. Der mehrmalige Verbindungsaufbau zu einem Gerät ohne zwischenzeitliche Tren-
nung ist nicht möglich. Im Connect Thread werden ein RfcommSocket und ein darauf auf-
setzender Stream generiert, die ebenfalls in entsprechenden Maps hinterlegt werden. Die 
streamMap nutzt ebenfalls die zugehörige BluetoothDevice Instanz als Schlüssel. Die ein-
gebundenen Geräte werden vollständig über diese Maps verwaltet. 
Beim Verbindungsabbau wird der Stream zum Gerät geschlossen und der ConnectThread 
beendet. Beide werden anschließend aus den entsprechenden Maps entfernt. Der Abbau 
der Bluetooth-Verbindung wird ebenfalls von Android durch einen entsprechenden 
Broadcast mitgeteilt und wie oben beschrieben verarbeitet. Es ist anwendungsseitig sicher-
zustellen, dass ein eingebundenes Interaktionsgerät in einen sicheren Zustand gebracht 
wird, bevor die Verbindung abgebaut wird.  
7.7.3 Nachrichtenformat und Nachrichtenaustausch 
Das DWUI-Protokoll dient der Kommunikation zwischen einem Verarbeitungsgerät als Mas-
ter und mehreren Eingabe- und Ausgabegeräten als Slaves über das Bluetooth Serial Port 
Profile (SPP). Es funktioniert nach einem zyklischen, vom Master initiierten Request-
Response-Prinzip. Das Request-Response-Intervall kann anwendungsseitig eingestellt wer-
den, ebenso die maximal zulässige Nachrichtenfrequenz. Die Anfragenachrichten (request 
messages) werden fortlaufend nummeriert, die Antwortnachrichten (response messages) 
erhalten vom Slave jeweils die gleiche Nummer. Darüber wird durch das DWUI-Protokoll ei-
ne Flusskontrolle realisiert. Erhält der Master innerhalb einer einstellbaren Zeit keine Ant-
wort, wird die Nachricht mit einer Fehlermeldung an den Sender zurückgegeben und kann 
dort behandelt werden. Ist die zulässige Antwortzeit größer als das Request-Response-
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Intervall, so können zwischenzeitlich bereits weitere Nachrichten versendet worden sein. 
Eine Korrektur der Nachrichtenreihenfolge erfolgt nicht.  
Zusätzlich ist es möglich eine vom Slave initiierte Kommunikation zum Master zu erlauben 
(autosend Funktion). Solche Aktualisierungsnachrichten (update messages) werden eben-
falls zyklisch im Request-Response-Intervall verschickt. Falls Anfragenachrichten vorliegen, 
werden diese vorrangig beantwortet, um die zulässige Antwortzeit einzuhalten. Es wird 
stets nur eine Nachricht pro Intervall verschickt, eine Flusskontrolle erfolgt für Aktualisie-
rungsnachrichten nicht. Dafür entfällt die Notwendigkeit, anwendungsseitig die Slaves auf 
vorliegende Daten zu prüfen, womit sich die erforderliche Nachrichtenzahl bei entsprechen-
der Implementierung deutlich reduziert.  
Ohne Anfragenachrichten kann der Master jedoch nicht feststellen, ob der Slave noch ver-
fügbar ist. Daher ist es weiterhin anwendungsseitig möglich, ein Intervall zu setzen, inner-
halb dessen der Slave unaufgefordert eine Nachricht senden muss (keepalive Funktion). 
Darüber kann das DWUI-Protokoll die Verfügbarkeit des Eingabegeräts weiterhin überwa-
chen. Ist ein Gerät nicht mehr verfügbar, so wird ein entsprechendes Ereignis erzeugt, das 
anwendungsseitig verarbeitet werden kann. Damit entfällt nach der Konfigurierung des Ein-
gabegeräts durch die Anwendung prinzipiell die Notwendigkeit, weitere Anfragenachrichten 
zu schicken. 
DWUI-Nachrichten haben eine variable Nutzdatenlänge und einen Overhead von vier Byte. 
Das erste Byte enthält die Nummer der Nachricht (Number), die vom Flow Manager verge-
ben wurde. Aktualisierungsnachrichten werden vom Slave stets mit Null nummeriert. Das 
zweite Byte enthält den Nachrichtentyp (MessageType). Das dritte Byte enthält die Länge 
des Nutzdatums (Length). Dessen maximale Länge ist damit begrenzt auf 255 Byte. Das 
vierte Byte enthält den Operation Code (OpCode). Danach folgt das Nutzdatum (Payload). 
Das Nachrichtenformat des DWUI-Protokolls ist in Tabelle 30 dargestellt. Da in Java keine 
vorzeichenlosen Datentypen existieren, werden Daten vom Typ uint8_t durch den Andro-
id-Dienst in den Typ Integer umgewandelt. 
Nachrichtenrahmen: Number MessageType Length OpCode Payload 
Datentyp: uint8_t uint8_t uint8_t uint8_t variabel 
Tabelle 30: Nachrichtenformat des DWUI-Protokolls 
Die drei Nachrichtentypen sind in der Enumeration Messagetype zusammengefasst. Ein 
Slave verarbeitet ausschließlich Anfragenachrichten, der Master entsprechend nur Antwort- 
und Aktualisierungsnachrichten: 
enum Messagetype : byte {Request, Response, Update} 
 
Für Anfragenachrichten sind dreizehn Operation Codes vordefiniert, die entweder der Ab-
frage oder der Bearbeitung von Parametern des Interaktionsgeräts dienen. Ein Nutzdatum 
haben hierbei nur Nachrichten mit den Operation Codes SETKEEPALIVE und SETOUTPUT: 
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enum OpCode_Request : byte { GETACK, GETDEVICESTATUS, ENABLEDEVICE, 
DISABLEDEVICE, GETAUTOSENDSTATUS, ENABLEAUTOSEND, DISABLEAUTOSEND, 
GETKEEPALIVE, SETKEEPALIVE, GETINPUT, GETVOLTAGE, GETDEVICENAME,  
SETOUTPUT } 
 
Für Antwort- und Update Nachrichten sind neun Operation Codes vordefiniert, die entweder 
eine Bestätigung (acknowledged) bzw. Nichtbestätigung (not acknowledged) geben, einen 
Parameter mitteilen oder dessen Änderung bestätigen. Nachrichten mit den Operation 
Codes ACK, NOACK und NOINPUT enthalten kein Nutzdatum: 
enum OpCode_Response : byte { ACK, NOACK, DEVICESTATUS, AUTOSENDSTATUS, 
KEEPALIVE, INPUT, NOINPUT, VOLTAGE, DEVICENAME } 
 
Datentyp der Nutzlast und Zweck der Nachricht sind eindeutig über den Operation Code de-
finiert. Die vordefinierten Codes sind zur Steuerung der Interaktionsgeräte notwendig und 
daher verbindlich. Weitere Codes und Funktionen können mit geringem Aufwand imple-
mentiert werden. Dazu müssen die entsprechenden Operation Codes am Ende der Enume-
rations ergänzt, die Message Handler um die entsprechende Funktionalität erweitert und die 
Dienstschnittstelle mit der entsprechenden Abfrage ausgestattet werden.  
Die betriebssystemseitige Implementierung der SPP-Schnittstelle in Android macht es not-
wendig, eingehende Nachrichten durch Start- und Endzeichen (start delimiter und end deli-
miter) zu begrenzen. Diese erzeugen in der aktuellen Implementierung für weitere sechs 
Byte Overhead bei response und update messages. In Abbildung 40 ist der Ablauf der 
Nachrichtenübermittlung und -verarbeitung in einem Sequenzdiagramm dargestellt. 
Im oberen Bereich des Diagramms wird der Ablauf einer vom Anwendungsprogramm initi-
ierten Kommunikation am Beispiel einer Abfrage auf eine vorliegende Eingabe verdeutlicht. 
Der Controller Interpreter fordert den Dienst Peripheral Device Controller, ein Eingabe-
symbol von dem bestimmten Interaktionsgerät zurückzugeben, falls ein solches vorliegt. 
Dazu übergibt es die Bluetooth-Adresse des interessierenden Geräts. Der Device Manager 
Service nimmt die Message entgegen und ruft die entsprechende Methode des Device In-
terface auf. Die Klasse Device Interface stellt Methoden für alle vordefinierten Nachrichten-
typen bereit. Sie erstellt eine entsprechende Anfrage (request message) und übergibt diese 
dem FlowManager. Dieser fügt der Anfrage eine fortlaufende Kontrollnummer hinzu und 
übergibt sie anschließend dem ConnectionManager. Dieser serialisiert die Anfrage und sen-
det sie über den entsprechenden StreamWriter über Bluetooth an das Zielgerät. Dort wird 
die Nachricht ausgewertet und eine entsprechende Antwort (response message) erstellt, 
zurückgeschickt und über den StreamReader vom ConnectionManager empfangen. Android 
zerlegt über StreamWriter gesendete Daten in einzelne Pakete. Daher sind die Nachrichten 
mit speziellen Start- und Endzeichen versehen. Der Flow Manager nimmt die Datenpakete 
vom Connection Manager entgegen und setzt die Nachrichten wieder zusammen. Vollstän-
dige Nachrichten werden deserialisiert und die gesendete Nachricht wird als beantwortet 
aus der Flusskontrolle entfernt. Anschließend wird die Antwortnachricht an das DeviceInter-
face  und von dort direkt an den Device Manager Service weitergeleitet. Dieser beantwortet 
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schließlich die Anfrage des Controller Interpreters über die Dienstschnittstelle mit dem er-
haltenen Eingabesymbol. Der Controller Interpreter verarbeitet das Eingabesymbol gemäß 
der entsprechenden Zuordnungstabelle, wählt die auszuführende Aktion aus und initiiert 
diese im Anwendungsprogramm. 
 
Abbildung 40: Ablauf der Nachrichtenübermittlung und -verarbeitung; Oben: Request-Response 
Verfahren; Unten: Update Verfahren 
Im unteren Bereich des Diagramms wird der Ablauf einer vom speziellen Interaktionsgerät 
initiierten Kommunikation am Beispiel einer Übermittlung einer getätigten Eingabe verdeut-
licht. Der Ablauf entspricht weitgehend dem der anwendungsseitigen Abfragen, nur dass 
eine Aktualisierung (update message) übermittelt wird. Diese wird nicht quittiert und unter-
liegt deshalb keinen zeitlichen Beschränkungen. Der Flow Manager überprüft die Zähler-
nummer entsprechend auch nicht. Für die weitere Verarbeitung der Nachricht ist es dann 
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7.7.4 Fehlerbehandlung 
Die Fehlerbehandlung durch den PeripheralDeviceController beschränkt sich auf vier mögli-
che Ereignisse, die im Folgenden beschrieben werden. Es obliegt dem Anwendungspro-
gramm, die Fehlermeldungen adäquat zu behandeln. 
1. Die Aktivierung der Bluetooth-Funktion des mobilen Verarbeitungsgeräts schlägt 
fehl. In diesem Fall wird eine MSG_BT_ENABLE_RES Message mit CONNECTIONFAILED 
als Argument übermittelt (das Argument im Erfolgsfall lautet CONNECTED).  
2. Die Bluetooth-Funktion wird bei laufender Anwendung deaktiviert. In diesem Fall 
wird eine MSG_BT_ENABLE_RES Message mit DISCONNECTED als Argument über-
mittelt. 
3. Eine bestehende Bluetooth-Verbindung zu einem Gerät bricht ab, zum Beispiel weil 
das Gerät ausgeschaltet wird. In diesem Fall wird eine Message 
MSG_CONN_STATE_RES mit dem Argument DISCONNECTED übermittelt. Es ist zu be-
achten, dass mehrere Sekunden verstreichen können, bis das Betriebssystem den 
Verbindungsabbruch erkennt und mitteilt. 
4. Eine Anfragenachricht wird nicht innerhalb der vorgegebenen Antwortzeit beantwor-
tet. In diesem Fall wird die Anfragenachricht mit dem Argument 
MSG_ERROR_RESPONSE versehen und an das Anwendungsprogramm zurückgegeben. 
Der Nachrichtentyp wird dabei in ERROR geändert. Der Dienst kann so konfiguriert 
werden, dass die Nachricht zunächst einstellbar oft erneut gesendet wird, bevor sie 
an die Anwendung zurückgegeben wird. 
7.7.5 Anwendungsintegration 
Ist der Dienst Peripheral Device Controller wie in Abschnitt „Verbindungsaufbau und 
Verbindungsabbau“ beschrieben eingebunden, so können Eingabesymbole von speziellen 
Interaktionsgeräten empfangen und Ausgabesymbole gesendet werden.  
Zur Verarbeitung der Eingabesymbole können mehrere Ansätze verfolgt werden. Die Sym-
bole können direkt in die UI-Event Chain eingeschleust werden. Dazu stellt Android die 
Klasse Instrumentation bereit. Die Klasse erlaubt zum einen das Abfangen von Nutzereinga-
ben über die Bildschirmeingabe und zum anderen das Generieren von beliebigen Nutzerein-
gaben (sowohl Berühreingaben als auch Eingaben von dedizierten Eingabegeräten). Damit 
können Eingabesymbole und Berühreingaben auf ein einheitliches Eingabevokabular abge-
bildet und an die Anwendung weitergegeben werden. Der Vorteil dieser Variante liegt darin, 
dass die Vorverarbeitung für das Anwendungsprogramm transparent gestaltet werden kann. 
Damit kann die benutzende Person problemlos zwischen Berührbedienung und DWUI-
basierter Interaktion wechseln. Allerdings können so keine Systemreaktionen realisiert wer-
den, die nicht auf dem Standardeingaberaum von Android basieren (z.B. domänenspezifi-
sche gestenbasierte Eingabekonzepte). Weiterhin können Ausgaben der Anwendung nicht 
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in gleicher Weise transparent verarbeitet werden, wodurch sich ein zusätzlicher Implemen-
tierungsaufwand bei der Verwendung des DWUI-Protokolls ergeben würde. 
Alternativ können die Symbole den Callbacks des verwendeten UI-Elements zugeordnet 
werden. In Android erfolgt die Verwaltung der Benutzungsschnittstelle durch Instanzen der 
Klasse View, welche durch eine Instanz der Klasse Activity verwaltet werden. Die Klasse 
View stellt eine Reihe von Callbacks für alle möglichen Nutzereingaben bereit. Diese können 
beim Empfang des zugeordneten Symbols aufgerufen werden. Durch diese Zuordnung kann 
ein einheitliches Anwendungsverhalten über alle Views hinweg realisiert werden. Die Klasse 
Activity stellt zudem die gleichen Callbacks bereit wie die verwalteten Views. Damit können 
von den Views einer Activity nicht verarbeitete Eingaben zentral weiterverarbeitet werden. 
Werden Systemreaktionen gewünscht, die keinem der Standard-Callbacks zugeordnet wer-
den können, so können die notwendigen Calls einfach in einer abgeleiteten Klasse ergänzt 
werden und sind somit ebenso einheitlich verfügbar. Auf gleiche Weise können die Metho-
den für die Verarbeitung von Ausgaben durch die Anwendung bereitgestellt werden. Damit 
können sämtliche Eingaben und Ausgaben einheitlich und gleichartig durch das Anwen-
dungsprogramm verarbeitet und generiert werden, ohne dass Einschränkungen durch den 
Standardeingaberaum von Android bestehen. Zudem können spezielle Eingabegeräte eben-
falls parallel zur Berührbedienung genutzt werden. Nachteilig an dieser Variante ist, dass die 
Anwendung für die Nutzung des DWUI-Protokolls angepasst werden muss. Falls die Call-
backs der Klasse View für die Realisierung der Benutzungsschnittstelle ausreichen, be-
schränkt sich die Anpassung auf eine Komponente zur Verarbeitung der Eingabesymbole 
und den Aufruf der Callbacks. Wird hingegen eine von View abgeleitete Klasse benötigt, so 
muss der gesamte Anwendungsquellcode auf diese Klasse umgestellt werden. 
Eine dritte Variante ist die direkte Abbildung der Symbole auf die auszuführenden Methoden 
in der Anwendung. Aufgrund der engen Kopplung von Dienst und Anwendungsprogramm 
und des damit verbundenen Implementierungs- und Wartungsaufwands ist diese Variante 
jedoch nur für kleine Programme praktikabel und grundsätzlich nicht empfehlenswert. 
Weiterhin ist zu beachten, dass bei der Verwendung dedizierter Interaktionsgeräte stets ein 
für die benutzende Person erkennbarer Fokus auf die aktuell bedienbaren Elemente des 
Bildschirms bereitgestellt werden muss. Bei diskreten Bildschirmelementen (z.B. Schaltflä-
chen, Listen, Tabellen) und diskretem Eingaberaum (z.B. im Falle eines Dreh-Drückstellers) 
muss das aktuell angewählte Element hervorgehoben und der Fokuswechsel (focus move-
ment) definiert sein, um Auswahlaufgaben durchführen zu können. Bei einem kontinuierli-
chen Eingaberaum (z.B. bei einem Analog-Steuerknüppel) muss ein Zeiger die aktuell ange-
wählte Position auf dem Bildschirm anzeigen. Zusätzlich sollten die dadurch angewählten 
Elemente hervorgehoben werden.  
Android unterstützt eine Bedienung durch dedizierte Interaktionsgeräte. Views stellen dazu 
den Touch Mode bereit. Wird eine Anwendung über den Berührbildschirm bedient, so akti-
viert die View automatisch den Touch Mode für das gesamte Gerät. In diesem Modus sind 
nur Elemente fokussierbar, für die isFocusableInTouchMode() wahr ist. Dies sind in der 
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Regel editierbare Elemente. Bei allen anderen interaktiven Elementen (z.B. Schaltelemente) 
wird lediglich der zugehörige Callback aufgerufen. Ein Fokuswechsel erfolgt ausschließlich 
über die Berührung eines anderen Elements. Sobald die Anwendung durch ein dediziertes 
Interaktionsgerät bedient wird, deaktiviert die View automatisch den Touch Mode für das 
gesamte Gerät und legt den Fokus auf das erste interaktive Element der aktiven View. Zu-
sätzlich werden sämtliche interaktiven Elemente fokussierbar. Wird ein Eingabegerät mit 
kontinuierlichem Eingaberaum verwendet, wird automatisch ein Zeiger eingeblendet. Ein 
Fokuswechsel erfolgt durch die Navigationstasten oder durch das Zeigen auf ein anderes 
Element. Der Fokuswechsel kann in der Layout-Datei der View durch den Entwickler defi-
niert werden. Andernfalls erfolgt der Wechsel zum nächstliegenden Element in der angege-
benen Richtung.  
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8 GESTALTUNG DES DWUI-BASIERTEN 
MOBILEN INFORMATIONSSYSTEMS 
 
„Design is the intermediary between information and understanding. “ 
 (Richard Grefé) 
 
8.1 DEFINITIONEN 
8.1.1 Wearable Application 
Derzeit hat sich noch keine allgemein anerkannte Definition für eine Anwendung für 
Wearables (wearable application) etabliert. Nach Williams ist eine solche Anwendung 
schlicht dadurch gekennzeichnet, dass sie auf einem Wearable Device ausgeführt wird 
[313]. Charakteristisch für Anwendungen für Wearables sind nach Williams Funktionen, die 
die Fähigkeiten der benutzenden Person erweitern und sie bei ihrer Arbeit unterstützen 
(augmentation) oder Aufgaben für die benutzende Person ohne deren Kenntnisnahme zu er-
ledigen (proactivity) oder die Kommunikation zwischen Menschen ermöglichen oder fördern 
(communication). Nach Dvorak fördern Anwendungen für Wearables zudem die Mobilität 
der benutzenden Person [5]. 
8.2 STAND DER TECHNIK 
Anwendungen für Wearable Devices sind bislang praktisch ausschließlich Partikularlösun-
gen ohne Referenzcharakter. Mit dem Aufkommen leistungsfähiger tragbarer Geräte (z.B. 
Smartwatches) etablieren sich derzeit jedoch verschiedene für diese Geräteklasse optimier-
te Betriebssysteme, die optimierte Bibliotheken für Benutzungsschnittstellenelemente so-
wie entsprechende Gestaltungsrichtlinien bereitstellen. Im Folgenden werden exemplarisch 
drei Betriebssysteme vorgestellt, die sich im Hinblick auf der Anzeige- und Interaktionsge-
staltung deutlich unterscheiden. Google Android Wear ist eine für Wearables angepasste 
Variante des quelloffenen Google Android Betriebssystems [314]. Sie arbeitet prinzipiell 
nicht unabhängig, sondern nur in Verbindung mit einem Standard-Android Gerät. Unabhän-
gige Anwendungen für das Wearable Device sind nicht vorgesehen. Stattdessen werden 
Standard-Android Apps sowie technische Komponenten des ausführenden Geräts benötigt. 
Die Anzeigegestaltung ist minimalistisch und basiert auf einzelnen Bildschirm füllenden 
Elementen. Die Interaktion erfolgt mittels Berühr- und Wischgesten oder mittels 
Sprachsteuerung. Eine Texteingabe ist ausschließlich über die Spracheingabe möglich. Die-
se erfordert eine Internetverbindung des gekoppelten Android Geräts. 
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Tizen ist ein auf Debian Linux basierendes, plattformunabhängiges und portables Betriebs-
system für mobile Endgeräte und Infotainment-Systeme [315]. Grundsätzlich erlaubt Tizen 
sowohl native als auch Web-Applikationen zu entwickeln. Für Wearable Apps steht jedoch 
nur letzteres zur Verfügung. Tizen wird derzeit lediglich in Smartwatches weniger Hersteller 
eingesetzt und hat ansonsten bislang nur geringe Verbreitung erfahren. Für die Anzeige- und 
Interaktionsgestaltung verwendet Tizen für Wearables die von Smartphones bekannten 
Konzepte der direkten Interaktion, was es von Google Android Wear deutlich unterscheidet. 
Eine Internet-basierte Sprachsteuerung ist ebenso verfügbar. 
Das Motorola WT41N0 Wearable Terminal basiert auf Microsoft Windows Embedded Com-
pact CE 7.0. Die Anzeigegestaltung folgt den Gestaltungsregeln für das Betriebssystem, 
während die Bedienung entweder über die Gerätetastatur oder über eine systemintegrierte 
Software zur Sprachsteuerung erfolgt. Eine Internetverbindung ist für die Sprachsteuerung 
nicht notwendig [212].  
8.3 DIE DWUI-BASIERTE MOBILE ANWENDUNG 
8.3.1 Aufgabenmodell und Gestaltungsziele 
Aus der erarbeiteten Anforderungsspezifikation wird in diesem Abschnitt ein Aufgabenmo-
dell für die IT-gestützte Anlageninstandhaltung entwickelt. Das Aufgabenmodell hat einer-
seits den Anspruch, reale Arbeitsabläufe korrekt abzubilden, berücksichtigt andererseits 
aber auch die untersuchungsmethodischen Anforderungen für die gegebene wissenschaft-
liche Fragestellung. Dies bedeutet konkret, dass stark repetitive Abläufe bewusst verkürzt 
oder nur einmal berücksichtigt werden, dafür aber alle aus wissenschaftlicher Sicht relevan-
ten Visualisierungs- und Interaktionsaufgaben realisiert werden. Dadurch erhöht sich im 
Vergleich zu einer kommerziellen Implementierung die Interaktionsvielfalt, wohingegen die 
Arbeitsabläufe teilweise vereinfacht oder verkürzt sind. 
Für diese Arbeit untersuchungsmethodisch relevante Visualisierungsaufgaben sind die Dar-
stellung hierarchisch strukturierter textueller Daten, die Darstellung komplexer Graphiken, 
die Vermittlung von Bearbeitungsstatus und Bearbeitungsfortschritt während der Hand-
lungsunterstützung, die Vermittlung der verfügbaren Interaktionsmöglichkeiten (insbesonde-
re im Hinblick auf die jeweils verfügbare DWUI-Konfiguration) und der aktuellen Position in 
der Navigationsstruktur der Anwendung sowie die handlungsleitende Dialoggestaltung. 
Untersuchungsmethodisch relevante Interaktionsaufgaben sind für die Elementaraufgabe 
Auswählen die Navigation in eindimensional und zweidimensional strukturierten grafischen 
Auswahlelementen (building blocks) (z.B. in Listen (lists) und Gitterlisten (grid lists)), die Na-
vigation in Abbildungen (z.B. in Rohrleitungs- und Instrumentierungsfließbildern (R&IF)), die 
geführte Navigation in Dialogen (Transaktionen) sowie die Menü- und Tab-basierte Navigati-
on zwischen verschiedenen Anwendungsfunktionen. Zudem ist der Wechsel in externe 
Anwendungen und zurück zu berücksichtigen. Für die Elementaraufgabe Code-Eingabe ist 
sowohl die freie Dateneingabe (Freitextfeld) als auch die strukturierte Dateneingabe (Formu-
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larmaske) zu untersuchen, insbesondere unter dem Aspekt einer gebrauchstauglichen Ge-
staltung einer adaptiven virtuellen Tastatur. 
Das Aufgabenmodell wurde entsprechend so gestaltet, dass die genannten Visualisierungs- 
und Interaktionsaufgaben jeweils mindestens in einer Aktivität bzw. einem Teilziel umge-
setzt werden. Das Resultat ist in Abbildung 41 und Tabelle 31 dargestellt, dabei wurde die 
Notation nach Stanton verwendet [316]. Ziel der Arbeitsaufgabe ist die Instandhaltung der 
industriellen Produktionsanlage. Die drei aufgabenbezogenen Teilziele sind dabei Anlagendi-
agnose durchführen (2.) [171], Feldgerät parametrieren (3.) und Informationen beziehen (4.). 
Diese Teilziele können in beliebiger Reihenfolge bei Bedarf verfolgt werden. Zusätzlich 
kommt das obligatorische technologiebezogene Teilziel der Anmeldung am mobilen Infor-
mationssystem (1.) hinzu. 
Das Teilziel Anmeldung am System (1.) erfolgt alternativ durch eine der Aktivitäten Zu-
gangsdaten eingeben (1.1.) oder RFID einer Zugangskarte einlesen (1.2.). Das Teilziel Durch-
führung der Anlagendiagnose (2.) erfordert die sequenzielle Durchführung der Aktivitäten 
Betrachtungseinheit auswählen (2.1.) und Betrachtungseinheit aufsuchen (2.2.) sowie des 
Teilziels Betrachtungseinheit warten (2.3.). Dieses Teilziel erfordert wiederum die sequenzi-
elle Durchführung der Aktivitäten Aufgabenbeschreibung lesen (2.3.1.), Aufgabe bearbeiten 
(2.3.2.), falls erforderlich Rückgabewerte eingeben (2.3.3.), Bearbeitungsergebnis eingeben 
(2.3.4.) und falls gewünscht Bearbeitungsnotiz eingeben (2.3.5.). Die Aktivitäten 2.2. und 
2.3.2. sind nicht durch IT unterstützt. Das Teilziel Feldgerät parametrieren (3.) erfordert die 
sequenzielle Durchführung der Aktivitäten Feldgerät auswählen (3.1.), Geräteparameter be-
arbeiten (3.2.) sowie Parametrierung auf das Feldgerät laden (3.3.). Das Teilziel Informatio-
nen beziehen (4.) kann in beliebiger Reihenfolge bei Bedarf durch die Teilziele Bilddaten 
verwerten (4.1.) oder Textdaten verwerten (4.2.) erreicht werden. Um Bilddaten verwerten 
zu können, muss das Bild ausgewählt (4.1.1), im Bild navigiert (4.1.2.) und bei Bedarf das 
Bild skaliert (4.1.3.) werden. Um Textdaten verwerten zu können muss ein Textdokument 
ausgewählt werden (4.2.1.), anschließend kann das Textdokument bearbeitet  (4.2.2.) wer-
den. 
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Abbildung 41: Aufgabenmodell für die IT-gestützte Instandhaltung; Aufgaben ohne IT-Unterstützung 








































































Plan 4.1. Plan 4.2.
Bild auswählen
4.1.1.
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Plan Beschreibung 
Plan 0. Tue (1.), dann (2., 3., 4.) bei Bedarf in beliebiger Reihenfolge 
Plan 1. Tue (1.1.) oder (1.2.) 
Plan 2. Tue (2.1.), dann (2.2.), dann (2.3.) 
Plan 3. Tue (3.1.), dann (3.2.), dann (3.3.) 
Plan 3.3. Tue (3.3.1.), dann (3.3.2.), dann (3.3.3.) wenn Rückgabe erforderlich, 
dann (3.3.4.), dann (3.3.5.) bei Bedarf 
Plan 4 Tue (4.1.) oder (4.2.) 
Plan 4.1 Tue (4.1.1.), dann (4.1.2., 4.1.3.) bei Bedarf in beliebiger Reihenfolge 
Plan 4.2 Tue (4.2.1.), dann (4.2.2.) bei Bedarf 
Tabelle 31: Handlungspläne zum Aufgabenmodell für die IT-gestützte Instandhaltung 
8.3.2 Anzeige- und Bedienkonzept 
Auf der Grundlage der Anforderungsspezifikation, des Aufgabenmodells sowie der umfang-
reichen verfügbaren Vorarbeiten wurde in einem Komponentenentwurfsprojekt im Rahmen 
der Diplomarbeit von Erik Steckler eine mobile Anwendung entworfen, implementiert und 
evaluiert [317]. Das Ergebnis dieser Arbeit wurde anschließend intensiv überarbeitet, im De-
tail optimiert und mit dem realen Referenz-DWUI ausgerüstet. In den folgenden Abschnitten 
wird das Ergebnis beschrieben und auf die zu Grunde liegenden Arbeiten von Herrn Steckler 
verwiesen.  
8.3.2.1 Farbschema 
Für die Anzeige wird das Android 4 Holo Dark Theme verwendet, eines von zwei Darstel-
lungsthemen für Android 4 [318]. Die Größe, Farbgebung, Verhalten bei Bedienung, Abstän-
de und Anordnung der Bedienelemente innerhalb der Anzeigestruktur folgen den Android 4 
User Interface Guidelines. Gleiches gilt für die Typographie und Ikonographie der Anwen-
dung. Zahlen werden dezimal ohne führende Null, rechtsbündig, durch Komma separiert mit 
fester Zahl an Nachkommastellen und wenn vorhanden mit Einheit angezeigt. Sämtliche Di-
alog- und Anwendungssymbole sind in drei Graustufen gezeichnet. Eine abweichende Farb-
gebung wird für die Hervorhebung der Bearbeitungsstati der einzelnen Wartungsaufgaben, 
für fehlerhafte Eingaben sowie für die Meldungsübersicht in der Meldeleiste verwendet. Die 
verwendeten Farbcodierungen sind den Darstellungsempfehlungen für den Diagnosestatus 
von Feldgeräten nach NE 107 [319] sowie dem Farbkonzept nach VDI/VDE 3699-2 [176] ent-
lehnt. Die Farbcodierungen sind in Tabelle 32 zusammengefasst. Eine Zusammenfassung 
der verwendeten Gestaltungsvorlage ist in [317] zu finden. 
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Objekttyp Farbe Basiert auf 
Dialogauswahlfelder, anwählbare 
Listenelemente, änderbare Werte 
weiß VDI/VDE 3699-2 
Dialogtexte, nicht anwählbare Lis-
ten-elemente, nicht änderbare 
Werte  
hellgrau VDI/VDE 3699-2 
Sollwerte hellblau VDI/VDE 3699-2 
ungültige Werte, Grenzwert-
verletzungen 
Rot  NE 107 („Ausfall“), 
VDI/VDE 3699-2 
Listenrahmen und Symbol für Sta-
tus „unbearbeitet“ 
Halbtransparentes Blau NE 107 („Wartungsbedarf”), 
VDI/VDE 3699-2 („Bedien-
aufforderung“) 
Listenrahmen und Symbol für Sta-







Listenrahmen und Symbol für Sta-
tus „bearbeitet mit Fehler“ 
Halbtransparentes Rot NE 107 („Ausfall“), 
VDI/VDE 3699-2 („Alarm“) 
Listenrahmen und Symbol für Sta-
tus „bearbeitet ohne Fehler“ 
halbtransparentes Grün NE 107 („Diagnose aktiv“), 
VDI/VDE 3699-2 („Normal“) 
Tabelle 32: Farbcodierungen, die abweichend vom Holo Dark Theme eingesetzt wurden (überarbeitet 
auf der Grundlage von [317]) 
8.3.2.2 Anzeigestruktur und Bildelemente 
Die Anzeigestruktur orientiert sich im Wesentlichen an drei Gestaltungsrichtlinien. Der FDT 
Style Guide schlägt mehrere Strukturierungsmöglichkeiten (Layouts) für Benutzungsschnitt-
stellen vor [320]. Das Standard Layout ist dabei vertikal von oben gegliedert in ein Identifika-
tionsfeld, ein optionales Menü, eine optionale Symbolleiste, ein Arbeitsfeld, ein Kontroll- und 
Tastenfeld sowie eine Statusleiste. Das Advanced Layout ordnet links neben dem Arbeits-
feld noch einen Navigationsfeld an. Im Arbeitsfeld können bei Bedarf modale Dialoge einge-
blendet werden. 
VDI/VDE 3699-3 gliedert den Bildschirm ebenfalls vertikal von oben in eine Meldungsleiste, 
ein Übersichts- und Navigationsfeld, ein Arbeitsfeld und ein Tastenfeld [321]. Im Arbeitsfeld 
können bei Bedarf Fenster und modale Dialoge eingeblendet werden. 
Auch die Android 4 User Interface Guidelines  enthalten Empfehlungen zur einheitlichen 
Strukturierung mobiler Anwendungen [318]. Hier wird ebenfalls vertikal von oben in eine 
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Statusleiste, ein Navigationsfeld, ein Arbeitsfeld und ein Kontroll- und Tastenfeld gegliedert. 
Zusätzlich schließt das Hardware-Tastenfeld des Android-Verarbeitungsgeräts den Anzeige-
bereich nach unten ab (bei Querformat entsprechend seitlich angeschlagen). Bei Bedarf 
können Meldungen im Arbeitsfeld (toast) eingeblendet werden und modale Dialoge über 
den gesamten Anzeigenbereich geblendet werden.  
Unterschiede zeigen sich in der Anordnung des Navigationsfelds, das nur im FDT Style Gui-
de links angeordnet ist. Die Statusleiste ist hier unten angeordnet, bei den anderen Struktu-
rierungen oben. Zudem fordert nur der FDT Style Guide ein Identifikationsfeld. Die Verwen-
dung von Fenstern ist nur in der VDI/VDE 3699-3 vorgesehen. Um ein möglichst erwar-
tungskonformes Systemverhalten sicherzustellen, wurden die in den Android 4 User Inter-
face Guidelines vorgegebenen Bereiche unverändert übernommen und um weitere Elemen-
te ergänzt.  
Als Ergebnis des Entwurfs steht die in Abbildung 42 dargestellte vertikale Strukturierung der 
Bildschirmoberfläche für die App von oben in eine Statusleiste, ein Identifikationsfeld, eine 
Navigations- und Meldungsleiste, den Arbeitsbereich und ein Kontroll- und Tastenfeld. Bei 
Bedarf wird oberhalb des Kontroll- und Tastenfelds eine kontextadaptive Tastatur einge-
blendet und der Arbeitsbereich entsprechend verkleinert. Links angeschlagen befindet sich 
eine weitere Navigationsleiste, rechts angeschlagen das Hardware-Tastenfeld. Identifikati-
onsfeld, Navigations- und Meldungsleiste sowie Kontroll- und Tastenfeld können in den Nut-
zereinstellungen ausgeblendet werden. Das Arbeitsfeld vergrößert sich entsprechend. 
Toasts und modale Dialoge werden entsprechend der Android 4 User Interface Guidelines 
verwendet, wobei in modalen Dialogen ebenfalls die kontextadaptive Tastatur zur Verfügung 
steht. Die Android-Tastatur wird im Falle einer Bedienung mit speziellen Eingabegeräten 
nicht genutzt. Die Anwendung ist auch vollständig über den berührungsempfindlichen Bild-
schirm bedienbar. In diesem Fall kann auch die Android Tastatur verwendet werden. 
Dieser strukturelle Aufbau ist gleich für alle Menüs. Das adaptive Kontroll- und Tastenfeld 
zeigt das durch das aktuell eingebundene DWUI definierte Eingabevokabular an. Eingaben 
können so auch direkt auf dem Kontroll- und Tastenfeld getätigt werden. Die virtuelle Tasta-
tur passt sich an das verfügbare Eingabevokabular und den zulässigen Eingaberaum des 
Eingabefelds an und bietet so eine gebrauchstaugliche Texteingabe für unterschiedliche 
DWUI-Konfigurationen. Die Navigationsleiste ermöglicht eine schnelle und einfache Naviga-
tion durch alle Menüs der Anwendung. Im Folgenden werden die grundlegenden Bildele-
mente der Anzeige nach Abbildung 42 kurz vorgestellt. Detaillierte Informationen sind dar-
über hinaus in [317] zu finden. 
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Abbildung 42: Metrik und Anordnung der Anzeigestruktur in Anlehnung an [317, S. 60], Angaben in 
density independent pixels (dip) 
8.3.2.2.1 Tastatur und Dialogfelder 
Die Übersichtsleiste dient im Wesentlichen der Steuerbarkeit der Anwendung mittels spezi-
eller Eingabegeräte. Die Texteingabe muss mit verschiedenen Eingabegeräten mit jeweils 
unterschiedlichen Eingaberäumen möglich sein. Die Google Android Standard-Tastatur ist 
aus diesem Grund nicht einsetzbar und wird durch eine auf den verfügbaren Eingaberaum 
adaptive Tastatur ersetzt. Die Tastatur ist prinzipiell mittels der Auswahl- und Navigations-
funktionen der speziellen Eingabegeräte bedienbar. Dabei wird der Zeichenvorrat entspre-
chend des vorhandenen Eingaberaums entweder horizontal linear oder in Matrixform ange-
ordnet. Dabei sind stets eine Zeile und sechs Spalten sichtbar, wie in Abbildung 43 zu sehen 
ist. Steuerfunktionen wie der manuelle Wechsel zwischen verschiedenen Tastaturmodi 
(Großschreibung, Kleinschreibung, Sonderzeichen), das Löschen von Eingaben, das Navigie-
ren innerhalb von Eingaben, das Übernehmen oder Verwerfen von Eingaben sowie die Ein-
gabe von Leerzeichen und Zeilenumbrüchen sind in einer eigenen vertikalen linearen Anord-
nung bereitgestellt (vgl. Abbildung 43, äußerst rechtes Symbol). Weiterhin ist die Tastatur 
hinsichtlich des einzugebenden Datentyps adaptiv, der angezeigte Datenvorrat wird an den 
einzugebenden Datentyp angepasst. Die Zeichenvorräte sind über entsprechende Konfigu-
rationsdateien leicht änderbar. Die Tastatur wird bei Bedarf eingeblendet, der Arbeitsbereich 
wird entsprechend verkleinert. 
 
Abbildung 43: Exemplarische Darstellung der Gestaltung des Bildelements Tastatur 
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Für die Google Android Dialogfelder besteht prinzipiell die gleiche Problematik. Diese wer-
den daher analog zur Gesamtanzeigestruktur um ein Kontroll- und Tastenfeld erweitert und 
derart angepasst, dass sie mit den speziellen Eingabegeräten bedienbar, das heißt navigier-
bar, anwählbar und abbrechbar sind. Detaillierte Informationen dazu sind in [317] zu finden. 
8.3.2.2.2 Navigationsleiste  
Die in Abbildung 44 dargestellte Navigationsleiste dient der Steuerbarkeit der An-
wendung, insbesondere der Minimierung des Navigationsaufwands zwischen den 
Grundfunktionen. Die Navigationsleiste stellt vertikal linear angeordnet Symbole für 
sämtliche Grundfunktionen, für das Hauptmenü, für die Hilfefunktion, für das Ein-
stellungsmenü sowie für den Beenden-Dialog der Anwendung bereit. Ein Wechsel 
zwischen den Grundfunktionen erfolgt unter Berücksichtigung der aktuell ange-
wählten Betrachtungseinheit. Wechselt die benutzende Person zum Beispiel vom 
Programmmodus Wartungsassistent in den Modus Dokumentenbrowser, so wer-
den ihr die Dokumente genau der Betrachtungseinheit angezeigt, die zuvor im War-
tungsassistenten bearbeitet worden sind. Ein Wechsel in die Hilfefunktion zeigt die 
Hilfe für die zuvor durchgeführte Wartungsaufgabe an. Im Einstellungsmenü können 
globale Anwendungseinstellungen vorgenommen werden. Der Wechsel zwischen 
der Navigationsleiste und dem Arbeitsbereich erfolgt stets mittels eines definierten 
Eingabesymbols, analog zum Wechsel innerhalb des Bedienelements Tastatur. Die 
Navigationsleiste kann nicht ausgeblendet werden. 
Abbildung 44: Exemplarische Darstellung der Gestaltung des Bildelements Navigationsleiste 
8.3.2.2.3 Kontroll- und Tastenfeld 
Das Kontroll- und Tastenfeld dient sowohl der Selbstbeschreibungsfähigkeit als auch der 
Steuerbarkeit der Anwendung. Es stellt Symbole für sämtliche Eingaben des aktuell verfüg-
baren DWUI-Eingaberaums bereit, wie exemplarisch in Abbildung 45 dargestellt ist. Dieser 
ist der benutzenden Person daher zu jederzeit bekannt. Zudem sind die Symbole auch per 
Berührung bedienbar, sodass die Anwendung auch allein mittels direkter Bildschirmbedie-
nung steuerbar ist. 
 
Abbildung 45: Exemplarische Darstellung der Gestaltung des Bildelements Kontroll- und Tastenfeld 
8.3.2.2.4 Übersichtsleiste  
Die Übersichtsleiste dient im Wesentlichen der Selbstbeschreibungsfähigkeit der Anwen-
dung. Sie gibt, wie in Abbildung 46 zu sehen, über ein Symbol am linken Rand Auskunft 
über den Typ der angewählten Betrachtungseinheit bzw. die der aktuellen Notiz oder dem 
angewählten Dokument zugeordnete Betrachtungseinheit. Die mittig platzierte Brotkrumen-
Navigationsleiste (breadcrumb trail) zeigt die aktuelle Ebene innerhalb der Datenhierarchie 
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entsprechend des Anlagenkennzeichnungssystems an bzw. analog die Ebene der zugeord-
neten Betrachtungseinheit. Auf der rechten Seite der Übersichtsleiste wird der aktuelle Be-
arbeitungsstand der Wartungsaufgaben in Form einer Übersicht der Menge an Aufgaben je 
Status (unbearbeitet, in Bearbeitung, bearbeitet ohne Fehler, bearbeitet mit Fehler) darge-
stellt. Für fortgeschrittene Benutzer kann die Übersichtsleiste im Einstellungsmenü ausge-
blendet werden. 
 
Abbildung 46: Exemplarische Darstellung der Gestaltung des Bildelements Übersichtsleiste 
8.3.2.3 Bedienkonzept 
Die Interaktion basiert im Wesentlichen auf diskreter, ein- oder zweidimensionaler Navigati-
on mit vertikaler Vorzugsrichtung und expliziter Auswahl. Entsprechend der in der Prozess-
industrie üblichen Konventionen erfolgt die Auswahl von Elementen grundsätzlich einstufig, 
die Eingabe bzw. Änderung von Werten hingegen zweistufig konfirmierend. Dabei werden 
nach Möglichkeit die Folgen zur Bestätigung dargelegt. Die Navigation innerhalb bildhafter 
Darstellungen (z.B. Rohrleitungs- und Instrumentierungsfließbilder) kann entsprechend des 
verfügbaren Eingaberaums sowohl diskret als auch kontinuierlich erfolgen. Im ersten Fall 
wechselt die Anwendung zwischen den vergrößerbaren Teilen innerhalb der Darstellung, 
die entsprechend farblich hervorgehoben sind. Im zweiten Fall ist ein stufenloses Verschie-
ben (panning) des Anzeigebereichs über die Darstellung möglich, was sich insbesondere bei 
sehr großen Darstellungen anbietet. Daneben unterstützt die Anwendung die direkte Inter-
aktion mit dem berührungsempfindlichen Bildschirm. Sämtliche Bildelemente sind über die 
unter Google Android 4 üblichen Bedienaktionen bedienbar. Da die Icons des Bildelements 
Kontroll- und Tastenfeld bedienbar sind, ist eine Bedienung über den DWUI-Eingaberaum 
ebenfalls möglich. 
Als zusätzliche Bedienmöglichkeit wird die Physical Mobile Interaction basierend auf der 
RFID- bzw. NFC-Technologie realisiert. Dazu sind den Betrachtungseinheiten Werk, Anlage, 
Teilanlage, Equipment, intelligentes Feldgerät, Wartungsplan, Rundgang, Kontrollpunkt so-
wie Benutzer eindeutige RFID Tag-IDs zugeordnet. Wird eine RFID Tag-ID eingelesen, so 
werden entsprechend der Art der verknüpften Betrachtungseinheit und des aktuellen Pro-
grammmodus eine oder mehrere Systemreaktionen ausgewählt. Bei mehreren Optionen 
kann die benutzende Person die gewünschte Reaktion über einen Listendialog auswählen. 
Im Anmeldemenü werden RFID Tag-IDs zur Authentifizierung der benutzenden Person aus-
gewertet. Im Hauptmenü kann die benutzende Person in eine der vier Grundfunktionen di-
rekt zu den Daten des identifizierten Elements springen. In den Funktionsmenüs werden die 
zur identifizierten Betrachtungseinheit verfügbaren Daten ausgegeben. So werden im War-
tungsassistent die zu einem Kontrollpunkt gehörigen Wartungsaufgaben aufgelistet, wenn 
dieser identifiziert wird. Wird hingegen ein Equipment identifiziert, werden alle zu diesem 
Equipment gehörigen Aufgaben angezeigt. Die beiden Mengen können sich auch über-
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schneiden, wenn z.B. das Equipment selbst auch dem Kontrollpunkt zugeordnet ist. In je-
dem Menü wird durch erneutes Einlesen der Tag-ID der benutzenden Person der Dialog 
zum Beenden des Programms aufgerufen. Eine vollständige Aufstellung der Zuordnungen 
ist in Tabelle 34 im Anhang „Verarbeitung von RFID Tag-IDs durch die mobile Anwendung“ 
zu finden. Bei geeigneter RFID-Kennzeichnung der Anlage reduziert diese Bedienmöglich-
keit den Navigationsaufwand innerhalb der Anlage drastisch.  
Wie im Kapitel „Gestaltungskonzept für das Referenz-DWUI“ beschrieben, können die Ein-
gabegeräte sowohl komplementär als auch redundant genutzt werden. Die Geräte werden 
dazu derzeit im Vorfeld bereits aufeinander abgestimmt, sodass eine sinnvolle Integration 
der jeweiligen Eingaberäume überhaupt möglich ist. Die Zuordnung von Eingaben zu Kon-
zepten kann jedoch flexibel mittels Konfiguration auf dem Zielgerät an die Bedürfnisse der 
benutzenden Person angepasst werden. Eine Änderung des Programmcodes ist nicht erfor-
derlich. Aus den Zuordnungen leitet die Anwendung den insgesamt verfügbaren Eingabe-
raum ab und passt die Benutzungsschnittstelle der mobilen Anwendung entsprechend an. 
Perspektivisch könnte die Abstimmung der Geräte auch automatisiert werden. Die vollstän-
dige Zuordnung der Eingabesymbole zu den Konzepten der mobilen Anwendung ist in [317] 
zu finden. 
8.3.2.4 Menüstruktur und Navigationskonzept 
In Abbildung 47 sind das Navigationsmodell und die Menüstruktur der tragbaren Anwen-
dung dargestellt, die auf der Grundlage des vorgestellten Aufgabenmodells entworfen wor-
den sind. Die einzelnen Menüs sind als grüne Rechtecke dargestellt, die Verzweigungs-
punkte als blaue Rauten. Die Sprungmöglichkeit in die Notizeingabe wird aus Gründen der 
Übersichtlichkeit nicht dargestellt. Notizen können zu Kontrollpunkten, Wartungsaufgaben, 
Benutzern sowie zu allen Elementen in der Anlagenhierarchie einschließlich der intelligenten 
Feldgeräte hinzugefügt werden, indem das Element im Arbeitsbereich ausgewählt und an-
schließend in der Navigationsleiste die Notizfunktion gewählt wird. Alternativ kann das Ele-
ment über dessen RFID direkt ausgewählt und anschließend in der Auswahlliste die Notiz-
funktion gewählt werden. 
Nach der obligatorischen Anmeldung gelangt die benutzende Person in das Hauptmenü. 
Dort stehen die vier Grundfunktionen der Anwendung Rundgangsassistent, Dokumenten-
browser, R&I-Fließbildbetrachter und Feldgerätebrowser zur Verfügung. Die benutzende 
Person wählt eine Funktion und bestimmt damit den Programmmodus, in dem sich die An-
wendung anschließend befindet. Die direkte Auswahl der Grundfunktion in der Navigations-
leiste bewirkt das Gleiche. Aus dem Programm-Modus leiten sich der Navigationspfad so-
wie die Interpretation von eingelesenen RFID Tag-IDs ab. Die benutzende Person kann ent-
weder manuell durch die Listen navigieren oder das gewünschte Element direkt über die 
zugehörige RFID Tag-ID auswählen. Im Folgenden werden verschiedenen Menüs kurz be-
schrieben. 
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Abbildung 47: Aktivitätsdiagramm zur Darstellung des Navigationsmodells und der Menüstruktur der 
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8.3.2.4.1 Anmeldemenü 
Die Anwendung startet mit einem Anmeldemenü. Dort kann sich die benutzende Person 
anmelden und entscheiden, ob sie auf einem bestehenden Datensatz weiterarbeiten oder 
einen neuen Datensatz herunterladen möchte. Die Anmeldung kann entweder über die 
Kombination aus Nutzernamen und Passwort oder über das Einlesen eines entsprechenden 
RFID-Tags erfolgen. Nach erfolgreicher Anmeldung gelangt die benutzende Person in das 
Hauptmenü, aus dem sie in die Funktionsmenüs gelangt. Das Anmeldemenü ist in Abbil-
dung 48 dargestellt. In dieser Abbildung sind weiterhin sämtliche Bildelemente der Anwen-
dung dargestellt. Im Identifikationsfeld ist das aktuelle Menü, hier der Anmeldebildschirm, 
angegeben sowie die Meldungsleiste, in der beliebige Meldungen in Form eines Tickers an-
gezeigt werden können. In der aktuellen Implementierung wird der Text „Meldungs-
platzhalter“ statisch angezeigt. Direkt darunter ist die Navigations- und Meldeleiste zu se-
hen, die im Anmeldemenü leer bleibt. Im Kontroll- und Tastenfeld ist zu erkennen, dass der 
benutzenden Person aktuell ein Eingaberaum von sieben Eingaben mit zweidimensionaler 
Navigation verfügbar ist.  
 
Abbildung 48: Bildschirmfoto des Anmeldemenüs 
8.3.2.4.2 Hauptmenü 
Das Hauptmenü bietet Zugriff auf sämtliche Funktionen der Anwendung. Der Arbeitsbereich 
ist, wie in Abbildung 49 zu sehen, als Gitterliste (grid list) mit zwei Spalten und einer beliebi-
gen Anzahl von Zeilen realisiert, wobei jeweils zwei Zeilen angezeigt werden. In der aktuel-
len Implementierung sind damit alle vier Grundfunktionen sichtbar. Die Darstellung folgt, 
wie alle Menüs der Anwendung, dem Android Holo Dark Theme [318]. Die Bedienung ist 
sowohl mittels eindimensionaler als auch mittels zweidimensionaler Navigation möglich. Im 
ersten Fall durchläuft der Fokus Spalte für Spalte von oben nach unten. In Abbildung 49 sind 
zur besseren Sichtbarkeit alle ausblendbaren Elemente ausgeblendet, gleiches gilt für die 
folgenden Bildschirmfotos. 
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Abbildung 49: Bildschirmfoto des Hauptmenüs, alle ausblendbaren Elemente ausgeblendet 
8.3.2.4.3 Wartungsassistent 
Der in Abbildung 50 dargestellte Wartungsassistent dient der Unterstützung bei der Bear-
beitung von Instandhaltungsaufgaben, indem er einerseits eine Navigationsfunktion in den 
zu bearbeitenden Rundgängen, Kontrollpunkten und Aufgaben bereitstellt und andererseits 
einen Aufgabenassistenten zur Unterstützung der Bearbeitung der einzelnen Aufgaben. Er 
bietet entsprechend zwei unterschiedlich gestaltete Arbeitsbereiche an. Die Anwendung ar-
beitet damit im Programm-Modus Wartungsassistent. Die gerätebezogenen RFID Tag-IDs 
werden in diesem Fall zur Direktauswahl der zugehörigen Aufgaben verwendet. 
Für die Navigationsfunktion ist der Arbeitsbereich als vertikal angeordnete hierarchische Lis-
te gestaltet, die den Datensatz Wartungspläne in der dort definierten Sortierung darstellt. 
Die einzelnen Listenelemente enthalten den Namen des auswählbaren Elements sowie 
verschiedene Symbole. Die Statussymbole geben den Gesamtbearbeitungsstand der darun-
terliegenden Elemente ikonografisch und farblich kodiert an. Der Gesamtbearbeitungsstand 
ist unbearbeitet, solange alle Aufgaben unbearbeitet sind. Solange nicht alle Aufgaben bear-
beitet sind, ist der Gesamtbearbeitungsstand in Bearbeitung. Sind alle Aufgaben bearbeitet, 
so ist der Gesamtbearbeitungsstand bearbeitet ohne Fehler, falls alle Aufgaben ebendiesen 
Status haben, andernfalls bearbeitet mit Fehler. Der Gesamtbearbeitungsstand wird zusätz-
lich durch einen farbigen Balken an der rechten Kante des Listenelements farblich kodiert 
angezeigt. Links neben dem jeweiligen Statussymbol können weitere Symbole angezeigt 
sein. Das Warnsymbol zeigt an, dass unterhalb des aktuellen Elements mindestens ein 
Element mit einer ungültigen bzw. fehlerhaften Nutzereingabe existiert. Das Notizsymbol 
zeigt an, dass dem jeweiligen Element eine Notiz zugeordnet ist. In der aktuellen Implemen-
tierung darf jedes Element über maximal eine Notiz verfügen. Die benutzende Person kann 
jederzeit frei innerhalb der gesamten Hierarchie navigieren. In der Navigations- und Melde-
leiste sind die aktuelle Position innerhalb der Hierarchie sowie der Bearbeitungszustand der 
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Aufgaben unterhalb des aktuellen Elements in der Hierarchie angezeigt. Mit der Auswahl ei-
ner Aufgabe gelangt die benutzende Person in den Aufgabenassistenten. 
 
Abbildung 50: Bildschirmfoto des Wartungsassistentenmit einer erfolgreich bearbeiteten Aufgabe 
und einer mit Fehlern beendeten Aufgabe, die eine ungültige Eingabe sowie eine Notiz enthält 
Der in Abbildung 51 dargestellte Aufgabenassistent ist als sequenzieller Multi-Tab Dialog mit 
automatischem Vorsprung und manueller Rücksprungmöglichkeit realisiert. Die benutzende 
Person durchläuft dabei grundsätzlich vier Dialogschritte. In Schritt 1: Aufgabenbeschrei-
bung erhält die benutzende Person die Arbeitsaufgabe, deren Durchführung sie durch das 
Konzept Bestätigen quittiert. In Schritt 2: Rückmeldung kann sie anschließend aufgabenspe-
zifische Rückgabewerte wie z.B. Temperatur oder Füllstand eingeben. Erfordert die Aufgabe 
keine Werteingabe, entfällt Schritt 2: Rückmeldung und wird auch nicht in der Tab-Leiste 
angezeigt. Werden hingegen mehrere Rückmeldungen erwartet, können nacheinander 
mehrere Tabs angezeigt werden. In Schritt 3: Diagnose kann die benutzende Person das er-
zielte Bearbeitungsergebnis der Aufgabenbearbeitung aus einer Liste auswählen. Die Liste 
enthält die vier grundlegenden Stati (unbearbeitet, in Bearbeitung, bearbeitet mit Fehler, be-
arbeitet ohne Fehler) sowie verschiedene aufgaben- oder gerätespezifisch projektierte Stan-
dardfehler. Die Standardfehler werden im Datensatz Wartungsergebnisse vorgehalten. Im 
letzten Schritt 4: Notizeingabe kann die benutzende Person noch eine freitextliche Notiz 
eingeben. Die Eingabe ist optional. Der Dialog wird durch das Konzept Bestätigen abge-
schlossen. Wurde eine Eingabe gemacht, wird diese gespeichert. Anschließend gelangt die 
benutzende Person zurück in die Aufgabenliste. Die benutzende Person hat die Möglichkeit 
die Tabs über das Konzept Zurück sequentiell in entgegengesetzter Richtung zu durchlau-
fen. Alternativ können die einzelnen Schritte über die zugehörigen Tabs direkt angewählt 
werden. Durch das Konzept Abbrechen gelangt die benutzende Person zurück in die Naviga-
tionsfunktion des Aufgabenassistenten. Dabei werden sämtliche Eingaben verworfen. Dies 
muss in einem modalen Dialog bestätigt werden.  




Abbildung 51: Die vier Menüs des Aufgabenassistenten: links oben: Menü Aufgabenbeschreibung; 
rechts oben: Menü Rückmeldung; links unten: Menü Diagnose; rechts unten: Menü Notizeingabe. 
Der Dialog ist atomar, Eingaben werden nur übernommen, wenn die Transaktion abge-
schlossen wurde. Eine Unterbrechung der Aufgabe ist dennoch jederzeit möglich, indem 
der Bearbeitungs-status auf in Bearbeitung gesetzt wird. Auf diese Weise ist es der benut-
zenden Person erstens einfach möglich sämtliche Eingaben zu verwerfen, indem sie die 
Transaktion abbricht, und zweitens ist es ihr problemlos möglich auch vorläufige Werte und 
Notizen abzuspeichern und diese über den Bearbeitungsstatus als solche zu kennzeichnen.  
Aus forschungsmethodischen Gründen ist der Multi-Tab Dialog derart gestaltet, dass ver-
schiedene  Eingabeprinzipien für Daten realisiert werden. Der Schritt Rückmeldung fordert 
die Eingabe eines Werts in einem von mehreren definierten Datentypen und Formaten. Die 
Eingabe wird über eine entsprechend strukturierte Maske realisiert. Wird dabei eine virtuelle 
Tastatur benötigt, wird diese an den vorgegebenen Datentyp und den verfügbaren Eingabe-
raum angepasst. Die Eingabe wird anhand der vorgegebenen Grenzwerte sowie des vorge-
gebenen Datentyps validiert, daraus wird der Warnhinweis in der Navigationsfunktion abge-
leitet. Die Eingabe im Schritt Diagnose erfolgt hingegen durch die Auswahl eines Elements 
aus einer Liste vordefinierter Ergebnisse. Die Notizeingabe erfolgt stets als Freitexteingabe.  
8.3.2.4.4 Dokumentenbrowser 
Der Dokumentenbrowser dient dem zielgerichteten Auffinden von Dokumenten zu be-
stimmten Betrachtungseinheiten, indem er einerseits eine Navigationsfunktion in den Do-
kumenten bereitstellt und andererseits verschiedene Dokumentenbetrachter für die unter-
stützten Dateiformate anbietet. Er bietet entsprechend zwei unterschiedlich gestaltete Ar-
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beitsbereiche an, die in Abbildung 52 dargestellt sind. Die Anwendung arbeitet nun im Pro-
gramm-Modus Dokumentenbrowser, die gerätebezogenen RFID Tag-IDs werden zur Direk-
tauswahl der zugehörigen Dokumente verwendet. 
  
Abbildung 52: Die zwei Menüs des Dokumentenbrowsers: links die Navigationsfunktion; rechts das 
Auswahlmenü mit zwei exemplarischen Dokumenten 
Für die Navigationsfunktion ist der Arbeitsbereich als vertikal angeordnete hierarchische Lis-
te gestaltet, die den Datensatz Dokumente in der dort definierten hierarchischen Struktur 
darstellt. Diese entspricht der Anlagenhierarchie und folgt entsprechend dem Anlagenkenn-
zeichnungssystem. Die Liste zeigt neben den Betrachtungseinheiten der nächsttieferen Hie-
rarchieebene die verfügbaren Dokumente der aktuell ausgewählten Betrachtungseinheit an. 
Die benutzende Person kann also entweder weiter in der Hierarchie navigieren oder ein Do-
kument auswählen. 
Durch die Auswahl eines Dokuments wird der diesem Dateiformat zugeordnete Dokumen-
tenbetrachter geöffnet. Dieser wird stets im Vollbildmodus angezeigt, um die Darstellungs-
fläche zu maximieren. Alle Bereiche außer dem Arbeitsbereich werden entsprechend aus-
geblendet. Es ist zweckmäßig, Betrachter zu gestalten, die mit den speziellen Eingabegerä-
ten bedienbar sind. Aus forschungsökonomischen Gründen wurde in der aktuellen Realisie-
rung auf die Implementierung spezieller Betrachter verzichtet und auf verfügbare externe 
Apps zurückgegriffen. Diese können entweder in einer Konfigurationsdatei spezifiziert wer-
den oder über einen entsprechenden Dialog von der benutzenden Person ausgewählt wer-
den. Durch die Konfigurationsdatei ist es möglich externe Apps zu integrieren, die für eine 
Bedienung mit einem DWUI geeignet sind. Somit wird die (versehentliche) Auswahl einer 
inkompatiblen App durch die benutzende Person ausgeschlossen. 
8.3.2.4.5 Feldgerätebrowser 
Der Feldgerätebrowser dient dem Parametrieren von intelligenten Feldgeräten, indem er ei-
nerseits eine Navigationsfunktion innerhalb der Anlagenhierarchie bereitstellt und anderer-
seits einen Parameterbrowser zur Anzeige und Manipulation der Geräteparameter anbietet. 
Er bietet entsprechend zwei unterschiedlich gestaltete Arbeitsbereiche an. Die Anwendung 
arbeitet nun im Programm-Modus Dokumentenbrowser, eingelesene RFID Tag-IDs werden 
zur Direktauswahl der zugehörigen Dokumente verwendet. 
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Abbildung 53: Der Parameterbrowser des Feldgerätebrowsers (links) und ein modaler Dialog zur Än-
derung von Parametern (rechts) 
Die Navigationsfunktion ist analog zu derjenigen des Dokumentenbrowsers gestaltet. Aller-
dings enthält die Equipment-Liste ausschließlich intelligente Feldgeräte. Durch die Auswahl 
eines Feldgeräts öffnet sich der in Abbildung 53 links dargestellte Parameterbrowser, der 
sämtliche verfügbaren Parameter des Feldgeräts in Form einer Gitterliste (grid list) anzeigt. 
Die Parameter werden im Datensatz Intelligente Feldgeräte vorgehalten. Änderbare Para-
meter sind weiß dargestellt und auswählbar. Wird ein Parameter ausgewählt, öffnet sich ei-
ne für den Datentyp spezifische Eingabemaske oder Auswahlliste, wie in Abbildung 53 
rechts zu sehen. Nicht änderbare Parameter sind grau dargestellt. Eingelesene RFID Tag-IDs 
von Anlagen und Teilanlagen führen zum Wechsel in die entsprechende Liste, Tag-IDs von 
Geräten öffnen direkt den Parameterbrowser. 
8.3.2.4.6 R&IF Betrachter 
Der R&IF-Betrachter dient dem zielgerichteten Auffinden und Darstellen von Rohrleitungs- 
und Instrumentierungsfließbildern (R&IF) zu bestimmten Anlagen und Teilanlagen, indem er 
einerseits eine Navigationsfunktion bereitstellt und andererseits einen speziellen R&I-
Fließbildbetrachter anbietet. Er bietet entsprechend zwei unterschiedlich gestaltete Arbeits-
bereiche an. Die Anwendung arbeitet nun im Programm-Modus R&IF-Browser. Eingelesene 
RFID Tag-IDs von Anlagen führen zum Wechsel in die entsprechende Teilanlagenliste, RFID 
Tag-IDs von Teilanlagen öffnen direkt das zugehörige R&I-Fließbild. 
Die Navigationsfunktion ist analog zu derjenigen des Dokumentenbrowsers gestaltet. Aller-
dings enthalten die Listen neben den Betrachtungseinheiten ausschließlich die zugehörigen 
R&IF. Die Hierarchieebene Equipment entfällt zudem, da diese keine R&IF enthalten kann. 
Durch die Auswahl eines R&IF wird dieses in einem speziellen Betrachter angezeigt, der in 
Abbildung 54 dargestellt ist. Dieser ist in der Lage, R&I-Fließbilder in mehreren Detailstufen 
darzustellen. So können im R&IF der Anlage die Bereiche der enthaltenen Teilanlagen aus-
gewählt werden. Diese werden dann vergrößert dargestellt. Gleiches ist mit den im R&IF 
der Teilanlage enthaltenen Anlagenteilen möglich. Der jeweils angewählte Bereich ist blau 
hinterlegt. Der Wechsel zwischen den Bereichen ist sowohl mit eindimensionaler als auch 
mit zweidimensionaler Navigation möglich. Im ersten Fall werden die Bereiche Spalte für 
Spalte von oben nach unten durchlaufen. In der aktuellen Realisierung ist für jede Darstel-
lung (d.h. jede Detaillierungsstufe und jede Bereichsauswahl) eine eigene Bilddatei generiert 
Gestaltung des DWUI-basierten mobilen Informationssystems 
195 
und auf dem Gerät hinterlegt worden. Die entsprechenden Bilddateien werden im Daten-
satz Abbildungen vorgehalten. Ein dynamisches Rendering vektorbasierter Daten ist denk-
bar, jedoch aufwändig und aus diesem Grunde in dieser Arbeit nicht umgesetzt. 
 
Abbildung 54: Bildschirmfoto des Betrachters für Rohrleitungs- und Instrumentierungsfließbilder;   
aktuell angewählte Teilanlage blau hinterlegt 
8.4 DAS DWUI-BASIERTE MOBILE INFORMATIONSSYSTEM 
8.4.1 Netzwerkarchitektur 
Informationssysteme im industriellen Einsatz sind in der Regel durch eine komplexe Netz-
werkarchitektur mit verschiedenen Sicherheitsmechanismen realisiert. Ein mobiles Informa-
tionssystem muss sich in diese Architektur einfügen und dennoch gebrauchstauglich funkti-
onieren. Insbesondere die entstehenden Latenzzeiten und die notwendigen Authentifizie-
rungsmechanismen müssen im Hinblick auf den Nutzungswiderstand des Systems mini-
miert werden. Die realisierte DWUI-basierte mobile Anwendung wird aus diesem Grund in 
ein realitätsnahes, industrietypisches Netzwerk eingebunden. Dabei wird zum einen exemp-
larisch gezeigt, dass der Datenaustausch mit lizenzpflichtigen industriellen Planungswerk-
zeugen durch gesicherte Netze hindurch realisiert werden kann. Zum anderen wird gezeigt, 
wie die Architektur im Versuchsaufbau realisiert wurde.  
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Abbildung 55: Physische Netzwerkstruktur des Versuchsaufbaus für das mobile Informationssystem 
Abbildung 55 zeigt die physische Netzwerkstruktur. Die entfernte Datenquelle (Data Ba-
ckend) befindet sich auf einer virtuellen Maschine, die im Versuchsaufbau lokal auf einem 
Notebook ausgeführt wird, im operativen Einsatz hingegen in einer Cloud des Unter-
nehmens laufen würde. Das Notebook ist per Ethernet mit einem WLAN-Router verbunden, 
der als AP/DHCP Server arbeitet. Über diesen können sich beliebige mobile Verarbeitungs-
geräte mit der virtuellen Maschine verbinden. Die virtuelle Maschine benötigt Zugriff auf ei-
nen Lizenz-Server, der in einem geschützten Bereich des Unternehmensnetzwerks (Virtual 
LAN) läuft. Das Notebook ist dazu über WLAN mit dem Internet Service Provider des Unter-
nehmens verbunden und baut eine sichere VPN-Verbindung durch die Unternehmens-
firewall in das virtuelle lokale Netzwerk auf. Dort kann die entfernte Datenquelle die benötig-
te Lizenz beziehen. Im operativen Einsatz könnte auch die virtuelle Maschine der entfernten 
Datenquelle selbst innerhalb des Unternehmensnetzwerks ausgeführt werden.  
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Abbildung 56: Logische Netzwerkstruktur des Versuchsaufbaus für das mobile Informationssystem 
Abbildung 56 zeigt die logische Netzwerkstruktur. Es ist zu sehen, dass das Notebook ein 
lokales virtuelles Netzwerk aufbaut, in dem sich die virtuelle Maschine befindet. Über ein lo-
kales Gateway werden die Anfragen an den Lizenzserver und der Datenaustausch mit den 
mobilen Verarbeitungsgeräten geregelt. Für die Anfragen wird eine sichere VPN-Verbindung 
mit dem VPN-Server des Unternehmens aufgebaut. Dieser VPN-Tunnel passiert die ISP 
Security Appliance des lokalen kabellosen Netzwerks in das globale Internet und passiert 
anschließend das zentrale Company Firewall Service Module in die DMZ des Unterneh-
mens, wo sich der VPN Server befindet. Diese regelt über ein lokales Gateway die Anfragen 
an den Lizenz-Server. Der Datenaustausch wird über einen separaten WLAN-Access Point 
abgewickelt, da das Notebook nur über ein Wi-Fi-Modul verfügt. 
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8.4.2 Datenaustausch 
Das mobile Informationssystem besteht aus einer Anzahl von speziellen Interaktionsgeräten 
einschließlich einem mobilen Verarbeitungsgerät und der entfernten Datenquelle in Form 
eines Comos Engineering Servers. Auf dem mobilen Verarbeitungsgerät werden die App 
MIS und der Dienst PeripheralDeviceController ausgeführt. Zudem liegt eine Reihe von An-
wendungsdaten im lokalen Speicher des Verarbeitungsgeräts. Über eine IP-Verbindung ist 
das mobile Verarbeitungsgerät kabellos mit dem Comos Engineering Server verbunden. 
Dieser stellt den Webservice Comos Enterprise Server Service (CESS)10 sowie die eigentli-
che Comos Plant Engineering Software bereit. Die speziellen Interaktionsgeräte sind eben-
falls kabellos über Bluetooth mit dem mobilen Verarbeitungsgerät verbunden. Das Vertei-
lungsdiagramm in Abbildung 57 stellt die Verteilung aller Komponenten in Kürze dar. 
                                                
10 Der Comos Enterprise Server Service ist im Rahmen des EC FP7 IP ComVantage (Grant agreement 
no. 284928) entstanden.  




Abbildung 57: Verteilungsdiagramm für das gesamte mobile Informationssystem 
Die App MIS nutzt den CESS, um Engineering-Daten aus der Comos Plant Engineering 
Software zu exportieren oder zu importieren. Der CESS nutzt dafür die Comos-eigene 
Schnittstellentechnologie des Comos Enterprise Servers, um anwendungsspezifisch struk-
turierte XML-Dateien mit den relevanten Engineering-Daten generieren bzw. verarbeiten zu 
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Abbildung 58: Import der Daten aus dem COMOS Server und aus dem lokalen Datenspeicher des 
mobilen Verarbeitungsgeräts 
Sendet die App MIS einen Export-Request an den CESS, übermittelt dieser die entspre-
chende MotionX-Command (mxc) Datei an den Comos Enterprise Server. Dieser generiert 
daraufhin die entsprechende XML-Datei und gibt diese zusammen mit einer MotionX-
Response (mxr) Datei an den CESS zurück, der die mxr-Datei auswertet und im Erfolgsfall 
die XML-Datei an die App MIS zurückgibt. Die App verarbeitet anschließend die empfange-
nen XML-Dateien und importiert die Daten in eine interne SQLite Datenbank. Der Ablauf 
des Imports der Daten aus der Comos Plant Engineering Software in die Datenbank der App 
MIS ist im Sequenzdiagramm in Abbildung 58 dargestellt. Die App bezieht vom Comos 
Enterprise Server die Anlagenhierarchie, die wartungsrelevanten Informationen sowie die 
Anlagendokumentation mit Ausnahme der Rohrleitungs- und Instrumentierungsfließbilder. 
Diese werden im Vorfeld auf dem lokalen Speicher hinterlegt und beim Neuaufbau der an-
wendungsinternen Datenbank eingelesen. Gleiches gilt für die Parametrierungsdaten des 
Import into MIS
MIS COMOS Server
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intelligenten Feldgeräts sowie die Nutzerdatensätze, die jeweils in Form von XML-Dateien 
hinterlegt sind. Die Dateien werden von dem Programm nicht verändert. Stattdessen wer-
den die Daten während des Imports in die Anwendung über XSLT-Transformationen an die 
interne Datenbankstruktur angepasst. Damit ist die Anwendung ohne Änderungen am 
Quellcode an Strukturänderungen in den Datenquellen anpassbar. Perspektivisch ist eine 
Abfrage eines Process Device Managers oder eines intelligenten Feldgeräts zum Bezug der 
Parametrierungsdaten angedacht. Ebenso können die Fließbilder zur Laufzeit gerendert oder 
von der Comos Plant Engineering Software bezogen werden. Aus forschungsökonomischen 
Gründen wurden diese Funktionen nicht realisiert. 
 
Abbildung 59: Export der Daten zum COMOS Server 
Sendet die App MIS einen Import-Request zusammen mit einer entsprechenden XML-Datei 
an den CESS, so wird diese zusammen mit einer dafür hinterlegten MotionX-Command 
(mxc) Datei an den Comos Enterprise Server weitergegeben. Dieser importiert nun die Da-
ten aus der XML-Datei in die interne Engineering-Datenbank und beantwortet den Auftrag 
mit einer MotionX-Response (mxr) Datei. Der CESS wertet die mxr-Datei aus und benach-
richtigt die App MIS über den Erfolg des Imports. Der Ablauf des Exports der Daten aus der 
anwendungsinternen Datenbank und des nachfolgenden Imports in die Comos Engineering 
Software ist detailliert im Sequenzdiagramm in Abbildung 59 dargestellt. 
In die Comos Plant Engineering Software importiert werden die ausgewählten Wartungs-
ergebnisse, die zurückgemeldeten Daten aus der Wartung (z.B. Messwerte) sowie die von 
der benutzenden Person eingegebenen Notizen. Dazu werden die Daten zunächst in der 
SQLite-Datenbank persistiert und anschließend in eine XML-Datei exportiert, die dem For-
mat der zuvor bezogenen Importdatei entspricht, jedoch nur tatsächlich geänderte Daten 
enthält. Somit wird die übermittelte Datenmenge minimiert. Die Datei wird an den CESS 
übermittelt und anschließend in die Comos Datenbank übernommen. Für jeden Import wird 
in der Comos Plant Engineering Software eine neue Arbeitsschicht erzeugt. Somit werden 
Versionskonflikte und Datenverluste verhindert. Die Arbeitsschichten können im Anschluss 
Export from MIS
MIS COMOS Server
Webservice XMLConnector COMOS database
closeAndSaveDatabase()
writeChangesToXML()
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manuell mit der Basisarbeitsschicht zusammengeführt werden. Durch die vorangegangene 
Datenminimierung befinden sich in der neuen Arbeitsschicht zudem nur die von der benut-
zenden Person tatsächlich eingegebenen Daten, was die Zusammenführung wesentlich 
vereinfacht. Ein Import weiterer Daten würde analog erfolgen, ist aus forschungsökonomi-
schen Gründen jedoch nicht realisiert.  
8.4.3 Datenstrukturen 
Das mobile Informationssystem bedient eine große Anzahl verschiedenartiger Informations-
bedarfe. Die Informationsauswahl erfolgt zum einen entsprechend der identifizierten Anfor-
derungen aus der Anwendungsdomäne und zum anderen mit Blick auf die zugrunde liegen-
de Forschungsfrage mit dem Ziel einer möglichst großen Vielfalt an Darstellungs- und Inter-
aktionstechniken. Konkret stellt das System eine hierarchische Übersicht der Betrachtungs-
einheiten in den Anlagenebenen Anlage, Teilanlage und Anlagenteil, wartungsrelevante In-
formationen zu Wartungsrundgängen, deren Kontrollpunkten und den enthaltenen Arbeits-
aufgaben und Diagnosen, Dokumente zu den Betrachtungseinheiten in den beschriebenen 
Anlagenebenen, eine grafische Darstellung der Anlagenstruktur in Form eines Rohrleitungs- 
und Instrumentierungsfließbilds sowie eine Parameterübersicht für die intelligenten Feldge-
räte der Anlage bereit. Es ermöglicht eine Authentifizierung von Benutzern, die Eingabe von 
Arbeitsergebnissen und Rückgabewerten aus der Aufgabenbearbeitung, die Erstellung von 
Freitextnotizen zu Arbeitsaufgaben und Betrachtungseinheiten sowie die Änderung von Pa-
rametern der intelligenten Feldgeräte. Es meldet die eingegebenen Arbeitsergebnisse und 
Rückgabewerte aus der Aufgabenbearbeitung sowie die von der benutzenden Person ein-
gegebenen Notizen an die Comos Plant Engineering Software zurück. Die App MIS ist man-
dantenfähig, das heißt für jede angemeldete benutzende Person wird eine eigene lokale Da-
tenbasis erstellt. Die einzelnen Datensätze sind vollständig voneinander unabhängig und 
können nach einem Neustart der Anwendung im Anschluss an die Benutzeranmeldung 
wiederhergestellt werden. Im Folgenden werden die einzelnen Datensätze kurz beschrie-
ben. 
8.4.3.1 Datensatz Benutzer 
Der Datensatz Benutzer (users) enthält die zugelassenen Nutzernamen und zugehörige 
RFID Tag-IDs. Der Datensatz ist artifiziell und wird als XML-Datei direkt auf dem mobilen 
Verarbeitungsgerät abgelegt. Ein Export aus einem realen System wurde aus forschungs-
ökonomischen Gründen nicht realisiert. Die Authentifizierung erfolgt entweder über das Ein-
lesen der persönlichen, mit einem RFID-Tag versehenen Zugangskarte oder über die Einga-
be der Tag-ID im Login-Menü. Für jeden hinterlegten Benutzer wird eine eigene lokale Da-
tenbasis erzeugt, die auch nach der Abmeldung erhalten bleibt. Nach der Anmeldung wird 
die benutzende Person gefragt, ob die vorhandene Datenbasis geladen oder eine neue Da-
tenbasis erzeugt werden soll. Im letzteren Fall wird die bestehende Datenbasis gelöscht. 
Der Datensatz Benutzer wird durch die Anwendung nicht verändert.  
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8.4.3.2 Datensatz Dokumente 
Der Datensatz Dokumente (documents) besteht aus den in der Comos Plant Engineering 
Software hinterlegten Dokumenten zur Referenzanlage (das Gerätezentrum für Automatisie-
rungstechnik der TU Dresden) sowie aus einer Beschreibungsdatei für diese Dokumente. 
Der Datensatz wird vom Comos Enterprise Server Service an das mobile Verarbeitungsgerät 
ausgeliefert, zum einen in Form einer gepackten Datei im .zip-Format mit den Dokumenten 
in der in Comos definierten Ordnerstruktur, und zum anderen in Form einer XML-Datei mit 
der Beschreibung der Dokumente. Die XML-Datei enthält eine Menge von Elementen vom 
Typ Document. Diese enthalten den Dokumentnamen, den Dateityp und den Dokumenten-
typ in Comos, eine eindeutige ID und das letzte Änderungsdatum, eine Beschreibung sowie 
den relativen Pfad der Dokumente in der Ordnerstruktur innerhalb der gepackten Datei.  
Die XML-Datei wird beim Import der Anlagenhierarchie ausgewertet und diesem Datensatz 
zugeordnet. Die zip-Datei wird unter Wahrung der Ordnerstruktur an definierter Stelle in das 
lokale Dateisystem entpackt. Somit ist der Anwendung sowohl die Zuordnung der Doku-
mente zu den Betrachtungseinheiten als auch der Dateipfad zum Öffnen des Dokuments 
bekannt. Über den Dateityp kann die Anwendung eine geeignete externe Anwendung zur 
Darstellung des Dokuments auswählen. Eine Bearbeitung oder ein Export der Dokumente 
finden nicht statt, der Datensatz Anlagenhierarchie wird durch die Anwendung daher nicht 
verändert. 
8.4.3.3 Datensatz Abbildungen 
Der Datensatz Abbildungen (pid) besteht aus mehreren Rohrleitungs- und Instrumentie-
rungsfließbildern (R&IF) für die Referenzanlage (das Gerätezentrum für Automatisierungs-
technik der TU Dresden) sowie einer Beschreibungsdatei für diese Dateien. Diese enthält 
die hierarchische Struktur der Abbildungen. Die Abbildungen sind analog zur Anlagenhierar-
chie gegliedert in das R&IF der Anlage, die R&IF der Teilanlagen und die R&IF der Anlagen-
teile, wobei das übergeordnete Element jeweils die Kardinalität von 1 besitzt. Jedes der 
Elemente besitzt eine eindeutige ID und den relativen Pfad der Datei in der Ordnerstruktur 
im lokalen Speicher. 
Der Datensatz ist artifiziell und wird in Form von mehreren .png-Dateien und einer XML-
Datei direkt auf dem mobilen Verarbeitungsgerät abgelegt. Ein Export aus einem realen Sys-
tem ist angedacht, jedoch aus forschungsökonomischen Gründen nicht realisiert. Die Wahl 
von R&IF als Abbildungen resultiert aus deren großer Bedeutung für die industrielle In-
standhaltung und ist rein exemplarisch. Die drei Hierarchiestufen der Fließbilder bilden 
gleichzeitig die möglichen Vergrößerungsstufen innerhalb des R&IF Betrachters. Der Daten-
satz Abbildungen wird durch die Anwendung nicht verändert. 
8.4.3.4 Datensatz Anlagenhierarchie 
Der Datensatz Anlagenhierarchie (sites) enthält die hierarchische Anlagenstruktur entspre-
chend der NAMUR Empfehlung NE 33 [322, S. 14ff]. Die Anlagenstruktur ist gegliedert in 
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Werk, Anlage, Teilanlage und Anlagenteil, wobei das übergeordnete Element jeweils die 
Kardinalität von 1 besitzt. Ein Anlagenteil ist entsprechend NE 33 entweder eine Maschine, 
eine technische Einrichtung, ein Apparat oder ein Gerät. Alle genannten Elemente besitzen 
eine einheitliche Werks-ID, einen eindeutigen Namen, ein Kennzeichen und eine Beschrei-
bung. Zusätzlich können sie eine RFID Tag-ID enthalten. Anlagenteile besitzen darüber hin-
aus einen Typ, der zur deren weiterer Kategorisierung genutzt werden kann. Das Kennzei-
chen folgt aus dem Kennzeichnungssystem der Anlage, welches entsprechend erstellt wor-
den ist [323]. 
Der Datensatz  wird vom Comos Enterprise Server Service als XML-Datei an das mobile 
Verarbeitungsgerät ausgeliefert. Eine vollständige Projektierung der Referenzanlage (das 
Gerätezentrum für Automatisierungstechnik der TU Dresden) stand zu diesem Zweck zur 
Verfügung. Der Datensatz wird beim Import durch eine XSLT-Transformation restrukturiert 
und anschließend in die lokale Anwendungsdatenbank überführt. Dabei werden auch die im 
Datensatz Dokumente hinterlegten Dokumenteninformationen mit den in der Anlagenhie-
rarchie enthaltenen Betrachtungseinheiten assoziiert. Die ausgelieferten Dokumente wer-
den dabei eindeutig einer Betrachtungseinheit zugeordnet. Ein Export findet nicht statt, der 
Datensatz Anlagenhierarchie wird durch die Anwendung daher nicht verändert. 
8.4.3.5 Datensatz Wartungspläne 
Der Datensatz Wartungspläne (maintenances) enthält eine Menge von Wartungsplänen. 
Diese sind hierarchisch gegliedert in Wartungsrundgänge, Kontrollpunkte und Wartungsauf-
gaben, wobei das übergeordnete Element jeweils die Kardinalität von 1 besitzt. Ein War-
tungsrundgang ist ebenso wie ein Kontrollpunkt über eine eindeutige interne ID sowie über 
einen eindeutigen Namen referenzierbar und kann eine RFID Tag-ID enthalten. Zudem stellt 
jeder Kontrollpunkt eine Beschreibung, ein geplantes Durchführungsdatum sowie Referen-
zen zur zugehörigen Betrachtungseinheit sowie zum zugehörigen Wartungsrundgang bereit. 
Die Wartungsaufgaben bestehen aus einem Namen und einer Beschreibung und sind fort-
laufend entsprechend der vorgesehenen Bearbeitungsreihenfolge nummeriert. 
Jede Wartungsaufgabe verweist auf genau eine Liste von möglichen Wartungsergebnissen 
im Datensatz Wartungsergebnisse. Jede Wartungsaufgabe hat einen Status, der initial als 
unbearbeitet gesetzt ist und nach der Bearbeitung durch die benutzende Person genau ei-
nen Wert aus der zugehörigen Liste der Wartungsergebnisse annimmt. Eine Wartungs-
aufgabe kann einen Rückgabewert besitzen, der dann durch Name, Datentyp, Einheit, Ist-
wert sowie den oberen und unteren Grenzwert beschrieben ist. Der Istwert kann initial auf 
einen Sollwert gesetzt werden, der dann von der Anwendung voreingestellt wird.  
Der Datensatz  wird vom Comos Enterprise Server Service als XML-Datei an das mobile 
Verarbeitungsgerät ausgeliefert. Dazu wurden in Comos entsprechende Wartungspläne für 
die Referenzanlage (das Gerätezentrum für Automatisierungstechnik der TU Dresden) ge-
staltet und unter Verwendung des Moduls Comos Maintenance11 in der Comos Plant Engi-
                                                
11 Heute Teil des Moduls Comos Maintenance, Repair and Overhaul 
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neering Software projektiert. Der Datensatz wird beim Import durch eine XSLT-
Transformation restrukturiert und anschließend in die lokale Anwendungsdatenbank über-
führt. Details dazu sind in [317] zu finden. Beim Export wird der Inhalt der Datenbank wieder 
in das Server-Format überführt. Alle nicht von der benutzenden Person eingegebenen Daten 
werden dabei entfernt.  
8.4.3.6 Datensatz Wartungsergebnisse 
Der Datensatz Wartungsergebnisse (diagnoses) enthält die vordefinierten Listen der mögli-
chen Ergebnisse der durchzuführenden Wartungen und besteht aus einer Menge von Aus-
wahllisten, auf die über einen eindeutigen Namen und einen ebenfalls eindeutigen Kurz-
namen eindeutig verwiesen werden kann. Jede Liste besteht aus einer Menge von Einträ-
gen, die jeweils einen innerhalb der Liste eindeutigen Namen, eine textuelle Beschreibung 
und einen Wert enthalten. Der Wert zeigt den Status der Bearbeitung der zugehörigen Auf-
gabe bei Auswahl des Eintrags an und kann einen der Werte unbearbeitet, in Bearbeitung, 
bearbeitet ohne Fehler oder bearbeitet mit Fehler annehmen. Daraus kann die mobile An-
wendung den Status der Wartungsaufgabe direkt aus den Nutzereingaben ableiten.  
Der Datensatz wird vom Comos Enterprise Server Service als XML-Datei an das mobile Ver-
arbeitungsgerät ausgeliefert. Dazu wurden in Comos ein entsprechendes Datenobjekt defi-
niert und verschiedene Ergebnislisten in Anlehnung an die in der NAMUR Empfehlung 
NE 107 definierten „wichtigsten anwendungsspezifischen Fehler und Fehlzustände“ für 
Feldgeräte modelliert [319, S. 15ff]. Der Datensatz Wartungsergebnisse wird durch die An-
wendung nicht verändert. 
8.4.3.7 Datensatz Intelligente Feldgeräte 
Der Datensatz Intelligente Feldgeräte (ifdevices) enthält die Stammdaten und die Paramet-
rierungsdaten zu einem intelligenten Feldgerät. Das Feldgerät ist über seinen Namen und 
sein Kennzeichen entsprechend des Kennzeichnungssystems der Referenzanlage (das Ge-
rätezentrum für Automatisierungstechnik der TU Dresden) mit dem Datensatz Anlagen-
hierarchie assoziiert. Das Feldgerät verfügt über eine Reihe von Attributen, die in einer Attri-
butliste zusammengefasst sind. Jedes Attribut hat einen Namen und einen Datentyp ent-
sprechend der Konvention des Process Device Managers (PDM), aus dem der Datensatz 
exportiert wurde. Ist das Attribut nicht editierbar, wird dies durch ein weiteres Element 
Standard angezeigt. Jedes Attribut besitzt eine Bezeichnung und einen Wert. Zusätzlich 
kann ein Attribut eine Einheit und einen definierten Zweck besitzen. Für den Wert kann das 
Attribut über eine Werteliste verfügen, welche eine endliche Menge von zulässigen Einga-
ben für diesen Wert definiert. 
Die XML-Datei wird direkt aus dem SIMATIC Process Device Manager (PDM) der Firma 
Siemens exportiert und um die Geräte-ID des beschriebenen Feldgeräts im Datensatz Anla-
genhierarchie ergänzt. Die exportierte Datei wird manuell auf dem Gerät hinterlegt. Ein au-
tomatisierter Export oder eine Online-Anbindung des intelligenten Feldgeräts bringt im Hin-
blick auf die gestellte Forschungsfrage keinen Mehrwert und wurde deshalb nicht realisiert. 
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Entsprechend haben die Nutzereingaben keinerlei reale Auswirkung. Der Datensatz Intelli-
gente Feldgeräte wird nach der Nutzung jedoch mit den getätigten Nutzereingaben von der 
Anwendung im Ursprungsformat exportiert und im lokalen Speicher abgelegt. Damit ist eine 
Überprüfung der Arbeitsergebnisse zur Bewertung der Effektivität der Aufgabenbearbeitung 
möglich.  
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9 ZUSAMMENFASSUNG UND AUSBLICK 
 
„Menschen mit einer neuen Idee gelten solange als Spinner, bis sich die Sache 
durchgesetzt hat.” (Mark Twain) 
 
9.1 FAZIT 
In dieser Arbeit wurde das Konzept der verteilten tragbaren Benutzungsschnittstelle (Distri-
buted Wearable User Interface – DWUI) entwickelt und exemplarisch für den Anwen-
dungsfall der mobilen IT-gestützten Instandhaltung von verfahrenstechnischen Produktions-
anlagen realisiert. Mit einem DWUI kann eine benutzende Person durch die Komposition 
verschiedener am Körper verteilter, tragbarer Ein- und Ausgabegeräte (wearable devices) die 
Benutzungsschnittstelle eines mobilen Informationssystems optimal auf den aktuellen Nut-
zungskontext anpassen. Durch die Nutzung geeigneter Gestaltungsprinzipien und einen 
Mensch-zentrierten, aufgabenorientierten Gestaltungsansatz sind verschiedene Ein- und 
Ausgabegeräte entworfen und realisiert worden, die der benutzenden Person einen sehr ge-
ringen Nutzungswiderstand (operational inertia) entgegensetzen. Dadurch bleiben die DWUI 
auch in anspruchsvollen industriellen Nutzungskontexten gebrauchstauglich und befähigen 
das Instandhaltungspersonal zu durchgängiger mobiler IT-gestützter Arbeit in der Produk-
tionsanlage. 
Es konnte im Rahmen dieser Arbeit gezeigt werden, dass verteilte tragbare Benutzungs-
schnittstellen prinzipiell für komplexe mobile Informationssysteme im industriellen Einsatz 
umsetzbar sind. Die vorgestellten Eingabegeräte sind sämtlich gemäß der transparent use 
design principles und mit dem Ziel eines minimalen Nutzungswiderstands gestaltet worden. 
Sie decken eine breite Auswahl verschiedener Interaktionskonzepte und -techniken ab. 
Elementare Eingabetechniken wie die Tastenbedienung oder die relative oder absolute Ver-
schiebung mittels Steuerknüppel wurden kombiniert mit den direkteren Techniken der ges-
tenbasierten Interaktion und der mobilen physischen Interaktion. Die im Rahmen der Kom-
ponentenentwurfsprojekte durchgeführten Evaluationen mit den einzelnen Eingabegeräten 
zeigen durchweg eine gute Gebrauchstauglichkeit im jeweils vorgesehenen Nutzungskon-
text.  
Diese Ergebnisse lassen den Schluss zu, dass sich diese Prinzipien als Gestal-
tungsgrundlage für Wearables im industriellen Einsatz eignen. Gleichwohl ist offenbar ge-
worden, dass die Entwicklung einer solchen Benutzungsschnittstelle durchaus mit erhebli-
chem Aufwand verbunden ist. Nicht nur die Eingabegeräte, sondern auch die mobile An-
wendung muss entsprechend für die Nutzung mittels DWUI vorbereitet werden. Dies ist 
mit den heute verfügbaren mobilen Betriebssystemen möglich, die Entwickler verlassen 
damit aber den üblichen Gestaltungsrahmen und können damit den üblichen Gestaltungs-
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empfehlungen nicht mehr folgen. Aus diesem Grund gibt diese Arbeit Gestaltern und Ent-
wicklern anhand einer exemplarischen Implementierung eines DWUI-basierten mobilen In-
formationssystems wertvolle Hinweise und Empfehlungen für die Gestaltung derartiger 
Systeme. 
Dvorak merkt an, dass Wearable Systems eine gewisse Intelligenz in Bezug auf ihren Nut-
zungskontext haben sollten, welche deutlich über das Befolgen simpler Regeln hinausgeht 
[5]. An dieser Stelle tendieren viele Projekte und Lösungen dazu, eine immense Komplexität 
zu entwickeln, die nicht selten das Gegenteil von dem bewirkt, was die Entwickler be-
zweckt haben – der Nutzungswiderstand steigt und die Entwicklungs- und Betriebskosten 
ebenso. Schnell stehen die Aufwände in keinem Verhältnis mehr zum Nutzen der Lösung. 
Das in dieser Arbeit vorgestellte DWUI-Konzept kann auf vielfache Weise proaktiver (smar-
ter) gestaltet werden. So könnten Technologien zur Situationserkennung (situation aware-
ness) oder zur Nutzerüberwachung (health monitoring) eingesetzt werden, um den situati-
ven Nutzungskontext für das technische System bewertbar zu machen. Es könnte ein adap-
tives Anzeige- und Bediensystem eingesetzt werden, welches sich auf Grundlage dieser In-
formationen automatisch an den Nutzungskontext anpasst. Es wäre denkbar, Interaktions-
techniken der erweiterten Realität (augmented reality – AR) einzusetzen, um die Interaktion 
mit realer und digitaler Anlage noch stärker zu vereinen. Und doch ist es ein zentrales Ge-
staltungsziel für die Systementwicklung ebenso wie für sämtliche vorgestellten Komponen-
ten gewesen, einfache, dafür jedoch robuste, zuverlässige und auch ökonomisch sinnvolle 
Lösungen zu entwickeln. Die Erfahrungen aus dieser Arbeit haben gezeigt, dass bereits das 
Zusammenspiel dieser technisch nicht allzu komplexen Komponenten eine konzeptionelle 
und technische Herausforderung darstellt. Die genannten Funktionen, also die Situationser-
fassung und die Situationsbewertung, die Adaptierung einer flexiblen Benutzungsschnitt-
stelle und die Übertragung modellhaft abstrakter Daten auf die komplexe Realität, können 
heute noch immer bei weitem am besten von einer Systemkomponente erbracht werden – 
dem Menschen selbst. Ihm dazu Werkzeuge und Technologien an die Hand zu geben war 
das Ziel und ist das Ergebnis dieser Arbeit. 
9.2 WISSENSCHAFTLICHER BEITRAG UND GRENZEN DER ARBEIT 
Ordnet man die vorliegende Arbeit in den Prozess der technischen Ontogenese nach Rop-
ohl ein, so stellt sie die Invention und Basisinnovation einer neuartigen Lösung zur Interakti-
on zwischen Menschen und dem technischen System im Kontext der Prozessindustrie im 
Anwendungsfall der mobilen IT-gestützten Instandhaltung dieses Systems dar [14]. Sie er-
hebt den Anspruch, auf Grundlage eines gesicherten und in sich geschlossenen theoretisch-
konzeptionellen Rahmens eine neue, fortschrittliche und brauchbare Lösung für das Prob-
lem der mobilen Mensch-Maschine-Interaktion in anspruchsvollen Arbeitssituationen zu 
konzipieren und diese zumindest technisch erfolgreich zu realisieren. Eine wirtschaftlich 
verwertbare Realisierung der Lösung sowie deren Vermarktung bleiben notwendigerweise 
Folgeprojekten überlassen. Gleichfalls kann die summative Evaluation eines einsatztaugli-
chen DWUI-basierten Systems nicht Gegenstand dieser Arbeit sein. Der in dieser Arbeit an-
gestrebte und realisierte Technologie-Reifegrad (technology readiness level – TRL) beträgt 
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TRL 4, also eine unter Laborbedingungen validierte Technologie [324]. Für eine summative 
Evaluation ohne Konfundierungseffekte durch unzureichend ausgereifte Komponenten wäre 
hingegen mindestens ein Demonstrator in der Einsatzumgebung, also TLR 6 erforderlich. 
Die für eine derartig umfangreiche Weiterentwicklung aller Systemkomponenten notwendi-
gen finanziellen und personellen Ressourcen überschreiten die Grenzen des Machbaren in 
dieser Arbeit deutlich. 
9.3 PRAKTISCHE VERWERTUNG 
Die (teils vorläufigen) Ergebnisse dieser Arbeit, insbesondere der Mensch-zentrierte Gestal-
tungsansatz, der daraus abgeleitete Entwurfsprozess und die Ergebnisse der Anforderungs-
ermittlung hielten Einzug in die Arbeiten des Integrierten Projekts „Collaborative Manufac-
turing Network for Competitive Advantage - ComVantage“ im Rahmen des 7. Rahmenpro-
gramms der Europäischen Kommission [325]. Ein Kernziel dieses Projekts war die Mensch-
zentrierte Gestaltung und Orchestrierung einfach zu handhabender und vertrauens-
förderlicher mobiler Anwendungen zur unternehmensübergreifenden Zusammenarbeit in 
sogenannten virtuellen Unternehmen [326]. Dazu gehörten auch Eingabetechniken basie-
rend auf dem Physical Mobile Interaction Paradigma [327]. Diese Arbeiten wurden maßgeb-
lich durch die in dieser Arbeit identifizierten Anforderungen und die darauf aufbauenden Ge-
staltungsempfehlungen geleitet. Die in dieser Arbeit vorgestellte Mensch-zentrierte Gestal-
tungsmethodik wurde weitgehend übernommen. Ein weiteres Kernziel war eine sichere 
und überprüfbare Zusammenarbeit auf dynamischen, dezentralen Datenbeständen [328], 
[329]. Die Gestaltung dieses Daten-Backends wurde ebenfalls durch die in dieser Arbeit 
identifizierten Anforderungen beeinflusst. Die Ausgestaltung des Anwendungsfalls Mobile 
Instandhaltung, einem von drei Anwendungsfällen des Projekts, basiert auf der in dieser Ar-
beit vorgestellten Analyse [330]. 
Eine weitere praktische Verwertung haben die Ergebnisse dieser Arbeit im Rahmen des Ko-
operationsprojekts „Analyse und Konzeption von Diensten zur App-basierten Anlagendiag-
nose mit mobilen Informationssystemen“ in Zusammenarbeit mit der Siemens AG erfahren. 
In diesem Projekt wurde das Potenzial von integrierten Dienstleistungen für die industrielle 
Instandhaltung mit mobilen Informationssystemen abgeschätzt, Anforderungen an mobile 
Instandhaltungsprozesse und entsprechende Dienstleistungskonzepte und Systeme für den 
Anwendungsfall der Anlagendiagnose nach VDI/VDE 2651-1 [170] identifiziert, ein Dienst-
leistungskonzept zur Anlagendiagnose mit einem mobilen Informationssystem erarbeitet 
und ein funktionstüchtiger Demonstrator mit Datenanbindung an ein Siemens PCS 7 Leit-
system realisiert [172]. Die Ergebnisse des genannten Projekts nehmen vielfach Bezug auf 
die Ergebnisse dieser Arbeit.  
Derzeit werden die Erkenntnisse dieser Arbeit unter anderem im Kontext der geräte- und 
aufgabenübergreifenden Gestaltung von Mensch-Maschine-Schnittstellen für die Industrie 
4.0 verwertet und weiterentwickelt. Im DFG-geförderten Projekt „Integrierter Informations- 
und Interaktionsraum für Industrie 4.0 – I4D“ wird eine Infrastruktur zur schnellen, fach-
übergreifend verständlichen Präsentation umfangreicher vernetzter digitaler Daten aus einer 
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Vielzahl von domänenspezifischer Softwaresystemen aus verschiedenen Gewerken aufge-
baut [331]. Dabei kommen im Schwerpunkt mobile Endgeräte sowie neuartige Formen mul-
timodaler, natürlicher Interaktion mit großen Informationsräumen zum Einsatz, deren Grund-
lage unter anderem diese Arbeit bildet [331].  
9.4 ZUKÜNFTIGE ARBEITEN 
Zukünftige Forschungsarbeiten müssen die Fragen beantworten, welche Auswirkungen die 
Nutzung DWUI-basierter Systeme auf die Arbeitsbeanspruchung der benutzenden Personen 
haben und wie eine geeignete DWUI Gestaltung eine zusätzliche Arbeitsbeanspruchung 
minimieren kann. Es ist zu untersuchen, wie sich die parallele Nutzung mehrerer verteilter 
Ein- und Ausgabegeräte auf die Arbeitsbeanspruchung der benutzenden Person auswirkt. In 
einer ersten Studie konnte gezeigt werden, dass es keinen signifikanten Unterschied hin-
sichtlich der Arbeitsbeanspruchung bei der Nutzung macht, ob man das aktuell genutzte 
Eingabegerät innerhalb außerhalb des Sichtfelds anbringt, außer es handelt sich um eine 
Tastatur [308]. Es ist jedoch bislang ungeklärt, welchen Einfluss die Aufteilung des gesam-
ten Eingaberaums auf mehrere Anbringungsbereiche in unterschiedlichen Körperregionen 
auf die Arbeitsbeanspruchung während der Nutzung hat. Auch ist nicht bekannt, inwieweit 
die Redundanz von Teilen des Eingaberaums sich auf die Arbeitsbeanspruchung auswirkt, 
ob und inwieweit die benutzende Person diese Redundanz nutzt und für welche Elementar-
aufgaben der Interaktion eine Redundanz grundsätzlich Vorteile bringt. Weiterhin sollte un-
tersucht werden, welchen Einfluss die tiefe Integration der verschiedenen Eingabegeräte 
als Wearable Devices auf die Gebrauchstauglichkeit des Systems im Allgemeinen und die 
Arbeitsbeanspruchung der benutzenden Person im Speziellen hat. Aus diesen Erkenntnis-
sen ließen sich dann weitere Richtlinien und Empfehlungen zur Gestaltung von DWUI ablei-
ten, die eine gleichzeitige redundante und komplementäre Nutzung von verteilten Eingabe- 
und Ausgabegeräten fördern und mobile Anwendungen gebrauchstauglicher machen könn-
ten.  
Natürlich ist eine weitere praktische Verwertung der vorgestellten Ergebnisse und Erkennt-
nisse anzustreben. Dazu gehören eine Weiterentwicklung der technologischen Reife hin zu 
einem qualifizierten System für den praktischen Einsatz ebenso wie die Entwicklung weite-
rer Eingabe- und Ausgabegeräte sowie die stärkere Nutzung von Standardtechnologien. 
Technische Weiterentwicklungen bieten sich an vielen Stellen an. So würde weitere Minia-
turisierung der technischen Komponenten die Integration der gemeinsamen Verarbeitungs-
einheit in die einzelnen Geräte erlauben, was für einen praktischen Einsatz erforderlich 
scheint. Technisch ist dies ohne größere Probleme realisierbar, wie vergleichbare aktuelle 
Projekte zeigen [332]. Förderlich für die breitere Nutzung des vorgestellten Konzepts wäre 
auch die Entwicklung weiterer Eingabegeräte und die Bereitstellung zusätzlicher Eingabe-
techniken, z.B. Touchpads, Spracherkennung oder SEMG-basierte Gestenerkenner [226]. 
Zudem liegt der Schwerpunkt dieser Arbeit bei der Komposition mehrerer Eingabegeräte 
mit einem Ausgabegerät. Die Entwicklung und Integration weiterer Ausgabegeräte mit ver-
schiedenen Ausgabetechniken erscheint daher sinnvoll. Hier bieten sich insbesondere die 
aktuell im Durchbruch befindlichen Smartwatches sowie die allmählich einsatztauglichen 
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Augmented Reality Brillen an [333]. Auch integrierte Ausgabegeräte wie taktile Gürtel oder 
Ringe könnten den Interaktionsraum sinnvoll ergänzen.  
Die Entwicklung und Einrichtung von DWUI-basierten Systemen würden auch durch einen 
verstärkten Einsatz von Standardtechnologien deutlich erleichtert. Das in dieser Arbeit vor-
gestellte DWUI-Kommunikationsprotokoll offeriert im Rahmen eines forschungsorientierten 
Einsatzes verschiedene Vorteile, allen voran die einfache Nutzbarkeit und Anpassbarkeit an 
konkrete Fragestellungen. Für den praktischen Einsatz von speziellen Interaktionsgeräten 
hingegen ist die Nutzung eines standardisierten, plattformübergreifenden, für Anwendun-
gen transparenten Kommunikationsprotokolls von entscheidendem Vorteil. Das heute mit 
Abstand am weitesten verbreitete Protokoll dieser Art ist das Universal Serial Bus Human 
Interface Device Protocol (USB HID). Für die kabellose Anbindung von Ein- und Ausgabe-
geräten steht das Bluetooth Human Interface Device Profile (Bluetooth HID) zur Verfügung, 
welches Protokolle, Prozeduren und Funktionen bereitstellt, um über Bluetooth verbundene 
Geräte transparent als USB HID einzubinden. Es ist daher naheliegend, in zukünftigen Arbei-
ten die vorgestellten speziellen Eingabegeräte als HID zu beschreiben und eine Bluetooth 
HID fähige Verarbeitungseinheit zu realisieren. 
Für einen praktischen Einsatz DWUI-basierter Systeme bedarf es zudem geeigneter Werk-
zeuge und Technologien zur Entwicklungs- und Einrichtungsunterstützung. Darunter fallen 
Unterstützungswerkzeuge zur automatisierten und konsistenzsichernden Definition von In-
teraktionsräumen (z.B. in Form von HID-Deskriptoren), zur einfachen Anpassung der mobi-
len Anwendungen an die bereitgestellten Interaktionsräume sowie zum automatischen Prü-
fen der Bedienbarkeit der Anwendungen. Die modellgetriebene Applikationsorchestrierung 
stellt hier einen vielversprechenden Lösungsansatz für die Entwicklung hochflexibler DWUI-
basierter Anwendungen dar [334], [335]. Mit diesem Ansatz könnte eine dynamische Adap-
tion der gesamten DWUI zur Entwurfszeit oder prinzipiell sogar erst zur Laufzeit erfolgen, 
basierend auf dem zur Verfügung stehenden Interaktionsraum. Darüber hinaus könnten 
ausgereiftere Technologien zur Fusion und zum Routing von Ein- und Ausgabeströmen ein-
gesetzt und durch entsprechende Entwurfswerkzeuge unterstützt werden [336].  
Abschließend wäre eine summative Evaluation exemplarischer DWUI-basierter mobiler In-
formationssysteme in verschiedenen relevanten Einsatzszenarien wünschenswert, um die 
Gebrauchstauglichkeit des vorgestellten Konzepts im praktischen Einsatz zu bestätigen.  
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Maß Perzentil relative Spannbreite 




Körperhöhe 1535 1625 1720 10,8 % 17,3 % 
1650 1750 1855 11,1 %   
Schulterhöhe 1260 1345 1425 11,6 % 18,7 % 
1345 1450 1550 13,2 %   
Ellenbogenhöhe über 
Standfläche 
960 1020 1080 11,1 % 18,3 % 
1025 1100 1175 12,8 %   
Schritthöhe 710 775 830 14,5 % 21,5 % 
760 830 905 16,0 %   
Tibialhöhe 400 425 450 11,1 % 16,7 % 
430 460 480 10,4 %   
Oberschenkellänge  
(errechnet) 
310 350 380 18,4 % 27,1 % 
330 370 425 22,4 %   
Schulterbreite   
(bideltoid) 
395 435 485 18,6 % 24,8 % 
440 480 525 16,2 %   
Schulterbreite  
(biakromial) 
345 370 400 13,8 % 20,7 % 
370 405 435 14,9 %   
Hüftbreite, stehend 340 365 400 15,0 % 15,0 % 
340 360 385 11,7 %   
Hüftbreite, sitzend 360 390 460 21,7 % 23,9 % 
350 375 420 16,7 %   
Halsumfang 305 345 385 20,8 % 25,6 % 
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335 380 410 18,3 %   
Brustumfang 850 990 1180 28,0 % 28,0 % 
870 975 1110 21,6 %   
Taillenumfang 665 790 990 32,8 % 34,2 % 
700 875 1010 30,7 %   
Oberschenkelumfang 485 565 670 27,6 % 27,6 % 
490 570 640 23,4 %   
Höhe der Hand (Griff-
achse) über der Stand-
fläche 
670 715 760 11,8 % 18,8 % 
730 765 825 11,5 %   
Reichweite nach vorn 
(Griffachse) 
625 690 750 16,7 % 23,3 % 
685 740 815 16,0 %   
Oberarmlänge 290 320 350 17,1 % 27,5 % 
330 365 400 17,5 %   
Unterarmlänge (Ellen-
bogen-Fingerspitze) 
400 430 465 14,0 % 21,6 % 
440 475 510 13,7 %   
Ellenbogen-
Griffachsen-Abstand 
295 315 350 15,7 % 24,4 % 
325 350 390 16,7 %   
Mittelfingerbreite,  
körperfern 
14 17 19 26,3 % 26,3 % 
16 17 19 15,8 %   
Zeigefingerbreite,   
körperfern 
14 16 18 22,2 % 30,0 % 
17 18 20 15,0 %   
Mittelfingerlänge 71 77 86 17,4 % 23,7 % 
76 84 93 18,3 %   
Daumenbreite,       
körperfern 
16 20 22 27,3 % 33,3 % 
20 22 24 16,7 %   
Zeigefingerlänge 62 69 77 19,5 % 25,3 % 
68 75 83 18,1 %   
Daumenlänge 53 60 69 23,2 % 29,3 % 
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59 68 75 21,3 %   
Handflächenlänge 92 100 108 14,8 % 24,0 % 
104 111 121 14,0 %   
Handlänge 172 177 193 10,9 % 16,9 % 
175 189 207 15,5 %   
Handbreite mit  
Daumen 
82 90 99 17,2 % 29,9 % 
98 107 117 16,2 %   
Handbreite 70 77 84 16,7 % 25,5 % 
80 87 94 14,9 %   
Handumfang 175 195 210 16,7 % 23,9 % 
195 210 230 15,2 %   
Handgelenkumfang 150 165 180 16,7 % 21,1 % 
160 175 190 15,8 %   
Kopfbogen, transversal 320 335 360 11,1 % 16,9 % 
340 365 385 11,7 %   
Kopfbogen, sagittal 310 330 360 13,9 % 17,3 % 
330 350 375 12,0 %   
 Kopfumfang 520 545 570 8,8 % 13,3 % 
545 570 600 9,2 %   








Demografischer Fragebogen  
für die begleitende Beobachtung 
 
In der folgenden Tabelle bitten wir Sie, uns einige Informationen zu Ihrer Person zu geben. Wir nut-
zen diese Informationen, um die Ergebnisse unserer Studie besser bewerten zu können. Ihre Anga-
ben werden absolut vertraulich behandelt und nicht an Ihren Arbeitgeber weitergegeben. 
Wir sind bemüht, nur so viele Fragen zu stellen wie unbedingt erforderlich. Wir möchten Sie daher 
bitten, den Fragebogen vollständig auszufüllen. Sollten Sie eine Frage nicht beantworten wollen, so 
tragen Sie an dieser Stelle bitte im linken Feld „Keine Angabe“ ein. 
Vielen Dank! 
 
Persönliche Angaben  
Alter:    < 20   20—30   31—40 
  41—50   51—60   > 60 
Geschlecht:   männlich   weiblich 
Schulbildung:   Ich gehe noch zur Schule. 
  kein Abschluss 
  Hauptschulabschluss 
  Real-/Gesamtschulabschluss 
  Abitur oder Fachabitur 
Berufliche Ausbildung:   Fachausbildung 
  Meister oder Techniker 
  Bachelor oder Fachhochschulabschluss 
  Master oder Hochschulabschluss 
  Promoviert 
Haben Sie Arbeitseinschränkungen, die Ihre 
Tätigkeit beeinflussen? 
(z.B. Farbenblindheit, Behinderungen, ärztli-
che Auflagen) 
  ja    nein 




Hinweis: Die Angabe ist freiwillig. Sie können 
auch lediglich mit JA oder NEIN antworten. 
 
 
Wie oft nutzen Sie einen Computer?   niemals 
  mindestens einmal pro Monat 
  mindestens einmal pro Woche 
  täglich 
Wofür nutzen Sie Ihren Computer?   zur Freizeitgestaltung 
  privat, aber für produktive Zwecke 
  beruflich 
Berufliche Angaben 
Berufserfahrung:   Jahre 
Aktuelle Position:  
Erfahrung in der aktuellen Position:   Jahre 




Welche der folgenden Werkzeuge nutzen Sie?   keine 
  Büro-Software (z.B. MS Office) 
  Planungswerkzeuge (z.B. SAP ERP) 












 Beginn: :             Uhr 








Activity Sheet Nr. 
Bezeichnung:  Beginn:       :          Uhr 
Anlagenteil:  Ende:       :         Uhr 













Information Sheet Nr. 
Bezeichnung:  Beginn:       :          Uhr 















Notes Sheet Nr. 
Bezeichnung:
Notizen






F0 Das MIS muss die Instandhaltungstätigkeiten in prozesstechnischen Anlagen, ge-
nauer die Grundmaßnahmen Wartung, Inspektion (einschl. Diagnose) und Reparatur 
unterstützen. Es muss dafür Grundfunktionen bereitstellen, die im Folgenden erläu-
tert werden. 
F1 Das MIS muss einen Wartungsassistenten bereitstellen, der Wartungsaufgaben 
strukturiert bereitstellt und Handlungsunterstützung für die einzelnen Wartungsauf-
gaben liefert.  
F1.1 Die einzelnen Wartungsaufgaben sollen entsprechend ihrer Zugehörigkeit zu Tätig-
keiten oder zu Betrachtungseinheiten hierarchisch strukturiert werden. Die benut-
zende Person soll in der Lage sein, durch die Anlagenhierarchie zu allen verfügbaren 
Betrachtungseinheiten oder direkt zu den Tätigkeiten zu navigieren Die benutzende 
Person soll jederzeit in der Lage sein zu erkennen, ob alle Teilaufgaben einer Be-
trachtungseinheit oder einer Tätigkeit innerhalb dieser Hierarchie bearbeitet worden 
sind. 
F1.2 Die Aufgabenbearbeitung soll grundsätzlich in den vier Teilschritten „Aufgabe aus-
wählen“, „Handlungen durchführen“, „Rückgabewerte eingeben“, „Ergebnis der 
Aufgabenbearbeitung dokumentieren“ durchgeführt werden. 
F1.3 Nach der eigentlichen Aufgabenbearbeitung soll die benutzende Person die Mög-
lichkeit haben, eine Freitextnotiz zur Aufgabe zu ergänzen. Die benutzende Person 
soll diese Möglichkeit aufwandsarm ohne Notizeingabe übergehen können. 
F1.4 Der Bearbeitungsschritt „Handlungen durchführen“ muss durch eine entsprechen-
de Aufgabenbeschreibung sowie, falls verfügbar, entsprechende Durchführungs-
hinweise unterstützt werden, die auf dem mobilen Anzeigegerät bereitgestellt wer-
den. 
F1.5 Der Bearbeitungsschritt „Rückgabewerte eingeben“ muss durch eine entsprechen-
de Eingabemöglichkeit für sämtliche geforderten Rückgabewerte unterstützt wer-
den. Diese soll, falls verfügbar, Grenz- und Sollwerte anzeigen. 
F1.6 Erfordert die Aufgabe keine Eingabe von Rückgabewerten, so soll dieser Schritt der 
Aufgabenbearbeitung übersprungen werden. 
F1.7 Um die Menge an notwendiger Texteingabe und die Zahl der Nutzereingaben für die 
Zeichenauswahl zu minimieren, sollen die Werteingaben in entsprechenden struktu-
rierten Eingabemasken erfolgen und die Tastatur entsprechend des erwarteten Da-
tentyps mit Zeichen gefüllt werden. 
F1.8 Rückgabewerte können Zahlen (ganze oder gebrochene Zahlen), Text oder Zeit-
stempel (Kombination aus Datum und Zeitangabe) sein.  
F1.9 Eine Syntaxüberprüfung der Rückgabewerte muss implementiert werden, um die 
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Korrektheit der Eingabe vor dem Speichern sicherzustellen. Ergibt diese Prüfung ein 
negatives Ergebnis, so muss dies der benutzenden Person angezeigt werden. In 
diesem Fall muss das Speichern des Wertes verhindert werden. 
F1.10 Eine Überprüfung der Rückgabewerte auf Grenzwertverletzungen soll implementiert 
werden, um die Korrektheit der Eingabe vor dem Speichern sicherzustellen. Ergibt 
diese Prüfung ein negatives Ergebnis, so muss dies der benutzenden Person ange-
zeigt werden. In diesem Fall soll das Speichern des Wertes dennoch möglich sein. 
F1.11 Der Bearbeitungsschritt „Ergebnis der Aufgabenbearbeitung dokumentieren“ muss 
durch eine entsprechende Eingabemöglichkeit für die Ergebnisdokumentation un-
terstützt werden. 
F1.12 Um die Menge an notwendiger Texteingabe zu minimieren, sollen die bekannten 
erwartbaren Ergebnisse der Aufgabenbearbeitung bereits in Form einer Auswahllis-
te bereitgestellt werden. Zusätzlich soll es möglich sein, ein bislang nicht bekanntes 
Arbeitsergebnis als Freitextnotiz zu hinterlegen derart, dass die Aufgaben-
bearbeitung dennoch eindeutig erkennbar abgeschlossen ist. 
F1.13 Die Aufgabenbearbeitung muss jederzeit durch die benutzende Person abgebrochen 
werden können. Wird die Aufgabenbearbeitung abgebrochen, so soll der Bearbei-
tungsstatus „nicht bearbeitet“ sein. Alle bisherigen Eingaben zu dieser Arbeitsauf-
gabe sollen in diesem Fall verworfen werden. 
F1.14 Die Aufgabenbearbeitung muss jederzeit durch die benutzende Person unterbro-
chen und wieder aufgenommen werden können, ohne dass die bisherigen Eingaben 
verlorengehen. Der Bearbeitungsstatus soll während der Unterbrechung „in Bear-
beitung“ sein. 
F1.15 Unterbrochene Aufgaben müssen durch die benutzende Person nach der Wieder-
aufnahme sowohl abgeschlossen als auch abgebrochen werden können. 
F1.16 Die benutzende Person muss eindeutig erkennbar entscheiden können, mit welcher 
Handlung sie eine Aufgabe abbricht, unterbricht beziehungsweise abschließt. 
F1.17 Die benutzende Person muss eindeutig erkennen können, ob eine Aufgabe noch 
unbearbeitet bzw. abgebrochen oder unterbrochen oder abgeschlossen ist. 
F1.18 Die benutzende Person soll die Eingaben bis zur revisionssicheren Übermittlung an 
das Unternehmensinformationssystem ändern können. 
F1.19 Dem Gerät der Prozessanlage ist eine eindeutige ID zugeordnet (gleiches gilt für In-
dustrieumgebungen, Anlagen und Teilanlagen). Ebenso sind Wartungsaufgaben ei-
nem Gerät zugeordnet. Das MIS muss in der Lage sein, anhand einer ID das zu ei-
ner Wartungsaufgabe gehörende Gerät zu identifizieren. 
F2 Das MIS muss einen Dokumentenbrowser bereitstellen, der es ermöglicht Dateien 
in Verzeichnisstrukturen zu finden und zu öffnen. 
F2.1 Der Industrieumgebung, den Anlagen, Teilanlagen und Geräten der Prozessanlage 
ist jeweils eine eindeutige ID zugeordnet. Ebenso sind Dokumente einem der ge-
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nannten Elemente zugeordnet. Das MIS muss in der Lage sein, anhand einer ID das 
entsprechende Element zu identifizieren und die dazugehörigen Dokumente zu fil-
tern und gefiltert bereitzustellen. 
F2.2 Als Dateiformate sollen bmp, doc(x), gif, jp(e)g, pdf, png, txt, xls und xlsm unter-
stützt werden. Die Erweiterbarkeit um weitere Dateiformate soll möglich sein. Das 
jeweilige Dateiformat eines Dokuments muss der benutzenden Person angezeigt 
werden. 
F2.3 Es sollen bei Verfügbarkeit vorhandene Viewer integriert und benutzt werden kön-
nen. Ist dies nicht möglich, so soll ein eigener Viewer bereitgestellt werden.  
F2.4 Die Festlegung der verwendeten Viewer soll ohne Änderungen am Programmcode 
geändert werden können.  
F3 Das MIS muss einen interaktiven Viewer für Rohrleitungs- und Instrumentierungs-
fließbilder (P&ID) zur Verfügung stellen, über den die benutzende Person zum dar-
gestellten Equipment navigieren kann, oder sich identifiziertes Equipment (z.B. per 
RFID) anzeigen lassen kann. 
F4 Das MIS muss die Zustandsinformationen (z.B. aktuelle Betriebsstunden, Energie-
verbrauch und der aktuelle Durchfluss) und aktuelle Parameter (z.B. Betriebsart) in-
telligenter Feldgeräte darstellen können und die Veränderung dieser Parameter in 
strukturierter Form ermöglichen. 
F4.1 Die Geräteparameter sollen in strukturierter Textform angezeigt und verändert wer-
den. 
F4.2 Die Auswahl von Parametern in strukturierter Textform und die Freitexteingabe für 
Zustandsinformationen soll unterstützt werden. 
F4.3 Den intelligenten Feldgeräten der Prozessanlage ist eine eindeutige ID zugeordnet. 
Das MIS muss in der Lage sein, anhand einer ID das Equipment zu identifizieren 
und die entsprechenden Gerätedaten bereitzustellen. 
F4.4 Veränderbare Parameter müssen eindeutig von nicht veränderbaren Parametern un-
terscheidbar sein. 
F5 Das MIS ermöglicht in jeder Grundfunktion das Erstellen von Notizen durch die be-
nutzende Person. 
F5.1 Die Eingabe muss innerhalb des MIS konsistent erfolgen. 
F5.2 Die Notiz soll direkt dem jeweils gewählten Element zugeordnet werden. Zulässige 
Elemente sind Industrieumgebung, Anlage, Teilanlage, Gerät, intelligentes Feldge-
rät, Wartungsplan, Rundgang, Kontrollpunkt und Wartungsaufgabe. Ist keines dieser 
Elemente ausgewählt, so soll die Notiz der benutzenden Person direkt zugeordnet 
werden. 
F6 Das MIS soll eine konsistente Oberflächenstruktur anbieten, die sich in verschiede-
ne Grundbereiche aufteilt.  
F6.1 Die Grundbereiche Titelleiste, Übersichts- und Meldebereich, Bedien- und Navigati-
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onsbereich sollen bei sämtlichen Darstellungen einem einheitlichen Anzeige- und 
Bedienkonzept folgen und stets verfügbar sein. Diese dürfen nur durch modale Dia-
loge überblendet werden. 
F6.2 Der Arbeitsbereich soll verschiedene Daten in freier Darstellung anbieten können. Er 
kann durch Fenster, modale Dialoge oder einblendende Darstellungselemente über-
blendet werden. 
F6.3 Titelleiste, Übersichts-, Melde- und Bedienbereich sollen bei Bedarf ausgeblendet 
werden können um zusätzliche Darstellungsfläche für den Arbeitsbereich zu schaf-
fen. Die Existenz und Verfügbarkeit der Bereiche muss in diesem Fall für die benut-
zende Person stets erkennbar sein. Die Ausblendung soll ebenfalls bei Bedarf durch 
die benutzende Person aufwandsarm wieder rückgängig gemacht werden können. 
F7 Das MIS muss mehrere, auch kombinierte Interaktionsmodalitäten unterstützen. Es 
muss eine gelegentliche und häufig unterbrochene Interaktion ermöglichen. 
F7.1 Das MIS soll mindestens die Bedienung mittels Gesten, die Bedienung mittels 
Dreh-Drücksteller und die Eingabe von IDs mittels eines RFID-Lesegeräts unterstüt-
zen. Die Bedienung mittels berührungsempfindlichem Bildschirm soll ebenfalls un-
terstützt werden. 
F7.2 Das MIS soll grundsätzlich auch mit einem einzelnen Eingabegerät bedienbar sein. 
Die Kombination mehrerer Ein- und Ausgabegeräte soll eine deutlich leistungsfähi-
gere Bedienbarkeit des MIS zur Folge haben. 
F7.3 Die Ein- und Ausgabegeräte müssen sich zur Laufzeit einbinden und entfernen las-
sen. 
F7.4 Das MIS soll für die genannten Interaktionsmodalitäten weitest möglich vereinheit-
lichte und gebrauchstaugliche Darstellungen, Dialoge, Eingabe- sowie Navigations-
möglichkeiten bereitstellen. 
F7.5 Das MIS muss aus den eingebundenen Ein- und Ausgabegeräten den verfügbaren 
Interaktionsraum ableiten können und automatisch die Navigations- und Interakti-
onsgestaltung an die vorhandenen Ein- und Ausgabemöglichkeiten anpassen kön-
nen. 
F7.6 Kompatible Geräte müssen redundant sowie komplementär zur Bedienung des MIS 
nutzbar sein. 
F8 Die Informationsdarstellung und Dialoggestaltung muss ein wechselseitiges Arbei-
ten an der Anlage und mit dem Gerät ermöglichen. Die Nutzung des MIS darf nicht 
von der physischen Primäraufgabe oder Umgebung ablenken, die Interaktion darf 
nicht zum Selbstzweck werden. 
F8.1 Die Dialoggestaltung muss derart erfolgen, dass die benutzende Person zu keiner 
Zeit länger andauernde Dialoge oder Transaktionen durchführen muss.  
F8.2 Das MIS soll eine Navigations- und Interaktionsgestaltung bereitstellen, die Unter-
brechungen wenn zulässig erlaubt, die Unterbrechbarkeit von Dialogen erkennbar 
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macht und gegebenenfalls über die Folgen von Unterbrechungen informiert. 
F8.3 Das MIS muss das Verwerfen von Eingaben durch Abbrechen des Eingabedialoges 
eines entsprechenden Menüs ermöglichen. 
F8.4 Das MIS soll möglichst kurze Navigationswege zwischen den Funktionen bereitstel-
len. 
F8.5 Die Eingabe von Werten und Text soll über eine einzublendende, kontextsensitive 
Tastatur erfolgen, die über die speziellen Eingabegeräte bedienbar ist. Die Anord-
nung und Art der im jeweiligen Tastaturlayout zur Verfügung gestellten Symbole für 
die Eingabe soll einfach und ohne Änderung durch Konfigurationsdateien angepasst 
werden können. 
F8.6 Die Gestaltung des MIS einschließlich aller Ein- und Ausgabegeräte folgt den zero 
operational inertia device (ZOID) design guidelines [5]. 
F9 Das MIS muss einen sequenziellen Mehrnutzerbetrieb unterstützen.  
F9.1 Das MIS muss über eine Nutzerverwaltung und Methoden zur sicheren und zuver-
lässigen Nutzerauthentifizierung verfügen, um die Durchführung der Tätigkeiten re-
visionssicher einer bearbeitenden Person zuordnen zu können. 
F9.2 Eine Person muss sich mittels Eingabe von Nutzername und Passwort am MIS au-
thentifizieren können und mittels in einer Datenbank hinterlegter Zugriffsrechte au-
torisiert werden können. 
F9.3 Die sich anmeldende Person soll durch das MIS mittels eines RFID-Tags authentifi-
ziert und mittels in einer Datenbank hinterlegter Zugriffsrechte autorisiert werden 
können. 
F9.4 Arbeitsergebnisse aller benutzenden Personen des MIS müssen in einer maschinen-
lesbaren Form zu gespeichert werden in einer Art, welche eine spätere Weiterver-
wendung dieser Daten ermöglicht. 
F9.5 Das MIS muss in der Lage sein, die Nutzereingaben revisionssicher (z.B. digital zer-
tifiziert) an das Unternehmensinformationssystem zu übermitteln. 
F9.6 Der vollständige Abschluss der Arbeiten und damit das revisionssichere Übermitteln 
der Ergebnisse an das Unternehmensinformationssystem muss durch die benut-
zende Person explizit bestätigt werden. 
F9.7 Die mobile Anwendung soll beendet werden können, ohne dass ein revisions-
sicheres Hochladen der Arbeitsergebnisse notwendig ist. Die benutzende Person 
soll die Arbeit mit dem gleichen Datenstand später wieder aufnehmen können. Es 
soll dabei auch möglich sein, dass zwischenzeitlich eine andere Person das MIS 
nutzt, um auf dem eigenen Datenstand weiterzuarbeiten. 
F10 Das MIS soll über einen Mechanismus verfügen, mit dem Nutzerinteraktionen, Da-
teneingaben und -ausgaben sowie Methodenaufrufe geloggt und für eine spätere 




Q1 Das MIS muss auf der Zielplattform verwendungsfähig für eine Evaluation unter La-
borbedingungen (Technologie-Reifegrad 4) sein. Die funktionalen Anforderungen kön-
nen auch durch Mittel der Simulation oder mithilfe nichtfunktionaler Komponenten 
bedient werden, solange dadurch die Evaluierbarkeit des MIS nicht beeinträchtigt 
wird. Insbesondere gilt dies für Zugriffe auf Datenquellen. 
Q2 Die Gestaltung der Mensch-Maschine-Schnittstelle erfolgt entsprechend der ergono-
mischen Grundlagen, die in DIN EN ISO 9241 definiert sind.  
Q3 Die Entwicklung und Bewertung der Software erfolgt konform zu ISO/IEC 25000 ff. 
 
Randbedingungen 
R1 Als Referenzanlage wird das Gerätezentrum für Automatisierungstechnik (GZAT) der 
TU Dresden genutzt. 
R2 Es existiert eine digitale Anlage in Form von Planungsdaten in einer Comos Plant En-
gineering Software.  
R3 Die reale Anlage ist mit eindeutigen RFID-Tags ausgestattet, die eine automatisierte 
und maschinenlesbare Identifikation aller relevanten Betrachtungseinheiten möglich 
machen. 
R4 Als Zielgerät wird ein Samsung Galaxy Nexus 4 verwendet. 




TÄTIGKEITSPROFILE UND HANDLUNGSKLASSIFIKATIONEN IM ÜBERBLICK 
 
 
Abbildung 60: Tätigkeitsprofil und Handlungsklassifikationen des ersten Beobachtungstags 
 
 
Abbildung 61: Tätigkeitsprofil und Handlungsklassifikationen des zweiten Beobachtungstags 
 
 
Abbildung 62: Tätigkeitsprofil und Handlungsklassifikationen des dritten Beobachtungstags 
 
 




BEWEGUNGSPROFILE ÜBER DIE VERSCHIEDENEN ARBEITSORTE IM ÜBERBLICK 
 
 
Abbildung 64: Bewegungsprofil des ersten Beobachtungstags 
 
 





Abbildung 66: Bewegungsprofil des dritten Beobachtungstags 
 
 




ZEITLICHE ABFOLGEN DER EINZELNEN TÄTIGKEITEN IM ÜBERBLICK 
 
Abbildung 68: Zeitliche Abfolge der Durchführung der Tätigkeiten am ersten Beobachtungstag 



























Abbildung 69: Zeitliche Abfolge der Durchführung der Tätigkeiten am zweiten Beobachtungstag 
 



















Abbildung 70: Zeitliche Abfolge der Durchführung der Tätigkeiten am dritten Beobachtungstag 




























Abbildung 71: Zeitliche Abfolge der Durchführung der Tätigkeiten am vierten Beobachtungstag 
 























VERARBEITUNG VON RFID TAG-IDS DURCH DIE MOBILE ANWENDUNG 
Programmmodus Dokument / Betrach-
tungseinheit 
Verarbeitung durch die mobile Anwendung 
Anmeldemenü Nutzerausweis Anmeldung der ausgewiesenen Person 
Alle Menüs außer 
Anmeldemenü 
Nutzerausweis Abmeldung der benutzenden Person,    Auf-




Notiz erstellen/bearbeiten, geöffnete     
modale Dialoge schließen 
Wartungsassistent Wartungsplan Alle Rundgänge des zugeordneten        
Wartungsplans auflisten 
Rundgang Alle Kontrollpunkte des zugeordneten 
Rundgangs auflisten 




Alle der zugeordneten Betrachtungseinheit 
zugewiesenen Aufgaben auflisten 
Dokumentenbrowser Beliebige Betrach-
tungseinheit 
Alle der zugeordneten Betrachtungseinheit 
zugewiesenen Dokumente auflisten 
Feldgerätebrowser Werk, Anlage oder 
Teilanlage 
Alle intelligenten Feldgeräte der zuge-
ordneten Betrachtungseinheit auflisten 
Intelligentes Feldge-
rät 
Parameter des zugeordneten intelligenten 
Feldgeräts auflisten 
R&IF Betrachter Werk R&IF aller Anlagen des zugeordneten 
Werks auflisten 
Anlage R&IF der zugeordneten Anlage anzeigen 
Teilanlage R&IF der zugeordneten Teilanlage zeigen 
Anlagenteil Anlagenteil innerhalb des R&IF der         zu-
geordneten Teilanlage hervorheben 
Tabelle 34: Übersicht der verschiedenen Möglichkeiten der Verarbeitung von RFID Tag-IDs durch die 
mobile Anwendung in Abhängigkeit von der Art der verknüpften Betrachtungseinheit und dem aktuel-
len Programmmodus (überarbeitet auf der Grundlage von [317]) 
