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1. Introduction
Collocation and colligation are two closely related concepts associated with the distributional properties of lin-
guistic items in actual language use. Specifically, collocation and colligation refer to the likelihood of co-occur-
rence of (two or more) lexical items and grammatical categories, respectively. Both terms have been attributed
to J. R. Firth (1957: 194–195; 1968: 181–183; see Östman and Simon-Vandenbergen 2005 and Shore 2010 for a
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summary of Firth’s work). Since the terms were introduced, collocation in particular has become a fundamental
concept in usage-based studies in many linguistic fields, most notably lexical syntax and semantics. Typically,
collocations and colligations are studied in large electronic corpora which allows for statistical analyses of the
co-occurrence patterns of linguistic items.
2. Collocation
Collocation  refers  to  the  syntagmatic  attraction  between  two  (or  more)  lexical  items:  morphemes,  words,
phrases or utterances. Most often, however, collocation analyses have been conducted on the word-level (see
discussion in Hoey 2005: 158–159). The concept of collocation is based on the notion that each word in a lan-
guage prefers certain lexical contexts over others, i.e. that any given word tends to co-occur with certain words
more often than it does with others. For example, the word grass is often used together with green, and the lex-
eme LET T ER  is often used together with the lexemes W RIT E  A N D  REA D  (see  e.g. Kjellmer 1996:  83).  The
strength of this kind of attraction between words can be measured through the statistical analysis of corpus data.
The purpose of these statistical calculations is to find word pairs with significantly more co-occurrences than
what would be expected by chance, given the words’ total frequencies in the data. Thus, we can establish the
most significant collocates of any given word in the language variety that the data represents (Sinclair 1966: 418,
Berry-Roghe 1973: 103, Hoey 1991: 6–7).
The syntagmatic attraction, or collocation strength, between two words W1 and W2 (a node and its collo-
cate) is calculated based on four observed absolute frequencies in the data: (i) the total number of word tokens
in the corpus, (ii) the number of tokens of W1 in the corpus, (iii) the number of tokens of W2 in the corpus, and
(iv) the number of tokens where W1 and W2 co-occur within a specified distance from each other (see colloca-
tion window below). The observed number of co-occurrences in the corpus is compared to the expected number
of co-occurrences, i.e. the number expected by chance given (i), (ii) and (iii). If the observed number of co-oc-
currences of W1 and W2 is larger than what can be ascribed to chance, then W2 is a statistically significant collo-
cate of W1.
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Since the words in a language have very different frequencies (cf. Zipf’s law, Zipf 1935)  the  collocation
strength between different word pairs cannot be compared by considering absolute frequencies alone. Rather,
the comparisons are done by using a statistical association measure which takes into consideration the uneven
distribution of words in the data. There are currently over 50 different association measures used in statistics
(Evert 2009: 1243). The ones that have been used the most in collocation analysis are the z-score, the t-score, MI
(Mutual Information), the log likelihood ratio and Fisher’s exact test. The choice of an association measure has a
great impact on the results of a collocation analysis and therefore requires careful consideration. Unfortunately,
many early studies on collocations employed the z-score and MI largely due to them being included in existing
corpus software (e.g. AntConc, MonoConc Pro, WordSmith Tools) and not because of any methodological advan-
tages these association measures might have over others (see also Gries 2015). A thorough comparison of the
benefits and the downsides of different association measures can be found in Evert 2005; for a shorter discus-
sion see Wiechmann 2008 and Evert 2004 and 2009.
What counts as a co-occurrence depends on how one has defined the collocation window, i.e. how far apart
the node and the collocate can be in order to be considered as co-occurring. The collocation window is specified
as the number of words from the node, for instance 5 words to the left and 5 words to the right of the node
(L5–R5). The preferred collocation window size varies between different studies. According to Stubbs (1995a:
32–33), most of the early studies on collocations used L2–R2 or L3–R3 (i.e. 2 or 3 words to each side of the node
word, respectively). According to Berry-Roghe (1973) and Jones and Sinclair (1974), L4–R4 is sufficient for un-
covering the most significant collocates of a word. However, some scholars have argued that lexical attractions
and  dependencies  manifest  themselves  even  across  considerably  larger  distances  (see  Siepmann  2005  on
long-distance collocation; see also Fried and Östman 2003 and Östman 2005). Most studies on collocations do
not take clause or sentence boundaries into consideration when specifying the collocation window (Halliday
1966: 151, Jones and Sinclair 1974: 21, Stubbs 1995b: 246), but some scholars have restricted the definition of
collocation to only include clause-internal word combinations (Kjellmer 1987: 133, Smadja 1993).
Traditionally, collocation has been considered as a relationship between only two lexical elements (Jones
Collocation and colligation https://benjamins.com/cgi-bin/bbr_hop.cgi?cmd=show_article&file=/articles/col2.hop.19.html&...
3 of 23 6/7/2016 4:43 PM
and Sinclair 1974, Sinclair 1987). Therefore, the frequent co-occurrence of more than two words has often been
treated as a separate phenomenon (however, see Kjellmer 1984 and Smadja 1993). Frequently occurring multi-
word combinations have been labeled in different ways in the linguistic literature, e.g. lexical bundles (Biber and
Conrad 1999), clusters (Kenny 2000: 99) and multi-word strings (Mauranen 2000: 120). In some cases, it has
been argued that these multiword combinations are reducible to binary collocations. However, there is evidence
to suggest that not all three-item-collocations can be split up into two basic constituents and that multiword col-
locations might, in fact, be quite common (see the discussion in Siepmann 2005: 417). For a thorough discussion
of research on multiword combinations see Biber 2009 and Greaves and Warren 2010.
The term collocation has been used with slightly varying meanings in the linguistic literature. For the most
part, that variation concerns the semantic status of collocations. Following the Firthian tradition, many scholars
assume a purely statistical definition of collocation. According to this view, collocations are statistically signifi-
cant co-occurrences of two or more words regardless of the meaning of these word combinations (e.g. Jones and
Sinclair 1974, Sinclair 1991, 2004, Stubbs 1996, Hoey 2005). In order to differentiate between the different defi-
nitions of the term collocation, Evert (2009) calls this view of the concept empirical collocation. Within the tra-
dition of phraseologically oriented research, however, collocation is often defined as a word combination that
has been lexicalized to at least some extent, e.g. G IV E  –  S P EECH, instead of HA V E/M A KE/HO LD  –  S P EECH
(Benson, Benson and Ilson 1986, Mel´čuk 1998, Hausmann 2003). Evert (2009) calls this view of the colloca-
tion concept lexical collation. Finally, in computational linguistics collocation is traditionally defined as a word
combination with idiosyncratic semantic or syntactic properties, i.e. as a non-compositional word combination
(Choueka 1988, Manning and Schütze 1999: 184). Sag et al. (2002) and Evert (2009) call this type of collocation
multiword expressions. A thorough discussion of the different definitions of the term collocation can be found in
Bartsch (2004: 27–64).
Collocation analysis is one of the most extensively used methods in corpus linguistics today. It has a funda-
mental place in the research on contextual semantics, i.e. the description of meaning of lexical items based on
their contextual distribution in naturally occurring language. Contextual meaning has sometimes also been re-
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ferred to as collocational meaning (Leech 1974, Partington 1998). In particular, collocation analysis has been
used extensively to compare the meaning of near-synonyms. It has been demonstrated that near-synonymous
words often differ as to the lexical contexts they prefer; for example, the adjectives powerful and strong have a
differing set of significant collocates: a powerful car, ?a strong car, ?powerful tea, strong tea (Halliday 1966:
150, Church et al. 1991, Church et al. 1994). Similar comparisons have been made for, among others, handsome
– pretty (Palmer 1976: 96, Leech 1974: 20), between – through (Kennedy 1991), absolutely – completely – en-
tirely (Partington 1998), big – large – great (Biber, Conrad and Reppen 1998), almost – nearly (Kjellmer 2003)
and high – tall (Taylor 2003). Gries (2001, 2003) has compared the collocates for the English adjective pairs
ending in -ic/-ical (e.g. alphabetic – alphabetical), i.e. for adjectives with differing derivational suffixes.
For a long time now, collocation analysis has been an invaluable tool for lexicographers (Sinclair 1987: 319,
Clear 1993: 271, Hoey 1997: 4). Lexicographic research has produced dictionaries which are based on the words’
collocation patterns in large corpora, e.g. Collins COBUILD English Dictionary (Sinclair 1995), as well as dictio-
naries of collocations (Kjellmer 1994, Lea 2002). Furthermore, collocation analysis has been used widely within
the theoretical approach of frame semantics and the FrameNet project (e.g. Ruppenhoffer, Fillmore and Baker
2002, Fillmore, Johnson and Petruck 2003). During the last two decades collocation analysis has also been ap-
plied in an ever increasing degree in computational linguistics for the purposes of machine translation, natural
language  processing, as well  as vector-space  modeling in the  field  of  distributional  semantics (Evert 2009:
1217–1218; for an overview and references see Evert 2005: 23–27).
3. Colligation
The term colligation has been used in a large number of different senses. In fact, the use of colligation has been
even more varied than that of collocation (see above). Firth (1968: 181) used the term to refer to the syntagmatic
attraction between grammatical categories, e.g. parts of speech or syntactic functions (whereas collocation, for
him, was the syntagmatic attraction between lexical items). The most common use of the term colligation today,
however, is to designate the attraction between a lexical item and a grammatical category (Sinclair 1998: 15,
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Stubbs 2001a: 449, Tognini-Bonelli 2001: 163). For example, the English verb BUDG E  is attracted to the con-
struction [modal auxiliary verb + BUDG E], e.g. will/won’t budge (Sinclair 1998: 13). In addition to studying the
colligation patterns of single words, the concept of colligation has been applied also to multi-word phrases. For
example, the English phrase naked eye is often preceded by a preposition and a definite article (e.g. to the naked
eye, for the naked eye; Sinclair 1998: 15).
To date, the most extensive treatment of the concept colligation has been presented by Hoey (2005). In
Hoey’s theory of lexical priming (i.e. a statistically based theory of linguistic competence), colligations play a cru-
cial part in what it means to know a language. According to Hoey (2005: 43) colligation actually encompasses
three distinct aspects of distributional attraction between linguistic items: (i) the relationship between a lexical
item and a grammatical context (e.g. [consequence + BE + subordinate clause]; Hoey 2005: 57–58), (ii) the rela-
tionship between a lexical item and a particular syntactic function in which the item can be used (e.g. conse-
quence is often used as part of a complement; Hoey 2005: 44–48), and (iii) the relationship between a lexical
item and the position in a phrase, clause, sentence, text or discourse where the item can be used (e.g. conse-
quence is often used as part of the theme in a sentence; Hoey 2005: 49–52). Thus, Hoey uses colligation as a
cover term which encompasses both grammatical patterns and patterns of information structure associated with
a lexical item. It is important to note that all of the relationships above can be positive as well as negative, i.e.
lexical items are primed to co-occur with some grammatical features while they are also primed to avoid others.
The main area of study in which colligation analyses have been employed is, in accordance with collocation
analyses, the comparative study of near-synonyms. It has been demonstrated that near-synonyms often differ
substantially with regard to the grammatical contexts in which they typically occur. For example, the English ad-
jectives little and small, although similar in meaning, occur in significantly different grammatical contexts: little
is considerably less likely to be used in the subject complement position (Biber, Conrad and Reppen 1998: 93).
Similar comparisons of colligational preferences have been conducted for the English verbs QUA K E and Q UIV ER
(Atkins and Levin 1995), BEG IN  and S T A RT  (Biber, Conrad and Reppen 1998: 95–100) and for Finnish verbs re-
ferring to the act of thinking (Arppe and Järvikivi 2007, Arppe 2008). Near-synonyms have also been shown to
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prefer different morphosyntactic contexts, e.g. the Finnish adjectives T Ä RK EÄ  ‘important’ and K ES K EIN EN  ‘cen-
tral’ are primed to occur in different cases in the Finnish case system (Jantunen 2001: 183–185).
At a methodological-theoretical level, the findings of colligation analyses, as well as collocation analyses,
suggest that different word forms of the same lexeme have often noticeably different distributional patterns.
This effect has been demonstrated in a large variety of languages. For example, the English lexeme S EEK has dif-
ferent significant collocates depending on the inflectional form of the verb. While the forms seek and seeking
show similar preferences regarding their lexical context, i.e. they share many significant collocates (e.g. advice,
government, political), the form seeks attracts a distinctly different type of words (e.g. attractive, black, caring;
Stubbs 2001b: 27–28; see also Sinclair 2004: 31). In similar fashion, Tognini-Bonelli (2001: 96–100) showed
that the different inflectional forms of the Italian verb S A P ERE ‘to know’ are primed to occur in different gram-
matical constructions. Interestingly, the preferred grammatical constructions differ even for the two alternative
infinitive forms of the verb, saper and sapere. Saper is used significantly more often in contexts with other in-
finitives, whereas sapere is used more often in subordinate clauses. In Swedish, different inflectional and ortho-
graphical forms of adjectives have been shown to prefer different syntactic positions, e.g. the attributive function
is preferred significantly more strongly for stajlad (‘styled’) than for the alternative orthographical form stylad.
In general, the plural forms of Swedish adjectives are used relatively more often in the subject complement posi-
tion than the singular forms of the same lexemes (Lehecka 2012a, 2012b). In Finnish, a language with a rich case
system, the different inflectional forms of the adjectives KA UN IS  ‘beautiful’ and HY V Ä  ‘good’ collocate with dif-
ferent verbs (Jantunen 2004: 27f.).
The findings described in the previous paragraph have considerable implications for how we conceive of the
structure of the mental lexicon. The differences in the distributional preferences of different forms of the same
lexeme can, at least in certain cases, be seen as an indication of the individual forms having a relatively indepen-
dent position in the speakers’ mental representation of language. In other words, these individual word forms
can be seen as having distinctive characteristics in the mental lexicon and might, therefore, be argued to be par-
tially separate items from a cognitive perspective (cf. Sinclair 1991: 8, Stubbs 2001b: 27). Furthermore, Aston
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and Burnard (1998: 8) point out that even the different senses of a polysemous word might have different collo-
cation and colligation patterns. From a methodological perspective then, the collocation and colligation studies
have demonstrated that distributional preferences of lexical items should, at the very least, be analyzed sepa-
rately for the individual word forms of given lexemes (Firth 1968: 181, Stubbs 2001b: 27–28).
Finally, it is worth stressing that neither collocational nor colligational preferences of a word form are con-
stant across all domains and registers of language but vary significantly between different types of text and dif-
ferent subcorpora (Biber, Conrad and Reppen 1998: 43–54, Butler 2004: 157, Newman and Rice 2006). For ex-
ample, according to Firth (1957: 195), the English word time collocates normally with such word forms as saved,
spent, wasted, no and flies. In a sub-corpus of sport journalism, however, these collocates are less significant in
comparison to e.g. half, full, extra and injury (Partington 1998: 17). Correspondingly, Swedish adjectives colli-
gate strongly with copula verbs and tend to occur in the subject complement position in informal socio-prag-
matic contexts, but in more formal contexts they are relatively more frequent in the attributive function within a
noun phrase (Lehecka 2012a, 2013).
4. Combining collocation and colligation analyses
Many scholars have stressed that the two types of distributional patterns discussed here, collocation (i.e. lexical
attraction) and colligation (i.e. grammatical attraction), are closely interrelated. The relationship between these
two phenomena has been described and studied in different ways. In what follows, I will present some of the
most influential approaches in which collocation and colligation analyses have been combined. The presentation
here does not attempt to be exhaustive but, rather, aims at giving a selective overview of the main theoretical
and methodological frameworks in which collocation and colligation analyses have been applied together.
Much of the ground-laying work on collocations was done by John Sinclair. Sinclair’s classic book Corpus,
Concordance, Collocation (1991)constitutes a powerful argument for placing the interrelations between different
levels of linguistic analysis (morphology, syntax, semantics etc.) at the center of (corpus)linguistic research. Sin-
clair focuses in particular on the nature of the relationship between the meaning of an utterance and its contex-
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tual preferences. For example, the English letter string second can be claimed to have two primary meanings
based on results of a collocation analysis: (i) ‘next to the first’ when it is used together with words such as the,
world, war, year, child and wife, and (ii) ‘a unit of time’ when it is preceded by words such as per, radians and
cycles. In addition to being attracted to different lexical contexts, the two primary meanings of second also pre-
fer different grammatical contexts: second as ‘next to the first’ is often a part of a definite noun phrase, while
second as ‘a unit of time’ can be usually found in an indefinite noun phrase (Sinclair 1991: 107). Hence, the collo-
cational preferences of the two senses correlate with the colligational preferences.
According to Sinclair, the meaning of a word is heavily context-dependent and is to be analyzed not in terms
of word-inherent semantic characteristics but rather through the lexical and grammatical elements with which
the word co-occurs (Sinclair 1991: 108). However, the relationship between a word and its context is reciprocal.
The lexical and grammatical context plays a crucial part when a speaker chooses which word he or she will use,
but this word then instantly becomes a part of the context for all the other words, thus affecting their meaning
(Sinclair 1998: 8). Therefore, when constructing multiword sequences, we co-select words which have compati-
ble lexical and grammatical preferences (Tognini-Bonelli 2001: 101). If follows from this then, that information
about the distributional preferences of the individual words or word forms is partly what it means to know a lan-
guage. The knowledge of the collocational and colligational preferences of individual word forms is thus a part
of the speaker’s mental representation of the grammar of his or her language. Consequently, one simply cannot
make any clear distinction between lexicon and syntax (Sinclair 1966: 411, 1991: 102–105). The grammar of a
language, conceived as a set of abstract patterns in a language, is based on generalizations from the usage pat-
terns of individual words and utterances (Sinclair 1991: 100). Thus, lexical items consist not only of meaning and
form, but, rather, of a large amount of interrelated properties concerning their preferred patterns of use at sev-
eral levels of linguistic structure.
Sinclair developed these ideas further in his later work, proposing a more specific account of the kind of
distributional preferences included in speakers’ mental  representation of  lexical  items. He referred to these
mental representations as extended lexical units or extended units of meaning. According to him, these units en-
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compass information about four types of contextual parameters:  (i) collocation, (ii) colligation, (iii) semantic
preference, and (iv) semantic prosody (Sinclair 1996, 1998, 2004; for a summary of Sinclair’s model, see Stubbs
2009: 123–126). By semantic preference, Sinclair means the tendency of a lexical unit to co-occur with words
from a particular semantic field (in contrast to collocation which signifies the attraction between specific word
forms). For example, the adjective large collocates generally with words from the semantic field of Quantity and
size (e.g. with word forms such as number, scale, part, quantities, amount(s); Stubbs 2001b: 65). Observations
and judgments regarding the semantic preference of lexical items have often been based mainly on intuitive gen-
eralizations made from collocate lists. However, determining which semantic field a word represents is often far
from straightforward. (For an attempt at a more empirically based method, see Dilts and Newman 2006 and
Dilts 2009).
By  semantic  prosody  Sinclair  means,  in  turn,  the  communicative  function  of  a  lexical  item.  Semantic
prosody incorporates the reasons for choosing a given lexical item in a specific context (Sinclair 1996: 87–88,
1998: 20, Stubbs 2001b: 65, 2001a: 449). However, it is worth noting that the term semantic prosody has been
used in a variety of senses in linguistics. Formerly, the term was used (slightly confusingly also by Sinclair him-
self) primarily to refer to the feeling or the attitude which a lexical item contributes to an expression (mostly de-
scribed on the axis from positive to negative; Sinclair 1991: 70–75, Louw 1993: 157, Stubbs 1995a: 42–48, 1995b:
247–250; for more references, see Xiao and McEnery 2006: 106). Hunston (2007) uses the terms discourse
function and semantic association in order to distinguish between the two main senses of semantic prosody. As
with semantic preference, it is difficult to determine an objective way of judging the semantic prosody of an
item.
The four distributional parameters in Sinclair’s model of extended lexical units are closely interrelated. The
collocational preferences of a unit have a direct effect on which grammatical features will be found in the typical
contexts of the unit (e.g. budge colligating with modal auxiliary verbs). In turn, the colligational preferences in-
fluence which words or word forms will be represented among the most significant collocates (e.g. budge collo-
cates with will/won’t/can/could). The collocational preferences are reflected at a more abstract level by the se-
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mantic preference of a unit (e.g. budge is often used in utterances which express refusal). Concurrently, the se-
mantic preference of a unit contributes to shaping the units’ semantic prosody which guides the choice of the sit-
uational contexts in which the unit is used (e.g. budge expresses implicitly a frustration over an object not mov-
ing). Naturally, the preferred situational contexts influence in what specific lexical and grammatical contexts the
unit will tend to be used, thus having an impact on the collocational and colligational preferences (Sinclair 1998
).
Another comprehensive theoretical model that is founded on the concepts of collocation and colligation, is
Michael Hoey’s (1997, 2005) theory of lexical priming. In that framework, Hoey combines corpus linguistic
methods with cognitive  psychological  theory. According to Hoey (2005:  2), statistical  (or, in Evert’s (2009)
words, empirical) collocations explain why certain word combinations sound more natural or fluent than others.
For example, in winter sounds more natural than through winter, which can be explained by the fact that in
winter is by far the more frequent combination of the two in authentic language data (Hoey 2005: 5–7).
In Hoey’s view, collocation is primarily a psychological association between two word forms which is evi-
denced by their statistically significant tendency to co-occur in corpus data. Collocations, as a psychological phe-
nomenon, are formed by the cognitive process of priming. A speaker’s mental representation of language is af-
fected by his or her (implicit) memory of all previously experienced instances of language use. Every item in a
speaker’s mental lexicon is cumulatively loaded with all the linguistic and extralinguistic contexts in which it has
been encountered and, thus, it becomes primed for use in certain contexts over others. Since every speaker has
at least a partially different experience of language use, words can be differently primed for each person. Hence,
the collocational and colligational preferences for individual word forms vary depending on the speaker (Hoey
2005: 8).
According to Hoey, the priming of lexical items with collocations in this psychological sense is the founda-
tion of language structure in general (2005: 9). The recurrent use of word combinations gives rise to more ab-
stract generalizations concerning language patterns in speakers’ minds. These abstract patterns are what we call
the grammar of a language. Thus, in Hoey’s theory, grammar is an emergent system (for a comprehensive dis-
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cussion of emergent grammar, see Hopper 1988, 1998; for psycholinguistic evidence for this theory, see Bybee
and Hopper 2001). Every new encounter with speech or writing has an effect on how lexical items are loaded
from a collocational  perspective. Thus, our mental  representation of  language  is constantly (even if  ever  so
slightly) changing (Hoey 2005: 9).
Hoey (2005: 13) identifies ten different types of linguistic priming, i.e. distributional parameters which are
encoded in the mental representation of each lexical unit. The elementary types are the same as Sinclair’s: collo-
cation, colligation, semantic preference (although Hoey uses the term semantic association for this concept) and
semantic prosody (Hoey uses the term pragmatic association). Hoey’s definition of colligation is, however, sub-
stantially wider than Sinclair’s. According to Hoey, colligation encompasses not one, but three particular aspects
of statistical attraction between lexical items and grammatical categories (see chapter 3 above).
Three of these elementary types of priming (collocation, colligation and semantic preference/association)
operate over relatively short distances in a spoken or written co-text (according to Hoey: L4–R4). In addition,
Hoey introduces three types of priming that refer to statistical associations at the level of discourse (Hoey 2005:
13). Textual collocation refers to the preference of items for having specific cohesive functions within a dis-
course (e.g. the phrase Mrs. X is primed to be followed by she later on in the discourse; Hoey and O’Donnell
2008: 193). Textual semantic association refers, in turn, to the preference of lexical items to be used in a certain
semantic relation to the other items within the discourse (e.g. the phrase to the right is often used in a contrast-
ing sense). Finally, textual colligation refers to the preference of items to be used in a certain position within a
discourse (e.g. the phrase sixty years ago is often used as a text beginning in news stories; Hoey 2004: 32). The
parameters of priming at all levels of abstraction affect each other (Hoey uses the term nesting to describe this
phenomenon) and are thus interrelated in a highly intricate manner.
Both Sinclair’s and Hoey’s work, as well as the majority of corpus linguistic research in general, has focused
on the distributional patterns of single word forms or lexemes in a corpus, thus taking the lexical item as a start-
ing point and investigating the contexts and structures in which it occurs. Over the last few decades, however, it
has become increasingly popular to study distributional preferences from the opposite perspective as well, i.e. by
Collocation and colligation https://benjamins.com/cgi-bin/bbr_hop.cgi?cmd=show_article&file=/articles/col2.hop.19.html&...
12 of 23 6/7/2016 4:43 PM
starting out from particular grammatical structures or constructions and analyzing which lexical items are statis-
tically most likely to occur in them. For example, Renouf and Sinclair (1991) studied English three-word se-
quences of the type [function word + content word + function word], e.g. [a + N + of]. By inspecting the content
words most significantly attracted to the respective sequence, they concluded that each such sequence seems to
be associated with a particular semantic field. In a similar fashion, Hunston and Francis (2000) studied which
words are attracted to different grammar patterns, i.e. recurrent grammatical structures which contribute a
specific meaning to an utterance. They found, for example, that verbs which occur in the ditransitive grammar
pattern fall largely into five identifiable meaning groups, e.g. transfer of commodity (buy, give), communicating
(ask, tell) and expressing a feeling (envy, forgive; for a comparison between Hunston and Francis’s theory of pat-
tern grammar and Hoey’s theory of lexical priming, see Hoey 2009).
Currently, the most widely used approach dealing with the association of lexical items to specific grammati-
cal constructions is probably collostruction analysis (for an overview, see Stefanowitsch and Gries 2009). This
approach is an extension of both collocation and colligation analyses by combining corpus linguistic methods
with the theory of construction grammar (e.g. Fillmore 1988, Goldberg 2006). In fact, collostruction analysis
comprises three separate methods. Firstly, collexeme analysis measures the degree of attraction or repulsion of a
lexeme to a slot in one particular construction, e.g. the construction [Head N [Modifierwaiting to happen]] at-
tracts accident and disaster (Stefanowitsch and Gries 2003). Secondly, distinctive collexeme analysis measures
the preference of a lemma to one particular construction over other functionally similar constructions, e.g. the
verbs give, tell and show favor strongly the ditransitive construction over the to-dative construction (Gries and
Stefanowitsch 2004b). Thirdly, co-varying collexeme analysis measures the degree of attraction of lemmas in
one slot of a construction to lemmas in another slot of the same construction, e.g. in the into-causative construc-
tion, [Subj V Obj into V-ing], the strongest attraction between lexeme pairs in the V and V-ing slots is demon-
strated by bounce – accept and torture – confess (Gries and Stefanowitsch 2004a).
To date, perhaps the most detailed method of analysis of the interrelations between the distributional prop-
erties and preferences of lexical items is the so called behavioral profiles analysis (Divjak and Gries 2006, 2008
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, Gries 2010a, Gries and Otani 2010). This method has been primarily used for cognitive semantic studies of
near-synonyms and antonyms. Behavioral profiles analysis involves manual annotation of the investigated lexi-
cal items in the studied corpus with dozens of variables (called ID-tags in accordance with Atkins 1987), includ-
ing morphological properties (e.g. number, case), syntactic properties (e.g. syntactic function, clause type), se-
mantic  properties (e.g. abstract/concrete, animate/inanimate), and collocations. This data  is  thereafter  con-
verted into a contingency table which indicates the relative frequency of co-occurrence between each investi-
gated lexical item and the respective ID-tag. The data in the contingency table is subsequently evaluated using
multifactorial statistical analysis, e.g. hierarchic agglomerative cluster analysis, illustrating how similar or dis-
similar the investigated items are from a probabilistic perspective. For example, Gries and Otani (2010) showed
that the lexemes big and little have a similar usage pattern in English (i.e. the variables have similar values for
these lexemes). Interestingly, the usage pattern shared by big and little differs significantly from the one typi-
cally employed for another antonym pair, large and small.
5. Conclusion
The concepts of collocation and colligation have had a major impact on the development of corpus linguistic re-
search. As has been demonstrated by the discussion above, these concepts have been refined by different schol-
ars for a variety of purposes depending on which contextual factors are taken into account (e.g. morphosyntactic
and pragmatic factors in addition to the lexical and syntactic factors). Furthermore, the different approaches to
collocation and colligation have varied regarding the level of abstraction at which the contextual factors are
studied (e.g. word forms, lexemes, semantic fields).
In a wider perspective, the numerous approaches combining collocational and colligational data (as well as
data on other types of lexical properties), have had notable influence on the development of linguistic methodol-
ogy in general. The studies within this line of research have demonstrated that the traditional levels of linguistic
analysis (e.g. syntax and semantics) should not be treated as independent systems, but that they are closely in-
terconnected. The correlations and dependencies between for example the collocational and the colligational
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preferences should, therefore, constitute one of the main objects of study in linguistic research.
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