We study approximation properties of sequences of centered random elements X d , d ∈ N, with values in separable Hilbert spaces. We focus on sequences of tensor producttype random elements, which have covariance operators of corresponding tensor product form. The average case approximation complexity n X d (ε) is defined as the minimal number of evaluations of arbitrary linear functionals that is needed to approximate X d with relative 2-average error not exceeding a given threshold ε ∈ (0, 1). The growth of n X d (ε) as a function of ε −1 and d determines whether a sequence of corresponding approximation problems for X d , d ∈ N, is tractable or not. Different types of tractability were studied in the paper by M. A. Lifshits, A. , where for each type the necessary and sufficient conditions were found in terms of the eigenvalues of the marginal covariance operators. We revise the criterion of quasipolynomial tractability and provide its simplified version. We illustrate our result by applying to random elements corresponding to tensor products of squared exponential kernels. Also we extend recent result of G. Xu (2014) concerning weighted Korobov kernels.
approximation complexity n X d (ε) as a characteristic of approximation of the random element X d . It is defined as the minimal suitable value of n needed to make the relative average approximation error
1/2 smaller than a given error threshold ε by choosing optimal ψ k and l k (see [14] ).
It is important to study tractability of the described multivariate approximation problems. Namely, the approximation complexity n X d (ε) is considered as a function of two variables ε ∈ (0, 1) and d ∈ N. A sequence of approximation problems for X d , d ∈ N is called weakly tractable if n X d (ε) is not exponential in d or/and ε −1 . Otherwise, the sequence of the problems is intractable. Special subclasses of weakly tractable problems are distinguished depending on the types of majorants for the quantity n X d (ε) for all d ∈ N and ε ∈ (0, 1). For example, the sequence of approximation problems for X d , d ∈ N, is called polynomially tractable if the majorant of n X d (ε) is of order ε −s d p with some non-negative constants s and p. In the case p = 0 the sequence of the problems is called strongly polynomially tractable. Quasi-polynomial tractability, which was introduced in [2] , means that a majorant of n X d (ε) is of order exp{s(1 + | ln ε|)(1 + ln d)} with some constant s 0. In the recent paper [5] these types of tractability of the described approximation problems were investigated for separable Hilbert spaces Q 1,j , j ∈ N. For each tractability type the necessary and sufficient conditions were found in terms of eigenvalues of the marginal covariance operators K X 1,j , j ∈ N (the asymptotic setting "ε is fixed, d → ∞" was considered in [4] , [7] , and [8] ).
However it is seems that criterion of quasi-polynomial tractability from [5] was formulated in unfinished form. It is hardly applicable to concrete examples of (X d ) d∈N , because it usually requires a lot of additional calculations. The aim of this paper is to provide a simplified criterion of quasi-polynomial tractability, which will be more convenient for applications.
The paper is organized as follows. In Section 2 we provide necessary definitions and facts concerning linear tensor product approximation problems defined over Hilbert spaces. In Section 3 we obtain a new criterion of quasi-polynomial tractability for these problems. In Section 4 for illustration we apply this criterion to well known example. Namely, we consider random elements corresponding to tensor products of weighted Korobov kernels with varying positive weight parameters g j 1 and smoothness parameters r j > 1/2, j ∈ N. We show that assumptions on monotonicity of the sequences (g j ) j∈N and (r j ) j∈N can be omitted. Thus we extend the corresponding results from [5] and [16] . We also apply our criterion to random elements corresponding to tensor products of squared exponential kernels with varying length scales.
Throughout the article, we use the following notation. We write a n ≍ b n whenever there are positive constants c 1 and c 2 such that c 1 b n a n c 2 b n for all n. We denote by N and R the sets of positive integers and real numbers, respectively. We set ln + x := max{1, ln x} for all x > 0. The quantity 1(A) equals one for the true logic propositions A and zero for the false ones. We always use · B for the norm, which some space B is equipped with.
It is well known (see [15] ) that for any n ∈ N the following random element
minimizes the 2-average case error. Hence formula (1) is reduced to
On account of (6), (7), and E (X d , ψ
we infer the following representation of the approximation complexity:
Due to the tensor structure of
is the ordered sequence of the following products
where every (λ
) k∈N is the non-increasing sequence of eigenvalues of K X 1,j , j ∈ N. Here if some X 1,j is a random element of p-dimensional space, then we formally set λ
Of course, we always assume that λ
Hence for every Λ X d , d ∈ N, we have the formula
Thus the tractability for
can be fully characterized by the sequences (λ
It was done for described tractability types (2)- (5) in the recent paper [5] . In the next section we focus only on the one of those types.
In the next theorems we adopt the convention | ln 0 | · 0 = 0. We first recall the criterion of quasi-polynomial tractability that was obtained by M. A. Lifshits, A. Papageorgiou and H. Woźniakowski in the paper [5] .
Theorem 1 The sequence of approximation problems for
for some γ ∈ (0, 1). If we have quasi-polynomially tractability then
This criterion was applied to tensor products of Euler and Wiener integrated processes (see [6] ) and to the tensor product approximation problems with weighted Korobov kernels (see [5] and [16] ). However, the practice shows that the criterion is not convenient enough for applicaions to concrete examples of (X d ) d∈N , because verification of (10) usually requires a lot of additional calculations. The next theorem states that (10) can be splited into two simpler conditions of additive type, where one of them is close to (11) .
Theorem 2 The sequence of approximation problems for
is quasipolynomially tractable iff the following both conditions are verified
for some γ ∈ (0, 1) and for some (or equivalently each ) τ > 0.
Proof of Theorem 2. Sufficiency. Suppose that we have (12) and (13) for some γ ∈ (0, 1) and τ > 0. Without loss of generality we assume that τ 1. Let us consider the products from the condition (10) . Using (9), we infer the following representation
Next, applying elementary inequality 1 + x < e x , x 0, we obtain
where we set
We first consider the sums S
Let us find the constant C γ,τ such that e γx 1 + C γ,τ x for any x ∈ [0, τ ]. Using this inequality we estimate
On account of the inequality ln(1 + x) x, x 0, and (9), observe that | lnλ
Thus from this and (12) we conclude that
We next consider the sums R
Since τ 1, it follows that
According to (13) we obtain
Thus we conclude from (15), (17), and (18) that the condition (10) of Theorem 1 holds for given γ. Hence we have the quasi-polynomial tractability. Necessity. Suppose that the sequence of approximation problems for
We first show that (12) is satisfied. On the one hand, the quantity n X d (ε) satisfies (3) for some C > 0 and s 0. On the other hand, from (1), (8) , and λ
we have the inequality
Consequently,
Applying the elementary inequality ln x x − 1, x > 0, and (9), observe that | lnλ
On account of necessary condition (11) from Theorem 1 we obtain (12) .
We next prove (13) for some γ ∈ (0, 1) and for any τ > 0. By Theorem 1, we have (10) for some γ = γ * ∈ (0, 1). From the representation (14) we conclude
Thus we have
Choose any γ ∈ (0, γ * ) and any τ > 0. Consider the sum R
which is defined by (16). It admits the following integral representation
Integrating by parts yields
It is easy to prove that
From this inequality we conclude that the limit in the previous expression in (20) exists and equals zero. Applying this inequality to other terms of (20) we get
From this we conclude that
In view of (19) we have (13) . ✷
We comment on the conditions of Theorem 2. Typically, for concrete examples of (X d ) d∈N only (12) is important for quasi-polynomial tractability, because the condition (13) usually holds under the natural assumptions on the sequence (X d ) d∈N . As we will see below, the verification of (13) is rather simple.
Applications

Korobov kernels
Let B g,r (t), t ∈ [0, 1], be a zero-mean random process with the following covariance function
which is called Korobov kernel. Here g ∈ (0, 1] and r > 1/2. We consider B g,r (t), t ∈ [0, 1], as a random element B g,r of the space L 2 ([0, 1]). The covariance operator K Br,g of B r,g is an integration operator with kernel K Bg,r . The eigenvalues of K Br,g are exactly known (see [9] ):
Note that the trace of K Br,g is Λ Bg,r = 1 + 2gζ(2r),
Suppose that we have a sequence of processes B g j ,r j (t), t ∈ [0, 1], with covariance functions
be the sequence of zero-mean random fields with the following covariance functions
A. Lifshits, A. Papageorgiou and H. Woźniakowski were the first to investigate approximation problems for B d , d ∈ N, in the average case setting. Under the assumptions
they proved that quasi-polynomial tractability holds whenever (23) is satisfied (see below) and lim inf j→∞ (r j / ln j) > 0. In the recent paper [16] G. Xu shows that the latter condition can be omitted under (22). Moreover, the next theorem asserts that there is no need to assume monotonicity for (g j ) j∈N and (r j ) j∈N .
Theorem 3 Let (r j ) j∈N be a sequence such that inf j∈N r j > 1/2. Let (g j ) j∈N be a positive sequence such that sup j∈N g j 1. The sequence of approximation problems for
Proof of Theorem 3. Define r 0 := inf j∈N r j > 1/2 and g 0 := sup j∈N g j 1. For every j ∈ N we consider the following sum
from the condition (12) of Theorem 2, where we set X 1,j = B g j ,r j , j ∈ N. We first provide the lower estimate for every L g j ,r j :
where C 1 := (1 + 2g 0 ζ(2r 0 )) −1 . Next, we obtain the upper estimate for L g j ,r j :
where C 2 := ζ(2r 0 ),
. Thus we have
i.e. the condition (12) of Theorem 2 for B g j ,r j is equivalent to (23).
Next, we verify that the condition (13) of Theorem 2 for B g j ,r j , j ∈ N, holds for some γ ∈ (0, 1) and τ > 0. Fix γ ∈ (0, 1) such that 2r 0 (1 − γ) > 1 and consider the quantity
From this we infer the following inequality
According to (24) and (25) we have
Next, choose any τ such that τ 1 −
Hence (13) holds for B g j ,r j , j ∈ N. Thus (23) is necessary and sufficient condition for quasipolynomial tractability ✷.
Squared exponential kernels
Let G σ (t), t ∈ R, be a zero-mean random process with the following covariance function
where σ > 0 is a characteristic length-scale. The function K Gσ is rather popular kernel function used in machine learning (see [12] ). We consider G σ (t), t ∈ R, as a random element G σ of the space L 2 (R, µ), where µ is a standard Gaussian distribution on R. The covariance operator K Gσ of G σ acts as follows
Define σ 0 := inf j∈N σ j > 0. For any j ∈ N we have 1 < I σ j I σ 0 . Using the inequality ln (1 + x) x, x 0, we see that Thus the condition (12) of Theorem 2 is equivalent to (27).
Next, we verify that for (G σ j ) j∈N the condition (13) of Theorem 2 is always satisfied under the assumption σ 0 > 0. Fix any γ ∈ (0, 1) and consider the quantity 
