ABSTRACT Spatial modulation, a multi-antenna technology which uses the antenna index as an additional means of conveying information, is an emerging technology for modern wireless communications. In this paper, a new distributed version of spatial modulation is proposed which achieves virtual full-duplex communication (VFD-DSM) in order to increase system throughput. This throughput improvement is achieved by allowing the source to transmit new data while the relays implicitly forward the source's data in every time slot (via the index of the active relay) while explicitly transmitting their own data (via a conventional modulation technique). Motivated by the achievable throughput improvement with VFD-DSM, two maximum a posteriori (MAP) detection methods are proposed for implementation at the destination node: the first, called local MAP, is based on processing the signals received over two or three consecutive time slots, while the second, called global MAP, is based on symbol-error-rate optimal detection over an entire frame of data. For each MAP detection method, an error-aware version of the detector is also proposed which takes into account the demodulation error rate at the relays; this can achieve an extra BER advantage at the cost of additional complexity and an increased channel state information (CSI) requirement. Simulation results demonstrate that the proposed VFD-DSM protocol can provide an improved BER compared to the baseline protocol of successive relaying, while also providing a significant increase in the overall throughput since the relays can forward the source symbols while simultaneously transmitting their own data. The proposed VFD-DSM detectors are shown to provide a range of design choices offering different tradeoffs between BER performance and computational complexity. Finally, the impact of the data frame length in VFD-DSM on the error rate performance and system throughput is investigated, and it is shown how to choose the optimal frame length for a given target system throughput.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) systems, which use multiple antenna resources at the transmitter and receiver of a wireless communication system, have attracted significant attention in the research community over the last two decades, mainly due to their excellent advantages such as the ability to leverage diversity gain and spatial multiplexing gain [1] . However, in spite of the many advantages of MIMO systems, there are some practical issues which arise from the use of multiple antennas, which are related to the system complexity and cost. These problems mainly stem from the need to implement multiple RF chains (one for each antenna), which
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causes issues related to inter-channel interference (ICI) and inter-antenna synchronization (IAS) [2] , [3] .
Spatial modulation (SM) has been proposed as a new modulation technique for MIMO communication, which requires only a single RF chain at the transmitter. This has the advantage of reducing the cost and complexity of the system while still maintaining many of the benefits of MIMO [4] . The key idea is that in SM, only one antenna is active (or transmitting) in any particular time slot, and the choice of active antenna (i.e., the antenna index) conveys information in addition to that conveyed by the conventional (IQ-domain) symbol [2] - [6] .
The principle of SM was extended to the scenario of half-duplex cooperative networks in [7] - [12] . In particular, a distributed spatial modulation (DSM) protocol was proposed in [10] , [11] ; here, the relay which becomes active in the seond (cooperative) phase of communication is that which corresponds to the source symbol transmitted in the first (broadcast) phase. The use of DSM therefore increases the total network throughput, since the relays transmit their own data in the conventional IQ-domain while the index of the activated relay conveys additional information regarding the source data. The DSM protocol is particularly suitable for uplink communication, where SM becomes difficult to implement due to the lack of multiple transmit antennas at the transmitter of a mobile device. Here the DSM system can use distributed cooperative half-duplex relays to form a virtual MIMO system. However, despite the benefits of DSM over other distributed cooperation protocols, the use of cooperation limits the source data throughput to 1/2 symbol per channel use (i.e., it is the same as that of conventional relay networks).
Full-duplex communication in cooperative networks has been studied in [13] and [18] , where the source and relays transmit data in every time slot, thus doubling the throughput of the system compared to the case of half-duplex cooperation (e.g., those proposed in [19] - [22] ). Here the relays can be equipped with multiple antennas, but the existence of self-interference is a significant problem to be solved. One solution is to consider a distributed version of the halfduplex system, called virtual full-duplex (VFD), where the transmit and receive antennas belong to physically separated nodes [23] , [24] .
Motivated by the performance advantages of full-duplex communication, in this paper, a new virtual full-duplex protocol is proposed based on the principle of DSM. This new protocol achieves a significant throughput improvement compared to conventional half-duplex DSM. Two detection methods are also proposed for implementation at the destination node. The first detection method, called local MAP detection, applies the MAP detection principle over two or three consecutive time slots and requires feedforward of previous decisions. The second detection method, called global MAP detection, is symbol-error-rate optimal and is based on the forward-backward algorithm (also known as the Bahl-CockeJelinek-Raviv algorithm, after the authors of the first paper on this topic [25] ). A description of this VFD-DSM protocol was presented earlier in [26] ; however, the present paper provides a number of significant extensions with respect to the work in [26] : (i) the local MAP detector in [26] is extended to three time slots, allowing the system to achieve a significant gain in the BER performance; (ii) for all proposed detection methods at the destination, robust (''error-aware'') detectors are also derived which take into the account the probability of demodulation error at the relays; (iii) the impact of frame length on both error rate and system throughput is analysed, and it is shown how to choose the frame length to optimize the error performance for a given target system throughput; and (iv) a comprehensive comparison is presented of the error rate performance and computational complexity of all proposed detectors, as well as the robustness of the VFD-DSM protocol to variations in the channel geometry.
Note that a virtual full-duplex DSM protocol was also proposed in [27] . This protocol used an additional relay, called a proxy relay, which is activated if and only if it receives two successive equal symbols from the source. It was shown in [27] that this protocol exhibits a similar BER performance versus the SNR-per-bit compared to the baseline full-duplex protocol of successive relaying [28] - [32] ; however, the addition of the proxy relay increases the complexity and cost of the system. In contrast to that work, here the same data throughput is achieved without the need for an extra relay.
The remainder of this paper is organized as follows. In Section II, the system model and the proposed VFD-DSM protocol are described. In Section III, the two proposed detectors at the destination are derived, based on the local and global application of the MAP principle. In Section IV, the corresponding error-aware detectors are developed. Section V discusses system design considerations (frame length, complexity of algorithms, etc.) and presents simulation results. Finally, conclusions are drawn in Section VI.
II. SYSTEM MODEL A. A BRIEF REVIEW OF DISTRIBUTED SPATIAL MODULATION
This section provides a brief overview of the operation of the conventional half-duplex DSM protocol [10] , [11] . Here the network topology is comprised of a single source, a single destination, and M s = 2 q relays. A fixed unique q-bit digital identifier (ID) is assigned to each relay. Two time slots are required for a complete transmission; in the first time slot, the source broadcasts an M s -ary symbol; this is received by the destination and is also received and demodulated by all relays. In the second time slot, if the demodulated source data at any relay matches that relay's ID, the relay will become active and transmit its own data to the destination (using a conventional modulation format). Fig. 1 A) shows an illustrative example of DSM for the case M s = 2. Thus, the signal received by the destination from the activated relay conveys information regarding the source data (through the relay-todestination channel coefficient) as well as the relay's data. The destination's received signals for these two consecutive time slots are jointly processed at the destination (based on the MAP detection principle) in order to jointly detect the source data for the first time slot and the relay data for the second time slot.
B. PROPOSED VIRTUAL FULL-DUPLEX DSM PROTOCOL
In this section, we describe the proposed DSM protocol, which extends the protocol described in the previous subsection to achieve virtual full-duplex communication. This is a frame-based communication protocol; a frame of N + 1 time slots is used to transmit N source symbols. The relay activation rule is the same as in the previous subsection; however, here a new symbol is transmitted by the source in FIGURE 1. A) Illustration of distributed spatial modulation (DSM) for the case M s = 2. In the first time slot, the source broadcasts its data-bearing symbol; in the second time slot, the relay whose ID matches the received source data will become active and transmit its own data-bearing symbol to the destination. B) An illustration of virtual full-duplex DSM for the case N = 5 and M s = 2. Here the source data sequence is
, 0, 0, 0, 1} (terminated by a time slot during which the source is silent). For ease of exposition, it is assumed that no demodulation errors occur at the relays.
every time slot k, where 1 ≤ k ≤ N . In time slot N + 1, the source is silent, or equivalently transmits the constellation symbol 0 which is not ''detected'' by the destination. Fig. 1 B) illustrates the operation of the proposed virtual full-duplex DSM protocol. The illustration is for the case of M s = 2 relays with digital identifiers ID R 1 = 0 and ID R 2 = 1. The source data sequence of length N = 5 is given by {b s ( 
For ease of exposition, it is assumed for this example that no demodulation errors occur at the relays.
At first glance, the fact that the source transmits in every time slot can be seen to cause a potential problem regarding the destination's detection procedure. It will regularly occur that the source broadcasts two or more successive equal symbols, as occurs for example in time slots 2, 3, and 4 in Fig. 1B ) (i.e., b s (2) = b s (3) = b s (4) = 0). This means that relay R 1 , whose ID matches this symbol, will miss its activation in time slot 4, as it is active in time slot 3 and therefore cannot detect the source symbol b s (3) . However, the key observation here is that the resulting silence (inactivation) of all relays in time slot 4 also conveys information; therefore, this event does not cause any problem provided that the destination's MAP detector is aware of this event and takes it into account as one of the hypotheses during its MAP detection procedure. Explicit details regarding how this is achieved will be given in the next section.
C. DEFINITIONS AND NOTATIONS
We will adopt the following definitions and notations throughout this paper. A network topology consisting of a single source (S), a single destination (D), and M s = 2 q relays {R 1 , R 2 , . . . , R M s } is assumed. Each node is equipped with a single antenna, and every relay (as well as the source) has its own data to be communicated to the destination. The source uses phase shift keying (PSK) or quadrature amplitude modulation (QAM) signaling, where the complex constellation is denoted by A s . It is assumed that this constellation is normalized to have unit average energy, i.e., E x∈A s {|x| 2 } = 1. The symbol transmitted by the source in time slot k ≥ 1 is x s (k) = M s (b s (k)), where b s (k) is the information bit vector of length log 2 (M s ) and M s (.) represents the bit-tosymbol mapping at the source. Similarly, each relay F which is active in time slot k > 1 uses a unit-energy PSK/QAM constellation A r of size M r to transmit its own data-bearing symbol x F (k) = M r (b F (k)), where b F (k) is the information bit vector of relay F having length log 2 (M r ), and M r (.) represents the bit-to-symbol mapping at relay F.
We denote the received signal at any node B in time slot k by y B (k). The noise component of this signal is denoted by n B (k) -this has a mean of zero and a variance of σ 2 = N 0 /2 per dimension, where N 0 denotes the noise power spectral density. Denote by h XY the fading channel coefficient between nodes X and Y -this is a circularly symmetric complex Gaussian random variable having a mean of zero and a variance of σ 2 XY (i.e., all channels are assumed to exhibit Rayleigh fading). Channel coefficients for different links and/or different time slots are assumed to be independent and identically distributed (i.i.d.). The set of active relays in time slot k ≥ 1 is denoted by k ⊆ {R 1 , R 2 , . . . , R M s } and its complement¯ k represents the set of inactive (or silent) relays -note that these relays will be in receive mode in time slot k. Since no relay is active in the first time slot, the initialization 1 = ∅ holds. Finally, each relay has a unique digital identifier ID R r for r = 1, 2, . . . , M s which is a vector of log 2 (M s ) bits. Throughout this paper, vectors are denoted by bold type.
D. SIGNAL TRANSMISSION AND RELAY ACTIVATION 1) SOURCE BROADCASTING AND RELAY DETECTION
In the proposed VFD-DSM communication protocol, the source broadcasts a new data-bearing symbol in every time slot. Therefore, in each time slot k ≥ 1 every inactive relay F ∈¯ k receives from the source the signal
where E s denotes the average transmit energy per symbol at the source. Note that here we have neglected the effect of inter-relay interference (IRI). Each relay F ∈¯ k then demodulates according to the MAP criterion, yielding the source symbol estimatê
and relay F ∈¯ k then correspondingly estimates the source data viab
2) RELAY ACTIVATION MECHANISM
In each time slot, the SM encoding principle is applied to the set of M s distributed relays in order to implicitly forward the estimate of the source data and to explicitly transmit the activated relay's own data. Each relay F which demodulated a symbol in a particular time slot k compares its source data estimateb
S (k) with its own unique ID; if there is a match, relay F will become active in time slot k + 1. Of course, if relay F is already active in time slot k, it cannot receive and demodulate the source data as it is in the process of transmitting, so it must be silent in time slot k + 1. Therefore, the activation rule can be summarized mathematically as F ∈ k+1 if and only if F ∈¯ k andb
III. DESTINATION PROCESSING: LOCAL MAP AND GLOBAL MAP DETECTION
In this section, we propose two detection techniques for implementation at the destination node. Note that it may occur that more than one relay, or indeed no relay, might be active in a particular time slot, as demodulation errors may occur at the relays. However, in this section, the detection algorithm implemented at the destination will assume that the demodulation of the source symbols at each relay is error-free. The extension of these detection algorithms to the case where demodulation errors exist at the relays will be described in detail in Section IV.
A. LOCAL MAP DETECTION 1) LOCAL MAP DETECTION OVER TWO TIME SLOTS (2TS)
The received signal at the destination in the previous time slot k − 1 (which was stored at the destination for processing in the current time slot) may be written as (3), as shown at the bottom of this page, while the received signal at the destination in the current time slot k may be written as (4), as shown at the bottom of this page. In these expressions, E r denotes the average transmit symbol energy at each relay.
According to the DSM principle, the source data in time slot k − 1 is communicated to the destination in two ways. First, it is directly modulated onto the symbol x s (k − 1); and second, it controls the set k of active relays in time slot k (including the case where k = ∅). Therefore, joint MAP detection can be applied at the destination over the two time slots k − 1 and k conditioned on the two received signals y D (k − 1) and y D (k) given by (3) and (4) respectively; here the MAP detector will consider all hypotheses regarding the previous and current source symbols x s (k − 1) and x s (k), the current active relay set k , and the corresponding relays' data symbols. Therefore, the destination's detection process for local MAP operates according to (5) , as shown at the bottom of this page, and the detected data is obtained viab
for the source data in time slots k − 1 and k, respectively. In addition,˜ k denotes the hypothesized active relay set,
whilex G (k) represents a hypothesis for the transmitted data of any relay G which is hypothesized to be active in time slot k (i.e., G ∈˜ k ). Finally, note that in order to ensure that the detection procedure yields a result consistent with the relay activation conditions of VFD-DSM, we impose the following constraint on the source symbol and active relay set hypotheses:
Note that this detector provides the joint MAP decision conditioned on the two consecutive received signals y D (k −1) and y D (k), based on the assumption that the decisions made in previous time slots are correct. Also note that the termination of each frame with a zero symbol mitigates against the effect of error propagation.
2) LOCAL MAP DETECTION OVER THREE TIME SLOTS (3TS)
It is straightforward to extend the detection procedure described in the previous subsection to the case of local MAP detection over three consecutive time slots. This makes the detector more robust (especially to the condition where the source transmits two consecutive equal symbols, leading to all relays being silent in the third time slot), at the expense of a higher computational complexity. The destination's detector performs joint MAP detection over the three time slots k, k −1, k −2 conditioned on the received signals (4), (3) and (6), as shown at the bottom of this page.
The MAP detector considers all hypotheses regarding the source symbols x s (k −2), x s (k −1) and x s (k), the previous and current active relay sets k−1 and k , and the corresponding relays' data symbols. Therefore, the destination's detection process operates according to (7) , as shown at the bottom of this page, and the detected data is obtained viab
hypotheses for the source data in time slots k − 2, k − 1 and k respectively, while the previous decisions on the active relay setˆ k−2 and its associated transmissionsx L (k − 2) (for L ∈ˆ k−2 ) are assumed to be correct. In addition, k−1 and˜ k denote the hypothesized active relay sets, whilẽ x J (k − 1) andx G (k) represent the associated transmit symbol hypotheses. Finally, we impose the following constraints on the considered hypotheses:
we also initializê 1 = ∅. Again, the frame termination with a zero symbol guards against the adverse effect of error propagation.
B. GLOBAL MAP DETECTION
In this section, we describe the detector at the destination which is based on the application of the MAP detection principle at a global (i.e., frame) level. This detector efficiently computes the APPs of the source and relay symbols by using the forward-backward algorithm on the factor graph which describes the joint probability distribution of these random variables. This type of detector was originally proposed for soft decoding of convolutional codes in [25] , and is known as the BCJR algorithm after the initials of the authors of [25] . This approach was later significantly generalized in [33] , where it was shown how to apply the forward-backward algorithm to compute exact APPs for any context where the factor graph describing the global probability distribution is a tree.
Here we apply the forward-backward algorithm to the context of VFD-DSM, noting that the computation of the APPs for a single transmission frame may be formulated as the problem of marginalizing a product of functions. The factor graph for the overall probability distribution relating to the detection problem is shown in Fig. 2 ; note that this factor graph is a tree. The messages passed on the factor graph are also shown in Fig. 2 ; the message passed on each edge of the graph is a function of the variable node connected to that edge. Each variable node x s (k) corresponds to the source symbol (lying in A s ) in time slot k, while each variable node transmission
is given by (9) , both as shown at the bottom of this page, and
expresses the probabilistic dependency of the next relay transmission vector on the current relay transmission vector and the current source symbol (due to the relay activation principle of the proposed VFD-DSM protocol). This coupling is what creates the tree structure in the factor graph in Fig. 2 . If the demodulation process at the relays is assumed to be error-free, the probability distribution p x R (k + 1) | x S (k), x R (k) can be assumed to be uniform over all relay symbol vectors x R (k + 1) which are consistent with the hypotheses x S (k) and x R (k).
The forward-backward algorithm begins with the (simultaneous) recursive computation of the forward metrics α k and the backward metrics β k [33] . For the forward recursion, the initialization for the forward metrics is given by
and the recursion operates as follows: for every
The initialization for the backward metrics is given by (12) , as shown at the top of the next page and the recursion operates as follows: for every k = N , N − 1, . . . , 1,
Finally, the metrics γ k are computed for every k = 1, 2, . . . , N via
Note that for any value of k, the values of γ k (x S (k)) correspond to the exact APPs of the source symbols x S (k). Decisions on the source symbols are then made viâ
Simultaneously with the γ k metric computation, the metrics δ k are computed via
for each k = 2, 3, . . . , N + 1. Note that this requires only one multiplication for each value of x R (k). For any value of k, the values of δ k (x R (k)) correspond to the exact APPs of the relay symbol vectors x R (k). Decisions on the relay symbol vectors are then made viâ
Here the termination of the frame with a zero symbol facilitates the initialization of the backward recursion via (12) . Also, log-domain metric computation is recommended for implementation of this algorithm, as for the standard BCJR algorithm of [25] ; in such an implementation, all metrics are replaced by their real logarithms, multiplication is replaced by addition, and addition is replaced by the well-known Jacobian logarithm (max * ) [34] , defined by max * {x, y} = log(e x + e y )
= max{x, y} + log 1 + e −|x−y| . (19)
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Note that in implementation of the Jacobian logarithm, the omission of the second term in (19) causes only a minor loss in performance.
IV. DESTINATION PROCESSING: ERROR-AWARE DEMODULATORS
The local and global MAP detectors introduced in the previous sections assumed error-free detection of the source symbols at the relays. This assumption will not hold in general, especially at low source-relay SNR. Motivated by this consideration, in this section we introduce detectors which are robust in the presence of demodulation errors at the relays, in a manner similar to the work of [35] and [36] .
A. ERROR-AWARE LOCAL MAP
For brevity, we consider only the local MAP demodulator which processes over three time slots. This demodulator seeks to detect the most likely source symbols in time slots k − 2, k − 1, k, relay activations in time slot k − 1 and k, and relay transmitted symbols in time slots k − 1 and k in a joint manner (while retaining the past decisions on the active relays and their transmitted symbols in time slot k − 2). Therefore, the MAP demodulator seeks to maximize (20) wherex R (j) denotes a hypothesis for the vector of symbols transmitted from the relays in time slot j ∈ {k − 1, k}. Applying Bayes' rule, factorizing, and ignoring constants, leads to the detection procedure given by (21) , as shown at the bottom of this page. Next we explain how to compute the term
which appears in (21) . First, the symbol error probability at relay F ∈ in time slot k is in general given by an expression of the form
where α and β are constants depending on the particular (PSK or QAM) modulation used at the source. We can factorize (22) as 
and for F ∈
(26)
The first case in (25) and (26) corresponds to the case where relay F was busy in the previous time slot, and hence cannot be active in the current time slot. The second case in (25) corresponds to the probability of correct activation of relay F, where the relay has been silent in previous time slot and has been able to check the received source symbol against its own ID. The third case in (25) is the probability of incorrect activation. The term 1 N in (25) is also due to the fact that when any relay is active, its transmitted symbols are equiprobable. The second case in (26) corresponds to the probability of incorrect non-activation where the relay has been able to receive the new source data but demodulates such data incorrectly, and the third case corresponds to the probability of correct non-activation.
The error-aware local MAP detector is then determined by substituting the expressions given by (25) and (26) into (20) .
B. ERROR-AWARE GLOBAL MAP
The derivation of a robust MAP demodulator for VFD-DSM, it is only necessary to evaluate the term p (8) . However, this has already been explained in the previous section.
V. DESIGN CONSIDERATIONS AND SIMULATION RESULTS
In this section, simulation results are presented and some design considerations are investigated such as choice of frame length N and detection complexity. In addition, a state-ofthe-art full-duplex cooperative relaying protocol, called successive relaying [28] - [32] is considered as a baseline for performance comparison. In successive relaying, in each time slot exactly one relay is receiving a new symbol from the source, while at the same time the other relay is forwarding the symbol received from the source in the previous time slot to the destination (the relays alterate their roles between transmission and reception). A direct link is also assumed to exist betweeen the source and the destination. It should be noted that in successive relaying, the relays do not have their own data to be communicated; they simply retransmit the source data to the destination. The destination performs MAP detection over two consecutive time slots in a fashion similar to the local MAP detector. In order to have a fair comparison, both error-aware and low-complexity demodulators are considered for successive relaying. A node geometry is considered which assumes an equal distance between all pairs of nodes, i.e., σ 2 SD = σ 2
SR r
= σ 2 R r D = 1 for r = 1, 2. Also, unless otherwise specified we set E s = E r .
A. IMPACT OF FRAME LENGTH
Recall that the proposed protocol operates on the basis of a frame consisting of N + 1 time slots. As we will show in this section, it is important to choose an appropriate value of N . A large value of N can have drawbacks which differ depending on the particular receiver algorithm used. In the case of global MAP detection, a large N means the use of a large memory buffer at the receiver, as the detection algorithm requires storage of the entire trellis of length N + 1. In the case of local MAP detection, a large value of N increases the effect of an error propagation event within a frame (local MAP detection is predicated on the assumption that previous symbol decisions in the frame are correct; however, the effect of an error propagation event must terminate at the end of the frame).
The impact of frame length on the source data BER performance for both local MAP detection (over 3 time slots) and global MAP detection is shown in Fig. 3 and Fig. 4 respectively. As can be seen, for local MAP detection, the system using frame length 3 has 2.2dB gain over the system with frame length 12 and 3dB gain over the system with frame length 1000. This is due to the suppression of the error propagation effect at short frame lengths. A similar trend in the variation of the source data BER performance with N can be observed in Fig. 4 for the case of global MAP detection. Here, the reason is that smaller N means more frequent frame termination with the source transmitting a zero symbol; this in turn leads to frequent strong backward-metric initialization in the forward-backward algorithm.
On the other hand, it is important to note that choosing too low a frame length will adversely affect the throughput of the system, especially if N is very small. In the proposed VFD-DSM protocol, in the first time slot, while the source broadcasts its symbol, there is no cooperative transmission from the relays. On the other hand, in the final time slot, although the relays make a cooperative transmission, there is no transmission from the source. Therefore, a total of N + 1 time slots is required for transmission of N source symbols as well as (on average) 1 + M s −1 M s (N − 1) relay symbols (note that in the second time slot, one relay will be active, whereas in the following time slots, one relay will be active only if the new source symbol is not equal to the previous source symbol, which occurs with probability Therefore, the total transmitted energy per frame is
Similarly, the total number of (source and relay) bits transmitted per frame is
The energy per bit is E b = E tot /B tot . Note that in the case E s = E r = E and M s = M r = M , this evaluates to E b = E/(log 2 M ), as expected. The throughput of the system, measured in bits per time slot, is given by
As N → ∞, the throughput tends to the asymptotic value
Fig . 5 illustrates the behavior of the overall system throughput with frame length N and different source constellation size M s ∈ {2, 4, 8, 16, 32, 64}, for the case where the relays use BPSK signaling (M r = 2). The asymptotic throughput values T ∞ are also shown. It can be seen that for reasonable-sized frame length N , the throughput is close to its asymptotic value, but it decays dramatically as N becomes small. In practice, it is desirable to choose a value of N which provides a compromise between throughput, algorithmic storage requirements, and performance. As a design principle, one may choose to target a certain fraction η of the asymptotic throughput, and the optimal frame length can then be determined as the smallest N which satisfies this throughput requirement. For example, for the case of M s = M r = 2 and η = 94.5%, we require T ≥ ηT ∞ = 1.423; the optimal frame length is then N = 12 as shown in Fig. 5 . This choice of frame length provides close-to-maximum throughput while it is also memory-efficient and provides close to optimal BER performance as shown in Fig. 3 and 4 .
B. COMPUTATIONAL COMPLEXITY ANALYSIS OF PROPOSED DETECTORS FOR VFD-DSM
A comparison of the computational complexity of the proposed detectors for use at the destination in VFD-DSM is presented in Table 1 . The low-complexity (LC) and erroraware (EA) demodulators have been listed in the table, as well as an approximate error-aware (AEA) demodulator. The latter represents the situations in which for the larger values of M s , the complexity of the demodulator can be dramatically reduced by restricting the set of hypothesized vectors to those for which (ON) ≤ 2. This assumption leads to very little loss in performance, since the probability of more than 2 simultaneous relay activations is negligible at reasonable values of the source-relay SNR. Table 1 expresses the computational complexity of each detector in big-O notation in order to show how this complexity scales with the constellation sizes M s and M r (full details regarding the derivations of these expressions are omitted due to space constraints). Note that while the global MAP detector exhibits a lower computational complexity to the local MAP detector (3TS) in general, it incurs a significantly higher computational storage requirement (which scales linearly with the frame length N ). For the purpose of comparison, the complexity of the detectors for successive relaying are also shown in the table.
C. RESULTS
In this section, simulation results are presented for the proposed VFD-DSM protocol, considering all proposed destination detectors (local MAP with 2 and with 3 time slots, global MAP) and also considering the low-complexity and FIGURE 6 . BER of the source data at the destination, for the proposed local and global MAP detectors (over 2 and 3 time slots) for the proposed VFD-DSM protocol. Both the low-complexity and error-aware demodulators are used for detection. It is assumed that BPSK is employed at both source and relays. The frame length is chosen to be N = 12.
error-aware versions of the proposed demodulators. The results are also compared to the state-of-the-art full-duplex relaying protocol of successive relaying (for the purpose of fair comparison, results are presented for both lowcomplexity and error-aware demodulators for successive relaying). Simulations assume a system with 2 relays, with BPSK employed at both source and relays (M s = M r = 2). The frame length is chosen as N = 12, based on the optimization discussed in the previous section. Inter-relay interference is neglected in this work.
A comparison of the bit error rate (BER) for the source data at the destination for the proposed VFD-DSM protocol and successive relaying is shown in Fig. 6 . First we will consider the performance of the low-complexity (LC) demodulators in Fig. 6 . It can be seen that at high SNR, VFD-DSM with local MAP detection (2TS) has a very similar BER performance to that of successive relaying (attaining a BER of 10 −3 at E s /N 0 = 24 dB), but attains a clear throughput advantage since in VFD-DSM the relays are able to simultaneously transmit their own data. It can also be seen from the figure that the use of local MAP detection (3TS) and global MAP detection both exhibit a further gain of approximately 2dB in the source data BER.
Next we consider the performance of the error-aware (EA) demodulators shown in Fig. 6 . In this case, it can be seen that VFD-DSM with local MAP detection (3TS) achieves a gain of 1.1 dB over successive relaying at a BER of 10 −3 , and when global MAP detection is used, an additional 0.6 dB is gained. All three of these demodulators achieve diversity order 2. On the other hand, local MAP detection (2TS) does not achieve any diversity gain. In general, the use of the erroraware demodulators leads to an improved BER performance for full-duplex relaying systems; this comes at the expense of an increased detection complexity as well as the assumption of perfect knowledge of the source-to-relay channel coefficients at the destination. Note that apart from the benefit in the source data BER, the proposed VFD-DSM protocol also possesses a clear superiority over successive relaying in the sense of improved system data rate (since in VFD-DSM, the relay nodes also transmit their own data). The reason for this is that while the energy used in the relay nodes is for the purpose of relay data transmission, it also provides an independent copy of the source symbol via the DSM principle, thus providing source symbol diversity and improving the source data BER.
In VFD-DSM (and indeed DSM), the relays cannot achieve any diversity gain for their own data; they simply aid the source transmissions if and only if they can simultaneously serve their own traffic. The BER performance of the relay data at the destination for the proposed destination detectors is shown in Fig. 7 . It may be seen from the figure that for all systems, the best performance is obtained with error-aware (EA) detection. In this context, the proposed VFD-DSM with local MAP detection (3TS) and with global MAP detection exhibit a similar performance; both show a gain of 2.5 dB over VFD-DSM with local MAP detection (2TS). A similar comparative performance can also be seen in the case where the low-complexity (LC) detector is employed. It should be noted that in VFD-DSM the relay nodes transmit their own data, while in successive relaying all relay resources are committed only to serving the source data; this explains the absence of any curve in Fig. 7 for successive relaying. Fig. 8 shows the BER of the source data for the case of 4 relays, where QPSK is used at the source and BPSK is used at the relays (M s = 4, M r = 2). Here the low-complexity demodulator is chosen for detection in each case. It can be seen that in this scenario, the VFD-DSM protocol with local VOLUME 7, 2019 FIGURE 7. BER of the relay data at the destination, for the proposed VFD-DSM protocol with local MAP detection (over 2 and 3 time slots) as well as global MAP detection. Both the low-complexity and error-aware demodulators are used for detection. It is assumed that BPSK is used at both source and relays. The frame length is chosen to be N = 12. MAP detection (2TS) has worse performance than successive relaying; this is due to fact that for a given E s /N 0 , QPSK has a higher symbol error probability than BPSK which leads to a higher rate of incorrect relay activation/inactivation. On the other hand, VFD-DSM with local MAP detection (3TS) and global MAP detection provide a gain of 0.9 dB and 1.3 dB respectively over successive relaying at a BER of 10 −2 . This shows that even for nonbinary constellations, the VFD-DSM protocol has an advantage of enhancement of the source data detection quality as well as an increased throughput due to the transmission of the relays' data. Note that in the case of this modulation choice (M s = 4, M r = 2), the frame length N = 12 was chosen, which represents the optimal choice for FIGURE 9. BER of source and relay data at the destination for channel geometry G2 and low-complexity demodulators. BPSK is used at both source and relays, and the frame length is N = 12.
a system targeting η = 93% of the asymptotic throughput (using (29) and (30) as illustrated in Fig. 5 ).
D. ROBUSTNESS AGAINST CHANNEL GEOMETRY
In this subsection, we consider a second node geometry (called G2) where both relay nodes lie at the centre point between the source and destination (although not a practical scenario, this is a commonly used as a test case for cooperative protocols). Our model assumes a path loss exponent of 2, so that for the second geometry (called G2), σ 2 SD = 1 while σ 2 SR r = σ 2 R r D = 4 for r = 1, 2. The BER performance of the proposed VFD-DSM protocol is compared with that of successive relaying in Fig. 9 ; here the low-complexity versions of demodulators have been considered. It can be seen that similarly to the case for geometry G1, the BER for the source data is slightly better for global MAP detection than for local MAP detection (3TS), while both of these have a significant gain over that of successive relaying. The BER performance for the relay data shows a similar consistency regarding the relative performance of the different detectors. These results indicate that the performance gains of VFD-DSM are robust against variations in the channel geometry. Again, the throughput advantage of VFD-DSM is implicit in the figure, since for successive relaying the relays only retransmit the source data and there is thus no BER curve for relay data.
VI. CONCLUSION
In this paper, the distributed spatial modulation protocol has been generalized to provide virtual full-duplex operation. Two detection methods were proposed for use at the destination, using a local and a global application of the MAP principle for joint symbol detection. For both local and global MAP detection methods, a low-complexity demodulator which assumes error-free demodulation at the relays was proposed, as well as an error-aware demodulator which takes into the account the demodulation error probability at the relays. The impact of frame length on the error rate and the system throughput were analysed, and it was shown how to choose the optimal frame length in order to achieve a desired target fraction η of the asymptotic throughput. The proposed detection algorithms were compared in terms of computational complexity and performance. Simulation results indicate that the proposed VFD-DSM protocol and associated detectors exhibit an improved BER performance compared to the state-of-the-art full-duplex relaying technique of successive relaying, especially for the case of error-aware detection. This comes in addition to a significant throughput advantage, since in contrast to successive relaying, in VFD-DSM the relays are able to also transmit their own data in the relaying phase.
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