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For X one observation on a p-dimensional (p > 4) spherically symmetric 
(5.5.) distribution about 8, minimax estimators whose risks dominate the risk 
of X (the best invariant procedure) are found with respect to general quadratic 
loss, L(S, 8) = (6 - 0)’ D(6 - 0) where D is a known p x p positive definite 
matrix. For C a p x p known positive definite matrix, conditions are given under 
which estimators of the form 6 . . ..c.dX) = (I - (ar(ll XII”)) D-lWD1/B II XII-W 
are minimax with smaller risk than X. For the problem of estimating the mean 
when n observations X, , X, ,..., X,, are taken on ap-dimensional S.S. distribution 
about 0, any spherically symmetric translation invariant estimator, 6(X, , 
X t ,..., X,,), will havb a S.S. distribution about 8. Among the estimators which 
have these properties are best invariant estimators, sample means and maximum 
likelihood estimators. Moreover, under certain conditions, improved robust 
estimators can be found. 
1. INTRODUCTION 
Consider the problem of estimating the mean vector 0 of a p-dimensional 
spherically symnietric (s.s.) distribtition, with respect to quadratic loss 
qs, e) = 11s - e 112 = i (Si - e,y 
i=l 
where 6 = [a, , 6, ,..., S,]’ and 
(1.1) 
e = [e, , e2 ,..., e,]’ 
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or general quadratic loss 
L(S, e> = (6 - e)’ D(S - 8) 
(1.2) 
where D is a known p x p positive definite matrix. 
For certain spherically symmetric unimodal distributions, minimax estimators 
which have smaller risk than the best invariant procedure (which is itself 
minimax) have been found by James and Stein [15], Baranchik [2, 31, Alam [l], 
Strawderman [20, 211, Bhattacharya [7], Bock [S, 91, Berger [4, 5, 61 and 
Brandwein and Strawderman [lo]. A history of these results can be found in [lo]. 
In this manuscript, minimax estimators which are better than the best in- 
variant procedure when sampling from a spherically symmetric distribution 
(not necessarily unimodal) will be found. Though the techniques required to 
obtain these results are similar, in various parts, to those used by Brandwein 
and Strawderman in [IO], these results have important implications for certain 
nonquadratic loss functions and lead to improved robust estimators and im- 
proved minimax estimators in the multiple observation case. 
The problem of finding minimax estimators of the mean which are better 
than the best invariant procedure with respect to nonquadratic losses, such 
as ]I 6 - 0 11, have long been under investigation. No results exist even for the 
multivariate normal distribution. However, using the results of this paper, 
Brandwein and Strawderman [l l] are able to find such minimax estimators for 
the mean of p-dimensional (p > 4) spherically symmetric distributions when 
the loss is a non-decreasing, concave function of 116 - 0 112. Thus, for the first 
time, improved minimax estimators for the multivariate normal distribution 
have been found for these nonquadratic loss functions. 
For a p-dimensional S.S. distribution, we are able to obtain results when we 
have n observations X, , X, ,..., X,, . Section 4 considers the problem of finding 
estimators which are better than the best invariant estimator and improving on 
other estimators which are based on n observations. Any spherically symmetric 
translation invariant estimator based on XI , X, ,..., X, has a S.S. distribution 
about 0 and best invariant estimators, sample means and maximum likelihood 
estimators all have these properties. The multiple observation problem is thus 
reduced to a one observation problem for which there are better estimators 
than the usual ones. Moreover, for a sample of n observations from a S.S. distribu- 
tion about 0, Marrona [18] presents robust estimators which are spherically 
symmetric and translation invariant for distributions with finite second moments. 
Accordingly, these estimators will also have S.S. distributions about 8. Therefore, 
the results of this paper may be applied to find improved robust estimators of t9 
as well. 
In addition, the estimators given with respect to general quadratic loss are 
more general than those given in [lo]. Specifically, for X a p x 1 random 
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vector having a spherically symmetric distribution about 8, S,,,,,,,(X) given by 
S asr,c,D(X) = (I - (~~(11 XII”)) D-1WD1/2 11 X II-“)X where C is a knownp x p 
positive definite matrix and I is the p x p identity matrix, will be better than X 
provided: (i) 0 < a < ((2/p)(trace CD - 2&-)y,‘)/E,,(lj X Ij-z) and & and yL 
are the maximum eigenvalues of DIJ‘TD1~z and DIWzDl/z, respectively; 
(ii) 0 < r(s) < 1; (iii) ~(11 X 11”) is nondecreasing; (iv) ~(11 X l]2)/ll XII2 is non- 
increasing; and (v) p > 4. When p = 3, there does not exist a strictly positive a 
for which 6 .,T,c,D(X) is better than X for the general spherically symmetric 
case. Moreover, this is the largest class of estimators of this form which are 
better than X for p > 4. 
2. MINIMAX ESTIMATORS OF THE LOCATION PARAMETER OF A ~-DIMENSIONAL 
(p > 4) SPHERICALLY SYMMM~IC DISTRIBUTION WITH RESPECT 
TO QUADRATIC Loss 
DEFINITION 2.1. A p x 1 random vector X is said to have a p-dimensional 
spherically symmetric (s.s.) distribution about 6 if and only if P(X - 0) has 
the same distribution as (X - 0) for every p x p orthogonal matrix P. The 
density of X with respect to Lebesque measure will be a function of 11 x - 0 /I. 
If X has a S.S. distribution about 8, X is the best invariant procedure with 
respect to quadratic loss (1.1) and it follows from Kiefer [ 161, that it is a minimax 
estimator of 8. 
Classes of minimax estimators whose risks dominate (are less than or equal to) 
the risk of X will be given when the loss is sum of squared errors (1.1) and 
P b 4. 
2.1. James-Stein minimax estimutors 
When taking one observation, X, on a p-dimensional multivariate normal 
distribution with mean vector 0 and covariance matrix the identity (XN 
MVN(B, I)), the usual estimator of 0 is X. This estimator was improved on 
for p 2 3 by James and Stein in [15] by estimators of the form 
u-v = (1 - WI Xl12NX- (2.1.1) 
For the general case when X = [XI , X, ,..., X,]’ is one observation on a 
spherically symmetric distribution about 8, the James-Stein estimator 6,(X) 
given by (2.1.1) is a “better” estimator of 0 than X for p > 4 when 0 < a < 
((2(p - 2)/p)/E,,(ll X 11-a)). Here and throughout E,, denotes the expectation 
when B = 0, and the loss is (1.1). An estimator 6 is said to be “better” than X, 
if the risk of 6 dominates the risk of X for all 8 with strictly smaller risk than X 
for some 8. Clearly any estimator which is better than X will be minimax. Thus 
the above class of estimators will be a minimax class of estimators for the 
location parameter of a spherically symmetric distribution. 
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It is proven in [13] that if the p x 1 random vector X has a S.S. distribution 
about 8, then the conditional distribution of X given I/ X - 0 II2 = R2 (to be 
denoted X / R) has a uniform distribution over the surface of the sphere 
(11 X - 0 /I2 = R2}. 
For p > 4 and 0 < a < (2(p - 2)/p)/E,(Il X lle2), the difference in risks is 
R(X, 0) - R(S, , 0) = E, I/ X - B II2 - E, Il(l - a jl X II-“)X - B II2 
(2.1.2) 
= aE,[2 - 2(efx) // x l/--2 - a I/ x II-“] 
Moreover, if Y is any p x 1 random vector having a S.S. distribution about 0, 
then the random vector S = Y jj Y I/-l N %!(I] S II2 = 1) (see Dempster [13, 
page 2721). Thus, RS + 0 = (RY ]I Y 11-r) + t9 has the same distribution as 
X / R N @!(I] X - 0 II2 = R”). This implies that the distribution of RY 11 Y 11-l + 0 
is the same as the distribution of X / R N @‘(II X - 0 /I2 = R2), when Y has a 
uniform distribution over the entire area of the sphere (11 Y \I2 < 1) (Y N 
@‘(II Y II2 < 1)). C om b ine this fact with the expression for the difference in risks 
given by (2.1.2), and obtain: 
(R(X, 0) - R(6, , Q/a = E,[2 - 2(8’X) I/ X !j-2 - a II XII-“] 
= E[E,[2 - 2(&X) jl X ll-2 - a Ij X ll-2 I R]] 
= E[2 - (2B’(RY 11 Y 11-l + 0) + a) 11 (RY /I Y I/--l + e)}l-“1 (2.1.3) 
where Y N @‘(]I Y ]I2 < l}. 
With these preliminaries, consider the following theorem: 
THEOREM 2.1.1. If X is one observation on a p-dimensional (p > 4) S.S. 
distribution about 8 and 6,(X) is defined by (2.1.1), then with respect to quadratic 
loss (1.1) 6,(X) is better than Xfor 0 < a < (2(p - 2)/p)/(E,,(ll X ]]-2)), provided 
EO( II X (I-“) is finite. 
Proof. The technique of this proof is similar to the one used by Brandwein 
and Strawderman [lo]. First the theorem is proven for X N @{II X - 0 II2 = R2} 
and then extended to the spherically symmetric case. The details will be omitted 
here. 
3. MINIMAX ESTIMATORS OF THE LOCATION P ARAMJITBR OF A ~-DIMENSIONAL 
(p > 4) SPHERICALLY SYMMETRIC DISTRIBUTION WITH RESPECT 
TO GENERAL QUADRATIC Loss 
For one p x 1 observation, X, on a S.S. distribution about 8, minimax 
estimators which are better than X were given in the previous section for 
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quadratic loss (1.1). In this section, those results will be explicitly extended for 
general quadratic loss given by 
qs, e) = (S - l9)’ D(S - 8) 
where D is a known p x p positive definite matrix. 
3.1. James-Stein and Bock Minimax Estimators for General Quadratic Loss 
When X has a p-variate (p >, 3) MViV(B,1) distribution with respect to 
general quadratic loss (1.2), X is minimax and inadmissible. In [9], Bock found 
values of a for which the James-Stein estimator 6,(X) given by (2.1.1) is a better 
estimator of 0 than X. Later on, in [8], Bock found a larger class of estimators 
which are better than X and are of the following form: 
6 a.c.D(4 = (I- (a(D-1/2CD1’2)/ll X l12>>X (3.1.1) 
where C is a known p x p positive definite matrix, I is the p x p identity 
matrix, and D112D112 = D is the known p x p matrix in the loss function. Of 
course, when C equals the identity, S a,c,o(X) just becomes the James-Stein 
estimator 6,(X). 
For X one observation on a p-dimensional (p > 4) S.S. distributipn about 0, 
estimators of 0 of the form (3.1.1) given above will be better than X for certain 
values of a. Since X itself is minimax, these estimators will certainly be minimax. 
In addition, when C and D are both the identity, this class of estimators will 
coincide with the class given in section 2.1, and thus will be the largest class of 
estimators of this form for the general case. 
The following theorem details all the conditions under which Z&c,,(X) is 
better than X. 
THEOREM 3.1.1. If X = [X1 , X2 ,..., X,] is a single obseroation on a 
spherically symmetric distribution about 0 and S,,,,,(X) is given by (3.1.1) then, 
with respect to general quadratic loss (1.2), the risk of 6,,,,,(X) dominates (is less 
than or equal to) the risk of X when p 2 4 provided 
(1) trace CD = tr CD > 2tL = 2 (maximum eigenvalue of D1W’D1/2) and 
(2) 0 < a < ((2/PW CD - X’d~%%(ll XII-“) 
where yL = maximum eigenvahe of D112C2D’12. 
Moreover, under these conditions the risk of Z&-&X) is strictly less than the risk 
of X when t9 is the zero oector. So, 6,,,,,(X) is a better estimator of 0 then X. 
Proof. The details of this proof are rather tedious and employ many of the 
techniques developed by Brandwein and Strawderman [lo]. Essentially, the 
proof shows that the difference in risks between X and 6,,,,,(X) is minimized 
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when C and D are such that tr CD/t, = p and a = (2(p - 2)/p)/E,,(jl XII-“). 
This occurs when C = D = I. Details of the proof can be obtained from the 
author. 
3.2. A Larger Class of Minimux Estimators for the Mean of a p-Dimensional 
(p > 4) S.S. Distribution 
For X one observation on a p-dimensional (p > 4) S.S. distribution about 8, 
consider the estimator 
6 a.7,c.~(X) = (I- Ml XII”) D-1/2CD1/2/ll X Il”W (3.2.1) 
where C, D, and I are defined as in (3.1.1). 
If r(II X 11”) is a non-decreasing function between 0 and 1 (not including 0), 
and ~(11 X l12)/lj X II2 is a non-increasing function and, in addition, conditions (1) 
and (2) of Theorem 3.1.1 are satisfied then 6,,,,,,,(X) is a better estimator of 0 
than the minimax estimator X with respect to general quadratic loss (1.2). This 
will be restated in the following theorem. 
THEOREM 3.2.1. I f  X = [Xl , X2 ,..., X,] has a S.S. distribution about 0 and 
the loss is general quadratic loss (1.2), then the estimator 6,,,,,,,(X) given by (3.2.1) 
is a better estimator of 9 then X for p >, 4, provided: 
(1) 0 < I(‘) d 1 
(2) ~(11 X 11”) is non-decreasing 
(3) ~(11 X 112)/11 X II2 is nun-increasing 
(4) tr CD > 2& = 2 (maximum eigenvalue of D1J2CD1/2) and 
(5) 0 < a G ((W(tr CD - ~~~L~YE~(II Xlb2) 
where, as in Theorem 3.1.1, yL is the maximum eigenvalue of DW?D1/2. 
4. MULTIPLE OBSERVATIONS AND OTHER APPLICATIONS 
For one p x 1 (p > 4) observation X on a spherically symmetric distribution 
about 8, minimax estimators which are better than X with respect to quadratic 
(1.1) and general quadratic (1.2) 1 oss were presented in sections 2 and 3. In this 
section, the problem of estimating the mean of a p-dimensional (p > 4) 
spherically symmetric distribution when sampling n observations will be 
considered. This situation will reduce to a one-observation problem. 
In practice, one would usually sample n observations, XI , X2 ,..., X, , from a 
S.S. distribution about 8, and estimate 0 using some estimator which depends 
on all these observations. For this case, the best invariant procedure is Pitman’s 
estimator given by, 6(X, , X2 ,..., X,) = Xl - E,,[Xl j Ys , Ys ,..., Y,] where 
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Yi = Xi - XI , z = 2, 3,..., n. However, this best invariant procedure is often 
very difficult to calculate and other estimators such as the sample mean X or 
a maximum likelihood estimator (MLE) may be preferred. All these estimators 
belong to a larger class of estimators which have S.S. distributions about 0. 
Specifically, these estimators are contained in the class C of spherically sym- 
metric translation invariant estimators. Thus, 6(X, ,..., X,) E C if 
?qPX, , PX, ,...) PX,) = P&(X, , x, ,..., X,) 
where P is ap x p orthogonal matrix (4.2.1) 
and 
6(X, - c, x, - c ,...) x, - C) = 6(X, , x2 )..., X,) - c 
where C is ap x 1 vector. (4.2.2) 
If 8 = 8(X, , x, ,...) X,) E C, then 6 will have a S.S. distribution about 8. This 
will easily be proven in the following theorem. 
THEOREM 4.1. Ij XI , Xs ,..., X,, are n i.i.d. random vectors having a p- 
dimensional spherically symmetric distribution about 8, and 6(X, , X, ,..., X,,) is 
an estimator of 6 satisfying (4.2.1) and (4.2.2) then 6(X, , X, ,..., X,) also bus a 
spherically symmetric distribution about 0. 
Proof. By Definition 2.1, 6(X, ,..., X,,) has a S.S. distribution about B if 
P@(X, , x2 ,***, X,) - 0) has the same distribution as 6(X, , X, ,..., X,) - 8 
for any fixed p x p orthogonal matrix P. By assumption, 6(X,, X, ,..., X) 
satisfies (4.2.1) and (4.2.2), thus for any set S, 
PY~(x,, 4, x4 - 4 E s) 
= P~(G(P(x, - e), P(X, - e),..., P(X, - e)) E S) 
= qs((x, - e), (x2 - e),..., (x, - e)) E s) 
= P~((s(x, , x, ,..., x,) - e) E s). 
The last two equalities follow by (4.2.2) and the fact that P(X, - 0) has the 
same distribution as (Xi - 0). Thus, 6(X,, X, ,..., X,) has a S.S. distribution 
about 8. Q.E.D. 
Pitman’s estimator and X clearly satisfy (4.2.1) and (4.2.2). If the MLE is 
unique, it is immediate from the definition of an MLE, that it too satisfies 
(4.2.1) and (4.2.2). Thus all these estimators have S.S. distributions about 8. 
Moreover, if XI , X, ,..., X,, is a random sample from a p-dimensional S.S. 
distribution about 8, then if there exists at least one MLE there exists an MLE 
having a S.S. distribution about 8. 
Hence, when sampling from a S.S. distribution about 8, all spherically sym- 
metric translation invariant estimators have S.S. distributions and included in 
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this class, are many of the most commonly used estimators, such as X, Pitman’s 
estimator and an MLE. Estimators which are better than these estimators in 4 
or more dimensions may be obtained by applying the results of sections 2 and 3. 
For example, if the loss is quadratic loss (1.1) and 6 = 6(X1 , X, ,.. ., X7,) has a 
spherically symmetric distribution about 0, the James-Stein estimator 
S,(S) = (1 - a 116 11-2)s 
is a better estimator of 0 then 6 for 0 < a < (2(p - 2)/p)&, I/ 6 11-a. This is a 
direct application of Theorem 2.1 .l. Note too, that if E,, /I S /l--2 is not known, 
but, a bound can be placed on it (say E,, j/ 6 l/--2 < b,), then S,(S) is better than 6 
for 0 < a < (2(p - 2)/p)/bs . In fact, this class of estimators improves on all 
S.S. translation invariant estimators 6, satisfying E,, /I 6 /le2 < 6, . 
These results can also be applied to robust estimation. For Xi , X, ,..., ;k;, 71 
observations on a spherically symmetric distribution about 0 with finite second 
moments, Marrona [18] finds robust estimators which are spherically symmetric 
and translation invariant. Accordingly, these estimators will have S.S. distri- 
butions about 0 and as above, may be improved on by using a James-Stein 
estimator. Applications of robust estimation for the multivariate normal and 
t-distribution may be found in Marrona’s paper. 
Another application of the results of sections 2 and 3 is linear regression. 
That is, these minimax estimators may be used to improve on the least squares 
estimator of the regression coefficient when the normal assumptions of the linear 
model may not be true. Consider the linear regression model Y = X/I + E 
where Y is n x 1, X is n x p, fl isp x 1 and E is TZ x 1 and has a S.S. distribution 
about 0. 
The least squares estimator of p is fi = (XX)-lX’Y which has a density 
which is a function of (6 - p)‘(X’X)@ - p). Thus, applying the results of 
section 3 we have classes of estimators which are better than fi (with respect 
to quadratic loss). For example, 
has smaller risk than fl for p 2 4 when the conditions of Theorem 3.2.1 are 
satisfied with C = I, and D = (X,X)-l. 
5. REMARKS 
In section 4 the multiple observation case was reduced to one observation by 
showing that if S(X, , X, ,..., X,) is any spherically symmetric translation in- 
variant estimator, it has a S.S. distribution about 0. Thus, the discussion in this 
section will be restricted to one observation X from a p x 1 S.S. diitribution. 
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Note that the bounds on the class of minimax estimators presented in sections 
2 and 3 are the best bounds for the general S.S. case. The estimator 6,,,,,,,(X) = 
(I - ar(ll Xj12) D-1R7D1/2/]/ X1[2)X, as given by (3.2.1), was proven to be 
better than X with respect to general quadratic loss (1.2) provided conditions l-5 
of Theorem 3.2.1 are satisfied. The bound on this class was given by Condition 5 
which states that 0 < a < ((2/p)(tr CD - 25,)y;‘)/E,(lI X[l-z). Bock’s result 
for the multivariate normal distribution (given in [S]), requires 0 < a < 
((2/(p - 2))(tr CD - 2&)y,‘)/E,,(jl X(1-“), hence, our class of estimators 
differs from the normal class of estimators by a factor of (p - 2)/p. However, 
the best estimator when sampling from a normal population occurs when 
a = (p - 2))l(tr CD - 25,)y,‘/E,,(I~ XII-“) which is included in the general 
class when p > 4. In addition, by an appropriate choice of the matrix of C 
(suggested by James Berger), 6,,,,,,,(X) may b e reduced to a simpler estimator 
which will have no requirements on D except that it be positive definite. 
Specifically, allow C = D-l/d, where d, is the maximum eigenvalue of D-l, 
then 5;. = yL = dil and 8a,r,D-;ldL,D = (I- (4 X ll”P-‘W,. II X Il”W 
With this choice of C, Condition 4 of Theorem 3.2.1 is satisfied (tr CD = p/d, > 
25, = 2/d,) and provided Conditions (l)-(3) hold, this estimator is better than 
X for 0 < a < (2(p - 2)/p)/& I/ XII-“). S 0, a simple estimator exists for 
general quadratic loss (1.2). 
The importance of the results of this paper is threefold. When taking one 
observation from a S.S. distribution about 8, there exist simple estimators of the 
mean which are better than the usual procedure, and, in addition, the multiple 
observation case so simply reduces to one observation and improvements can 
be made over many of the most commonly used estimators and robust estimators 
based on a number of observations. Moreover, due to the publication of various 
papers, such as [14] by Efron and Morris, which explicitly show the practical 
value of the James-Stein estimator, these improved estimators are becoming 
more familiar and widely used. Lastly, because of the results given in this 
manuscript, Brandwein and Strawderman [ll] have been able to prove other 
valuable theorems for large classes of loss functions, where previously no 
results existed even for the multivariate normal distribution. 
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