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Ultrakalte Rydberg Atome in einer Ioffe-Pritchard Falle: Bildung von eindimensionalen
Rydberg Gasen und Ausnutzung ihres Zweiteilchencharakters – Gegenstand dieser Arbeit
ist die theoretische Untersuchung der Quanteneigenschaften von ultrakalten Rydberg Atomen
in Anwesenheit inhomogener a¨ußerer Felder. Wir betrachten die Ioffe-Pritchard Konfiguration
und u¨berlagern diese mit einem homogenen elektrischen Feld um zu zeigen, dass gefangene
Rydberg Atome in langlebigen zirkularen Zusta¨nden erzeugt werden ko¨nnen und dabei ein
permanentes elektrisches Dipolmoment von einigen hundert Debye aufweisen. Die daraus
resultierende Dipol-Dipol Wechsewirkung in Verbindung mit der radialen Einsperrung fu¨hrt
zu einem effektiv eindimensionalen Rydberg Gas mit makroskopischen Teilchenabsta¨nden.
Unsere Untersuchungen auf Niedrigdrehimpulszusta¨nde verlagernd zeigen wir, dass – im Ver-
gleich zu Punktteilchen mit identischen magnetischen Moment – der Zweiteilchencharkter von
Rydberg Atomen maßgeblich ihre Falleneigenschaften beeinflußt. Analytische Ausdru¨cke fu¨r
die resultierenden Fallenpotentiale werden hergeleitet und ihre Gu¨ltigkeit wird durch den Ver-
gleich mit den numerischen Lo¨sungen der zugrunde liegenden Schro¨dingergleichung besta¨tigt.
Die Schwerpunktsbewegung wird mittels eines adiabatischen Ansatzes untersucht und Im-
plikationen fu¨r Quanteninformations-Protokolle, die magnetisch gefangene Rydberg Atome
involvieren, werden diskutiert. Abschließend zeigen wir, wie die spezifischen Merkmale des
Rydberg Fallenpotentials mit Hilfe von Grundzustandsatomen geprobt werden ko¨nnen, welche
mit dem Rydberg Zustand mittels eines nichtresonanten Zweiphotonenu¨bergangs verkoppelt
sind.
Ultracold Rydberg Atoms in a Ioffe-Pritchard Trap: Creating One-Dimensional Rydberg
Gases and Exploiting their Composite Character – Subject of this thesis is the theoretical
study of the quantum properties of ultracold Rydberg atoms in the presence of inhomogeneous
external fields. Using the Ioffe-Pritchard configuration as a key ingredient superimposed by
a homogeneous electric field, we demonstrate that trapped Rydberg atoms can be created in
long-lived circular states exhibiting a permanent electric dipole moment of several hundred
Debye. The resulting dipole-dipole interaction in conjunction with the radial confinement is
demonstrated to entail an effectively one-dimensional Rydberg gas with a macroscopic inter-
particle distance. Turning our investigations to the low angular momentum electronic states,
we demonstrate that the two-body character of Rydberg atoms significantly alters their trap-
ping properties opposed to point-like particles with identical magnetic moment. Analytical
expressions describing the resulting trapping potentials are derived and their validity is con-
firmed by comparison with the numerical solutions of the underlying Schro¨dinger equation.
The center of mass dynamics are studied by means of an adiabatic approach and implications
for quantum information protocols involving magnetically trapped Rydberg atoms are dis-
cussed. We conclude by demonstrating how the specific signatures of the Rydberg trapping
potential can be probed by means of ground state atoms that are off-resonantly coupled to
the Rydberg state via a two-photon laser transition.
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Chapter 1
Introduction
During the past two decades, powerful cooling techniques enabled remarkable experiments
with ultracold atomic gases revealing a plethora of intriguing phenomena. Laser and evap-
orative cooling allow nowadays the routine production of ultracold samples of ground state
atoms in the temperature regime below one micro-Kelvin. The first highlight in the (at this
time still new) field of ultracold atomic physics was in the year 1995: Bose-Einstein Con-
densation (BEC) was achieved for an ultracold gas of rubidium atoms [1] – an effect that
has been predicted theoretically already in the early years of the twentieth century [2–4].
Independently, in the same year a BEC of sodium was obtained [5]. These pioneering exper-
iments established the field of ultracold physics, which ought to expand rapidly in the years
to come. Just to pick an example, only four years later the first gas of fermionic species was
brought to degeneracy [6]. Also from a theoretical point of view, great effort was put into
understanding the properties of degenerate quantum gases. The so-called Gross-Pitaevski
equation proved to be a very useful concept in this direction [7–10]. It affords an excellent de-
scription of the newly-found condensates of alkali atoms [11]. Many physical properties have
been derived and interesting physical features have been predicted for the novel systems [12].
Nowadays, degenerate quantum gases of many different species can be routinely achieved in
many laboratories around the globe. Quantum gases of mixed species are not uncommon
and even a BEC of ground state polar molecules is about to be achieved [13]. The ultimate
goals of the pursued research projects are numerous: They range from technical applications
such as extraordinarily sensitive magnetic field detection [14] to state-sensitive controlled
chemistry [15]. Other, even more ambitious applications include quantum computation and
quantum information [16].
Due to their widely tunable properties, ultracold atomic gases provide the ideal playground
to model and study complex many body systems. The interatomic interaction can be tailored
using Feshbach resonances and magnetic, optical, and electric fields can be applied in order to
generate virtually any external potential. Famous examples for the versatility are the demon-
stration of the Mott-Insulator to superfluid phase-transition of ultracold atoms in an optical
lattice [17], the BEC-BCS crossover in a gas of 6Li [18], or the Kosterlitz-Thouless phase
transition studied within a two-dimensional Bose-Einstein condensate [19]. In one dimension
and in the limit of an infinitely strong interparticle interaction strength, a so-called Tonks-
Girardeau gas emerges [20] in which the bosons behave like spin-less non-interacting fermions
piled up in the single-particle eigenstates of the one-dimensional potential. Experimentally,
such a gas has been realized in a 87Rb Bose-Einstein condensate of very low density in a tight
optical potential using an optical lattice to manipulate the atoms’ effective mass [21].
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Common to all ultracold experiments is the vast usage of external fields to control and ma-
nipulate the internal as well as external degrees of freedoms of ultracold atoms and molecules.
For example, static electric fields are used to align ultracold polar heteronuclear molecules by
mixing their field-free rotational states in order to exploit their intrinsic electric dipole moment
for dipolar interactions [22–27]. In a similar vein, magnetic fields are employed to manipulate
ultracold atoms possessing large magnetic dipole moments, such as chromium [28]. More-
over, they are widely used to tailor the interatomic interaction using Feshbach resonances,
allowing – amongst others – the almost 100% efficient conversion from atoms to molecules
and back [29]. Inhomogeneous magnetic fields are the basis of controlling the external degree
of freedom as well. In combination with counterpropagating laser beams of well-defined po-
larization, they are encountered in virtually any ultracold experiment: the magneto-optical
trap [30]. The latter offers efficient cooling of a large number of atoms and at the same time
provides stable and strongly confining trapping. However, the magneto-optical trap allows
only cooling until the Doppler limit is reached. This issue is overcome in purely magnetic
traps where the temperature of the atomic sample is further reduced by evaporative cooling;
in the evaporative cooling scheme only the hottest atoms escape the trap, thereby effectively
reducing the temperature of the whole sample [31].
Rydberg Atoms
Among the many fascinating systems encountered in modern ultracold atomic and molecu-
lar physics are Rydberg atoms. Rydberg atoms are (in the framework of ultracold physics
almost exclusively alkali-)atoms in states of high principal quantum number n. Their size
can easily exceed that of ground state atoms by several orders of magnitude. Already a state
with principal quantum number n ≈ 40 has an electronic orbit that measures ∼ 200 nm in
diameter and thus is more than thousand times larger than the ground state [32]. The associ-
ated displacement of the atomic charges makes Rydberg atoms highly susceptible to external
fields and at the same time is the origin of their strong mutual interaction. Combining such
extraordinary properties with the plethora of techniques known from the preparation and ma-
nipulation of ultracold gases enables remarkable observations. In ultracold gases, the strong
dipole-dipole interaction has been shown theoretically [33, 34] and experimentally [35–39] to
entail a blockade mechanism thereby effectuating a collective excitation process of Rydberg
atoms [40–42]. Moreover, two recent experiments demonstrated the blockade between two
single atoms a few micrometers apart [43, 44]. The strong dipole-dipole interaction renders
Rydberg atoms also promising candidates for the implementation of protocols realizing two-
qubit quantum gates [33, 34] or efficient multiparticle entanglement [45]. The extraordinary
size of Rydberg atoms furthermore gives rise to a novel binding mechanism for a system of one
Rydberg and one ground state atom. The negative scattering length between the Rydberg
electron and the ground state atom entails an attractive potential for the latter at the posi-
tion of the Rydberg electron. Consequently, the appearance of such giant Rydberg molecules
is determined by the Rydberg electron wave function, giving rise to so-called trilobite or
butterfly molecular states [46–49]. Only recently, signatures of such extraordinary molecules
have been observed experimentally using an ultracold gas of rubidium atoms in a magnetic
Ioffe-Pritchard trap [50].
Owed to their large size, Rydberg atoms do not only interact much stronger than their
ground state counterparts but also behave quite differently when placed in electric and/or
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magnetic field configurations that provide trapping for ground state atoms. Several works
have focused on the issue of trapping Rydberg atoms based on electric [51,52], optical [53], or
strong magnetic fields [54]. Being omnipresent in experiments dealing with ultracold atoms,
inhomogeneous magnetic fields seem predestined for trapping Rydberg atoms (even a two-
dimensional permanent magnetic lattice of Ioffe-Pritchard microtraps for ultracold atoms has
been realized experimentally [55, 56]). Similar to ground state atoms, the magnetic trapping
of Rydberg atoms originates from the interaction of their magnetic moment with the magnetic
field. In particular, this allows to utilize trap geometries which are well-known from ground
state atoms. However, due to the high level density and the strong spectral fluctuations with
spatially varying fields, trapping or manipulation in general is a more delicate task than for
ground state atoms. This holds particularly for the case where both the center of mass and
internal motion are of quantum nature and inhomogeneous external fields lead to an inherent
coupling of these motions.
In a first attempt to understand the quantum properties of a Rydberg atom placed in a
three-dimensional magnetic quadrupole field, Lesanovsky and Schmelcher exploited a one-
body approach assuming an infinite nuclear mass. As they showed, the delicate interplay
between the Coulomb and magnetic interactions in the inhomogeneous field leads to, e.g.,
intriguing spin polarization patterns of individual Rydberg states and magnetic field induced
electric-dipole moments [57–60]. Providing such a promising starting point, more involved
studies incorporating the fully coupled center of mass and electronic dynamics were not long to
follow [61,62]. The essential step of these studies is the introduction of an adiabatic approach
of Born-Oppenheimer kind: The fast electronic dynamics is assumed to adapt instantaneously
to any change in the local magnetic field structure while the center of mass is slowly moving
through the external field. Hence, at each point in space the electronic structure of the
Rydberg atom yields a different energy, providing after all an electronic potential energy
surface for the center of mass dynamics. By determining in this manner the quantum states
of the center of mass motion, it has been demonstrated that trapping can be achieved if
the total, i.e., combined center of mass and electronic angular momentum of the atom is
sufficiently large. This holds even for very tight traps or high principal quantum numbers
when the extension of the electronic Rydberg state becomes equal to or even exceeds that of
the ultracold center of mass motion.
Although being omnipresent in ultracold atomic physics experiments, the three-dimen-
sional magnetic quadrupole field configuration has a serious drawback, namely, its lack of
a finite field strength at its minimum. Consequently, spin flips that lead to particle losses
become possible at the trap center [63]. As mentioned above, this issue can be alleviated, e.g.,
by imposing a large center of mass angular momentum such that – pictorially speaking –the
Rydberg atom circles around the point of zero field at sufficiently large distance. For practical
purposes, however, it is desirable to provide trapping at small or even vanishing center of
mass angular momentum: usually, ultracold atoms are prepared in such states. Hezel and
co-workers tackled this issue by considering the Ioffe-Pritchard magnetic field configuration,
for which an additional offset field removes the degeneracy of the trapped and anti-trapped
states at the trap center and thereby greatly reduces the undesirable spin flips. Addressing
the regime of inherently coupled center of mass and electronic motions, they demonstrated
in their theoretical studies that Rydberg atoms can be tightly confined and prepared in long-
lived circular electronic states, i.e., in states of maximal electronic angular momentum and
projection, l = ml = n− 1 [64,65]. Interestingly, despite the strong localization of the center
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of mass, the electronic structure of the Rydberg atom is barely changed compared to the
field-free case. As it turned out, however, only the adiabatic energy surface of the circular
state proved to be very robust with respect to changes in the magnetic field parameters. The
lower lying angular momentum states, in contrast, are subject to numerous avoided crossings
and non-adiabatic transitions, rendering stable trapping impossible. Hence, the trapping
mechanism relies in these studies on high angular momentum electronic states that have not
been realized yet in experiments with ultracold atoms.
Objective of this Work
In this thesis, we continue and expand the studies of Hezel and co-workers of investigating
the quantum properties of Rydberg atoms in a Ioffe-Pritchard trap. As pointed out above,
Refs. [64,65] focused on Rydberg states of high electronic angular momentum. This particular
choice allowed to employ a very useful approximation: The interaction between the Rydberg
electron and the remaining ionic core can be considered in such cases as purely Coulombic.
Consequently, in the field-free case the high degree of degeneracy known from the hydrogen
atom is yielded. In the presence of the Ioffe-Pritchard field, this degeneracy gives rise to the
multitude of non-adiabatic avoided crossings; at the same time the trapping of non-circular
Rydberg states is rendered practically impossible. When going to very low electronic angular
momenta l . 3, however, the situation changes dramatically. The core-penetration and
scattering effects of the valence electron splits the low angular momentum states energetically
apart from the degenerate hydrogenic manifold by means of the so-called quantum defect [32],
providing a separate submanifold for each l. Hence, quite naturally the question arises if stable
trapping becomes again possible in such low angular momentum Rydberg states. Investigating
this issue is of particular relevance for current experiments since ultracold Rydberg atoms are
usually prepared in low angular momentum nS or nD states by a two-photon laser excitation
of trapped ultracold ground state atoms.
The investigation of ultracold Rydberg atoms in low angular momentum electronic states
differs quite substantially from the high angular momentum ones. As indicated above, the
core-scattering and polarization effects, that lead to the quantum defect of the energy levels,
must be accounted for. Moreover, the spin-orbit interaction of the valence electron is much
stronger for small angular momenta. Accordingly, fine-structure effects must not be neglected.
We start in Chapter 2 by providing a brief introduction to Rydberg atoms in general and
highlighting the peculiar properties of low angular momentum states of alkali atoms. In
Chapter 3 we lay the foundations of this thesis, namely, the working Hamiltonian of an alkali
Rydberg atom in a magnetic Ioffe-Pritchard trap is derived. For this reason, a two-particle
picture (Rydberg electron and remaining ionic core) is employed. The initial Hamiltonian in
the minimal coupling scheme is presented, including a thorough examination of all ingredients
necessary to adequately describe the low angular momentum Rydberg states of an alkali
atom. Introducing relative coordinates and a suitable unitary transformation allows us to
simplify the initial Hamiltonian considerably. An adiabatic approach reminiscent of the Born-
Oppenheimer separation in molecular dynamics finally treats the remaining couplings between
the relative and center of mass motion.
The adiabatic approach relies on finding the solutions to the electronic part of the previously
derived Hamiltonian parametrically as a function of the center of mass position of the Ryd-
berg atom. In Chapter 4 we tackle this issue by introducing a spatially dependent unitary
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transformation that ‘homogenizes’ the magnetic field by rotating the magnetic field vector
into the z-direction of the laboratory frame of reference. The drawback of this method is,
however, that it relies on further approximations and that certain terms can only be included
in a perturbative manner. In Chapter 5, we present our computational approach for deter-
mining the solutions of the electronic Schro¨dinger equation numerically, based on the linear
variational principle. Opposed to the analytical solutions of Chapter 4, this approach does
not require further approximations and yields in principle arbitrarily exact solutions. While
for the investigations of high angular momentum Rydberg states hydrogenic eigenfunctions
are very suitable as underlying basis set, we need to construct adapted eigenfunctions for the
low angular momentum Rydberg states of alkali atoms. The method used for gaining the
latter – the so-called Discrete Variable Representation – is discussed in Chapter 5 as well.
Before turning to the discussion of our results concerning Rydberg atoms in low angular mo-
mentum electronic states, in Chapter 6 of this thesis we use the Ioffe-Pritchard configuration
as a key ingredient in order to prepare and study a one-dimensional Rydberg gas consisting of
long lived circular states. Specifically, we propose a modified Ioffe-Pritchard trap, a magneto-
electric trap, that offers tightly confining potential energy surfaces for the atomic center of
mass motion; at the same time, the Rydberg atom possesses an oriented permanent electric
dipole moment in this kind of trap. The resulting strong repulsion between neighboring Ry-
dberg atoms in conjunction with the tight transverse confinement is demonstrated to give
rise to an effectively one-dimensional Rydberg gas with macroscopic interparticle distances.
Moreover, we are going to derive analytical expressions for the electric dipole moment and
the required linear density of Rydberg atoms below which a one-dimensional Rydberg gas is
expected to form.
In Chapter 7 we finally switch to the investigation of low angular momentum states of
Rydberg atoms. Specifically, we analyze the quantum properties of nS, nP , and nD Rydberg
atoms in a magnetic Ioffe-Pritchard trap. It is demonstrated that the two-body character of
Rydberg atoms, i.e., the fact that they consists of an outer electron far away from a compact
ionic core significantly alters their trapping properties opposed to point-like particles with
identical magnetic moment. As we are going to show, the resulting trapping potentials possess
a reduced azimuthal symmetry and a finite trap depth, which can be a few vibrational quanta
only or less. Choosing the magnetic field parameters appropriately, on the other hand, stable
trapping can be achieved with trap depths in the micro-Kelvin regime. In addition to the
electronic properties, the center of mass dynamics of trapped Rydberg atoms are studied.
In particular, we analyze the influence of a short-time Rydberg excitation on the center of
mass motion of trapped ground state atoms. A corresponding heating rate is derived and
the implications for quantum information protocols involving magnetically trapped Rydberg
atoms are discussed.
One major drawback of Rydberg atoms is their finite lifetimes due to spontaneous radiative
decays. Although being denoted as long-lived for the purpose of many experiments, lifetimes
in the range of microseconds up to milliseconds can still be insufficient. For example, the
atomic motion in the ultracold regime is hard to resolve within this timescale. Also in the
context of quantum information, coherence times exceeding the typical lifetime of Rydberg
atoms are desirable. A remedy of this issue is to combine the huge amount of control known
from ultracold physics with the exceptional properties of Rydberg atoms by dressing ground
state atoms with Rydberg states. This can be achieved by off-resonantly coupling the ground
and Rydberg state by an appropriate laser transition (which is usually of two-photon char-
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acter), resulting in dressed states where the Rydberg level becomes weakly admixed to the
ground state and vice versa. In Chapter 8 we illuminate the question of how the external,
i.e., center of mass motion of magnetically trapped 87Rb ground state atoms is affected by
such a dressing with the Rydberg state. We thoroughly discuss the two-photon laser coupling
scheme that maps the features of the Rydberg trapping potential onto the dressed ground
state atom. The resulting dressed trapping potentials are systematically studied. In partic-
ular, we demonstrate how the delicate interplay between the spatially varying quantization
axis of the Ioffe-Pritchard field and the fixed polarizations of the laser transitions determines
the actual shape of the trapping potentials.
In Chapter 9 we conclude this thesis by briefly summarizing our findings and providing
an outlook on further perspectives in this intriguing field of research.
Unless stated differently, atomic units are used throughout this thesis, cf. Appendix A.
We remark that Chapters 6-8 contain each a brief summary of the theoretical background
necessary to comprehend the argumentation and results presented in the respective chapters
by its own.
Chapter 2
Rydberg Atoms
The main subject of this thesis are Rydberg atoms and their properties in (in-)homogeneous
external fields. For this reason, we provide in this chapter an introduction to Rydberg atoms
in general, highlighting their remarkable properties. We start in Section 2.1 by short his-
torical remarks, including the first appearance of Rydberg atoms in atomic physics. Being
omnipresent in modern ultracold atomic physics, alkali atoms gained huge attention during
the last decades. As a paradigm example for the latter, we outline in Section 2.2 the par-
ticular properties of rubidium Rydberg atoms. In Section 2.3 we set the stage of this thesis
by summarizing the energy scales that are encountered for a Rydberg atom in a magnetic
field. For a comprehensive review of the physics of Rydberg atoms, including experimental
and theoretical methods, we refer the reader to the monograph by T. F. Gallagher [32].
2.1 Historical Remarks
Rydberg atoms are atoms in states of high principal quantum number n. Although the
concept of a quantum number has not yet been around at this time, the first appearance of
Rydberg atoms was already in the year 1885 in the Balmer series of atomic hydrogen [66].
Balmer’s formula for the wavelengths of the visible series of atomic hydrogen is given by
λ =
bn2
n2 − 4
where b = 3645.6 A˚. Rewriting Balmer’s formula in terms of the wavenumber of the observed
lines instead of the wavelength,
ν =
1
4b
(
1
4
− 1
n2
)
,
we nowadays recognize that it describes the series of transitions from the n = 2 states to
higher lying levels. In the 1890s Rydberg began to classify the spectra of other atoms into
sharp, principal, and diffuse series of lines [67].1 He realized that the wavenumbers of the
observed lines could be expressed as
νl = ν∞l − Ry(n− δl)2 ,
1Note that this classification survived in the labeling s, p, d . . . of the electronic angular momentum l.
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Table 2.1: Properties of Rydberg atoms and their dependence on the principal quantum number n. Adapted
from Ref. [32].
Property n dependence
Binding energy n−2
Energy between adjacent n states n−3
Orbital radius n2
Dipole moment 〈nd|er|nf〉 n2
Polarizability n7
Radiative lifetime n3
Fine-structure interval n−3
where l stands for the s, p, and d series. The constants ν∞l are the series limits and δl
we would call nowadays the quantum defect of the corresponding series. Ry is the so-called
Rydberg constant, Ry = 109721.6 cm−1, which is universal and can be used to describe the
transition wavenumbers, not only for different series of an atom but also for different atoms.
The physical significance of n as the principal quantum number did not become clear until
Bohr proposed his theory of the hydrogen atom in 1913. Bohr employed the picture of an
electron classically orbiting the ionic core. While we know today that the Bohr model is not
valid entirely, it nevertheless successfully introduced the properties of Rydberg atoms which
make them interesting. In particular, it gives the connection of the orbital radius of the
electron around the ionic core and the principal quantum number n,
r =
4piε0~2
e2me
n2 = a0n2 ,
where a0 = 0.529177208 A˚ is the size of the ground state atom and is called the Bohr radius.
In other words, the size of the orbit increases as the square of the principal quantum number.
Consequently, Rydberg states (which are states of high n) have very large orbits. The binding
energy of such a state, on the other hand, quadratically decreases with increasing n:
W = − 1
(4piε0)2
e4me
2n2~2
= −Ry
n2
.
Hence, the Bohr atom physically defines our understanding of Rydberg atoms: In a Rydberg
atom, the valence electron is in a large, loosely bound orbit that is characterized by the
principal quantum number n.
Nowadays, we know that the Bohr model gives an intuitive picture of a Rydberg atom but
a correct description must be derived from quantum mechanics. The properties of a Rydberg
atom are therefore determined by its wave function ψ. In developing the latter, we begin
with the Schro¨dinger equation for the hydrogen atom in its simplest form, i.e., neglecting all
relativistic effects such as spin-orbit coupling or hyperfine structure [68]:(
−∇
2
2
− 1
r
)
ψ =Wψ . (2.1)
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Figure 2.1: Sketch of a high angular momentum alkali Rydberg atom (a) compared to its low angular momen-
tum counterpart (b). For the latter, the interaction of the valence electron with the closed-shell electrons of the
finite-size ionic core leads to core-scattering and polarization effects. In case of the high angular momentum
state, the internal structure of the ionic core is not resolved.
r denotes the distance of the electron from the proton, which is assumed to be infinitely
heavy, and W its energy. As for the rest of this thesis, Eq. (2.1) is given in atomic units,
cf. Appendix A. In this chapter we do not aim to solve the Schro¨dinger equation (2.1). We
rather acknowledge that its solutions are well-known and are introduced in Section 5.3. From
the wave functions we can infer the n scaling of many properties of Rydberg atoms; Tab. 2.1
shows a short list of the most representative ones. Most notably – although being highly
excited – the lifetime of Rydberg atoms increases rapidly as n3. A further example of the
extraordinary properties of Rydberg atoms is their huge polarizability. It is proportional
to the sum of of squares of electric dipole matrix elements divided by energy denominator,
resulting in a n7 scaling. Consequently, Rydberg atoms are expected to be extremely sensitive
to external fields.
2.2 Rydberg States of Alkali Atoms
In this work, we are interested in Rydberg states of alkali atoms rather than the hydrogen
atom. Conceptually, electronically excited alkali atoms are very similar to the simple hydrogen
Rydberg atom: both possess one valence electron orbiting around an ionic core of charge
+1. However, for the alkali atoms this charge is not of point-like nature as the proton in
the hydrogen atom but is rather due to the shielding of a nucleus of charge Z > 1 by the
remaining (non-excited) Z − 1 electrons. The latter form a closed-shell ionic core (Li+, Na+,
Ka+, Rb+, etc.) such that electronic excitations of the positively charged ion are strongly
suppressed and the single valence electron picture can be maintained. If the structure of the
ionic core is not resolved – as it is the case for high angular momentum electronic states with
l & 4 – alkali Rydberg atoms are well described by considering point-like charges as for the
hydrogen atom. If the Rydberg atom resides in a low angular momentum electronic state
(l ≤ 3), on the other hand, the precise charge distribution of the alkali ionic core matters.
In particular, the valence electron penetrates and polarizes the finite-size ionic core of the
alkali atom, changing the wave functions and energies of alkali Rydberg states from their
hydrogenic counterparts. In Figure 2.1, the conceptual differences between the high and low
angular momentum Rydberg states of an alkali atom are illustrated. These differences can
be quantified by introducing the so-called quantum defect δnjl that depends on the quantum
numbers n, j, and l of the Rydberg atom:
Eelnjl = −
Ry
(n− δnjl)2 . (2.2)
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Table 2.2: Modified Rydberg-Ritz parameters of the rubidium atom for the calculation of the quantum defect
according to Eq. (2.3). The presented data are taken from Ref. [70] for l ≤ 2 (δ0, δ2 only) and from Ref. [69]
otherwise.
State δ0 δ2 δ4 δ6 δ8
nS1/2 3.131 180 4 0.178 4 −1.8 – –
nP1/2 2.654 884 9 0.290 0 −7.904 0 116.437 3 −405.907
nP3/2 2.641 673 7 0.295 0 −0.974 95 14.600 1 −44.726 5
nD3/2 1.348 091 71 −0.602 86 −1.505 17 −2.420 6 19.736
nD5/2 1.346 465 72 −0.596 00 −1.505 17 −2.420 6 19.736
nFj 0.016 312 −0.064 007 −0.360 05 3.239 0 –
The quantum defect can be determined via the modified Rydberg-Ritz expression [69]
δnjl = δ0 +
δ2
(n− δ0)2 +
δ4
(n− δ0)4 +
δ6
(n− δ0)6 +
δ8
(n− δ0)8 + · · · . (2.3)
The parameters δ0, δ2, . . . are specific for each element; in Tab. 2.2 we give the corresponding
values for rubidium, on which we focus throughout this thesis. We remark that for high-n
states the first two terms of Eq. (2.3) are often sufficient. Figure 2.2 illustrates the energy
levels of rubidium for various angular momentum states l and principal quantum numbers
n; for comparison, the hydrogen level scheme is included additionally. As expected from
Eq. (2.2), the low angular momentum states (l ≤ 3) are lowered in energy due to the quantum
defect. States with higher angular momenta are degenerate and coincide with the hydrogen
manifold. For these states, the core penetration and polarization effects obviously are of
minor importance, leading to a vanishing quantum defect. From a mathematical point of
view, they are thus identical to their hydrogenic counterparts.
From the obvious difference between the rubidium and hydrogen energy levels for low
angular momentum states, it is clear that the corresponding wave functions must differ as
well. Because of the penetration and polarization effects, the pure Coulomb potential −1/r
employed in the Schro¨dinger equation (2.1) is not valid for alkali atoms. Nevertheless, the
one-particle picture can be sustained by replacing the Coulomb potential by a model potential
of the form
Vl(r) = −Zl(r)
r
− αc
2r4
[
1− e−(r/rc)6] ,
where Zl(r) is an effective charge and αc the static dipole polarizability of the positive-ion
core [72].2 Solving the Schro¨dinger equation employing such a potential yields the correct
wave functions of the low angular momentum states of alkali atoms. Figure 2.3 shows the
probability density distribution of some exemplary radial wave functions that have been cal-
culated numerically by means of a discrete variable representation technique based on gener-
alized Laguerre polynomials, cf. Section 5.4.2. For comparison, the corresponding hydrogenic
eigenfunctions are provided in Fig. 2.3 as well. The difference caused by the quantum defect
is clearly visible. For small r the potential seen by the rubidium valence electron is lowered
2For a more detailed description of the model potential, including actual values of the parameters ai for the
rubidium atom, we refer the reader to Section 3.1
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Figure 2.2: Energy levels of rubidium and hydrogen. The numbers below the level indicate the principal
quantum number n. The depression of the low angular momentum (l ≤ 3) energies due to the quantum defect
is obvious. For n > 7, the energy levels are yielded according to Eq. (2.2). The low-n values are adapted from
the NIST Atomic Spectra Database [71].
compared to the pure Coulomb potential of the hydrogen atom. Consequently, the kinetic
energy of the rubidium valence electron is increased, leading to a decrease of the wavelength
of the radial oscillations relative to the hydrogen atom. As a result, in rubidium all the nodes
of the radial wave function are pulled closer to the origin than in hydrogen.
Radiative Lifetimes
Because Rydberg atoms are highly excited quantum objects, they possess only a finite lifetime
due to spontaneous radiative decays. The transition rate for the radiative decay from an initial
state |i〉 to a final state |f〉 reads [73]
Γf←i =
4
3
α3∆E3|〈f |r|i〉|2 ,
where α is the fine structure constant and ∆E = Ei − Ef the energy difference between the
initial and final state. The lifetime of the initial state accordingly reads τ = (
∑
f Γf←i)
−1.
Hence, any variation in the radial matrix element produced by a non-zero quantum defect
effectively alters the lifetime known from the hydrogen atom. The perhaps most distinct
example for such a situation occurs in the nP states of alkali atoms: In hydrogen, they have a
very short lifetime while in an alkali atom the lifetime is very long due to their small oscillator
strengths to the ground state [32].
The lifetimes of alkali Rydberg states are well known and can be calculated accurately [74].
As already mentioned in Section 2.1, we expect the lifetime of Rydberg atoms to increase
rapidly as n3.3 The most compact and consistent way of presenting the alkali lifetimes is thus
3Note that for high angular momentum states we get a different scaling behavior. For example, the circular
state (l = ml = n − 1) possesses only a single decay channel, namely, l′ = m′l = n′ − 1 with n′ = n − 1.
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Figure 2.3: Radial probability density distributions r2|ψ(r)|2 of different Rydberg states of rubidium and
hydrogen. (a) The 40S1/2 state; (b) the 40D3/2 state. As expected, the influence of the quantum defect is
less pronounced for the state with a higher electronic angular momentum, i.e., the 40D3/2 state. (c) and (d):
Scaling of the wave functions with the principal quantum number n. Panel (c) illustrates the low angular
momentum nS states that show strong core penetration and polarization effects. In contrast, the circular
states (l = ml = n− 1) have a vanishing probability density for small r, cf. panel (d).
by a fit of the calculated values to the form
τ0 = τ ′(n− δ)γ . (2.4)
The actual values of τ ′ and γ resulting from a fit for the rubidium atom are presented in
Tab. 2.3; in this table, we also included fitted parameters from recent experimental data using
cold trapped atoms [75,76]. Equation (2.4) denotes the lifetime of an isolated Rydberg atom.
Considering in addition stimulated emission and absorption due to black body radiation, we
get an increased decay rate according to
1
τ
=
1
τ0
+
1
τbb
.
The black body induced decay rate can be written as [32]
1
τbb
=
4α3kT
3n2
.
Interestingly, it only depends on the principal quantum number n rather than on l. As a
The corresponding lifetime evaluates to τ0 =
3
2
α−3n5, cf. Eq. (6.21).
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Table 2.3: Lifetime parameters for rubidium, according to Eq. (2.4). The theoretical values τ ′th and γth are
adapted from Ref. [77]; the parameters τ ′exp and γexp, that are gained from experimental data using cold
trapped atoms, are taken from Refs. [75,76].
τ ′th(ns) γth τ
′
exp(ns) γexp
nS 1.43 2.94 1.43 2.94
nP 2.76 3.02 2.80 3.01
nD 2.09 2.85 1.90 2.83
nF 0.76 2.95 − −
Table 2.4: Parameters for calculating the fine structure intervals of rubidium according to Eq. (2.5). The given
values are adapted from Ref. [32].
A B
nP 85.865THz –
nD 10.800THz −84.87THz
nF −152GHz 1.82THz
consequence, for high l states the black body induced decay rate is often much larger than
the spontaneous emission rate since the latter usually decreases rapidly with increasing l.
Moreover, for high enough n the black body radiation rate exceeds the spontaneous emission
rate even for low angular momentum states: the latter scales as n−3 compared to the n−2
scaling of τ−1bb .
2.3 Emergent Energy Scales in a Ioffe-Pritchard Trap
As we have seen in the previous section, the finite size of the ionic core of alkali atoms
significantly influences the valence electron energies and wave functions. In this section, we
give a brief preview on further interactions that are going to be introduced in the course
of this thesis. To set the stage for the chapters to follow, we provide the hierarchy of the
emergent energy scales already at this point of the thesis.
The largest energy scales encountered in our system are – as outlined in the previous section
– the splitting between n-manifolds and the quantum defects of low angular momentum states.
If we consider a given quantum defect splitted state, i.e., fixing the principal and angular
momentum quantum numbers n and l, respectively, the next important interaction is the
spin-orbit coupling of the valence electron. The resulting fine structure intervals of alkali
atoms can be parameterized as [32]
∆Wfs =
A
(n− δnlj)3 +
B
(n− δnlj)5 . (2.5)
The fine structure parameters A and B for rubidium are summarized in Tab. 2.4. Because
of the spin-orbit interaction, the orbital angular momentum L and the spin S of the valence
electron couple to the total electronic angular momentum J = L+ S. The latter then inter-
acts with the nuclear spin I, giving rise to the total angular momentum F = J+ I and the
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Table 2.5: Energy scales emerging for a rubidium Rydberg atom in a Ioffe-Pritchard trap. The n-splitting
refers to nS states, i.e, is given by EelnS − Eeln−1S . The values denoted as nS quantum defect are the shifts
from the degenerate hydrogenic manifold, Eelnl>3−EelnS . The hyperfine structure splitting also refers to the nS
state. For the Zeeman splitting we assumed a field strength of B = 1G and for the trap frequency additionally
a gradient field of G = 2.5Tm−1; both are given for the nS1/2,mj = 1/2 state.
n
n- nS quant- nS − nP nP fine hyperfine Zeeman trap
splitting um defect splitting structure structure splitting frequency
30 359GHz −902GHz 158GHz 4199MHz 1737 kHz
2.8MHz 319Hz40 137GHz −364GHz 61GHz 1648MHz 672 kHz
50 66GHz −182GHz 30GHz 809MHz 327 kHz
accompanying hyperfine structure splitting between different hyperfine eigenstates F and F ′:
∆Whfs =
hA
2
[
F (F + 1)− F ′(F ′ + 1)] , (2.6)
see Eq. (3.12) in Section 3.1. Like for the fine structure intervals, the hyperfine structure
constant A scales with the principal quantum number n, A(n) = A0/(n − δnjl)3. Specific
values of A(n) and A0 for the rubidium atom can be found in Tab. 3.2 of Section 3.1.
The scope of this thesis is to investigate the properties of Rydberg atoms in a magnetic
Ioffe-Pritchard trap. That is, we are going to encounter yet another energy scale, namely, the
Zeeman splitting of formerly degenerate magnetic substates. Assuming a constant magnetic
field for the moment, the magnetic field interaction becomes Wzee = 12gjmjB, where gj is the
Lande´-factor splitting factor, mj the magnetic quantum number of a given state, and B the
magnetic field strength. For our Ioffe-Pritchard trap, we can derive an analogous expression,
cf. Eq. (4.17) in Section 4.3. The splitting between adjacent magnetic sublevels accordingly
reads
∆Wzee = 12gjB . (2.7)
Finally, we are interested in the external dynamics of the Rydberg atom, i.e., its center
of mass motion. The latter is determined by the adiabatic potentials that arise from the
electronic structure of the Rydberg atom in the magnetic field. As we are going to show in
Section 4.3, the Ioffe-Pritchard configuration yields in first order a harmonic potential whose
trap frequency is given by
ω = G
√
gjmj
2MB
, (2.8)
which is at the same time the energy splitting between adjacent center of mass eigenstates.
Actual values of the various energy scales presented in this section are provided in Tab. 2.5.
Chapter 3
The Hamiltonian
In this chapter, the working Hamiltonian of an alkali Rydberg atom in a magnetic Ioffe-
Pritchard trap is derived. For this reason, a two-particle picture (Rydberg electron and
remaining ionic core) is employed. In Section 3.1 the initial Hamiltonian in the minimal
coupling scheme is presented, including a thorough examination of all ingredients necessary to
adequately describe the low angular momentum Rydberg states of an alkali atom. Introducing
relative coordinates and a suitable unitary transformation in Sections 3.2 and 3.3, respectively,
allows us to simplify the initial Hamiltonian considerably. An adiabatic approach reminiscent
of the Born-Oppenheimer separation in molecular dynamics finally removes in Section 3.4 the
remaining couplings between the relative and center of mass motion.
The derivations presented in this chapter focus on the case of low electronic angular mo-
mentum Rydberg states. In Chapter 6, however, circular states with maximal electronic
angular momentum are considered. For such a case, not all interactions discussed in this
chapter are of relevance, simplifying the derivation of the working Hamiltonian considerably.
For more details on the arising changes, we refer the reader to Section 6.1.
3.1 Two Particle Hamiltonian in Minimal Coupling Scheme
Throughout this thesis, an alkali Rydberg atom is considered as a two particle system con-
sisting of the Rydberg valence electron loosely bound to the remaining closed-shell ionic core.
The coupling of the charged particles to the external magnetic field is introduced via the
minimal coupling, pi → pi − qiA(ri), with i ∈ {e, c} denoting the valence electron or the
remaining ionic core of a Rydberg atom, respectively; qi is the charge of the particle and
A(x) is the vector potential belonging to the magnetic field B(x). Employing qe = −1 and
qc = 1, our initial Hamiltonian reads
H =
1
2me
[pe − qeA(re)]2 + 12Mc [pc − qcA(rc)]
2 + V (|re − rc|) + Vso(L,S)
− µe ·B(re)− µc ·B(rc) (3.1)
=
p2e
2me
+
p2c
2Mc
+
1
me
A(re) · pe −
1
Mc
A(rc) · pc +
1
2me
A(re)2 +
1
2Mc
A(rc)
2
+ V (|re − rc|) + Vso(L,S)− µe ·B(re)− µc ·B(rc) (3.2)
with me andMc being the mass of the Rydberg electron and the ionic core, respectively. The
magnetic moments are connected to the electronic spin S and the nuclear spin I according
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to µe = −µBgSS/~ and µc = −µBgII/~ with gS and gI being the electronic and nuclear
g-factors, respectively. The terms involving µc usually can be neglected due to the large mass
of the ionic core which entails a small nuclear g-factor1. Unless stated differently, atomic
units are used throughout this thesis2, yielding µS = −S.
Magnetic Field Configuration
Two widely spread magnetic field configurations that serve as key ingredients for the trapping
of ultracold atoms are the Ioffe-Pritchard and the three-dimensional quadrupole configura-
tion. A serious drawback of the latter is its lack of a finite field strength at its minimum.
Consequently, spin flips that lead to particle losses become possible at the trap center [63]. For
the Ioffe-Pritchard field configuration, this issue is resolved by an additional offset field that
removes the degeneracy of the trapped and anti-trapped states at the trap center and thereby
greatly reduces the undesirable spin flips [79]. In this thesis, we consider the Ioffe-Pritchard
configuration as a paradigm for the magnetic trapping of ultracold (Rydberg-) atoms.
The magnetic field configuration of the Ioffe-Pritchard trap is given by a two-dimensional
quadrupole field in the x1, x2-plane together with a perpendicular offset (Ioffe-) field in the
x3-direction. It can be created by several means. The “traditional” macroscopic realization
uses four parallel current carrying Ioffe bars which generate the two-dimensional quadrupole
field. Encompassing Helmholtz coils create the additional constant field [80]. More recent
implementations are for example the quic [81] and the clover-leaf configuration [82]. On a
microscopic scale, the Ioffe-Pritchard trap has been implemented on atom chips by a Z-shaped
wire [83]. The Ioffe-Pritchard configuration can be parameterized as
B(x) =
 00
B

︸ ︷︷ ︸
≡Bc
+G
 x1−x2
0

︸ ︷︷ ︸
≡Bl(x)
(3.3)
where B denotes the strength of the Ioffe field and G the field gradient of the two-dimensional
quadrupole field3. The magnitude of the magnetic field at a certain position x in space is
given by
|B(x)| =
√
B2 +G2(x21 + x
2
2) , (3.4)
which yields a linear asymptote |B(x)| → Gρ for large coordinates (ρ =
√
x21 + x
2
2  B/G)
and a harmonic behavior |B(x)| ≈ B + 12G2ρ2 close to the origin (ρ  B/G). The Ioffe-
Pritchard magnetic field configuration for a typical parameter set B and G is illustrated in
Fig. 3.1.
The vector potential corresponding to the magnetic fieldB(x) is only determined up to some
gauge transformation4. For the constant part of the magnetic field, Bc, a sensible choice of
the vector potential is Ac(x) = B2 [x1e2 − x2e1] giving rise to Ac(x) = 12Bc×x. For the linear
1For 87Rb one finds gI = −0.0009951414 [78].
2In particular, me = ~ = 1 and µB = 1/2, cf. Appendix A. Furthermore, we approximate gS = 2.
3The quadratic term that usually arises for a Ioffe-Pritchard configuration can be exactly zeroed by geometry.
For simplicity, we consider this case throughout this thesis.
4Since the Hamiltonian depends explicitly on the vector potential A, it will be changed under a gauge
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Figure 3.1: Sketch of the Ioffe-Pritchard magnetic field configuration Eq. (3.3) for B = 1G and G = 2.5Tm−1.
(a) Vectorial plot of the two-dimensional quadrupole field Bl(x) in the x1, x2-plane. (b) Magnitude of the
magnetic field in the x1, x2-plane. The azimuthal symmetry as expected from Eq. (3.4) is clearly visible.
Moreover, the transition from a quadratic increase of the field strength to a linear behavior can be observed.
The magnetic field is translational invariant in the x3-direction, as can be observed in panel (c) where the
intersection for x2 = 0 is illustrated. In this subfigure we chose a larger spatial range such that the variation
of the magnetic field direction within the trap becomes evident.
part of the magnetic field, Bl(x), the situation is not as obvious. A rather simple form is given
byAl(x) = Gx1x2e3. However, in this case the connection to the magnetic field becomes a bit
more involved, namely, 13Bl(x)× x = Al(x) +Aadd(x) where Aadd(x) = −G3 (yz, xz, xy)T . If
we define A′l(x) = Al(x)+Aadd(x), on the other hand, the complexity of the vector potential
is increased in favor of a simple relation between the magnetic field and its vector potential:
A′l(x) =
1
3Bl(x) × x. Aadd(x) can be written as Aadd(x) = ∇χ(x) with χ(x) = −G3 xyz.
That is, both potentials are connected by a gauge transformation and they both satisfy the
Coulomb gauge ∇A = 0. For the purpose of this thesis, we chose Al(x) as vector potential
because of its simplicity. Hence, the vector potential of the Ioffe-Pritchard configuration reads
A(x) = Ac(x) +Al(x) =
B
2
−x2x1
0
+G
 00
x1x2
 . (3.6)
Model Potential
The mutual interaction of the highly excited Rydberg valence electron and the remaining
closed-shell ionic core is modeled by an effective potential which is assumed to be a function
of the distance of the two particles only. The actual appearance of the model potential largely
depends on the electronic states investigated. For high angular momentum Rydberg states of
alkali atoms (i.e., l & 4), the probability of finding the Rydberg electron in the vicinity of the
ionic core is negligible. Consequently, the finite size and the internal structure of the closed-
shell ionic core is not resolved and a simple Coulomb potential of the form V (r) = −1/r can be
transformation
A −→ A′ = A+∇χ , φ −→ φ′ = φ− 1
c
∂χ
∂t
. (3.5)
However, the physics do not change: If ψ is a solution of the Schro¨dinger equation in A, then ψ′ =
exp( ie~cχ)ψ is a solution of the Schro¨dinger equation in A
′ [84].
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employed. In particular, this is an excellent approximation for circular states with maximal
angular momentum (l = m = n − 1) which are investigated, e.g., in Refs. [61, 64, 65, 85]
and in Chapter 6 of this thesis. The low angular momentum states of alkali atoms, on the
other hand, penetrate the ionic core and hence differ significantly from the hydrogenic ones.
The resulting core penetration, scattering, and polarization effects can be accounted for by
employing a model potential of the form
V (r) ≡ Vl(r) = −Zl(r)
r
− αc
2r4
[
1− e−(r/rc)6] (3.7)
with αc being the static dipole polarizability of the positive-ion core. The radial charge Zl(r)
is given by
Zl(r) = 1 + (z − 1)e−a1r − r(a3 + a4r)e−a2r , (3.8)
where z is the nuclear charge of the neutral atom and rc is the cutoff radius introduced to
truncate the unphysical short-range behavior of the polarization potential near the origin [72].
Note that Vl(r) depends on the orbital angular momentum l via its parameters, i.e., ai ≡ ai(l)
and rc ≡ rc(l). The actual values of ai(l), rc(l), and αc are listed in Tab. 3.1. The resulting
binding energies are related to the effective quantum number n∗ and the quantum defect
δnjl by W = − 12n∗2 = − 12(n−δnjl)2 [32]. For a qualitative introduction to the low angular
momentum Rydberg states of alkali atoms – including the illustration of some exemplary
radial wave functions – we refer the reader to Chapter 2.
Spin-Orbit Interaction
Similar to the question on which model potential to use, the inclusion of the spin-orbit inter-
action depends on the angular momentum states investigated. For high angular momentum
states, the resulting fine-structure splittings scale as α2/2n5 [68] and it turns out that the
spin-orbit effects are negligible compared to the Zeeman splittings due to the magnetic field
interaction [65]. For low angular momentum states, the story is again quite different. In this
case, one encounters a scaling of the fine-structure intervals as ∼ 1/n∗3. For the regime in-
vestigated in thesis, the spin-orbit effects consequently dominate over the Zeeman splittings
(see Section 2.3 for an overview of the energy scales encountered in our system). Hence,
the introduction of the total electronic angular momentum J = L + S and the inclusion of
the spin-orbit interaction is indispensable for investigating low angular momentum Rydberg
states of alkali atoms. In particular, up to first order it even suffices to investigate the effect
of the magnetic field within a single fine structure manifold with fixed total electronic angular
momentum j. However – as shall be shown within this thesis – the two-body character of
Rydberg atoms necessitates the inclusion of higher order effects resulting in the coupling of
j- as well as n-manifolds.
The spin-orbit interaction of the valence electron is given by
Vso(L,S) =
α2
2
1
r
dVl(r)
dr
L · S , (3.9)
α being the fine-structure constant. L = r× p denotes the orbital angular momentum of the
valence electron and r = |re − rc| its distance from the nucleus. However, for a Coulomb
potential V (r) = −Z/r, Eq. (3.9) leads to a nonphysical 1/r3 singularity near the origin [86].
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Table 3.1: Optimized parameters ai(l), rc(l), and αc for the l-dependent model potential Eq. (3.7) as given in
Ref. [72].
l = 0 l = 1 l = 2 l ≥ 3
a1 3.696 284 74 4.440 889 78 3.787 173 63 2.398 489 33
a2 1.649 152 55 1.928 288 31 1.570 278 64 1.768 105 44
a3 −9.860 691 96 −16.795 977 70 −11.655 889 70 −12.071 067 80
a4 0.195 799 87 −0.816 333 14 0.529 428 35 0.772 565 89
rc 1.662 421 17 1.501 951 24 4.868 519 38 4.798 313 27
αc 9.0760
If the spin-orbit interaction is treated perturbatively, this singularity does not cause any
problems: Because the radial wave function behaves as rl near the origin, the expectation
value of the interaction (3.9) is not divergent for l > 0; for l = 0 it can be shown that
the spin-orbit interaction term vanishes. A more rigorous treatment based on the Dirac
equation suggests that the interaction Eq. (3.9) can be regularized using either the factor
[1 − α2V (r)/2]−1 [68] or [1 − α2V (r)/2]−2 [87]. This ambiguity stems from the ambiguity
in defining a hermitian energy-independent Hamiltonian for the Pauli equation when going
from first-order Dirac equations for the large and small components of the relativistic wave
function to one second-order Schro¨dinger-Pauli equation [86]. In our calculations, we choose
the second alternative, yielding the following spin-orbit interaction term:
Vso(L,S) =
α2
2
[
1− α22 Vl(r)
]−2 1
r
dVl(r)
dr
L · S . (3.10)
Digression: Hyperfine Structure
So far, we omitted the interaction of the total electronic angular momentum J = L+ S with
the nuclear spin I, which leads to the hyperfine structure of the atomic energy spectrum. For
high angular momentum states this is apparently a sensible approximation since already the
fine-structure could be neglected. In the case of Rydberg atoms in low angular momentum
electronic states, however, it is a priori not clear if the hyperfine structure can be neglected.
In the next few paragraphs, we are going to motivate why the hyperfine structure can indeed
be omitted in our theoretical description. In doing so, we make use of a simplified picture,
namely, that the Rydberg atom couples to the magnetic field either via gjmjB or gFmFB
depending on the involved field strength and the resulting coupling scheme [68].5
The hyperfine Hamiltonian can be written as [78]
Hhfs = hAI · J︸ ︷︷ ︸
magnetic dipole interaction
+hB
6(I · J)2 + 3(I · J)− 2I(I + 1)J(J + 1)
2I(2I − 1)2J(2J − 1)︸ ︷︷ ︸
electric quadrupole interaction
(3.11)
where A is the so-called magnetic hyperfine constant. Since the fine structure splitting of low
5This basically corresponds to assuming a constant magnetic field in z-direction. Indeed, we show in Chapter
4 that our Hamiltonian can be reformulated to yield such a simple form. However, this only holds up to
first order and the two-body character of Rydberg atoms will introduce further effects.
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Figure 3.2: Schematics of the nS1/2 Rydberg trapping potentials in a magnetic Ioffe-Pritchard trap including
the hyperfine interaction for (a)-(b) n = 30 and (c) n = 40. The Ioffe field B is chosen as (a) 0.1G, and
(b)+(c) 1G, respectively. For all subfigures the magnetic field gradient is G = 10Tm−1 and the spatial
range displayed corresponds to 30µm. Subfigure (a) represents a typical example where two different coupling
schemes are encountered. For large coordinates, the Zeeman splitting of the mj = ±1/2 states dominates
the energy spectrum. The splitting on top of this level structure is due to the hyperfine interaction, giving
rise to 2I + 1 sublevels defined by the magnetic quantum number mI of the nuclear spin. Coming closer
to the origin, the magnitude of the magnetic field is gradually decreased until the value of the Ioffe field B,
which is chosen rather small in subfigure (a). Consequently, the hyperfine splitting of the F = 1 and F = 2
components dominates the level structure at this point. The magnetic field then splits each of these states
into 2F + 1 sublevels characterized by the magnetic quantum number mF . For stronger Ioffe fields, the mj
splitting prevails not only for large coordinates but also at the origin, cf. subfigures (b) and (c). In case of
subfigure (c), the hyperfine structure leads merely to a small splitting of the trapping potentials.
angular momentum states of rubidium atoms is quite large, we can restrict ourselves here to
a single j-manifold even in the presence of a magnetic field. Considering only the magnetic
dipole interaction and introducing the total angular momentum F = I+ J, one yields for the
hyperfine splitting of two adjacent levels (F ′ = F − 1)
∆W (0)hfs =
hA
2
[
F (F + 1)− F ′(F ′ + 1)] = 2F hA
2
. (3.12)
Including a weak magnetic field B, each hyperfine level is then splitted into 2F +1 magnetic
sublevels according to 12gFmFB. However, we are interested in the regime of stronger mag-
netic fields, where hyperfine structure effects are small and the dominant level structure is
consequently given by the coupling of the total electronic magnetic moment to the magnetic
field according to 12gjmjB. In this case, the resulting trapping potentials are characterized
by the magnetic quantum number mj of the total electronic angular momentum J. The
hyperfine interaction can then be treated perturbatively, resulting in a (2I +1)-fold splitting
of a given mj sublevel according to
Hhfs = hAmImj , (3.13)
i.e., the magnitude of the hyperfine splitting ∆Whfs = hAmj depends on the magnetic quan-
tum number mj of the electronic state [88].
In a Ioffe-Pritchard trap with a weak offset field B, one can encounter both of the above
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Table 3.2: Zeeman splittings ∆Wzee of the low angular momentum states for a field strength of B = 1G and
hyperfine constants A(n) of the 87Rb atom for various principal quantum numbers n. The latter are obtained
by an extrapolation of the hyperfine constants provided in Ref. [78] for n . 10 according to A(n) = A0/n∗3.
For the nS1/2 state, experimental values of the hyperfine splittings for 28 ≤ n ≤ 33 are available from Ref. [70].
Correspondingly, the nS1/2 values presented here are extrapolated from this data.
S1/2 P1/2 P3/2 D3/2 D5/2
gJ 2 2/3 4/3 4/5 6/5
∆Wzee [MHz] 2.8 0.9 1.9 1.1 1.7
A0 [MHz] 16846 4469 1050 963 -405
A(30) [MHz] 0.869 0.222 0.051 0.040 -0.017
A(40) [MHz] 0.336 0.087 0.020 0.016 -0.007
A(50) [MHz] 0.164 0.042 0.010 0.008 -0.003
described coupling schemes at the same time: In such a case, the hyperfine splitting dominates
at the origin, whereas far from it the gradient field eventually overcomes the weak field limit.
Exactly this situation is illustrated in Fig. 3.2(a) for the 30S1/2 state of 87Rb with F ∈ {1, 2}
and j = 1/2. At the origin, one observe first of all the splitting of the F = 1 and F = 2
component according to Eq. (3.12). Each of these hyperfine levels is then split by the magnetic
field into 2F+1 sublevels that show either trapping or antitrapping behavior when going away
from the origin, depending on the sign of the magnetic quantum number mF . For even larger
coordinates, the mj coupling scheme is recovered. However, for Ioffe-Pritchard configurations
with larger offset fields – as can be seen in Fig. 3.2(b) and (c) – already at the origin the mj
splitting prevails. In this case, the trapping potentials are well described by the electronic
properties alone and the inclusion of the hyperfine interaction merely leads to a splitting into
various subsurfaces without changing their actual shape. This is exactly the regime we are
aiming at.
To get a feeling where the above mentioned desirable regime is valid, we compare in Tab. 3.2
actual values of the hyperfine constant A (that determines the magnitude of the hyperfine
structure splitting) with the Zeeman splitting of mj states. The latter is given by6 ∆Wzee =
gJ
2 B ≈ 1.4MHz · gJB[G] with gj = 32 + s(s+1)−l(l+1)2j(j+1) being the Lande´ g-factor and B being
given in units of Gauss. As desired, one recognizes that ∆Whfs is smaller than the Zeeman
splitting ∆Wzee for B = 1G. That is, the hyperfine structure acts as a perturbation on the
Zeeman levels and lifts the degeneracy of the states. Generally, we will consider configurations
where the hyperfine interaction can be omitted.
3.2 Center of Mass and Relative Coordinates
After identifying all ingredients necessary for a sensible description of our system, we continue
by simplifying Hamiltonian (3.2). The first, most natural step to achieve this is to introduce
6At this point, we are only interested in the magnitude of the splittings. For this reason, we consider a
constant magnetic field of strength B pointing along the z-direction. In the regime of sufficiently small
field strengths where no mixing between states of different j occurs, the interaction with the magnetic field
can be written as H0zee =
B
2
ˆ
Lz + 2Sz] =
gJ
2
JzB by projecting onto the subspace H(n, j, l, s) [89]. As will
be shown in Chapter 4, also in a Ioffe-Pritchard trap the interaction can be written in this form.
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a center of mass coordinate R = mere+Mcrcme+Mc and a relative coordinate r = re − rc. As known
from the theory of the hydrogen atom, this choice decouples the field-free Hamiltonian,
p2e
2me
+
p2c
2Mc
+ V (|re − rc|) + Vso(L,S) = P
2
2M
+
p2
2m
+ V (r) + Vso(L,S) , (3.14)
where M = me +Mc is the total and m = meMcme+Mc the reduced mass, respectively. Since the
mass of the ionic core Mc exceeds the electronic mass me by more than a factor 103, it is
often a good approximation to identify the center of mass with the ionic core itself and the
relative motion with the motion of the Rydberg electron about the core.7 In this manner, we
are going to approximate m = me1+me/Mc = me(1 − meMc + (meMc )2 + · · · ) ≈ me when necessary.
The center of mass and relative momentum are given by P = pe + pc and p = Mcpe−mepcme+Mc ,
respectively. Hamiltonian (3.14) contains no couplings between the relative and center of
mass motion; its solutions can thus be separated exactly in a center of mass and relative part.
Introducing the new coordinates for the terms of Hamiltonian (3.2) that contain the vector
potential A(x) becomes somehow more involved. The lengthy calculation can be found in
Appendix B and results in
Ac(re) · pe
me
− Ac(rc) · pc
Mc
=
1
m
Ac(R) · p+
( 1
m
− 2
Mc
)
Ac(r) · p+ 1
M
Ac(r) ·P ,
Al(re) · pe
me
− Al(rc) · pc
Mc
≈ 1
m
Al(R+ r) · p ,
A(re)2
2me
+
A(rc)
2
2Mc
≈ 1
2m
Ac(R)2 +
( 1
m
− 2
Mc
)
Ac(R) ·Ac(r)
+
1
2
( 1
m
− 3
M
)
Ac(r)2 +
1
2m
Al(R+ r)2 .
Note that the approximations above only concern terms including Al(x) and are performed
at this point already, anticipating that the unitary transformation, which we are going to
introduce in the next section, does not affect these terms. The interactions of the magnetic
moments with the magnetic field are correspondingly given by
µe ·B(re) = µe ·
[
Bc +Bl(R+ McM r)
] ≈ µe · [Bc +Bl(R+ r)] ,
µc ·B(rc) = µc ·
[
Bc +Bl(R− meM r)
] ≈ µc · [Bc +Bl(R)] .
As pointed out in the previous section, the terms involving µc usually can be neglected due
to the large mass of the ionic core. In fact, we will do so in the rest of this thesis. After all,
we are left with the following Hamiltonian,
H =
P2
2M
+HA − µe ·
[
Bc +Bl(R+ r)
]
+
1
m
Ac(R) · p+
( 1
m
− 2
Mc
)
Ac(r) · p+ 1
M
Ac(r) ·P
+
1
2m
Ac(R)2 +
( 1
m
− 2
Mc
)
Ac(R) ·Ac(r) + 12
( 1
m
− 3
M
)
Ac(r)2
+
1
m
Al(R+ r) · p+ 12mAl(R+ r)
2 , (3.15)
7When speaking about the position of the Rydberg atom, we thus refer to the center of mass coordinate R.
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where HA = p2/2m+Vl(r)+Vso(L,S) is the field-free electronic Hamiltonian of the Rydberg
atom.
3.3 Unitary Transformation
As pointed out in the previous section, the introduction of center of mass and relative coordi-
nates decouples the Hamiltonian in the field-free case. However, this thesis focuses explicitly
on including (even inhomogeneous) magnetic fields. Inspecting Hamiltonian (3.15), it thus
comes with no surprise that field-induced couplings of the relative and center of mass mo-
tion are encountered. It is therefore desirable to find a means to reduce the amount of such
couplings in our theoretical description. In case of neutral systems in a homogeneous mag-
netic field, a pseudo momentum can be defined that constitutes a conserved quantity [90,91].
Based on the latter a wave function can be constructed that is a simultaneous eigenfunction
of every component of this pseudo momentum [92]. Inspired by these early findings, we apply
a unitary transformation [64,65] that allows us to partially remove the field-induced couplings
of the relative and center of mass motion:
U = exp
{
i
e
2
(Bc × r) ·R
}
. (3.16)
The behavior of a given operator O under such a unitary transformation can be calculated
using the so-called Baker-Campbell-Hausdorff formula,
eXOe−X =
∞∑
n=0
1
n!
[X,O]n , (3.17)
with [X,O]n = [X, [X,O]n−1], [X,O]0 = B, and X = −i e2(Bc × r) ·R in our case. Con-
sequently, any operator that commutes with R and r is invariant under the transformation
(3.16). The derivation of the transformation properties of the various ingredients of Hamil-
tonian (3.15) is provided in Appendix C. We find
U †p2U = p2 − 2Ac(R) · p+Ac(R)2 , (3.18a)
U †P2U = P2 + 2Ac(r) ·P+Ac(r)2 , (3.18b)
U †Vso(L,S)U = Vso(L,S)− α
2
2r
dVl(r)
dr
[
r×Ac(R)
] · S , (3.18c)
U †
[
Ac(r) ·P
]
U = Ac(r) ·P+Ac(r)2 , (3.18d)
U †
[
Ac(R) · p
]
U = Ac(R) · p−Ac(R)2 , (3.18e)
U †
[
Ac(r) · p
]
U = Ac(r) · p−Ac(R) ·Ac(r) , (3.18f)
where all quantities are given in atomic units. Because of the particular choice of the vector
potential, the terms involving the linear part Al(x) are invariant. Note that Vl(r) depends on
the angular momentum L and therefore does not commute with the unitary transformation
(3.16). However, it turns out that the transformation of Vl(r) leads to minor corrections that
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can be neglected for our purposes8. Incorporating these results, our transformed Hamiltonian
reads (in atomic units, see Appendix C for more details)
U †HU =
P2
2M
+
p2
2
+ Vl(r) + Vso(L,S) + 12 [L+ 2S] ·Bc − µe ·Bl(R+ r)
+Al(R+ r) · p+ 12m
[
Ac(r)2 +Al(R+ r)2
]
+
1
M
Bc ·
[
r×P]− α2
2r
dVl(r)
dr
[
r×Ac(R)
] · S . (3.20)
3.4 Adiabatic Approach
Inspecting our final Hamiltonian (3.20) from above, we notice that the center of mass and
relative motion are by far not decoupled completely. However, the arising coupling terms –
except the term 1MBc · [r×P] – only show a dependence on the center of mass coordinate R
rather than the corresponding momentum P. Having additionally in mind that for ultracold
temperatures the motion of the Rydberg electron occurs on much faster timescales than
the external, i.e., center of mass motion, this allows us to employ an adiabatic approach
reminiscent of the well-known Born-Oppenheimer approximation for the decoupling of the
electronic and nuclear motion in molecular dynamics. Figuratively speaking, we assume
that the electronic dynamics instantaneously adapts to the surrounding magnetic field while
the center of mass (which we can identify with the Rydberg atom itself) is slowly moving
through the inhomogeneous field. In doing so, the energy of the electronic dynamics can be
considered to be a function of the position of our Rydberg atom. Computing the electronic
energy spectrum for fixed center of mass positions therefore provides us adiabatic electronic
potentials for the external motion.9
To put the above described concept on firm mathematical grounds, we rewrite Hamiltonian
8Since the model potential Vl(r) depends only implicitly on the electronic angular momentum L, the
necessary commutator [ieAc(R) · r, Vl(r)]n cannot be calculated straightforwardly. Nevertheless, we
can estimate its relevance for the Hamiltonian by anticipating the matrix representation that will be
used for solving the underlying Schro¨dinger equation. That is, we have to relate the matrix elements
iAc(R) · 〈n′l′j′m′j |[r, Vˆ ]|nljmj〉 to other energy scales emerging for our Hamiltonian. Note that we write
Vˆ emphasizing that the model potential is an operator that is sensitive to the angular part of the basis
functions (although being diagonal). We get
〈n′l′j′m′j |[r, Vˆ ]|nljmj〉 = 〈n′l′j′m′j ||r(Vl(r)− Vl′(r))||nljmj〉 · 〈n′l′j′m′j |rˆ|nljmj〉 (3.19)
where we assumed Vˆ to be hermitian, rˆ = r/r, and 〈|| . . . ||〉 denotes the reduced matrix element, i.e.,
only the radial integration remains. For the transformation of the derivative dVl(r)
dr
, which appears in the
spin-orbit coupling term, an analog treatment is necessary. An estimation of the order of magnitude of the
matrix elements Eq. (3.19) reveals that they can become as large as the spatially dependent magnetic field
interaction terms. However, they are only non-vanishing for ∆l = ±1. The effect on the energy surfaces
is therefore suppressed by the large energy difference between adjacent l-levels due to the quantum defect
(for higher angular momentum, these states become degenerate and the model potential commutes with
U). This has been confirmed by calculations of the energy surfaces including the transformed part of the
potential. Higher orders of the commutator [ieAc(R) · r, Vl(r)]n are suppressed by additional factors of B.
9Note that each eigenvalue of the electronic Hamiltonian corresponds to a separate potential. Hence we get
multiple adiabatic potentials, each corresponding to a certain internal, i.e., electronic state of the Rydberg
atom.
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(3.20) as
H =
P2
2M
+
1
M
Bc · [r×P] +Hr(r,p,L,S;R) , (3.21)
where
Hr(r,p,L,S;R) = HA + 12 [L+ 2S] ·Bc − µe ·Bl(R+ r) +Al(R+ r) · p
+
1
2m
[
Ac(r)2 +Al(R+ r)2
]− α2
2r
dVl(r)
dr
[
r×Ac(R)
] · S (3.22)
designates the electronic part of the Hamiltonian. The adiabatic approximation is introduced
by employing the limit of vanishing center of mass kinetic energy, i.e., setting P = 0. A
parametric dependence of the electronic wave function on the position R of the atom then
allows us to solve the stationary Schro¨dinger equation belonging to the electronic Hamiltonian:
Hr|ϕκ(r;R)〉 = Eκ(R)|ϕκ(r;R)〉 .
Note that the eigenvalues Eκ(R) themselves depend on the position of the atom and therefore
constitute the adiabatic electronic potential surfaces for the center of mass motion. Within
the adiabatic approximation, the Schro¨dinger equation for the center of mass wave function
thus reads [
T + Eκ(R)
]|χν(R)〉 = Eν |χν(R)〉 (3.23)
with |χν(R)〉 being the eigenfunctions of the quantized center of mass motion and ν labeling
the possible eigenstates for a given adiabatic electronic potential surface Eκ(R). Note that
in Eq. (3.23) we omitted the term 1MBc · [r×P] = 2Ac(r) ·P/M opposed to the contribution
1
2L ·Bc = Ac(r) · p/m incorporated in Hr since for ultracold temperatures 〈P/M〉 becomes
negligible compared to the relative motion 〈p/m〉. We will continue to do so throughout this
thesis.
As the name suggests, the Born-Oppenheimer kind of approximation that we just applied is
not exact. Diagonalizing solely the electronic Hamiltonian Hr without considering the center
of mass kinetic energy T = P2/2m corresponds to applying a suitable spatially dependent
unitary transformation Ur to the Hamiltonian (3.21). Because of its spatial dependence, Ur
does not commute with the kinetic energy operator T ,
U †rHUr = U
†
rHrUr + U
†
rTUr = Eκ(R) + T +∆T ,
giving rise to nonadiabatic couplings ∆T [65]:
∆T = − 1
2M
[
U †r (∂
2
XUr) + U
†
r (∂
2
Y Ur) + 2U
†
r (∂XUr)∂X + 2U
†
r (∂Y Ur)∂Y
]
, (3.24)
These couplings have been neglected in Eq. (3.23) which is reasonable if the conditions∣∣∣∣〈ϕκ′ |∂XH|ϕκ〉Eκ′ − Eκ
∣∣∣∣ 1, ∣∣∣∣〈ϕκ′ |∂YH|ϕκ〉Eκ′ − Eκ
∣∣∣∣ 1,∣∣∣∣〈ϕκ′ |∂2XH|ϕκ〉Eκ′ − Eκ
∣∣∣∣ 1, ∣∣∣∣〈ϕκ′ |∂2YH|ϕκ〉Eκ′ − Eκ
∣∣∣∣ 1 (3.25)
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are fulfilled [62, 65]. Provided that the above matrix elements are well-behaved, the energy
denominator in Eqs. (3.25) thus suppresses couplings between the adiabatic energy surfaces.
Nevertheless, we have to keep in mind that transitions between these surfaces can become
relevant in the vicinity of avoided crossings, i.e., if they become very close in energy.
An alternative approach to calculate the nonadiabatic couplings is presented in Ref. [79]
by Sukumar and Brink. They rewrite the transformed center of mass momentum as
P′ = U †rPUr = P+A(R) (3.26)
where the Hermitian matrix operator A(R) is defined by10
A(R) = −i~U †r (∇Ur) .
The transformed center of mass kinetic energy reads correspondingly
T ′ =
[P+A(R)]2
2M
and the nonadiabatic couplings can be written in compact form as
∆T =
1
2M
[
A(R) ·P+P ·A(R) +A(R)2
]
. (3.27)
Note the striking similarity of expressions (3.26) and (3.27) with the minimal coupling scheme
as employed in Section 3.1. Sukumar and Brink calculated in Ref. [79] the nonadiabatic spin-
flip transition rate Γ in a Ioffe-Pritchard trap. For a S1/2 ground state atom residing in the
ground state of the trapping potential Eκ(R), they yield a transition rate of
Γ ≈ piω
2
e−E0/2~ω (3.28)
with ω denoting the trap frequency and E0 = 2µbB + ~ω being the final kinetic energy
of the atom after the spin flip. Since 2µBB corresponds to the separation of the adjacent
surfaces, we come to the same conclusions as deduced from Eqs. (3.25): The suppression of
nonadiabatic transitions increases with the separation of the involved energy surfaces. Note
that Eq. (3.28) holds if the transition occurs to an untrapped state while Eqs. (3.25) provide
an estimation of the nonadiabatic transitions between arbitrary surfaces.
In order to calculate the adiabatic electronic energy surfaces Eκ(R) and the nonadiabatic
couplings ∆T , the unitary transformation Ur must be determined. In the next two chapters,
we are going to present two different approaches to this end. The first one provides an
analytical expression for Ur,
Ur = e−iγ(Lx+Sx)e−iβ(Ly+Sy) ,
which basically rotates the magnetic field into the z-direction. In this manner, a Hamiltonian
is obtained that shows a well-defined quantization axis along the z-direction for all center
of mass coordinates R. The drawback of this method is, however, that it relies on further
10Not incidentally the same notation as for the vector potential of the magnetic field is used here. Since A(R)
refers to the nonadiabatic couplings only in this paragraph, this should not bear any confusions.
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approximations and that certain terms can only be included in a perturbative manner. The
second method of determining Ur is based on the numerical diagonalization of Hr employing
a basis-set approach. This method is not in need of further approximations but necessitates
the repeated diagonalization of the Hamiltonian matrix for a whole set of center of mass
coordinates R in order to yield the adiabatic energy surfaces. Ur is then composed of the
normalized vector representations of the electronic eigenfunctions |ϕκ(r;R)〉 for a fixed center
of mass position R. The matrix representation of Ur correspondingly reads
(Ur)ακ = 〈α|ϕκ(r;R)〉
where |α〉 denote the underlying basis functions, i.e., the eigenfunctions |ϕκ(r;R)〉 constitute
the column vectors of Ur.

Chapter 4
Analytical Diagonalization
In the previous chapter, we derived the Hamiltonian for a Rydberg atom in a Ioffe-Pritchard
trap and introduced an adiabatic approach that decouples the internal and external degrees
of freedom. The latter relies on finding the solutions to the electronic part of Hamiltonian
(3.20) parametrically as a function of the center of mass position of the Rydberg atom. In this
chapter, we tackle this problem by introducing the spatially dependent unitary transformation
Ur. The basic idea of this transformation is quite intuitive: It simply rotates the magnetic
field vector B(x) into the direction of the z-axis and thereby ‘homogenizes’ the magnetic
field by means of a well-defined quantization axis. In Section 4.1, we start this chapter
with a short digression about rotations in quantum mechanics and the different conventions
used in the literature. In order to successfully diagonalize the electronic part of Hamiltonian
(3.20) by means of the envisaged unitary transformation, we need to introduce some further
simplifications in Section 4.2. In Section 4.3, the transformation Ur is specified and analytical
expressions for the adiabatic electronic energy surfaces are derived. Relevant terms that
cannot be diagonalized using Ur are finally treated in Section 4.4 in a perturbation theoretical
approach.
4.1 Digression: Rotations in Quantum Mechanics
When dealing with rotation operators in quantum mechanics, one has to take great care
about the convention used: either active or passive rotations can be considered [93, 94]. In
the active point of view, an object is rotated about the fixed origin, i.e., every point will
acquire a new position in space: x′ = Ax where A denotes the active rotation matrix. In the
passive point of view, the object is kept fixed in space but the frame of reference is rotated
about the origin, i.e., every point will be represented in the rotated frame of reference by
new coordinates: x′′ = Px where P denotes the passive rotation matrix. That is, x′′ is the
coordinate vector of a point in the rotated system while x′ is the rotated coordinate vector
of a point in the fixed system. For the scope of this thesis, we will stick with the active point
of view.
In the active point of view, the rotation operator of a spinless particle about the ith
coordinate axis by an angle α is given by
Ur = e−iαLi . (4.1)
An arbitrary operator O (and therefore also our Hamiltonian) transforms under this unitary
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transformation like1 O′ = UrOU
†
r . We should note that for passive rotations one yields
Ur = eiαLi . The rotation matrices corresponding to rotations about the x-, y−, and z-axes
are given by (again in the active viewpoint)
Rx(α) =
1 0 00 cosα − sinα
0 sinα cosα
 , (4.2)
Ry(β) =
 cosβ 0 sinβ0 1 0
− sinβ 0 cosβ
 , and (4.3)
Rz(γ) =
cos γ − sin γ 0sin γ cos γ 0
0 0 1
 , (4.4)
respectively. One important property of vector operators is that their components trans-
form in the rotation Ur like those of a vector in the rotation R−1 = RT [95]. Hence, the
transformation law for the Cartesian components of a vector operator O is
O′i = UrOiU
†
r = R−1ij Oj . (4.5)
In particular, this holds for the position operator r as well as the electronic orbital angular
momentum L:
UrrU †r = R−1r (4.6)
UrLU †r = R−1L . (4.7)
Following the same line of reasoning for the spin degree of freedom, we get similarly
UrSU †r = R−1S (4.8)
with Ur = e−iαSi .
4.2 Preparing the Hamiltonian
Within the adiabatic approach, our aim is to determine the spatially dependent unitary
transformation Ur that diagonalizes the electronic Hamiltonian
Hr(r,p,L,S;R) = HA + 12 [L+ 2S] ·Bc − µe ·Bl(R+ r) +Al(R+ r) · p
+
1
2m
[
Ac(r)2 +Al(R+ r)2
]− α2
2r
dVl(r)
dr
[
r×Ac(R)
] · S , (4.9)
cf. Section 3.4. The scope of the present chapter is to provide reasonably simple expressions for
the adiabatic electronic potentials and the underlying unitary transformation Ur. To this end,
1Note that we use the convention UrOU
†
r instead of U
†
rOUr as used in Chapter 3. As the former is more
common in the context of rotations, this hopefully prevents confusions regarding the rotation angles when
comparing with literature.
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we “prepare” in this section the above Hamiltonian by introducing further approximations
that provide a more simple structure of the Hamiltonian. We are then able to exploit the
fact that the field-free Hamiltonian HA determines the energy spectrum, which allows us to
consider the effect of the magnetic field within a given submanifold of fixed total electronic
angular momentum j. By employing the latter restriction, we yield our final Hamiltonian that
can be diagonalized analytically by the unitary transformation Ur that rotates the magnetic
field vector B(x) into the direction of the z-axis.
We start by rewriting Hamiltonian (4.9) as
Hr = HA + 12B[Lz + 2Sz] +G(Xy + xY )pz +G(XSx − Y Sy) +H ′ +H ′′ .
The contribution
H ′′ = Al(r) · p− µe ·Bl(r) +
1
2m
[
Ac(r)2 +Al(R+ r)2
]− α2
2r
dVl(r)
dr
[
r×Ac(R)
] · S
contains the diamagnetic terms, the transformed part of the spin-orbit coupling, and terms
not showing an explicit spatial dependence, i.e., only depending on the relative coordinate r.
For the purpose of this chapter, we neglect H ′′ in the following.2 The validity of this approach
will be confirmed in Chapter 7 by comparison with the numerically calculated results. H ′ =
GXY pz has a strong spatial dependence and is going to be treated perturbatively in Section
4.4. That is, our Hamiltonian gains the form Hr = H0+H ′ and our initial problem is reduced
to finding a unitary transformation that diagonalizes
H0 = HA + 12B[Lz + 2Sz] +G(Xy + xY )pz +G(XSx − Y Sy) . (4.10)
As in Chapter 3, HA = p2/2m + Vl(r) + Vso(L,S) denotes the field-free electronic Hamil-
tonian of the Rydberg atom. In particular, HA yields field-free eigenfunctions |κ〉 = |njmjls〉
that are defined by the principal quantum number n, the total and orbital angular momentum
quantum numbers j and l, the magnetic quantum number mj , as well as the spin s. The spin
and angular part of the latter are given by the spin-orbit coupled generalized spherical har-
monics Yj,mj ,l [73] while for the radial degree of freedom numerically computed eigenfunctions
must be employed, see Chapter 5. As outlined in Section 2.3, we are considering the regime
of field strengths where the fine structure dominates over the Zeeman splitting. It is therefore
reasonable to consider the effect of the magnetic field interaction only within a single fine
structure manifold, i.e., fixing the total angular momentum j for given l. Within this regime,
the contribution G(Xy + xY )pz of Hamiltonian (4.10) can be simplified as follows. Noting
[yz,HA] = [yz, 12p
2 + Vl(r) + Vso(L,S)] = i(ypz + zpy) + [yz, Vl(r) + Vso(L,S)] ,
we rewrite
ypz =
1
2
(ypz − zpy)− i2[yz,HA] +
i
2
[yz, Vl(r) + Vso(L,S)] (4.11)
bearing in mind that only the action of any involved operator within a single j-manifold is
considered. The first commutator in the above equation then vanishes due to the field-free
2Note that a priori the contribution Al(r) · p−µe ·Bl(r) is not small in magnitude. However, the lack of a
center of mass dependence of these terms allows us to treat them as a mere energy offset to the adiabatic
electronic potentials. Consequently, they are not expected to be relevant for the actual shape of the latter.
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energetic degeneracy of the mj states and since no coupling to different n-, l-, or j-states is
considered. Likewise, the second commutator in Eq. (4.11) vanishes since neither Vl(r) nor
Vso(L,S) depend on the magnetic quantum number mj .3 Consequently, we can substitute
ypz → 12(ypz − zpy) = 12Lx and xpz → 12(xpz − zpx) = −12Ly in Eq. (4.10), yielding
H0 = HA +
1
2
[L+ 2S] ·B(R) . (4.12)
Applying the same argumentation as above for the remaining term H ′ = GXY pz, we see
that it vanishes within one j-manifold since pz ∼ [HA, z]. However, this term has a strong
dependence on the center of mass position R. For large center of mass coordinates X and
Y , it can generate non-negligible couplings to others than the considered fine structure level,
thereby producing significant contributions to the Hamiltonian. Thus neglecting this term is
only a valid approximation for a restricted range of center of mass positions. In Section 4.4,
a perturbative approach to include this term is presented.
4.3 Adiabatic Electronic Potentials
After preparing our Hamiltonian in the previous section, Eq. (4.12) represents now the cou-
pling of a point-like particle to the spatially dependent magnetic field B(R) via its magnetic
moment µ = 12L + S. Such a Hamiltonian can be diagonalized by applying the unitary
transformation Ur that rotates the magnetic field vector B(R) into the z-direction of the
laboratory frame. In this manner, the quantization axis is well defined along the z-axis for all
positions R of the atom and mj stays a valid quantum number. Hence, in a sense the mag-
netic field gets homogenized by the unitary transformation Ur. The only spatial dependence
remaining is then in the magnitude of the magnetic field, |B(R)| =√B2 +G2(X2 + Y 2).
As pointed out above, we start by applying a combination of successive rotations such that
at each point in space the magnetic field vector points into the z-direction of the fixed frame
of reference (active point of view!). This can be achieved in two steps, namely,
(a) first rotate about the y-axis such that B′x = 0 (yielding B′y = By and B′z =
√
B2 +G2X2)
and
(b) then rotate about the x-axis such that B′′y = 0 (yielding B′′x = B′x = 0 and B′′z = |B(R)|) .
That is, including the spin degree of freedom our spatially dependent unitary transformation
reads
Ur = e−iγ(Lx+Sx)e−iβ(Ly+Sy) , (4.13)
3As shown in Section 3.3, the commutator [r, Vl(r)] is proportional to the radial matrix element 〈κ||r[Vl′(r)−
Vl(r)]||κ′〉; the latter vanishes since we restrict ourselves to a single l, i.e., l = l′. The same argumentation
holds for the commutator [r, Vso(L,S)] including the spin-orbit coupling. In this case we end up with the
matrix element
〈κ|[yz, Vso(L,S)]|κ′〉 = 〈κ||
ˆ
1
2
`
j′(j′ + 1)− l′(l′ + 1)− 3
4
´
r2
α2
2r
dVl′(r)
dr
− 1
2
`
j(j + 1)− l(l + 1)− 3
4
´
r2
α2
2r
dVl(r)
dr
˜||κ′〉 × 〈κ|yˆzˆ|κ′〉 = 0
since L · S|njmj ls〉 = 12
ˆ
j(j + 1)− l(l + 1)− s(s+ 1)˜|njmj ls〉 and l = l′, j = j′. We used xˆi ≡ xi/r.
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where γ and β denote the rotation angles:
sin γ =
−GY√
B2 +G2(X2 + Y 2)
, sinβ =
−GX√
B2 +G2X2
,
cos γ =
√
B2 +G2X2√
B2 +G2(X2 + Y 2)
, cosβ =
B√
B2 +G2X2
.
(4.14)
The rotation matrix R associated with the unitary transformation (4.13) correspondingly
reads R = Rx(γ).Ry(β). As noted in Section 4.1, the components of both the angular
momentum L and the spin S transform in the rotation Ur like those of a vector in the
rotation R−1 = RT . With the rotation matrices as given in Eqs. (4.2)-(4.4), the transformed
vector operator r reads
UrrU †r = R−1r =
x cosβ + y sinβ sin γ − z cos γ sinβy cos γ + z sin γ
x sinβ − y cosβ sin γ + z cosβ cos γ
 (4.15)
and similarly for L and S. Making use of the relations Eqs. (4.14), the field interaction terms
of Hamiltonian (4.12) eventually become
B(R) · UrLU †r = B(R) · R−1L =
√
B2 +G2(X2 + Y 2)Lz ,
B(R) · UrSU †r = B(R) · R−1S =
√
B2 +G2(X2 + Y 2)Sz .
Employing the Baker-Campbell-Hausdorff formula, cf. Eq. (3.17), and considering the fact
that the orbital angular momentum L commutes with scalar operators4, moreover provides
us
Urp2U †r = p
2 ,
UrVso(L,S)U †r ∝ UrL · SU †r = L · S ,
UrL2U †r = L
2 .
Having additionally in mind that the model potential Vl(r) transforms as L2, we see that the
field-free Hamiltonian HA is invariant, UrHAU
†
r = HA. Putting all together, the transformed
Hamiltonian reads
UrH0U
†
r = HA +
1
2(Lz + 2Sz)
√
B2 +G2(X2 + Y 2) . (4.16)
Like Eq. (4.12), the above Hamiltonian describes a point-like particle with magnetic mo-
ment µ = 12L + S. The crucial difference is, however, that the magnetic field B(R) =√
B2 +G2(X2 + Y 2) ez now points along the z-direction at each point in space.
Given its simple form, the adiabatic electronic potential energy surfaces originating from
Hamiltonian (4.16) can be deduced straightforwardly. In the regime of weak magnetic fields
– on which we are focusing throughout this thesis – the magnetic field interaction can be
considered as a small perturbation compared to spin-orbit effects.5 The eigenvalues of Hamil-
4In particular, [J,p2] = [L,p2] = 0, [J,L · S] = 1
2
[L,J2 − L2 − S2] = 0, and [J,L2] = 0.
5This is consistent with deriving Eq. (4.16) for fixed j.
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tonian (4.16) can then be calculated in first order perturbation theory, taking the field-free
electronic states |κ〉 = |njmjls〉 as eigenfunctions6. We get
E(0)κ (R) = E
el
κ +
1
2gjmj
√
B2 +G2(X2 + Y 2) (4.17)
where
gj =
3
2
+
s(s+ 1)− l(l + 1)
2j(j + 1)
(4.18)
is the Lande´ splitting factor [68] and Eelκ the field-free energy of a given state |κ〉, i.e., HA|κ〉 =
Eelκ |κ〉.
The adiabatic energy surfaces Eq. (4.17) are rotationally symmetric around the Z-axis and
confining for mj > 0. For small radii (ρ =
√
X2 + Y 2  B/G) an expansion up to second
order yields a harmonic potential
E(0)κ (ρ) ≈ Eelκ + 12gjmjB +
1
2
Mω2ρ2 (4.19)
with the trap frequency defined by
ω = G
√
gjmj
2MB
. (4.20)
On the contrary, when the center of mass is far from the Z-axis (ρ B/G) we find a linear
behavior, E(0)κ (ρ) ≈ Eelκ + 12gjmjGρ .
At this point, let us give a short preview on the properties of the center of mass eigenstates
arising for such an adiabatic electronic potential. For a more detailed discussion, we refer the
reader to Section 7.4. In the harmonic part of the potential, the center of mass eigenfunctions
can be written as a superposition of two independent harmonics oscillators in the X- and Y -
direction. The center of mass energies correspondingly read
Ecmκ,ν = E
(0)
κ (0) + (ν + 1)ω
with ν = νx + νy ∈ N being the sum of the individual harmonic oscillator quantum numbers.
Accordingly, the splitting between adjacent center of mass states is determined by ω. The
separation between adjacent electronic energy surfaces at the origin, on the other hand, is
given by ∆Eκ = 12gjB. The size of the center of mass ground state (ν = 0) in such a harmonic
potential evaluates to 〈ρ〉 = √pi/2√Mω [65].
4.4 Perturbation Theory for H ′
In the above results for the adiabatic electronic potentials, Eq. (4.17), the contribution
H ′ = GXY pz has been omitted. However, because of its strong spatial dependence it might
render important for our adiabatic potentials by mixing different fine structure levels and n-
manifolds. In this section, we tackle this issue by including H ′ in second order perturbation
theory.
6Note that such a state now refers to the transformed Hamiltonian, i.e., it is defined in the rotated frame of
reference. In the laboratory frame, the eigenfunctions correspondingly read |κ〉lab = Ur|κ〉.
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In the previous section, we derived particularly simple expressions for the adiabatic poten-
tials by transforming to a rotated frame of reference in which Hamiltonian (4.16) becomes
diagonal. Since we want to keep this simple structure, we remain in the rotated frame of
reference and therefore apply the unitary transformation (4.13) to H ′ as well:
UrH
′U †r = GXY UrpzU
†
r = GXY
[
px sinβ − py sin γ cosβ + pz cos γ cosβ
]
.
As in Section 4.2, we can rewrite pi = i[HA, xi] − i[Vl(r) + Vso(L,S), xi] and see that H ′
vanishes in first order perturbation theory, 〈njmjls|UrH ′U †r |njmjls〉 = 0. In second order
we get
E(2)κ (R) = G
2X2Y 2
∑
κ′ 6=κ
∣∣〈κ|UrpzU †r |κ′〉∣∣2
Eelκ − Eelκ′
= G2X2Y 2
∑
κ′ 6=κ
∣∣〈κ|px sinβ − py sin γ cosβ + pz cos γ cosβ|κ′〉∣∣2
Eκ − Eκ′ ,
where the summation excludes all states within the desired manifold, i.e., |n′j′m′jl′s′〉 /∈
{|njmjls〉,−j ≤ mj ≤ j}. Omitting the terms arising from Vl(r) and Vso(L,S)7, we can
approximate
〈κ|pi|κ′〉 ≈ i(Eelκ − Eelκ′)× 〈κ|xi|κ′〉 ,
yielding
E(2)κ (R) ≈ G2X2Y 2
∑
κ′ 6=κ
(Eelκ − Eelκ′)×
∣∣〈κ|UrzU †r |κ′〉∣∣2 . (4.21)
Since E(0)κ (R) resembles the confinement of a ground state atom, we are going to attribute
E
(2)
κ (R) to the composite nature of the Rydberg atom, i.e., the fact that it consists of a
Rydberg electron far apart from its ionic core. Expanding the modulus square in Eq. (4.21),
one obtains mixed terms of the form 〈κ|x|κ′〉∗〈κ|y|κ′〉 + 〈κ|x|κ′〉〈κ|y|κ′〉∗. Employing the
standard basis of spherical harmonics and consequently using 〈κ|x|κ′〉 ∈ R as well as 〈κ|y|κ′〉 =
−〈κ|y|κ′〉∗, this sum vanishes. The matrix element of z obeys a different selection rule, namely
∆ml = 0 opposed to ∆ml = ±1 of x and y; hence mixed terms involving 〈κ|z|κ′〉 vanish as
well. Consequently, only the matrix elements |〈κ|x|κ′〉|2, |〈κ|y|κ′〉|2, and |〈κ|z|κ′〉|2 remain
and the second order energy contribution Eq. (4.21) can be parameterized as
E(2)κ (R) = G
2X2Y 2
(
Cx sin2β + Cy sin2γ cos2β + Cz cos2γ cos2β
)
.
The parameters Ci are calculated via
Ci =
∑
κ′ 6=κ
(Eelκ − Eelκ′)|〈κ|xi|κ′〉|2 (4.22)
and obey Cx = Cy since |〈κ|x|κ′〉| = |〈κ|y|κ′〉|. The latter relation simplifies the second order
7Their magnitude is determined by |〈κ|[Vl(r), xi]|κ′〉|2/(Eelκ − Eelκ′) and |〈κ|[Vso(L,S), xi]|κ′〉|2/(Eelκ − Eelκ′)
compared to the leading contribution of (Eelκ − Eelκ′)× |〈κ|xi|κ′〉|2.
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contribution E(2)κ (R) further, yielding
E(2)κ (R) = CzG
2X2Y 2
[
1 +
Cx − Cz
Cz
(
sin2β + sin2γ cos2β
) ]
. (4.23)
For nS1/2 Rydberg states we even find Cx = Cy = Cz ≡ C, which leaves us with a single
parameter describing the contribution of H ′, E(2)nS1/2(R) = C ·G2X2Y 2.
Note that the parameters Ci depend on the state κ under investigation. Since Eelκ −
Eelκ′ ∝ n−3 and |〈κ|xi|κ′〉|2 ∝ n4, a linear scaling of E(2)κ (R) with the quantum number n is
anticipated. For quantitative results, both the energies Eelκ and the matrix elements 〈κ|xi|κ′〉
must be known. In the next chapter, we present our computational approach on how they can
be determined numerically. For a thorough investigation of the resulting adiabatic potentials
including the effects of H ′, we refer the reader to Chapter 7.
Chapter 5
Numerical Methods
The investigations in this thesis necessitate – like myriads of other quantum mechanical
problems – the solution of the stationary Schro¨dinger equation
H|Ψ〉 = E|Ψ〉 (5.1)
associated with the Hamiltonian H of interest. In the previous chapter, we tackled this
problem by introducing a unitary transformation Ur that reduces the Schro¨dinger equation
to a form for which the solutions |Ψ〉 are well known. However, this came with a price, namely,
the introduction of further approximations and the use of perturbation theory for selected
terms of the Hamiltonian. Consequently, the solutions that we determined in the previous
chapter can only be regarded approximative.
In this chapter, we present our computational approach for determining the solutions of
the Schro¨dinger equation numerically. Opposed to the analytical solutions of Chapter 4, this
approach does not rely on introducing further approximations to our electronic Hamiltonian
(3.20) and yields in principle arbitrarily exact solutions. However, the latter are only gained
on a numerical basis, i.e., an analytical form of the wave function cannot be provided. A
powerful tool that allows for solving in general infinitely dimensional eigenvalue problems is
the so-called linear variational principle and is introduced in Section 5.1. It is based on a
basis set expansion of a trial wave function and the subsequent matrix representation of the
Hamiltonian in this basis. The underlying basis functions are discussed in the Sections 5.3
and 5.4. While for the investigations of circular Rydberg states hydrogenic eigenfunctions
(Section 5.3) are very suitable, we need to construct adapted eigenfunctions for the low angular
momentum Rydberg states of alkali atoms (Section 5.4). The method used for gaining the
latter – the so-called Discrete Variable Representation – is discussed in Section 5.4 as well.
5.1 The Linear Variational Principle
In this section, we provide a short introduction to the Linear Variational Method for finding
the best possible approximative solutions to the eigenvalue problem Eq. (5.1). This method
has become a standard technique in quantum mechanics and can be found in basically every
textbook on this subject. For the concise review presented here, we are going to stick to the
description given by Szabo and Ostlund, cf. Ref. [96].
In an attempt to solve Eq. (5.1), we introduce a set of basis functions {|ϕj〉} and write |Ψ〉
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as
|Ψ〉 =
∑
j
cj |ϕj〉 . (5.2)
For the scope of this thesis, we assume an orthonormal basis, i.e., 〈ϕi|ϕj〉 = δij . Substituting
expansion (5.2) into Eq. (5.1), ∑
j
cjH|ϕj〉 = E
∑
j
cj |ϕj〉
and multiplying by 〈ϕi| on the left, yields∑
j
cj〈ϕi|H|ϕj〉 = E
∑
j
cj〈ϕi|ϕj〉 = Eci
or equivalently ∑
j
Hijcj = Eci (5.3)
where Hij = 〈ϕi|H|ϕj〉 denotes the matrix elements of the Hamiltonian H for the given basis.
Equation (5.3) is a matrix eigenvalue problem whose solutions determine the coefficients ci
of the expansion Eq. (5.2) for the solution of our initial quantum mechanical problem. Note
that if we use a complete orthonormal basis, we would obtain a infinite matrix (Hij) whose
eigenvalues are exactly equal to the eigenvalues of the operator H itself. In practice, however,
we are restricted to a finite basis and the corresponding eigenvalues are only approximations to
the exact solution. Thus the linear variational method is equivalent to solving the eigenvalue
equation (5.1) in a finite subspace spanned by {|ϕj〉, i = 1, 2, · · · , N}. By increasing the basis
size until convergence is achieved, numerically exact solutions can be obtained.
Solving the Eigenvalue Problem
The main computational task is to solve the eigenvalue problem Eq. (5.3), i.e., to diagonalize
the Hamiltonian matrix H = (Hij). Hence, by employing the variational principle, the initial
differential equation is reduced to a symmetric eigenvalue problem. The associated matrices
are usually of large dimension but sparsely occupied. Standard matrix diagonalization meth-
ods – like the popular lapack subroutines [97] – are therefore not suitable. Instead, we employ
the implicitly restarted Lanczos method [98] implemented in the package arpack [99, 100].
The quintessence of this method is to reduce the large-scale eigenvalue problem to a lower
dimensional one that can be solved with comparatively little effort. Moreover, in combination
with the so-called shift and invert method the calculation of energies lying in almost arbitrary
regions of the energy spectrum becomes possible without the need of computing the entire
spectrum bottom up or top down.
The arpack software package requires an external routine for solving – as efficiently as
possible – a linear system of equation. In our implementation, we utilize the SuperLU
software package that accomplishes this task by a triangular factorization of the matrix H
into a lower triangular matrix L and an upper triangular matrix U [101]. A major advantage
of this choice is the usage of the column-compressed format (often referred to as the Harwell-
Boeing format) for the storage of matrices. The latter only stores nonzero matrix elements
and is therefore especially suited for our sparse Hamiltonian matrix.
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5.2 Spherical Coordinates
Before presenting the basis sets that underly our variational method, we note that the elec-
tronic part of our Hamiltonian (3.20) can be most conveniently written in spherical coordi-
nates (r, θ, φ). Accordingly, the basis functions that we are going to introduce in the next two
sections are expressed in these coordinates. The Cartesian coordinates (x, y, z) are related to
the spherical ones via
x = r sin θ cosφ ,
y = r sin θ sinφ ,
z = r cos θ .
For the components of the momentum operator p we find
px = −i~∂x = −i~
[
sin θ cosφ∂r + cos θ cosφ r−1∂θ − sinφ
r sin θ
∂φ
]
,
py = −i~∂y = −i~
[
sin θ sinφ∂r + cos θ sinφ r−1∂θ +
cosφ
r sin θ
∂φ
]
,
pz = −i~∂z = −i~
[
cos θ ∂r − sin θ r−1∂θ
]
,
and accordingly
p2 = −~2r−2∂r(r2∂r) + L
2
r2
since
L2 = −~2
[
1
sin θ
∂θ
(
sin θ ∂θ
)
+
1
sin2 θ
∂2φ
]
.
Note that ~ = 1 in atomic units, which we are going to employ in the following.
5.3 Hydrogen Eigenfunctions
In this section, we are going to discuss the electronic eigenfunctions of the hydrogen atom.
They are employed as basis functions when considering high angular momentum Rydberg
states like the circular one. In such a case, the hydrogen eigenfunctions are solutions to the
field-free Rydberg Hamiltonian HA as well. They can be decomposed in a radial and an
angular part according to [68]
ψnlm(r, θ, φ) = Rnl(r)Ylm(θ, φ) .
The radial part Rnl(r) is characterized by the generalized Laguerre polynomials1 Lαν (x) and
reads
Rnl(r) = −
√
(n− l − 1)!
2n[(n+ l)!]3
(
2
na0
)l+3/2
rle
− r
na0 L2l+1n+l (
2r
na0
) . (5.4)
1A discussion of the generalized Laguerre polynomials will be given in the next section. They constitute the
underlying basis functions for the discrete variable representation employed there.
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Note that a0 = 1 in atomic units. The angular eigenfunctions Ylm(θ, φ) are the spherical
harmonics. They are given by
Ylm(θ, φ) = (−1)m
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cos θ) e
imφ
where Pml (cos θ) denotes the associated Legendre functions. The spherical harmonics for
negative magnetic quantum numbers m < 0 are obtained via
Yl−|m|(θ, φ) = (−1)m Y ∗l|m|(θ, φ) .
The spherical harmonics Ylm(θ, φ) are eigenfunctions of the squared angular momentum op-
erator L2 and its z-component Lz:
L2Ylm(θ, φ) = ~2l(l + 1)Ylm(θ, φ) ,
LzYlm(θ, φ) = ~mYlm(θ, φ) .
Both the radial and angular eigenfunctions are orthonormal systems, i.e.,∫ ∞
0
R∗n′l(r)Rnl(r) r
2dr = δnn′ and∫ 2pi
0
∫ pi
0
Y ∗l′m′(θ, φ)Ylm(θ, φ) sin θ dθ dφ = δll′δmm′ ,
yielding the well-known orthonormality of the hydrogen wave functions, 〈ψn′l′m′ |ψnlm〉 =
δnn′δll′δmm′ .
As discussed in the previous section, we require the matrix representation H = (Hij)
of our Hamiltonian in order to numerically determine its eigenvalues and eigenfunctions.
That is, we need to compute matrix elements 〈ψn′l′m′ |O|ψnlm〉 of all operators O occurring
in the Hamiltonian H of interest. There are basically two ways of achieving this: either
perform a numerical integration or find an analytical expression for the matrix element. In
the framework of this thesis, we pursued both approaches. The angular matrix elements,
i.e., 〈Yl′m′(θ, φ)|O(θ, φ)|Ylm(θ, φ)〉, can often be determined analytically by employing the
recurrence relations of the associated Legendre functions:
(2l + 1) cos θ Pml (cos θ) = (l +m)P
m
l−1(cos θ) + (l −m+ 1)Pml+1(cos θ) ,
(2l + 1) sin θ Pml (cos θ) = P
m+1
l+1 (cos θ)− Pm+1l−1 (cos θ)
= (l +m)(l +m− 1)Pm−1l−1 (cos θ)
+ (l −m+ 1)(l −m+ 2)Pm−1l+1 (cos θ) ,
sin θ ∂θPml (cos θ) =
[ l(l +m)
2l + 1
− (l +m)
]
Pml−1(cos θ) + l(l −m+ 1)Pml+1(cos θ) .
Whenever possible, we thus implemented the analytical expressions in our code. The radial
matrix elements, 〈Rn′l′(r)|O(r)|Rnl(r)〉, on the other hand have been exclusively treated
numerically.2
2There exist also recurrence relations for the generalized Laguerre polynomials. However, the matrix elements
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The spin degree of freedom of the hydrogen atom can be conveniently expressed using
two-component spinors [73]
ϕ =
(
ϕ+(r)
ϕ−(r)
)
=
(
ϕ(r,ms = +12)
ϕ(r,ms = −12)
)
.
If we introduce the two basis spinors
χ+ =
(
1
0
)
and χ− =
(
0
1
)
corresponding to the spin quantum numbers ms = 12 and −12 , respectively, the matrix repre-
sentation of the spin operators are – as usual – related to the Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
via S = ~2σ. As we are going to argument in Chapter 6, the spin-orbit interaction can be
neglected for high angular momentum Rydberg states. Consequently, our basis functions
are a direct product of the spatial part |ψnlml(r)〉 and the spin part |ms〉, |nlml;ms〉 ≡
|ψnlml(r)〉 ⊗ |ms〉. The basis set expansion of our trial wave function consequently reads
|Ψ〉 =
∑
n,l,ml,ms
cnlmlms |nlml;ms〉
providing a matrix representation of our Hamiltonian with matrix elements
Hn′l′m′lm′s,nlmlms = 〈n
′l′m′l;m
′
s|H|nlml;ms〉 .
5.4 Low Angular Momentum Rydberg States
As already pointed out in Chapter 2, the low angular momentum Rydberg states of alkali
atoms largely differ from their hydrogen counterparts due to the strong quantum defect. For
our numerical calculations we therefore constructed new basis states that are eigenfunctions
to the field-free Hamiltonian HA = p2/2m+ Vl(r) + Vso(L,S),
HA|njmjls〉 = Eelnljmj ls|njmjls〉 .
As for the hydrogen problem, we made an ansatz ψnjmj ls(r) = Rnjl(r)Yj,mj ,l separating the
radial and angular degree of freedom. Note that for these states the spin-orbit coupling
Vso(L,S) must be included. The spin and angular part of the eigenfunctions is therefore
given by the spin-orbit coupled generalized spherical harmonics Yj,mj ,l [73]. They are related
to the spherical harmonics via the Clebsch-Gordan coefficients 〈lmlsms|jmj〉,
|jmjls〉 =
∑
ml,ms
〈lmlsms|jmj〉Ylml(θ, φ)χms . (5.5)
often involve various combinations of derivative operators, which makes them hard to tackle analytically.
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The quantum number s is of course always 1/2, resulting in two possible values of j for each
value of l larger than zero, namely, j = l + 1/2 and j = l − 1/2. For l = 0 only j = 1/2 is
possible. The generalized spherical harmonics are thus essentially two-component spinors of
spherical harmonics, given by
Yj,mj ,l =
1√
2j
(√
j +mYlmj− 12 (θ, φ)√
j −mYlmj+ 12 (θ, φ)
)
, j = l + 12 ,
Yj,mj ,l =
1√
2j + 2
(−√j −m+ 1Ylmj− 12 (θ, φ)√
j +m+ 1Ylmj+ 12 (θ, φ)
)
, j = l − 12 .
Consequently, the spin and angular part of the Hamiltonian matrix elements can be largely
deduced from the corresponding hydrogenic ones, cf. Section 5.3.
Because of the intricate form of the model potential Vl(r), the radial part Rnjl(r) of the
eigenfunctions are not obtained as easily. The scope of this section is thus to illuminate two
issues regarding this problem, namely, (a) what is the numerical method for computing the
radial eigenfunctions of HA and (b) how can finally the radial matrix elements of our field-
interaction Hamiltonian (3.20) be obtained using the numerically determined eigenfunctions.
The answer to basically both questions is the use of the Discrete Variable Representation
(DVR) technique that represents the radial part of the wave function on a grid. Because of
the equivalence to a Gaussian quadrature rule, the numerical evaluation of integrals becomes
particularly feasible within this scheme. A brief outline of the DVR technique in general is
given in Section 5.4.1. Section 5.4.2 then introduces the Laguerre DVR that is used for our
numerical treatment. We conclude this section by providing an exemplary wave function that
is computed by means of the below discussed technique.
5.4.1 The Discrete Variable Representation Technique
The discrete variable representation is a powerful method for representing wave functions and
operators. A comprehensive review of the DVR technique can be found in Appendix B of
Ref. [102]. Here we present a brief summary of its basic properties, which should provide the
reader sufficient background knowledge for the scope of this thesis.
We consider a one-dimensional problem and choose a complete square integrable basis set
{φn(r)}, the derivatives φ′n(r) and rφn(r) also being square integrable. We can then introduce
the position operator matrix Q that is defined by
Qnm = 〈φn|r|φm〉 .
Its diagonalization provides the grid points rα and the transformation matrix U , i.e.,
(U†QU)αβ = rαδαβ . 3
With this knowledge, we can define the so-called Finite Basis Representation (FBR) of the
3Note that the basis functions are numbered by Latin letters n,m, . . . while we label the grid points by Greek
letters α, β, . . .
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potential energy operator V (r):
V FBRnm =
N∑
α=1
UnαV (rα)U∗mα . (5.6)
Note that the FBR approach is an approximation since the basis set has been truncated to N
basis functions. The FBR allows us to evaluate the potential matrix elements very efficiently
on the grid {rα}. Moreover, the knowledge of the eigenvalues rα and the unitary eigenvector
matrix U of the position operator permits us to perform a conceptually new step: The matrix
U is used to unitarily transform the FBR to the DVR via the DVR functions
χα(r) =
N∑
n=1
φn(r)Unα .
These functions are orthonormal, 〈χα|χβ〉 = δαβ , and diagonalize by construction the position
operator, 〈χα|r|χβ〉 = rαδαβ . In order to treat a quantum mechanical problem by means of
the DVR, we need to transform both the kinetic energy T and the potential V to the DVR:
T DVR = U†T U ,
VDVR = U†VFBRU . (5.7)
As usual, the kinetic energy matrix T is defined as Tnm = 〈φn|T |φm〉. Note that TDVRαβ =
〈χα|T |χβ〉 is an exact expression, while V DVRαβ = 〈χα|V |χβ〉 holds only approximatively be-
cause of the FBR approximation. The attractiveness of the DVR finally arises from the
particularly simple evaluation of the potential matrix elements:
V DVRαβ = V (rα)δαβ . (5.8)
Hence, the potential is represented by a diagonal matrix whose entries are given by the values
of the potential at the grid positions. Recalling our model potential Vl(r), Eqs. (3.7-3.8),
the advantage is obvious: Computing Vl(rα) at the grid points rα is straightforward whereas
actually evaluating the integral 〈φn|Vl(r)|φm〉 would require more elaborate methods.
If the representation Q of the position operator is tridiagonal, we speak of a proper DVR.
A proper DVR has the intriguing property that it is very closely related to a Gaussian
quadrature. The overlap integrals as well as the matrix elements of the position operator are
then given exactly by quadrature,
N∑
α=1
wαφ
∗
n(rα)φm(rα) = 〈φn|φm〉 = δnm ,
N∑
α=1
wαφ
∗
n(rα)rαφm(rα) = 〈φn|r|φm〉 = Qnm ,
where the weights wα are determined by
w1/2α = U
∗
nα/φn(rα) . (5.9)
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Note that Eq. (5.9) holds independently of n for a proper DVR.4 The relation
〈χα|R〉 = w1/2α R(rα)
finally turns a proper DVR into a collocation method: The wave function R(r) is no longer
represented by its overlaps with basis functions but rather by its values on the grid points
rα, i.e.,
R(r)→ R(r) =

w
1/2
1 R(r1)
w
1/2
2 R(r2)
...
w
1/2
N R(rN )
 .
Going back to our initial problem of finding the solutions of HA, we now see that – after the
diagonalization of the Hamiltonian in the DVR scheme – its radial eigenfunctions Rnjl(r) are
represented on the grid {rα}. Their actual values at the grid points rα can then be deduced
from the eigenvectors cnjl of HA,
Rnlj(rα) = (cnjl)α/
√
wα ,
i.e., the components of the eigenvectors read (cnjl)α = 〈χα|Rnjl〉 = w1/2α Rnjl(rα).
The above described method successfully and efficiently provides us the radial eigenfunc-
tions of HA, which serve within our computational scheme as basis functions for representing
the electronic Hamiltonian including the magnetic field interaction. Hence the advantages of
the DVR are passed on to the determination of the more general matrix elements of Hamil-
tonian (3.20). In practice, we first need to calculate the DVR matrix representation ODVR
of a given operator O. The matrix elements of O with respect to the new basis of the radial
eigenfunctions Rnlj(r) are then gained by simple matrix multiplication:
〈Rn′j′l′ |O|Rnjl〉 = RTn′j′l′ORnjl .
While for operators only involving the position operator r the determination of O is straight-
forward, cf. Eq. (5.8), the representation of derivative operators becomes somehow more
involved. In the next section, we therefore introduce our particular underlying basis {φn(r)}
and determine the resulting matrix representations of all operators needed for Hamiltonian
(3.20).
4In general, the Gaussian quadrature rule states that the expressionZ
w(r)f(r) dr =
NX
α=1
wαf(rα)
is exact if f(r) is a polynomial of degree lower or equal to 2N−1 [103]. For the above equation we assumed
that there are a non-negative weight function w(r) and polynomials pn(r) of degree n that are orthogonal
to each other with respect to the weight function w(r). Defining basis functions φn as
φn(r) = An
p
w(r) pn−1(r) , n = 1, . . . N
one can show that a DVR derived from such a quadrature rule (therefore usually referred to as quadrature
DVR) is equivalent to a proper DVR [102]. An is a normalization constant.
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5.4.2 Laguerre DVR
Inspired by the hydrogen eigenfunctions, Eq. (5.4), we use the scaled functions
φan(r) = r
−1/2
0
√
(n− 1)!
(n+ a− 1)!
(
r
r0
)a
2
e
− r
2r0 Lan−1(
r
r0
) (5.10)
as finite basis set representation underlying the DVR; r0 serves as a scaling factor and
Lan(z) =
1
n!
ezz−a
dn
dzn
(
e−zzn+a
)
are the generalized Laguerre polynomials with a = 1, 2, . . . and n = 1, 2, . . . , N . This choice
of the basis functions is known as the so-called Laguerre DVR. A brief review of the latter –
although for the unscaled version – can be found in the Appendix of Ref. [104]. We favor the
DVR based on generalized Laguerre polynomials because of its inhomogeneous distribution of
grid points with a higher density at small radii. This characteristic is ideal for the treatment
of the employed model potentials since deviations from the hydrogenic 1/r potential occur at
small distances from the nucleus.
For fixed a, the basis functions Eq. (5.10) are orthonormal on the interval [0,∞),∫ ∞
0
φan
∗(r)φam(r) dr = 〈φan|φam〉 = δnm
and satisfy the recurrence relation
r
r0
φam(r) = −
√
(m− 1)(m+ a− 1)φam−1(r) + (2m+ a− 1)φam(r)−
√
m(m+ a)φam+1(r) .
As desired for a proper DVR, the resulting matrix representation of the position operator is
tridiagonal:
〈φan|r|φam〉 = r0
[
−
√
(m− 1)(m+ a− 1) δnm−1 + (2m+ a− 1) δnm −
√
m(m+ a) δnm+1
]
.
(5.11)
Diagonalization of the position operator matrix produces the DVR grid points rα, which are
given by the eigenvalues. The corresponding eigenvectors define the FBR/DVR transfor-
mation matrix U . As described in the previous section, the DVR matrix representation of
operators only involving the position operator r is determined by their evaluation at the grid
points, cf. Eq. (5.8). For operators D involving derivatives, on the other hand, we have to
calculate
DDVR = U†DU
with D = 〈φan|D|φam〉 being the FBR representation of the operator D.
Some basic matrix elements in the FBR representation are provided in the Appendix of
Ref. [104]. Incorporating our scaling factor r0, they read
〈φan|r−1|φam〉 =
1
ar0
w(n,m, a) , (5.12)
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〈φan|r−2|φam〉 =
1
r20
(a− 2)!
(a− 1)!
[
(a+ 1)n> − (a− 1)(n< − 1)
]
w(n,m, a) , (5.13)
〈φan|∂r|φam〉 =
1
2r0
vnmw(n,m, a) , (5.14)
〈φan|∂2r − cr−2|φam〉 =
1
r20
[
− 2n< + a− 1
2(a+ 1)
w(n,m, a) +
1
4
δnm
]
, (5.15)
where
vnm =

−1 if n < m,
0 if n = m,
1 if n > m
and
wnm(n,m, a) =
√
(n< + a− 1)!(n> − 1)!
(n< − 1)!(n> + a− 1)! ,
with n< = min(n,m) and n> = max(n,m), as well as
c =
{
K2 − 1/4 with K = (a− 1)/2 if a = odd,
j(j + 1) with j = (a− 2)/2 if a = even.
Equation (5.13) is valid for a ≥ 2 only. In principle, the matrices (5.12) and (5.13) are not
required because potential terms are usually evaluated by the DVR approximation Eq. (5.8).
As noted before, the latter is equivalent to evaluating Eqs. (5.12) and (5.13) by a partic-
ular Gaussian quadrature where the DVR points are the quadrature points, cf. Eq. (5.6).
When high precision is desired, however, one may revert to Eqs. (5.12) and (5.13), or their
DVR-transformed versions, respectively. Equations (5.12) and (5.13) are also needed for the
derivation of further matrix elements that are required for the representation of Hamiltonian
(3.20). Employing in addition the recursion relations
r∂rL
a
n(r) = nL
a
n(r)− (n+ a)Lan−1(r) ,
rLan(r) = (2n+ a+ 1)L
a
n(r)− (n+ a)Lan−1(r)− (n+ 1)Lan+1(r)
of the generalized Laguerre polynomials, after a considerable amount of algebra one yields
〈φan|r∂r|φam〉 = −
1
2
δnm − 12
√
(m− 1)(m+ a− 1) δnm−1 + 12
√
m(m+ a) δnm+1 , (5.16)
〈φan|r2∂r|φam〉 = r0
[1
2
√
(m− 1)(m− 2)(m+ a− 1)(m+ a− 2) δnm−2
− 1
2
(2m+ a− 4)
√
(m− 1)(m+ a− 1) δnm−1 − (2m+ a− 1)δnm
+
1
2
(2m+ a+ 2)
√
m(m+ a) δnm+1
− 1
2
√
m(m+ 1)(m+ a)(m+ a+ 1) δnm+2
]
. (5.17)
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Table 5.1: DVR matrix representation of various operators including the scaling factor r0 and our ansatz
R(r) = ρ(r)/r. For the FBR representation 〈φan|.|φam〉 of the given operators, see Eqs. (5.12)-(5.17). U denotes
the FBR/DVR transformation matrix and is obtained by the diagonalization of the position operator Q, cf.
Eq. (5.11). rα are the DVR grid points that are given by the eigenvalues of Q.
Operator Matrix Representation
r rαδαβ
V (r) V (rα) δαβ
∂r r
−1
0 U†〈φan|∂r − 1r |φam〉 U
r∂r U†〈φan|r∂r − 1|φam〉 U
r2∂r r0 U†〈φan|r2∂r − r|φam〉 U
r−2∂r(r2∂r) r−20 U†〈φan|∂2r |φam〉 U
Solving the Three-Dimensional Schro¨dinger Equation
In the framework of this thesis, we solve the three-dimensional Schro¨dinger equation, i.e., our
kinetic energy operator reads
T =
p2
2m
=
1
2m
[
− r−2∂r(r2∂r) + L
2
r2
]
. (5.18)
Because the matrix representation of the derivative operator in Eq. (5.18) is fairly hard to
determine, we make the ansatz
R(r) = ρ(r)/r (5.19)
for the radial wave function R(r), well-known from the treatment of the hydrogen problem
[68]. We find
r−2∂r [r2∂r ρ(r)/r] = r−1 ∂2rρ(r)
and our field-free Schro¨dinger equation becomes
H˜A ρnjl(r)Yj,mj ,l = Enjmj l ρnjl(r)Yj,mj ,l (5.20)
with
H˜A =
1
2m
[− ∂2r + r−2L2]+ Vl(r) + Vso(L,S) .
Within our numerical approach, we solve the more simple Schro¨dinger equation (5.20) in-
stead of the one incorporating the kinetic energy operator as given by Eq. (5.18). Thus, we
determine ρnjl(r) rather than Rnjl(r). Since the newly gained eigenfunctions ρnjl(r) are used
for the calculation of the matrix representation of Hamiltonian (3.20), ansatz (5.19) has to be
kept in mind for this purpose as well. For the radial matrix element 〈||.||〉 of a given operator
D, we find
〈1rρn′j′l′ ||D||1rρnjl〉 =
∫ ∞
0
1
rρn′j′l′(D
1
rρnjl) r
2dr
=
∫ ∞
0
ρn′j′l′Dρnjl dr +
∫ ∞
0
ρn′j′l′ r[D, 1r ] ρnjl dr
= ρTn′j′l′DDVRρnjl + ρTn′j′l′
(
r[D, 1r ]
)DVR
ρnjl ,
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where ρnlj denotes the DVR vector representation of the radial wave function ρnlj(r). In
Table 5.1 the matrix representations of all operators relevant for this thesis are summarized.
Radial Wave Functions
Let us conclude this chapter by presenting an exemplary radial wave function calculated
by means of the above discussed DVR technique. In Fig. 5.1(a) the computed radial wave
function of the 40S1/2 Rydberg state of 87Rb is illustrated. For comparison and to highlight
their differences, the hydrogenic eigenfunction according to Eq. (5.4) for the same quantum
numbers is displayed as well. Employing the same computational technique, in part (b) of
Fig. 5.1 the numerically determined hydrogenic wave function is compared with the exact
solution. An excellent agreement is found, emphasizing the applicability of our numerical
approach. For both calculations, a grid size of N = 4000 and a scaling factor r0 = 0.5 has
been employed; the parameter a was set to two.
Figure 5.1: (a) Radial wave function of the 40S1/2 state of rubidium, determined by means of the Laguerre
DVR technique with N = 4000, r0 = 0.5, and a = 2. Because of the core penetration and polarization effects
it clearly differs from the corresponding hydrogenic wave function, which is illustrated as well (solid line). To
demonstrate the accuracy of our approach, in subfigure (b) the numerically determined hydrogen 40S1/2 wave
function [dots; same parameters as in (a)] is compared to the analytical solution (solid line). The inset shows
the data close to the origin.

Chapter 6
One-Dimensional Rydberg Gas in a Magnetoelectric
Ioffe-Pritchard Trap
Traditionally, there is a great interest in studying systems with reduced spatial dimensions.
This is rooted in the fact that reducing the dimension usually considerably simplifies the
theoretical treatment but at the same time also leads to new physics. One paradigm is
constituted by the work of Lieb and Liniger who were the first to solve the system of arbitrary
many interacting bosons in one dimension using Bethe’s ansatz [105, 106]. In the limit of an
infinitely strong interparticle interaction strength, a so-called Tonks-Girardeau gas emerges
[20] in which the bosons behave like spin-less non-interacting fermions piled up in the single-
particle eigenstates of the one-dimensional potential. Experimentally, such a gas has been
realized in a 87Rb Bose-Einstein condensate of very low density in a tight optical potential
using an optical lattice to manipulate the atoms’ effective mass [21].
Besides gases of ground state atoms, particularly Rydberg gases represent excellent systems
to study the influence of a strong interparticle interaction on the dynamics of many-particle
systems. Due to the large displacement of the ionic core and the valence electron, Rydberg
atoms can develop a large electric dipole moment leading to a strong and long-ranged dipole-
dipole interaction among them [32]. In this chapter, we use the Ioffe-Pritchard configuration
as a key ingredient in order to ’prepare’ and study a one-dimensional Rydberg gas consisting of
long lived circular states. Specifically, we propose a modified Ioffe-Pritchard trap, a magneto-
electric trap, that offers tightly confining potential energy surfaces for the atomic center of
mass motion; at the same time, the Rydberg atom possesses an oriented permanent electric
dipole moment in this kind of trap. The resulting strong repulsion between neighboring
Rydberg atoms in conjunction with the tight transverse confinement then gives rise to an
effectively one-dimensional Rydberg gas with macroscopic interparticle distances.
In detail, we proceed as follows. In Section 6.1 we present the working Hamiltonian for
our Ioffe-Pritchard trap that is superimposed by a homogeneous electric field. Since we are
considering high-angular momentum Rydberg states in this chapter, the differences to Hamil-
tonian (3.20), that is derived in Chapter 3 for low angular momentum Rydberg states, are
outlined in this section as well. In Section 6.3 we present the resulting adiabatic trapping
potentials for the center of mass motion. Analytical expressions for the dipole-dipole interac-
tion among trapped Rydberg atoms are derived and we estimate below which Rydberg atom
density a one-dimensional Rydberg gas is expected to form. Moreover, the lifetime of such a
gas is estimated. We conclude by brief outline how the envisaged one-dimensional Rydberg
gas can be realized experimentally.
Most of the result presented in this chapter are published in Ref. [85].
52 Chapter 6 One-Dimensional Rydberg Gas
6.1 Hamiltonian
Proceeding along the lines of Chapter 3, we derive in this section the Hamiltonian for a Ry-
dberg atom in magnetic Ioffe-Pritchard trap that is superimposed by a homogeneous electric
field. Serving as a paradigm, we specifically chose the 87Rb atom in its n = 30 Rydberg
state. Since we are particularly interested in circular states, i.e., states of maximal electronic
angular momentum and projection l = ml = n− 1, the single valence electron and the ionic
core are assumed to interact via a pure Coulomb potential. Consequently, V (r) = −1/r
independently of the electronic angular momentum l, instead of the more elaborate model
potential of Chapter 3, cf. Eq. (3.7). Moreover, while the inclusion of the fine structure can be
readily done as presented in Chapter 3, it turns out not to be necessary in the regime we are
focusing on: For high angular momentum electronic states the fine structure splittings scale
as ∆Wfs = α2/2n5 and are therefore strongly suppressed.1 Similarly, diamagnetic effects can
be neglected [65].
As discussed in Section 3.1, the Ioffe-Pritchard field configuration B(x) and the associated
vector potential A(x) read
B(x) = Bc +Bl(x) and A(x) = Ac(x) +Al(x) ,
with Bc = Be3, Bl(x) = G [x1e1 − x2e2], Ac(x) = B2 [x1e2 − x2e1], and Al(x) = Gx1x2e3.
B and G are the Ioffe field strength and the gradient, respectively. For our modified electro-
magnetic Ioffe Pritchard trap, we apply in addition to these inhomogeneous magnetic fields
a homogeneous electric field pointing in the x1-direction of the laboratory frame, F = Fe1.
The corresponding scalar potential reads
Φ = −Fx1 .
The interaction of the electric field with the Rydberg atom is then given by
HF =
∑
i∈{e,c}
qiΦ (6.1)
where qi denotes the charge of the interacting particle, i.e., qe = −1 and qc = 1 for the
Rydberg electron and the ionic core, respectively. After introducing relative and center of
mass coordinates r and R (see Section 3.2), Eq. (6.1) becomes
HF = Fx = F · r . (6.2)
Moreover, – as in Section 3.3 – we apply the unitary transformation U = exp
{
i
2(Bc× r) ·R
}
in order to partially remove the coupling between the relative and center of mass motion. The
electric field interaction term HF is invariant under this transformation of the Hamiltonian
since it commutes with U .
Accounting for all considerations from above, the Hamiltonian describing the Rydberg atom
1In contrast, for low angular momentum states the fine structure splitting scales as n−3. Consequently, in
theses cases the spin-orbit coupling effects the energy spectrum significantly, cf. Section 2.3.
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in our modified Ioffe-Pritchard trap finally reads
H =
P2
2M
+HA + 12 [L+ 2S] ·Bc − µe ·Bl(R+ r) +Al(R+ r) · p+ F · r . (6.3)
Here, HA = p
2
2 − 1r is the Hamiltonian of a hydrogen atom possessing the energies En =
−12n−2. As in Chapter 3 the direct coupling of the nuclear spin to the magnetic field,
−µc · B(R), is omitted due to the large nuclear mass and the resulting small nuclear mag-
netic moment. The Schro¨dinger equation associated with Hamiltonian (6.3) is solved by
means of the adiabatic approach presented in Section 3.4. The non-adiabatic (off-diagonal)
coupling terms ∆T that arise within this procedure in the transformed kinetic energy term,
cf. Eqs. (3.24) and (3.27), can be neglected in our parameter regime. They are suppressed by
the splitting between adjacent energy surfaces which is proportional to powers of 1/B. We
remark that the Z-component of the center of mass momentum P commutes with Hamilto-
nian (3.20); hence the longitudinal motion can be integrated out by employing plane waves
|KZ〉 = exp(−iKZZ).
Within our adiabatic approach, we are consequently left with solving the electronic Hamil-
tonian
Hr = HA + 12 [L+ 2S] ·Bc − µe ·Bl(R+ r) +Al(R+ r) · p+ F · r ≡ H0 +HF (6.4)
where
H0 = HA + 12 [L+ 2S] ·Bc − µe ·Bl(R+ r) +Al(R+ r) · p
is the Hamiltonian of a purely magnetic Ioffe-Pritchard trap. For a thorough discussion of
H0 including the resulting trapping potentials of high angular momentum Rydberg states,
we refer the reader to Refs. [64, 65]. In order to find the stationary states of Hamiltonian
(6.4), we assume that neither the magnetic nor the electric field causes couplings between
electronic states with different principal quantum number n. In this case we can consider
each n-manifold separately and may represent Hamiltonian (6.4) in the space of the 2n2
states which span the n-manifold under investigation.2 For our numerical treatment (see
Chapter 5), this means that our basis consists of the 2n hydrogen eigenfunctions for a given
principal quantum number n, i.e., all states |nlml;ms〉 with l < n, |ml| ≤ l, and ms = ±1/2.
Hence, the restriction to a single n-manifold reduces the dimensionality of the resulting matrix
representation and therefore the computational effort.
6.2 Analytical Diagonalization and Perturbed Wave Functions
Besides the technical reason of saving computation time, the reduction of the full Hilbert
space to a single n-manifold allows us to gain analytical solutions for the Schro¨dinger equation
associated with H0. We pursue an approach analogous to Chapter 4, where we considered the
action of any involved operator only within a given fine structure manifold. The degeneracy
2The parameter range in which this approximation is valid – including, of course, the one investigated here
– has been examined in Refs. [65,107].
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of the field-free states within such a submanifold allowed us to substitute
ypz → 12Lx ,
xpz → −12Lx ,
pz → 0 .
(6.5)
Since we are neglecting spin orbit and quantum defect effects for the investigation of the high
angular momentum states, here the same reasoning holds not only for a given fine structure
submanifold but for the whole n-manifold, yielding
H0 = HA +
1
2
[L+ 2S] ·B(R) . (6.6)
As in Chapter 4, we omitted terms not showing an explicit spatial dependence,
H ′′ = Al(r) · p− µe ·Bl(r) . (6.7)
To first order, H ′′ merely represents an energy offset to the R-dependent adiabatic energy
surfaces determined by Hamiltonian (6.6).
Similar to Eq. (4.12), Hamiltonian (6.6) represents now the coupling of a point-like particle
to the spatially dependent magnetic field B(R) via its magnetic moment µ = 12L+S. Such a
Hamiltonian can be diagonalized by applying the spatially dependent unitary transformation
Ur = e−iγ(Lx+Sx)e−iβ(Ly+Sy), cf. Eq. 4.13, that rotates the magnetic field vector B(R) into
the z-direction of the laboratory frame. In this manner, the quantization axis is well defined
along the z-axis for all positions R of the atom and mj stays a valid quantum number. With
the rotation angles as defined in Eq. (4.14), the transformed Hamiltonian H0 becomes
UrH0U
†
r = HA +
1
2(Lz + 2Sz)
√
B2 +G2(X2 + Y 2) . (6.8)
This Hamiltonian is diagonal in the basis of the hydrogen eigenfunctions |nlml;ms〉 and the
resulting adiabatic electronic energy potentials consequently read
E
(0)
nlmlms
(R) = − 1
2n2
+
1
2
(ml + 2ms)
√
B2 +G2(X2 + Y 2) . (6.9)
The adiabatic energy surfaces Eq. (6.9) are rotationally symmetric around the Z-axis and
confining for mj > 0. For small radii (ρ =
√
X2 + Y 2  B/G) an expansion up to second
order yields a harmonic potential
E(0)κ (ρ) ≈ Eelκ + 12gjmjB +
1
2
Mω2ρ2
with the trap frequency defined by
ω = G
√
ml + 2ms
2MB
.
On the contrary, when the center of mass is far from the Z-axis (ρ B/G) we find a linear
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behavior, E(0)κ (ρ) ≈ Eelκ + 12gjmjGρ . For a more thorough discussion of the energy surfaces
Eq. (6.9), we refer the reader once more to Refs. [64, 65]. The possible combinations of ml
and ms result in 2n + 1 energy surfaces, each of which shows a degree of degeneracy given
by 2n− |ml + 2ms + 1| − |ml + 2ms − 1| [65]. At the origin, these manifolds of surfaces are
energetically separated by ∆E = B/2. Here, we are interested in the uppermost surface,
which is non-degenerate and is constituted by the circular state
|circ〉 ≡ |n, l = ml = n− 1;ms = 1/2〉 . (6.10)
The energetically next lower surface (that we need for the determination of the perturbed
eigenfunctions due to HF ) shows a two-fold degeneracy and is determined by
|2〉 ≡ |n, l = n− 1,ml = n− 2;ms = 1/2〉 and
|3〉 ≡ |n, l = ml = n− 2;ms = 1/2〉 .
(6.11)
The influence of the electric field F on the circular state |circ〉 can be calculated in second
order perturbation theory. The perturbed wave function reads
|ψ〉 = |circ〉+
∑
κ 6=circ
〈κ|UrHFU †r |circ〉
Ecirc − Eκ |κ〉 (6.12)
= |circ〉+ c3|3〉 (6.13)
with
c3 =
〈3|UrHFU †r |circ〉
Ecirc − E3 =
3√
2
F
B
n
√
n− 1 (cosβ + i sinβ sin γ) . (6.14)
Equation (6.13) is yielded due to the selection rules ∆l = ±1 and ∆ml ∈ {0,±1} of the
transformed field interaction UrHFU
†
r = F · (x cosβ + y sinβ sin γ − z cos γ sinβ). That is,
the electric field F admixes solely state |3〉 to the circular state.3 For the calculation of the
corresponding coefficient c3 we employed 〈3|y|circ〉 = i〈3|x|circ〉, 〈3|z|circ〉 = 0 as well as
〈3|x|circ〉 = 3
2
√
2
n
√
n− 1, see Appendix D.
6.3 Energy Surfaces and One-Dimensional Rydberg Gas
In this section, we discuss the solutions of the electronic Hamiltonian (6.4), focusing on
the circular state. In particular, a comparison to the purely magnetic Ioffe-Pritchard trap is
provided. We show that trapped Rydberg atoms can be created in long-lived electronic states
exhibiting an electric dipole moment of several hundred Debye. The resulting dipole-dipole
3Note that the electric field lifts the degeneracy of the submanifold {|2〉, |3〉} resulting in the field-dressed
states |±〉 = 1√
2
ˆ|2〉± |3〉˜. Consequently, the sum in Eq. (6.12) should include these states rather than the
non-dressed states |2〉 and |3〉. We would get
|ψ〉 = |circ〉+ c+√
2
“
1− ∆E+
∆E−
”
|2〉+ c+√
2
“
1 +
∆E+
∆E−
”
|3〉
with ∆E± = Ecirc − E± and c+ = 〈+|UrHFU†r |circ〉/∆E+. However, we are considering the perturbative
regime where the electric field effects are much smaller than the magnetic field interaction. Thus employing
∆E+ ≈ ∆E− ≈ ∆E yields Eq. (6.14) for the coefficient.
56 Chapter 6 One-Dimensional Rydberg Gas
Figure 6.1: Potential energy surfaces for the center of mass motion of a 87Rb Rydberg atom (n = 30) in a
Ioffe-Pritchard trap with B = 10G, G = 10Tm−1. Dashed lines: F = 0, solid lines: F = 5.14Vm−1. An
overview of the seven energetically highest potential curves (Y = 0) is shown in panel (a). Magnified views
of the uppermost (b,c) and next lower ones (d,e) are also provided while for (b) and (d) the two-dimensional
surfaces are shown additionally in (b1) and (d1), respectively. The range of the X-coordinate, corresponding
to 2.1µm, is the same for each subfigure (a)-(e). The total field configuration is sketched in panel (f) where the
circles depict the locations of the minima of the uppermost (big circle) and the two adjacent lower-lying (small
circles) adiabatic surfaces. The magnetic field lines are indicated in gray while the electric field is sketched by
black arrows.
interaction of Rydberg atoms in conjunction with the radial confinement provided by the
Ioffe-Pritchard trap is demonstrated to give rise to an effectively one-dimensional ultracold
Rydberg gas with a macroscopic interparticle distance. We derive analytical expressions for
the electric dipole moment and the required linear density of Rydberg atoms.
Adiabatic Electronic Potential Surfaces
Within our adiabatic approach, the diagonalization of Hamiltonian (6.4) yields a set of 2n2
decoupled differential equations governing the adiabatic center of mass motion within the
individual two-dimensional energy surfaces Eκ(R), i.e., the surfaces Eκ(R) serve as potentials
for the center of mass motion of the Rydberg atom. In Figure 6.1 we present intersections
along the X-direction of such potential surfaces for B = 10G, G = 10Tm−1, and n = 30
in the case of 87Rb. As outlined in Section 6.2, for zero electric field strength (dashed
lines) the potential curves are organized in groups that are energetically well-separated by a
gap of ∆E = B/2 = 87.9 MHz. The uppermost surface originates from the circular state,
l = ml = n−1, is non-degenerate, and provides an approximately harmonic confinement with
a trap frequency of ω = G
√
n/2MB = 13.9 kHz, corresponding to 0.1µK. The two adjacent
lower surfaces are degenerate and also approximately harmonic, possessing a trap frequency
of ω = G
√
(n− 1)/2MB .
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Figure 6.2: (a) Uppermost electronic potential surface for the center of mass motion of 87Rb in the n = 30
multiplet and the parameters used in Fig. 6.1. (b-d) Components of the electric dipole moment D(R) in
atomic units. One recognizes the clear alignment of the electric dipole moment along the electric field vector.
The numerically calculated values of D(R) are to a good accuracy reproduced by Eq. (6.15).
As soon as an electric field is applied, all surfaces are shifted considerably in energy. This is
visible from the solid curves in Fig. 6.1 for which an electric field of strength F = 5.14Vm−1
is applied. The shapes of the potentials are barely affected by the electric field such that
Rydberg states that are trapped in a pure Ioffe-Pritchard configuration remain confined also
in the magneto-electric trap. Moreover, adding the electric field leads to non-trivial effects:
The second and third surface, that are degenerate in the absence of the electric field, are now
shifted in opposite ways along the X-direction. All surfaces shown provide a harmonic con-
finement with a trap frequency ω also in the Y -direction. The corresponding two-dimensional
trapping potentials are illustrated in Fig. 6.1(b1) and (d1). We remark that the chosen pa-
rameter set does not generate an extreme constellation; hence an even stronger confinement
can be achieved without invalidating the applied approximations [65].
Electric Dipole Moment
Let us now investigate the electronic properties of a Rydberg atom being trapped in the
uppermost potential surface. For F = 0 and sufficiently large values of B, this surface is
formed almost exclusively by the highest possible electronic angular momentum state, i.e.,
l = ml = n − 1.4 If F is increased, electronic states with smaller l will be inevitably
admixed to the electronic state belonging to this energy surface. An interesting property to
investigate is hence the electric dipole moment of trapped Rydberg atoms: While for F = 0
the electronic states are approximately pure parity eigenstates and therefore exhibit almost
no electric dipole, the admixture of lower l states to the uppermost surface in the presence
of the electric field is expected to give rise to a non-vanishing expectation value of the dipole
operator. Indeed, this becomes evident in Fig. 6.2 where the uppermost potential surface and
the three components of the expectation value of the electric dipole operator D(R) = 〈r〉 (R)
are shown (same parameters as in Fig. 6.1). It can be clearly seen that a permanent dipole
moment is established whose dominant contribution points along the electric field vector, i.e.,
D2(R) D1(R) and D3(R) D1(R).
In order to study the dependence of D(R) on the field strengths F and B as well as on the
degree of electronic excitation, we use expression (6.13) for the perturbed wave function. In
4In Section 6.2 we derived analytical expressions for the adiabatic potentials and assigned the uppermost
surface exclusively to the circular state. However, we neglected the contribution H ′′, cf. Eq. 6.7, that is
non-diagonal and therefore weakly couples to lower lying states.
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second order perturbation theory, the electric dipole moment is consequently given by
D(R) = 〈ψ|UrrU †r |ψ〉 .
Employing the same relations as in Section 6.2 for the transition matrix elements 〈3|xi|circ〉
yields
D(R) = 2Re(c∗3〈3|UrrU †r |circ〉) .
Inserting the expression for the transformed position operator (see Eq. (4.15)),
UrrU †r =
x cosβ + y sinβ sin γ − z cos γ sinβy cos γ + z sin γ
x sinβ − y cosβ sin γ + z cosβ cos γ
 ,
finally provides us an analytic expression for the electric dipole moment:
D(R) =
9
2
F
B
n2(n− 1)
 cos2 β + sin2 γ sin2 βcosβ sinβ sin γ
cosβ sinβ − sinβ sin γ cos γ
 . (6.15)
We note that D(R) scales proportional to the third power of the principal quantum number
and can therefore gain a significant magnitude even if the ratio F/B is small. Although
the chosen field configuration already constitutes an extreme example for the perturbative
approach, good agreement of Eq. (6.15) with the numerically obtained data presented in
Fig. 6.2 is found. For example, in the vicinity of the minimum of the potential surface
(X = Y = 0) we find an exact value of Dexactx (0) = 270 whereas the expression (6.15) yields
Dx(0) = 276. The remaining components vanish at the origin: Dy(0) = Dx(0) = 0. This
is again in good agreement with the numerically calculated results, which yield Dexacty (0) =
8.0 × 10−11 and Dz(0)exact = −0.024, respectively. The arising residual dipole moment of
the exact results is due to the contribution of H ′′ that has been neglected for deriving the
analytical expression Eq. (6.15). For smaller ratios of F/B, even better agreement can be
achieved.
One-Dimensional Rydberg Gas
Due to the dependence on the angles γ and β, the dipole moment weakly depends on the
quantum state of the center of mass motion. However, the electric dipole moment is inde-
pendent of the Z-position of the Rydberg atoms in the trap since the field configuration is
translational symmetric. If we now consider two transversally confined atoms in the same
trap at the longitudinal positions ZA and ZB, we can write for their dipole-dipole interaction
VD(RA,RB) =
1
|RA −RB|3
{
D(RA) ·D(RB)− 3 [D(RA) · e] [D(RB) · e]
}
≈ D(RA) ·D(RB)|ZA − ZB|3 (6.16)
where e = (RA − RB)/R denotes the interparticle unit vector. The approximation in
Eq. (6.16) holds due to the orientation of the dipoles and the assumption that |ZA − ZB|
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Figure 6.3: Schematics of a one-dimensional Rydberg gas in an electric-field-enhanced Ioffe-Pritchard trap.
The arrows represent the dipole moments of the Rydberg atoms oriented along the external homogeneous
electric field in X-direction. The interparticle spacing a belongs to the critical density N1D that is given by
Eq. (6.18).
is large compared to the transversal oscillator length of the trap. These conditions moreover
ensure a minimal coupling of the transversal and longitudinal motion.
Using the above approximation, one can estimate the interaction energy of one atom being
part of an infinite atomic chain with an interparticle spacing a. One finds
Eint = 2
D2(0)
a3
∞∑
k=1
k−3 =
81
2a3
F 2
B2
n4(n− 1)2ζ(3) (6.17)
with the Riemann zeta function ζ(3) = 1.202 06. Here we have approximated D2(R) ≈ D2(0)
since the dipole moment barely varies in the vicinity of the origin X = Y = 0. If the
interaction energy Eint is smaller than the transversal trap frequency ω, we can assume
that the interacting atoms remain in the transversal ground state: This is considered the
one-dimensional regime, see Fig. 6.3 for a sketch. The linear density below which a one-
dimensional Rydberg gas is expected to form is then given by
N1D =
√
B
3
[
3
√
Mc
2
F 2
G
ζ(3)n7/2(n− 1)2
]− 1
3
. (6.18)
Above this density, excited transversal center of mass states might be populated, resulting in a
quasi one-dimensional Rydberg gas (that is certainly of interest on its own). For our parameter
set, we obtain a minimal interparticle spacing a = 43µm; hence a chain of 1mm in length
contains 23 particles. This density can be further increased by either increasing the magnetic
field gradient and/or decreasing the electric field strength: At B = 10G, G = 100Tm−1, and
F = 0.514Vm−1 a chain of the same length would contain 230 Rydberg atoms.
Radiative Decay
Rydberg atoms are highly excited quantum object that possess only a finite lifetime due to
spontaneous decays. Since one might be interested in observing the external dynamics of the
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above proposed one-dimensional Rydberg gas, we need to understand the radiative properties
of a Rydberg atom that is exposed to our modified Ioffe-Pritchard trap. After integrating
over all directions of the emitted photon and summing over all possible polarizations, the
transition rate for the radiative decay from an initial state |i〉 to a final state |f〉 reads [73]
Γf←i =
4
3
α3∆E3|〈f |r|i〉|2 , (6.19)
where α is the fine structure constant and ∆E = Ei − Ef the energy difference between
the initial and final state. Note that the states in Eq. (6.19) include the external motion,
i.e., within our adiabatic approach we need to calculate the center of mass matrix element
|〈f |r|i〉| = |〈χf |rfi(R)|χi〉| with rfi(R) being the spatially dependent electronic matrix ele-
ment and |χ〉 denoting the center of mass states.
In order to estimate the changes in the field-free decay rates due to the electromagnetic
trapping fields, we neglect the center of mass dependence of the decay rate and simply eval-
uate Eq. (6.19) at the origin. This is motivated by the fact that rfi(R) only varies slightly
throughout the support of the center of mass wave function. Consequently, the center of
mass integration transforms into a simple overlap integral with 〈χf |χi〉 ≈ δfi.5 Adopting
this approximation, the possible single channel decay rates of the dressed circular state6
|ψn〉 = |circn〉+ c3,n|3n〉 evaluate to7
Γcircn−1←circn =
8
3
α3∆E3n,n−1
[∣∣〈circn−1|x|circn〉∣∣2 + |c3,n−1|2|c3,n|2∣∣〈3n−1|x|3n〉∣∣2
+ 2Re(c3,nc∗3,n−1)〈3n−1|x|3n〉〈circn−1|x|circn〉
]
,
Γ3n−1←circn =
8
3
α3∆E3n,n−1|c3,n|2
∣∣〈3n−1|x|3n〉∣∣2 ,
Γcircn−2←circn =
8
3
α3∆E3n,n−2|c3,n|2
∣∣〈circn−2|x|3n〉∣∣2 .
(6.20)
Analytical expressions of the matrix elements emerging in Eq. (6.20) are listed in Tab. 6.1.
Note that we did not consider transitions within one n-manifold since the Zeeman splitting
∆En,n ∝ B of the surfaces within one n-manifold is much smaller than the energetical sep-
aration of adjacent n-manifolds, ∆En,n−1 ∝ n−3 (e.g., the magnetic field B = 1T yields
∆E3n,n−1/∆E3n,n ∼ 103). Because the matrix elements for both kinds of transitions are of the
same order of magnitude, the intra-n decay rates are negligible compared to the inter-n ones.
Employing the approximate expressions as given in Tab. 6.1, the total decay rate Γcircn =∑
f Γf←circn reads
Γcircn =
2
3
α3n−5
[
1 + |c3,n|2 + 2Re(c3,nc∗3,n−1) + |c3,n|2|c3,n−1|2 +
4
n
|c3,n|2
]
(6.21)
5Strictly speaking, the orthonormality of the center of mass wave functions is only exact within one surface.
However, for the decay of the circular state this orthonormality also approximately holds between adjacent
surfaces due to their almost identical trap frequencies.
6We introduced the index n here to distinguish between different n-manifolds.
7In general, we would encounter the matrix element |〈f |r|i〉| rather than |〈f |x|i〉|, cf. Eq. (6.19). Here, we
exploited the fact that |〈f |z|i〉| does not contribute for the decay of our dressed circular state |ψ〉 and that
|〈f |x|i〉| = |〈f |y|i〉|.
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Table 6.1: Transition matrix elements necessary for the calculation of the radiative lifetime of the dressed
circular state |ψn〉 = |circn〉+ c3,n|3n〉, cf. Eq. (6.13). The resulting single channel decay rates – approximated
for large n – are also provided. The states |circ〉 and |3〉 are defined in Eqs. (6.10) and (6.11), respectively;
the indices denote the corresponding principal quantum number. For a general analytic expression of the
transition matrix elements, see Appendix D.
Matrix Element Exact
Approximate
Decay Rate
∆E3
∣∣〈circn−1|x|circn〉∣∣2 14n5 [n2n+1(n−1)2n−2(n−1/2)4n−1 ] 23α3n−5
∆E3
∣∣〈3n−1|x|3n〉∣∣2 14n5 [n2n−1(n−1)2n−3(n−2)(n−1/2)4n−3 ] 23α3n−5
∆E3 〈3n−1|x|3n〉〈circn−1|x|circn〉 14n5
[
n2n(n−1)2n−5/2(n−2)1/2
(n−1/2)4n−2
]
2
3α
3n−5
∆E3
∣∣〈circn−2|x|3n〉∣∣2 1n6 [n2n(n−2)2n−4(n−1)4n−4 ] 83α3n−6
and the lifetime evaluates to τcircn = Γ
−1
circn
. Hence, corrections to the bare decay rate of the
field-free circular state, τ0 = 3n5/2α3, are found to be of the order of |c3,n|2 ∼ (F/B)2n3.
For an atom being confined to the energy surface that is shown in Fig. 6.2, we have cal-
culated a lifetime of τcircn = 2.109ms, which basically corresponds to the field-free result
τ0 = 2.194ms. We remark that τcircn has been determined utilizing the numerically cal-
culated electronic eigenstates rather than Eq. (6.21). For the chosen field configuration, the
perturbative approach has to be taken with a grain of salt; indeed Eq. (6.21) deviates consider-
ably with τcircn = 0.677ms. For the alternative field configuration mention earlier (B = 10G,
G = 100Tm−1, and F = 0.514Vm−1), on the other hand, Eq. (6.21) yields τcircn = 2.153ms,
which is in good agreement with the numerically calculated lifetime of 2.192ms.8
The lifetime of the one-dimensional Rydberg gas is determined by the decay rate of a
single Rydberg atom.9 If we want to resolve the external dynamics of the proposed one-
dimensional Rydberg chain, the Rydberg lifetime thus must exceed the time scale of the
envisaged dynamics. Assuming only next-neighbor dipole-dipole interactions, the potential
experienced by a single Rydberg atom at position R = 0 is given by
Vdd(Z) =
D2(0)
(a+ Z)3
+
D2(0)
(a− Z)3 =
2D2(0)
a3
+
12D2(0)
a5
Z2 + . . . (6.22)
where we assumed once more D2(R) ≈ D2(0). A sketch of the exemplary situation of
three Rydberg atoms is provided in Fig. 6.4. Note that at this point we are only interested
in the longitudinal dynamics, i.e., along the untrapped x3 direction. Equating Vdd(Z) ≡
1
2Mω
2
ddZ
2 + const, we can define a one-particle oscillator frequency ωdd as
ωdd =
√
24D2(0)
Ma5
, (6.23)
8Note that the numbers given in this paragraph have been calculated employing the exact expressions given
in Tab. 6.1 rather than the approximate ones.
9We remark, however, that a single decay |circn〉 → |circn−1〉 does not destroy the Rydberg chain entirely
since the |circn−1〉 state possesses very similar properties to its non-decayed counterpart.
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Figure 6.4: Sketch of three Rydberg atoms interacting via VD(RA,RB), cf. Eq. 6.16. For the atom in the
middle, this results in an approximately harmonic potential Vdd(Z) as given by Eq. (6.22).
giving rise to the time scale τdd = ω−1dd . As an example, the field configuration B = 10G,
G = 100Tm−1, and F = 0.514Vm−1 yields a time scale of less than one millisecond.
Finally, let us remark that – because of the scaling proportional to n5 – the lifetime of a
Rydberg atom can be significantly enhanced by exciting to a higher principal quantum number
n. In addition, it can be further prolonged by establishing an adapted experimental setup
which inhibits the electromagnetic field mode at the dominant transition frequency [108]. At
the same time, a cryogenic environment will diminish the undesirable effect of stimulated
(de-)excitation by blackbody radiation.
Preparation of the One-Dimensional Rydberg Gas
We conclude this chapter by briefly commenting on the realization of such a Rydberg gas,
which is certainly a challenging experimental task. One could start from an extremely dilute
ultracold atomic gas prepared in an elongated Ioffe-Pritchard trap. For transferring ground
state atoms to high angular momentum Rydberg states, techniques such as crossed electric
and magnetic fields or rotating microwave fields can be employed, see Ref. [109] and references
therein. During the preparation, the excitation lasers have to be focused such that Rydberg
atoms emerge only at positions separated by the interparticle spacing a that is required to
meet the criterion (6.18). Since a is in the order of several µm, which can be resolved optically,
this should be feasible. The large value of a moreover ensures that the mutual ionization due
to the overlap of the electronic clouds of two atoms does not occur. For our circular states
with n = 30, the atomic extension can be estimated by 〈r〉 ≈ n2 = 48 nm and is thus orders
of magnitude smaller than the corresponding value of a for our field configuration. In order
to probe the dynamics of the resultant Rydberg chain, one can field-ionize the atoms: From
the spatially resolved electron signal a direct mapping to the positions of the Rydberg atoms
should be possible.
Chapter 7
Magnetic Trapping of Ultracold Rydberg Atoms in Low
Angular Momentum States
Being omnipresent in experiments dealing with ultracold atoms, inhomogeneous magnetic
fields seem predestined for trapping Rydberg atoms. Similar to ground state atoms, the mag-
netic trapping of Rydberg atoms originates from the interaction of their magnetic moment
with the magnetic field. In particular, this facilitates the utilization of trap geometries that are
well-known from ground state atoms. In this spirit, theoretical studies recently demonstrated
that Rydberg atoms can be tightly confined in a magnetic Ioffe-Pritchard trap [64, 65] and
that one-dimensional Rydberg gases can be created and stabilized by means of an additional
electric field, see Chapter 6 of this thesis and Ref. [85]. However, the trapping mechanism
relies in these studies on high angular momentum electronic states that have not been realized
yet in experiments with ultracold atoms. In this chapter, we explore the trapping potentials
arising for the low angular momentum nS, nP , and nD Rydberg states of 87Rb. In particular,
we illuminate the question of how the composite character of Rydberg atoms, i.e., the fact
that they consist of an outer electron far away from a compact ionic core becomes manifest
in a standard Ioffe-Pritchard magnetic trap. As we are going to show, the resulting trapping
potentials possess a reduced azimuthal symmetry and a finite trap depth, which can be a few
vibrational quanta only or less. Choosing the magnetic field parameters appropriately, on the
other hand, stable trapping can be achieved with trap depths in the micro-Kelvin regime. Im-
plications for quantum information protocols involving magnetically trapped Rydberg atoms
are discussed.
In detail we proceed as follows. Section 7.1 summarizes the derivation of our working
Hamiltonian for low angular momentum Rydberg atoms in a Ioffe-Pritchard trap as given
in Chapter 3. Section 7.2 then introduces reasonable approximations which allow us to
gain analytical solutions for the stationary Schro¨dinger equation and hence for the trapping
potentials. In Section 7.3 we analyze the resulting energy surfaces which serve as trapping
potentials for the center of mass motion of the Rydberg atom. The range of validity of
our analytical approach is discussed. Section 7.4 is dedicated to the center of mass dynamics
within the adiabatic potential surfaces. The question how the center of mass state of a ground
state atom is altered due to its short-time excitation to a Rydberg state is illuminated in
Section 7.5. A heating rate associated with this process is derived. In Section 7.6, the effect
of the same process on the purity of the density matrix of a qubit which is encoded in the
hyperfine states of a ground state atom is discussed.
The results presented in this chapter are published in Refs. [110,111].
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7.1 Hamiltonian
Along the lines of Chapter 3 we model the mutual interaction of the highly excited valence
electron and the remaining closed-shell ionic core of an alkali Rydberg atom by an effective
potential which is assumed to depend only on the distance of the two particles. In the previous
chapter, this potential could be considered to be purely Coulombic since solely circular states
with maximum electronic angular momentum were investigated. The low angular momentum
states of alkali atoms, on the other hand, significantly differ from the hydrogenic ones because
of the finite size and the electronic structure of the ionic core. The resulting core penetration,
scattering, and polarization effects can be accounted for by employing a model potential of
the form
V (r) ≡ Vl(r) = −Zl(r)
r
− αc
2r4
[
1− e−(r/rc)6]
where Z(r) is an effective radial charge and αc the static dipole polarizability of the positive-
ion core, see Section 3.1 and Eqs. (3.8) for more details.
The coupling of the charged particles to the external magnetic field is introduced via the
minimal coupling, pi → pi − qiA(ri), with i ∈ {e, c} denoting the valence electron and the
remaining ionic core of a Rydberg atom, respectively; qi is the charge of the i-th particle and
A(x) is the vector potential belonging to the magnetic field B(x). Including the coupling
of the magnetic moments to the external field (µe and µc originate from the electronic and
nuclear spin, respectively), our initial Hamiltonian in the laboratory frame reads (employing
qe = −1, qc = 1)
H =
1
2
[pe +A(re)]2 +
1
2M
[pc −A(rc)]2 + Vl(r) + Vso(L,S)− µe ·B(re)− µc ·B(rc)
with r = |re−rc| andM being the mass of the ionic core, cf. Eq.(3.2). As pointed out already
in Chapter 2 and in contrast to our previous studies of high angular momentum states, one
has to take the fine structure of the atomic energy levels into account: For the magnetic field
strengths investigated in this work, the spin-orbit interaction will lead to splittings larger
than any Zeeman splitting encountered; it is given by
Vso(L,S) =
α2
2
[
1− α
2
2
Vl(r)
]−2 1
r
dVl(r)
dr
L · S (7.1)
where L and S denote the angular momentum and spin of the valence electron, respectively.
The term [1−α2Vl(r)/2]−2 has been introduced to regularize the nonphysical divergence near
the origin, see Section 3.1 for more details. As usual, we will label the field-free electronic
eigenstates by the total electronic angular momentum J = L+ S. We remark that the model
potential Vl(r) has been developed ignoring the fine structure; let us therefore briefly comment
on the accuracy of Eq. (7.1) in reproducing the fine structure intervals. For the 40P state
of rubidium, our approach yields a fine structure splitting of 1.641GHz, which is in good
agreement with the measured value of 1.649GHz, cf. Eq. (2.5). This accuracy decreases for
higher angular momenta; for the 40D state a qualitative agreement between the calculated
value (586MHz) and the measured one (187MHz) is found.
The Ioffe-Pritchard field configuration is given by B(x) = Bc + Bl(x) with Bc = Be3,
Bl(x) = G [x1e1 − x2e2] and the vector potential reads A(x) = Ac(x) +Al(x) with Ac(x) =
7.1 Hamiltonian 65
B
2 [x1e2 − x2e1] and Al(x) = Gx1x2e3, where B and G are the Ioffe field strength and the
gradient, respectively. After introducing relative and center of mass coordinates (r andR) and
employing the unitary transformation U = exp
{
i
2(Bc × r) ·R
}
, the Hamiltonian describing
the Rydberg atom becomes1
U †HU =
P2
2M
+HA + 12 [L+ 2S] ·Bc − µe ·Bl(R+ r)− µc ·B(R)
+Al(R+ r) · p+ 12Ac(r)2 +Hcorr .
(7.2)
Here, HA = p2/2 + Vl(r) + Vso(L,S) is the Hamiltonian of an alkali atom possessing the
energies Eelnlj = −12(n−δnlj)−2. Hcorr = 12Al(R+ r)2+ 1MBc·(r×P)+U †[Vl(r)+Vso(L,S)]U−
[Vl(r) + Vso(L,S)] are small corrections which can be neglected because of the following
reasons: In the parameter regime we are focusing on, the diamagnetic contribution of the
gradient field, Al(R+ r)2, is small compared to the one of the constant Ioffe field, Ac(r)2.
The second contribution of Hcorr is negligible within our adiabatic approach since 〈P/M〉
becomes negligible for ultracold temperatures compared to the relative motion 〈p/m〉. Finally,
the remaining terms couple to remote electronic states only and are therefore irrelevant, cf.
Section 3.3.
The magnetic moments of the particles are connected to the electronic spin S and the
nuclear spin I according to µe = −S and µc = −12gII, with gI being the nuclear g-factor;
because of the large nuclear mass and the resulting small nuclear magnetic moment, the term
involving µc is neglected in the following. We remark that the Z-component of the center
of mass momentum commutes with Hamiltonian (7.2); hence the longitudinal motion can
be integrated out by employing plane waves |KZ〉 = exp(−iKZZ). In order to solve the
remaining coupled Schro¨dinger equation, we employ a Born-Oppenheimer separation of the
center motion and the electronic degrees of freedom by projecting Eq. (7.2) on the electronic
eigenfunctions ψκ(r;R) that parametrically depend on the center of mass coordinates. We
are thereby led to a set of decoupled differential equations governing the adiabatic center of
mass motion within the individual two-dimensional energy surfaces Eκ(R), i.e., the surfaces
Eκ(R) serve as potentials for the center of mass dynamics of the atom. The non-adiabatic (off-
diagonal) coupling terms ∆T that arise within this procedure in the kinetic energy term can be
neglected in our parameter regime since they are suppressed by the splitting between adjacent
energy surfaces, cf. Eq. (3.25). As will be shown in Section 7.2, the latter is proportional to
the Ioffe field strength B, i.e., the non-adiabatic couplings are proportional to powers of 1/B.
For a more detailed description of the adiabatic approach, we refer the reader to Section 3.4.
The electronic eigenfunctions and energies are found by the basis set method discussed in
Chapter 5 of this thesis. It utilizes the field-free eigenfunctions |κ〉 = |njmjls〉 of HA whose
spin and angular parts |jmjls〉 are given by the spin-orbit coupled generalized spherical har-
monics Yj,mj ,l. For the radial degree of freedom, a discrete variable representation (DVR)
based on generalized Laguerre polynomials is employed. The latter provides a non-uniform
grid for the radial coordinate which is more dense close to the origin and hence especially
suited for representing radial Rydberg wave functions. Since in the DVR scheme the poten-
tial matrix element evaluation is equivalent to a Gaussian quadrature rule, representing the
Hamiltonian (7.2) – especially Vl(r) and the derivative terms arising from the momentum
1see Chapter 3 for a thorough derivation
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operator p – becomes particularly efficient. The numerical diagonalization of the resulting
Hamiltonian matrix (in the limit P → 0) then yields the electronic eigenfunctions ψκ(r;R)
and energies Eκ(R) which both parametrically depend on the center of mass coordinates R.
Convergence is ensured by appropriately choosing the size of the field-free basis as well as the
underlying DVR grid size.
7.2 Analytical Approach
While the above described numerical treatment of the electronic Hamiltonian offers accurate
results, the analytical but approximate expressions for the adiabatic energy surfaces derived
in Chapter 4 are able to provide us with a profound understanding of the underlying physics.
In this section, we summarize the findings of Chapter 4 specifically for the low angular
momentum Rydberg states of 87Rb.
For our analytical approach, we only consider a single fine structure manifold, i.e., fixed
total angular momentum j for given l. Such an assumption is motivated by the fact that the
fine structure dominates over the Zeeman splitting for the field strengths we are interested in.
Figure 7.1 visualizes this specific situation along with the hierarchy of the various interactions
encountered for our system. As derived in Chapter 4, within a given j-manifold the electronic
part of Hamiltonian (7.2) can be approximated by
Hr = HA +
1
2
[L+ 2S] ·B(R) +H ′ +H ′′ . (7.3)
with H ′ = GXY pz and H ′′ = Al(r) · p +Bl(r) · S + 12Ac(r)2. The latter contribution only
depends on the relative coordinate and – as we will show later – for a wide range of field
strengths can approximately be regarded as a mere energy offset to the electronic energy
surfaces; we will restrict ourselves to this regime and hence omit H ′′ in the following.
The first two terms of Hamiltonian (7.3) can be diagonalized analytically by applying the
spatially dependent transformation
Ur = e−iγ(Lx+Sx)e−iβ(Ly+Sy)
that rotates the local magnetic field vector at each point in space into the z-direction of the
laboratory frame of reference. γ and β denote the rotation angles as given in Eqs. (4.14).
The transformed Hamiltonian becomes
UrHrU
†
r = HA +
1
2gjJz
√
B2 +G2(X2 + Y 2) + UrH ′U †r (7.4)
with gj = 32+
s(s+1)−l(l+1)
2j(j+1) and UrHAU
†
r = HA; see Section 4.3 for a thorough derivation. Like
for ground state atoms, the second term of Eq. (7.4) represents the coupling of a point-like
particle to the magnetic field via its magnetic moment µ = 12L+ S.
As depicted in Fig. 7.1, H ′ only couples to different n, l, and j and hence vanishes within
one j-manifold. The first two terms of Eq. (7.4), on the other hand, are diagonal, giving rise
to the electronic potential energy surface
E(0)κ (R) = E
el
κ +
1
2gjmj
√
B2 +G2(X2 + Y 2) (7.5)
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Figure 7.1: Schematic overview of the energy scales and coupling terms involved. Starting from the degenerate
Hydrogen energy spectrum on the left, it is shown how the quantum defect – modeled by the potential Vl(r) –
separates the low angular momentum states. The spin-orbit coupling Vso(L,S) then yields the fine structure
splitting for fixed l. Within a given j-manifold, the simplified Ioffe-Pritchard Hamiltonian HA +
1
2
gjmj |B|
resembles the coupling of a point-like particle to the magnetic field B(R). The two-body character of the
Rydberg atom, which is represented by H ′, only contributes if energetically remote levels are considered as
well: it admixes states of different n, l, j, and mj thereby qualitatively changing the shape of the surfaces.
for a given electronic state |κ〉 = |njmjls〉. Note that such a state refers to the rotated frame
of reference. Only there, mj constitutes a good quantum number; in the laboratory frame of
reference mj is not conserved. The surfaces Eq. (7.5) are rotationally symmetric around the
Z-axis and confining for mj > 0. For small radii (ρ =
√
X2 + Y 2  B/G) an expansion up
to second order yields a harmonic potential
E(0)κ (ρ) ≈ Eelκ + 12gjmjB +
1
2
Mω2ρ2 (7.6)
with the trap frequency defined by ω = G
√
gjmj
2MB while we find a linear behavior E
(0)
κ (ρ) ≈
Eelκ +
1
2gjmjGρ when the center of mass is far from the Z-axis (ρ B/G). In the harmonic
part of the potential, the center of mass energies are thus given by
Ecmκ,ν = E
(0)
κ (0) + (ν + 1)ω , ν = νx + νy ∈ N
with a splitting of ω between adjacent center of mass eigenstates; see Section 7.4 for a more
detailed discussion. The separation between adjacent electronic energy surfaces at the origin,
on the other hand, is given by ∆Eκ = 12gjB. The size of the center of mass ground state
(ν = 0) in such a harmonic potential evaluates to 〈ρ〉 = √pi/2√Mω [65].
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Table 7.1: Coefficients of the linear fit of Ci(n) = C
(0)
i + C
(1)
i n in the range 35 ≤ n ≤ 45 for the nS, nP ,
and nD states of the 87Rb atom. Note that negative magnetic quantum numbers mj yield the same results
as their positive counterparts and are consequently omitted. The fitted Ci are calculated using Eq. (7.8) with
n′ ∈ [n− 10, n+ 10].
State C(0)x C
(1)
x C
(0)
z C
(1)
z
S1/2,mj = 1/2 -0.4813 -0.00027 -0.4813 -0.00027
P1/2,mj = 1/2 -0.4484 -0.00148 -0.4484 -0.00148
P3/2,mj = 1/2 -0.4541 -0.00152 -0.4316 -0.00164
P3/2,mj = 3/2 -0.4391 -0.00160 -0.4616 -0.00149
D3/2,mj = 1/2 -0.4570 -0.00069 -0.4326 -0.00011
D3/2,mj = 3/2 -0.4407 -0.00030 -0.4652 -0.00088
D5/2,mj = 1/2 -0.4570 -0.00073 -0.4287 -0.00006
D5/2,mj = 3/2 -0.4500 -0.00057 -0.4429 -0.00040
D5/2,mj = 5/2 -0.4358 -0.00023 -0.4712 -0.00107
Perturbation Theory for H ′
The remaining term UrH ′U
†
r of Hamiltonian (7.4) can be treated perturbatively. While it
vanishes in first order, second order perturbation theory yields2
E(2)κ (R) = G
2X2Y 2
∑
κ′ 6=κ
∣∣〈κ|UrpzU †r |κ′〉∣∣2
Eelκ − Eelκ′
≈CzG2X2Y 2
[
1 +
Cx − Cz
Cz
(
sin2β + sin2γ cos2β
) ]
.
(7.7)
Since E(0)κ (R) resembles the confinement of a ground state atom, we attribute E
(2)
κ (R) to the
composite nature of the Rydberg atom, i.e., the fact that it consists of a Rydberg electron
far apart from its ionic core. Like the magnetic field itself, E(2)κ (R) shows no continuous
azimuthal symmetry but rather a discrete one. This can be understood as follows. In the
absence of H ′, the atomic orbitals and hence the magnetic moments align perfectly with the
magnetic field vector. The inclusion of H ′ admixes different angular momentum states such
that the relative angles between the involved atomic orbitals and the magnetic field direction
matters. The contribution E(2)κ (R) consequently reflects the discrete azimuthal symmetry of
the vector fieldB(R) rather than the continuous one of its magnitude |B(R)|. The parameters
Ci are calculated via
Ci =
∑
κ′ 6=κ
(Eelκ − Eelκ′)|〈κ|xi|κ′〉|2 (7.8)
and obey Cx = Cy in general as well as Cx = Cy = Cz ≡ C more specifically for l = 0. Note
that the parameters Ci depend on the state κ under investigation.
Since Eelκ − Eelκ′ ∝ n−3 and |〈κ|xi|κ′〉|2 ∝ n4, a linear scaling of E(2)κ (R) with the quantum
number n is anticipated, i.e., Ci(n) = C
(0)
i + C
(1)
i n. Resulting from a fit of calculated Ci
2see Section 4.4 for more details.
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Figure 7.2: Range of validity for deriving Eq. (7.11). (a) 2G2X2/B2  1 resulting in X  B/√2G. In the
figure, the value X+/(B/
√
2G) is shown which should be  1. Figure (b) shows G2X20/B2 which should be
 1 as well. In both cases l = 2, j = mj = 5/2 is used.
values within the range 35 ≤ n ≤ 45, in Tab. 7.1 the coefficients C(j)i are tabulated for the
nS, nP , and nD states of the 87Rb atom. All considered states show a similar behavior:
The magnitude of Ci is close to −1/2 and shows a rather weak n-dependence. In particular,
Cx ≈ Cz and therefore
E(2)κ (R) ≈ Cz ·G2X2Y 2 . (7.9)
We remark that for smaller n Ci(n) deviates from the linear behavior in favor of a more rapid
decrease.
Final Surfaces
In the last part of this section, let us reconsider the adiabatic energy surfaces for the center
of mass motion, including now the contribution of UrH ′U
†
r . That is, we investigate the
approximate, but analytical solutions
Eκ(R) ≡ E(0)κ (R) + E(2)κ (R)− Eelκ , (7.10)
of Hamiltonian (7.3). In particular, we concentrate on the diagonal of the surfaces (X = Y )
where E(2)κ (R) is maximal. The approximation Cx = Cz (which is exact for nS1/2 states)
then yields
Eκ(X = Y ) =
1
2
gjmj
√
B2 + 2G2X2 + CzG2X4 ,
which shows only a local minimum at the origin since the surface drops off for large center
of mass coordinates when E(2)κ (R) dominates (note that Cz < 0), see also Fig. 7.3. The
positions of the maxima which enclose the minimum are approximately given by
X± ≈ ±
(
G2
B2
− 4BCz
gjmj
)−1/2
≈ ±X0
(
1− G
2
2B2
X20
)
(7.11)
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with the length scale X0 =
√
gjmj
4B|Cz | only depending on the Ioffe field strength. The depth of
the potential well associated with the minimum correspondingly evaluates to
∆Eκ = Eκ(X = Y = X+)− Eκ(0)
≈ 1
2
gjmj
G2X20
B
(
1− G
2X20
B2
)
)
+ CzG2X40
(
1− 2G
2X20
B2
)
.
(7.12)
Note that the first approximation in Eq. (7.11) holds for 2G2X2/B2  1 and the second one
for G2X20/B
2  1. The corresponding range of validity is illustrated in Fig. 7.2: For a Ioffe
field strength of B = 1G, the above approximations hold for gradients up to 10Tm−1; at
higher B even larger gradients are eligible.
7.3 Trapping Potentials
In this section we are going to discuss the calculated electronic potential energy surfaces for
the nS, nP , and nD states of the 87Rb atom in detail. In particular, the range of validity
of the above derived analytic expression Eq. (7.10) is demonstrated. As a general example,
we address in the following the magnetic field configuration B = 1G, G = 2.5Tm−1, which
yields a trap frequency of ω = 2pi × 319 Hz. A similar field configuration is also found in
current experiments [112].
In Figure 7.3 the electronic potential energy surfaces Eκ(R) of the 40S1/2, 40P1/2, 40P3/2,
40D3/2, and 40D5/2 states with mj = j are illustrated. In addition, also sections along
X = Y of these surfaces are provided. On a first glance, the energy surfaces originating from
different electronic states seem to differ quite substantially. However, qualitatively they are
very similar, as we are going to argue in the following. For all surfaces presented in Fig. 7.3,
the contribution of the composite character of the Rydberg atom, i.e., E(2)κ (R) changes the
continuous azimuthal symmetry of E(0)κ (R) into a four-fold one. Moreover, the interplay
between the harmonic confinement E(0)κ (R) and the unbounded contribution E
(2)
κ (R) gives
rise to a finite trap depth along the diagonal X = Y ; see second row of Fig. 7.3. Since the
coefficient Cz of E
(2)
κ (R) is approximately of the same magnitude for all states considered,
cf. Tab. 7.1, the shape of the resulting energy surface – and the trap depth in particular – is
characterized by the magnitude of the magnetic moment µ ∝ gjJ that couples to the magnetic
field. Consequently, the j = mj = l + 1/2 electronic states show a deeper confinement than
their j = mj = l − 1/2 counterparts and the depth increases further with increasing orbital
angular momentum l.3 For the examples given in Fig. 7.3 this means that the quadratic
approximation to the trapping potential for the 40S1/2 state is already violated at about two
oscillator energies, while for the 40D5/2 it is fine up to 10ω. This trend is confirmed in the
third row of Fig. 7.3 where the depth of the potential as a function of the field configuration
is displayed: For the 40D5/2 state, the trap depth easily exceeds 100ω within the given
parameter range, while in the case of the 40S1/2 state there is a substantial regime of field
strengths where not a single center of mass state can be confined, i.e., the trap depth being
< 1ω. Nevertheless, also for the 40S1/2 Rydberg state the field parameters B and G can be
adjusted such that stable trapping is possible, i.e., the trap depth being much larger than
3Of course, this argumentation only holds as long as the magnetic field configuration is fixed.
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Figure 7.4: Sections alongX = Y of the energy surfaces of the (a) 40S1/2, (b) 40P3/2, and (c) 40D5/2 multiplets
for the field configuration B = 0.1G and G = 10Tm−1, which yields a trap frequency of ω/
√
gjmj = 2pi × 4
kHz.
the trap frequency. Similarly, the trapping potential of the 40D5/2 Rydberg state can be
chosen very shallow by going to sufficiently strong Ioffe fields. We remark that the results
presented in Fig. 7.3 are given in units of the trap frequency ω = G
√
gjmj/2MB; the latter
is, of course, only exact near the origin. For larger radii, the contribution E(2)κ (R) flattens
the potential resulting in smaller trap frequency and hence in a higher number of center of
mass states that can be confined.
As can be deduced from the third row of Fig. 7.3, increasing the relative strength of the
field gradient, i.e., either increasing G directly or decreasing the offset field B for fixed G,
leads to a larger number of bound center of mass states – independently of the state under
consideration. However, since the anti-trapping contribution E(2)κ (R) quadratically increases
with the field gradient G, we expect this trend to reverse for sufficiently high gradients.
Indeed, for a Ioffe field of B = 1G the trap depth starts to decrease for field gradients
G & 200Tm−1; for B = 0.1G this trend already starts at G & 5Tm−1. Similarly, for a fixed
field gradient together with a decreasing offset field B we find a decrease of the trap depth if
B . 0.15G or B . 0.03G for G = 10Tm−1 and G = 1Tm−1, respectively.
Let us now investigate the question if electronic energy surfaces belonging to different states
intersect each other. In Chapter 6 and Refs. [64, 65], where high angular momentum states
are considered, this issue is essential: there, the high level of degeneracy of the system leads
to non-adiabatic crossings of the surfaces. As a consequence, only the circular electronic
state (ml = l = n − 1) provides stable trapping. For the low angular momentum states of
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Figure 7.5: (a) Section along X = Y of the energy surface of the 40D5/2,mj = 5/2 state for the field configu-
ration B = 1G and G = 100Tm−1 which yields a trap frequency of ω = 2pi × 22.1 kHz near the origin. The
solid line is obtained by the numerical diagonalization of Hamiltonian (7.2), the dashed one by Eq. (7.10). The
surfaces have been offset to zero at the origin. (b) Difference (in terms of the trap frequency ω) between the
analytic expression Eq. (7.10) and the result of the numerical diagonalization of Hamiltonian (7.2). (c) Same
as (b) but for Y = 0 rather than X = Y .
87Rb we are considering here, however, the fine structure splitting for different j and the
varying quantum defect for different l separate the energy surfaces by lifting the degeneracy,
therefore preventing their crossing. As a result, it is sufficient in our case to investigate
the energy surface spectrum for fixed j, i.e., only as a function of the magnetic quantum
number mj . In Figure 7.4, sections along the diagonal of the energy surfaces of the multiplets
of the 40S1/2, 40P3/2, and 40D5/2 states are presented. In order to show a strong spatial
dependence, we chose an extreme case concerning the ratio of the Ioffe field compared to
the gradient field, namely, B = 0.1G, G = 10Tm−1 (of course, much higher gradients can
be achieved on atom chips). Even for such a high gradient, the energy surfaces remain well
separated with a minimum distance of 12gjB at the trap center. Hence, each surface can
be considered separately for trapping and our adiabatic approach is not limited by non-
adiabatic interactions. Note that the anti-trapping of mj < 0 states is even enhanced by the
contribution E(2)κ (R).
The above investigations employ the analytical expression Eq. (7.10) rather than the exact
numerical solutions of Hamiltonian (7.2). Hence an estimation of the range of validity of our
results is necessary. To this end, we provide in Fig. 7.5(a) a comparison between the analytical
expression according to Eq. (7.10) and the numerical diagonalization of Hamiltonian (7.2) for
the extreme field configuration of B = 1G, G = 100Tm−1 (the quantitative agreement
improves for smaller gradients / larger Ioffe fields). As one can observe, even for such a
strong gradient Eq. (7.10) yields satisfactory results: The deviation within the spatial range
considered is less than 0.2ω, cf. Fig. 7.5(b), ω being the splitting of the center of mass
states and representing the smallest energy scale of the system. We remark that Fig. 7.5(b)
shows results along the diagonals X = Y of the surfaces where the deviation is at maximum.
However, even along the axes, where E(2)κ (R) vanishes, a perfect agreement cannot be found,
cf. Fig. 7.5(c). This residual deviation is due to the purely electronic terms H ′′ of Hamiltonian
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Table 7.2: Parameters for determining the radiative lifetime τ = τ ′(n−δκ)γ of low angular momentum Rydberg
states. Adapted from Ref. [75]. The quantum defect δ can be determined using Eq. (2.3) and the parameters
provided in Tab. 2.2.
l τ ′ [ns] γ
0 1.43 2.94
1 2.76 3.02
2 2.09 2.85
(7.2) that have been neglected in deriving Eq. (7.10). Although H ′′ does not explicitly depend
on the center of mass coordinate R, it introduces an implicit center of mass dependence by
changing the electronic state. This can be easily understood in the rotated frame of reference,
i.e., after applying the unitary transformation Ur: There, one has to consider UrH ′′U
†
r which
introduces a center of mass dependence explicitly. We stress that for gradients weaker and/or
Ioffe fields stronger than in Fig. 7.5, Ur is closer to unity and therefore the contribution of
H ′′ becomes even less important in these cases and hence can be neglected.
7.4 Center of Mass Wave Functions
In the previous section, we determined the adiabatic electronic surfaces that arise for low
angular momentum Rydberg atoms in a Ioffe-Pritchard trap. Within our adiabatic approach,
these surfaces serve as trapping potentials for the center of mass motion of the Rydberg
atom, cf. Section 3.4. In this section, we use the previously calculated potentials Eκ(R) to
determine the eigenfunctions χ(R) of the center of mass Hamiltonian
Hcm =
P2
2M
+ Eκ(R) . (7.13)
In particular, we are going to elucidate the differences to the harmonic oscillator eigenstates
that are obtained by considering solely the ‘unperturbed’ potential E(0)κ (R) [throughout this
section, the harmonic approximation Eq. (7.6) for the potential E(0)κ (R) is assumed]. The
energies and eigenstates are computed using second order perturbation theory. We remark
that the validity of the harmonic approximation together with the use of perturbation theory
has been ensured by comparing with the results obtained by the numerical diagonalization of
Hamiltonian (7.13).
Before presenting our results, let us comment on the issue of the finite radiative lifetime of
Rydberg atoms that might spoil the experimental observation of the center of mass motion.
The lifetime of Rydberg atoms in low angular momentum electronic states can be parameter-
ized as τ = τ ′(n− δκ)γ ; actual values of τ ′ and γ for the 87Rb atom are listed in Tab. 7.2, see
also Section 2.2. For the 40S1/2 Rydberg state, this yields a radiative lifetime of τ = 58µs.
If we compare this to the typical time scale τω = 2pi/ω of the center of mass motion, one
finds that for the envisaged field configuration (B = 1G, G = 2.5Tm−1) τω = 3ms is orders
of magnitudes larger than the radiative lifetime which renders the resolution of the center of
mass motion experimentally impossible. This drawback can be alleviated by several means.
First of all, one can consider higher principal quantum numbers n which increases the life-
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Table 7.3: Character table for the symmetry group C4v. For our system, the principal (4-fold) rotation axis is
the Z-axis. The symmetry elements are as follows: We have the rotations C2Z , C4Z , and C
3
4Z corresponding
to a rotation through pi/2, pi/4, and 3pi/4 radians about the Z-axis, respectively. The latter two belong to the
same symmetry class and are summarized as 2C4 in the table below. In addition to the rotational symmetry
operations, we have two vertical mirror planes that contain the principal axis, namely, the XZ and the Y Z
planes. Both belong to the same reflection symmetry class, denoted as 2σv below. Besides the vertical mirror
planes, we also have dihedral (diagonal) ones that contain the principal axis and bisect two σv or C2 symmetry
elements. Here, they bisect the two σv planes, i.e., they are defined by the diagonals X = Y and X = −Y ,
respectively, in conjunction with the Z-axis. They are labeled as 2σd. Finally, there is the identity operation
E whose character determines the dimensionality of the irreducible representation.
C4v E C2 2C4 2σv 2σd
A1 +1 +1 +1 +1 +1
A2 +1 +1 +1 −1 −1
B1 +1 −1 +1 +1 −1
B2 +1 −1 +1 −1 +1
E +2 0 −2 0 0
time substantially. For example, the 60S1/2 state already possesses a radiative lifetime of
τ = 206µs. The changes in the trapping potential, on the other hand, are marginal as can be
seen from the weak n-dependence of the Cz coefficient, cf. Tab. 7.1; note that E
(0)
κ (R) is n-
independent. Additionally to increasing n, one can augment the trap frequency by increasing
the gradient field and/or decreasing the Ioffe field.4 As an example, the field configuration
B = 0.1G and G = 50Tm−1 yields τω = 50µs. Furthermore, one might also employ the
nP3/2 Rydberg states which possess a longer lifetime (τ = 155µs and τ = 0.5 ms for n = 40
and n = 60, respectively) and at the same time cause a higher trap frequency (τω = 2 ms and
τω = 35µs for B = 1G, G = 2.5Tm−1 and B = 0.1G, G = 50Tm−1, respectively).
As an illustrative example, let us investigate again the 40S1/2 Rydberg state combined
with the magnetic field parameters B = 1 G and G = 2.5Tm−1, despite the above mentioned
restrictions. In this case, the resulting trapping potential Eκ(R) confines only a very limited
number of center of mass states, namely, twelve.5 Consequently, already low center of mass
excitations show an appreciable deviation from the harmonic behavior, which makes the
influence of the perturbative effects of E(2)κ (R) particularly visible. In Figure 7.6, the 3rd to
9th excited center of mass eigenstates of Hamiltonian (7.13) are illustrated using the potential
E
(0)
κ (R) (upper row) and E
(0)
κ (R)+E
(2)
κ (R) (lower row), respectively. For the case of E
(0)
κ (R)
and small radii ρ =
√
X2 + Y 2 one yields a harmonic potential ∼ 12Mω2ρ2. In this case, the
Hamiltonian (7.13) decouples in X and Y , i.e., the total center of mass wave function can be
written as a product of two independent harmonic oscillator states in X and Y :
χ(R) ≡ χνxνy(R) = χνx(X) · χνy(Y ) .
As a consequence, the corresponding energies only depend on the sum of the individual center
of mass excitations ν = νx + νy and show a ν + 1-fold degeneracy.
4Note that this might necessitate atom chip traps [83,113].
5Throughout this section, κ stands for n = 40, j = mj = 1/2, l = 0.
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In anticipation of considering E(2)κ (R) as well, it is advisable to employ adapted eigenstates
that account for the C4v symmetry of Hamiltonian (7.13) (including E
(2)
κ (R), of course).
Such symmetry adapted eigenstates are shown in Fig. 7.6. Their decomposition in terms of
the product states χνxνy(R) can be found in the fourth column of Tab. 7.4 together with
their corresponding symmetry label given in the second column. The character table for the
C4v symmetry group – along with the definition of the symmetry elements for our system
– is reproduced in Tab. 7.3. Note that the symmetry adapted states are still degenerate
in case of the harmonic potential E(0)κ (R), cf. third column of Tab. 7.4. The inclusion of
E
(2)
κ (R) lifts this degeneracy by mixing states of equal symmetry according to the vanishing
integral rule [114]: since E(2)κ (R) is of A1 symmetry, i.e., being totally symmetric the center
of mass matrix element 〈χ′|E(2)κ |χ〉 is non-vanishing only if |χ〉 and |χ′〉 possess the same
symmetry. Besides the symmetry constraints, the perturbation of the form ∼ X2Y 2 yields
the selection rules ∆νx ∈ {0,±2} and ∆νy ∈ {0,±2}.6 Inspecting the wave functions as
obtained by diagonalizing Hamiltonian (7.13) within a formerly degenerate ν-manifold, both
the symmetry constraints as well as the selection rules become apparent; see sixth column of
Tab. 7.4.
The energies Ecmκ,i of the first 12 eigenstates are tabulated in Tab. 7.4 for both potentials
E
(0)
κ (R) (“Harmonic Oscillator”, third column) and E
(0)
κ (R) + E
(2)
κ (R) (“Perturbed”, fifth
column). While E(0)κ (R) yields energies Eν = (ν+1)ω with ν = 0, 1, 2, . . . 7, the eigenenergies
belonging to E(0)κ (R)+E
(2)
κ (R) deviate from this rule: since the harmonic potential is flattened
by the contribution E(2)κ (R), the energies are below the harmonic ones. The remaining
degeneracies which appear for odd ν (e.g., states 6–9) can be explained by the symmetry
properties of the involved states: in such cases, only E symmetry is encountered. The two-
dimensional irreducible representation of the latter then gives rise to the appearance of (ν +
1)/2 degenerate pairs.
Finally, let us briefly comment on the issue of tunneling. States that are confined within
the potentials shown in Section 7.3 may escape the trap by tunneling through the potential
barrier along the diagonals. While this process most certainly plays no role for configurations
where the time scale of the trap frequency is large compared to the radiative lifetime, a priori
it is not clear if tunneling becomes crucial for tighter traps. For this reason, we estimated the
lifetime associated with the tunneling process by investigating the transmission probability
for the ith excited center of mass state in one dimension,
Pt = exp
{
−2
∫ b
a
√
2M [Eκ(X = Y )− Ecmκ,i ] dX
}
, (7.14)
where the integration limits a and b are determined by the condition Eκ(X = Y ) = Ecmκ,i .
Since the Rydberg atom ‘hits’ the potential barriers twice per trapping period, the loss rate
can be roughly estimated by 2ωPt. Actual values of Pt for the states discussed in this section
6Using the recurrence relation X |χνx〉 =
p
~/2Mω (√νx |χνx−1〉+
√
νx + 1 |χνx+1〉), we get
〈χνx |X2|χν′x〉 =
~
2Mω
hp
ν′x(ν′x − 1) δνxν′x−2 + (2ν′x + 1) δνxν′x +
p
(ν′x + 1)(ν′x + 2) δν′xν′x+2
i
and analogously for the y-component of the two-dimensional harmonic oscillator.
7As mentioned before, we assume a perfectly harmonic potential E
(0)
κ (ρ) ∼ 12Mω2ρ2.
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are given in the last column of Tab. 7.4. For tighter magnetic traps, where more center of
mass states can be confined, Pt substantially decreases further. Hence, tunneling has only to
be considered for very high center of mass excitations close to the top of the barrier.
7.5 Parametric Heating
Utilizing state-dependent (Rydberg-Rydberg) interactions for quantum information protocols
necessitates the excitation of trapped ground state atoms to a Rydberg state by a pi-pulse
[33, 34]. When the excitation process is much shorter than the timescale of the external
motion, such an excitation effectively causes a sudden change of the trapping potential. This
couples and thus redistributes the initial center of mass quantum state to neighboring levels,
which – in general – increases the center of mass energy (hence we will denote this process as
“parametric heating” in the following). In this section, we investigate this effect and calculate
the corresponding heating rates.
Suppose we have a 87Rb atom in its 5S1/2, F = mF = 2 electronic ground state which is
at t = 0 instantaneously excited to the Rydberg state 40S1/2,mj = 1/2 and after a short
period of time t′ again de-excited to its electronic ground state. Furthermore, we assume the
atom to reside in a well defined center of mass state at t = 0, i.e., χ(R, t = 0) = χνxνy(R);
note that χνxνy(R) denote the center of mass eigenfunctions of the ground state atom rather
than the Rydberg atom. Except for the contribution E(2)κ (R), both electronic states give
rise to the same trapping potential E(0)κ (R), i.e., in the simplest approximation [which is
neglecting E(2)κ (R) completely] the external state is not affected by the excitation to the
Rydberg level.8 If we account for the extra term E(2)κ (R), on the other hand, the situation
changes substantially. We consider the sequence ground state → Rydberg state → ground
state, where all transitions are carried out by fast pi-pulses. E(2)κ (R) can then be considered
as a perturbation of the ground state trapping potential which acts for the time interval
during which the atom resides in the Rydberg level, i.e., 0 < t < t′. As shown in the previous
section, E(2)κ (R) mixes center of mass states according to the selection rules ∆νx/y = 0 and
∆νx/y = ±2; hence the Rydberg excitation leads for the ground state atom to the admixture
of lower- and higher-lying center of mass levels with ν ′ = ν, ν ′ = ν± 2, and ν ′ = ν± 4, where
ν = νx+νy. Note that we adopt here again the approximation of a purely harmonic potential
E
(0)
κ (R) ∝ 12Mω2(X2 + Y 2).
Within time-dependent perturbation theory, the probability of a transition |νxνy〉 → |ν ′xν ′y〉
of the center of mass state of a ground state atom due to its short-time Rydberg excitation,
i.e., the acting of the perturbing potential E(2)κ (R), is given by
Wνxνy→ν′xν′y =
∣∣∣〈ν ′xν ′y|E(2)κ (R)|νxνy〉∣∣∣2 f(t′, ω˜)
with f(t′, ω˜) = sin
2(ω˜t′/2)
(ω˜/2)2
and ω˜ = (ν ′ − ν) · ω = ∆ν · ω [73]. The average rate to make a
8We remark that for the Rydberg state the hyperfine interaction can be treated perturbatively and does not
alter the trapping potentials for the regime of field strengths we are considering, cf. Section 3.1.
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Figure 7.7: Parametric heating E˙νxνy t
′/ω of a trapped ground state atom as a function of the time being
excited to the Rydberg level 40S1/2. Several initial center of mass states and magnetic field configurations
are considered: B = 1G, G = 2.5Tm−1 (solid), B = 1G, G = 10Tm−1 (short-dashed), and B = 10G,
G = 2.5Tm−1 (dashed-dotted) for νx = νy = 0 as well as B = 1G, G = 2.5Tm−1 (dotted) and B = 10G,
G = 2.5Tm−1 (long-dashed) for νx = νy = 2.
transition to state |ν ′xν ′y〉 within the time interval t′ consequently reads
Rνxνy→ν′xν′y =
1
t′
Wνxνy→ν′xν′y . (7.15)
This allows us to define a heating rate as
E˙νxνy =
∑
ν′xν′y
ω˜Rνxνy→ν′xν′y .
Employing the recurrence relation X |χνx〉 =
√
1/2Mω (
√
νx |χνx−1〉+
√
νx + 1 |χνx+1〉) of the
harmonic oscillator eigenfunctions and accordingly
〈ν ′x|X2|νx〉 =
1
2Mω
[√
νx(νx − 1) δν′xνx−2 + (2νx + 1) δν′xνx +
√
(νx + 1)(νx + 2) δν′xνx+2
]
,
we yield
E˙νxνy =
C2zG
4
M4ω4
ω
t′
{
2
sin2(ωt′)
ω2
(νx + νy + 1)(νx + 12)(νy +
1
2)
+
sin2(2ωt′)
4ω2
(νx + νy + 1)
[
(νx + 12)(νy +
1
2) +
3
4
]}
.
(7.16)
Here, we assumed E(2)κ (R) = CzG2X2Y 2. Note that E˙νxνy > 0 independent of the initial
state, i.e., cooling is not possible. For short times t′  1/ω, one can approximate sin2(ωt′)
ω2
≈ t′2
which gives an overall linear increase of the heating rate in time.
In Figure 7.7, the parametric heating E˙νxνy t′ in terms of the trap frequency ω and as a
function of the Rydberg excitation period t′ is illustrated for several center of mass initial
states and magnetic field configurations; throughout, the Rydberg state 40S1/2 is considered.
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As one can observe, the heating mainly depends on the Ioffe field strength B rather than
on the magnetic field gradient G. An increase of the latter barely changes E˙νxνy t′/ω while a
stronger Ioffe field results in a substantial increase. As expected from Eq. (7.16), E˙νxνy t′/ω
also significantly increases if the ground state atom is initially in an excited center of mass
state. However, for the given examples the overall heating within the radiative lifetime of
the Rydberg atom turns out to be very moderate with E˙νxνy t′ < 1ω (for B = 1 G and
G = 2.5 Tm−1, E˙νxνy t′ = 1ω corresponds to 15 nK). Hence, only for high center of mass
levels ν = νx + νy and long times t′ the above described excitation of the external motion
of an ultracold sample of Rb atoms due to the Rydberg excitation is expected to become an
issue.
Finally, let us briefly comment on what is expected for a thermal atom where the external
state is not well-defined but rather distributed according to the Boltzmann statistics fν(T ) =
gνe
−(ν+1)ω/kbT /Z(T ), Z(T ) =
∑∞
ν=0 gνe
−(ν+1)ω/kbT being the partition function and gν = ν+1
the degeneracy of the νth excited center of mass state. In this case, the heating rate reads
E˙(T ) =
∞∑
νx,νy=0
fνE˙νxνy ≈
3
2
C2zG
4
M4ω3
t′ coth3
(
1
2
ω
kbT
)
. (7.17)
Equation (7.17) is obtained by approximating sin
2(ωt′)
ω2
≈ t′2 for short times t′  1/ω. Assum-
ing high enough temperatures such that kbT  ω simplifies Eq. (7.17) further to
E˙(T ) ≈ 12C
2
zG
4
M4ω3
t′
(kbT
ω
)3
.
As expected from Eq. (7.16), E˙(T ) rapidly increases with the temperature T since higher
center of mass excitations are populated.
7.6 Dephasing
Besides the parametric heating due to the short-time Rydberg excitation of a ground state
atom – as discussed in the previous section – the dephasing of the external motion of the
Rydberg and the ground state atom might become an issue for experimental schemes realizing
quantum information protocols. Let us consider the situation as described in Ref. [33], i.e., we
have two ground states denoted by |0〉 and |1〉 where only the latter is coupled to a Rydberg
state |r〉 by a laser transition. The density operator of the internal degree of freedom, i.e.,
only considering the electronic state, of such a two state system can generally be written as
ρint = a |0〉〈0|+ (1− a) |1〉〈1|+ b |1〉〈0|+ b∗ |0〉〈1|
giving rise to the density matrix
ρint =
(
a b∗
b 1− a
)
. (7.18)
If we assume furthermore that both ground states are identically prepared with respect to
their external, i.e., center of mass motion the total density matrix factorizes into an internal
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and external contribution,
ρtot = ρint ⊗ ρext ,
where ρext =
∑
νyνy
pνxνy |νxνy〉〈νxνy|.
For various implementations of quantum information protocols, now the Rydberg state |r〉
comes into play. Suppose that state |1〉 is excited to |r〉 for a given time t′. As pointed out in
Section 7.5, this will influence its center of mass motion by causing transitions |νxνy〉 → |χ˜〉
where
|χ˜〉 ≡
∑
ν′xν′y
C
ν′xν′y
νxνy (t
′) |ν ′xν ′y〉 ;
C
ν′xν′y
νxνy (t′) denotes the amplitude for being at time t′ in state |ν ′xν ′y〉 if initially residing in state
|νxνy〉. Hence, after the short-time Rydberg excitation of solely state |1〉, the density matrix
does not decouple anymore and consequently reads
ρtot =
∑
νxνy
pνxνy
[
a |0〉〈0| ⊗ |νxνy〉〈νxνy|+ (1− a) |1〉〈1| ⊗ |χ˜〉〈χ˜|
+ b |1〉〈0| ⊗ |χ˜〉〈νxνy|+ b∗ |0〉〈1| ⊗ |νxνy〉〈χ˜|
]
.
Any qubit-related measurement, however, only acts on the internal degrees of freedom, i.e.,
the electronic states. As a consequence, the physically relevant object in this case is the
reduced density matrix where the center of mass degree of freedom is traced out. Defining
β =
∑
νxνy
pνxνy〈νxνy|χ˜〉, one eventually yields
Trextρtot =
(
a b∗β∗
bβ 1− a
)
. (7.19)
Comparing this result to the case where the internal and external degree of freedom factorize,
Trext(ρint ⊗ ρext) = ρint, it is clear that the short-time Rydberg excitation will inevitably
influence the properties of our system. In order to quantify this effect, we consider the purity
P(ρ) = Trρ2 of the reduced density matrix,
P(Trextρtot) = a2 + (1− a)2 + 2|b|2|β|2 .
In particular, if the system is initially prepared in a pure internal state (as for example the
state (|0〉± |1〉)/√2, which is envisaged for the realization of a two qubit cnot gate [43]) the
above described process is expected to decrease its purity. Defining Pint = a2+(1−a)2+2|b|2
as the purity of the system only considering the internal degree of freedom, one indeed yields
P(Trextρtot) = Pint − 2|b|2(1− |β|2) .
Note that for any pure state Pint = 1 is found. Hence, the reduction of the purity is determined
by the magnitude of |β|2 and therefore by the overlap integrals 〈νxνy|χ˜〉 of the center of mass
wave function after the Rydberg excitation.
A particularly illustrative situation arises, if the atom is initially prepared in its center of
mass ground state, i.e., pνxνy = δ0νxδ0νy and |β|2 = |〈00|χ˜〉|2 correspondingly. In this case,
|β|2 is given by the probability of finding the atom still in the center of mass ground state
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after being excited to the Rydberg state for the time t′. According to Section 7.5 we find
|β|2 = 1−
∑
νxνy 6=00
W00→νxνy
= 1− C
2
zG
4
4M4ω4
(
sin2(ωt′)
ω2
+
sin2(2ωt′)
4ω2
)
≈ 1− C
2
zG
4
2M4ω4
t′2
and therefore
P(Trextρtot) ≈ Pint − 2|b|2 C
2
zG
4
2M4ω4
t′2 .
As expected, the decrease of the purity depends explicitly (for short times t′ even quadrati-
cally) on the time t′ of being excited to the Rydberg level.

Chapter 8
Mapping the Composite Character of Magnetically
Trapped Rydberg Atoms
One major drawback of Rydberg atoms is their finite lifetimes due to spontaneous radiative
decays. Although being denoted as long-lived for the purpose of many experiments, lifetimes
in the range of microseconds up to milliseconds can still be insufficient. For example, the
atomic motion in the ultracold regime is hard to resolve within this timescale. Also in the
context of quantum information, coherence times exceeding the typical lifetime of Rydberg
atoms are desirable. A remedy of this issue is to combine the huge amount of control known
from ultracold physics with the exceptional properties of Rydberg atoms by dressing ground
state atoms with Rydberg states. This can be achieved by off-resonantly coupling the ground
and Rydberg state by an appropriate laser transition (which is usually of two-photon char-
acter), resulting in dressed states where the Rydberg level becomes weakly admixed to the
ground state and vice versa. In this manner, Rydberg atoms have the potential to become
useful tools in many areas of ultracold atomic physics. Employing trapped Rydberg ions,
a similar scheme has been proposed recently for the realization of fast two-qubit quantum
gates [115].
In this chapter, we illuminate the question of how the external, i.e., center of mass motion of
magnetically trapped 87Rb atoms is affected by the dressing with Rydberg atoms. The issue of
trapping Rydberg atoms in a magnetic Ioffe-Pritchard trap has been studied extensively in the
previous chapters. In particular, we demonstrated in Chapter 7 that the trapping potentials of
Rydberg atoms in low angular momentum electronic states (here: l ≤ 2) considerably deviate
from the behavior known from ground state atoms. This effect is due to the composite nature
of Rydberg atoms, i.e., the fact that they consist of an outer valence electron far apart from
the ionic core. Because of the finite lifetimes of Rydberg atoms and the long timescales of
the external motion at ultracold temperatures, the experimental observation of the particular
trapping properties of the Rydberg atom is a difficult task. As mentioned above, this issue
can be resolved by employing an off-resonant two-photon laser coupling scheme that maps
the features of the Rydberg trapping potential onto the dressed ground state atom. Here,
we thoroughly discuss this coupling scheme and systematically study the resulting dressed
trapping potentials. In particular, we demonstrate how the delicate interplay between the
spatially varying quantization axis of the Ioffe-Pritchard field and the fixed polarizations of
the laser transitions determines the actual shape of the trapping potentials.
In detail, we proceed as follows. For the sake of completeness, Section 8.1 briefly reviews
the Rydberg trapping potentials, including now the hyperfine structure. Section 8.2 then
introduces the off-resonant two-photon laser coupling scheme that dresses the ground state
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with the Rydberg state. In Section 8.3 we establish a simplified three-level scheme (opposed
to the 32-level scheme that is needed to fully describe the excitation dynamics) that allows
us to derive analytical expressions of the dressed potentials. Section 8.4 finally contains a
thorough discussion of the dressed ground trapping potentials for a variety of field and laser
configurations.
The results presented in this chapter are partially published in Ref. [110].
8.1 Rydberg Trapping Potentials
In this section, we provide a brief review of the trapping potentials emerging for a low angular
momentum Rydberg atom in a Ioffe-Pritchard trap. For more details on this issue, we refer
the reader to Chapter 7. As it will become necessary for the description of the laser coupling
scheme, we also comment on the role of the hyperfine structure in this section. Moreover, the
trapping potentials arising for a ground state atom are introduced.
As outlined in the previous chapter and thoroughly discussed in Chapter 3, the Hamiltonian
describing a Rydberg atom in a magnetic Ioffe-Pritchard trap reads
U †HU =
P2
2M
+HA + 12 [L+ 2S] ·Bc − µe ·Bl(R+ r)− µc ·B(R)
+Al(R+ r) · p+ 12Ac(r)2 +Hcorr ,
(8.1)
cf. Eq. 7.2. Here, HA = p2/2 + Vl(r) + Vso(L,S) is the field-free Hamiltonian of the valence
electron whose core penetration, scattering, and polarization effects are accounted for by the
l-dependent model potential Vl(r) while L and S denote its orbital angular momentum and
spin, respectively. Vso(L,S) denotes the spin-orbit interaction that couples L and S to the
total electronic angular momentum J = L+S. Hcorr are small corrections that are neglected in
the parameter regime we are focusing on. In order to solve the resulting coupled Schro¨dinger
equation, we employ a Born-Oppenheimer separation of the center of mass motion and the
electronic degrees of freedom, cf. Section 3.4. We are thereby led to an electronic Hamiltonian
for fixed center of mass position of the atom whose eigenvalues Eκ(R) depend parametrically
on the center of mass coordinates. These adiabatic electronic surfaces serve as trapping
potentials for the quantized center of mass motion and are discussed extensively in Chapter
7.
For fixed total electronic angular momentum J = L + S, approximate expressions for the
adiabatic electronic energy surfaces can be derived by applying the spatially dependent trans-
formation Ur = e−iγ(Lx+Sx)e−iβ(Ly+Sy) that rotates the local magnetic field vector into the
z-direction of the laboratory frame of reference, see Chapter 4. In second order perturbation
theory, the adiabatic electronic energy surfaces read
Eκ(R) = E(0)κ (R) + E
(2)
κ (R), (8.2)
where
E(0)κ (R) = E
el
κ +
1
2gjmj
√
B2 +G2(X2 + Y 2) (8.3)
represents the coupling of a point-like particle to the magnetic field via its magnetic moment
µ = 12L + S; κ represents the electronic state under investigation, i.e., |κ〉 = |njmjls〉 and
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gj = 32+
s(s+1)−l(l+1)
2j(j+1) its Lande´ g-factor. E
(0)
κ (R) is rotationally symmetric around the Z-axis
and confining formj > 0. For small radii (ρ =
√
X2 + Y 2  B/G) an expansion up to second
order yields a harmonic potential
E(0)κ (ρ) ≈ Eelκ + 12gjmjB +
1
2
Mω2ρ2
with the trap frequency defined by ω = G
√
gjmj
2MB while we find a linear behavior E
(0)
κ (ρ) ≈
Eelκ +
1
2gjmjGρ when the center of mass is far from the Z-axis (ρ B/G).
The second order contribution E(2)κ (R) stems from the composite nature of the Rydberg
atom, i.e., the fact that it consists of an outer Rydberg electron far apart from the ionic core.
It reads
E(2)κ (R) = C ·G2X2Y 2
where the coefficient C depends on the electronic state κ under investigation. Since C is
generally negative (see previous chapter), a de-confining behavior of the energy surface for
large center of mass coordinates close to the diagonal (X = Y ) is found.
At this point, let us comment on the role of the hyperfine interaction. As pointed out
in Section 3.1, for a wide range of field strengths, the hyperfine interaction can be treated
perturbatively, giving rise to a mere splitting of the trapping potentials according to Hhfs =
hAmimj , cf. Eq. (3.13). In this chapter, however, we are not only interested in the adiabatic
energy surfaces per se but also in transitions between different electronic states of a trapped
atom. Since for ground state alkali atoms the good magnetic quantum numbers are the
ones belonging to the total angular momentum F = J+ I (I being the nuclear spin), it is
advisable to incorporate the hyperfine interaction fully also for Rydberg atoms. That is, for
the Rydberg states we diagonalize the Hamiltonian
H = Eelκ + hAI · J+
1
2
gjJz|B(R)|+ E(2)κ (R) (8.4)
within a given j-manifold.1 Similar to the spin-orbit coupling case, we employ the basis of
angular momentum coupled eigenfunctions |nFmF jls〉 for which the contribution hAI · J is
diagonal. For actual values of the hyperfine constant A, we refer the reader to Section 3.1.
For ground state atoms, the hyperfine interaction easily overcomes the Zeeman splitting.
Consequently, we need to consider the atom to couple via its total angular momentum F
to the magnetic field. After rotating into the local magnetic field direction via the unitary
transformation Ur = e−iγFxe−iβFy , we yield for the trapping potentials
Eκ(R) = Eelκ +
1
2
gFmF |B(R)| ,
1More precisely, we should introduce the interaction term hAI · J at the very beginning of our theoretical
treatment. The first unitary transformation employed in Chapter 7, U = exp
˘
i
2
(Bc × r) ·R
¯
, leads to
small corrections U†I · JU = I · J − I · [r × Ac(R)] for the hyperfine interaction that can be neglected.
Including the nuclear spin degree of freedom, the second transformation that rotates into the local field
direction reads Ur = e
−iγ(Lx+Sx+Ix)e−iβ(Ly+Sy+Iy) = e−iγFxe−iβFy . Since 2I · J = F2 − I2 − J2 and
[F2,F] = [I2, I] = [J2,J] = 0, the coupling term hAI · J is invariant under this transformation. As in the
rest of this thesis, we neglected in Hamiltonian (8.4) the direct coupling of the nuclear magnetic moment
to the magnetic field.
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where Eelκ includes the hyperfine as well as spin-orbit effects, and
gF = gj
F (F + 1) + j(j + 1)− I(I + 1)
2F (F + 1)
.
The rotation angles β and γ are defined in Eqs. (4.14). Note that – except for the electronic
energy offset Eelκ – the E
(0)
nS1/2,mj=1/2
(R) Rydberg and the 5S1/2 ground state energy surface
are identical for F = mF = 2.
8.2 Off-resonant Coupling Scheme
In this section, we discuss the coupling scheme of the ground- and Rydberg state that arises
for a two-photon off-resonant laser excitation in the presence of the Ioffe-Pritchard trap. Such
a scheme can be particularly useful since the direct experimental observation of the Rydberg
trapping potentials Eq. (8.2) might be a difficult task due to the finite lifetime of Rydberg
atoms and their strong susceptibility to external perturbations (stray electric fields, mutual
interactions etc.). The off-resonant coupling results in a dressed ground state atom to which
the Rydberg state is weakly admixed. In this manner, the ground state atom gains properties
that are specific for the Rydberg atom. In particular, the trapping potential of the dressed
ground state atom becomes effectively altered by the admixture of the Rydberg surface.
We investigate the excitation scheme that is frequently encountered in experiments [40,41]:
Laser 1, which is σ+ polarized, drives the transition s → p detuned by ∆1 while a second,
σ− polarized laser then couples to the Rydberg state n ≡ nS1/2,mj = 1/2,MI = 3/2, with s
denoting the ground state 5S1/2, F = mF = 2 and p the intermediate state 5P3/2, F = mF =
3. The complete two-photon transition is supposed to be off-resonant by ∆2. A sketch of the
whole scheme is provided in Fig. 8.1(a). In a Ioffe-Pritchard trap, however, the quantization
axis is spatially dependent and the polarization vectors of the two excitation lasers are only
well defined as σ+ and σ− at the trap center. As we are going to show in the following,
in the rotated frame of reference, i.e., after applying the unitary transformation UrHAFU
†
r ,
contributions of all polarizations emerge and the excitation scheme becomes more involved.
In the dipole approximation, the interaction of the atom with the laser field is given by
HAF = −d ·E(t) = r ·E(t) . (8.5)
The electric field vector E(t) can be decomposed into its positive- and negative-rotating
components according to E(+)(t) and E(−)(t),
E(t) =
E0
2
(
e−iωt + ∗eiωt
)
≡ E(+)(t) +E(−)(t) ,
i.e., E(±) ∼ e−i(±ω)t [117]. The electric field amplitude E0 is connected to the intensity
I of the laser via E0 =
√
2I/cε0. We distinguish three different polarization vectors  of
the excitation lasers, namely, ± = (xˆ ± iyˆ)/
√
2 and 0 = zˆ for σ±- and pi-polarized light,
respectively.
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Figure 8.1: (a) Idealized level scheme for an off-resonant two photon coupling of the ground- and Rydberg
state of 87Rb. In a Ioffe-Pritchard trap, additional atomic levels and polarizations contribute away from the
trap center, see text. Note that the hyperfine splittings of the Rydberg level are included in the calculation
although not shown in this figure. (b) Atomic energy level scheme of the 5S1/2 and 5P3/2 states of
87Rb
including the hyperfine splittings; adapted from Ref. [116].
In order to solve the time-dependent Schro¨dinger equation, the Hamiltonian for the atom
in the Ioffe-Pritchard trap, Eq. (8.4), and the laser interaction Hamiltonian (8.5) must be
expressed in the same frame of reference. Hence, the unitary transformations of the previous
section must be applied to HAF as well. The first one, U = exp
{
i
2(Bc × r) ·R
}
, leaves the
interaction Hamiltonian (8.5) of the atom with the lasers unchanged. The transformation
Ur = e−iγFxe−iβFy into the rotated frame of reference, on the other hand, yields
UrrU †r =
x cosβ + y sin γ sinβ − z cos γ sinβy cos γ + z sin γ
x sinβ − y sin γ cosβ + z cos γ cosβ
 ,
cf. Chapter 4. That is, the σ+ and σ− laser transitions that are depicted in Fig. 8.1(a) become
± · UrrU †r =
1√
2
[
x cosβ + y sin γ sinβ − z cos γ sinβ ± i(y cos γ + z sin γ)] . (8.6)
Equation (8.6) can be rewritten in terms of the polarization vectors ˜± and ˜0 defined in the
rotated frame of reference. To this end, we rotate the polarization vector  and leave the
position operator r unchanged:  · UrrU †r → (R) · r with R denoting the rotation matrix
associated with the transformation Ur. R can then be decomposed into the components ˜±
and ˜0, i.e., R =
∑
i=±,0 ci˜i with ci = ˜
∗
i · R. Employing
R± = 1√
2
 cosβsin γ sinβ ± i cos γ
− cos γ sinβ ± i sin γ

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finally yields
+ · UrrU †r =
[
1
2
(cos γ + cosβ − i sin γ sinβ)˜+ − 12(cos γ − cosβ − i sin γ sinβ)˜−
− 1√
2
(cos γ sinβ − i sin γ)˜0
]
· r , (8.7)
− · UrrU †r =
[
1
2
(cos γ + cosβ + i sin γ sinβ)˜− − 12(cos γ − cosβ + i sin γ sinβ)˜+
− 1√
2
(cos γ sinβ + i sin γ)˜0
]
· r . (8.8)
Thus, in a Ioffe-Pritchard trap contributions of all polarizations emerge away from the trap
center. In particular, the 5S1/2, F = mF = 2 ground state can also couple to mF < 3
magnetic sublevels of the 5P3/2 intermediate state. Moreover, two-photon couplings between
the 5S1/2, F = mF = 2 and 5S1/2, F = 2,mF < 2 levels via the hyperfine levels of the 5P3/2
intermediate state emerge if the first excitation laser gains a significant contribution of the
σ−- or pi-polarization in the rotated frame of reference. On the Rydberg side, also mj = −1/2
states become accessible. As a results, the simple three-level excitation scheme s↔ p↔ n is
in general not sufficient and all relevant hyperfine levels must be included in the theoretical
treatment.2 For this reason, the field-free energy level scheme of the 5S1/2 and 5P3/2 states of
87Rb is illustrated in Fig. 8.1(b). Note that the intermediate 5P3/2, F < 3 states are splitted
considerably below the 5P3/2, F = 3 levels because of the hyperfine interaction. An even
stronger splitting is found for the F = 1 and F = 2 hyperfine levels of the 5S1/2 electronic
state. The hyperfine structure effects for the Rydberg state are discussed in the previous
section, cf. Eq. 8.4.
The resulting multi-level excitation scheme is solved by employing the rotating wave ap-
proximation while adiabatically eliminating the intermediate states by a strong off-resonance
condition. This procedure results in an effective coupling matrix for the ground and Rydberg
states whose diagonalization yields a dressed electronic potential energy surface for the center
of mass motion of the ground state atom. In the next section, we derive the coupling matrix
for the illustrative example of a simplified three-level system. The generalization to the full
level scheme is straightforward, although laborious.
8.3 Simplified Three-Level Scheme
In this section, we restrict ourselves to the three-level system s↔ p↔ n, i.e., including from
the transformed dipole interaction Eqs. (8.7-8.8) only the σ+ and σ− part for the first and
second laser, respectively. Such a simplification allows us to derive analytical solutions of
the time-dependent Schro¨dinger equation and therefore constitutes a particularly illustrative
example. It is expected to be valid for large Ioffe fields B and/or small gradients G when the
quantization axis only shows a weak spatial dependence and the nS1/2,mj = 1/2,MI = 3/2
2In detail, these are the F = 1 and F = 2 hyperfine levels of the 5S1/2 ground and the nS1/2 Rydberg state.
For the intermediate 5P3/2 state we have F ∈ {0, 1, 2, 3}. Of course, for each F there are in addition 2F +1
magnetic sublevels with |mF | ≤ F . In total, this yields 32 states that must be considered. Other electronic
states are far off-resonant and thus do not contribute in the excitation dynamics.
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Rydberg state is predominantly addressed via the 5P3/2, F = mF = 3 intermediate state. For
higher gradients, the polarization vector significantly changes its character throughout the
excitation area such that the contributions of other states cannot be neglected anymore.
Within the simplified 3-level picture, our initial Hamiltonian matrix reads
H3l = HA +HAF
where
HA =
En 0 00 Ep 0
0 0 Es

is the matrix representation of the atomic Hamiltonian including the interaction with the
magnetic Ioffe-Pritchard field, i.e., En ≡ EelnS1/2,mj=1/2 + E˜n, Es ≡ Eel5S1/2,F=mF=2 + E˜s, and
Ep ≡ Eel5P3/2,F=mF=3 + E˜p; Eelκ are the field-free atomic energy levels while E˜n ≡ 12 |B(R)|+
C · G2X2Y 2, E˜s ≡ 12 |B(R)|, and E˜p ≡ |B(R)| are the corresponding trapping potentials.
Note that the Rydberg state n experiences the same potential energy surface as the ground
state s, plus the perturbation E(2)nS1/2(R) due to its non-pointlike character. Defining ω
(±)
1 =
〈p|E(±)1 (t)UrrU †r |s〉 as well as ω(±)2 = 〈n|E(±)2 (t)UrrU †r |p〉, the interaction HAF of the atom
with the laser field reads
HAF =

0 ω(+)2 + ω
(−)
2 0[
ω
(+)
2 + ω
(−)
2
]∗
0 ω(+)1 + ω
(−)
1
0
[
ω
(+)
1 + ω
(−)
1
]∗
0
 . (8.9)
Rotating Wave Approximation
In order to remove the time-dependence of Hamiltonian (8.9), we transform into a frame
of reference that rotates along with the positive components of Ei(t). This is achieved by
applying the unitary transformation
Urf =
e−i(ω1+ω2)t 0 00 e−iω1t 0
0 0 1
 . (8.10)
In the rotating frame of reference, the Schro¨dinger equation reads
i[U†rf∂tUrf ]ϕ = [U†rfH3lUrf ]ϕ .
Expanding the time derivative, U†rf∂t(Urfϕ) = [U†rfUrf∂t+U†rf(∂tUrf)]ϕ, and noting that U†rfUrf =
1, we get
i∂tϕ = [−iU†rf(∂tUrf) + U†rfH3lUrf ]ϕ .
Comparing this to the Schro¨dinger equation in the transformed variables, i∂tϕ = Hrfϕ, we
can identify the transformed Hamiltonian as
Hrf = −iU†rf(∂tUrf) + U†rfH3lUrf .
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Employing
−iU†rf(∂tUrf) =
−ω1 − ω2 0 00 −ω1 0
0 0 0

we get
Hrf =
En − ω1 − ω2 0 00 Ep − ω1 0
0 0 Es

+

0
[
ω
(+)
2 + ω
(−)
2
]
eiω2t 0{[
ω
(+)
2 + ω
(−)
2
]
eiω2t
}∗
0
[
ω
(+)
1 + ω
(−)
1
]
eiω1t
0
{[
ω
(+)
1 + ω
(−)
1
]
eiω1t
}∗
0
 .
(8.11)
For this Hamiltonian, we can apply the Rotating Wave Approximation (RWA) which goes as
follows. Expanding the products in Eq. (8.11), terms of the form E(±)i (t)e
iωit are encountered.
Having in mind that E(±)i (t) ∼ e−i(±ωi)t, the time-dependence of the positive-rotating com-
ponent cancels while we get for the negative-rotating ones E(−)i (t)e
iωit ∼ e2iωit. The rotating
wave approximation consists in replacing such fast rotating terms by their zero average value.
For our optical frequencies ω1 and ω2, this corresponds to focusing on slow dynamics and
coarse-graining on femtoseconds time scales. We remark that in the non-rotating, i.e., the
laboratory frame of reference the slow dynamics are determined by e±i∆it, which allows for
the same reasoning.
In the following, let us rearrange the Hamiltonian matrix (8.11) by switching n ↔ s,
anticipating that we are interested in the two-photon excitation dynamics between the ground
and Rydberg state. Introducing furthermore an energy offset such that Es = 0 at the origin,
the time-independent RWA Hamiltonian
Hrwa =
∆1 + E˜p ωpn2 ωps2ωnp
2 ∆2 + E˜n 0
ωsp
2 0 E˜s
 (8.12)
is found. The laser detunings are defined by ∆1 = Ep−Es−ω1 and ∆2 = En−Es−ω1−ω2,
again at the origin X = Y = 0 and for B = 0. To be consistent with the usual notation, we
introduced the single-photon Rabi frequencies ωps and ωnp of the first and second transition,
respectively:
ωps = 12(cos γ + cosβ − i sin γ sinβ) · ω(0)ps = ω∗sp , (8.13)
ωnp = 12(cos γ + cosβ + i sin γ sinβ) · ω(0)np = ω∗pn . (8.14)
ω
(0)
ps = E1,0〈p|˜+ · r|s〉 and ω(0)np = E2,0〈n|˜− · r|p〉 denote the single-photon Rabi frequency
at the trap center. Note that within the simplified three-level scheme, only the contributions
of the ‘original’ polarization vectors + and − for the first and second laser, respectively,
are kept from the transformed laser interaction ±UrrU
†
r . We remark that in the regime of
strong Ioffe fields, where the simplified three-level scheme is valid, the spatial dependencies
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of Eqs. (8.13-8.13) are largely negligible. Hence, the single-photon Rabi frequencies are to a
good approximation given by their values ω(0)ps and ω
(0)
np at the origin.
Adiabatic Elimination of the Intermediate State
We are considering the regime where the intermediate level p is only weakly coupled to both
the ground state s and the Rydberg level n. Such a scenario allows us to adiabatically
eliminate the intermediate state p from the excitation dynamics, as we are going to show in
the following. To begin with, let us rewrite Hamiltonian (8.12) as
Hrwa =
∆1 + E˜p 0 00 ∆2 + E˜n 0
0 0 E˜s

︸ ︷︷ ︸
≡H0
+
 0 ωpn2 ωps2ωnp
2 0 0
ωsp
2 0 0

︸ ︷︷ ︸
≡V
. (8.15)
In this picture, V represents a perturbation that couples the “model space” {n, s} to the one-
dimensional orthogonal subspace {p}. If |∆1|  ωps and |∆1 −∆2|  ωnp, quasidegenerate
van Vleck perturbation theory allows us to introduce a unitary transformation e−G that block
diagonalizes Hrwa. In this manner, the subspace {p} is decoupled from the dynamics of the
model space {n, s}, yielding an effective Hamiltonian H2l = H0 +W for the latter. Our goal
is to determine the unitary transformation e−G and hence the effective interaction W within
the model space {n, s}.
The formalism to calculate G and accordingly W is derived in Ref. [118], which we are
going to briefly summarize in the following. We consider a general Hamiltonian H that can
be divided into a zero-order part H0 and a perturbation V , i.e., H = H0+V , with zero-order
eigenfunctions H0|t〉 = εt|t〉. The set of eigensolutions of H0 can then be partitioned into two
subsets
{t, u, . . . } = {α, β, . . . } ∪ {i, j, . . . }
defining the model space {α, β, . . . } and its orthogonal complement. The projection operator
into the model space and its orthogonal complement read P =
∑
α |α〉〈α| and Q = 1 −
P =
∑
i |i〉〈i|, respectively. Any operator A can be partitioned into a block diagonal part
AD and a block off-diagonal part AX , A = AD + AX , where AD = PAP + QAQ and
AX = PAQ+QAP . For a product of two operators we find (AB)D = ADBD + AXBX and
(AB)X = ADBX +AXBD. Since H0 is diagonal, we have for the Hamiltonian in general
HD = H0 + VD ,
HX = VX .
Within the canonical form of van Vleck perturbation theory, we require G = GX , i.e., GD =
0 for the operator determining the unitary transformation e−G. Moreover, G is an anti-
Hermitian operator, G = −G†. It is defined order by order via
[H0, G(1)] = −VX ,
[H0, G(2)] = −[VD, G(1)] ,
[H0, G(3)] = −[VD, G(2)]− 13 [[Vx, G(1)], G(1)] .
(8.16)
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For higher orders, see Ref. [118]; the zeroth order contribution vanishes, i.e., G(0) = 0. The
order-by-order computation of the effective interaction W follows as
W (1) = VD ,
W (2) = 12 [VX , G
(1)] ,
W (3) = 12 [VX , G
(2)] .
(8.17)
Explicit equations for the G(n) can be gained from Eqs. (8.16) using the resolvent formalism.
The resolvent operator R(0)α is defined as
R(0)α =
Q
εα −H0 =
∑
i
|i〉〈i|
εα − εi .
Employing G|α〉 = GX |α〉 = (PGQ+QGP )|α〉 =
∑
i |i〉〈i|G|α〉, we find
−R(0)α [H0, G]|α〉 = −
∑
i
|i〉〈i|
εα − εi [H0, G]|α〉 =
∑
i
|i〉〈i|G|α〉 = G|α〉 . (8.18)
Equating Eq. (8.18) order by order and utilizing Eq. (8.16) yields for G(1) the matrix repre-
sentation
G(1)jα = 〈j|G(1)|α〉
= 〈j|{−R(0)α [H0, G(1)]|α〉}
= 〈j|
∑
i
〈i|VX |α〉
εα − εi |i〉
=
Vjα
εα − εj .
(8.19)
Note that per definition there are no block diagonal contributions to G. The second order
matrix elements of the effective interaction W correspondingly read
W(2)βα = 〈β|12 [VX , G(1)]|α〉
= 12
[
〈β|VXG(1)|α〉+ 〈α|V †XG(1)|β〉∗
]
= 12
∑
i
VβiViα
( 1
εα − εi +
1
εβ − εi
)
,
(8.20)
where we made use of Eqs. (8.16) and (8.18) as well as G† = −G, and assumed V †X = VX .
Now, we are in a position to treat our initial three-level problem Eq. (8.15). The model
space is constituted by the ground- and Rydberg state, i.e., {α, β, . . . } = {s, n}, and its
orthogonal complement is defined by the intermediate level p. The zero-order energies read
εp = E˜p + ∆1, εn = E˜n + ∆2, and εs = E˜s. The perturbation V only possesses block off-
diagonal matrix elements, i.e., VD = 0 and Viα = ωiα/2. Hence, the first order of the effective
interaction vanishes, W (1) = 0, cf. Eq. (8.17). The first non-vanishing order is the second
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one, whose matrix representation within the model space reads according to Eq. (8.20)
W(2)βα = 18ωβpωpα
( 1
εα − εp +
1
εβ − εp
)
. (8.21)
Two-Level Hamiltonian
After all, the above described procedure provides us an effective two-level system whose
excitation dynamics are determined up to second order by the Hamiltonian
H2l = H0 +W(2) =
(
∆2 + E˜n + Vn Ω/2
Ω∗/2 E˜s + Vs
)
. (8.22)
The interaction between the ground- and Rydberg state s and n is given by the two-photon
Rabi frequency
Ω =
ωpsωnp
4
[
1
E˜s − E˜p −∆1
+
1
E˜n − E˜p +∆2 −∆1
]
. (8.23)
Moreover, the effective interaction W yields the diagonal elements
Vn = −14
|ωnp|2
E˜p − E˜n +∆1 −∆2
, (8.24)
Vs = −14
|ωps|2
E˜p − E˜s +∆1
(8.25)
which are the so-called light shifts of the Rydberg and ground state, respectively. In the limit
∆1  ∆2 and neglecting the energy surfaces E˜i – which means looking at the trap center –
one recovers Ω = −ωpsωnp/2∆1, Vn = −|ωnp|2/4∆1, and Vs = −|ωps|2/4∆1.
The diagonalization of Hamiltonian (8.22) yields the dressed Rydberg (+) and ground state
energy surfaces (−)
E±(R) =
1
2
[
E˜s + Vs + E˜n + Vn +∆2 ±
√
(E˜n + Vn − E˜s − Vs +∆2)2 +Ω2
]
(8.26)
that serve as trapping potential for the external motion. Here, we are mainly interested in
the dressed potential for the ground state. For large detunings ∆2  Ω one can approximate
E−(R) ≈ E˜s + Vs − Ω
2
4∆2
+
Ω2
4∆22
(E˜n + Vn − E˜s − Vs) , (8.27)
i.e., the contribution of the Rydberg surface E˜n to the dressed ground state trapping potential
E−(R) is suppressed by the factor (Ω/∆2)2. Note that any spatial variation in the light shift
Vs and in the Rabi frequency Ω will effectively alter the trapping potential experienced by
the dressed ground state atom.
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8.4 Dressed Ground State Trapping Potentials
In this section, we investigate the dressed ground state trapping potentials arising from the
two-photon coupling described in Section 8.2. Since the actual shape of these energy surfaces
is determined by the interplay of the various parameters belonging to the field configuration
(B and G) as well as to the laser couplings (ω(0)ps , ω
(0)
np , ∆1, and ∆2), there is a plethora of
possible configurations. Nevertheless, one can distinguish basically two relevant regimes based
on the magnetic field parameters. First of all, there is the regime where the ground state
trapping potential is substantially influenced by the admixture of the Rydberg surface. This
regime is usually encountered for a Ioffe dominated magnetic field configuration combined
with a relatively strong laser coupling. In contrast, the second regime is obtained for strong
gradient fields. In this case, the resulting spatially inhomogeneous light shift determines the
characteristics of the ground state trapping potential and the contribution of the Rydberg
surface is of minor importance. Exemplary dressed energy surfaces belonging to both regimes
are discussed in the following. We stress that for determining the dressed trapping potentials
the full 32-level scheme is solved. Comparisons with the analytically obtained result Eq. (8.26)
are provided. As in the previous chapter, a Rydberg state of n = 40 is considered throughout
this section.
In Figures 8.2(a)-(b) the trapping potential of the dressed ground state atom is illustrated
for the configuration B = 10G, G = 2.5Tm−1, ω(0)ps = ω
(0)
np = 2pi×30MHz, ∆1 = −2pi×1GHz,
and ∆2 = −2pi×2.5MHz. In this Ioffe field dominated case, the contribution E(2)40S(R) to the
Rydberg trapping potential E40S(R) is very strong, cf. Eq. (8.2). As a result, the Rydberg
potential energy surface is extremely shallow and does not confine even a single center of
mass state.3 According to Eq. (8.27), this strong deviation from the harmonic confinement of
the ground state, E5S(R) ∝ 12Mω2ρ2, is consequently mirrored in the dressed ground state
potential: Along the diagonal (X = Y ), where the effect of E(2)40S(R) is most pronounced, the
trapping potential is gradually lowered compared to the harmonic confinement of the non-
dressed ground state, cf. Fig. 8.2(b). Along the axes (X = 0 or Y = 0), on the other hand,
E
(2)
κ (R) vanishes and the non-dressed Rydberg and ground state energy surfaces coincide.
As a consequence, the continuous azimuthal symmetry of the two-dimensional ground state
trapping potential is reduced to a four-fold one, see Fig. 8.2(a).
In addition to the full numerical solution, in Fig. 8.2(b) the results of the simplified three-
level scheme according to Eq. (8.26) are illustrated as well (dotted line). Since in the Ioffe-field
dominated regime the spatial variation of the quantization axis is minor, Eq. (8.26) agrees very
well with the solution of the full 32-level problem (solid line). This allows us to recapitulate
the above made observations on grounds of the analytical expressions available within the
reduced level scheme. For this reason, let us first consider the single photon Rabi frequencies
as given by Eqs. (8.13-8.14). Because of the strong Ioffe field, they experience only a weak
spatial dependence and are therefore essentially defined by their values ω(0)ps and ω
(0)
np at the
origin. As a consequence, also the light shifts Vn and Vs [cf. Eqs. (8.24-8.25)] as well as the
effective two-photon Rabi frequency Ω [cf. Eq. (8.23)], can be approximated by their values at
the origin. Hence, these quantities are not contributing to the particular shape of the dressed
ground state energy surface. Omitting in this manner all contributions from Eq. (8.27) that
3For a detailed discussion of the Rydberg trapping potentials, see Chapter 7.
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Figure 8.2: (a) Contour plot of the dressed ground state trapping potential for B = 10G, G = 2.5Tm−1,
ω
(0)
ps = ω
(0)
np = 2pi × 30MHz, ∆1 = −2pi × 1GHz, and ∆2 = −2pi × 2.5MHz. (b) Cut along the diagonal
X = Y of the same surface (solid line); the dotted line corresponds to the analytical solution Eq. (8.26)
of the simplified three level system. For comparison, the cut along the axis X = 0 – where E
(2)
40S(R) does
not contribute – is also illustrated, which corresponds to the trapping potential E5S(R) of the ground state
(dashed line). (c) and (d) Same as in subfigures (a) and (b), respectively, but for B = 1G. (e) Cut along the
diagonal of the dressed ground state trapping potential for B = 0.25G, G = 2.5Tm−1, ω(0)ps = 2pi × 500MHz,
ω
(0)
np = 2pi × 30MHz, ∆1 = −2pi × 10GHz, and ∆2 = −2pi × 5MHz. Note that in this strong gradient regime
the trapping potential shows a continuous azimuthal symmetry, hence the corresponding contour plot is not
provided. The trap frequency of the dressed surface (solid line) is greatly reduced compared to the trapping
potential E5S(R) of the ground state (dashed line). Turning of the second laser, i.e., setting ω
(0)
np = 0 hardly
changes the shape of the potential surface (dotted line). (f) Spatially dependent light shift (solid line) that in
combination with the energy surface of the ground state (dashed line) leads to the trapping potential presented
in subfigure (e) (dotted line). The energy scale of all subfigures is given by the ground state trap frequency
ω =
p
G2/MB.
merely yield a constant energy offset, one arrives at
E−(R) = E˜5S(R) +
Ω2
4∆22
E
(2)
40S(R) + const. (8.28)
That is, the deviation of the dressed ground state surface from its non-dressed counterpart is
given by
E−(R)− E5S(R) = Ω
2
4∆22
E
(2)
40S(R) .
This complies with the observations made before: E(2)κ (R) possesses the envisaged C4v sym-
metry and contributes mostly close to the diagonals of the two-dimensional trapping surface
while vanishing on the axes. Moreover, E(2)40S(R) < 0 which agrees with the lowering of the
energy surface. Hence, the regime of strong Ioffe fields in combination with a strong laser
coupling allows us to map the specific features of the Rydberg trapping potential onto the
ground state.
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In Figure 8.2(c)-(d) the same dressed trapping potential as before is illustrated, but now
for B = 1G. The reduction of the Ioffe field strength has basically two effects. First of
all, considering the same spatial range as before the variation of the quantization axis is
stronger. Consequently, the simplified three-level approach starts to deviate from the exact
solution, as can be observed in Fig. 8.2(d). Secondly, decreasing the Ioffe field influences
the dressed potential by altering the Rydberg surface. For B = 1G, G = 2.5Tm−1, the
Rydberg trapping potential is not quite as shallow as for B = 10G, G = 2.5Tm−1 and now
supports a few confined center of mass states, see Chapter (7). Consequently, the deviation
between the Rydberg and the ground state surface is not as strong as in the previous case,
resulting in a reduced lowering of the energy surface along the diagonal. Considering the two-
dimensional trapping potential, the azimuthal symmetry is thus nearly recovered. In view of
Eq. (8.28) this can be understood as follows. While the contribution E(2)40S(R) is identical for
both cases (it depends only on the magnetic field gradient G rather than on the Ioffe field
strength B), the spatial dependence of E5S(R) is stronger in the case of the weaker Ioffe field.
Hence, for a decreasing Ioffe field the importance of E(2)40S(R) is diminished and the original
behavior of the ground state trapping potential E5S(R) is more and more recovered. Note
that this does not imply a weaker contribution of the Rydberg level to the dressed state. This
regime is thus particularly useful if any change of the trapping surface due to the Rydberg
dressing is not desirable but the admixture of the Rydberg character is still wanted. Utilizing
state-dependent Rydberg-Rydberg interactions for quantum information protocols might be
a possible application for such a scenario: As shown in Section 7.6 of the previous chapter, the
dephasing of the external motion of Rydberg and ground state atoms reduces the purity of
an initially prepared pure state. This issue can be avoided by employing dressed ground state
atoms in the just described regime where the trapping potential is only marginally influenced.
The Rydberg admixture to the atomic wave function of the dressed atom then provides the
desired properties specific for Rydberg atoms, as for example a strong mutual interaction.
Regarding the magnetic field parameters, the previous example represents the intermediate
regime between the Ioffe dominated and the gradient dominated case; the latter let us inves-
tigate in the following. To achieve a strong gradient Ioffe-Pritchard configuration, we further
reduce the Ioffe field to B = 0.25G and leave the magnetic field gradient G = 2.5Tm−1 un-
changed. An important aspect of the strong gradient regime is the contribution of E(2)40S(R)
to the dressed ground state energy surface. Already in the case of Figs. 8.2(b)-(d) it was
indicated that the influence of E(2)40S(R) is diminished if the gradient field becomes more
important. Indeed, for the present field parameters the deviation of the Rydberg trapping
potential from the ground state potential is minor and many center of mass states can be
confined. Thus in the spatial domain we are considering, the continuous azimuthal symmetry
of the ground state trapping potential is conserved and we present in Fig. 8.2(e)-(f) only cuts
along the diagonal of the dressed ground state energy surface. The parameters of the lasers
are ω(0)ps = 2pi× 500MHz, ω(0)np = 2pi× 30MHz, ∆1 = −2pi× 10GHz, and ∆2 = −2pi× 5MHz.
The dashed line in Fig. 8.2(e) represents the non-dressed ground state trapping potential,
E5S(R). As one can observe, the two-photon dressing (solid line) substantially alters this
surface by significantly reducing the trap frequency, namely, from 638Hz to 239Hz. Al-
though the simplified three-level system derived in Section 8.3 is not able to reproduce this
result quantitatively, it nevertheless provides us a qualitative understanding of the underlying
physics, as we shall demonstrate in the following. In the case of a strong gradient field, the
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light shift Vs experienced by the ground state atom, Eq. (8.25), shows a strong spatial de-
pendence and therefore cannot be omitted in Eq. (8.27). Specifically, it can be approximated
for small center of mass coordinates by
Vs ≈ V (0)s ·
(
1− 1
2
G2ρ2
B2
)
,
where V (0)s = −14
|ω(0)ps |2
E˜p−E˜s+∆1 denotes the light shift at the origin. Except for constant contri-
butions, the dressed ground state surface then reads
E−(R) ∝ E5S(R)− 12
G2ρ2
B2
V (0)s
=
1
2
M(ω2 − G
2
MB2
V (0)s )ρ
2,
(8.29)
i.e., one encounters a reduced trap frequency ω˜2 ≡ ω2 − G2
MB2
V
(0)
s . Note that the azimuthal
symmetry of E−(R) is conserved; hence the dressed trapping potentials experienced in this
regime are qualitatively different from the one of Figs. 8.2(a)-(b). We stress that Eq. (8.29)
only serves for our qualitative understanding of the underlying physics. In the given regime, it
fails to quantitatively reproduce the dressed potentials. The actual spatial dependence of the
light shift is illustrated as the solid line in Fig. 8.2(f). It has been calculated by solving the full
32-level system but without the contribution of the Ioffe-Pritchard trapping potentials. The
combination with the confinement E5S(R) (dashed line) finally yields the surface of reduced
trap frequency (dotted line).
The dotted line in Fig. 8.2(e) represents the trapping potential for ω(0)np = 0, i.e., in absence
of the second laser that couples to the Rydberg state. Remarkably, turning off the second
laser hardly changes the dressed potential. Hence, for the given example it is the interplay
between the spatially varying quantization axis of the Ioffe-Pritchard field and the fixed
polarization of the first laser that determines the spatially dependent light shift. As in the
case of Figs. 8.2(c)-(d), this does not mean that the Rydberg state does not contribute to
the dressed state even if the second laser is turned on. Hence, in the strong gradient regime
we have two means to manipulate a ground state atom: With the first laser, one can alter
the trapping potential experienced by the dressed atom and with the second laser we can in
addition admix some Rydberg character to the atomic wave function.
Dressed Trapping Potentials of the mF = 0 State
In the discussion above, we focused on the dressed ground state arising from the mF = 2
magnetic sublevel of the 5S1/2, F = 2 electronic state. Since ultracold samples of ground state
atoms can nowadays routinely prepared in this state, this is the most natural and sensible
choice. Nevertheless, intriguing physics is also found for different states. As an example,
we consider in the following dressed states of the mF = 0 sublevel. Note that the latter is
untrapped in a pure Ioffe-Pritchard trap, i.e., without the coupling lasers. Therefore, one can
expect that the influence of the specific features of the Rydberg trapping potential on the
shape of the dressed surface is much more pronounced than in the case of the mF = 2 dressed
state. Both examples that are presented in the following belong to the strong gradient regime
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where the simplified three-level scheme is not valid anymore and the full 32-level system must
be considered.
In Figures 8.3(a)-(b) the trapping potential of the dressed mF = 0 ground state atom
is illustrated for the configuration B = 1G, G = 10Tm−1, ω(0)ps = 2pi × 100MHz, ω(0)np =
2pi × 35MHz, ∆1 = −2pi × 4GHz, and ∆2 = −2pi × 10MHz.4 The first thing to note is
that – in contrast to the non-dressed mF = 0 state – the atom experiences a confining
potential that is due to the spatially dependent light shift of the off-resonant laser coupling.
Moreover, Figure 8.3(a) reveals the four-fold symmetry known from the Rydberg trapping
potential E40S(R). Because the admixed Rydberg surface has not to compete against a
strong magnetic confinement of the ground state according to µF ·B(R), the anti-trapping
effect of E(2)40S(R) becomes particularly visible in the dressed potential of the mF = 0 state. In
Figure 8.3(b) once more the cut along the diagonal of the dressed potential is illustrated (solid
line). As expected, the admixture of the Rydberg surface eventually changes the character
of the trapping potential from confining to de-confining when going to larger center of mass
coordinates. However, for very large coordinates a weak confining behavior is recovered that
can be explained as follows. For such large center of mass coordinates, the contribution
E
(2)
40S(R) shifts the Rydberg state far off-resonant and thereby diminishes the contribution of
the Rydberg level to the dressed state. The slightly confining character of the dressed potential
in this regime is reminiscent of the spatially dependent light shift. Note that the azimuthally
symmetric dressed potential arising in absence of the second laser (dotted line) coincides very
well with the two-photon dressed potential along the axes (dashed line). Hence, the first laser
can be used to trap and prepare the atoms in the mF = 0 ground state. By switching on
the second laser, the Rydberg state gets admixed, resulting in the above described significant
change of the trapping potential in the vicinity of the diagonals (X = Y ). Overall, the
influence of the Rydberg surface is much more distinct than in the case of the mF = 2
dressed states, cf. Fig. 8.2.
For a comparison, we show in Figs. 8.3(c)-(d) the dressed trapping potentials of themF = 0
state for a more dominant gradient field and a red-detuned first laser. The actual parameters
are B = 0.5G, G = 10Tm−1, ω(0)ps = 2pi × 100MHz, ω(0)np = 2pi × 50MHz, ∆1 = 2pi × 2GHz,
and ∆2 = −2pi × 10MHz. This configuration results in a much tighter confinement (ω =
2pi × 718Hz compared to ω = 2pi × 78Hz for the previous example) and a deeper trap along
the diagonals. On the other hand, the revival of the weak trapping character as previously
observed in Fig. 8.3(b) for large center of mass coordinates along the diagonal is lost since the
light shift of the first laser already reached a constant asymptotic behavior in this regime.5
As discussed for the previous example, the contribution E(2)40S(R) shifts the Rydberg state
far off-resonant and thereby diminishes the influence of the second laser on the excitation
dynamics. Consequently, for large center of mass coordinates close to the diagonal the dressed
surface approaches the asymptotic of the single-photon dressing of the first laser [dotted
line in Fig. 8.3(d)]. In contrast, along the axes (dashed line) the potential does not reach
4Note that the laser parameters, i.e., the single-photon Rabi frequencies and the detunings are defined in
exactly the same way as in Sections 8.2 and 8.3.
5For such large center of mass coordinates and such a strong gradient field, the magnetic field direction is
solely determined by the gradient field vector, i.e., B ∝ (X,−Y, 0)T . As a consequence, we find a constant
quantization axis along the diagonals in this regime. Similarly, the spatial variance of the polarization
vector vanishes, resulting in a constant light shift.
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Figure 8.3: (a) Contour plot of the dressed ground state trapping potential for the 5S1/2,mF = 0 state. The
parameters are B = 1G, G = 10Tm−1, ω(0)ps = 2pi × 100MHz, ω(0)np = 2pi × 35MHz, ∆1 = −2pi × 4GHz,
and ∆2 = −2pi × 10MHz. (b) Cut along the diagonal X = Y (solid line) and along the axis with X = 0
(dashed line) of the same surface; the dotted line corresponds to the single-photon dressing, i.e., ω
(0)
np = 0.
For comparison, all curves are offset to zero at the origin. (c) and (d) Same as in subfigures (a) and (b),
respectively, but for B = 0.5G, G = 10Tm−1, ω(0)ps = 2pi × 100MHz, ω(0)np = 2pi × 50MHz, ∆1 = 2pi × 2GHz,
and ∆2 = −2pi × 10MHz. In subfigure (d) we refrained from offsetting all curves to zero at the origin but
rather applied a common offset such that the joint asymptote of the solid and dotted line becomes evident.
Note that the detunings are defined in the same way as for the 5S1/2,mF = 2 case. The energy scale in all
subfigures is given in terms of the trap frequency. The latter has been gained by a harmonic fit around the
origin, yielding ω = 2pi × 78Hz and ω = 2pi × 718Hz for the first and second configuration, respectively.
a constant asymptote but maintains a weak confining behavior. The latter is due to the
admixture of predominantly mj = 1/2 Rydberg states: Since we assumed the two-photon
transition to be blue-detuned, the magnetic field interaction ∼ mj |B(R)| pushes themj = 1/2
Rydberg state closer to resonance and in the same manner repels its mj = −1/2 counterpart.
Hence, the dressed state shows a stronger admixture of trapped than anti-trapped Rydberg
states, giving rise to a confining energy surface. We remark that the dressed state not
only shows contributions of the Rydberg state. In fact, the first laser slightly mixes the
5S1/2, F = 2,mF = 0 state with mF 6= 0 states of the same hyperfine level. However, the
mF < 0 states are admixed in the same degree as their mF > 0 counterparts such that their
confining and de-confining character cancels.
Experimental Issues
At this point, let us comment on the experimental feasibility of the above discussed scheme.
The proposed dressed states possess a finite effective lifetime that can be estimated by
τ =
τn
|cn|2 , (8.30)
cn being the admixture coefficient of the Rydberg state; within the simplified three-level
scheme it evaluates to |cn,3l|2 = (Ω/2∆2)2. τn denotes the radiative lifetime of the nS1/2
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Table 8.1: Effective lifetimes of the dressed states considered in this section. The lifetimes are determined
according to Eq. (8.30) using the Rydberg admixture coefficient cn of the full 32-level system. When applicable,
the admixture coefficient cn,3l of the simplified three-level system is provided for comparison.
Configuration |cn,3l|2 |cn|2 τn(ms)
Fig. 8.2(a) 0.009 835 0.009 812 5.91
Fig. 8.2(c) 0.010 000 0.009 729 5.96
Fig. 8.2(e) − 0.001 162 49.92
Fig. 8.3(a) − 0.002 318 250.237
Fig. 8.3(c) − 0.002 532 22.9108
Rydberg atom and can be parameterized as τn = τ ′(n − δ)γ , cf. Eq. 2.4; for n = 40 we get
τn = 58µs. In Table 8.1, the effective lifetimes for the examples presented in this section are
tabulated. Because the Rydberg state is only weakly admixed (|cn|2 < 10−2 for all examples),
very long effective lifetimes greater than one millisecond are obtained.
Similarly, the van der Waals interaction of two Rydberg atoms is suppressed by |cn|4. The
latter interaction results in an energy shift δ that depends on the interparticle distance and
effectively alters the detuning of the two-photon transition. In order to avoid any such effects,
δ should be well below the the excitation detuning ∆2. Taking cn = 0.1 and δ < 2pi×0.1MHz
as an (quite restrictive) example yields a minimum interparticle distance of ∼ 1µm.
Dressed Rydberg Surfaces
Let us finish this chapter by commenting on the influence of the two-photon dressing on
the Rydberg trapping potentials. Similarly to Eq. (8.27), for large detunings ∆2  Ω the
Rydberg surface is given by
E+(R) ≈ E˜n + Vn +∆2 + Ω
2
4∆2
− Ω
2
4∆22
(E˜n + Vn − E˜s − Vs) (8.31)
within the simplified three-level scheme. In the Ioffe field dominated regime, the spatial de-
pendence of the light shift and the Rabi frequencies are marginal. Omitting like for Eq. (8.28)
all contributions from Eq. (8.31) that merely yield a constant energy offset, we get
E+(R) = E˜5S(R) +
(
1− Ω
2
4∆22
)
E
(2)
40S(R) + const. (8.32)
Comparing Eq. (8.32) with Eq. (8.28) reveals the key difference between the dressed Rydberg
and ground state surfaces: Because for the latter the contribution E(2)40S(R) is absent in the
non-dressed case, its inclusion – although suppressed by Ω2/4∆22 – can change the character
of the trapping potential considerably, cf. Fig. 8.2(a) for example. For the Rydberg surface,
however, E(2)40S(R) fully contributes already in the non-dressed case. Consequently, the two-
photon coupling only result in a small correction, E(2)40S(R) → (1 − Ω2/4∆22)E(2)40S(R), in the
expression of the Rydberg trapping potential.
Going to the opposite limit, i.e., a strong gradient field, the spatial dependence of the
light shift determined in Fig. 8.2(e) the particular shape of the dressed surface. Since the
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high energy-level density of Rydberg states does not allow for a large detuning ∆2 of the
two-photon process, the light shift Eq. (8.24) of the Rydberg state can be approximated by6
Vn ≈ −14
|ωnp|2
∆1
.
Hence, for single-photon Rabi frequencies ω(0)np as considered in Figs. 8.2 and 8.3 the spatial
variance of the light shift is strongly suppressed by the large detuning ∆1. As a consequence,
also in the strong gradient regime the Rydberg surface is hardly altered due to the two-photon
dressing.
6Note that, in order to adiabatically eliminate the intermediate state, a large detuning ∆1 of the first laser
is indispensable, i.e., ∆2  ∆1.

Chapter 9
Conclusion and Outlook
Let us finish this thesis by summarizing our findings and providing a brief outlook on further
research directions in the field of ultracold Rydberg physics. The footing of this work is
constituted by the thorough derivation of the theory of ultracold Rydberg atoms in a Ioffe-
Pritchard trap. In particular, the working Hamiltonian in a two-particle picture (Rydberg
electron and remaining ionic core) was derived, including a detailed examination of all in-
gredients necessary to adequately describe the low angular momentum Rydberg states of an
alkali atom. Introducing center of mass and relative coordinates as well as a suitable unitary
transformation allowed us to simplify the initial Hamiltonian considerably. The remaining
couplings between the relative and center of mass motion were finally treated by an adiabatic
approach reminiscent of the Born-Oppenheimer separation in molecular dynamics. The ini-
tial problem of coupled center of mass and electronic dynamics was thereby reduced to the
determination of the adiabatic electronic energy surfaces that serve as trapping potentials for
the center of mass motion. An analytical approach was introduced for gaining the adiabatic
energy surfaces of a Rydberg atom in a Ioffe-Pritchard trap. While this approach relies on
further approximations, it provided us nevertheless accurate results and a profound under-
standing of the underlying physics. For in principle arbitrarily exact results, we introduced a
numerical method that employs an adapted basis set for the low angular momentum states
of alkali atoms.
One-Dimensional Rydberg Gas
Before turning to the discussion of our results concerning Rydberg atoms in low angular
momentum electronic states, we used the Ioffe-Pritchard configuration as a key ingredient in
order to prepare and study a one-dimensional Rydberg gas consisting of long lived circular
states. In detail, we demonstrated that in a Ioffe-Pritchard trap, which is superimposed by
a homogeneous electric field, Rydberg states can be tightly confined in electronic states ex-
hibiting a permanent electric dipole moment of hundreds of Debyes. The resulting strong
repulsion between neighboring Rydberg atoms in conjunction with the tight transverse con-
finement was demonstrated to entail an effectively one-dimensional Rydberg gas with macro-
scopic interparticle distances. Analytical expressions for the density that is required to enter
the one-dimensional regime were calculated. Moreover, we pointed out that the lifetime of the
Rydberg states is sufficiently long to probe the dynamics of the interacting gas. This regime
is complementary to the well-studied frozen Rydberg gases where mechanical atom-atom in-
teraction effects can hardly be probed. The potential of the proposed magneto-electric trap
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is by far not entirely exhausted, e.g., one could think of using the double-well structure that
arises for non-circular Rydberg states in order to realize two coupled dipolar Rydberg chains.
Magnetic Trapping of Rydberg Atoms
In a next step, we theoretically investigated the electronic properties and the center of mass
dynamics of the low angular momentum nS, nP , and nD states of 87Rb in a Ioffe-Pritchard
trap. It turned out that the composite nature of Rydberg atoms, i.e., the fact that they con-
sists of an outer electron far away from a compact ionic core, significantly alters the coupling
of the electronic motion to the inhomogeneous magnetic field of the Ioffe-Pritchard trap. We
demonstrated that this leads to qualitative changes in the trapping potentials, namely, the
appearance of a de-confining contribution which reduces the azimuthal symmetry to C4v. As
a consequence, the resulting energy surfaces possess a finite depth. Analytical expressions de-
scribing the surfaces were derived and the applicability of the applied perturbative treatment
has been verified for experimentally relevant field strengths by comparison with numerical
solutions of the underlying Schro¨dinger equation. Exemplary energy surfaces of the fully po-
larized n = 40, l = 0, 1, 2, mj = j states were provided. A clear deviation from the harmonic
confinement of a point-like particle with a trap depth of only a few vibrational quanta could
be observed. Choosing different magnetic field parameters, on the other hand, stable trapping
can be achieved with trap depths in the micro-Kelvin regime. The non-harmonicity of the
Rydberg trapping potential becomes also apparent in the resulting center of mass dynamics:
The additional contribution due to the two-body character of the Rydberg atom mixes the
“unperturbed” harmonic eigenstates and thereby partially lifts their degeneracy. For an atom
in its electronic ground state that is excited to a Rydberg state only for a short period of
time, this provides a mechanism for parametric heating by populating excited center of mass
states. The corresponding heating rate as a function of the initial center of mass state of
the ground state atom has been derived. In the framework of quantum information protocols
involving the short-time population of Rydberg atoms, it has been demonstrated that the
same mechanism can lead to a decrease of the purity of the involved qubit states.
Mapping the Composite Character of Rydberg Atoms
In the last part of this thesis, we investigated a magnetically trapped rubidium atom that is
coupled to its nS Rydberg state via a two-photon laser transition. We studied the off-resonant
case where the ground state atom becomes dressed by the Rydberg state and vice versa. By
this procedure, properties specific for the Rydberg atom become accessible also for the ground
state atom. In particular, we investigated how the trapping potential experienced by a ground
state atom in a magnetic Ioffe-Pritchard trap is altered because of such an off-resonant laser
coupling. We demonstrated that in the limit of a strong Ioffe-field the four-fold azimuthal
symmetry, which is inherent for the trapping potential of the Rydberg atom, is mirrored in
the dressed ground state trapping potential. In this regime, we derived a simplified three-level
scheme that facilitates the interpretation of the observed results. In the opposite regime of
strong gradient fields, on the other hand, the influence of the Rydberg trapping potential is
marginal. Instead, the delicate interplay between the spatially varying quantization axis of
the Ioffe-Pritchard field and the fixed polarizations of the laser transitions determined the
actual shape of the dressed trapping potentials.
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Outlook
A rather natural extension of the present work would be the investigation of other magnetic
field configurations than the Ioffe-Pritchard trap. For example, it is expected also in the
case of a three-dimensional quadrupole field that similar terms associated with the composite
nature of the Rydberg atom arise, significantly altering the trapping potential compared to
the point-like particle description. Moreover, it would be very interesting to see to what
extend inhomogeneous magnetic fields influence the trilobite and butterfly states of giant
Rydberg molecules [46–49]. In particular, we envisage the regime where the composite nature
of Rydberg atoms significantly alters the trap properties and a two-particle description of the
Rydberg atom is indispensable.
Another very promising direction of research is the study of collective phenomena in the
Rydberg excitation of an ultracold gas of ground state atoms. Besides the nowadays well-
studied dipole blockade effect [33–44], first works have shown that – amongst others – also
antiblockade can be achieved [119] and that on a ring lattice collective fermionic excitations
can be created [120]. An extension of these works would be for example the study of finite
one- or two-dimensional systems, the inclusion of unequally distributed Rabi frequencies, or
going beyond nearest neighbor interactions.

Appendix A
Atomic Units
Quantity Atomic Unit Syste`me International d’Unite´s
mass me = 1 9.109 382 15× 10−31 kg
charge e = 1 1.602 176 487× 10−19 C
length a0 = 1 0.529 177 208 59× 10−10 m
angular momentum ~ = 1 1.054 571 628× 10−34 Js
energy Eh = ~2/mea20 = 1 4.359 743 94× 10−18 J
velocity a0Eh/~ = 1 2.187 691 254 1× 106 ms−1
momentum ~/a0=1 1.992 851 565× 10−24 kgms−1
magnetic field strength ~/ea20 = 1 2.350 517 382× 105 T
magnetic field gradient ~/ea30 = 1 4.441 834× 1015 Tm−1
magnetic dipole moment ~e/me = 1 1.854 801 830× 10−23 JT−1 = 2µB
electric dipole moment ea0 = 1 8.478 352 81× 10−30 Cm
electric field Eh/ea0 = 1 5.142 206 32× 1011 Vm−1
time ~/Eh = 1 2.418 884 326 505× 10−17 s
speed of light 1/α = 137.035 999 67 2.997 924 58× 108 ms−1

Appendix B
Center of Mass and Relative Coordinates
In this part of the Appendix, the terms involving the vector potential A(x) are derived in
center of mass and relative coordinates. The latter are given by
r = re − rc R = mere +Mcrc
me +Mc
M = me +Mc
p =
Mcpe −mepc
me +Mc
P = pe + pc m =
meMc
me +Mc
≈ me .
The inverse relations read correspondingly re = R + McM r and rc = R − meM r, as well as
pe = meM P+ p and pc =
Mc
M P− p.
B.1 Paramagnetic Contributions
Let us start with the linear terms of Hamiltonian (3.2) involving the constant part Ac(x) of
the vector potential:
Ac(re) · pe
me
− Ac(rc) · pc
Mc
=
B
2
{
1
me
[(
X +
Mc
M
x
)(me
M
Py + py
)
−
(
Y +
Mc
M
y
)(me
M
Px + px
)]
− 1
Mc
[(
X − me
M
x
)(Mc
M
Py − py
)
−
(
Y − me
M
y
)(Mc
M
Px − px
)]}
=
B
2
[( 1
me
+
1
Mc
)
Xpy −
( 1
me
+
1
Mc
)
Y px +
(Mc
M2
+
me
M2
)
xPy −
(Mc
M2
+
me
M2
)
yPx
+
( Mc
meM
− me
McM
)
xpy −
( Mc
meM
− me
McM
)
ypx
]
=
B
2
[( 1
me
+
1
Mc
)(
Xpy − Y px
)
+
(M2c −m2e
meMcM
)(
xpy − ypx
)
+
(Mc +me
M2
)(
xPy − yPx
)]
=
1
m
Ac(R) · p+
( 1
me
− 1
Mc︸ ︷︷ ︸
= 1
m
− 2
Mc
)
Ac(r) · p+ 1
M
Ac(r) ·P . (B.1)
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Performing a similar calculation for the linear part of the vector potential Al(x), we get
Al(re) · pe
me
− Al(rc) · pc
Mc
= G
[
1
me
(
X+
Mc
M
x
)(
Y +
Mc
M
y
)(me
M
Pz+pz
)
− 1
Mc
(
X−me
M
x
)(
Y −me
M
y
)(Mc
M
Pz−pz
)]
= Gpz
[( 1
me
+
1
Mc
)
XY +
( Mc
meM
+
m2e
meMcM
)(
Xy + xY
)
+
( M2c
meM2
+
m2e
McM2
)
xy
]
+GPz
[(Mc
M2
+
me
M2
)(
Xy + xY
)
+
1
M
(M2c
M2
− m
2
e
M2
)
xy
]
= Gpz
[
1
m
XY +
( 1
m
− 2
M
)(
Xy + xY
)
+
( 1
m
− 3
M
)
xy
]
+GPz
[
1
M
(
Xy + xY
)
+
( 1
M
− 2me
M2
)
xy
]
(B.2)
≈ Gpz
m
[
XY +Xy + xY + xy
]
+G
Pz
M
[
Xy + xY + xy
]
(B.3)
=
G
m
XY pz +G
(pz
m
+
Pz
M
)(
xY +Xy + xy
)
≈ G
m
XY pz +
G
m
(
xY +Xy + xy
)
pz =
1
m
Al(R+ r) · p , (B.4)
where we approximated 1m − 2M ≈ 1m − 3M ≈ m−1 and 1M − 2meM2 ≈M−1 in Eq. (B.3) due to
the large mass of the ionic core, i.e., m/M  1. Equation (B.4) is obtained by approximating
〈P/M〉  〈p/m〉 for ultracold temperatures.
B.2 Diamagnetic Contributions
Next, we consider the diamagnetic contributions arising from Hamiltonian (3.2), i.e., all terms
quadratic in the vector potential A(x). Before doing so, we recognize that Ac(x) and Al(x)
are perpendicular to each other, Ac(x) ·Al(x) = 0, and therefore get
A(re)2
2me
+
A(rc)
2
2Mc
=
1
2me
[
Ac(re)2 +Al(re)2
]
+
1
2Mc
[
Ac(rc)2 +Al(rc)2
]
. (B.5)
Employing furthermore that Ac(x) is linear, i.e., Ac(x+ αx′) = Ac(x) + αAc(x
′), yields
A(re)2
2me
+
A(rc)
2
2Mc
=
1
2me
[
Ac(R)2 + 2
Mc
M
Ac(R) ·Ac(r) + M
2
c
M2
Ac(r)2 +Al(R+ McM r)
2
]
+
1
2Mc
[
Ac(R)2 − 2me
M
Ac(R) ·Ac(r) + m
2
e
M2
Ac(r)2 +Al(R− meM r)2
]
(B.6)
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A(re)2
2me
+
A(rc)
2
2Mc
=
1
2
[( 1
me
+
1
Mc
)
Ac(R)2 + 2
( Mc
meM
+
me
McM
)
Ac(R) ·Ac(r) +
( M2c
meM2
+
m2e
McM2
)
Ac(r)2
]
+
1
2me
Al(R+ McM r)
2 +
1
2Mc
Al(R− meM r)2
=
1
2m
Ac(R)2 +
( 1
m
− 2
M
)
Ac(R) ·Ac(r) + 12
( 1
m
− 3
M
)
Ac(r)2
+
1
2me
Al(R+ McM r)
2 +
1
2Mc
Al(R− meM r)2 . (B.7)
As before, one might approximate 1m − 2M ≈ 1m − 3M ≈ m−1 in Eq. (B.7). However, in
anticipation of the unitary transformation that still is to be applied for these terms, we refrain
from performing such an approximation at this point. We are left with the investigation of the
diamagnetic terms in Eq. (B.7) involving the linear part of the vector potential. Unfortunately,
Al(x) is not linear in x. Nevertheless, we can establish the following relation:
Al(R+ αr) = Al(R) + α2Al(r) + αG(Xy + xY )e3︸ ︷︷ ︸
≡A˜
,
Using this relation and employing similar mass-related approximations as above1, eventually
yields
Al(R+ McM r)
2
2me
+
Al(R− meM r)2
2Mc
=
1
2
[
1
m
Al(R)2 + 2
( 1
m
− 3
M
)
Al(R) ·Al(r) + 2
( 1
m
− 2
Mc
)
Al(R) · A˜
+
( 1
m
− 5
M
+ 5
m
M2
)
Al(r)2 + 2
( 1
m
− 4
M
− 2me
M
− 2 m
2
e
McM2
)
Al(r) · A˜+
( 1
m
− 3
M
)
A˜2
]
≈ 1
2m
[
Al(R)2 + 2Al(R) ·Al(r) + 2Al(R) · A˜+Al(r)2 + 2Al(r) · A˜+ A˜2
]
=
1
2m
Al(R+ r)2 . (B.8)
Putting all together leaves us with
A(re)2
2me
+
A(rc)
2
2Mc
≈ 1
2m
Ac(R)2 +
( 1
m
− 2
M
)
Ac(R) ·Ac(r) + 12
( 1
m
− 3
M
)
Ac(r)2
+
1
2m
Al(R+ r)2 . (B.9)
1We do not refrain from performing the heavy nuclear mass approximation for the terms involving Al(x)
since the latter are invariant under the unitary transformation we have in mind.

Appendix C
Unitary Transformation
In this part of the Appendix, we derive the transformation laws and the transformed Hamil-
tonian as given in Section 3.3. The unitary transformation that we need to apply reads
U = exp
{
i
e
2
(Bc × r) ·R
}
. (C.1)
The behavior of a given operator O under such an unitary transformation can be calculated
using the so-called Baker-Campbell-Hausdorff formula,
eXOe−X =
∞∑
n=0
1
n!
[X,O]n , (C.2)
with [X,O]n = [X, [X,O]n−1], [X,O]0 = B, and X = −i e2(Bc × r) ·R in our case. As
pointed out in Section 3.3, any operator that commutes with R and r is invariant under the
transformation U .
C.1 Transformation of the Momentum Operators
For the momentum operators, we find
[−i e
2
(Bc × r) ·R,p] = −i e2[(R×Bc) · r,p] = −i
e
2
(R×Bc) · i~ = −e~2 (Bc ×R)
[−i e
2
(Bc × r) ·R,P] = −i e2(Bc × r) · i~ =
e~
2
(Bc × r)
[−i e
2
(Bc × r) ·R,p]2 = [−i e2(Bc × r) ·R,−
e~
2
(Bc ×R)] = 0
[−i e
2
(Bc × r) ·R,P]2 = [−i e2(Bc × r) ·R,
e~
2
(Bc × r)] = 0 .
Employing Ac(x) = 12Bc × x then yields for the transformed momenta1
U †pU = p− e~
2
(Bc ×R) = p−Ac(R) (C.3)
U †PU = P+
e~
2
(Bc × r) = P+Ac(r) (C.4)
1Note that the last expression of each equation is given in atomic units: e~
2
Bc×x = Ac(x) a.u. We will make
use of this relation throughout this chapter.
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U †p2U = (U †pU)(U †pU) = (p− e~
2
(Bc ×R))2
= p2 − e~(Bc ×R) · p+ e
2~2
4
(Bc ×R)2 = p2 − 2Ac(R) · p+Ac(R)2 (C.5)
U †P2U = (U †PU)(U †PU) = (P+
e~
2
(Bc × r))2
= P2 + e~(Bc × r) ·P+ e
2~2
4
(Bc × r)2 = P2 + 2Ac(r) ·P+Ac(r)2 . (C.6)
C.2 Transformation of the Spin-Orbit Interaction
In the expression for the spin-orbit interaction potential, we have to account for two con-
tributions that are not invariant under the unitary transformation U , namely, the electronic
angular momentum L and the model potential Vl(r). The latter, however, only leads to minor
correction as pointed out in Section 3.3. Consequently, we assume Vl(r) to be invariant under
U in the following. We get
U †Vso(L,S)U =
α2
2
1
r
dV (r)
dr
(U †LU) · S = α
2
2
1
r
dVl(r)
dr
3∑
i=1
(U †LiU)Si .
That is, we have to calculate the commutators involving Li = (r× p)i,
[−i e
2
(Bc × r) ·R, (r× p)i] = − ie2 [lmnRmBnrl, ijkrjpk] = −
ie
2
lmnijk[RmBnrl, rjpk]
= − ie
2
lmnijk
{
[RmBnrl, rj ]︸ ︷︷ ︸
=0
pk + rj [RmBnrl, pk]︸ ︷︷ ︸
=RmBli~δlk
}
=
e~
2
lmnijlRmBnrj =
e~
2
ijlrj(R×Bc)l
= −e~
2
(
r× (Bc ×R)
)
i
= −(r×Ac(R))i
[−i e
2
(Bc × r) ·R,L]n>1 = 0 .
Equivalently, we can write [−i e2(Bc×r) ·R,L] = −r×Ac(R). Hence, the spin-orbit coupling
potential Vso(L,S) is transformed by replacing p 7→ p− e~2 (Bc ×R) and we get
U †Vso(L,S)U = Vso(L,S)− α
2
2r
dVl(r)
dr
e~
2
[
r× (Bc ×R)
] · S
= Vso(L,S)− α
2
2r
dVl(r)
dr
[
r×Ac(R)
] · S . (C.7)
C.3 Transformation of the Field Interaction Terms
For transforming the magnetic field interaction terms, we rewrite the unitary transformation
as
U = exp
{
ieAc(r) ·R
}
= exp
{
− ieAc(R) · r
}
.
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Because of the particular choice of the vector potentials, the terms involving Al(x) are in-
variant:
[ieAc(R) · r,Al(x) · p] = ie[B(−Y x+Xy), Gxypz] = 0
since [x, pz] = [y, pz] = 0. Similarly,
[−ieAc(r) ·R,Al(x) ·P] = 0 .
For the terms involving the constant magnetic field, we get
[ieAc(R) · r,Ac(R) · p] = ie · i~Ac(R)2 = −e~Ac(R)2 = −Ac(R)2
[−ieAc(r) ·R,Ac(r) ·P] = e~Ac(r)2 = Ac(r)2
[ieAc(R) · r,Lr ·Bc] = ie[Ac(R) · r, 2Ac(r) · p] = −2e~Ac(R) ·Ac(r)
= −2Ac(R) ·Ac(r) .
The diamagnetic terms commute with U since they possess only a coordinate dependence.
That is, the only magnetic field interaction terms not being invariant under the unitary
transformation are
U †
[
Ac(R) · p
]
U = Ac(R) · p−Ac(R)2 (C.8)
U †
[
Ac(r) ·P
]
U = Ac(r) ·P+Ac(r)2 (C.9)
U †
[
Ac(r) · p
]
U = Ac(r) · p−Ac(R) ·Ac(r) (C.10)
U †
[
Lr ·Bc
]
U = Lr ·Bc − 2Ac(R) ·Ac(r) . (C.11)
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C.4 Final Hamiltonian
Applying the unitary transformation U = exp
{
i e2(Bc × r) ·R
}
on the Hamiltonian (3.15)
while employing the results from above, yields (in atomic units)
U †HU =
P2
2M
+
p2
2m
+ Vl(r) + Vso(L,S)− µe ·
[
Bc +Bl(R+ r)
]
+
1
m
Ac(R) · p+
( 1
m
− 2
Mc
)
Ac(r) · p+ 1
M
Ac(r) ·P
+
1
2m
Ac(R)2 +
( 1
m
− 2
Mc
)
Ac(R) ·Ac(r) + 12
( 1
m
− 3
M
)
Ac(r)2
+
1
m
Al(R+ r) · p+ 12mAl(R+ r)
2
+
1
M
Ac(r) ·P+ 12MAc(r)
2︸ ︷︷ ︸
from 1
2M
U†P2U
− 1
m
Ac(R) · p+ 12mAc(R)
2︸ ︷︷ ︸
from 1
2m
U†p2U
+
1
M
Ac(r)2︸ ︷︷ ︸
1
M
U†(Ac(r)·P)U
− 1
m
Ac(R)2︸ ︷︷ ︸
1
m
U†(Ac(R)·p)U
−( 1
m
− 2
Mc
)
Ac(R) ·Ac(r)︸ ︷︷ ︸(
1
m
− 2
Mc
)
U†(Ac(r)·p)U
−α
2
2r
dVl(r)
dr
[
r×Ac(R)
] · S︸ ︷︷ ︸
U†VsoU
=
P2
2M
+
p2
2m
+ Vl(r) + Vso(L,S)− µe ·
[
Bc +Bl(R+ r)
]
+
( 1
m
− 2
Mc
)
Ac(r) · p+ 2
M
Ac(r) ·P+ 12mAc(r)
2
+
1
m
Al(R+ r) · p+ 12mAl(R+ r)
2 − α
2
2r
dVl(r)
dr
[
r×Ac(R)
] · S
=
P2
2M
+
p2
2m
+ Vl(r) + Vso(L,S)− µe ·
[
Bc +Bl(R+ r)
]
+
1
2m
(
1− 2mMc
)
L ·Bc
+
1
m
Al(R+ r) · p+ 12mAc(r)
2 +
1
2m
Al(R+ r)2
+
2
M
Ac(r) ·P︸ ︷︷ ︸
= 1
M
Bc·
[
r×P
] −
α2
2r
dVl(r)
dr
[
r×Ac(R)
] · S . (C.12)
We remark once more that we approximated U †Vl(r)U ≈ Vl(r) at this point already. Also,
we utilized the heavy mass approximation ( 1m − 1M
) ≈ m−1 for terms involving Al(x) when
appropriate. For our final Hamiltonian (3.20), we furthermore approximated 12m
(
1− 2 mMc
) ≈
1
2m .
Appendix D
Transition Matrix Elements of Hydrogen
In this part of the Appendix, we provide analytic expressions for the dipole transition matrix
elements between hydrogenic eigenstates, i.e.,
〈nlm|r|n′l′m′〉 = 〈nlm|xex + yey + zez|n′l′m′〉 .
The wave function of the state |nlm〉 in the position representation is given by (cf. Section
5.3)
ψnlm(r, θ, φ) = Rnl(r)Ylm(θ, φ) ,
i.e., the integration of the matrix element can be separated in a radial and an angular part,
〈nlm|r|n′l′m′〉 = 〈nl|r|n′l′〉r〈lm|rˆ|l′m′〉Ω ,
with
〈nl|r|n′l′〉r =
∫ ∞
0
Rnl(r) rRn′l′(r) r2dr
〈lm|rˆ|l′m′〉Ω =
∫ 2pi
0
∫ pi
0
Y ∗lm(θ, φ) rˆYl′m′(θ, φ) sin θ dθ dφ
and rˆ = r/r being the angular part of the position operator. In the following, we are going
to omit the indices r and Ω denoting the radial and angular integration, respectively, as it
will be clear from the context.
D.1 Angular Matrix Elements
The spherical harmonics Ylm(θ, φ) are defined as
Ylm(θ, φ) = (−1)m
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cos θ) e
imφ ,
cf. Section 5.3. Employing the recurrence relations of the associated Legendre functions
Pml (cos θ),
(2l + 1) cos θ Pml (cos θ) = (l +m)P
m
l−1(cos θ) + (l −m+ 1)Pml+1(cos θ) ,
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(2l + 1) sin θ Pml (cos θ) = P
m+1
l+1 (cos θ)− Pm+1l−1 (cos θ)
= (l +m)(l +m− 1)Pm−1l−1 (cos θ)
+ (l −m+ 1)(l −m+ 2)Pm−1l+1 (cos θ) ,
the angular matrix elements evaluate to
〈lm| sin θ cosφ|l′m′〉 = 1
2
[
〈lm| sin θ eiφ|l′m′〉+ 〈lm| sin θ eiφ|l′m′〉
]
=
1
2
[√
(l′ −m′)(l′ −m′ − 1)
4l′2 − 1 δll′−1δmm′+1
+
√
(l′ +m′ + 2)(2l′ + 1)
(2l′ + 3)(l′ +m′ + 1)
(
l′ −m′
2l′ + 1
− 1
)
δll′+1δmm′+1
]
−
√
(l′ +m′)(l′ +m′ − 1)
4l′2 − 1 δll′−1δmm′−1
−
√
(l′ −m′ + 2)(2l′ + 1)
(2l′ + 3)(l′ −m′ + 1)
(
l′ +m′
2l′ + 1
− 1
)
δll′+1δmm′−1
]
,
〈lm| sin θ sinφ|l′m′〉 = 1
2i
[
〈lm| sin θ eiφ|l′m′〉 − 〈lm| sin θ eiφ|l′m′〉
]
=
1
2i
[√
(l′ −m′)(l′ −m′ − 1)
4l′2 − 1 δll′−1δmm′+1
+
√
(l′ +m′ + 2)(2l′ + 1)
(2l′ + 3)(l′ +m′ + 1)
(
l′ −m′
2l′ + 1
− 1
)
δll′+1δmm′+1
]
+
√
(l′ +m′)(l′ +m′ − 1)
4l′2 − 1 δll′−1δmm′−1 ,
+
√
(l′ −m′ + 2)(2l′ + 1)
(2l′ + 3)(l′ −m′ + 1)
(
l′ +m′
2l′ + 1
− 1
)
δll′+1δmm′−1
]
〈lm| cos θ|l′m′〉 =
√
(l′ +m′)(l′ −m′)
4l′2 − 1 δll′−1δmm′
+
√
(l′ +m′ + 1)(l′ −m′ + 1)
(2l′ + 1)(2l′ + 3)
δll′+1δmm′ .
D.2 Radial Matrix Elements
For the scope of this chapter, we adopt the definition
Rnl(r) = 2l+1e−
r
nn−l−2rl
√
(n− l − 1)!
(n+ l)!
L2l+1n−l−1(
2r
n )
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for the radial part of the hydrogen wave functions. The spatial integral needed is then given
by
〈nl|r|n′l′〉 = 2l+l′+2n−l−2n′−l′−2
√
(n− l − 1)!(n′ − l′ − 1)!
(n+ l)!(n′ + l′)!
×
∫ ∞
0
dr r3+l+l
′
e−
r
n
− r
n′L2l+1n−l−1(
2r
n )L
2l′+1
n′−l′−1(
2r
n′ ) .
For the calculation of this integral, we use the following property of the generalized Laguerre
polynomials:
L2l+1n−l−1(
2r
n )L
2l′+1
n′−l′−1(
2r
n′ ) =
n−l−1∑
m=0
n′−l′−1∑
m′=0
(−1)m+m′
(
n+ l
n− l − 1−m
)
×
(
n′ + l′
n′ − l′ − 1−m′
)
2m+m
′
m!m′!
1
nmn′m′
rm+m
′
.
Thus, the only integration we need is∫ ∞
0
dr r3+l+l
′+m+m′e−r(
1
n
− 1
n′ ) =
(3 + l + l′ +m+m′)!
( 1n +
1
n′ )
4+l+l′+m+m′ .
Putting all together, we obtain for the radial part of the dipole transition matrix element
〈nl|r|n′l′〉 = 2l+l′+2n−l−2n′−l′−2
√
(n− l − 1)!(n′ − l′ − 1)!
(n+ l)!(n′ + l′)!
×
n−l−1∑
m=0
n′−l′−1∑
m′=0
(−1)m+m′
(
n+ l
n− l − 1−m
)(
n′ + l′
n′ − l′ − 1−m′
)
× 2
m+m′
m!m′!
1
nmn′m′
(3 + l + l′ +m+m′)!
( 1n +
1
n′ )
4+l+l′+m+m′ .
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