The turbulent sensible and latent heat fluxes simulated in the operational weather forecast model LM have been checked with data from the field experiment LITFASS 2003 (Lindenberg Inhomogeneous Terrain Fluxes between Atmosphere and Surface: a Long-term Study) using both single site measurements and grid box aggregated fluxes. SCE-UA (single objective) and MOSCEM-UA (multi-objective) approaches were applied to calibrate the land-surface scheme TERRA/LM for 11 single sites and for the aggregated fluxes. A large variation is seen among the parameter sets found by calibration but no typical classification according to vegetation type is obvious. This is attributed to the calibrated parameter sets correcting for model deficiencies and data errors rather than describing the physical characteristics of the measurement site. The measured fluxes were combined into a time series of aggregated fluxes by the tile method. Calibration of TERRA/LM with respect to the averaged fluxes resulted in a range of parameter sets which all simulated the area-averaged fluxes in much better agreement with the observed fluxes than the standard parameter set of the operational model. A modified Nash-Sutcliffe measure as a coincidence criterion fell from 0.3 to a range between 0.15 and 0.28 for the latent heat flux and from 0.43 to between 0.26 and 0.36 for the sensible heat flux when the calibrated parameter sets were used instead of the standard parameters.
Introduction
Numerical weather prediction (NWP) models contain land surface schemes (LSS) to describe the heat and water fluxes at the land surface atmosphere interface and within the soil. The development of these LSS has resulted in highly complex models with many parameters, some of which can be measured but many are generally unknown. The Project for Intercomparison of Land Surface Parameterization Schemes (PILPS; Henderson-Sellers et al., 1995) has shown that different LSS give significantly different surface fluxes because of different parameter sets and different model structures.
The turbulent exchange of energy and water vapour between the land surface and the atmosphere is influenced by the complex heterogeneity of the land surface due to different scales of variability of the vegetation, the surface type and the orography as well as the interaction with temporally and spatially varying meteorological variables. Spatial heterogeneous processes of scale smaller than the grid size of the NWP model have to be parameterised. Over the last 20 years, different approaches to the description of sub-grid-scale processes in atmospheric and hydrological models have been developed and two have been considered:
1. The assumption that sub-grid-scale processes influence larger scale processes significantly and that nonlinearities of the sub-scale processes do not allow a simple scaling (Avissar and Pielke, 1989) , and 2. the conclusion from measurements that land surface models are mainly independent of the scale and approaches with effective parameters are suitable (Wood, 1995) .
The application of multi-criteria optimisation methods to adjusting the model parameters of a LSS have been shown to lead to more realistic simulations of the surface energy fluxes for different types of land cover Houser et al., 2001; Vrugt et al., 2003) .
In this study, single-criterion and multi-criteria methods have been applied to find parameter sets for the LSS TERRA/LM (the land surface scheme in the operational weather forecast model LM of the German Weather Service (DWD)) which appropriately describe the area-averaged surface energy fluxes over a typical mid-European heterogeneous vegetation cover and at single sites of the LITFASS (Lindenberg Inhomogeneous Terrain Fluxes between Atmosphere and Surface: a Long-term Study) 2003 research experiment (Beyrich et al., 2004) .
Data and models

THE LITFASS 2003 EXPERIMENT
The LITFASS 2003 research experiment is central to the German Climate Research Program (DEKLIM) project EVA-GRIPS (EVAporation at the GRId and Pixel Scale), the main aim of which is the determination of evaporation over a typical mid-European heterogeneous land surface at the meso-scale, i.e. the grid-scale of a regional NWP model (roughly 5 to 10 km grid length) (Mengelkamp et al., 2004) and its description within LSS. The LITFASS 2003 experiment was located in a 21 × 21 km² area close to the Meteorological Observatory Lindenberg (MOL; Germany) of the DWD, close to the city of Berlin, between May 19 and June 17, 2003 (Fig. 1) . The spatial distribution of the land use classes at the LITFASS 2003 site is shown in Fig. 2 and the fraction of each land use class in Table 1 . The area covers a square of 3 × 3 grid cells of the Lokalmodell.
Ground-based eddy correlation instruments, an infrared camera for surface photography on board a Tornado RECCE aircraft of the German air force , a helicopter-borne turbulence probe HELIPOD and infrared data from the AVHRR sensors of NOAA satellites were used to estimate the energy and water fluxes at different scales. The land surface and the boundary layer of a typical, natural and heterogeneous landscape of northern Europe were investigated at a total of 14 micrometeorological stations. The radiation balance, soil variables (temperature, humidity, heat flux) and the air temperature, pressure, humidity, wind speed, wind direction and precipitation were measured together with the surface fluxes. The stations were erected above nine agricultural sites (barley (2 stations); rape (3); triticale, a hybrid of wheat and rye (2); and maize (2)), two grassland sites, one pine forest site (canopy height 14 m), two lake sites, and at two levels of a 100 m tower (Beyrich et al., 2004b) . The net short-and long-wave radiation balance, the specific humidity and air temperature were measured at heights between 1.9 and 2.3 m with standard instrumentation. The turbulent fluxes of momentum, sensible and latent heat were measured between 2.8 and 3.5 m above ground. To minimise differences in the estimates of the turbulent surface fluxes from the eddycovariance measurements caused by different sensor and system characteristics, only two types of ultrasonic anemometer-thermometers and fast response hygrometers were used, namely sonics CSAT-3 (Campbell Sci. Ltd.) and USA-1 (METEK GmbH), and hygrometers KH-20 (Campbell Sci. Ltd.) and LI7500 (LiCor Inc.). A laboratory calibration procedure for the fast response hygrometers was set up and tested at MOL. Prior to and after LITFASS-2003, all KH-20 and LI7500 instruments from the different groups were calibrated with this unified procedure to ensure comparability of the computed fluxes with respect to data treatment and correction algorithms and high quality turbulent flux measurements (Foken and Oncley, 1995; Foken and Wichura, 1996; Foken et al., 2004) . The major components of this quality control system comprise conversion of the high frequency raw data into meteorological units, a head correction for the METEK USA-1 sonic anemometers (HC1) obtained from wind tunnel studies by the manufacturer, a correction procedure for crosswind effects and the coordinate transformation (Wilczak et al., 2001) . The fast temperature and humidity data were corrected for noise temperature fluctuations, density fluctuations and oxygen sensitivity. All the turbulence measurements were tested for electrical and physical plausibility using consistency limits for each measured variable. Finally, the fluxes were checked for stationarity and for integral turbulence characteristics.
The focus of this paper is on the calibration of a landsurface scheme, which inherently assumes closure of the surface energy balance, although it is well known that measurements seldom show such a closure. In Fig. 3 , the sum of the sensible and latent heat fluxes is compared with the difference of net radiation and soil heat flux from 30-min measured averages at a grassland site (GM) which had the smallest gap in the energy balance closure and at a rape site (A9) for which the gap in closure was the largest of all stations. The RMSE of all stations varies between 70 Wm 2 and 130 Wm 2 and the bias was between 57 Wm 2 and 107 Wm 2 . Although no comment is made on the yearlong discussion on the source of the gap in closure of the energy balance, the present analysis of the parameter calibration for a land-surface scheme has been based on observations showing a balance closure of only about 70% in the worst case for 30-min averages.
THE LAND SURFACE SCHEME LM/TERRA
The LSS LM/TERRA is incorporated in the non-hydrostatic numerical weather prediction model LM (Lokalmodell) of the DWD (Schrodin and Heise, 2001 ); a stand-alone version of LM/TERRA, extracted from its host model, is driven by downward short-and long-wave radiation, air temperature and humidity and wind speed as well as surface pressure and precipitation. LM/TERRA calculates the sensible and latent heat fluxes and the momentum flux. The transfer coefficients for momentum and heat are derived from Monin-Obukhov similarity theory with the iterative method of Louis (1979) . The transfer coefficients for momentum and heat are identical in form as:
with u the wind speed and f the appropriate stability function; h is the height above ground level, k the von Karman constant and z 0 the roughness length.
At the upper soil boundary, the soil heat flux is calculated as the residuum of the radiation balance and the turbulent sensible and latent heat fluxes as is common to land-surface schemes as they inherently close the surface energy balance. However, as was stated above, the closure is not a priori given for the measurements. Because calibration has been effected with respect to the turbulent heat fluxes, there might well be larger differences between the simulated and measured soil heat flux.
The heat and water transport in the soil is calculated for six layers, with boundaries at 1, 4, 10, 22, 46 and 94 cm depth. Numerical experiments have shown that at least four active layers should be used for numerical weather prediction models (Schrodin and Heise, 2001 ). The temperature is determined by solving a multi-layer version of the heat conduction equation:
Here T SO is the soil temperature, t the time, c s the soil heat capacity, l the heat conductivity and z depth. At the lower boundary, a constant (climate value) is used for the temperature. Soil moisture diffusion is calculated using the Richards equation with no drainage as the lower boundary condition. To determine the evaporation from bare soil and the transpiration by plants, the model uses the BATS scheme of Dickinson (1986) and water and energy transport between the soil and the plant canopy are neglected. This leads to a Monteith combination formula for the computation of plant transpiration. If the potential evaporation is less than zero at the surface, the total plant transpiration T is: where v R is the vegetation ratio, f i the fractional area of the interception storage, E pot the potential evaporation, T srf the surface temperature and r a and r f are the atmospheric and foliage resistances, respectively. The stomata resistance R stom is derived according to: (Noilhan and Planton, 1989) . All F-Functions of the stomatal resistance are limited between zero and one.
Water after rain is stored in an interception storage of maximum capacity W i,max depending on the fractional area of the vegetation n R and a minimum value for the maximum interception water content
If the water content of the interception store is greater than zero, part of the water intercepted will percolate with time constant t perc to the uppermost soil layer. The maximum infiltration rate I max , given by a simplified Holtan equation, is zero if the surface temperature is lower than or equal to 273.15 K:1
where w pv the pore volume and w 1 the water content of the uppermost soil layer. I kl equals 0.002 and I k2 depends on the soil type. Most variables in the soil model (heat capacity, water storage capacity, etc.) depend strongly on soil texture. Out of the five different soil texture classes (sand, sandy loam, loam, loamy clay, and clay), sandy loam was used for the LITFASS area. For lakes, no soil model was applied but the water temperature was prescribed according to measurements. For further details see the Documentation of the EM/DM system (DWD, 1995).
THE MULTI-OBJECTIVE CALIBRATION ALGORITHM
While manual or automated calibration is common in hydrology (Gupta et al., 1998) less effort is devoted to determining the parameter uncertainties in land surface modelling. The recently developed multi-criteria calibration algorithm (Bastidas et al., , 2001 allows the model parameter space to be restricted to a set of globally optimal and equally qualified parameter sets. The algorithm, called Multi-Objective Shuffled Complex Evolution Metropolis algorithm (MOSCEM-UA), was developed at the Universities of Amsterdam and Arizona (Vrugt et al., 2003; Gupta et al., 1999) . It is based on the complex shuffling applied in the SCE-UA algorithm developed by Duan (1994) and the probabilistic covariance-annealing search procedure of the SCEM-UA algorithm (Vrugt et al., 2003) . It allows optimisation problems to be solved with more than one completely independent objective function. As independent objective functions OF, a modified Nash-Sutcliffe measure (optimum at 0) was applied to the differences between the measured (Q obs ) and calculated heat fluxes (Q sim ): et al. (1998) list some other possible objective functions but, in over 20 years of investigation, it has not proved possible to demonstrate clearly that one particular objective function is better suited for calibration than another (Gupta et al., 1998) . Here, two objective functions were used for the latent and sensible heat fluxes, respectively. The algorithm determines the set of pareto optimal objective function vectors with pareto rank 1 (Goldberg, 1989) . A vector x of objective functions is said to dominate (i.e. has a lower rank than) another objective function vector y if an i exists with x i <y i for all x i and for all i, x i <=y i . Here x i and y i are the elements of the vectors x respectively y. The paretooptimal objective function vectors of rank 1 are nondominated. The MOSCEM-UA algorithm takes an initial population of points randomly spread in the feasible parameter space. For each individual of the population, the multi-objective vector is computed and the population is ranked and sorted using a method similar to the fitness assignment concept of Zitzler and Thiele (1999) . The population (here with 500 individuals) is partitioned into q complexes (here q=10) and in each complex parallel sequences of individuals are launched and new candidate points are derived from the structure of the sequences and the associated complex. A Metropolis-Hasting algorithm will decide if the candidate points are accepted and, in the case of acceptance, will replace the worst member of the current complex. After a prescribed number, k, of iterations (here k=10 000) the complexes are combined and new complexes are formed through a process of shuffling (Vrugt et al., 2003) . The process converges to a so-called Pareto set. There is no unique minimising point in the parameter space because of deficiencies in model physics and errors in the observations. A characteristic of the set of solutions in the Pareto set is the fact that each parameter set is better than the others for at least one of the objective functions, but no one is better than another for all objectives. The Pareto set forms a curve in the space of the objective functions with the length of the curve characterising the precision of the calibration while the position characterises the accuracy of the simulation.
Results
The main purpose of this study is the verification of the grid-averaged turbulent sensible and latent heat fluxes in the operational weather forecast model LM using data from the field experiment LITFASS 2003. The results are presented in two steps.
The SCE-UA (single objective) and the MOSCEM-UA (multi objective) approaches are applied to calibrate the landsurface scheme TERRA/LM for 11 single sites in the area of the LITFASS 2003 experiment. The parameters selected, their prescribed numerical ranges and their respective values as given in the standard TERRA/LM are listed in Table 2 . With the parameters found by calibration (Table 3) TERRA/ LM is validated using an alternative data set from the same sites, using the procedure described earlier.
In a second step, TERRA/LM is calibrated to the LITFASS 2003 grid square averaged fluxes. Time series of area representative fluxes are built from the point measurements by weighting them according the occurrence of the respective land use class (Table 1) , the so-called tile approach. These time series are then used to calibrate TERRA/LM to find aggregate parameters appropriate to describe the area averaged fluxes. Fluxes derived from the measurements by applying the tile approach are compared to those simulated with the standard TERRA/LM parameter set and with the aggregate parameters.
SITE SPECIFIC CALIBRATION AND VALIDATION
In this study, the single-criterion SCE-UA algorithm (Duan, 1994) and the multi-criteria algorithm MOSCEM-UA have been applied consecutively. SCE-UA is used to calibrate a total of 12 parameters as listed in Table 3 while, in a second step, MOSCEM-UA is used to calibrate a subset of 6 Table 2 ). The target single objective function for the SCE-UA calibration is the sum of the squared NashSutcliffe measures of latent and sensible heat. The target multi (two) objective functions for the MOSCEM-UA calibration are the Nash-Sutcliffe measures of the latent and sensible heat, respectively. This procedure was adopted because of the enormous computer resources required for the multi-objective MOSCEM-UA calibration for as many as 12 parameters in a reasonable time. The parameters listed in Tables 2 and 3 were subject to the single objective calibration. Then the parameters in Table 3 were fixed and only the parameters in Table 2 were calibrated by the multiobjective approach. The parameters selected for the final multi-objective calibration (Table 2) should characterise the surface (roughness length and albedo), the vegetation (minimum stomatal resistance and leaf area index) and the soil (soil heat capacity and field capacity). Their ranges are prescribed according to measurements taken during the LITFASS 2003 experiment (Beyrich et al., 2004) . For all parameters without measured ranges, the boundaries were chosen so that the physical meaning was retained and the maximum ranges were identical for each land-use class. All parameters are assumed to be time invariant over the measurement period between May 19 and the June 17, 2003, although this is the main growth season. The optimal parameters are site specific rather than land-use class specific, firstly because the algorithm is able to find the global optimum despite the high complexity of the LSS combined with measurement uncertainties and secondly because, within the parameter spaces, many quite similar local optima exist with completely different parameter sets. Nevertheless, the parameter sets allow TERRA/LM to describe the given data sets with the optimal Nash-Sutcliffe efficiencies.
The parameters in Table 2 found by the multi-objective calibration describe the objective functions closest to the lower left corner in Fig. 4 . They show quite diffuse behaviour, with no clear distinction between the different land use classes and large differences occur for sites with identical vegetation types. The roughness length for grass varies from 0.01 m to 0.15 m and for rape fields from 0.22 to 0.79. The value for the forest site is much lower than expected on physical grounds. The minimum stomatal resistance shows the largest difference between the two maize sites. Note that in the process of calibration the parameters may, to a certain extent, lose their physical meaning and so may correct for model deficiencies and data errors rather than describe the physical characteristics of the site specific soil and vegetation. The Pareto curve for the lake station is almost a point due to the non-existence of soil and vegetation parameters. Among the various stations, the precision of the calibration (given by the length of the Pareto curve) and the accuracy of the simulation (given by the position) show some variation but, with objective functions below 0.4, the combination of model physics and parameter set describes the observed 
Conclusions
Objective calibration procedures have been applied to derive appropriate parameter sets for the land surface scheme TERRA/LM to simulate, realistically, the sensible and latent heat fluxes at the various measurement stations of the LITFASS-2003 experiment. A modified Nash-Sutcliffe measure of efficiency, widely used in hydrology for comparing measurements with model results, has been used to rate the flux simulations. In addition to measurements of sensible and latent heat fluxes, the meteorological forcing data were taken at the same sites. The parameter sets found by calibration varied widely and there was no typical classification according to vegetation type. Indeed, parameter sets found by calibration tended to correct for model deficiencies and data errors rather than describe the physical characteristics of the measurement site.
The measured fluxes were combined into a time series of aggregated fluxes by the tile method. Calibration of the land surface model TERRA/LM with respect to the averaged fluxes gave a range of parameter sets which all allowed TERRA/LM to simulate the area averaged fluxes in much better agreement with observations than the standard parameter set of the operational model. This study was limited to the rather short time period of the LITFASS-2003 experiment and to one grid box of the operational weather forecast model. Extending this methodology in time and space could lead to an improved description of the surface fluxes in LM and to a more realistic representation of the boundary layer.
