Dynamical systems are ubiquitous in the study of physical, biological, and social phenomena. A continuous time dynamical system describes the evolution of a process x through a differential equationẋ = f (x), where f :
, . . . , dxn dt
, where n is the dimension. We are particularly interested in dynamical systems in which the domain of f is a compact subset of R n , such as a simplex. A dynamical system gives rise to a set of trajectories; a set of values of x(t) for t > 0 for a given x(0). Under appropriate assumptions, such trajectories are unique given x(0). Understanding a dynamical system entails understanding the limiting behavior of its trajectories. Since trajectories are continuous curves in a compact domain, they may contain limit sets, that is, sets of points that are limits of convergent subsequences. Two particularly important, and easy to describe, types of limit sets are fixpoints (roots of f (x)) and limit cycles (closed trajectories that capture periodic behavior). But there are many other kinds of limit behaviors in dynamical systems -including the aptly named strange attractors. The study of the unpredictability of dynamical systems, also known as Chaos Theory is essentially the study of very complex types of limit sets.
However, there is no chaos in 2-dimensional dynamical systems, and the intuitive reason is planarity: trajectories cannot cross, and therefore they "confine" one another into benign behavior. The rigorous statement to this effect is an important result dating back to 1900s, first stated by Poincaré and later proved in its generality by Bendixson. Poincaré-Bendixson Theorem: In a two-dimensional dynamical systemẋ = f (x) on a compact domain where f is continuously differentiable and has no fixpoints, all limit points lie on limit cycles.
In this paper we consider the Poincaré-Bendixson theorem from the viewpoint of computation. Suppose that we are given a two-dimensional dynamical system over a compact domain, which is guaranteed to not have a fixpoint. How difficult is it to find a point on a limit cycle?
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ITCS'16, January 14 -16, 2016, Cambridge, MA, USA We first look at these questions in a discrete planar domain: a grid of points, where the dynamical system is an implicit map from each grid point to one of its eight neighbors (grid points at ∞ distance one) such that no two edges cross. In such discrete dynamical systems, it is clear that the limit cycles correspond to the "sink cycles" of the directed graph, and hence a discrete version of the Poincaré-Bendixson theorem trivially holds. Computationally, we can show the following: Discrete Poincaré-Bendixson Theorem: Given a polynomially computable non-crossing function on a finite subset of the planar grid which has no fixpoints, a cycle always exists, but finding it is PSPACE-complete. Back in the continuous domain, it is not hard to see that, with only black-box access to the function f , finding a limit cycle has arbitrarily high complexity. To get around this negative result we could "look inside the black box" that computes f , or settle for approximation. For an appropriate notion of approximate limit cycle we prove the following: Approximate Poincaré-Bendixson Theorem: Given a dynamical systemẋ = f (x) in a compact domain of any dimension where f is L-Lipschitz continuous and has no ε-fixpoints 1 an ε /3L-cycle exists in the orbit of every point. The proof parallels the Poincaré-Bendixson Theorem, except that compactness arguments are replaced by a volume argument. Notice that approximation blunts the distinction between two-dimensional and higher-dimensional systems.
How hard is it then to identify ε-cycles? We study this problem in a framework of arithmetic circuits, with arithmetic operations such as real addition, multiplication and sign as gates. We can show: Complexity of ε-cycle: Given ε, L > 0, an L-Lipschitz dynamical system through an arithmetic circuit, and a point x, determining whether x lies on an ε /L-cycle, or finding a point that does, is PSPACE-complete.
Two challenging and important problems remain open: First, in 2-dimensional systems with no fixpoints, can the true limit cycle guaranteed by the Poincaré-Bendixson Theorem be approached in polynomial space? Naturally, in such systems our above-mentioned result allows us to find in polynomial space ε-cycles for arbitrarily small ε, but these may be very far from a true limit cycle. And second, in the specific multi-dimensional dynamical system that was proposed by Eigen and Schuster in 1979 as a model for the origin of life, can the limit cycle be approached in polynomial time? The paper appears here http://arxiv.org/abs/1511.07605.
