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Abstract
Monitoring vibration responses of civil structures is crucial to the assessment of their
health status and reliability against natural hazards. In this study, we present a two-
step computational methodology for structural identification and damage detection
via fusing the concepts of seismic interferometry and Bayesian inference. Firstly, a
deconvolution-based seismic interferometry approach is employed to obtain the wave-
forms that represent the impulse response functions (IRFs) with respect to a reference
excitation source. Using the deconvolved waveforms, key structural characteristics
that correspond to the current state of the structure (e.g., shear wave velocity) can
be extracted. Changes in these features can be used as a qualitative damage metric
(e.g., to determine if the structure is damaged). We study the following two different
damage detection methods that utilize shear wave velocity variations: (1) the arrival
picking method (APM) and (2) the stretching method (SM). Secondly, a hierarchical
Bayesian inference framework is employed to update a finite element model minimiz-
ing the gap between the predicted and the measured time histories of the IRFs. We
employ a sequential Markov Chain Monte Carlo (MCMC) sampling to obtain a base-
line structural model. Through the comparison of the model parameter distributions
with the baseline information, we show that the damage localization and quantifica-
tion is possible. We initially test our procedure utilizing the synthetic records of a
10-story shear type building. Despite high noise contamination, identification results
realized through our approach for both stiffness and damping parameters show good
correlation with their true values. For further deployment, we analyze the shake-
table experiment dataset that contains various damage scenarios. We show that the
variations in the shear wave velocity can be used for qualitative/quick damage detec-
tion, and that the velocity reduction is more evident for the more severely damaged
states. We then update our FEM by the presented Bayesian learning framework
by utilizing the extracted IRFs of the experimental structure. Induced damage, i.e.
bolt-loosening on the first floor, affects the posterior distributions quite noticeably.
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Finally, the structural damage detection problem is addressed by studying an experi-
mental data set of full-scale seven story building slice, that was progressively damaged
via previously recorded historical earthquake records utilizing the Network for Earth-
quake Engineering Simulations (NEES) shake-table. Our results indicate that the
developed framework is promising for monitoring structural systems. It allows for
non-invasive determination of structural parameters.
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Chapter 1
Introduction
1.1 Why Structural Health Monitoring?
Taking into account the economic and social value of the decision to repair a struc-
ture, structural identification procedures have been extensively studied over the last
couple of decades. Significant developments in computational technologies and sen-
sor systems have made it possible to test our mathematical abstractions of structural
systems as well as to evaluate their current condition and reliability against future
loadings. The practice of carrying out a damage identification procedure over civil,
mechanical, and aerospace infrastructure is defined as structural health monitoring
(SHM) [Farrar and Worden, 2007], where the term damage represents those changes
in the structure's behavior that adversely affect the ongoing or planned performance.
Changes in the dynamics might be in place due to the changes in material properties,
boundary conditions, system's connectivity, and the environmental conditions.
When the utility of SHM methods are viewed from a standpoint that considers the
questions that they are trying to answer, four levels get introduced [Doebling et al.,
1998, Rytter, 1993]. The levels and the questions pertaining to them are provided
below.
1. Existence - Is there a damage in the system?
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2. Location - Where is the damage in the system?
3. Quantification - What kind of damage is present, and how severe is it?
4. Prognosis - What is the remaining service life of the structure?
Answering these questions precisely (in the order presented) remains a challeng-
ing issue, yet the efforts put into solving this problem have been and will be highly
regarded given difficulties with the aging civil infrastructure stock. A reliable, ro-
bust, sensitive, and fully automated technology for SHM is required more than ever
now, considering the mega off-shore structures, high-rise buildings, the ever-increasing
length of bridges, nuclear power plants, aerospace structures, and all the space en-
deavors that humankind plans on undertaking. Despite the massive body of research
conducted in the field over the 30 years, due to the challenging nature of the problem,
no complete technology has been invented as of yet.
Vibration Based SHM
Data Acquisition
Data Processing
Predictive Modelling
Figure 1-1: Aftermath of the 1999 Golcuk Earthquake, Turkey
1.2 Background
Damage identification in civil structures can be addressed with regard to different
length scales. The field is broad in terms of its content, and it contains both local and
global approaches. Most preferred approaches include the following: (1) investigation
for visual traces of damage (e.g., cracks, segregation, fracture, to name a few), (2)
16
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non-destructive testing (NDT) (e.g., ultrasound techniques, laser-vibrometry, eddy-
current methods, etc.), and (3) vibration monitoring [Beck, 1991]. The first two ap-
proaches require a prior knowledge about the vicinity of the damage, which should be
easily accessible. In this work, we implement the vibration-based SHM approach (see
Figure 1-1), in which the aim is to determine the current condition of the structural
system by inspecting its dynamic behavior in a global manner. These vibrations
can occur/appear in the form of ambient noise, can be a result of earthquakes, or
man-made excitations. This vibration-based SHM approach can be considered as
a combination of three sequential steps, namely, (1) data acquisition, (2) data pro-
cessing, and (3) predictive modeling. Before moving forward, it is important to note
that most damage identification methodologies reported here assume that the damage
causes a change/loss in stiffness in some parts of a structure, and the mass, however,
remains the same.
Damage identification methodologies essentially track the changes, as a proxy for
the damage, in dynamical features such as natural frequencies [Salawu, 1997], mode
shapes [West, 1986], structural dampings [Montalvdo et al., 2009], modal flexibility
[Toksoy and Aktan, 1994], mode shape curvatures [Pandey et al., 1991], shear-wave
velocities [Rahmani et al., 2015], structural impedances [Tseng and Wang, 2005], and
modal strain energies [Stubbs et al., 1992]. As most methods require a dataset from
both the undamaged and the possibly damaged structure, damage detection can be
considered to be one form of a pattern recognition problem [Doebling et al., 1998].
The majority of vibration-based SHM research utilizes modal features of a struc-
ture in order to establish applicable and efficient strategies for damage identifica-
tion, yet there is still no specific technique favored by the community. Apart from
modal representation of the structural response, recently, wave propagation based
approaches have also started to gain attention. Considering the physics behind the
vibration-response of a structure, actual seismic waves that are initiated due to a fault
rupture reach the surface, thereafter which they propagate into the structure, causing
17
it to vibrate [Safak, 1999]. The existing pool of literature contains methods, in which
the structure is modeled as a continuous or layered medium, the governing equation
of motion (wave equation) of which is known [Kanai and Yoshizawa, 1963]. Yet, it
is reported that the SHM literature lacks the wave propagation approaches to detect
damages [Todorovska, 2009]. Since the changes in the wave travel time between two
observed/measured location only depends on the changes in the physical properties
of the connecting medium, wave methods are considered to be more sensitive to local
changes [Todorovska and Trifunac, 2008, Nakata et al., 2013].
If detailed information about the structure is available (e.g., materials, topology,
connection types, and the like), damage diagnosis can be performed through a success-
ful implementation of finite element model (FEM) updating scheme. This approach
is known as the model-based SHM. The fundamental assumption underpinning this
approach is that changes in the FEM parameters reflect changes in the behavior of
the actual structure [Vanik et al., 2000]. It is an inverse problem, as the objective is
to obtain model parameter values that produce certain measured outputs. The usual
objective of the SHM community is to determine the loss of stiffness parameters as a
proxy for localized damage [Beck et al., 2001]. Due to inherent modelling errors and
measurement noises, the inverse problem is generally an ill-posed problem, implying
that the uniqueness and the existence of the solution in not guaranteed. The updat-
ing strategies may be deterministic and probabilistic. More specifically, deterministic
methods formulate the problem as an optimization problem in which parameter tuning
is achieved by improving the goodness-of-fit function that represents the credibility
of the FEM, whereas probabilistic methods utilize the Bayesian framework, which
inherently accounts for the uncertainty during parameter estimation [Yuen, 2010]. In
Bayesian Statistics, the notion of probability is portrayed as a rational measure of
belief, which, in turn, changes as new information is acquired. In both approaches,
the model calibration is generally done by 'comparing' selected structural features
(e.g., resonance frequencies) that are calculated through the FEM and the response
measurements. If there is sufficient information available, likely damages, their loca-
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tions, and severities can be determined. Furthermore, the calibrated model can be
used for more accurate structural response predictions that simply enable detailed
reliability analyses against natural hazards. This means that successful updating of
the FEM can provide the answers up to the first 3 questions that SHM community
tries to answer. The prognosis level of SHM, however, requires a more in-depth and
multi-disciplinary study that should encompass the knowledge acquired from fracture
mechanics, fatigue analysis, and so on.
Taking into account the total research effort put into this area, especially over
the last few decades, well-known researchers/ authors have shared the idea that SHM
is consolidated and well established. Farrar and Worden [2007] have provided a
great introduction to SHM techniques, encouraging the community to develop more
advanced technologies. Rytter [1993] can be regarded as the starting point of the
modern vibration-based SHM. Ghanem and Shinozuka [1995] have investigated a
number of system identification methodologies to tackle the problems of earthquake
engineering. The authors have critically assessed the performance measures of var-
ious algorithms. Worden et al. [2007] argue that the domain of SHM has matured
enough, and they formulate general principles and axioms that every investigator
in the community should be aware of as a starting point in their research. A very
detailed vibration-based SHM review can be found in Doebling et al. [1998]. They
have categorized the linear methods for global monitoring into two different groups,
namely, model-based and non-model-based. Sohn and Farrar [2001] have updated
this review and covered the literature up to 2001. They define the SHM process as
a statistical pattern recognition paradigm and emphisize the monitoring differences
between real structures in real operational environments and scaled models or con-
trolled laboratory environments. Carden and Fanning [2004] again emphasize the
effects of the environment and further focus on the importance of the cheap and re-
liable sensor availability to ensure the successful future of the community. Salawu
[1997] presents an outstanding review on the utilization of modal frequency changes
for the detection of structural damages. He details the factors (e.g., measurement lo-
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cations) that need to be considered for successful structural health assessment using
natural frequencies. Liu et al. [2006] review the developments from the structural con-
trol and smart structures perspective and address the strategically important issues
in the sensor/sensor network technologies. They emphasize the importance of novel
sensor technologies (e.g., optical fiber sensors) and intelligent, low-powered, wireless
sensor networks. A comparatively recent review by Fan and Qiao [2011] classifies the
vibrational feature-based damage identification methods for beam-type or plate-type
structures into four major categories, namely, mode shape-based methods, frequency-
based methods, curvature mode shape-based methods, and finally, hybrid methods
that utilize both mode shapes and modal frequencies. The authors discuss each meth-
ods' drawbacks and merits, and subsequently implement a comparative study. With
regard to model-based SHM specifically, Mottershead and Friswell [1993] have pro-
vided a great research base for finite element model updating. Finally, it is important
to note that in a major part of the literature, SHM approaches are based on the lin-
earity assumption, implying that before and after the damage a structure under the
operational conditions behaves in the linear regime. However, in many cases, the real
nature of the damage (e.g., breathing crack) is non-linear; therefore, non-linear sys-
tem identification methodologies are required to be implemented in order to acquire
useful information with regards to the current state of the structure. Farrar et al.
[2007] have provided a very descriptive review of non-linear dynamics applications for
structural health monitoring. They emphasize that the detection of the non-linearity
(e.g., harmonic distortion) can be employed as an indicator of damage. They provide
a number of illustrations of complimentary approaches, where the damage sensitive
features are based on a non-linear system response.
1.3 Research Objectives
When there is a significant damage on a structure of interest, the SHM methods
mentioned above are successful in determining whether the damage has occurred.
However, if damage is at its developmental state, and/or environmental effects on the
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behavior of the structure are not easy to isolate, most existing techniques are not as
successful as they are ideally intended to be. The community requires novel and more
efficient, accurate, and applicable approaches that encompass the implementation of
new signal processing and system identification techniques and state-of-the-art sensor
technologies. Most importantly, these new approaches should be tested and validated
utilizing real-life, full-scale testing data. This work is our attempt to fill this gap in
the existing research.
The objective of this study is to develop a primarily data-driven methodology to
investigate structural responses in order to define and quantify damage features and
perform damage detection and quantification. To achieve this, we propose a 2-step
computational procedure that combines non-parametric structural identification and
the subsequent statistical model updating (see Figure 1-2). The proposed framework
could be applied as a structural health assessment tool that utilizes earthquake or
induced vibration data. Information acquired through Step-1 provides a quick dam-
age detection measure. Feeding this information into Step-2 achieves the damage
localization and quantification, utilizing the probability logic. Having an updated
model-structure equips us with the ability to interpret mechanical parameters and
their interaction with the structural response. With successful implementation, the
methodology developed herein is anticipated to make a significant professional impact
on technological development as well as a social impact on the assurance of public
safety against earthquake-induced system failures.
21
--- Initial FEM
Montorng ataSeismic Bayesian Model
Interferometry Updating
Feature
Extraction ---- Updated FEM]
-Quick Damage -Parameter
Detection Identification
Figure 1-2: Our structural assessment framework in a nutshell
1.4 Research Approach
Monitoring the vibration responses of civil structures through their key structural
characteristics is essential to the assessment of their health status and reliability
against natural hazards. In this study, we present a two-step computational method-
ology for structural identification and damage detection via fusing the concepts of
seismic interferometry and Bayesian inference. We assume that the civil structure in
its operational state stays in the linear regime before and after damage. This assump-
tion enables us to employ the tools that were developed for the linear time-invariant
(LTI) systems, which indeed establish the most significant category of the dynam-
ical systems. For an LTI system, weighting functions, h(t) (i.e., impulse response
functions, Green's functions) provide the complete nature, i.e., input (u(t)) - output
(y(t)) relationship, of the system [Ljung, 1998]. The output could be determined
by convolving the input with the weighting function (see Figure 1-3). Considering
the practical aspects of engineering design and construction, the utilizing linearity
assumption can be leveraged extensively.
For the first step, using earthquake records, we exploit the technique known as
deconvolution-based seismic interferometry, which has become a novel technique in
separating intrinsic building response from the soil-structure coupling [Nakata et al.,
2013, Snieder and $afak, 2006]. This operation extracts the Green's functions that
account for the wave propagation information between receivers (see Figure 1-4).
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Figure 1-3: LTI systems can be entirely characterized by impulse-response functions.
The output can be determined by the convolution operation. Knowing the response
of the system for a unit impulse, the output at any time t can be determined via
dividing any type of input into smaller impulses, and then superposing the responses
of each of them.
These waveforms are analyzed to acquire a qualitative damage detection strategy
if data from the undamaged case is present. We study the following two different
damage detection methods that utilize shear wave velocity variations: (1) the arrival
picking method (APM) and (2) the stretching method (SM). It should be noted that
throughout this thesis we use the terms 'deconvolved waves', 'IRFs' and 'Green's
functions interchangeably.
We then take advantage of the model-based SHM approach in the second step.
Considering the unavoidable uncertainties that arise due to noise-corrupted mea-
surements and mathematical modeling errors, we perform the finite element model
(FEM) calibration, applying the Bayesian framework [Beck, 2010]. The extracted
time-histories of IRFs are utilized to estimate the physical parameters of an FEM.
Uncertainty quantification of model parameters (e.g., story-stiffness values) is real-
ized through the Bayesian inference, which, in turn, provides additional robustness to
predictions. We employ a sequential Markov Chain Monte Carlo (MCMC) sampling,
similar to the Gibbs sampling, in order to obtain a baseline structural model that
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Acceleration-time series Extracted Green's Functions
@: Accelerometer
Deconvolution Operation on acceleration-time series, using basement as a
reference floor
Figure 1-4: Schematic representation of seismic interferometry. Note that, this ap-
proach utilizes recorded acceleration-time series of each floor during the earthquake
shaking.
can be used for the assessment of reliability and potential structural damage. By
comparing the learned model parameter distributions with the baseline (i.e., intact
model) information, we demonstrate that the damage localization and quantification
is possible.
1.5 Thesis Organization
The following sections present the procedure we have developed. Section 2 describes
the deconvolution-based seismic interferometry approach. We elaborate on the dy-
namic characteristics of a structure acquired through seismic interferometry, i.e.,
shear-wave velocities and damping ratios. These features are sensitive to the exis-
tence of the damage itself. We use the following two methods to calculate shear wave
velocity variations: 1) APM and 2) SM. Section 3 introduces the Bayesian model
updating framework. We present a detailed literature review of the Bayesian learn-
ing in the context of structural monitoring, and provide the utilized mathematical
background. In Section 4, we first evaluate the structural identification performance
of our approach on synthetic data. We then use experimental shake-table data with
different damage scenarios in order to validate the proposed methodology. In Section
5, we deploy the seismic interferometry based SHM techniques on a full-scale 7-story
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reinforced concrete building slice, which was progressively damaged using the Uni-
versity of California, San Diego Engineering Simulations (UCSD-NEES) shake-table.
We then perform modal analysis on an established full-scale linear FEM of the test
structure. Finally, Section 6 discusses the implications of the results and scope for
further research.
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Chapter 2
Deconvolution-Based Seismic
Interferometry
This chapter evaluates the methods utilized in the first step of our 2-step compu-
tational structural health assessment tool. This step is a non-parametric structural
identification step realized through deconvolution-based seismic interferometry, which
is a wave-propagation (e.g., seismic waves) based monitoring technique that is gaining
popularity in the community. We first aim to define interferometry, then continue
with a detailed discussion on its usage in seismology and structural health moni-
toring domains. We present a detailed literature review, with an emphasis on the
SHM perspective. Then, we proceed to describe the mathematical framework for the
deconvolution operation and the useful features that we can extract from the decon-
volved waveforms (e.g., damping coefficients and shear wave velocities). We present
two different qualitative damage detection methods that utilize shear wave velocity
variations:1) arrival picking method (APM), and 2) stretching method (SM). Finally,
we demonstrate an illustrative numerical example that covers the described frame-
work.
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2.1 What is Interferometry?
The term interferometry can be broadly defined as a group of techniques that study
the interference phenomenon between waves/signals to obtain information regarding
the medium of propagation, waves themselves, reflection surfaces, etc. It is vastly
used in many fields of science and engineering. The approach is based on the princi-
ple of superposition and the aim is to make inferences utilizing the phase differences
of waveforms. The most popular use of interferometry is, possibly, in the 'Michelson-
Morley Experiment', which is generally known as the most famously failed experiment
[Michelson and Morley, 1887]. The outcome of this experiment created a stage for
studying relativity, which is considered as a revolution in physics communities. Very
recently, interferometry has again been utilized for detecting of gravitational waves,
oscillations in the space-time metric, which is probably the most important break-
through of our century, by the Laser Interferometer Gravitational-Wave Observatory
(LIGO) [Abbott et al., 2009].
2.2 Seismic Interferometry
The term seismic interferometry can be defined as a collection of methodologies which
enables the computation of the coherency between crustal or seismic wave-fields that
are acquired using either virtual or real sources of excitation. In brief, it is a method
for extracting the Green's Function of the medium, which is the impulse response
solution of the differential equation that defines the physics of the system. The
primary mathematical operations used for the study of the interference of the seismic-
related signals include cross-correlation ( see Figure 2-1), deconvolution [Curtis et al.,
20061, and cross-coherence [Nakata et al., 2013].
The subject is well-established in the geophysics domain; however, its use in SHM
applications has only recently started gaining attention. In the field of geophysics,
researchers have refined this powerful signal processing techniques in many ways,
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Figure 2-1: Cross-correlation quantifies the alikeness of two signals by shifting (lag-
ging) one of them in time and computing the inner product. As it is shown in this
figure, if the disturbance is propagating through a medium, the lag which corresponds
to the maximum cross-correlation value could be used to determine the velocity of
disturbance propagation.
including time-lapse measurements, mainly due to the capability of the method in
reconstructing the waveforms that would have been registered with repeatable active
sources using only receivers. These reconstructed wave-fields are valuable in the es-
timation of the medium's physical properties between these receivers (near surface
shear-wave velocities, attenuation coefficients, damping characteristics etc.).
In the area of SHM, as previously mentioned in Chapter 1, the fundamental objec-
tive is to determine the intrinsic changes in a structure based on its measured dynamic
response, which can be modeled either as propagating shear waves or modal superpo-
sition. Deconvolution operation on receivers of interest (e.g., acceleration-time series
of the 3rd floor) with respect to a reference receiver(e.g., acceleration-time series of
the ground floor) yields waveforms consisting of wave propagation information, given
a virtual impulse input at the reference (see Figure 2-2). Deconvolved waveforms sat-
isfy the same wave equation as the original physical system with different boundary
conditions [Snieder et al., 2006].
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Figure 2-2: Deconvolution operation between two signals, one being the reference,
e.g., Signal #1 and Signal #2, yields the waveform that represents the response
behavior of the receiver of the interest, e.g., extracted IRF, for a given virtual unit
impulse at the reference. This operation is mathematically shown in 2.1.
The reconstructed waves are also called impulse-response functions (IRFs) which
can be used to identify the structural parameters, such as shear wave travel velocities,
modal frequencies, mode shapes and intrinsic attenuation (damping) values. These
waves can also be interpreted as the summation of the normal modes of the structure.
In this study, we extract the IRFs by deconvolving the recorded acceleration time se-
ries of a structure with respect to the ground motion. The deconvolution operation
can be formulated as [Sun et al., 2017, Snieder and *afak, 2006]
S(z, t) =F 1 (Y(ZW)Y (Zref, W) (2.1)
(y*(Zref, w)1 2 + 6 /
where S(z, t) is the IRF at z; y(z, w) is the response measurement at z in the fre-
quency domain; y* (Zref, w) 2 is the power spectrum of Yref; w is angular frequency;
t is time; Yref is the reference level of the building; * denotes the complex conjugate;
c is a stabilizing parameter (water level, e.g., %0.1 ); and F denotes the inverse
Fourier transform (see Figure 2-2). Despite the fact that the stabilizing parameter,
c is conventionally set to some fixed/pre-determined percentile of the power of the
reference signal (y(zref, t)), and throughout this work, it has been witnessed that its
effect could be significant. It is important to note that, S(z, t) physically represents
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the response of the structural system at height z to a virtual impulse at the refer-
ence level zref. This structural system has fixed boundary conditions at height Zef.
Therefore, estimated IRFs through the height of the building, show how the virtual
pulse ( or disturbance ) propagates through the system.
Knowing the IRFs with respect to a reference level, one can predict the response
of the system to any input via the convolution operation (see Figure 2-3) as long
as the system remains in the linear regime. In the time domain, given the input
y(zref, t) (which could be the input earthquake excitation at the ground level), the
story responses (outputs) can be estimated as
y(z, t) = Y(Zref, t) * S(z, t) = j y(zref, T)S(z, t - r)dr (2.2)
where * represents the convolution operation. These functions represent the input-
output relationships and provide a full picture of the characteristics of linear time
invariant (LTI) systems. It is to be noted that extracted IRFs for a linear and un-
damaged system, for any type of input, should be the same. This characteristic is
illustrated in Figure 2-5.
In the context of SHM, the deconvolution operation with respect to ground-level
records, yields causal wave-forms, since the input (e.g., earthquake shaking) to the
structural system is at ground level (Figure 2-3). This means that the motion of the
building response follows the base excitation in time. Selecting another reference,
where there is no real source, e.g., receiver at the top floor (in the presence of an
earthquake), yields wave-forms consisting of both causal and acausal parts (see Fig-
ure 2-4). The down-going acausal wave in Figure 2-4 can be physically interpreted as
the up-going wave that enters the structural system prior to shaking at the top floor.
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Figure 2-3: This figure briefly illustrates the deconvolution-based seismic interferom-
etry procedure that utilizes the earthquake shaking data for monitoring purposes.
Here, the ground level is selected as the reference point. Note that, y(z, t) corre-
sponds to the acceleration-time series, whereas S(z, t) corresponds to the extracted
IRF at height z. The acceleration-time series, recorded at each story, is deconvolved
with respect to the reference level's recording to retrieve the IRF of each story. The
extracted IRFs clearly show the propagating shear waves inside the structure. The
damage sensitive features could be realized by studying these waves.
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Figure 2-4: Deconvolution can be calculated with a virtual source at the roof level.
As it is shown in this figure, for a structure that is excited by an eartquake, Snieder
and Safak (2006) demonstrated that selecting roof level as the virtual source yields
one acasual up-going wave and one causal down-going wave.
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Figure 2-5: Deconvolution can be computed with a virtual source at the roof level and
a source at the ground level. If the structural system stays in the linear regime during
the shaking, then the extracted deconvolved waves(IRFs) from different inputs should
be the same. This figures shows that the extracted IRFs of a shake-table experiment
(see chapter 4 for details) for two different earthquake ground motion inputs, namely,
Kobe Earthquake and El-Centro Earthquake, compare well with each other. This
figure illustrates that, IRFs do not depend on the input and they encapsulate the
intrinsic (structure-specific) dynamical characteristics of the structural system.
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2.3 Literature Review
In seismological and geophysical domains, a massive body of research exists with
regards to seismic wave-based approaches for crustal-field monitoring. Curtis et al.
[2006] presented a comprehensive review of seismic interferometry methodologies.
Wapenaar et al. [2010] vigorously elaborated on the basic principles of seismic inter-
ferometry and its applications in detail. Both works could be valuable for the curious
reader.
Snieder and $afak [2006] published one of the most influential works that trans-
lates seismic interferometry approaches into an SHM context. This thesis is essentially
a step forward in the utilization of the mathematical framework designed by these
authors. Thus, their work could be regarded as one of the pillars of this thesis. Even
though the wave propagation methods for analyzing the seismic response of structures
have been investigated before [Kanai and Yoshizawa, 1963, Todorovska and Trifunac,
1990, Iwan, 1997], Snieder and Safak's work brought the wave-based methods under
the spotlight once again and can be considered as a stimulant that the SHM com-
munity have been looking for. In this study, the authors mathematically proved that
the deconvolution operation uncouples the intrinsic attenuation from the radiation
damping. They apply this technique to the 2002 Yorba Linda earthquake response
recordings of the Robert A. Milikan Library, which has been a critical test bed for re-
searchers since its construction. The authors showed that the deconvolved wave-fields
do not depend on the input ground excitation or the shear wave reflection parame-
ter at the level where the structure meets the soil. They argued that choosing the
recorded acceleration-time series of both the top floor and the basement level as the
reference signal yields complementary information. Additionally, they studied wave
propagation on a ID shear beam model and showed that the response of the building
can also be equivalently represented by the normal mode theory. They calculated the
shear wave speed of the deconvolved waveforms by reading their time of arrival at
each instrumented story. However, some significant details were overlooked, e.g., if
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the reference signal is selected as the top floor's response, then the real wave speed
information is on the up-going a-causal wave, but Snieder and Safak also included the
down-going causal wave in their wave speed calculations. This condition is further
discussed in detail studying a numerical simulation at the end of this chapter.
Snieder et al. [2006] approached the virtual source imaging problem via deconvolu-
tion operation from a more rigorous point of view. They proved that the deconvolved
wave-field satisfies the same differential equation that is obtained from the physics
of the problem, but with different boundary conditions. Extracted waves follow the
causality principle which puts an upper limit to the wave velocity. The authors argued
that, having a new system with new boundary conditions, e.g., fixed-base Millikan
Library, could be useful for practical purposes.
Kohler et al. [2007], utilizing the data from the densely instrumented Factor build-
ing at UCLA, demonstrated that seismic interferometry is an effective non-parametric
system identification approach that makes use of the seismic waves that propagate
back and forth through the building. In this study, they stacked the extracted IRF's
from reasonably moderate local earthquakes (ML = 2.6 to 5.3), where the reference
signal for the deconvolution operation is taken as the sub-basement records. The
authors did not examine the strong earthquakes since the expected response behavior
is nonlinear. Additionally, they created a finite element model (FEM) of the building
using a commercially available structural analysis and design software, ETABS. As
the input ground motion to the FEM, they used the fitted Gaussian curve or the
subbasement IRFs. Simulation yields synthetic waveforms that correlate well with
the data in spite of the fact that they use a constant damping parameter, which is
not extracted from the response data.
Todorovska [2009] explored a structural system that is coupled with soil in both
horizontal and rocking motions. The author studied a simple yet comparatively more
rational soil-structure interaction model than that in Snieder and $afak [2006], where
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the structure was modeled as a shear beam inserted on a rigid and circular founda-
tion. Todorovska showed that, taking the subbasement (foundation) level's horizontal
movement as the reference (input) signal, for the calculations of the system functions,
does not uncouple the soil-structure system when the rocking motion is taken into
account. The Author additionally pointed out that, the rocking motion does not af-
fect the time of arrival, T, of the first peak (Therefore f, = y, uncoupled, fixed-base
frequency), that travels from ground floor to the top; it only alters the amplitudes
of the extracted waves. Therefore, calculations based on the amplitude of the de-
convolved waveforms (e.g., damping parameters) could be inaccurate. The Author
additionally argued that the estimation of T is not affected by windowing the system
functions with different frequency bandwidths, as long as the first couple of modes
are not filtered out and the input signal is broadband in nature. Consequently, since
the wave-travel times only depend on the physical characteristics of the structure,
Todorovska highlighted that having only two transducers (e.g., accelerometers), one
at the roof and one at the ground level, is sufficient to calculate fi, which could pro-
vide practical information with regard to the condition/health of the structure.
As mentioned before, the main mathematical operations used in seismic interfer-
ometry are deconvolution, cross-correlation and cross-coherence. Nakata et al. [2013],
utilizing a synthetic data, compared each of these techniques for structural condition
monitoring of a building and showed that each type of interferometry operation yields
waveforms with different characteristics (e.g., amplitude and phase). The authors re-
ported that; (1) cross-correlation interferometry generates waveforms that depend on
the source input wave as well as the reflection coefficient that describes the coupling
with the ground, (2) cross-coherence interferometry does not yield waveforms that
satisfy the differential equation of the system and generates virtual sources that are
not physically meaningful. Based on the findings of this study, they asserted that
the deconvolution interferometry offers the most applicable approach for monitor-
ing buildings using the earthquake response data. Complementary to this, they also
rigorously demonstrated that selecting a different receiver (e.g., fourth floor) as the
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reference trace, creates a cut-off building system (with a fixed boundary at the level
of the reference receiver). These cut-off building systems could be studied for damage
localization purposes, as the wave propagation between two receivers does not depend
on the structure below the reference receiver (virtual source).
The aforementioned studies utilize earthquake responses of structures to iden-
tify their dynamical features. Prieto et al. [2010] showed that by utilizing the long
duration ambient recordings of the building response, the deconvolution operation
can yield IRFs by temporal averaging of windowed ambient data. Considering the
frequency of the moderate to strong earthquake incidences near instrumented struc-
tures, this work extended the deconvolution-based seismic interferometry framework
and made it suitable for continuous ambient noise monitoring, which is significantly
easier. The authors tested their approach on the 17-story Factor Health Sciences
Building of the University of California, Los Angeles and demonstrated that ambient
noise IRFs are comparable with the previous work [Kohler et al., 2007]. The authors
further emphasized that IRFs, which are extracted from the operational state of the
structure may differ from the ones extracted from the earthquake shaking data due
to the inherent nonlinearity of the structural parameters. As the inter-story drift
increases, parameters go beyond the linear response regime. The technique reported
in this study could be used to determine the condition of the structure before and
after the massive earthquakes.
Nakata and Snieder [20141 quantitatively investigated the ambient noise inter-
ferometry based on deconvolution using both real and synthetic data. For the real
data-set, they first preprocessed the ambient noise of each channel to eliminate the
anomalies ( e.g., DC component due to human interference or accelerometer failure).
Then, they partitioned the data into smaller intervals and applied deconvolution to
each portion. Stacking the extracted IRF estimates, they observed that the resul-
tant waveforms have both causal and acausal parts. This indicates that using ground
level as the reference, unlike the earthquake data, one can see traveling waves (from
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ground level to the top) in both positive and negative times. They estimated the
wave velocities by tracking the up-going and down-going crests. Studying a simple
string model, the authors demonstrated that having multiple sources inside the build-
ing is the reason for having nonzero deconvolved wave values for the negative times.
Additionally, they stated that the intrinsic attenuation of the building could not be
estimated through the amplitude decay of the of the waves, as they depend on both
the structure and the ground coupling. As previously reported by Prieto et al. [2010],
Nakata and Snieder also observed that using long duration ambient records for seismic
interferometry produces more stable waveforms, and thus, it could be more suitable
for structural health monitoring applications.
Sun et al. [2017] merged the continuous monitoring through seismic interferome-
try with model-based SHM by studying an instrumented 21-story building (Building
54) located at Massachusetts Institute of Technology (MIT). The authors recover the
IRFs of each story with respect to the ground level. As the long duration (15 day)
ambient noise data was utilized, the extracted waves contain both causal and acausal
parts. They estimated the wave speeds by reading the pulse travel times and dis-
tances. Utilizing only the causal part of the waves, they updated a shear type FEM
via the Bayesian framework to quantify the condition of the building through the
updated stiffness parameters. This work can also be regarded as one of the pillars of
this thesis. Herein, we extend their approach, utilizing the earthquake response data,
aiming to achieve : (1) structural identification, (2) damage detection, and (2) dam-
age localization and quantification. It should be noted that the work in Sun et al.
[2017] has only focused on the baseline FEM creation for quantifying the building
performance.
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2.4 Feature Extraction
The extracted waveforms encapsulate dynamics information that is isolated from the
soil-structure interaction, i.e., that solely describes the behavior/characteristics of
the structure itself. Unlike the propagating waves in the building, the deconvoled
waveforms are not damped due to radiation losses at the base and their decay with
time only depends on the intrinsic attenuation of the building [Snieder and $afak,
2006]. Based on these waveforms, we estimate the damping ratios and shear-wave
velocities (and their variability given structural damage). Continuously monitoring
these features could provide a better understanding about how environmental effects
(e.g., humidity) alters the dynamic response characteristics of the structure of interest.
2.4.1 Damping Coefficient Estimation
Damping can be defined as the criteria that is responsible for the energy loss and there-
fore attenuation in moving/oscillating systems. Understanding the physical mecha-
nism(e.g., state variables) that characterizes the damping forces has been an active
research topic in structural dynamics. Note that, there exist many damping models
(e.g., non-viscous), any of which could be favored depending on the nature of the
engineering problem [Adhikari, 2001].
Each resonant frequency's corresponding damping ratio can be calculated by trac-
ing the amplitude decay of the deconvolved waveforms with time. In this study, we
calculate the damping ratios by fitting linear lines to the envelope of the natural
logarithm of the IRFs, which are band-pass filtered around the resonant frequencies
within the half-power bandwidth [Sun et al., 2017, Prieto et al., 2010, Snieder and
$afak, 2006].
No
= 1 r (2.3)
NOW. =
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In Equation 2.3, yu is the slope of the envelope, w, is the r'h resonance frequency, No
is the number of observations (e.g., observed number of stories), and i is the obser-
vation location/story of interest. Knowing the damping ratios, the quality factor, Q,
of the building can be estimated. For homogenous materials, the quality factor does
not typically depend on the frequency of the oscillation [Knopoff et al., 1964, Aki and
Richards, 1980].
For assembling a damping matrix, C, using Rayleigh's assumption [Caughey,
1960], two damping ratios are required. Note that, this assumption yields classical
normal modes (undamped modes) for linear dynamical systems. The proportional
damping matrix is a linear combination of the stiffness matrix, K, and the mass ma-
trix, M as shown below
C =aM+K (2.4)
where oz and 13 are the proportionality constants that can be found using any two
damping ratio estimates. It is reported that this assumption performs well enough
with the experimental building data [Chopra, 2001]. Therefore, throughout this work,
using Equation 2.3, we estimate the damping ratios that correspond to the first two
resonant peaks of the frequency response functions of the extracted waves (see Figure
2-6).
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Figure 2-6: This figure briefly explains the linear fitting for the filtered IRF envelopes
around a resonance frequency for damping parameter estimation. Amplitude decay
of the waves only depends on the intrinsic attenuation of the building. Each curve on
the bottom plot represents a different story. After the fitting, the damping ratio is
calculated by averaging the slopes of each story. These damping parameters are also
used to form the damping matrix using Rayleigh's assumption in the model updating
part of our procedure.
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2.4.2 Wave Velocity Estimation
We used two different methods to calculate shear wave velocity variations: 1) the ar-
rival picking method (APM), and 2) the stretching method (SM). The wave velocity
variations can then be used to detect changes (e.g., damage) in a structure.
Shear wave velocity can be estimated based on the extracted IRFs by tracing the
first crest of the shear wave that travels upwards from the reference source location.
Therefore, in APM, the wave velocity is determined by fitting a linear line, in a least-
square sense, to wave travel times (time of arrivals of the first peaks) and wave travel
distances (story elevations). The slope of the fitted line corresponds to the shear-wave
velocity of the structure. Figure 2-7 illustrates the procedure. Note that, this method
can be used when deconvolution is calculated with a virtual source at the roof level
as well. For a structure that is excited by an earthquake, Snieder and $afak [2006]
showed that selecting the roof level as the reference yields one acasual up-going wave
and one causal down-going wave.
In SM, instead of calculating the absolute wave velocity, the relative velocity vari-
ations are calculated by assuming that a homogeneous velocity change takes place in
the medium. In seismology, this method is mainly used for measuring the perturba-
tions of the coda-waves.
The mathematical framework of the SM is given below. Assuming that a small
(to the first order) constant velocity change, 6v, takes place at every point in the
space of the medium of propagation, the altered wave travel time can be expressed
as [Snieder, 2006, Wegler et al., 2009
to + T = I ds I -6V)ds (2.5)
s o+ b vis t 0o
where, to is the travel time before perturbation, vo is the original wave speed in the
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Figure 2-7: By tracing the propagating pulse from the ground level to the top of
the building, intrinsic shear wave velocity of the building can be estimated as v =
HBuilding/Tarrival. Note that, IRFs shown in the figure are causal waves and the
selected reference signal (source) for the deconvolution operations is the lateral motion
(e.g., acceleration-time series) of the ground level.
medium, S is the path of integration, and T is the extra travel time after the change.
In Equation 2.5, to can also be represented by the wave travel distance and the initial
speed of propagation. This gives
6 V o ds
T= 2 ds= v) (2.6)
Therefore, using equation 2.6, extra travel time after the change can be written as
follows
whee = t (2.7)
where we introduce E, a new dimensionless coefficient, namely the stretching coef-
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ficient. Essentially, by stretching the current wave, that travels in the perturbed
medium, along the time axis to maximize its correlation to a reference wave, an
optimal stretching coefficient can be determined. This coefficient, 6, represents the
velocity variation of the current waveform with respect to the reference wave velocity,
as it is expressed in equation 2.7.
First, we express the stretched waveform as
fE(t) = fcur(t(1 - (2.8)
where f4"'(t) denotes the current (e.g., damaged IRF). Then the correlation coeffi-
cient C(E) can be calculated as follows
ft2 fE(t)fref(t)dtC(6) = __ t (t) dt (2.9)
( ft2 ' f ref (t) 2dt)
where fref(t) is the reference trace (e.g., undamaged IRF), fE(t) is the stretched wave
(Equation 2.7), and t1 and t2 represents the starting and ending points of the lag-
time parts of the interest along the wave. The maximum correlation coefficients and
the respective stretching coefficients are found by grid search for each measurement
channel. Figure 2-8 illustrates the general procedure. Note that, since we are working
with discrete signals, therefore, after the stretching operation, interpolation is nec-
essary to directly calculate the inner product of the stretched and reference signals.
We use one of the most used schemes, namely, cubic spline for data interpolation.
Moreover, for the work that is presented in this thesis, correlation coefficients are
calculated using the default MATLAB function 'corrcoef' (for documentation, see
https://www.mathworks.com/help/signal/correlation-and-convolution.html).
There are two significant remarks about SM : (1) Resolution of this method de-
pends on the interval size of each point on the grid. For a given stretching coefficient
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interval, e.g., -0.1 to +0.1, increasing the number of trial points would provide a
better resolution in velocity variation estimations, but a linear increase in the num-
ber of intervals on the grid would cause an exponential increase in the number of
required operations (this depends on the interpolation scheme as well) for calculating
the maximum correlation coefficient. (2) Estimated values for the maximum correla-
tion coefficients do depend on the selected time periods of interest along the waves.
For example, in the SHM context, later parts (i.e., coda ) of deconvolved waves, with
the virtual source at the ground level, predominantly contain the fundamental mode,
as its attenuations is more gradual. Initial parts of the waves, however, contain su-
perposition of many overtones.
Reference
Trace
Stretching
operation
Current
Trace
(Damaged)
Figure 2-8: In SM, relative velocity variations are estimated by assuming a spatially
homogeneous velocity change in the medium. Stretching the current (damaged) trace
along the time axis with a certain stretching coefficient is expected to form a waveform
that correlates well with the reference trace, and this coefficient represents the velocity
variation (see Equation 2.7).
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2.5 Illustrative Example: Deconvolution Based Seis-
mic Interferometry
To better understand the deconvolution-based seismic interferometry procedure, we
numerically generate the synthetic shear waves that propagate within the building by
using the following parameters: H = 10 m, V = 1 m/s, 1/2Q = 0.01, R = 1(reflection
coefficient), Fs = 10 samples per second. Initial acceleration disturbance enters the
building at the sub-basement level ( Floor # -1) at t = 0 secs (Hence, initial pulse
arrives at t = 1 sec, see Figure 2-9). Propagating disturbance/pulse has a Gaussian
shape ( .A(0, 1) at the sub-basement level).The inter-story height is taken to be 1
meters.
We then assume that we have, in total, eight accelerometers installed on each floor
except the subbasement level and the roof level. Using Equation 2.1, with C = 0.1%,
we deconvolve the waves with respect to both the signal recorded at the basement
(Floor # 0) and the top floor (Floor #7). The soil-structure interaction effects are
not considered.
Figure 2-10(a) shows that deconvolution with respect to the ground floor, creates
a system that is fixed at the reference level. As it is mathematically shown in Snieder
and Safak (2006), deconvolved waveforms have different boundary conditions i.e.,
R = -1. Additionally, by tracing the first wave peak of the extracted waves, it can
be seen that extracted waves travel in the same speed as the simulated shear waves
of the toy numerical building model. Through the application of the arrival picking
method (see Figure 2-11) we demonstrate that the estimated shear wave velocity after
deconvolution is 1 m/s.
As shown in Figure 2-10(b), using the top floor's record as the reference signal,
we produce waves with both causal and acausal parts. For estimating the shear wave
velocity of the building using the deconvolved waves, only the acausal part should
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Figure 2-9: Simulated shear waves that propagate inside the building. The red dashed
line represents t = 0 secs. Note that, the simulated numerical model does not contain
any soil-structure interaction effects. Reflection coefficient at the sub-basement level
is taken to be 1. As the pulse propagates within the structure, it gradually attenuates,
with 1/2Q = 0.01.
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Figure 2-10: Simulated shear waves (black) and extracted deconvolved waves (blue)
that propagate inside the building. Deconvolution operation changes the boundary
characteristics of the structural system. Note that Auto-deconvolution at the refer-
ence level yields delta-like function.
be used. By using the APM, almost the exact shear velocity can be computed (see
Figure 2-12). Snieder and $afak [2006] utilizes both up-going and down-going pulses
for their velocity calculations, yet, as it is illustrated in this example, their approach
could produce inconclusive/wrong velocity estimates. Note that, causal parts of the
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Figure 2-11: Estimated shear wave velocity of the deconvolved waveforms is 1 m/s
using the APM. Arrival times and distances of the traveling pulse is used to estimate
the velocity. Since there is no noise and dispersion in our numerical toy model, APM
gives the exact velocity with no error.
waves are highly correlated with the bandwidth of the input pulse.
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Figure 2-12: Estimated shear wave velocity of the deconvolved waveforms is 1.01 m/s
using the APM. Arrival times and distances of the up-going (acausal) traveling pulse
is used to estimate the velocity. Note that tracing the wave peaks that are in the
causal part could yield wrong estimates.
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Chapter 3
Bayesian Model Updating Framework
This chapter evaluates the methods in the second step of our 2-step computational
structural health assessment tool, given earthquake or induced vibration data. This
stage could be called the parametric identification step that is realized through the
Bayesian Inference. This chapter starts with the portrayal of the probabilistic model
updating framework. We introduce the Bayes' Theorem, explaining what each term
indicates. We present a literature review, with an emphasis on the model-based
SHM perspective. Then, we describe the mathematical framework for the hierarchi-
cal Bayesian inference. After defining the noise characteristics that let us formulate
the likelihood function and the prior probability densities, which represent our initial
beliefs about the system parameters, we derive the analytical form of the posterior
probability density functions. Finally, we present MCMC sampling technique and
describe how we identify the model parameters and quantify the uncertainties. Vari-
ations in the probability density functions of the updated model could be used as
damage indicators (e.g., local loss of stiffness) if an intact-baseline model exists.
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3.1 Probabilistic Model Updating
Finite element modeling certainly plays an essential role in today's engineering design
and analysis. Commercially available softwares are now extensively used in various,
if not all, engineering practices. It is based on the discretization of the continuous
physical systems via mathematical relations (e.g., local interpolations) that describes
the governing kinematics and material laws [Bathe, 2006]. Effectiveness and relia-
bility of the finite element analysis (FEA) highly depends on the capability of the
selected mathematical models as well as the implemented numerical recipes.
In structural engineering, considering all the modeling and parametric uncer-
tainties, (e.g., variability in material properties, boundary condition idealizations,
unexpected dynamic loadings, disregarded nonstructural components, discretization
assumptions, etc.), the Bayesian framework offers a robust and rigorous basis for
structural monitoring and consequent reliability evaluation. In the last couple of
decades, significant effort has been devoted to the study of Bayesian inference and
its applicability. It is now well established in the SHM community, mainly thanks
to Beck [Beck and Katafygiotis, 1998] and his co-workers, and is also appealing for
further research, as it offers information theoretic interpretations. This framework
is based on the Bayes' rule (see Equation 3.4), which was introduced by Thomas
Bayes (1701-1761), an english mathematician and philosopher, in his work entitled
'An essay towards solving a problem in the doctrine of chances', which was published
after his death in 1763. Essentially, Bayesian probabilistic framework specifies how
to characterize and control the uncertainty regarding the models as well as the pre-
dictions [Ghahramani, 2015]. It is important to note that even though the framework
is conceptually straightforward, learning reliable models from the data leads to com-
putational challenges (e.g., marginalizing).
The Bayesian system identification can be divided into two classes: (1) paramet-
ric identification, (2) model class selection [Yuen, 2010]. For parameter identifica-
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tion(e.g., structural stiffness, damping coefficients, etc.), the proper mathematical
model of the system is assumed to be known/given with unknown parameter values.
However, in model class selection (sometimes called system classification), the aim is
to discover the proper mathematical model that could represent the physical phenom-
ena out of the different plausible models (e.g., Coulomb friction vs. viscous friction).
3.2 Literature Review
As briefly mentioned in Chapter 1, the aim of model updating is to maximize the
agreement of the mathematical abstraction/ model of the physical process of inter-
est with the measurements, such that, the potential future of the system could be
accurately predicted. Mathematical models (e.g., linear, non-linear, ARMA, etc.)
are defined by a set of system parameters that govern the input-output relationship,
and these parameters could be described either as (1) probability distributions or
(2) precise values [Simoen et al., 2015]. The latter description requires the deter-
ministic model updating schemes (e.g., least-square based optimization) to solve the
inverse problem and determine the ideal set of parameters. These procedures essen-
tially minimize the objective function that characterizes the discrepancy between the
model and the observed data, providing point estimates for the system parameters.
On the other hand, a probabilistic description of system parameters inherently speaks
for the incomplete information and unavoidable uncertainty, especially from the per-
spective of the Bayesian school of thought [De Finetti, 1974]. Ability to quantify
the parameter estimation uncertainties immanently through observing the updated
probability distribution functions provides extra robustness. However, probabilistic
schemes could demand excessive computational power as the number of updating
parameters increases. For example, drawing independent samples to approximately
describe the posterior of the distributions of the system parameters is a challenging
yet critical task.
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System Identification based on the Bayesian statistics could be traced back to
Peterka [1981], who argues that, conceptually, the Bayesian notion of probability,
in which the measure of subjective knowledge/suspicion is updated with further in-
formation ( e.g., data), could provide a coherent system identification theory. He
illustrates that the Bayesian logical system could serve as a rational basis for param-
eter estimation, output prediction, and most importantly, control.
In the SHM context, in their seminal paper, Beck and Katafygiotis [1998] intro-
duced the comprehensive Bayesian system identification and model updating frame-
work for the first time. They identified the difficulties of the structural model updating
as (1) incompleteness of the dynamic response data (e.g., limited number of available
sensors), (2) existence of inevitable measurement noise, (3) problem of structural sys-
tem classification (e.g., incorrectly constructed mathematical model) (4) difficulties
in choosing a set of parameters for calibration (e.g., change in the dynamical behav-
ior may not be represented entirely using finite number of modal features), and (5)
insufficient prior information about the structural system (e.g., its complete topol-
ogy). Therefore, considering the nature of the problem (e.g., sources of errors), the
authors argued that model updating could be best embraced as a statistical inference
problem. They illustrated that by inserting randomness into structural-system mod-
els (stochastic embedding), identification/model updating problem could be solved
through the Bayesian statistical framework. Here, structural-system (i.e., M) defines
the relationship between the model output and the model input. They incorporated
the randomness through establishing a parameter that represents the difference be-
tween the model response and the system response, namely, the observed prediction
error. They commented on the identifiability of the parameters and handled the
ill-conditioned (locally identifiable) nature of the updating problem. Finally, they
provided an asymptotic approximation strategy for the updated PDFs.
One of the first examples of an automated, online monitoring framework that uti-
lizes a probabilistic damage measure is presented by Vanik et al. [20001. The authors
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benefitted the series of extracted modal parameters from the data in order to up-
date the structural model's stiffness parameters continually. Employing a Bayesian
framework, they accounted for the unavoidable errors. Marginal distributions of the
parameters were calculated through asymptotic expansions. They defined an alarm
function with a certain threshold in order to be able to compare the likely dam-
aged (e.g., most recently extracted) marginal PDFs with the baseline/intact marginal
PDFs. Finally, they illustrated the performance of their approach by studying the
synthetic ten story shear type structure model. They reported that for the progres-
sive damage case, more carefully adjusted damage measures (alarm level) are required.
Beck and Au [2002] proposed probabilistic reliability assessment tool utilizing
adaptive Markov chain Monte Carlo (MCMC) technique to evaluate the derived in-
tegrals of structural performance criterions (e.g., the probability of exceeding a cer-
tain inter-story drift ratio). The authors, briefly clarified the characteristics of the
Metropolis-Hastings Algorithm [Hastings, 1970, Metropolis et al., 1953] as well as the
expected difficulties of utilizing this computational technique (e.g., correlated sam-
ples). They argued the importance of the proposal PDF on the acceptance rate simu-
lated states. To overcome the aforementioned challenges, they proposed an adaptive
simulation method that resembled the simulated annealing concept. They assessed
their approach on various illustrative cases and confirmed that the simulated samples
represents the updated PDFs accurately.
Unlike most FEM updating schemes that utilize the sparse modal data, Yuen et al.
[2006] presented a Bayesian updating approach that does not require mode matching,
that is, to detect which model mode corresponds to which measured mode. They
introduced the notion the called 'system mode shapes'. The authors estimated the
final posterior by utilizing a Gaussian distribution that centered around the optimal
model parameters, which were found by minimizing the goodness of fit function. They
validated that their SHM approach works successfully, even though the modal data
lacked some of the modes.
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Nichols et al. [2010] developed a non-linear structural system identification ap-
proach that made use of the noise contaminated free decay response of the system.
This article is particularly beneficial, since exteremely detailed descriptions of MCMC
methods, specifically Gibbs sampling, are provided. They recommended and utilized
the conjugacy concept (i.e., conjugate priors) in order to facilitate the sampling of
the augmented posterior PDFs. Additionally, they proposed an adaptive MCMC
technique, so that they could complete the chain with a proper acceptance rate of
30 to 50 percent. They verified their approach by studying MDOF non-linear sys-
tems. However, the key limitation of this research is that authors presupposed the
correct form of non-linearity and performed the identification afterwards. The real
practical challenge, which is the detection of the correct function that represents the
non-linearity, was not discussed.
The aforementioned studies take a representative finite element model class (e.g.,
linear mass-spring-dashpot system with the gaussian likelihood function) as a priori
and employ the Bayesian updating framework to perform system identification. In
his seminal article, Beck [2010] rigorously derived a Bayesian logic, and then pre-
sented that this predictive analysis scheme could be more advantageous if the model
class assessment is blended into the decision process. He argued that detecting the
most suitable model class from the data is particularly important in estimating failure
probabilities, because these calculations can highly depend on the selected class of
models from a set of candidate models.
Utilizing the concepts from information theory and statistical physics, Green
[2015] proposed a data annealing algorithm for non-linear system identification. He
argued that considering the computational cost that comes along with the large vol-
ume of data, selecting the most informative batch is significant, especially if the
objective is to update/learn a complex physics-based model. Additionally, Green
validates the relationship between the informativeness of the data and the Shannon
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entropy utilizing the Fisher information matrix.
3.3 Bayesian Framework
In this study, extracted time-histories of deconvolved waves (IRFs) are used to esti-
mate the physical parameters of a finite-element model by making use of a proba-
bilistic model updating scheme (see Figure 3-1). In our case, the fundamental aim
of structural model updating is to minimize the gap between the predicted and the
measured IRFs by quantifying a set of model parameters, 6 E RN xl. The mathe-
matical model class M (e.g., shear beam, bending beam, etc.) is considered to be
suitable for the earthquake shaking.
Herein, we consider a linear shear beam model with No degrees of freedoms
(DOFS), which is suitable to capture the dynamics of medium-rise and high-rise
buildings. As shown in Figure 3-1, this model can be portrayed as a chain of lumped
masses that are consecutively connected by springs and dashpots. The mass matrix,
M c RNxNo, is assumed to be fixed as our FEM gets updated. As previously men-
tioned in Chapter 2, we construct C, the damping matrix, by using Equation 2.3 and
Equation 2.4. We parameterize our stiffness matrix, K C RNOxNo , by, 60, i = 1, ... , No
where each Oi represents ith story's lateral stiffness. Our model class M, the behavior
of the structural model, is governed by
M(0)4(t) + C(O, CaR, /R)q(t) + K(O)q(t) = f (t) (3.1)
where, f(t) E RNOx1 represents the forcing function (e.g., inertia forces during
earthquake shaking) and q(t) E RNex1 represents the generalized displacement re-
sponse. Considering the topology of our model, band-limited (tri-diagonal) stiffness
matrix can be expressed as follows
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where, ki corresponds to the inter-story stiffness
Similarly, mass matrix can be written as
M mi
M =
iN. ]
of the structure (see Figure 3-1).
(3.3)
No x No
where, mi represents the story mass. One should observe that in our study, we assume
the components of the mass matrix is known as a priori.
Then, the Bayesian framework [Beck, 2010] for a given model class M, a measure
of plausibility of the joint parameter vector 0, given the data D is given by
p(A D, M) = p(Df1, M)p(81M)p(D M) (3.4)
where, p(6|M) represents the prior belief in the plausibility (PDF) of 6, which is
generally based on engineering intuition (or initial FEM), p(6ID, M) represents the
posterior/updated PDF after the newly acquired information, p(DIM) is called the
evidence, and finally p(DI6, M) is termed as the likelihood. The evidence can be
considered as a normalizing constant and can be expressed as follows
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(3.2)
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Figure 3-1: We utilize a linear shear beam model, which is suitable to capture the
dynamical characteristics of medium-rise and high-rise buildings. The model consists
of a chain of lumped masses, which are consecutively linked by springs and dashpots.
This type of arrangement leads into band-limited structural matrices (i.e., M, K).
p(D|M ) = Jp(D|6OM )p(6|M)d6 (3.5)
where, 8 represents the whole parameter space. Even though it does not have any
influence on the form of the posterior PDF, it is of great significance in the model
class evaluation. The data, D, might be the response time-series or the extracted
modal data. The likelihood function, p(D|6, M), represents the plausibility of the
new data/information/observation given a set of parameters. It provides a degree of
compatibility between that data and the model parameters, therefore, plays a ma-
jor role in the Bayesian inference. It could be thought of as a weighting function
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that assigns different weights to the different model parameter sets according to the
measured data and the adopted probability and system model. Note that as the num-
ber of observation/data points increases, the significance of the likelihood function
increases in the inference/updating process, therefore the final posterior distribu-
tion is asymptotically normalized likelihood [D'Agostini, 2003]. Essentially, Bayesian
learning is the correction of the prior information of the model parameters p(8.M),
through the data D. Acquired posterior, i.e., the learned model p(6|D, M) could be
used as the new prior assumption for the future data. It is important that, even in
the presence of abundant data, the Bayesian model updating still differs from the
maximum likelihood estimation, e.g., Bayesian non-parametric models [Ghahramani,
2015]. Additionally, the hierarchy of the phenomena could be incorporated using the
full Bayesian approach.
The Bayes' theorem can be used to express the model class selection as follows
p(Mj ID) = P(D~M~)p(Mj) (3.6)
p(D)
where, M is a candidate model class in a set of model classes where, j 1, ... , NM
and NM represents the total number of model classes to evaluate. It is customary to
compute the Bayes factor, /3fjj, of two model classes or hypothesis which is expressed
as
p(D|Mg)#fi = I.4j (3.7)p(DIA~j)
We do not assess the plausibility of different model classes, therefore, in order to
simplify the notation, we hereafter will omit M in our equations and assume that the
model class is known.
In this study, the data, D, assuming observation in every DOF of the FEM, can
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be represented as follows [Sun et al., 2017]
S(zi, ti) ... S (ZI tNt)
'D = '-. (3.8)
S(zNt, tN)
Where, Nt represents the total number of time steps on each channel of measurement
and S(z, t) denotes the IRF at z (see Equation 2.1).
3.3.1 Likelihood Function
Through stochastic embedding, we can formulate our prediction error, 6(t) E RNox1
which is the difference between the extracted/measured IRFs and the predicted IRFs,
as follows
6 (zi, tj) = S(ziI tj) - $ (0, 1zi, tj) (3.9)
where, S(zi, tj) is the measured IRF, S(O, zi, tj) is the extracted IRF at time tj and
height zi. Note that No represents the number of data channels, i = 1, 2, ... , No and
j = 1, 2, ... , Nt. In this study we assume observation in every generalized degree of
freedom, therefore, No = No.
Prediction error encapsulates both the modeling errors and the measurement er-
rors. Applying the Maximum Information Entropy [Jaynes, 1957] concept, we model
our prediction error as a zero mean Gaussian process, namely, e(z, t) ~ A((O, E),
assuming equal variances, E = a-2I, where, I C RNOxNO is the identity matrix. This
means that, for every measurement channel, i, c(t)ithchannel corresponds to a sequence
of independent and identically distributed (i.i.d) samples from a Gaussian distribu-
tion that has zero mean and a 2 variance. Herein, the independence notion is not
associated with causality, it rather relates to information independence [Beck, 2010,
Sun and Betti, 2015]. Then, we construct our generative probability model, likelihood
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function, as follows
NON,
p(D6,) { 27rcr2 exp -22 S (8, t ) - S(0,t) (3.10)
j=1
where, I. stands for the Euclidean norm. Note that single call of the likelihood func-
tion demands No x Nt simulated data points. This function describes the probability
model of the data, given a set of model parameters. The summation term in the ex-
ponent of the exponential function speaks for the discrepancy of the structural system
and the respective model. It constitutes the basis of maximum likelihood estimates.
It is typically called the goodness-of-fit function, J(6) which can be expressed as
Nt
J(6) = 5 |5(e, tj) - S(o, tj)12 (3.11)
j=1
Depending on the complexity of the parametric model, number of variables, and du-
ration of interest, computing J(6) can be computationally demanding.
Observe that or2 is also considered as an unknown parameter and estimated
right along with the model parameters. Therefore, we apply a hierarchical Bayesian
inference, in which the augmented posterior PDF can be expressed as [Sun and
Biiyiik6ztiirk, 2016j
p(o, U2 ID) c p(D1O, 02 )p(6)p(cx 2 ) (3.12)
where, p(6) is the prior multivariate PDF of the parameters, and p( 2 ) is the prior
PDF of prediction error variance.
3.3.2 Prior Probability Distributions
Prior PDFs, in the Bayesian inference, represent the current knowledge about the
structure model parameters (i.e., O's) before any updating or identification through
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the available data. If very limited information is available, in some problems, it is
taken as a constant to make it blend with the normalizing constant. One other pop-
ular choice is based on the notion of conjugacy, that is, if the likelihood function is
conjugate to the prior PDF, then, the resulting posterior PDF ends up having the
same mathematical form with the prior.
For our prior PDF of the model parameters, we herein use multivariate Gaussian
distribution, M(0 0 , Eo), where the choice of mean parameter vector 60 c RN6x1 and
the covariance matrix Eo E RO"O depends on the engineering judgment or the triv-
ial structural model from the drawings. Here, mean parameter vector, 6 o is given by
00 = [01,02, . .. , ON]T (3.13)
where, O is the mean value of the respective parameter (e.g., lateral stiffness of the
second story). Similarly, assuming independent parameters, Eo can be shown as
01 ...
E = (3.14)
0 ... O N
- ONO- No X No
and finally, multivariate prior p(8) can be described as
No
p(0) = Jl p(0i) (3.15)
i=1
Thus, following Equation 3.13, Equation 3.14, and Equation 3.15, we can derive the
final form of our prior PDF as
11
p() exp (-- O)TE 1( 6 - 00) (3.16)V(I2-FE o| 2
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Since the prediction error variance o.2 is always positive, utilizing the conjugacy con-
cept, we model its prior PDF as an inverse gamma distribution, p(o.2) ~ IG(a, #I),
with positive constant hyper-parameters a and /3, which are chosen extremely small
to retain a non-informative prior (e.g., a = 10-, 3 = 10-6). Inverse Gamma distri-
bution can be formulated as
P(.a, () Cr2 exp - 2
where, '(.) corresponds to the Gamma function.
3.3.3 Hierarchical Bayesian Framework
Substituting the likelihood function and the priors (Equations 3.10, 3.16, 3.11, and
3.17) into Equation 3.12, the final form of the augmented multivariate posterior PDF
can be observed as follows(O~) N0ZNtp(8, a' ID) OC ( exP{ 1 ( -H-3) 0 ( 08)
(3.18)
Note that p(. 2 6, D) is analytically obtainable, given the model parameter vector 6,
and it follows an Inverse Gamma distribution, IG(a, b), (see Equation 3.17) according
to
(~-,)  NNt
p(Ou2 jo ID) C< 0 2 exp -I (J() +/)
where, the parameters a - NONt +a and b - J(O) + . Using Equation 3.19 facilitatesr s2
our sampling procedure, since most statistical toolboxes provide built-in sampling
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(3.17)
(3.19)
implementation for Gamma distribution.
Since the implicit analytical expression for the posterior distribution in Equation
3.18 requires multi-dimensional integrals of a very complicated expression in order to
calculate the desired marginal parameter distributions (for model parameters), the
Markov chain Monte Carlo ~ MCMC method is employed. Figure 3-2 portrays the
Bayesian learning procedure using MCMC methods. Details regarding the sampler
are described in the following section. On the other hand, for the prediction error
variance, samples can be drawn from the expression shown in Equation 3.19 for a
given 0. We sequentially sample a2 and Oi's, similar to Gibbs sampling scheme. Note
that utilizing the Markov Chains that effectively represent the multivariate posterior
distribution, p(0, o'2 D), one can compute the maximum a-posteriori estimate (MAP)
of each model parameter along with the posterior covariance matrix. The latter pro-
vides an insight about the correlation in between model parameters and a quantitative
measure of uncertainty related to parameter vector 6 [Au, 2012].
3.3.4 Sampling Posteriors: MCMC methods
In general, the Monte Carlo methods (MCMs) can be defined as the numerical schemes
or algorithms that enable us to assess analytically intractable or unavailable math-
ematical problems (e.g., integration problems, optimization problems, etc.). The
purpose of MCMs are: (1) to draw samples from given probability distributions, and
(2) to compute expectations of functions (e.g., failure probability) under a probability
distribution of interest [MacKay, 2003]. The main idea is to make use of the ran-
domness via generating endless sequence of i.i.d. random variables through making a
call to a random number generator which is computationally demanding. The power
of MCMs were initially recognized by physicists who were using these schemes to
calculate high dimensional integrals.
The Bayesian framework yields complicated high-dimensional, joint posterior dis-
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Figure 3-2: In the Bayesian framework, prior PDF represents our initial/current
knowledge of the parameters. After incorporating data, through the constructed like-
lihood function, we end up having an expression for the posterior PDF (see Equation
3.18). Implicit analytical expression for the marginal posterior distributions requires
multi-dimensional integrals of a very complicated expression, therefore, in Bayesian
learning typically MCMC methods are utilized to draw samples from the marginal dis-
tributions that represent the updated knowledge of the parameters of interest. This
figure briefly illustrates the sequential information state about a parameter before
and after updating.
tributions. Therefore, drawing independent samples utilizing typical MCMs, such as
importance sampling or rejection sampling, is difficult since they require proposal
distributions (that we know how to sample) that are similar to the distribution (e.g.,
unnormalized posteriors) we want to sample. On the other hand, methods based on
the Markov chains, such as Gibbs sampling, Metropolis-Hasting algorithm, Hamilto-
nian Monte Carlo, and slice sampling, effectively allow us to draw dependent samples
that eventually represent the target posterior distributions. The stated simulation
procedure is named as Markov chain Monte Carlo (MCMC) methods. See Murray
[2007] for a comprehensive review on the subject.
The Metropolis-Hastings (MH) algorithm is one of the most widely used MCMC
scheme that provides stationary samples around the target distribution. The main
idea of the MH is to make use of the current state, say 6 (t), in proposing the
next state, 6 (t+1) via a user defined proposal PDF that depends on 0(t). The out-
put of successfully implemented MH algorithm is a sequence of parameter samples
{0(1), 6(2), ... , 6 (t),... } that represents the target PDF. Note that, in this study the
target distiribution is the unnormalized posterior, p(6, U2 1D) that is shown in Equa-
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tion 3.18.
The MH algorithm can be described as follows. Suppose we want to draw sam-
ples from a target PDF 7r(O) that is not normalized. In every iteration, say th, the
algorithm produces a tentative candidate state 0' by drawing a sample from the user
defined proposal PDF, q(0'J0-(1-), which is conditioned on the previous state 0(i-1).
The density q(0'|0(-1)), for example, can be a Gaussian with a mean value of 0 (i-1) if
theta is one dimensional. Then, the proposed state is accepted with the probability
r i 7(0') q(60- 0') (.0r = min 1 r(0(i-1))q(0'0(i-1))' i (3.20)
Adopting this acceptance rule means that, if the defined ratio r, is bigger than 1,
then the candidate state is directly accepted, 0 ) = 0', if not, the candidate state is
accepted with probability r. If the state is rejected, then O) = 0(-1). Therefore,
rejection leads to the same values for two successive samples.
Using a symmetric proposal density q(. .), will cause a cancellation in Equation
3.20. Consequently, the algorithm then simply compares the target densities at the
candidate state, 0', and the previous state, 0-1), and mostly moves around the higher
density regions. This is the initial Metropolis algorithm. Random-walk procedure
is repeated until the chain arrives at its stationary state. Since the algorithm is
initialized with a user-defined (mostly arbitrary) state, the samples from the non-
stationary initial part of the corresponding chain are discarded. The part of the
chain that is used to describe the target distribution is called the 'retained period',
whereas the discarded portion is called the 'burn-in' period. Note that the MH
algorithm is conclusive independent of the preferred proposal density q(. .). However,
small adjustments can play a significant role in its estimation properties such as its
convergence rate [Yuen, 2010]. Proposal distributions and its parameters (i.e., step
size) are generally decided by carrying out various attempts. An adaptive MCMC
approach, typically adjusts the corresponding random walk parameters during the
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sampling. A typical aimed acceptance range changes between 20% and 60%. Since
there is a correlation in between samples, drawing effectively/ adequately independent
set requires substantial computational time. Even the description provided above
considered a one-dimensional sampling problem, the MH algorithm is suitable and
extensively used for high-dimensional problems as well (i.e., 0 -+ 6 and q(0'1.) -
q(0'1.)).
Another popular MCMC method for multivariate problems is called the Gibbs
sampling [Geman and Geman, 1984]. It is mainly preferred when the target distribu-
tion r(8) is too complicated to work with, yet the conditional probability densities,
7r(Ok101, 02, ... , O(k-1), 0 (k+1), ... , ON,) for k = 1, 2, .. . , No, are accessible. It is essen-
tially a Metropolis method with an acceptance rate identical to one. The proposal
density in every iteration is arranged by conditioning the target PDF parameter we
wish to sample on every other parameters' most recent sequence value. This proce-
dure could be described as follows. Let us say we are at the p'4 iteration and we want
to sample the parameter 0('), assuming we sampled the previous k - I parameters for
this iteration, where k spans the whole model parameter space. Then, O(7) is drawn
from the following conditional distribution
W) ~ 7((p) 10(p), OW ',...,6" ,OW ,...,) ) (3.2
This procedure is repeated with updated values of the parameters until the prede-
termined chain length is sequenced or some other convergence criteria are assured.
Note that, selecting conjugate priors for parameters (or group of parameters) yields
analytical posteriors that facilitates the GS procedure since conditional parameter
distributions (see Equation 3.21) are then derivable [Ching et al., 2006].
Proposed MCMC Sampler
In this study, to draw samples that effectively represents the derived posterior p(&, 2 ),
in Equation 3.18, we implement an MCMC sampler that is described as follows.
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Markov chains are created employing the Metropolis-Hasting algorithm, where we
update our state vector 6 systematically, one by one, similar to the Gibbs sampling
scheme. We use a Cauchy distribution, C(., .), (CD) as our proposal distribution, i.e.,
q(.1.), with a predefined width/step size. Therefore, each candidate sample model
parameter 0 f is drawn from the distribution expressed as
q(0'10('-l)) - 7FK (I+ ( k ) }1 (3.22)
where, K mainly governs the width of the distribution, and therefore, serves a step
size, and 0-) indicates the location of the maximum value of the density. CD is
preferred due to its larger tails compared to Gaussians, which is believed to be less
vulnerable to local traps [Green, 2015, Sun et al., 2017], i.e., random walk contains
incidental large jumps. For each Markov step, CD is centered on the current value of
the state component 0-i). If the candidate step resides in a higher probability density
region according to Equation 3.18, then it is accepted. If the chain moves into a lower
probability density region, however, the candidate state is accepted depending on a
Bernoulli trial according to Equation 3.20. The value of K is determined considering
the computation time and the ratio between acceptance and rejection through several
simulations. Additionally, note that we use the same step size, r', for every model
parameter.
As it is summarized in Algorithm 1, we initialize the sampler by specifying the
chain length, burn-in period length, beginning state of the parameter vector (start-
ing point of the random walk), prior distributions, step size - K, and the hyper-
parameters (i.e., a, 3) of the IG distribution. In every iteration, the value of pre-
diction error variance, which will be used in the next iteration, is sampled following
the Equation 3.19. For the same chain index, we use a constant a.2 . This algorithm
outputs the structural model parameter samples together with prediction error vari-
ance samples. Through a detailed inspection of the histograms of marginal posteriors,
quantitative structural health assessment is achievable.
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Input: total length of the chain Nm,, burn-in period length Nbi,
Hyper-parameters a and 3, prior pdfs for model parameters H(90 , Ee)
(Equation 3.16), arbitrary starting point for model parameter vector 0(o),
Rayleigh coefficients aR and OR, the mass matrix M, extracted IRFs S(z, t)
Compute structural matrices K(0(0 )),C(0( 0), aR, / 3R, M);
Initialize p +- 1;
Simulate S(z, t, K, C, M)(P);
Sample the prediction error variance p2(P> (Equation 3.19);
while p <= Nmc do
p - p + 1;
k +- 1;
while k <= No do
Generate the kth candidate model parameter
0' ~ C(o P-), r)
Update the candidate model parameter vector
0' <_ (Q(P) 0 (P) 0' O(P-1) (P-1))1 2 3'-- k-1k k+1 1 No
Compute new structural matrices K(9'),C(6', aR, /R, M);
Compute S(z, t, K, C, M)' - simulated IRF;
Compute r(S', $(p), S, o 2 P, 60, Eo) (Equation 3.20,3.18);
if Unif orm[0, 1] < r then
0~(p) 0,
$ (P) +-S';
else
end
k +- k + 1;
end
Sample the prediction error variance U2(P) (Equation 3.19);
end
Discard the parameter samples for p < Nb';
Output:Posterior samples of U2 and 0
Algorithm 1: Bayesian model6gpdating using extracted IRFs
Chapter 4
Validation
In this chapter, we employ our procedure and present the results. We initially study
noise-contaminated records of a synthetic 10-story shear-type structure. Ground truth
parameter values are then compared with the identified outcomes. We further our
analysis by examining the shake-table test recordings of a scaled 8-story steel structure
with different damage scenarios. Qualitative damage state diagnosis is achieved by
evaluating the corresponding shear-wave velocity variations of the structure. We
then update representative FEMs to quantify the posterior distributions of the model
parameters.
4.1 Numerical Study
To test the structural identification capabilities of our procedure, we first study syn-
thetic records of a 10-storey shear-type building model (chain model) that consists
of lumped masses that are consecutively attached by springs and dashpots. To sim-
ulate the response of the structure (e.g., acceleration-time series of each story) given
the base excitation, we make use of the state-space representation of the dynamic
equations of motion. The details are provided in the following section.
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4.1.1 State-space Representation of Dynamical Systems
This section presents the state-space modeling of dynamical systems. Consider the
Equation 3.1 that characterizes the dynamics of No DOFS linear and time-invariant
structural system through No second degree differential equations. Let us re-write
the Equation 3.1 including the base earthquake input, ii.. The resulting equation can
be expressed as
Mij(t) + Cl(t) + Kq(t) -Mlig (4.1)
where 1 E RNO xl is the rigid-body displacements vector and q(t) E RNO xl is the
relative displacements vector (i.e., fixing the coordinate frame as if the base is not
moving). By substituting the state vector x(t) = [q(t)T, 4(t)T]T E R2Nex1, which
is composed of displacements and velocities, and the observation vector y(t) =
[4(t) + 1ig] E RNOx1, which is composed of the absolute acceleration time series,
into Equation 4.1, we obtain
Ax + Bi9 (4.2)
and
Y Cx + Dag (4.3)
where A E R2NX2No is the system matrix and B E R2NoX1 is referred to as the dis-
tribution matrix. Since our source of input is earthquake which enters the structural
system at the basement level, inserting Equation 4.2 and 4.3 into Equation 4.1 we
obtain
0I
A = (4.4)
-M-NK -M-2C
-
- 2N x 2NO
70
0
B = (4.5)
-[-l2N x1
and
C = [-M-K -M-1C 1.2N (4.6)
D = 01] (4.7)
The general solution of the continuous system described by Equation 4.2, given the
initial conditions, x(O) C R 2N x, and the ground acceleration ii, is
x(t) = eAtx(O) + jeA(t'-)B i,(T)dT (4.8)
We simulate our numerical model utilizing the equation provided above.
4.1.2 Structural Identification of a Synthetic 10-story Shear
Type Building
We utilize a linear shear-beam model which is suitable to capture the dynamical
characteristics of medium-rise and high-rise buildings. The interconnection topology
of the discretized story stiffnesses and story masses of a shear-type building yields
a band-limited (e.g., tri-diagonal) and symmetric stiffness and mass matrices. Each
floor is modeled to have a fixed mass value of 100 metric tons, and a story stiffness
of 176.729 MN/m following the previous studies by Sun and Biiyiik6ztiirk [2016]
and Yuen et al. [2006]. The proportional damping matrix is constructed assuming
Rayleigh-Damping with a constant modal damping ratio of 3%. Note that, by using
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the state-space representation of the dynamic equations of motion, the synthetic
response is generated assuming a Gaussian white noise acceleration input, with a
mean of zero and variance of 0.01, at the ground level. Then each story's acceleration
response is recorded with a sampling frequency of 100 Hz as shown in Figure 4-1. To
account for the measurement noise the synthetic response records are contaminated
with a zero-mean Gaussian sequence with a root-mean-square (RMS) of 20% of the
clean signal that is recorded at the first story.
Figure 4-1 illustrates that the acceleration response amplitudes increase with the
story height. Note that since the modeled structure is linear, input ground motion's
amplitude does not matter for our identification purposes. PSD estimates of the
simulated acceleration-time series are illustrated in Figure 4-2. It is seen that the
first resonance mode has the highest power. The observed natural frequencies of
the model structure in our study match with the previously documented frequencies
(1.00, 2.98, 4.89, 6.69 and 8.34 Hz).
Simulated Acceleration-Time Series
Earthquake Inpu
(Gauissian noise) I I I I I
5 10 15 20 25 30 35 40 45 50 55 60
Time [s]
Figure 4-1: The simulated acceleration-time series of the modeled structure given a
gaussian ground motion. The model consists of a chain of lumped masses, which are
consecutively linked by springs and dashpots. This type of modeling arrangement is
typical for mid-rise and high-rise structures, and leads into band-limited structural
matrices (i.e., M, K).
Implementing our procedure, we first obtain the IRF estimates of each story using
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PSD Estimate of the Acceleration-Time Series
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Figure 4-2: Power spectral density (PSD) estimate of the simulated acceleration-time
series. Each story level is represented by a different color. Peaks are observed around
the natural frequencies of the synthetic model. As the story height increases, the
power of the corresponding acceleration signal increases as well. Note that, PSD
estimate of the extracted IRF estimates looks less noisy.
Extracted Impulse-Response Functions
I II I I I II
0 1 2 3 4 5 6 7 8 9 10
Time [s]
Figure 4-3: Extracted IRFs using the acceleration time series recorded at the ground
level of the structure as the reference signal in the deconvolution operation (see Equa-
tion 2.1). Each curve from the bottom to the top represents different story levels.
Amplitude reduction is evident.
the acceleration-time series recorded at the ground level as our reference signal for
the deconvolution operation. As it is illustrated in Figure 4-3, the amplitudes of the
IRF estimates decrease evidently. Note that, no amplitude reduction is observed in
simulated acceleration-time series. After computing the power spectral density es-
timates of the IRF of each story, which is shown in Figure 4-4, the damping ratios
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are estimated as 1 = 0.0306 and 2 = 0.0280 using Equation 2.3. An automatic
algorithm is implemented to determine the -3dB cut-off frequencies around the first
two dominant frequencies. The natural logarithms of the filtered envelopes and the
fitted lines are shown in Figure 4-5.
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Figure 4-4: Power spectral density (PSD) estimate of the deconvolved waves. Each
story level is represented by a different color. Peaks are observed around the natural
frequencies of the synthetic model. As the story height increases, the power of the
corresponding IRF estimate increases as well. Note that, -3 dB cut-off frequencies
are determined using the illustrated PSD estimate.
0.
0U
10
5
0
-5
-10
0 5
Time [Sec]
CL
LLI
10
5
0
-5
-10
10 0 5
Time [Sec]
10
Figure 4-5: Linear fitting for the damping parameter, 1,2 estimations. Note that,
prior to fitting, band-pass filtered (around -3 dB cut-off frequencies) IRF envelopes
around the first two resonance frequencies are evaluated. Each curve represents a
different floor (from the bottom to the top). The final coefficient values are estimated
by taking the average of slopes of the fitted lines.
The first 7.5 seconds of the extracted IRFs are utilized for the probabilistic FEM
updating scheme. The utilized signal duration is decided considering the resonance
frequencies of the structure, so that all the dominant modes can sufficiently contribute
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to the response. Our parameter vector 0 = [ki, k2 , . . . , k1o]' consists of 10 stiffness
parameters to update/identify/learn. We assume Gaussian priors with a mean value
of 140 MN/m, which is determined using the Rayleigh quotient notion, and the co-
efficient of variance (c.o.v) of 30%. We simulate Markov chains of length 20 x 103
with a pre-determined burn-in period length of 4 x 103 as it is illustrated in Figure
4-6. Samples are drawn using the described MCMC sampler i.e., Algorithm 1. The
step size, n, for the CD is taken as 4 x 105, which approximately corresponds to 0.004
of the average stiffness parameter order. The starting point of the chains, 0(0), is
set to be the mean value the respective prior PDF, i.e., 140 MN/m. We sequentially
sample the prediction error variance, a2 using Equation 3.19 with hyper-paramaters
a = 10-' and 3 = 10-6. Note that the value of the n is held fixed throughout the
sampling procedure. Table-1 summarizes the identification results.
10 x108 Markov Chains -ki
k2
k3
-_- k4
a- k5
E k6
IV,Ln - k7 s
"J -- k8
00 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 k9 2
Number of Steps 104
Figure 4-6: Markov chains, that effectively represents the marginal posterior distri-
butions of the stiffness parameters. Black dashed-line indicates the pre-determined
burn-in period, Nbi. Zoomed view of the initial parts of the burn-in period is high-
lighted. Chains become stationary approximately after 2000 iterations.
Figure 4-7 shows the histograms that effectively represent the identified stiffness
parameters. These histograms are constructed using the retained part of the Markov
chains. The solid red lines on each histogram depict the fitted Gaussian distribution.
These fitted distributions can later be used as the prior PDFs for further updating
with newly acquired data-set. Maximum a-posteriori (MAP) estimates of each model
parameter is denoted as ki where i = 1, ... , 10. It is seen from Figure 4-7 that updated
MAP stiffness values are really close to the original simulation parameters. The small
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Table 4.1: Identification results: the most probable value (MAP) of the updated
model parameters.
c.o.v values indicate small uncertainties in identified parameters. The largest error is
around 14% which is acceptable considering an error in the damping parameter esti-
mation and the high noise contamination. Note that, without the add-on noise the
identification error is around 3%, purely due to the identification error in the damping
coefficient (see Appendix A.1 for the noise-free identification results). The sampled
prediction error variance is illustrated in Figure 4-8. The MAP value of this param-
eter is estimated as &2 = 4.58 x 10-5 and denoted with a star in the corresponding
histogram plot. It is observed that the posterior prediction error variance PDF has
a very small standard deviation. The evident matching between the extracted IRFs
and simulated IRFs are shown in Figure 4-9 and 4-10. Better identification of damp-
ing parameters could increase the accuracy of the identification results. Furthermore,
more stable IRF estimates could be acquired using longer durations of response data
which could also decrease the identification errors.
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ki Identified value [N/m] % error c.o.v.(%)
ki 1.63 x 108 0.69 0.69
k2 1.66 x 108 5.79 0.72
k3 1.69 x 108 4.43 0.76
k4 1.83 x 108 3.62 0.92
k5 2.02 x 108 14.25 1.09
k6 2.01 x 108 13.98 1.42
k7  1.95 x 108 10.20 1.19
k8 1.74 x 108 1.42 0.96
k9 1.67 x 108 5.24 0.94
kjo 1.72 x 108 2.52 1.10
Identified value % error
3.06% 2.03 -
2 2.80% 6.79 -
ki =1.64e+08 N/m
% C.o.v. = 0.691
166 168
% C.o.v. = 0.76
166 168 170
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k5 =2.02e+08 N/m
172 174
k2 =1.67e+08 N/m
% C.O.v.=07
162 164 166 168 170 172
k2 [x106 N/mi
k4 =1.84e+08 N/m
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175 180 185
k4 [ x106 N/mi
k6 =2.02e+08 N/m
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k [ x106 N/m]
k7 =1.91e+08 N/m
205 210
% C.o.v. = 1.19
190
k7 [ x10 6 N/m]
k =1.64e+08 N/m
195 200
% C.O.. =0.94
158 160 162 164 166 168 170
k9 [x106 N/m]
% ~~.=1.42
190 195 200 205
k6 [ x106 N/m]
k8 =1.74e+08 N/m
I I'
165 170
160 165
175
k8 [ x106 N/m]
kIio =1.71e+08 N/m
170
k1O [x106 N/m
210 215
% C.o.v. = 0.96
180 185
C.o.v. = 1.10
175 180
Figure 4-7: Identification results of the numerical model. Each histogram effectively
represents the marginal posterior distribution estimate of the corresponding model
parameter, e.g., story stiffness parameters. The red line on each plot depicts the
fitted Gaussian distribution. The mean value of each model parameter is placed on
top of each histogram. C.o.v. values of the retained samples are indicated in the
figure legends.
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Figure 4-8: Histogram of the prediction error variance. Its estimated MAP value
is denoted as the star, and placed on the top of the figure as &2. The median value
is computed as 4.59 x 10'. Note that the representative samples are drawn using
Equation 3.19.
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Figure 4-9: Comparison of the extracted vs simulated IRFs/deconvolved waves of the
first five stories. Simulated time-series are produced using the point MAP estimates
of the model parameters. Observe that each Si corresponds to the ith story's IRF.
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Figure 4-10: Comparison of the extracted vs simulated IRFs/deconvolved waves of
the second five stories. Simulated time-series are produced using the point MAP
estimates of the model parameters. Observe that each Si corresponds to the ith
story's IRF.
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4.2 Experimental Study
For further validation, we evaluate our proposed SHM procedure using measurements
from a shake-table test which was operated by the National Center for Research on
Earthquake Engineering (NCREE), in Taiwan. The structure has a story height of 33
cm and accommodates steel columns that are connected with bolts (see Figure 4-11).
Each slab has the dimension of 43x45cm and an additional 50 kg mass is installed at
the center. The acceleration measurements were carried out along the weak direction
with a sampling rate of 200 Hz. Different damage scenarios were tested by loosening
the bolts at the floor joints, as is illustrated in Figure 4-12. In our study, we use the
dataset in which the base excitation was rescaled to match the ChiChi earthquake
with a peak ground acceleration (PGA) value of 0.07g. Note that, other tests with
different earthquake inputs, e.g., Kobe, El-Centro, were also performed. Recorded
acceleration response of the test structure is shown in Figure 4-13. It can be seen
that, the response amplitude amplifies with the story height.
E
0.43m
II
X dir.
9.45 m _
V dir.
E
a
U
a
-x
Figure 4-11: 8-story experimental structure and its dimensions.
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A
In particular, we worked on damaged scenarios where the bolt loosening occurred
at the connection between the first and second floors, denoted with D(1), and be-
tween the lowest three stories, denoted with D(2). Note that the intact/healthy state
is denoted by D(O).
Figure 4-12: Induced damage due to the loose bolt.
ChiChi Recorded Acceleration-Time Series
10 20 30 40 50 60
Time [s]
Figure 4-13: Recorded ChiChi earthquake response of the test structure. From the
basement to the top, each curve represents the acceleration response of the corre-
sponding story.
We first apply deconvolution based seismic-interferometry to get the IRF esti-
mates. Plotting the IRFs vs. the structural elevation, as shown in Figure 4-14 and
4-16, both up-going and down-going waves can be observed. Since the higher modes
die out more quickly, as illustrated in Figure 4-16, the later parts of the waves mostly
contain the fundamental mode of the test structure. Whereas it is observed from
4-14 that initial parts of the deconvolved shear waves consist of many overtones i.e.,
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superposition of traveling waves. Note that extracted IRFs from all studied damage
states are provided in Appendix A.2 (see Figure A-4)
Extracted Impulse-Response Functions - Unfiltered
0 1 2 3 4 5
Time [s]
Figure 4-14: Extracted IRFs using the recorded acceleration-time series of the ground
floor as the reference signal/wave. As the higher modes die out, the later parts of the
deconvolved waves demonstrate the resonance of the test structure.
In order to calculate the damping ratios through linear curve fitting using Equa-
tion 2.3, we first compute the PSD estimate of the extracted IRFs (see Figure 4-19).
Utilizing the band-pass filtered IRF envelopes, we compute the slopes of the fitted
lines and calculate the damping ratios respectively as 1 = 2.3% and 2 = 2.4%.
Note that, these damping ratios are used to construct the damping matrix, C, of
the structural FEM. Additionally, it is observed that the imposed damage on the
structure (i.e., state D(1) and state D(2)) alters the attenuation characteristics. We
then investigate the resulting wave-forms by observing the wave velocity variations
using both the APM and SM. Detailed explanations of these methods are provided
in Chapter 2.
In SM, stretching coefficient represents the relative velocity variation, and there-
fore, we first sampled 2000 stretching coefficients between 40% and -40%, then we
calculate the correlation coefficient of each stretched waveform with the reference
trace. It is noted that the reference trace for each story is selected as the initial three
second piece of the corresponding stories' intact IRF. Maximum correlation coeffi-
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cients and the respective stretching coefficients are then found by grid search for each
measurement channel. For example, Figure 4-18 demonstrates the deconvolved waves
before and after stretching operation. It can be seen that the maximum correlation
is achieved through contracting the IRFs from the damaged structure (i.e., D(1) and
D(2)).
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Figure 4-15: Linear fittings for the damping parameter estimations, j in (a) and 2 in
(b). Note that, prior to fitting, band-pass filtered (around -3 dB cut-off frequencies)
IRF envelopes around the first two resonance frequencies are evaluated. Each curve
represents a different floor (from the bottom to the top). Final coefficient values are
estimated by taking the average of the slopes of the fitted lines.
In APM, wave velocity is determined by tracking the arrival time of the first peak
to each story. Figure 4-17 presents the correlation between the severity of the damage
and the estimated shear wave velocities. Deconvolution with respect to the bottom
and the top of the building yields different waveforms, and therefore, the estimated
wave velocities are slightly different. Note that for the waves that are extracted
through the deconvolution with respect to the top floor's recordings, only the acausal
parts are utilized in APM. Independent of the selected reference floor, as the scale of
the damage increases, the estimated shear velocity decreases.
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It is observed that, given the bolt loosening, both APM and SM can detect the
changes/variations in the velocity as an index for damage detection. For both meth-
ods, the velocity reduction is more evident for the more severely damaged state, e.g.
D(2). In general, as it is demonstrated in Figure 4-20, the SM yields larger velocity
variations compared with the APM for both damage states. However, for the slight
damage case, D(1), the SM can generate a more obvious velocity variation in compar-
ison with the APM. Hence, in the sense of damage detection, SM might have a better
sensitivity. Figure 4-18 shows the waveforms before and after stretching for damage
state D(1) in comparison with the reference (intact) wave. It can be seen that the
stretched wave matches the reference one quite well. It is important to note that,
the resolution, and therefore, the required computational effort, of the SM directly
depends on the decided interval between the linearly sampled stretching coefficients.
Extracted Impulse-Response Functions - Unfiltered
Zoomed
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Figure 4-16: The early parts of the extracted IRFs using the recorded acceleration-
time series of the ground floor as the reference signal/wave. Wave propagation (from
the base to the top) and interference is noticeable.
In the second step of our proposed method, we create a 8-story shear type model
accounting for the topology of the structure and the mass of each floor (see Figure
4-11). We update the model against the IRF estimates extracted from the measured
data and the numerical simulation utilizing the hierarchical Bayesian framework de-
scribed in Chapter 3. Herein, we use the extracted IRFs from the intact/D(0) state
of the experimental structure. Rayleigh damping is used to model the damping phe-
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Figure 4-17: (a) Shear wave velocity calculation using APM. Note that in (a) the de-
convolution functions are calculated using the ground level's acceleration-time series,
namely, the earthquake input, as the reference, whereas in (b) top-floor's response is
used as the reference trace. Note that the slope of the fitted lines corresponds to the
estimated intrinsic shear wave velocities.
nomenon with the damping coefficients obtained from the measured data, i.e., IRFs.
For M E R 8X 8, mass values of m, = 80 kg and m2-8 = 75 kg are used (Sun et al.,
2016). Stiffness parameter 9j's are assumed to have a Gaussian Prior with a mean of
1.25 x 105 N/m with a 30% coefficient of variance assuming uncorrelated parameters
(i.e., Eo = oI). The prior PDF for the prediction error are decided to have hyper-
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Figure 4-18: Illustration of the SM. Extracted IRFs are shown before and after stretch-
ing operation. IRFs that represent the intact state are colored blue. Note that the
stretching coefficient is selected so that the correlation between the reference trace
and the damaged trace is maximized.
parameters of ce = 10-, # = 10-6. We calculate our likelihood, using Equation 3.10
for a given model parameter vector 6 and a predefined simulation duration of 7.5
seconds using synthetic IRFs acquired by solving the dynamic equations of motion.
The simulation duration is determined considering both the resonance frequencies
and the attenuation characteristics of the structure, so that, all the dominant modes
can participate in the structural response. For sampling, CD is used as a proposal
distribution with a constant width parameter, r, of 0.0032 times the general param-
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Figure 4-20: Calculated shear wave velocity variations using the APM and the SM.
Error-bars represent the standard deviation of the stretching coefficients that are
calculated for each floor for a given damage state.
eter order of 10'. The starting point of the chains, 0(0), is set to be 200 KN/m. As
illustrated in Figure 4-21, the decided chain length, Nnc is 2 x 104 and the burn-in
period length, Nbi is 0.5 x 104. We set the lower and upper bounds of the parameters
as 0.01 x 105 N/m and 6 x 105 N/m respectively.
Histograms that properly describes the updated marginal posterior PDFs are pre-
sented in Figure 4-23. Note that these histograms are constructed using only the
retained samples and the solid red lines on each histogram depict the fitted Gaus-
sian distributions. The sampling procedure is completed with an acceptance rate of
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68%. The mean values of the updated model parameters are denoted as kI where
i 1.8. Table 4.2 outlines the MAP estimates of the model parameters along
with the respective c.o.v. values. It can be seen that the MAP estimates range be-
tween 71 KN/m and 220 KN/m. Table 4.2 additionally highlights that c.o.v. values
generally increase with the story height. This finding could indicate the sensitivity of
the simulated IRFs with respect to the each model parameter. Figure 4-22 reports the
posterior samples of the prediction error variance. The solid red line denotes the fitted
log-normal distribution. It is apparent from Figure 4-22 that, the log-normal distribu-
tion successfully portrays the drawn prediction error variance samples, which have a
small standard deviation. The corresponding MAP estimate is 82 = 42.56.58 x 10-4.
Figure 4-24 and Figure 4-25 present a comparison between the extracted and the sim-
ulated IRFs of the test structure. Simulation is carried out using the MAP estimates
of the model parameters, that are detailed in Table 4.2. These figures are interest-
ing in several ways. First, both figures indicate that updated shear-type model is
capable of capturing the later parts of deconvolved waves without any phase and am-
plitude difference. This would appear to prove the accuracy in the identification of the
fundamental mode's damping coefficient (i.e., ,). Second, the observed amplitude
discrepancies at early times could indicate the limitations of the selected damping
model, i.e., Rayleigh damping, since we only account for the first two mode's attenu-
ation characteristics in constructing the proportional damping matrix. Used damping
model seems to overly dampens out the impulse-like interferences of the overtones.
Nevertheless we can still state that the satisfactory agreement is achieved using the
point MAP estimates of the parameters. We cannot rule out the fact that our frame-
work yields probability distributions of the model parameters, therefore before any
critical decision, additional analysis should be performed assessing other plausible
parameter values.
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Table 4.2: The most probable values (MAP) of the updated model parameters.
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Figure 4-21: Markov chains, that effectively represents the marginal posterior distri-
butions of the stiffness parameters of the experimental structure. Black dashed-line
indicates the pre-determined burn-in period, Nbi = 4000. Zoomed view of the initial
parts of the burn-in period is highlighted. Chains become stationary approximately
after 3000 iterations.
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ki Identified MAP value [N/m] c.o.v.(%)
ki 2.09 x 105 1.57
k2 2.25 x 105 1.21
k3  0.71 x 105 1.31
k4 1.45 x 105 2.26
k5 1.10 x 105 2.03
k6 1.98 x 105 3.39
k7 2.07 x 105 3.63
k8 2.13 x 105 4.29
4
E
Lf)
2
ki
- k2
k3
k4
-k
k6
- 1 k 70 1000 2000 3000 4000 5000 
- k8_
6.2 =2.565e-04
450
400
350
300
250 -
200
0
P150
100
50
0
2.4 2.5 2.6 2.7 2.8
o.2 [N/m] x 10~ 4
Figure 4-22: Histogram of the prediction error variance. Its estimated MAP value is
placed on the top of the figure as &2. The Red line on the histogram depicts the fitted
unnormalized log-normal distribution. Note that, representative retained samples are
sequentially drawn using Equation 3.19.
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Figure 4-23: Updated posterior PDFs of the stiffness parameters of the intact ex-
perimental structure. Each histogram effectively represents the marginal posterior
distribution estimate of the corresponding model parameter, e.g., story stiffness pa-
rameters. The red line on each plot depicts the fitted Gaussian distribution. The
mean value of each model parameter is placed on top of each histogram. C.o.v.
values of the retained samples are indicated in the figure legends.
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Figure 4-24: Comparison of the extracted vs. simulated IRFs/deconvolved waves
of the first four stories. Simulated time-series are produced using the point MAP
estimates of the updated model parameters. Observe that each Si corresponds to the
ith story's IRF.
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4.2.1 Baseline Model Validation
In order to validate our updated/identified model, finite element simulation is carried
out using the MAP point estimates of the learned model parameters. This time,
we make use of the dataset in which the base excitation was rescaled to match the
Kobe earthquake with a peak ground acceleration (PGA) value of 0.09g. Note that,
as we have the acceleration-time series of each story, utilizing the trapezoidal rule,
we compute the displacement-time series. Finally, using the same EQ base input for
our updated shear-type structural model, we compare the displacement-time series
of each story. Figure 4-26 highlights that the predicted displacements are in well
agreement with the doubly integrated acceleration response measurements (measured
displacements) of the experimental structure.
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Figure 4-26: Baseline model validation using another EQ input. Observe that the
learned model's (utilizing MAP point estimates) response prediction agrees well with
the doubly integrated acceleration measurements.
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4.2.2 Damaged vs Intact Structure: Damage Localization and
Quantification
It is previously shown that the existence of the damage, induced via bolt loosening,
could be determined by studying the extracted deconvolved waveforms. We herein
try to localize and quantify the damage induced via bolt loosening. Essentially, we
repeat the previously described steps utilizing the earthquake response data of the
damaged test structure, specifically, D(1). It is important to note that the damping
coefficients are re-estimated using the damaged waveforms. Preserving the same prior
assumptions with the baseline/intact structure (i.e., D(O)) for the Bayesian updat-
ing, we again learn the posterior distributions of the shear type structural model.
Histograms of the learned model parameters are shown in Figure 4-27 and Figure
4-28 for both the intact state and the damaged state, respectively, D(O) and D(1).
As can be seen from these figures, learned shear type model of D(1), i.e., posterior
distributions of the model parameters, and D(O) differ from each other. The most
remarkable observation is the evident stiffness reduction in k, and k2. Considering
the nature of the damage via bolt loosening which occurs at the first story for D(1),
stiffness reduction in k, and k2 is consistent with the expectations since both the first
and the second story are connected to the loosened bolt. In this case, the damage
can be quantified based on the shifts of the distributions despite that variation of the
distributions of other story stiffness parameters are present. However, the observed
differences in other model parameters are not particularly surprising given the fact
that our shear-type model can not fully capture the dynamics of the experimental
structure. Additionally, our framework assumes linearity before and after the dam-
age, yet we cannot rule out the nonlinearities at the bolted interface.
The identified MAP values from D(O) and D(1) are summarized in Table 4.3.
These results need to be interpreted with caution. Table 4.3 highlights that, to
minimize the discrepancy between the measured response and the model response,
our framework adjusts the stiffness values of the undamaged story's as well. Apart
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from this expected discrepancy, the localization capability of our approach appears
to be well substantiated by the % changes of the identified MAP values of the model
parameters. Serious stiffness reductions in k, and k2 clearly indicates the location of
the damage.
Table 4.3: Comparison of identified MAP parameter values from D(0) and D(1)
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ki Identified MAP value [N/m] Identified MAP value [N/m] % change
D(0) D(1)
ki 2.09 x 105 0.73 x 105 -65.07
k2 2.25 x 105 0.67 x 105 -70.22
k3 0.71 x 105 1.70 x 105 139.44
k4 1.45 x 105 1.04 x 105 -28.28
k5  1.10 x 105 1.97 x 105 79.09
k6  1.98 x 105 2.61 x 105 31.82
k7  2.07 x 105 2.62 x 105 26.57
k8 2.13 x 105 2.39 x 105 12.21
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Figure 4-27: Illustration of the learned marginal posterior PDFs of the first four
stories (Of,i = 1,..., 4) studying both D(O) and D(1). Histograms that effectively
represent the intact state and the damaged state of the experimental structure are
respectively colored blue and red. Stiffness reduction in specific model parameters
i.e., k1 and k2 can be used for damage localization and quantification purposes.
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Figure 4-28: Illustration of the learned marginal posterior PDFs of the second four
stories (Of, i = 5,..., 8) studying both D(0) and D(1). Histograms that effectively
represent the intact state and the damaged state of the experimental structure are
respectively colored blue and red. Observe that, other posterior shifts are present.
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Chapter 5
UCSD-NEES Building Slice
Given the seismic threat all around the world, well-controlled shake-table experiments
provide valuable insights into the seismic performance of the structures and structural
design methodologies. In this chapter, we deploy our seismic interferometry frame-
work on a full-scale 7-story reinforced concrete building slice. The test structure was
progressively damaged via previously recorded historical earthquake records utilizing
the University of California, San Diego Network for Earthquake Engineering Sim-
ulations (UCSD-NEES) shake-table. Shear wave velocity variations are monitored
before, after, and during the applied earthquake motions. Additionally, we establish
a full-scale finite element model of the structure a from the structural drawings and
extract a condensed model that is suitable for Bayesian learning schemes.
5.1 Test Structure and Data
The test structure is full-scale reinforced concrete (RC) building slice that consists
of an RC web wall for lateral resistance in the direction of earthquake loads, a
flange wall for transverse resistance, concrete slabs that are supported by four grav-
ity columns, and a precast segmental post-tensioned concrete column to maintain
torsional strength. The main goal of the test program was to verify displacement-
based design methodologies that yield notably smaller design lateral forces, given the
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performance objectives, compared with force-based design approaches for the low-rise
and cost-effective residential units [Panagiotou and Restrepo, 2010, Panagiotou et al.,
2010]. The test structure was densely instrumented with various types of sensors in-
cluding strain gages, linear variable displacement transducers (LVDTs), potentiome-
ters, GPS sensors, and accelerometers. More detailed information about the structure
and the instrumentation could be found in Panagiotou et al. [2007a] and Panagiotou
et al. [2007b]. It is important to note that in this study, we utilize the readings from
the accelerometers that were placed on the closest slabs to the centroid of the web
wall, which were sampled at a rate of 240 Hz. In the publicly available data set,
these measurement channels are labeled as 'H-i'. The side view of the structure with
the utilized accelerometer layout (adapted from Ebrahimian et al.. [20161), and a pic-
ture of the test structure indicating its structural components are shown in Figure 5-1.
4.88 m
+Z 3.66 m
post-tensioned
column
Gravify
Clumn
web wall
HI
flange wall
- steel
PT segmental ebraces
v r slotted
connection
Flange wall z
U Y
Figure 5-1: Left: 7-storey UCSD-NEES building slice (from Panagiotou and Restreo,
2011). Right: Elevation view of the structure with the used accelerometer layout.
Note that the accelerometers (i.e., 'Hi') are illustrated as red squares.
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Shaking experiments were performed between October 2005 and January 2006
using four historical earthquake records of increasing intensity so that progressive
structural damage could develop. Throughout this study, following up on previously
published research, these reproduced earthquakes are called EQ1, EQ2, EQ3, and
EQ4. As illustrated in Table 5.1 the corresponding PGA values of these input excita-
tions has ranged from 0.15g to 0.91g. EQ1 and EQ2 motions were produced using the
longitudinal and transverse components of the 1971 San Fernando earthquake record,
EQ3 motion was generated using the longitudinal component of the 1994 Northridge
earthquake, and finally, EQ4 motion is the reproduced Sylmar (3600) record of the
1994 Northridge. Acceleration-time histories of these induced earthquakes are shown
in Figure 5-2. At each damage level, meaning that after each earthquake shaking,
low amplitude Gaussian and ambient vibration tests were performed. These tests are
named SO, S1, S2, S3, and S4 where SO indicates the undamaged baseline state and Si
indicates the damage state after shaking the test structure with the vibration record
of EQj. The complete shaking-table test program timeline is demonstrated in Figure
5-3. It should be noted that state S3 was divided into S3.1 and S3.2 because before
exciting the test structure with EQ4 the bracing system between the post-tensioned
precast column and the slabs was stiffened [Moaveni et al., 2010b]. Table 5.2 specifies
the dynamic tests that are used in our study. As an example, Figure 5-4 demonstrates
the recorded acceleration responses of Test 39.
Considering the response amplitude dependent linearity (i.e., quasi-linear), low
amplitude Gaussian shakings (0.03g and 0.05g) provide an informative dataset that
has been studied by several researchers to determine the degree as well as the likely
location of the damage after each input earthquake motion. Variability in extracted
mode shapes, resonance frequencies, and damping ratios using different system iden-
tification methods has been presented Moaveni et al. [2010b]. Further studies about
damage identification, uncertainty quantification, and FEM updating could be found
in Moaveni et al. [2010a], Simoen et al. [2013], Moaveni et al. [2014], and Moaveni
and Conte [2007].
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Table 5.1: EQ records applied to the test structure [Panagiotou et al., 2010,
Ebrahimian et al., 2016]
Test Seismic Event Station Component PGA(g)
EQ1  1971 San Fernando (M, = 6.6) Van Nuys Longitudinal 0.15
EQ 2 1971 San Fernando (M, = 6.6) Van Nuys Transverse 0.27
EQ 3  1994 Northridge(M. = 6.7) Oxnard Blvrd. Longitudinal 0.83
EQ 4 1994 Northridge(M. = 6.7) Sylmar 360 0.91
Table 5.2: Dynamic tests used in this study (Data from Moaveni et al. [2010b])
Test Description'
8 min WN(0.03g)
EQI
8 min WN(0.03g)
EQ2
8 min WN(0.03g)
EQ3
8 min WN(0.03g)
8 min WN(0.03g)
EQ4
8 min WN(0.03g)
+ 3 min AV
+ 3 min AV
+ 3 min AV
+ 3 min AV
+ 3 min AV
+ 3 min AV
Damage State
SO
S1
S2
S3.1
S3.2
S4
'WN = white-noise table input; AV = ambient vibration.
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Test #
39
40
41
43
46
48
49
61
62
64
EQ 2
25 50
Time [secs]
EQ 3
25
Time [secs]
Figure 5-2:
base level.
Acceleration-time histories of the induced earthquakes recorded at the
SO S1 S2 S3 S4
Time
EQ1 EQ2 EQ3 EQ4
Figure 5-3: Illustration of the complete test program with respect to time.
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Figure 5-4: Left: Acceleration-time histories of the low-amplitude Gaussian excitation
of the intact state, SO. From the basement to the top, each curve represents the
acceleration response of the corresponding story. Right: Recordings at ground level.
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5.2 Studying Structural Waves
We initially utilize deconvolution based seismic-interferometry to get the IRF esti-
mates from each damage state (i.e., SO, Si, S2, S3.1, S3.2, S4) and induced earth-
quake shakings (i.e., EQ1, EQ2, EQ3, EQ4). Plotting the extracted and low-pass
filtered IRFs vs. the structural elevations, as demonstrated in Figure 5-5 and 5-6,
both up-going and down-going waves can be realized. It should be noted that these
figures only show the initial parts of the traveling shear waves and the later parts
mainly contain the fundamental resonance tone of the test structure, as the overtones
die out more rapidly. Figure 5-5 illustrates that as the imposed damages progress/ac-
cumulate on the test structure, propagation characteristics of the shear waves alter.
The differences are visually more trackable if the deconvolution is performed using the
shake-table's acceleration recordings as the reference signal. Additionally, comparing
Figure 5-5 and 5-6, for example, the plots of IRF SO and IRF EQ1, variations in the
impulse response behavior of the test structure can be observed. These variations
confirm that the linearity of the structural response depends on the amplitude of the
excitation input, i.e., source signal, and also the dynamical characteristics of the test
structure evolve as a function of damage. This resulting nonlinearity could be due
to concrete cracking and reinforcement yielding. Moreover, it can be seen that as
damage due to strong shaking accumulates, for instance, see the IRFs from state SO
vs. the state S4, the discrepancy between the extracted IRFs of the corresponding
damage states increases. To evaluate these changes, we investigate the wave velocity
variations using previously described (see Chapter 2) damage detection methods, the
APM and SM.
For each damage state Si, and for each applied earthquake response, the varia-
tions of the estimated pulse travel times, the shear wave velocities, provide an easily
identifiable metric that is correlated with the condition of the test structure. By the
APM, we show that (1) as the damage severity/accumulation increases, the shear
wave velocity of the structure decreases and this fact does not depend on the choice
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of reference signal that is used for the deconvolution (i.e., inherent to the structure);
(2) dynamics of the test structure and so is the estimated shear wave velocity changes
during the EQ shaking. It should be noted that for the state S4 and EQ4 significant
damage level reveals itself on the extracted IRFs vs. the structural elevation graphs
(see Figure 5-5), and it is not possible to determine the propagating pulse from the
base to the top of the structure. Therefore, we only use the propagation information
of the identifiable wave crests. Figure 5-7 and Figure 5-8 compare the velocity estima-
tion of each state, utilizing IRFs and IRF0 s respectively, and both of them provide
a complementary information. Note that the subscript top indicates that the waves
are computed using the top level's acceleration response. The details, including the
percent variations, are reported in Table 5.3. We observe that the velocity reduction
is more severe during the earthquake shaking and it recovers back to its value during
the previous damage state if the induced damage is not significant, i.e., see the ve-
locity estimations of the following damage states, SO - EQ1 -3 S1. However if the
induced damage is at the structures performance limits, as it is in EQ4 shaking ( see
S3.2 -- EQ4 -+ S4), the velocity recovery is either minor as shown in Figure 5-8 or
further reduction is detected as shown in Figure 5-7.
We additionally calculate the velocity variations by deploying the SM. Considering
the mathematical assumptions that go into the methodology (i.e., constant homoge-
neous velocity change), we only apply this method to the IRFs that were computed
from the low-amplitude gaussian shakings. We initially sample 6000 stretching coef-
ficients between 60% and -60%, then we calculate the correlation coefficient of each
stretched waveform with the reference trace using the procedure explained in Chap-
ter 2. Maximum correlation coefficients with the respective stretching coefficients
are then determined by grid search. For instance, Figure 5-9 shows the deconvolved
waves from damage states SO and S3.1 before and after stretching procedure. The
maximum similarity is obtained by contracting the IRFs from the damaged structure,
and the stretched wave compares well with the reference. As it is shown in Equation
2.9, the user needs to define the time interval of interest for the SM. As presented in
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Figure 5-10, utilized segments of the waves could change/effect the velocity variation
estimations by the SM, and therefore the findings need to be interpreted with caution.
It is observed that if the initial parts of the waves are used (i.e., 0 < t < 3,) then
output percent variations from both methods are more comparable.
Taken together, these results suggest that both APM and SM can detect the
changes/variations in the velocity as an index for damage detection, as illustrated in
Figure 5-10. Both of the methods return greater variation estimations for the more
severely damaged states. In general, as it is demonstrated in Figure 4-20, the SM
yields more considerable variations compared with the APM for all damage states.
Additionally, as can be seen in Figure 5-7 and Figure 5-10, our analysis reveals that
stiffening the slabs and the post-tensioned precast column between S3.1 and S3.2
causes an increase in the estimated velocity values. Excluding this case, identified
velocities decrease with increasing level of damage. These findings are in line with
previous results in Chapter 4.
Table 5.3: Shear wave velocity estimates and percent changes using the APM
(Ground Ref.)
Estimated Velocity [m/s]
401.7
365.4
388.7
324.1
364.5
242.0
333.1
341.8
260.9
204.7
% Change
-9.0
-3.2
-19.3
-9.2
-39.7
-17.1
-14.9
-35.0
-49.0
(Top Floor Ref.)
Estimated Velocity [m/si
377.3
376.9
362.7
313.4
346.3
299.4
331.1
322.2
248.8
262.9
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State
So
EQ1
S1
EQ2
S2
EQ3
S3.1
S3.2
EQ4
S4
% Change
-0.1
-3.9
-16.9
-8.2
-20.6
-12.2
-14.6
-34.1
-30.3
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0
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Time [secs]
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Figure 5-5: Extracted IRFs from low-amplitude Gaussian shaking. Note that in the
first six figures recorded acceleration-time series of the ground floor are used as the
reference signal. IRFtc,, denotes that the deconvolutions were performed using the top
floor's acceleration-time series as the reference. Each curve on each plot represents a
different story.
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Figure 5-6: Extracted IRFs from earthquake shakings. The subscript top on the
titles indicates that the deconvolution operation was performed using the top floor's
acceleration readings as the reference signal. Each curve on each figure represents a
different story in the increasing order. Each extracted wave is low-pass filtered with
a cut-off frequency of 40 Hz.
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S3.2 EQ4 S4
Figure 5-7: Estimated shear wave velocities using the APM. Note that IRFs that are
used to generate this plot are extracted by deconvolving the recorded acceleration-
time series of each story with the ground level's (shake-table) acceleration readings,
as it is indicated in the title.
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Figure 5-8: Estimated shear wave velocities using the APM. IRFs that are used for
the velocity estimation are extracted by deconvolving the recorded acceleration-time
series of each story with the top level's acceleration readings, as it is indicated in the
title.
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Figure 5-9: Illustration of the SM using
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112
0-
0
I"ALLAAA
' 
F 
VVTV-
VVWrV__
I I
SM (0 < t < 3) vs APM
0 Arrival Picking Method
j Stretching Method
S2 S3.1 S3.2
Damage States
70
60
0
0
0
50
40
30
20
10
0
-10
S4
SM (1 < t < 3) vs APM
0 Arrival Picking Method
I Stretching Method
Si S2 S3.1 S3.2
Damage States
S4
Figure 5-10: Shear wave velocity variations using both the APM and SM for each
damage state, i.e., SO, S1, S2, S3.1, S3.2, S4. The utilized time intervals in the SM
are indicated on the titles of each plot. Error-bars represent the standard deviation of
the stretching coefficients that are calculated for each story for a given damage state.
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5.3 Damping Characteristics of the Test Structure
The damping ratios are calculated by fitting a linear line to the natural logarithm of
the band-passed filtered IRF envelopes, using Equation 2.3. We initially estimate the
power spectral density of the extracted IRFs (see Figure 5-11). We then band-pass
filter the IRFs around -3 dB cut-off frequencies around the first two resonance fre-
quencies. Using the filtered envelopes, we compute the slopes of the fitted lines. The
damping ratios are estimated by computing the average slopes, as j = 2.95% and
6= 4.98%. The envelopes and the time segments that we used for fitting is shown
in Figure 5-12 for the damage state SO. Note that the red lines represent the fitted
lines. Although our results slightly differ from those of Moaveni et al. [2010b], it could
be argued they are in a reasonable range. Also, it is expected to identify different
damping ratios using different identification procedures (e.g., EFFD, MNextT-ERA,
SSI-DATA) as it is presented in Moaveni et al. [2010b]).
The damping ratio estimates could be used to assemble the damping matrix,
C, of a simple substructure FEM. Additionally, it is observed that the accumulated
damage on the test structure (i.e., SO vs. Sl) modifies the attenuation characteristics.
PSD Estimate of the Extracted IRFs - SO
0
-50
100
0 5 10 15 20 25 30
Frequency [Hz]
Figure 5-11: PSD estimates of the IRFs for state SO. A different color represents each
story level.
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Figure 5-12: The damping parameter, 1,2, estimations for damage state SO. Each
curve represents a different story. The final coefficient values are computed by taking
the cumulative average of the slopes.
5.4 Baseline Finite Element Model
Before deploying a Bayesian model updating scheme to identify/quantify the damage
state of the test structure, it is necessary to establish an initial FEM to obtain a
reasonable parameter set (i.e., K and M). Therefore, a primary linear elastic finite
element model is developed using commercially available structural analysis software
ETABS (Computers and Structures, Inc.) based on the available structural drawings.
An elevation view and a picture of the test structure is shown in 5-1. The web wall,
the flange wall, and the post-tensioned column are modeled as concrete wall sections
(using thin shell elements) with material properties that were extracted from con-
crete cylinder tests that were performed for each constructed story of the building
slice (reported in Moaveni and Conte [2007]). Note that the post-tensioned column is
approximated as a wall section with an effective width to account for the total section
area and the mass. This assumption decreases the torsional stability of our FEM, and
the effect of the assumption could be observed in modal analysis outputs (see Figure
5-14). Slabs are modeled using thin shell elements and to account for the slotted
connection for the floor sections that are in between the web wall and the flange wall,
out of plane moments are released. Panagiotou and Restrepo [2010] reported that
with this geometry slabs behave like a near-pinned link that transfers the in-plane
forces and moments while reducing the out-of-plane ones. Gravity columns within
each story and braces between the post-tensioned pre-cast column and the building
slice floors are modeled as truss elements with their corresponding section properties
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from structural drawings. Note that the structural details of the foundation level are
not considered, and the model is fixed at the foundation level. A 3D view of the
full-scale FEM is demonstrated in Figure 5-13.
The natural frequencies with their corresponding mode shapes of the FEM are
computed through modal analysis. The acquired analytical results are within the
acceptable agreement with the modal information of the accelerometer data that is
derived from the damage state SO, i.e., Test 39, by state-of-the-art linear system iden-
tification methods (see Moaveni et al. [2010b] for details). Figure 5-14 shows the first
three longitudinal modes, i.e., 1.99 Hz, 10.89 Hz, and 26.13 Hz, first two torsional
modes, i.e., 1.90 Hz and 4.01 Hz, and the first longitudinal-torsional mode, i.e., 9.55
Hz, of the model ETABS structure.
Figure 5-13: The ETABS model of the test structure.
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Figure 5-14: Modal analysis results of the ETABS model.
5.4.1 Model Condensation
del condensation
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Full-scale finite element model
Figure 5-15:
Simplified finite element model
Illustration of the model condensation scheme. Note that mi and ki
represent lumped floor mass and lateral stiffness of each story i.
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We herein condense the full-scale finite element model to a discretized shear-type
model (see Figure 5-15). Assuming in-plane rigid diaphragms, the earthquake re-
sponse of the full structure could be characterized by computing the drifts at the cen-
ter of mass locations of each story. Successful condensation scheme yields a simplified
finite element model that has the key dynamic features (e.g., resonance frequencies) of
the full-scale FEM. This simplification essentially reduces the number of parameters
so that Bayesian learning procedures become computationally affordable.
Primary lateral stiffness matrix, i.e., K0 , and the diagonal lumped mass matrix,
i.e., M, are constructed using the procedure described in Sun and Biiyiik6ztiirk [2017]
and Sun et al. [2017]. The procedure is based on assembling the lateral flexibility ma-
trix by applying unit loads to each story level while tracing the story drifts. Ko is then
computed by taking the inverse of the acquired flexibility matrix. The story mass val-
ues are are determined by the ETABS as Base= 2.64, Story, = 31.37, Story 2 = 28.98,
Story 3,4,5 = 28.94, Story6 = 29.14, and Story 7 = 27.80 tons. Our results agree well
with the previously reported weight of the test structure in Panagiotou and Restrepo
[2010]. Using these values, a diagonal mass matrix, M, could be created.
It should be noted that having a primary stiffness matrix enables us to define a sub-
structure that could be parametrized and updated using Bayesian learning schemes.
Full stiffness matrix, K, can be described as [Sun et al., 2017]
No
K = Ko + Z iKi (5.1)
where, Ki denotes the stiffness of the ith sub-structure, and No corresponds to the total
number parameters. Research into applying Hierarchical Bayesian model updating
using this condensed model is in progress.
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Chapter 6
Conclusions and Future Directions
6.1 Summary
We present a novel 2-step computational approach for structural identification and
damage detection using the concepts of seismic interferometry and the Bayesian in-
ference. To assess the damage (location and severity), hierarchical Bayesian inference
with MCMC sampling is proposed. Parameter uncertainties of a shear-type discrete
FEMs are quantified using the extracted IRFs. We initially validate our procedure
using the synthetic simulation records of a 10-story shear type structure. Identifica-
tion results realized through our approach for both stiffness and damping parameters
show good correlation with their real/modeled values. Resulting c.o.v values for the
marginal parameter posterior PDFs specify the uncertainties in our estimates. Note
that, observed small c.o.v values could indicate the reliability of the identification.
We show that using the MAP point estimates of the identified model parameters, the
updated model's simulated vibration response matches with the extracted response
quite well, as it is illustrated in Figure 4-9 and 4-10. The most significant percent-
age error of the updated model parameters is around 14%. This result is within
the acceptable range considering the high noise contamination and the error in the
damping coefficient identification. Note that we also studied the no add-on noise case,
and observed that the maximum parameter estimation error is around 3%. Please re-
fer to Appendix A. 1 for the updated posterior distributions of this noise-free example.
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For further deployment, we analyze the shake-table experiment dataset of the 8-
story steel structure that contains various damage scenarios (i.e., D(O), D(1), and
D(2)), which are induced via loosening the bolts at the floor joints. Studying the
deconvolved waveforms, we show that the variations in the shear wave velocity (us-
ing both APM and SM) can be utilized for qualitative damage diagnosis and that
the velocity reduction is more evident for the more extremely damaged states. It is
demonstrated that the deconvolution with respect to the top floor's response record-
ings and ground floor's response recordings yields complementary information as it
is illustrated in Figure 4-17. In scenarios of minor damage, we observe that the SM
is more robust. Then, using the extracted IRFs of the experimental structure, we
update our FEM by the presented Bayesian learning framework. For the intact struc-
ture, D(O), updated model parameters, which are described by the posterior PDFs,
p(Oi, U'D), are presented in Figure 4-23. Again, making use of the MAP estimates
of the model parameters, which are determined from the posterior samples, we con-
firm that the extracted IRFs of the experimental structure and the simulated impulse
response behavior of the model compare well with each other. Observed minor dis-
crepancies in the early times of the IRFs could indicate the limitations of the selected
damping model. As illustrated in Figure 4-24 and Figure 4-25, updated model par-
tially fails to reproduce the impulse-like/high amplitude early response behavior of
the experimental structure (e.g., S3 vs. 53 in Figure 4-24). Note that the later parts
of the deconvolved waveforms are captured well by the updated model. Addition-
ally, we validate our updated model for the intact structure through comparing the
simulated displacements with the measured displacements for another EQ base in-
put (i.e., Kobe). As shown in Figure 4-26, doubly integrated acceleration response
measurements agree well with the simulated displacements of the learned structural
model. Note that we utilize the MAP point estimates (see Table 4.2) of the model
parameters in our simulation.
To address the damage localization capabilities of the presented framework, we
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perform FEM updating using the damaged structure's response measurements pre-
serving the same prior assumptions of the intact structure. We show that the induced
damage, i.e., bolt-loosening on the first floor, affects the posterior distributions quite
noticeably. By comparing the representative posterior histograms of D(O) and D(1),
we observe shifts in the distributions that correspond to the stiffness reductions in
k, and k2. However, other marginal posterior PDFs are also affected. This outcome
could be due to the potential nonlinearities at the bolted interface. Besides, our
shear-type model may be too simple to capture the dynamics of the experimental
structure fully.
To test our procedure on a full-scale structure, we study the propagating seismic
waves that are derived from the RC building slice shake-table experiment in which
the input EQ motions were selected from four historical EQ records (see Table 5.1 for
details). Throughout the experimental program, the test structure was deliberately
damaged by increasing the intensity of the induced shaking. At each damage state,
meaning that after each major EQ excitation, low-amplitude Gaussian (e.g., 0.03g)
and ambient vibration tests were performed. Studying the collected structural accel-
eration response data-sets, as described in Table 5.2, it is observed that the changes
in the response behavior of the test structure could be detected by examining the
extracted IRFs. As shown in Figure 5-5, for each damage state the propagation char-
acteristics of the seismic shear waves changes. For highly-damaged states (e.g., S4)
these differences could be visually noticed from the IRF vs. the structural elevation
plots. Moreover, shaking intensity dependent acceleration response behavior could
be realized by comparing the IRFs from Figure 5-6 and Figure 5-5. These observed
variations could be due to nonlinearities (e.g., yielding, concrete cracking, etc.). We
further our analysis of the deconvolved waves using the APM and SM, and compute
the shear wave velocity variations as a function of the damage state. As illustrated
in Figure 5-7 and Figure 5-8, estimated velocities decrease as (1) the damage due
to shaking compiles, (2) the excitation intensity (i.e., PGA) of the input EQ motion
increases. The decrease can be as much as 34% (see Table 5.3 for details). The
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findings of the SM provide additional support regarding its damage sensitivity com-
pared to the APM. As demonstrated in Figure 5-10, the capability of the method,
however, depends on the selected time interval for the stretching operation. Since
our primary aim is to have an updated FEM that could inform us about the current
state of the structure, we established a full-fidelity FEM of the test structure from its
structural drawings. Modal analysis results compare well with the spectral compo-
nents of the recorded acceleration data from the intact state (i.e., SO) of the structure.
Additionally, model condensation procedure is implemented to deploy our computa-
tionally intensive parameter identification framework. We are currently investigating
the applicability of our methodology on this derived condensed model.
6.2 Conclusions
Obtained results indicate that presented framework is suitable for monitoring struc-
tural systems. A proxy use of the output from Step-i could be the establishment
of early-warning systems for emergency response and disaster resilience. Besides, by
comparing the deconvolved waveforms that are extracted from different ground inputs
with different strengths (e.g., earthquakes), potential nonlinearities can be observed.
However, as the complexity of the model increases, Bayesian model updating becomes
more challenging. To be able to obtain the correct parameter set (given an identifi-
able model), mechanically meaningful parameter ranges, and a reasonable step size
for MCMC should be chosen. A fundamental realization is that modeling errors, as
well as poor damping identifications, could yield inconclusive identification results.
Further research in finite element model reduction, as well as damping modeling and
identification, could benefit our proposed procedure.
The conclusions from this thesis can be summarized as follows:
1. Studying the extracted IRF's in the time-domain provides a qualitative information
about the state of the damage in the structure. The location of the reference signal
(i.e., ground story or top story) for the deconvolution operation does not affect the
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content of the information, however, both operations are advised as one of them
could be easier to analyze, especially if the damage state is severe.
2. Variations in the shear wave velocities are correlated with (1) severity of the ac-
cumulated damage, and (2) intensity of the input excitation/ground motion. Our
results indicate that the SM could be more favorable for minor damage states.
3. Time-series of the extracted IRFs can be used for hierarchical Bayesian identi-
fication schemes. Using the updated simplified models (i.e., marginal posterior
PDFs) damage detection and localization is possible (e.g., shifts in the parameter
histograms).
4. Modeling errors and poor prior assumptions could cause problems during the learn-
ing phase, e.g., non-converging Markov chains.
5. Full-scale structures could require condensed FEMs for the successful parameter
identification/updating.
6.3 Future Work
A prospective extension of this research is to use the developed computational frame-
work towards seismic vulnerability assessment tool (e.g., induced earthquakes by
oil & gas production). For example, the concept of probabilistic seismic fragility
curves could be used. Values on a fragility curve describe the conditional probability
of a failure given a seismic response parameter/limit state (e.g., inter-story drift-
ratio). In fragility assessment, the structural response for a given earthquake could
be computed through simulations that utilize the identified IRF estimates. If there is
sufficient information about the ground motion characteristics (e.g., densely instru-
mented field recordings), through Monte-Carlo simulations of artificially generated
earthquake records seismic fragility of a structure could be determined. Moreover,
to account for the inherent non-linearities of the real-world systems, our framework
could be employed using non-linear models instead of shear-type linear models. As the
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computation cost of a non-linear finite element analysis is significant, deep learning
architectures [LeCun et al., 2015] (e.g., recurrent neural networks) could be imple-
mented to approximate the intricate dynamics of the structure of interest efficiently.
Conclusive development of this aspect can be expected to yield practical usefulness
in the assessment of structural seismic performance.
In addition, making use of video camera-based displacement measurements can be
envisioned, as they provide a collection of high spatial density data from a distance.
Video-based identification and motion magnification [Wadhwa et al., 2013, Davis*
et al., 2015] could be fused with data interferometry techniques. Leveraging the high
spatial density of the extracted IRFs, we believe that better structural characteriza-
tion/identification is possible (e.g., better characterization of shear wave velocity).
Additionally, if the IRFs of a structure is known, recorded earthquake response mo-
tion could be convolved with the IRFs to have an estimate of the ground motion at
the foundation level.
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Appendix A
Additional analysis results
A.1 Numerical Study: without artefact noise
Simulated Acceleration-Time Series Extracted Impulse-Response Functions
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Figure A-2: Markov chains, that effectively represents the marginal posterior distri-
butions of the stiffness parameters of the numerical model without any add-on noise.
Black dashed-line indicates the pre-determined burn-in period, Nbi = 4000. Note
chains become stationary quite rapidly, approximately after 1000 iterations.
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Figure A-3: Each histogram illustrates the marginal posterior distribution estimate
of the corresponding model parameter. The red line on each plot depicts the fitted
Gaussian distribution. The mean value of each model parameter is placed on top
of each histogram. C.o.v. values of the retained samples are indicated in the figure
legends. Note that these posteriors PDFs are computed using the clean IRFs for the
updating.
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A.2 Experimental Study: IRFs of all damage states
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Figure A-4: Band-pass filtered IRFs of all studied damage states
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