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The rapid development in designs and fabrication techniques of superconducting qubits has made
coherence times of qubits longer. In the near future, however, the radiative decay of a qubit into
its control line will be a fundamental limitation, imposing a trade-off between fast control and long
lifetime of the qubit. In this work, we successfully break this trade-off by strongly coupling another
superconducting qubit along the control line. This second qubit, which we call a Josephson quantum
filter (JQF), prevents the qubit from emitting microwave photons and thus suppresses its relaxation,
while faithfully transmitting large-amplitude control microwave pulses due to the saturation of the
quantum filter, enabling fast qubit control. We observe an improvement of the qubit relaxation time
without a reduction of the Rabi frequency. This device could potentially help in the realization of
a large-scale superconducting quantum information processor in terms of the heating of the qubit
environment and the crosstalk between qubits.
Single-qubit gates are an essential element for any
quantum protocol based on qubits [1]. They are typi-
cally implemented by applying an electromagnetic field
in resonance with the energy difference between two lev-
els, inducing Rabi oscillations [2–4]. The qubit has to
be coupled to at least one one-dimensional continuous
mode to have an external control. Although a larger cou-
pling strength to the control degree of freedom achieves
a faster gate operation for a given drive amplitude, it
also increases the radiative decay of the qubit into that
continuous mode. Conversely, suppressing this radiative
decay by reducing the coupling strength leads to slower
qubit control. This is a fundamental trade-off between
fast control and long lifetime of a qubit, which originates
from the fluctuation-dissipation theorem [5].
Superconducting qubits are one of the promising can-
didates for a large-scale quantum processor [6–9]. The
ceaseless developments in designs and fabrication tech-
niques have been extending coherence times of the
qubits [10–15]. The radiative decay of a superconducting
qubit to its control line can no longer be dismissed in de-
vices with state-of-the-art coherence times. The trade-off
in qubit control has so far been dealt with by designing a
weak coupling to the control line and applying a strong
microwave drive field for compensation [16]. However,
further improvements in the coherence time of super-
conducting qubits would require even weaker coupling to
the control line, leading to an increase in the microwave
power needed to control the qubits. This will be problem-
atic for large-scale superconducting quantum circuits due
to heating of the qubit cryogenic environment [16–19] and
the output power level of the control electronics [20, 21].
Furthermore, the demand for a strong microwave drive
field may increase crosstalk to non-targeted qubits in the
vicinity [22].
Here, we experimentally demonstrate the suppression
of the radiative decay of a “data” qubit to its control
line without sacrificing the gate speed by using an an-
cillary qubit that acts as a nonlinear filter. We name
this new type of qubit filter a Josephson quantum fil-
ter (JQF) [23]. As shown in Fig. 1(a), on one hand,
the JQF reflects single photons emitted from the data
qubit [24, 25], suppressing the radiative decay to the con-
trol line. On the other hand, when a large-amplitude
control microwave field is applied [Fig. 1(b)], the JQF
saturates and becomes transparent [24, 25], enabling fast
Rabi oscillations of the data qubit. The working princi-
ple is in stark contrast to that of a Purcell filter, which
utilizes the frequency difference between a qubit and a
readout resonator to realize both fast readout and long
lifetime of the qubit [26–29].The Purcell filter circuit is
not suitable, however, for a case where the frequencies of
the radiative decay and the control signal are identical.
A system composed of a qubit and a JQF in a semi-
infinite control line is described theoretically by the
waveguide-quantum-electrodynamics formalism [30–36].
As shown in Figs. 1(c) and (d), the qubit is placed at
the end of the control line, while the JQF is located
a distance d away from the qubit [37, 38]. The qubit
and JQF are capacitively coupled to the control line.
Here, we consider that the JQF frequency ωf is set to
be identical to the qubit frequency ωq. The resonant
interaction mediated by the control line induces two co-
operative effects depending on the distance: an energy-
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FIG. 1. Josephson quantum filter (JQF). (a), (b) Concept of the JQF. The JQF reflects single photons emitted from the qubit,
suppressing the qubit radiative decay. On the other hand, when a large-amplitude control pulse is applied to the qubit, the
JQF becomes saturated and transmits the pulse, enabling fast qubit control. (c) False-colored optical image and (d) equivalent
circuit of the fabricated superconducting circuit. A fixed-frequency transmon qubit (green) acting as the data qubit is connected
to a control coplanar waveguide with an ancillary tunable-frequency transmon qubit (blue) with a SQUID acting as the JQF.
The data qubit is coupled to a resonator (red) for fast dispersive readout via a readout line with a Purcell filter (purple).
Air-bridges are fabricated on the waveguides to suppress spurious modes. The Josephson junctions are indicated by magenta
crosses. (e) Amplitude and (f) phase of the reflection spectra of the JQF measured via the control line. The dots (orange,
green, cyan) are the experimental results with different probe powers, and the black lines are the theoretical fits. The probe
power of −120 dBm corresponds to the single-photon power level for the JQF, defined as ~ωf(γfex + γfin)2/4γfex, which would
populate a linear resonator with a single photon on average. Note that the qubit transition is not observed here since the
resolution of the probe frequency is larger than the qubit linewidth.
exchange interaction and a correlated decay [32, 33]. De-
noting the external coupling rates of the qubit and JQF
by γqex and γ
f
ex, the master equation in the rotating frame
at the qubit frequency is given by ˙ˆρ = −i/~[Hˆeff , ρˆ] +∑
n,m=q,f γ
nm
ex [σˆmρˆσˆ
†
n − (σˆ†nσˆmρˆ + ρˆσˆ†nσˆm)/2], where σˆq
and σˆf are the lowering operators of the qubit and
the JQF, respectively. The energy-exchange interac-
tion is described as Hˆeff = ~J(σˆ†qσˆf + σˆqσˆ
†
f ), where
J =
√
γqexγfex sin (2pid/λq) /2 is the coupling strength and
λq is the wavelength at the qubit frequency. The de-
cay terms are described with the individual decay rate
γnnex = γ
n
ex and the correlated decay rate γ
qf
ex = γ
fq
ex =√
γqexγfex cos (2pid/λq). To avoid the qubit hybridizing
with the JQF (J = 0) and to maximize the correlated
decay (γqfex = γ
fq
ex = −
√
γqexγfex), the distance d is set
to half the qubit wavelength (d = λq/2). Then, the
correlated-decay modes are diagonalized by a dark mode
[σˆD = N (
√
γfex σˆq +
√
γqex σˆf)] with decay rate γ
D
ex = 0
and a bright mode [σˆB = N (−
√
γqex σˆq +
√
γfex σˆf)] with
decay rate γBex = γ
q
ex + γ
f
ex, where N is the normaliza-
tion factor [33]. By engineering the system such that
γfex  γqex, the excited state of the qubit is close to the
dark state (σˆq ≈ σˆD), suppressing its radiative decay.
In the experiment, a superconducting transmon qubit
coupled to a coplanar-waveguide control line is fabricated
on a silicon substrate [39], as shown in Figs. 1(c). The
resonance frequency, anharmonicity, and external cou-
pling rate of the qubit are ωq/2pi = 8.002 GHz, αq/2pi =
−398 MHz, and γqex/2pi = 123 kHz, respectively. The
state of the qubit is dispersively read out via a resonator
with resonance frequency ωr/2pi = 10.156 GHz, external
coupling rate κex/2pi = 2.16 MHz, and state-dependent
dispersive frequency shift 2χ/2pi = −1.87 MHz. A Pur-
cell filter is used to prevent the Purcell decay from lim-
iting the qubit relaxation time [28, 29]. An ancillary
transmon qubit acting as the JQF is strongly coupled
to the control line with external coupling rate γfex/2pi =
112 MHz. The distance between the qubit and JQF is
designed to be half the qubit wavelength (d ≈ 7.5 mm).
The JQF resonance frequency ωf/2pi is tunable between
6.3 GHz and 8.5 GHz with a static magnetic field, which
enables us to investigate the behavior of the qubit with
and without the JQF in a single device: when the JQF
is far detuned from the qubit, the qubit behaves as if
the JQF does not exist. The anharmonicity and intrin-
3sic loss rate of the JQF are αf/2pi = −387 MHz and
γfin/2pi = 3 MHz, respectively.
First, the JQF is characterized by measuring its reflec-
tion spectrum via the control line. In Figs. 1(e) and (f),
the amplitude and phase of the reflection coefficient as a
function of the probe frequency are shown for different
probe powers. At a smaller probe power of −146 dBm,
the JQF spectrum is in the over-coupling regime, where
the external coupling rate is much larger than the intrin-
sic loss rate, i.e. γfex  γfin. The over-coupling regime
of the JQF is required for a perfect reflection of single
photons emitted from the qubit [24, 25]. The JQF tran-
sition starts to saturate around the single-photon power
level (≈ −120 dBm). The second dip around 7.8 GHz
corresponds to the two-photon transition between the
ground and second excited states. At a stronger probe
power of −100 dBm, the JQF does not affect the reflec-
tion coefficient due to it being saturated, which is an
essential property for allowing the qubit control field to
be transmitted through the JQF.
Next, the qubit reflection spectra are measured via the
control line with different detunings between the JQF
and the qubit [see Figs. 2(a) and (b)]. The qubit spec-
trum without the JQF is found to be in the over-coupling
regime to the control line. In contrast, when the JQF is
on resonance with the qubit, the signature of the qubit
transition disappears, indicating that the qubit is decou-
pled from the control line. In Fig. 2(c), the qubit external
coupling rate is shown as a function of the JQF-qubit
detuning. The full frequency bandwidth at half maxi-
mum of the suppression spectrum is found to be about
130 MHz, which roughly coincides with the external cou-
pling rate of the JQF. The asymmetry of the suppression
spectrum is explained by the non-ideal distance between
the qubit and the JQF, i.e. d = 0.526λq, in the actual
device. Interestingly, for the non-ideal distance, we find
that the external coupling rate of the qubit can be maxi-
mally suppressed at a detuning of (ωf−ωq)/2pi = 9 MHz.
To characterize the dynamics of the qubit in the pres-
ence of the JQF, time-domain measurements are per-
formed for different JQF-qubit detunings. The qubit
population in the excited state is obtained from the av-
eraged quadrature amplitude of the readout pulse. Note
that the averaged amplitude is normalized by taking into
account the thermal population of the qubit for each de-
tuning [see sections S6 in [40]].
As shown in Fig. 3(a), we measure the qubit relaxation
time by observing the qubit population as a function of
the delay time between the pi pulse and the qubit read-
out. When the JQF is nearly resonant with the qubit,
the qubit shows an exponential decay with a longer relax-
ation time than that without the JQF. Furthermore,the
thermal population of the qubit is increased from 2.8%
to 16.2%, which indicates that the effective temperature
of the intrinsic loss channel of the qubit is higher than
that of the control line [41]. The relaxation time (T1) and
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FIG. 2. Decoupling of the qubit from the control line by the
JQF. (a) Amplitude and (b) phase of the reflection spectra
of the qubit measured via the control line. The spectra are
measured with a probe power of −166 dBm, which gives a
linear response of the qubit. The red and blue dots are the
experimental results with and without the JQF, respectively.
The black line is the theoretical fit to the data without the
JQF. (c) External coupling rate of the qubit as a function of
the JQF-qubit detuning. The circles and the solid line are
the experimental and numerically simulated results, respec-
tively. The horizontal dashed line is the data in the absence
of the JQF. The gray-shaded area depicts the under-coupling
regime, where it is hard to obtain a good fit because of the
low signal-to-noise ratio.
Hahn-echo coherence time (TE2 ) of the qubit as a function
of the JQF-qubit detuning are shown in Fig. 3(b). Both
the relaxation and coherence times are enhanced when
the JQF is nearly on resonance with the qubit. The
enhancement ratios are mainly limited by the intrinsic
energy relaxation and thermal population of the qubit.
Furthermore, Rabi oscillations of the qubit are ob-
served when applying a stationary control field with a
photon flux of n˙ = 1.5 × 1010 s−1, which corresponds to
−101 dBm. As shown in Fig. 3(c), the Rabi oscillations
are not affected by the presence of the JQF except for
the oscillation visibility which is decreased due to the
thermal excitation caused by the intrinsic loss channel of
the qubit. The observed Rabi frequency as a function of
the JQF-qubit detuning is shown with the green circles
in Fig. 3(d). Due to the saturation of the JQF by the
strong control field, the Rabi frequency is found to be
constant and does not depend on the detuning.
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FIG. 3. Breaking the trade-off between the fast control and
lifetime of the qubit with the JQF. The red and blue dots
are the experimental results with and without the JQF, re-
spectively. The black lines are the theoretical fits. (a) Qubit
population in the excited state as a function of the delay time
between the pi pulse and the readout. (b) Decay times as a
function of the JQF-qubit detuning. The orange and cyan
circles depict the relaxation time (T1) and the Hahn-echo co-
herence time (TE2 ), respectively. The solid lines are the nu-
merically simulated results. The horizontal dashed lines are
those in the absence of the JQF. (c) Qubit population in the
excited state as a function of the duration of a square control
pulse with Gaussian edges. (d) Rabi frequency as a function
of the JQF-qubit detuning. The green circles are the observed
Rabi frequency in the presence of the JQF, and the orange cir-
cles are the conventional upper bound of the Rabi frequency
for the given drive power, which is calculated as 2
√
n˙/T1.
To further study the trade-off in qubit control, we de-
fine the conventional upper bound of the Rabi frequency
of the qubit without employing the JQF as 2
√
n˙/T1.
This is because a Rabi frequency Ωq with a fixed ex-
ternal coupling never exceeds the upper bound, as Ωq =
2
√
n˙γqex ≤ 2
√
n˙/T1. The upper bound can be achieved in
a conventional control-line setup only when the internal
loss, pure dephasing and thermal excitation of the qubit
are negligible. As shown in Fig. 3(d), the observed Rabi
frequency with the JQF exceeds this upper bound [indi-
cated by the shadowed area in Fig. 3(d)], which demon-
strates that we break the trade-off in qubit control.
To investigate if the JQF has negative effects on our
ability to control the qubit, the Rabi frequency and Rabi
decay time of the qubit are measured as a function of
the control amplitude [Figs. 4(a) and (b)]. As expected,
the Rabi frequency in the absence of the JQF increases
linearly with the control amplitude, and the Rabi decay
time is constant. In the presence of the JQF, on the
other hand, in the region where the JQF is not com-
pletely saturated (Ωf/γ
f
ex ≈ 1), the Rabi frequency is
smaller and the decay time is shorter than that without
the JQF. However, in the limit of large control ampli-
tudes (Ωf/γ
f
ex  1), the results with and without the
JQF become identical.
In Figs. 4(a) and (b), we compare the experimental
results with the numerical ones which we calculate by
replacing the transmon JQF with a two-level JQF with
the same parameters. Unlike with the transmon JQF,
the Rabi decay time of the qubit with the two-level JQF
is calculated to be shorter than that in the absence of
the JQF, even when the JQF is nearly completely satu-
rated by the control field (Ωf/γ
f
ex  1). This is because
the saturated two-level JQF is still resonantly coupled to
the qubit, providing an additional decay channel of the
qubit. On the other hand, since the transmon JQF, once
excited to its higher levels, becomes decoupled from the
qubit due to its anharmonicity, it no longer affects the
Rabi oscillations of the qubit. From numerical simula-
tions, we find that the minimum error per qubit Rabi
cycle is achieved when the anharmonicity of a transmon
JQF almost equals its external coupling rate (|αf | ≈ γfex),
which agrees with our experimental findings (see section
S4 in [40]).
When the qubit is sequentially controlled, the JQF is
expected to be saturated during each gate and not to
significantly affect gate fidelity. The average gate error
of the Clifford gates on the qubit is measured by using
randomized benchmarking [42]. In Fig. 4(c), the average
gate errors with and without the JQF are shown as a
function of the control pulse duration. We confirm that
the average gate errors in both cases are close to the
coherence limit and that the JQF is not harmful to the
qubit control. The small increase in the gate error with
the JQF can be explained by the additional decay of the
qubit due to the incomplete saturation of the JQF at
the beginning and end of the control pulse. Note that
the coherence limit is mainly determined by the external
coupling rate of the qubit.
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FIG. 4. Rabi control of the qubit with the JQF. (a) Rabi frequency and (b) Rabi decay time of the qubit as a function of the
control amplitude represented as the square root of the photon flux
√
n˙. The top axes show the corresponding Rabi frequency
of the JQF Ωf = 2
√
γfexn˙ normalized by its external decay rate γ
f
ex. The red and blue data are the experimental results with
and without the JQF, respectively. The red and blue solid lines depict numerical results with and without a transmon JQF,
while the green dashed lines show simulation results using a two-level JQF. (c) Average gate error of the qubit as a function
of the control pulse duration, obtained by randomized benchmarking. A Gaussian pulse is used for the qubit control, and the
pulse interval is set to be twice the pulse duration. The black dashed line depicts the coherence limit.
In conclusion, we successfully resolved the trade-off in
qubit control by implementing a Josephson quantum fil-
ter (JQF) to the control line of a qubit. We experimen-
tally confirmed that the JQF suppresses the qubit ra-
diative decay, while it does not significantly reduce the
Rabi frequency and the gate fidelity of the qubit. The
device could be useful in the realization of a large-scale
superconducting qubit system by reducing the heating of
the qubit environment and the crosstalk between qubits.
More generally, our experiments show that a nonlinear
element acts as a power-dependent variable boundary
condition for microwave modes, which can be applied
to other types of parametric control, such as two-qubit
gates, single-photon generation, or active cooling of quan-
tum systems.
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7SUPPLEMENTARY MATERIALS
S1. SAMPLE INFORMATION
An optical microscope image of a nominally identical sample to the one used in this work is shown in Figs. S1(a)–(f).
Three qubits are dispersively coupled to their respective readout resonators, which are connected to a readout line
via a Purcell filter. The transmon qubit, which is coupled to a control coplanar waveguide, is used as a data qubit
in the main experiments [see Figs. S1(d) and (e)]. A Josephson quantum filter (JQF), which is a frequency-tunable
transmon qubit with a capacitor composed of a single electrode and the ground plane, is strongly coupled to the
control line approximately half a wavelength apart from the data qubit [see Figs. S1(b) and (c)].
To fabricate the superconducting circuit, a 200-nm thick Nb film on a high-resistivity (>10 kΩ-cm) silicon substrate
is patterned with photolithography followed by CF4 plasma etching to form the larger structures, such as the transmon
pads, JQF pad, readout resonators, Purcell filter, and coplanar waveguides. The magnetic-flux-trapping holes are
also fabricated on the ground plane in this step. Following O2 plasma ashing and HF cleaning, the Al/AlOx/Al
Josephson junctions are fabricated with electron-beam lithography followed by electron-beam evaporation using a
bridgeless process. While the fixed frequency data qubit contains a single Josephson junction, the JQF contains an
asymmetric SQUID in order to be able to tune its frequency to be resonant with the data qubit [43]. The 300-nm thick
Al air-bridges with heights of about 3 µm [see Fig. S1(f)] are fabricated with a four-step process: photolithography
followed by electron-beam evaporation and another photolithography followed by Al etching. Together with the Al
air-bridges, a frame and bonding pads made of Al are fabricated to make good contacts with Al bonding wires. After
dicing, the device is carefully cleaned with NMP and with O2 plasma ashing.
As listed in Table S1, we determine the system parameters by comparing the experimental data with theoretical
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FIG. S1. Sample and experimental setup. (a) Optical microscope image of the entire sample. (b) JQF and and (c) its
asymmetric SQUID. (d) Data qubit and (e) its single Josephson junction. (f) An air-bridge. (g) Schematic of the experimental
setup.
8models in Sec. S3.
S2. EXPERIMENTAL SETUP
The experimental setup is shown in Fig. S1(g). The superconducting circuit is mounted in a sample holder placed
in a magnetic shield at the base temperature stage (∼ 50 mK) of a dilution refrigerator. A magnetic field is applied to
the SQUID of the JQF by a superconducting coil placed around the chip. Radio-frequency noise through the flux-bias
line is removed by low-pass filters: a pi filter at room temperature and an RC filter at the 4 K stage. The microwave
input line is highly-attenuated and filtered to decrease noise from room temperature. A cryogenic HEMT amplifier
and a room-temperature low-noise amplifier are installed in the microwave output line to measure weak microwave
signals. Several circulators and filters are installed in the output line to reduce the backward noise from the amplifiers.
The readout resonator is characterized via the readout line using reflection measurements in the frequency domain.
The qubit is characterized using two-tone spectroscopy. Furthermore, the qubit and JQF are further characterized
via the control line by the reflection measurements in the frequency domain. Then, the qubit state is controlled by
applying resonant microwave pulses via the control line, and is read out by measuring the dispersive shift of the
readout resonator via the readout line in the time domain. We study the effect of the JQF on the qubit control by
measuring the relaxation and Rabi oscillation of the qubit in both cases when the JQF is in or out of resonance with
the qubit.
The microwave pulses for control and readout are generated by mixing low-frequency pulse signals with continuous
TABLE S1. System parameters. Note that λq (≈ 15 mm) is the wavelength at the qubit frequency.
Qubit Value
Resonance frequnecy, ωq/2pi 8.002 GHz
Anharmonicity, αq/2pi −0.398 GHz
External coupling rate, γqex/2pi 123 kHz
Intrinsic loss rate, γqin/2pi 16 kHz
Pure dephasing rate, γqφ/2pi 6 kHz
Intrinsic thermal quanta, nqth 0.29
w/o JQF w/ JQF
Relaxation time, T1 1.1 µs 5.2 µs
Coherence time, TE2 2.3 µs 7.3 µs
Coherence time, T ∗2 1.7 µs 3.8 µs
Thermal population, pqth 0.028 0.16
JQF Value
Resonance frequnecy, ωf/2pi 6.3−8.5 GHz
Anharmonicity, αf/2pi −0.387 GHz
External coupling rate, γfex/2pi 113 MHz
Intrinsic loss rate, γfin/2pi 3 MHz
Pure dephasing rate, γfφ/2pi 0
Intrinsic thermal quanta, nfth 0
Separation between qubit and JQF, d 0.526λq
Readout resonator Value
Resonance frequency, ωr/2pi 10.1564 GHz
External coupling rate, κex/2pi 2.152 MHz
Intrinsic loss rate, κin/2pi 0.015 MHz
Dispersive frequency shift, 2χ/2pi 1.870 MHz
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FIG. S2. Schematic of the theoretical model. (a) System where a qubit and a JQF are coupled to a semi-infinite waveguide.
(b) System where a qubit and a JQF are coupled twice to the right-propagating modes of an infinite waveguide.
microwaves. The low-frequency signals are generated at 1-GHz sampling rates with digital-analog converters. The
readout pulses are down-converted at the mixer using a continuous microwave signal phase-locked with the one used
for the pulse generation and are measured at a 1-GHz sampling rate by an analog-digital converter.
S3. THEORETICAL MODEL
To numerically simulate the experimental data, we generalize the theoretical model discussed in the reference [23],
i.e. we consider a system where two transmon qubits (a data qubit and a JQF) with different resonance frequencies
are coupled to a semi-infinite waveguide, as shown in Fig. S2(a). In this system, a propagating field interacts with
each qubit twice at different points before and after the reflection by the open end. Therefore, it can be modeled as a
system where two qubits are coupled at two different points to an infinite waveguide containing only right-propagating
modes, as shown in Fig. S2(b). The qubit (JQF) is coupled to the waveguide at positions −rq and rq (−rf and rf)
with external coupling rate of γqex/4 (γ
f
ex/4), where it is assumed that rq ≤ rf .
Cooperative effects mediated by a waveguide
We derive the cooperative effects on the qubit and the JQF mediated by the waveguide. Setting ~ = v = 1, where
v is the velocity of the microwaves, the total Hamiltonian under the rotating wave approximation is given by
Hˆ = Hˆsys +
∫ ∞
−∞
dk kaˆ†kaˆk +
∑
n=q,f
∫ ∞
−∞
dk√
2pi
√
γnex
4
(
bˆ†naˆke
−ikrn + bˆnaˆ
†
ke
+ikrn + bˆ†naˆke
+ikrn + bˆnaˆ
†
ke
−ikrn
)
, (S1)
where Hˆsys =
∑
n=q,f ωnbˆ
†
nbˆn +
αn
2 bˆ
†2
n bˆ
2
n is the system Hamiltonian of the two transmon qubits with resonance
frequencies ωn and anharmonicities αn, bˆn is the annihilation operator of the transmon qubit n, and aˆk is the
annihilation operator of the right-propagating mode with wavenumber k. The coupling strength of the propagating
mode and the system is assumed not to depend on the wavenumber. Furthermore, it is assumed that the lower
limit of k integration is extended to −∞ since the propagating mode with a negative frequency does not affect the
dynamics due to the large detuning from the system frequencies. The waveguide mode operator in the wavenumber
representation, aˆk, is associated with that in the real-space representation, aˆr, as
aˆk =
∫ ∞
−∞
dr√
2pi
aˆre
−ikr and aˆr =
∫ ∞
−∞
dk√
2pi
aˆke
ikr. (S2)
They obey the following commutation relations:
[
aˆk, aˆ
†
k′
]
= δ(k − k′) and
[
aˆr, aˆ
†
r′
]
= δ(r − r′).
From Eq. (S1), the Heisenberg equation for aˆk is given by
daˆk
dt
= −ikaˆk − i√
2pi
∑
n=q,f
√
γnex
4
(
bˆne
+ikrn + bˆne
−ikrn
)
, (S3)
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which can be formally solved as
aˆk = aˆk(0)e
−ikt − i√
2pi
∑
n=q,f
√
γnex
4
∫ t
0
dt′
(
bˆn(t
′)e−ik(−rn−t
′+t) + bˆn(t
′)e−ik(rn−t
′+t)
)
, (S4)
where aˆk(0) is the right-propagating annihilation operator with wavenumber k at the initial time t = 0 and bˆn(t
′) is
the annihilation operator of the transmon qubit at time t′. Note that operators at time t are written in a simple form
hereinafter, e.g. aˆk = aˆk(t). Multiplying Eq. (S4) by e
ikr/
√
2pi and integrating from −∞ to ∞ with respect to k, we
obtain the input-output relation of the right-propagating mode in the real-space representation as
aˆr = aˆr−t(0)− i
∑
n=q,f
√
γnex
4
{
Θr∈(−rn,−rn+t) bˆn(t− r − rn) + Θr∈(rn,rn+t) bˆn(t− r + rn)
}
, (S5)
where Θ is a product of Heaviside step functions, Θr∈(a,b) = θ(r − a)θ(b− r).
Using Eqs. (S1) and (S2), the time evolution of an arbitrary operator Oˆ supported by the two-qubit subspace is
described in the Heisenberg picture as
dOˆ
dt
= i
[
Hˆsys, Oˆ
]
+ i
∑
n=q,f
√
γnex
4
([
bˆ†n, Oˆ
]
(aˆ−rn + aˆrn) + (aˆ
†
−rn + aˆ
†
rn)
[
bˆn, Oˆ
])
. (S6)
By substituting Eq. (S5) into Eq. (S6), it can be rewritten as
dOˆ
dt
= i
[
Hˆsys, Oˆ
]
+ i
∑
n=q,f
√
γnex
([
bˆ†n, Oˆ
] aˆ−rn−t(0) + aˆrn−t(0)
2
+
aˆ†−rn−t(0) + aˆ
†
rn−t(0)
2
[
bˆn, Oˆ
])
+
∑
n=q,f
γnex
2
([
bˆ†n, Oˆ
] bˆn + bˆn(t− 2rn)
2
− bˆ
†
n + bˆ
†
n(t− 2rn)
2
[
bˆn, Oˆ
])
+
∑
n=q,f
√
γqexγfex
2
([
bˆ†n, Oˆ
] bˆn¯(t+ rq − rf) + bˆn¯(t− rq − rf)
2
− bˆ
†
n¯(t+ rq − rf) + bˆ†n¯(t− rq − rf)
2
[
bˆn, Oˆ
])
,
(S7)
where n¯ = f (n¯ = q) if n = q (n = f).
Next, we employ the free-evolution approximation, bˆn(t−x) ≈ bˆneiωnx, which is valid when the time delay is much
shorter than the typical time scales of dynamics of the qubits, such as the radiative lifetime. Furthermore, the initial
state of the propagating mode is assumed to be separable from the system of the qubit and JQF and to be either
in the vacuum state or a coherent state. Since a coherent state, which generally includes the vacuum state, is an
eigenstate of the annihilation operator with its eigenvalue being a coherent amplitude, the annihilation operator of
the propagating mode at the initial time t = 0 can be replaced with its complex amplitude, e.g. aˆ−t(0)→
√
n˙ e−iωt,
where n˙ is the photon flux of the coherent drive field and ω is the drive frequency. Then, Eq. (S7) is rewritten as
dOˆ
dt
= i
[
Hˆsys, Oˆ
]
+ i
∑
n=q,f
√
γnexn˙ cos(ωrn)
[
bˆ†ne
−iωt + bˆneiωt, Oˆ
]
+
∑
n=q,f
γnex cos(ωnrn)
2
([
bˆ†n, Oˆ
]
bˆne
iωnrn − bˆ†n
[
bˆn, Oˆ
]
e−iωnrn
)
+
∑
n=q,f
√
γqexγfex cos(ωn¯rq)
2
([
bˆ†n, Oˆ
]
bˆn¯e
iωn¯rf − bˆ†n¯e−iωn¯rf
[
bˆn, Oˆ
])
.
(S8)
The second term on the right-hand side is associated with the coherent-drive Hamiltonian of the qubit and the JQF,
which is defined by Hˆdrive =
∑
n=q,f
√
γnexn˙ cos(ωrn)
(
bˆ†ne
−iωt + bˆneiωt
)
.
Using the cyclic invariance of trace operations, the time derivative of the expectation value 〈Oˆ〉 is described in the
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Schro¨dinger picture as
d〈Oˆ〉
dt
= Tr
[
dOˆ
dt
ρˆT(0)
]
= Tr
[
Oˆ(0)
dρˆT
dt
]
=− i Tr
[
Oˆ [Hˆsys + Hˆdrive, ρˆT]
]
+
∑
n=q,f
Tr
[
Oˆ
γnex cos(ωnrn)
2
{(
bˆnρˆTbˆ
†
n − bˆ†nbˆnρˆT
)
eiωnrn +
(
bˆnρˆTbˆ
†
n − ρˆTbˆ†nbˆn
)
e−iωnrn
}]
+
∑
n=q,f
Tr
[
Oˆ
√
γqexγfex cos(ωn¯rq)
2
{(
bˆn¯ρˆTbˆ
†
n − bˆ†nbˆn¯ρˆT
)
eiωn¯rf +
(
bˆnρˆTbˆ
†
n¯ − ρˆTbˆ†n¯bˆn
)
e−iωn¯rf
}]
.
(S9)
The expectation value of the local operator Oˆ can be obtained from the reduced density matrix, in which the
degrees of freedom of the propagating modes are traced out. Therefore, by defining the density-matrix operator of
the composite system of the qubit and JQF as ρ = Trp[ρT], where Trp[·] is the partial trace of the propagating mode,
the reduced master equation is derived from Eq. (S9) as
dρˆ
dt
=− i
[
Hˆsys + Hˆdrive, ρˆ
]
+
∑
n=q,f
γnex cos(ωnrn)
2
[(
bˆnρˆbˆ
†
n − bˆ†nbˆnρˆ
)
eiωnrn +
(
bˆnρˆbˆ
†
n − ρˆbˆ†nbˆn
)
e−iωnrn
]
+
∑
n=q,f
√
γqexγfex cos(ωn¯rq)
2
[(
bˆn¯ρˆbˆ
†
n − bˆ†nbˆn¯ρˆ
)
eiωn¯rf +
(
bˆnρˆbˆ
†
n¯ − ρˆbˆ†n¯bˆn
)
e−iωn¯rf
]
.
(S10)
Then, the master equation can be rewritten in the Lindblad form as
dρˆ
dt
=− i
[
Hˆsys + Hˆdrive + HˆLamb + Hˆeff , ρˆ
]
+
∑
n,m=q,f
γnmex D(bˆn, bˆm)ρˆ, (S11)
where the Lamb-shift Hamiltonian is given by HˆLamb =
∑
n=q,f
γnex
4 sin(2ωnrn) bˆ
†
nbˆn. The waveguide-mediated effective
interaction Hamiltonian is given by
Hˆeff = J bˆ
†
qbˆf + J
∗ bˆ†f bˆq, (S12)
where J =
√
γqexγfex/2 [cos(ωfrq)e
iωfrf − cos(ωqrq)e−iωqrf ]/(2i) is the coupling strength. Furthermore, we define the
individual and correlated radiative decay rates of the qubit and the JQF as γnnex = γ
n
ex cos
2(ωnrn) and γ
qf
ex = γ
fq∗
ex =√
γqexγfex [cos(ωfrq)e
iωfrf + cos(ωqrq)e
−iωqrf ]/2, respectively. The superoperator for the decay terms is defined as
D(Aˆ, Bˆ)ρˆ = BˆρˆAˆ† − (Aˆ†Bˆρˆ+ ρˆAˆ†Bˆ)/2.
Without loss of generality, the resonance frequencies of the qubit and JQF can be renormalized such that the Lamb
shifts are included in the system Hamiltonian, i.e. HˆLamb = 0. In our device, the qubit is located at the open end of the
semi-infinite waveguide (rq = 0) and the JQF is placed at the distance d apart from the qubit (rf = d). Furthermore,
the imperfections of the qubit and JQF, such as the intrinsic relaxation and the pure dephasing, are added to simulate
the real device. Note that we assume that the control line is cooled down enough as we have checked it in the almost
same configuration [44]. As a result, the master equation of the composite system containing the qubit and JQF is
described as
dρˆ
dt
=− i
[
Hˆsys + Hˆdrive + Hˆeff , ρˆ
]
+
∑
n,m=q,f
γnmex D(bˆn, bˆm)ρˆ
+
∑
n=q,f
[
γnin(1 + n
n
th)D(bˆn)ρˆ+ γninnnth D(bˆ†n)ρˆ+ γnφ D(bˆ†nbˆn)ρˆ
]
,
(S13)
where γnin, γ
n
φ and n
n
th are the intrinsic relaxation rate, pure dephasing rate, and thermal quanta of the intrinsic loss
channel, respectively. The individual dissipation terms, which appear in the second line of Eq. (S13), are simplified
as D(Aˆ) = D(Aˆ, Aˆ). Here, the system Hamiltonian in the rotating frame at drive frequency ω is given by
Hˆsys =
∑
n=q,f
(ωn − ω) bˆ†nbˆn +
αn
2
bˆ†2n bˆ
2
n. (S14)
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The drive Hamiltonian in the rotating frame is given by
Hˆdrive =
√
γqexn˙
(
bˆ†q + bˆq
)
+
√
γfexn˙ cos(ωd)
(
bˆ†f + bˆf
)
. (S15)
The waveguide-mediated coupling strength is given by
J =
√
γqexγfex
2
eiωfd − e−iωqd
2i
. (S16)
The individual and correlated radiative decay rates to the waveguide are given by
γqqex = γ
q
ex, γ
ff
ex = γ
f
ex cos
2(ωfd) (S17)
and
γqfex = γ
fq∗
ex =
√
γqexγfex
eiωfd + e−iωqd
2
, (S18)
respectively. We calculate the numerical results of the dynamics of the qubit with the JQF using this master equation
with the parameters listed in Table S1.
Bright and dark modes
The individual and correlated decays of the qubit and JQF can be understood as the individual decays of the bright
and dark modes [33], which are defined by
bˆB/D =
(
γ
B/D
ex − γffex
)
bˆq + γ
fq∗
ex bˆf√(
γ
B/D
ex − γffex
)2
+
∣∣∣γqfex∣∣∣2 (S19)
with decay rates
γB/Dex =
γqqex + γ
ff
ex
2
±
√(
γqqex − γffex
2
)2
+
∣∣∣γqfex∣∣∣2. (S20)
Therefore, the radiative decay terms in Eq. (S13) can be replaced by∑
n,m=q,f
γnmex D(bˆn, bˆm)ρˆ →
∑
µ=B,D
γµex D(bˆµ)ρˆ. (S21)
Reflection spectrum of a single qubit
As discussed in Sec. S5 and Sec. S7, the qubit and JQF are first characterized individually by measuring their
reflection spectra via the control line. Therefore, we here provide a model of one of the transmon qubits (the qubit
or the JQF) coupled to the semi-infinite waveguide.
By setting one of the external coupling rates of the qubit and JQF to zero in the previous model, the master
equation of the single transmon qubit is obtained as
dρˆ
dt
= −i
[
Hˆsys + Hˆdrive, ρˆ
]
+ γnex cos
2(ωnrn)D(bˆn)ρˆ+ γin(1 + nnth)D(bˆn)ρˆ+ γninnnth D(bˆ†n)ρˆ+ γnφ D(bˆ†nbˆn)ρˆ, (S22)
where ρ is the density-matrix operator of the transmon qubit, Hˆsys = (ωn − ω) bˆ†nbˆn + αn2 bˆ†2n bˆ2n and Hˆdrive =√
γnexn˙ cos(ωnrn)
(
bˆ†n + bˆn
)
. Note that the drive amplitude is assumed to be constant with respect to the drive
frequency, i.e. cos(ωrn) ≈ cos(ωnrn), since the drive frequency is close to that of the transmon qubit.
The reflection coefficient of the transmon qubit is numerically obtained by using the steady-state solution and the
input-output relation. The steady state ρˆss of the transmon qubit in the rotating frame of the drive frequency can
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be obtained by solving Eq. (S22) with dρˆ/dt → 0. Then, the expectation value of the annihilation operator of the
transmon qubit in the steady state is obtained at time t in the laboratory frame as
〈bˆn(t)〉 = Tr
[(
bˆne
−iωt
)
ρˆss
]
= 〈bˆn〉sse−iωt, (S23)
where 〈bˆn〉ss = Tr
[
bˆnρˆss
]
. When only a single qubit is coupled to the control line, the input-output relation of Eq. (S5)
is simplified as
aˆr = aˆr−t(0)− i
√
γnex cos(ωnrn) bˆn(t− r), (S24)
where the position r should be on the right-hand side of all coupling positions in the model shown in Fig. S2(b).
Using Eq. (S23), the complex amplitude of the output field in the steady state can be represented as
〈aˆr〉 = 〈aˆr−t(0)〉 − i
√
γnex cos(ωnrn) 〈bˆn(t− r)〉
= 〈aˆr−t(0)〉 − i
√
γnex cos(ωnrn) 〈bˆn〉ss e−iω(t−r).
(S25)
The reflection spectrum is then obtained as
S11(ω) =
〈aˆr〉
〈aˆr−t(0)〉 = 1− i
√
γnex
n˙
cos(ωnrn) 〈bˆn〉ss, (S26)
where 〈ar−t(0)〉 =
√
n˙ e−iω(t−r) according to our earlier assumption.
S4. WORKING PRINCIPLE OF JQF
We now explain the working principle of the JQF: why the JQF suppresses the qubit radiative decay when a drive
is switched off and why the JQF does not reduce the qubit Rabi frequency under a strong drive. For simplicity, we
consider a case where two-level systems are used for the qubit and JQF. In other words, we replace the annihilation
operator bˆn with the lowering operator of the Pauli matrix σˆn in the model discussed in Sec. S3. After that, we
consider a transmon JQF and study the dependence of the JQF anharmonicity on the Rabi frequency and Rabi decay
time of the qubit.
Requirements for JQF
As we discuss in the main text, we have three requirements for the JQF to act as a filter for the qubit:
• The JQF and qubit should be on resonance (ωf = ωq),
• The distance between the qubit and JQF should be half the qubit wavelength (d = λq/2), and
• The JQF should be coupled to the control line much more strongly than the qubit (γfex  γqex).
The first condition (ωf = ωq) is required to maximize the cooperative effects between the qubit and JQF. The
strength of the exchange interaction and the correlated decay rate are given by J =
√
γqexγfex
2 sin(ωqd) and γ
qf
ex = γ
fq
ex =√
γqexγfex cos(ωqd), respectively. The second condition (d = λq/2) is needed to suppress the exchange interaction, i.e.
J = 0, to prevent the qubit from hybridizing with the JQF, and to maximize the correlated decay, i.e. γqfex = γ
fq
ex =
−
√
γqexγfex. Using Eqs. (S19) and (S20), the bright and dark modes are given by
σˆB =
1√
γqex + γfex
(
−
√
γqex σˆq +
√
γfex σˆf
)
(S27)
and
σˆD =
1√
γqex + γfex
(√
γfex σˆq +
√
γqex σˆf
)
(S28)
with decay rates of γBex = γ
q
ex + γ
f
ex and γ
D
ex = 0. The third condition (γ
f
ex  γqex) causes the dark mode to be close
to the qubit mode, i.e. σˆD ≈ σˆq, suppressing the radiative decay of the qubit. On the other hand, the bright mode
becomes close to the JQF mode, i.e. σˆB ≈ σˆf .
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Dynamics of qubit with JQF
Using the bright-mode basis, the master equation (S13) with the resonant control field (ω = ωq) can be rewritten
as
dρˆ
dt
= −i
[
Hˆdrive, ρˆ
]
+ γBex D(σˆB)ρˆ, (S29)
where Hˆdrive = −
√
γBexn˙ (σˆ
†
B + σˆB). For simplicity, we neglect the imperfections of the qubit and the JQF as
γnin = γ
n
φ = 0.
Here, we describe the master equation with the bright- and dark modes basis: the ground state |gg〉, the excited
state of the bright mode |g˜e〉 = σˆ†B|gg〉, the excited state of the dark mode |e˜g〉 = σˆ†D|gg〉, and both excited states |ee〉.
In this representation, |gg〉, |ge〉, |eg〉, and |ee〉 are the product states of the ground and excited states of the qubit
and the two-level JQF. Using the bright- and dark-modes basis, the lowering operator of the bright mode multiplied
by the coupling coefficient
√
γBex, which corresponds to the transition moment of the bright mode by the control field,
can be rewritten exactly as
√
γBex σˆB =
√
γBex |gg〉〈g˜e|+
γfex − γqex√
γBex
|e˜g〉〈ee| − 2
√
γqexγfex
γBex
|g˜e〉〈ee|. (S30)
In the limit of γfex  γqex, it can be approximated as√
γBex σˆB ≈
√
γfex |gg〉〈ge|+
√
γfex |eg〉〈ee| − 2
√
γqex |ge〉〈ee|
=
√
γfex σˆf −
√
γqex (1 + σˆ
f
z)σˆq.
(S31)
This expression implies that the transition moment of the qubit depends on the state of the JQF, i.e. the qubit can
be driven or decay only when the two-level JQF is in its excited state [see Fig. S3(a)]. Using this approximation, the
master equation (S29) can be rewritten as
dρˆ
dt
= −i
[
Hˆdrive, ρˆ
]
+D
(√
γfex σˆf −
√
γqex (1 + σˆ
f
z)σˆq
)
ρˆ, (S32)
where
Hˆdrive = −Ωf
2
σˆfx +
Ωq
2
(1 + σˆfz)σˆ
q
x (S33)
is the approximative drive Hamiltonian where σˆfx and σˆ
q
x are the Pauli x-matrix of the JQF and qubit, respectively.
The Rabi frequencies are defined as Ωf = 2
√
γfexn˙ and Ωq = 2
√
γqexn˙.
As shown in Figs. S4(a) and (b), we numerically calculate the Rabi frequency and Rabi decay time of the qubit
as a function of the control amplitude using the rigorous model (blue solid line) of Eq. (S29) and the approximative
model (orange dashed line) of Eq. (S32). The population of the ground state of the JQF is also calculated and is
shown in Fig. S4(c). The approximative model reproduces the results calculated with the rigorous model well. When
the control field is large enough to saturate the JQF [see Fig. S4(c)], the Rabi frequency with the two-level JQF
approaches that without the JQF [see Fig. S4(a)]. On the other hand, the Rabi decay time of the qubit with the JQF
is shorter than that without the JQF, even when the control field completely saturates the JQF [see Fig. S4(b)].
Using the approximative master equation (S32), we explain the working principle of the two-level JQF. When the
JQF and qubit are driven by a control field, the drive Hamiltonian is further approximated as Hˆdrive ≈ −Ωf2 σˆfx+ Ωq2 σˆqx,
since the drive term Ωf2 σˆ
f
x suppresses the non-commutating coupling term
Ωq
2 σˆ
f
zσˆ
q
x. This is known as the secular
approximation. When the control field is switched off, the qubit decay immediately vanishes, since the JQF quickly
decays to the ground state, resulting in (1 + σˆfz) = 0 in Eq. (S32).
To understand the additional decay of the qubit Rabi oscillation caused by the two-level JQF as seen in Fig. S4(b),
we have to consider the perturbation of the coupling term
Ωq
2 σˆ
f
zσˆ
q
x suppressed by the secular approximation. We
explain it by using the matrix representation.
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FIG. S3. Schematic of energy levels. (a) Energy levels of the qubit and JQF in the eigenbasis of the system Hamiltonian in the
laboratory frame. The blue and green solid arrows depict the coherent interactions, while the blue and green wavy arrows show
the relaxations. The black arrows depict the qubit frequency in the laboratory frame. (b) Energy levels of the qubit and JQF
in the basis which diagonalizes the drive Hamiltonian of the JQF in the rotating frame at drive frequency ω = ωq. The blue
solid arrows depict the frequency splittings due to the Rabi frequency of the JQF in the rotating frame at the drive frequency.
The green solid and dashed arrows show the resonant and off-resonant coherent interactions of the qubit, respectively. The
blue wavy arrows depict the dephasings in the Rabi oscillation of the JQF, while the green wavy arrows show the relaxations
of the qubit.
From Eq. (S33), the approximative drive Hamiltonian in the basis spanned by {|gg〉, |ge〉, |eg〉, |ee〉} is given by
Hˆdrive =

0 −Ωf2 0 0
−Ωf2 0 0 Ωq
0 0 0 −Ωf2
0 Ωq −Ωf2 0
 . (S34)
By diagonalizing the drive terms of the JQF, the Hamiltonian is represented in the basis spanned by {|g+〉, |g−〉,
|e+〉, |e−〉} as
Hˆdrive =

−Ωf2 0 Ωq2 ZZ−Ωq2
0 Ωf2
Z
Z−Ωq2 Ωq2
Ωq
2
Z
Z−Ωq2 −Ωf2 0
Z
Z−Ωq2 Ωq2 0 Ωf2
 , (S35)
where |s±〉 = 1√
2
(|sg〉±|se〉) for s = g, e. We can neglect the off-resonant coupling elements [crossed out in Eq. (S35)]
in the subspaces of |g+〉 and |e−〉 and of |g−〉 and |e+〉 since the detuning Ωf is much larger than the coupling strength
Ωq, i.e. γ
f
ex  γqex, which corresponds to the secular approximation as explained above. As schematically shown with
the green solid arrows in Fig. S3(b), the qubit Rabi oscillations between |g+〉 and |e+〉 and between |g−〉 and |e−〉
occur with the expected Rabi frequency Ωq.
As for the reduction of the Rabi decay time of the qubit, the additional decay channel can be explained by the
same off-resonant coupling terms which we neglected using the secular approximation in the above explanation for
the qubit Rabi oscillations. As schematically shown in Fig. S3(b), the perturbation of the off-resonant coupling
allows the qubit state to decay through the lossy JQF state (see the green dashed arrows and the blue wavy arrows).
For example, consider the decay channel of the Rabi oscillation between |g+〉 and |e+〉. First, the decay from |e+〉
to |g+〉 with the rate of γqex corresponds to the conventional radiative decay of the qubit to the control line. In
addition, |e+〉 (|g+〉) decays to |g+〉 (|e+〉) via |g−〉 (|e−〉). Here, the mixing ratio of |g−〉 to |e+〉 (|e−〉 to |g+〉)
is given by (Ωq/Ωf)
2 = γqex/γ
f
ex. The Rabi decay rate between |g+〉 and |g−〉 or between |e−〉 and |e+〉 is on the
order of the JQF decay rate γfex. Thus, these additional decay rates of the qubit are on the order of the qubit decay
(≈ (Ωq/Ωf)2γfex = γqex). As schematically shown in Fig. S3(b), the same holds true for the Rabi oscillation between
|g−〉 and |e−〉.
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FIG. S4. Numerically simulated results of qubit control in the presence of a JQF. (a) Rabi frequency of the qubit, (b) Rabi
decay time of the qubit, and (c) ground-state occupancy of the JQF as a function of the control amplitude represented in the
square root of the photon flux
√
n˙. The top axes show the corresponding Rabi frequency of the JQF Ωf = 2
√
γfexn˙ normalized
by its external decay rate γfex. The black dashed lines are the analytical solutions with the qubit driven in the absence of
the JQF. The blue and red solid lines are the numerically calculated results where an ideal two-level qubit and a transmon
qubit with an anharmonicity of −0.1 GHz are used for the JQF, respectively. The orange dashed line shows the numerically
calculated results from the approximative model with a two-level JQF. (d) Rabi frequency, (e) Rabi decay time, and (f) error
probability within a single Rabi cycle of the qubit as a function of the anharmonicity of the transmon-type JQF. The system
parameters used in the simulations are γqex/2pi = 100 kHz, γ
f
ex/2pi = 100 MHz, and γ
n
in = γ
n
φ = 0 for n = q, f.
Transmon JQF versus two-level JQF
In the experiments, we use a transmon qubit as the JQF. Thus, we here consider the transmon JQF instead of the
two-level JQF. The Rabi frequency of the qubit, Rabi decay time of the qubit, and ground-state occupancy of the
JQF as a function of the control amplitude are numerically calculated from the rigorous model of Eq. (S13), where a
transmon qubit with an anharmonicity of −0.1 GHz is used for the JQF [see the red lines in Figs. S4(a)–(c)]. Note
that we neglect the imperfections of the qubit and the JQF as γnin = γ
n
φ = 0 for simplicity. In the limit of large control
amplitudes (Ωf/γ
f
ex  1), the Rabi decay time of the qubit with the transmon JQF is increased when compared to
the two-level JQF, although there is no significant difference in the qubit Rabi frequency. As explained above, the
origin of the additional qubit decay during the Rabi oscillation is the off-resonant coupling derived from the correlated
decay with the lossy JQF. In the case of a transmon JQF, the JQF can be driven to be populated in higher excited
states which do not have significant correlated decay with the qubit due to the large anharmonicity. Therefore, the
Rabi decay time of the qubit with the transmon JQF can be closer to that without the JQF, as shown in Fig. S4(b).
To further investigate the effect of the transmon-type JQF, the Rabi frequency and decay time of the qubit as a
function of the anharmonicity of the transmon JQF are shown in Figs. S4(d) and (e). The control amplitude is set
to be
√
n˙ = 100
√
MHz. The lower anharmonicity of the JQF results in a lower Rabi frequency of the qubit due to
an effect similar to a Purcell filter. On the other hand, since a lower anharmonicity allows for populating the higher
energy levels of the transmon JQF, the Rabi decay time of the qubit approaches the same value as that without a
JQF. The error probability per single Rabi cycle is calculated as a product of the Rabi decay rate and the oscillation
period (γqRabi × 2pi/Ωq). This is plotted as a function of the anharmonicity of the transmon JQF in Fig. S4(f). In the
absence of the JQF, the lower limit of the error probability is given by 4pi/3
√
γqex/n˙ (black dashed line). It is observed
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FIG. S5. Reflection spectra of JQF measured via the control line. (a) Normalized amplitude and (b) phase of the reflection
coefficients of the JQF as functions of the probe frequency and power. The dashed lines indicate the probe powers of the cross-
sections in (c) and (d). Note that a phase offset is added in (b) depending on the resonance being in the over- or under-coupling
regimes. (c) and (d) Cross sections of (a) and (b) at different probe powers. The dots are the experimental results while the
black lines are the theoretical fits for −146 dBm, −124 dBm and −120 dBm.
that the error probability is minimized when the JQF anharmonicity is close to its external coupling rate (|αf | ≈ γfex).
S5. JQF REFLECTION SPECTRUM
The JQF is characterized by measuring the reflection spectrum via the control line. The JQF frequency is set to
be close to that of the qubit by tuning the magnetic flux applied threading the SQUID of the JQF. Thus, we assume
that cos(ωfd) = −1 in the model of Sec. S3.
The amplitude and phase of the reflection coefficient as a function of the probe frequency and probe power are shown
in Figs. S5(a) and (b), while the cross-sections of the color plots are shown with different probe powers in Figs. S5(c)
and (d), respectively. Note that the probe-frequency step is larger than the linewidth of the qubit and that the qubit
resonance is not observed in this measurement. At a smaller probe power of −146 dBm, the JQF spectrum is in the
over-coupling regime, where the external coupling rate is much larger than the intrinsic loss rate, i.e. γfex  γfin. The
JQF transition starts to saturate around the single-photon power level, calculated as ~ωf(γfex+γfin)2/4γfex ≈ −120 dBm,
which would populate a linear resonator with a single photon on average. At a stronger probe power of −100 dBm,
the JQF does not affect the reflection coefficient due to it being saturated.
We use the probe power dependence of the JQF spectrum to determine the system parameters of the JQF. When the
first excited state is thermally populated, the transition to the second excited state can be observed in our frequency
range, in principle allowing us to obtain the thermal population of the JQF. Furthermore, by fitting the reflection
spectra for different powers with numerically calculated results of Eq. (S26), the intrinsic loss and pure dephasing
rates of the JQF can be determined independently. We use the reflection spectra with probe powers of −146 dBm,
−124 dBm and −120 dBm for this characterization. Note that a phase offset and an electrical phase delay are also
used as fitting parameters. The experimental results are well reproduced by numerical calculations with the optimal
fitting parameters, as shown with the black lines in Figs. S5(c) and (d). From these fits, the system parameters of
the JQF are found to be ωf/2pi = 8.0004 GHz, γ
f
ex/2pi = 112 MHz, γ
f
in/2pi = 3 MHz, and γ
f
φ = n
f
th = 0. The pure
dephasing rate γfφ and the intrinsic thermal quanta n
f
th are negligible for the JQF over-coupled to the control line.
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FIG. S6. Reflection spectra of the readout resonator. The dots and solid lines are the experimental results and the theoretical
fits, respectively. (a) Complex amplitude, (b) normalized amplitude and (c) phase of the reflection spectrum of the readout
resonator when the JQF is resonant with the qubit. (d)-(f) Same plots for the JQF out of resonance from the qubit.
S6. READOUT-RESONATOR REFLECTION SPECTRUM
To characterize the thermal population of the qubit, we observe the dispersive frequency shift of the readout
resonator depending on the qubit state.
The reflection spectrum of a resonator is given by
S r11(ω, ωr, κex, κin) = −
κex−κin
2 + i(ω − ωr)
κex+κin
2 − i(ω − ωr)
, (S36)
where ω is the probe frequency, ωr is the resonance frequency, κex is the external coupling rate, and κin is the intrinsic
loss rate [45].
In our setup, the readout resonator is coupled to the transmon qubit dispersively. Thus, the resonance frequency
of the readout resonator is shifted by the dispersive shift χ depending on the qubit state: the resonance frequency is
ωr + χ (ωr − χ) when the qubit is in the ground (first excited) state [46].
The measurement time of the reflection signal is much longer than the time scale of the qubit dynamics in thermal
equilibrium, i.e. the qubit state is hopping between the ground and first excited states during the measurement. The
ratio of the dwell times of each state corresponds to the qubit thermal population. We assume that the second excited
state of the qubit does not get populated. The reflection spectra of the readout resonator with the qubit in the ground
and first excited states are then classically mixed as
Sge11(ω, ωr, κex, κin, χ, p
q
th) = (1− pqth) S r11(ω, ωr + χ, κex, κin) + pqth S r11(ω, ωr − χ, κex, κin), (S37)
where pqth is the qubit thermal population in the first excited state. We use the analytical solution of the readout
resonator to fit the experimental results. In this fitting, the intrinsic loss rate of the resonator and the thermal
population of the qubit can be determined independently when the coupled system is in the strong dispersive regime,
i.e. κex +κin ≤ 2χ. Note that a phase offset and an electrical phase delay are also used as additional fitting parameters.
As shown in Figs. S6(a)–(c), the complex amplitude, normalized amplitude, and phase of the reflection spectrum of
the readout resonator are measured when the JQF is on resonance with the qubit, respectively. Note that the probe
power is set to be −130 dBm, comparable with the single-photon power level for the readout resonator, defined as
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~ωr(κex + κin)2/(4κex) ≈ −136 dBm. The reflection spectrum of the readout resonator is fitted well with Eq. (S37).
Since we assume that the control line is well cooled down at the qubit frequency, the thermal population of the qubit
is maximized due to the hotter intrinsic bath when the JQF is on resonance with the qubit and decouples the qubit
from the control line. Therefore, the ratio of the reflection spectrum with the qubit in the excited state is larger,
which enables us to determine the resonator frequency and dispersive shift more precisely as ωr/2pi = 10.1564 GHz
and 2χ/2pi = 1.870 MHz.
As shown in Figs. S6(d)–(f), the reflection spectrum of the readout resonator is measured when the JQF is out
of resonance from the qubit, enabling us to characterize the thermal population of the qubit in the absence of the
JQF. By fitting the reflection spectrum with the determined parameters of ωr and χ, the external coupling and
intrinsic loss rates of the resonator and the thermal population of the qubit are determined as κex/2pi = 2.152 MHz,
κin/2pi = 0.015 MHz, and p
q
th = 0.028. As shown in Fig. S9(c), the thermal population of the qubit with different
JQF-qubit detunings is determined in the same way. We will use the thermal population of the qubit to determine
the external coupling rate of the qubit in the next section.
S7. QUBIT REFLECTION SPECTRUM
To characterize the external coupling rate of the qubit, the reflection spectrum of the qubit is measured via the
control line. The external coupling rate of the qubit in the absence of the JQF is used for the calibration of the control
power (see Sec S8).
Since the qubit linewidth is much smaller than its anharmonicity, under the assumption of no thermal excitation
of its second excited state, the transmon qubit can be well approximated as a two-level system, i.e. the truncation
number of the annihilation operator is set to 2 in the model discussed in Sec. S3. Therefore, the off-diagonal element
of the steady state of the master equation (S22) is analytically solved as
〈0|ρˆss|1〉 = i
√
γqexn˙
(2nqeff + 1)γ
q
2
1 + i
(
ω−ωq
γq2
)
1 +
(
ω−ωq
γq2
)2
+ 4γ
q
exn˙
γq1γ
q
2
, (S38)
where nqeff = γ
q
inn
q
th/(γ
q
ex + γ
q
in) is the effective thermal quanta, γ
q
1 = γ
q
ex + (2n
q
th + 1)γ
q
in is the total relaxation rate,
and γq2 = γ
q
1/2 + γ
q
φ is the total dephasing rate [35]. Using Eq. (S26), the reflection spectrum of the qubit is given by
S q11 = 1−
γqex
(2nqeff + 1)γ
q
2
1 + i
(
ω−ωq
γq2
)
1 +
(
ω−ωq
γq2
)2
+ 4γ
q
exn˙
γq1γ
q
2
, (S39)
where 〈bˆq〉ss = 〈0|ρˆss|1〉 is used. In the limit of weak probe power, i.e. n˙  γq1γq2/(4γqex), the reflection spectrum can
be approximated as
S q11(ω, ωq, γ
q
eff , γ
q
2 ) = 1−
γqeff
γq2 − i(ω − ωq)
, (S40)
where an effective rate γqeff = γ
q
ex/(2n
q
eff + 1) is defined as an independent fitting parameter. Note that a phase offset
and an electrical phase delay are also used as fitting parameters. Furthermore, from the experimentally-obtainable
qubit thermal population pqth, the effective thermal quanta n
q
eff is obtained as
nqeff =
pqth
1− 2pqth
. (S41)
As a result, the external coupling rate of the qubit is determined to be
γqex = (2n
q
eff + 1)γ
q
eff . (S42)
The amplitude and phase of the reflection coefficient as a function of the probe frequency and the JQF-qubit
detuning are shown in Figs. S7(a) and (b), respectively. To obtain the linear response of the qubit, we set the probe
power to −166 dBm in these measurements. The qubit spectrum with the far detuning from the JQF (in the absence
of the JQF) is found to be in the over-coupling regime to the control line. In contrast, when the JQF is on resonance
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FIG. S7. Reflection spectra of the qubit measured via control line. (a) Amplitude and (b) phase of the reflection coefficients
as functions of the probe-qubit and JQF-qubit detunings. The dashed lines indicate the detunings of the cross-sections in (c)
and (d). Note that a phase offset is added in (b) depending on the resonance being in the over- or under-coupling regimes. (c)
and (d) Cross sections of (a) and (b) at different JQF-qubit detunings. The dots and solid lines are the experimental results
and the theoretical fits, respectively. (e) Qubit decay rates as a function of the detuning. The green, red, and blue circles are
the fitting results of the effective rate γqeff , total dephasing rate γ
q
2 , and corrected external coupling rate γ
q
ex, respectively. The
dashed lines depict the experimental results in the absence of the JQF. (f) Qubit frequency as a function of the JQF-qubit
detuning. The dashed line is the qubit frequency experimentally obtained in the absence of the JQF. The orange solid lines in
(e) and (f) are the external coupling rate and resonance frequency of the qubit which are numerically obtained by the master
equation Eq. (S13), respectively.
with the qubit, the signature of the qubit transition disappears, indicating that the qubit is decoupled from the control
line.
As shown in Figs. S7(c) and (d), the qubit reflection spectra with the different JQF-qubit detunings are fitted well
with the theoretical model of Eq. (S40). The fitting results as a function of the detuning are plotted in Figs. S7(e)
and (f). The external coupling rate of the qubit, which is determined from Eq. (S42), is also shown in Figs. S7(e).
Note that we use the thermal population of the qubit for the various detuning, which is obtained from the numerical
simulation, as shown in Fig. S9(c). The full frequency bandwidth at half maximum of the suppression spectrum is
found to be about 130 MHz, which roughly coincides with the external coupling rate of the JQF. The asymmetry of
the suppression spectrum is explained by the non-ideal distance between the qubit and the JQF, i.e. d = 0.526λq (see
Sec. S9).
The numerically calculated external coupling rate and resonance frequency of the qubit as a function of the detuning
are shown with the orange solid lines in Figs. S5(e) and (f), respectively. Here, the numerical results reproduce the
experimental results without any fitting parameters. The external coupling rate of the qubit in the presence of the
JQF is numerically obtained by calculating the relaxation rate of the qubit with the master equation Eq. (S13) where
the intrinsic loss rate is set to γqin = 0. The qubit frequency is numerically obtained by fitting the simulation results
of the Ramsey sequence with a damped sinusoidal curve.
The bare external coupling rate of the qubit is used for the calibration of the qubit control power as discussed in
Sec. S8. When the JQF is far detuned from the qubit, the effective rate is determined as γqeff/2pi = 116 kHz. Using
pqth = 0.028 as found in Sec. S6, the effective thermal quanta is determined as n
q
eff = 0.029. Then, the qubit external
coupling rate in the absence of the JQF is determined as γqex/2pi = 123 kHz.
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FIG. S8. Qubit Rabi frequency as a function of the control amplitude without the JQF. The dots and the solid line are the
experimental results and the linear fit, respectively. The bottom and top scales describe the DAC amplitude and the calibrated
control amplitude represented in the square root of the photon flux
√
n˙, respectively.
S8. QUBIT RABI OSCILLATION
To calibrate the photon flux of the control microwave field, the qubit Rabi frequency is measured in the absence
of the JQF. Rabi oscillations are observed by applying the duration-varying control pulse followed by the readout
pulse with the JQF frequency set to be far detuned from the qubit frequency. By fitting the experimental results
with a damped sinusoidal curve, the Rabi frequency is obtained as a function of the amplitude of the control signal
generated by the digital-analog converter (DAC), as shown in Fig. S8. Usually, it is hard to precisely determine the
ratio of the square root of the control photon flux to the DAC amplitude from the experimental setup. Here, this
ratio is determined by comparing the slope of the Rabi frequency as a function of the DAC amplitude with 2
√
γqex,
since the Rabi frequency is given by Ωq = 2
√
γqexn˙. Using the external coupling rate of the qubit in the absence of
the JQF, which is determined in Sec. S7, the square root of the photon flux for a given DAC amplitude is calibrated
as shown with the upper scale in Fig. S8.
S9. QUBIT DECAY TIMES WITH JQF
Here, we characterize the intrinsic loss rate γqin, pure dephasing rate γ
q
φ and intrinsic thermal quanta n
q
th of the
qubit by measuring its relaxation and coherence as a function of the JQF-qubit detuning.
As shown in Fig. S9(a), the qubit relaxation is measured as a function of the JQF-qubit detuning. By fitting the
experimental results with an exponential curve, the relaxation time of the qubit is determined as shown in Fig. S9(b).
The thermal population of the qubit, which is obtained from the reflection spectrum of the readout resonator as
discussed in Sec. S6, is shown as a function of the detuning in Fig. S9(c). Since not only the intrinsic loss but also
the thermal population contributes to the qubit relaxation time, the intrinsic loss rate γqin and the intrinsic thermal
quanta nqth are determined simultaneously by fitting the relaxation time and thermal population of the qubit with
numerical calculations based on the master equation (S13). The thermal population is numerically obtained from the
steady state of the master equation without a drive field. In addition, since the asymmetric shapes of the peaks in
Figs. S9(b) and (c) is explained by the mismatch between the ideal distance of the half-wavelength and the actual
distance, the distance d is considered as a fitting parameter. The experimental results are reproduced well by numerical
simulations with optimal fitting parameters, as shown in Figs. S9(b) and (c). The system parameters are determined
as γqin/2pi = 16 kHz, n
q
th = 0.29, and d = 0.526λq, where λq is the wavelength at the qubit frequency.
Furthermore, we measure the qubit coherence as a function of the JQF-qubit detuning. Fig. S9(f) shows the qubit
coherence times which are determined by fitting the experimental results obtained by the Hahn-echo and Ramsey
sequences [shown in Figs. S9(d) and (e)] with exponential and damped sinusoidal curves, respectively. In Fig. S9(g),
we show the qubit frequency which is determined from fitting the data of the Ramsey sequence with a finite detuning
between the qubit frequency and the control frequency [shown in Figs. S9(e)]. The coherence times of the qubit as
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FIG. S9. Qubit relaxation, coherence and thermal population. (a) Qubit relaxation as a function of the JQF-qubit detuning.
The color scales represent the qubit populations in the excited state. (b) Relaxation time and (c) thermal population of the
qubit as a function of the detuning. The dots and solid lines are the experimental results and the theoretical fits, respectively.
(d) and (e) Coherence of the qubit with the Hahn-echo and Ramsey sequences as a function of the detuning, respectively.
(f) Coherence times and (g) resonance frequency of the qubit as functions of the detuning. The circles and lines are the
experimental results and the numerical calculations, respectively.
a function of the detuning are fitted with the numerical calculation results obtained by the master equation (S13),
where the pure dephasing rate of the qubit is considered as a fitting parameter. In the numerical simulation, the
qubit is initialized in the coherent superposition state and the qubit population in the x basis is calculated after the
varying delay time without a drive field. Note that the rotating frame of the numerical calculation is shifted from
the bare qubit frequency by a finite detuning in order to easily distinguish the dephasing from the frequency shift
of the qubit. The experimental results agree well with the numerical calculation ones, enabling us to determine the
pure dephasing rate to be γqφ/2pi = 6 kHz for the Hahn-echo sequence and γ
q
φ/2pi = 25 kHz for the Ramsey sequence,
respectively. We use the pure dephasing rate from the Hahn-echo sequence for the simulation of the Rabi oscillation
and the calculation of the coherence limit of the average gate error of the Clifford gates. The qubit frequency as a
function of the detuning is also reproduced well by the numerical calculation, as shown in Fig. S9(g).
