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Abstract
In this article we show that all periods of uniformizable t-modules (resp. their coor-
dinates) can be obtained via specializing a rigid analytic trivialization of a related
dual t-motive at t = θ. The proof is even constructive. The central object in the
construction is a subset H of the Tate algebra points of E which turns out to be
isomorphic to the period lattice of E via kind of generating series in one direction
and residues in the other. This isomorphism even holds for arbitrary t-modules E,
even non-abelian ones.
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1. Introduction
Questions on algebraic independence of periods of t-modules are of great interest
in number theory in positive characteristic. The most prominent period, the Carlitz
period
π˜ = λθθ
∏
j≥1
(1− θ1−q
j
)−1 ∈ K∞(λθ),
is the function field analog of the complex number 2πi, and it was already proven
by Wade in 1941 that π˜ is transcendental over K (see [19]). Here, K is a finite
extension of the rational function field Fq(θ) over the finite field Fq, K∞ is the
completion of K with respect to the absolute value | · |∞ given by |θ|∞ = q, and
λθ ∈ K¯ is a (q − 1)-th root of −θ in an algebraic closure K¯ of K.
For proving algebraic independence of periods (and other “numbers” like zeta
values and logarithms), the ABP-criterion (cf. [2, Thm. 3.1.1]) and a consequence
of it - which is part of the proof of [16, Thm. 5.2.2] - as well as a generalization of
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Chang (cf. [9, Thm. 1.2]) turned out to be very useful. To state the consequence
given by Papanikolas, let C∞ denote the completion of the algebraic closure of K∞,
and C∞[[t]] the power series ring over C∞, as well as C∞〈t〉 the subring consisting
of those power series which converge on the closed unit disc |t|∞ ≤ 1. Finally, let
E be the subring of entire functions, i.e. of those power series which converge for
all t ∈ C∞ and whose coefficients lie in a finite extension of K∞. On C∞〈t〉 we
consider the inverse Frobenius twist σ given by
σ(
∞∑
i=0
xit
i) =
∞∑
i=0
(xi)
1/qti,
as well as τ = σ−1 : C∞〈t〉 → C∞〈t〉 which both will be applied on matrices
entry-wise.
Theorem 1.1. (See proof of [16, Thm. 5.2.2]) Let Φ ∈ Matr×r(K¯[t]) be a matrix
with determinant det(Φ) = c(t− θ)s for some c ∈ K¯× and s ≥ 1. If Ψ ∈ GLr(T) ∩
Matr×r(E) is a matrix such that
σ(Ψ) = ΨΦ,
and Ψ(θ) the matrix obtained by evaluating all entries of Ψ at t = θ, then all
algebraic relations over K¯ between the entries of Ψ(θ) are specializations at t = θ
of the algebraic relations over K¯[t] between the entries of Ψ.
Actually, the matrix Φ often occurs as a matrix which represents the σ-action
on a dual t-motive with respect to some K¯[t]-basis, and Ψ is the corresponding rigid
analytic trivialization.
In [2, Prop. 3.1.3], the authors showed that the condition Ψ ∈ Matr×r(E) is
already implied by the other conditions. Furthermore, the determinant condition
det(Φ) = c(t− θ)s for some c ∈ K¯× and s ≥ 1 implies that also Ψ(θ) is invertible,
and in particular that Ψ−1 does not have poles at t = θ.
Our main theorem roughly states that all periods of uniformizable abelian t-
modules (resp. their coordinates) can be obtained as the entries of Ψ−1(θ) = Ψ(θ)−1
of a related dual t-motive. In combination with the theorem stated above, this en-
ables one to study algebraic independence of periods by studying the algebraic in-
dependence of the corresponding functions in the rigid analytic trivialization which
is often more accessible.
For example, the proof in [14, Sect. 8] that the coordinates of a fundamental
period of the n-th tensor power of the Carlitz module are algebraically independent
over K¯ uses a special case of the strategy given here (comp. Example 6.2).
This example also shows that the last step in the chain of contructions outlined
in [8, §4.5] is not correct for t-modules in general, but only for certain kinds of
t-modules like Drinfeld modules.
For stating our main theorem more precisely, we need some more preparation.
The hyperdifferential operators (also called iterative higher derivations) with respect
to the variable t are the family of C∞-linear maps (∂
(n)
t )n≥0 on C∞((t)) given by
∂
(n)
t
(
∞∑
i=i0
xit
i
)
=
∞∑
i=i0
(
i
n
)
xit
i−n
for Laurent series
∑∞
i=i0
xit
i ∈ C∞((t)), where
(
i
n
)
∈ Fp ⊂ Fq is the residue of the
usual binomial coefficient.
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For a square matrix Θ ∈ Matr×r(C∞((t))), we then define its n-th prolongation
(n ≥ 0) to be the r(n+ 1)× r(n + 1)-matrix given in block matrix form as
ρ[n](Θ) :=


Θ ∂
(1)
t (Θ) ∂
(2)
t (Θ) · · · ∂
(n)
t (Θ)
0 Θ ∂
(1)
t (Θ)
. . .
...
...
. . .
. . .
. . . ∂
(2)
t (Θ)
...
. . . Θ ∂
(1)
t (Θ)
0 · · · · · · 0 Θ


, (1)
where ∂
(1)
t (Θ) etc. is the matrix where we apply the hyperdifferential operators
entry-wise. For more information on properties of these prolongations see [14]. In
this article, we just need that if Φ and Ψ meet the conditions of Thm. 1.1, then for
all n ≥ 1 also ρ[n](Φ) and ρ[n](Ψ) meet the conditions. In particular, ρ[n](Ψ) can
be regarded as a rigid analytic trivialization of a dual t-motive.
However, apart from Section 4, we will not deal with dual t-motives, but only
recognize certain matrices satisfying the conditions in Thm. 1.1. For t-motives,
and also for dual t-motives in Section 4, we use the terminologies of Brownawell-
Papanikolas in [8] (see also [14]) which are more general than those in [1] and [2],
respectively, since finite generation as K[t]-modules is not assumed. For perfect
coefficient fields this more general notion of a t-motive already appears in Goss’
book (cf. [12, Def. 5.4.2]).
Main Theorem (see Prop. 5.1 and Thm. 5.2). Let E be a uniformizable abelian
t-module over K of dimension d and rank r. Let M be the t-motive associated to E
with K[t]-basis {m1, . . . ,mr}, let Θ be the matrix representing the τ-action on M,
i.e. τ(mi) =
∑r
j=1 Θijmj for all i = 1, . . . , r, and let Υ ∈ GLr(C∞〈t〉) be a rigid
analytic trivialization for M with respect to {m1, . . . ,mr}, i.e.
τ
(
Υ ·


m1
...
mr

) = Υ ·


m1
...
mr

 .
Then for any B ∈ GLr(K[t]), the matrices Θ˜ = BΘσ(B)
−1 ∈ Matr×r(K¯[t])
and R := τ(Υ)B−1 ∈ GLr(C∞〈t〉), as well as the matrices ρ[d−1](Θ˜) and ρ[d−1](R)
satisfy the conditions of Φ and Ψ in Thm. 1.1. Furthermore, there is a coordinate
system of E with corresponding isomorphism E ∼= Gda, and B ∈ GLr(K[t]) such that
the coordinates of a basis of the period lattice Λ are the values at t = θ of certain
entries of the matrix ρ[d−1](R
−1) = ρ[d−1](R)
−1.
Our proof is even more explicit and shows which entries of ρ[d−1](R)
−1 are really
used, e.g. in some examples one can even replace ρ[d−1](R)
−1 by ρ[α−1](R)
−1 for
some α < d.
One step in the proof is an isomorphism of Fq[t]-modules between the lattice Λ
and the set of τ -equivariant homomorphisms HomτK[t](M,C∞〈t〉) via kind of gener-
ating series in one direction and taking residues at t = θ in the other direction (see
Section 3). In the case of pure uniformizable t-modules this isomorphism is nothing
else than the isomorphism induced by the pairing
Λ ⊗Fq (M⊗K[t] C∞〈t〉)
τ −→ (C∞〈t〉)
τ = Fq[t]
λ ⊗ m 7−→ −
∑∞
j=0m
(
expE
(
(dφt)
−j−1(λ)
))
tj
given in Anderson’s paper [1, §3], and in this case, Anderson also showed how to
get the periods via higher residues at t = θ.
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Our isomorphism, however, is much more general, since it is valid for any t-
module, even for non-abelian ones.
The isomorphism is actually a composition of two isomorphisms, and the con-
necting object is a certain Fq[t]-submodule H of E(C∞〈t〉) (see Definition 3.1).
This object H plays a very central role and is connecting various other objects via
natural isomorphisms, too.
{(ei)i≥0 ∈ Tt(E) | limi→∞‖ei‖ = 0}OO
∼= (Prop. 3.2)(4)
Λ
δ
∼= (Thm. 3.6)
// H
ι
∼= (Thm. 3.9)
// HomτK[t](M,C∞〈t〉)
(M⊗C∞[t] C∞〈t〉)
σ

∼= (Thm. 4.3)
Here M denotes the dual t-motive over C∞ associated to the t-module E (see
[8, Sect. 4.4]), and Tt(E) is the t-adic Tate module of E. All these isomorphisms
hold for arbitrary t-modules, even for non-abelian and non-t-finite ones.
Some compositions of the isomorphisms given here are already present in [13,
Sect. 5], due to unpublished work of Anderson. For example, the isomorphism
Λ −→ {(ei)i≥0 ∈ Tt(E) | lim
i→∞
‖ei‖ = 0}
can be obtained as a special case of the canonical bijection constructed between
various objects given in Thm. 5.17 ibid. (see Remark 3.5), and in the case that E
is t-finite, the isomorphism
(M⊗C∞[t] C∞〈t〉)
σ −→ {(ei)i≥0 ∈ Tt(E) | lim
i→∞
‖ei‖ = 0}
is a special case of the bijection constructed in Thm. 5.18 ibid. (see Remark 4.1).
Our isomorphisms, however, are obtained in a natural way, e.g. as connecting ho-
momorphisms using the snake lemma, and the isomorphismH → HomτK[t](M,C∞〈t〉)
seems to have not been discovered for arbitrary t-modules, yet.
In the special case of Drinfeld modules, the object H is already widely in use.
Namely, in this case, H ⊆ E(C∞〈t〉) = C∞〈t〉 equals (by definition) the solution
space Sol(∆) ⊆ C∞〈t〉 of the difference operator ∆ = (θ − t) + a1τ + . . . + arτ
r ∈
K[t]{τ} where φt = θ + a1τ + . . .+ arτ
r ∈ K{τ} describes the t-action on E, and
Pellarin showed in [17, §4.2] that the Anderson generating functions are elements of
Sol(∆). El-Guindy and Papanikolas [11, Rem. 6.3] deduced that they even generate
Sol(∆). The isomorphism δ recovers this relation between the Anderson generat-
ing functions and the elements of the lattice (see Remark 3.7 and Remark 3.10).
Using these Anderson generating functions, Pellarin ibid. also provided a rigid an-
alytic trivialization of its dual t-motive explicitly which equals the isomorphism of
Thm. 4.3 in this case. The relation of H = Sol(∆) to the t-adic Tate-module is
investigated in [10, Sect. 3.2] where they also describe the action of the absolute
Galois group on Tt(E) using the Anderson generating functions.
The submodule Sol(∆) = H is also used at other places, e.g. for studying periods,
quasi-periods and logarithms [11], vectorial Drinfeld modular forms [18] or Drinfeld
modules over Tate algebras [4, Def. 6.4].
In the proof of our main theorem, a second step is how one can recover the higher
residues which provide the coordinates of the periods as the values at t = θ of certain
entries of this particular matrix ρ[d−1](R
−1). This is the content of Section 5.
4
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2. Generalities
2.1. Base rings and operators
Let Fq be the finite field with q elements and characteristic p, and K a finite
extension of the rational function field Fq(θ) in the variable θ. We choose an exten-
sion to K of the absolute value |·| which is given on Fq(θ) by |θ| = q. Furthermore,
K∞ ⊇ Fq((
1
θ )) denotes the completion of K at this infinite place, and C∞ the com-
pletion of an algebraic closure of K∞. Furthermore, let K¯ be the algebraic closure
of K inside C∞.
All the commutative rings occuring will be subrings of the field of Laurent series
C∞((t)), like the polynomial rings K[t] and K¯[t], the power series ring C∞[[t]] and
the Tate algebra C∞〈t〉, i.e. the algebra of series which are convergent for |t| ≤ 1.
On C∞((t)) we have several operations which will induce operations on (most
of) these subrings.
First at all, there is the twisting τ : C∞((t))→ C∞((t)) given by
τ(f) :=
∞∑
i=i0
(xi)
qti
for f =
∑∞
i=i0
xit
i ∈ C∞((t)), and the inverse twisting σ : C∞((t)) → C∞((t)) given
by
σ(f) :=
∞∑
i=i0
(xi)
1/qti.
Furthermore, we have an action of the hyperdifferential operators with respect
to t, i.e. the sequence of C∞-linear maps (∂
(n)
t )n≥0 given by
∂
(n)
t
(
∞∑
i=i0
xit
i
)
=
∞∑
i=i0
(
i
n
)
xit
i−n,
where
(
i
n
)
∈ Fp ⊂ Fq is the residue of the usual binomial coefficient. The image
∂
(n)
t (f) of some f ∈ C∞((t)) is called the n-th hyperderivative of f .
The reader should be aware that the hyperderivatives we use here are different
from those commonly used in this area of research (e.g. in [5], [6], [7]), since the
latter are obtained by using the hyperdifferential operators with respect to θ on
Fq(θ) and its separable extensions.
While the twisting τ and the hyperdifferential operators restrict to endomor-
phisms on all subrings of C∞((t)) which occur in this paper, the inverse twisting σ
is only defined for perfect coefficient fields, in particular not on K[t], but on K¯[t].
It is also obvious that the hyperdifferential operators commute with the twistings
τ and σ.
When we apply the twisting operators τ and σ as well as the hyperdifferential
operators to matrices it is meant that we apply them coefficient-wise.
As the hyperdifferential operators commute with twisting, the operation of tak-
ing the n-th prolongation ρ[n](Θ) of square matrices Θ ∈ Matr×r(C∞((t))) (see
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Equation (1)) also commutes with twisting. Furthermore, one can check that the
n-th prolongation is a ring homomorphism
ρ[n] : Matr×r(C∞((t)))→ Matr(n+1)×r(n+1)(C∞((t)))
(see [15] and [14]).
2.2. Basic objects and properties
We now define the basic objects and recall their main properties used in this
paper. For further details, we refer the reader to [8] or [14].
(E, φ) denotes a t-module of dimension d over the field K with generic charac-
teristic ℓ : Fq[t]→ K, t 7→ θ. Hence, E is isomorphic to G
d
a,K as an algebraic group
over K, and φ is a homomorphism
φ : Fq[t]→ Endgrp,Fq(E), a 7→ φa
into the group of Fq-linear homomorphisms of algebraic groups over K (also called
homomorphisms of Fq-module schemes). The induced action on the Lie algebra
Lie(E) will be denoted by
dφ : Fq[t]→ EndK(Lie(E)),
and by hypothesis on t-modules, N := dφt − θ is a nilpotent endomorphism on
Lie(E).
Associated to E, one has the exponential map
expE : Lie(E)(C∞)→ E(C∞)
satisfying expE(dφa(x)) = φa(expE(x)) for all a ∈ Fq[t] and x ∈ Lie(E)(C∞). The
kernel of the exponential ker(expE) is an Fq[t]-submodule of Lie(E)(C∞), and is
called the period lattice ΛE := ker(expE). Since, the t-module E will be fixed
throughout the paper, we will usually omit the subscript E and simply write Λ
instead of ΛE .
On Lie(E)(C∞) and on E(C∞) we fix a norm ‖x‖ = max{|xj | | j = 1, . . . , d}
where x corresponds to (x1, . . . , xd)
tr via some fixed choice of coordinates E(C∞) ∼=
Gda(C∞) = C
d
∞, and induced isomorphism Lie(E)(C∞)
∼= Cd∞.
The exponential expE is then a local isometry (cf. [13, Lemma 5.3]). This means
that there exists ε > 0 such that expE restricts to a bijection
expE : BLie(E)(0, ε)→ BE(0, ε)
satisfying ‖expE(x)‖ = ‖x‖ for all x ∈ BLie(E)(0, ε), where
BLie(E)(0, ε) = {x ∈ Lie(E)(C∞) | ‖x‖ < ε},
BE(0, ε) = {x ∈ E(C∞) | ‖x‖ < ε}.
For our main theorem, we will also assume in Section 5 that E is abelian and
uniformizable, but Sections 3 and 4 are valid for arbitrary t-modules E.
We emphasize a fact on Λ which is usually stated for abelian t-modules.
Definition 2.1. We define the t-rank of E, t-rk(E) to be the dimension of the
t-torsion E[φt] = {e ∈ E(C∞) | φt(e) = 0} as an Fq-vector space.
Proposition 2.2. For any t-module E, the following hold.
1. t-rk(E) ∈ N is well-defined, i.e. E[φt] is a finite dimensional Fq-vector space.
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2. The period lattice Λ is discrete in Lie(E)(C∞), and it is a free Fq[t]-module
of rank not exceeding t-rk(E).
Proof. 1. φt : E → E is a morphism of algebraic groups (even of Fq-module
schemes) which induces an isomorphism on the Lie-algebra dφt : Lie(E)(K)→
Lie(E)(K), since det(dφt) = θ
d ∈ K×. Hence, φt is a finite e´tale covering
of Fq-module schemes, and its kernel is a finite closed reduced Fq-module
subscheme of E. Therefore, its C∞-points E[φt] build an Fq-vector space of
finite dimension.
2. Discreteness of Λ follows from expE being a local isometry. That Λ is free
of rank rkFq [t](Λ) ≤ t-rk(E) is exactly what Anderson proved in [1, Lemma
2.4.1], and abelianness of the t-module only came into play to relate t-rk(E)
to the rank of the associated t-motive.
The t-motive associated to E is the abelian group of Fq-linear homomorphisms
of algebraic groups over K
M := M(E) = Homgrp,Fq (E,Ga,K)
with Fq[t]-action via a · m := m ◦ φa for all m ∈ M and a ∈ Fq[t], and with
K{τ} = Endgrp,Fq(Ga,K)-action via ψ ·m := ψ ◦m for all m ∈ M and ψ ∈ K{τ}.
This is a t-motive in the terminology of [8] (see also [14] for a precise definition).
When E is abelian, then M is finitely generated and free of some rank r as a K[t]-
module. By [1, Prop. 1.8.3] this rank equals the t-rank t-rk(E) that we defined
above. In the abelian case, we fix a K[t]-basis {m1, . . . ,mr} of M. With respect to
this basis the τ -action can be described as
τ


m1
...
mr

 = Θ


m1
...
mr


for some Θ ∈ Matr×r(K[t]), and its determinant det(Θ) equals c(t − θ)
s for some
c ∈ K× and s ≥ 1.
2.3. Further objects
We will need some more objects:
E[[t]] :=
{
∞∑
i=0
eit
i
∣∣∣ ei ∈ E(C∞)
}
formal power series with coefficients in E(C∞),
E[t] :=


∑
i≥0
eit
i ∈ E[[t]]
∣∣∣ ei = 0 for i≫ 0

 ∼= E(C∞)⊗Fq Fq[t],
E〈t〉 :=


∑
i≥0
eit
i ∈ E[[t]]
∣∣∣ lim
i→∞
‖ei‖ = 0

 .
Similarly, we define Lie(E)[[t]], Lie(E)[t] and Lie(E)〈t〉, as well as Λ[[t]], Λ[t] and
Λ〈t〉. However, since Λ is discrete, Λ〈t〉 = Λ[t].
We should remark that on these objects, we have two different actions of t,
namely one on the coefficients via φt or dφt, respectively, and the other by raising
the power of t in the series. By abuse of notation, we will also denote the action on
the coefficients by φt and dφt:
φt(
∑
i≥0
eit
i) :=
∑
i≥0
φt(ei)t
i and dφt(
∑
i≥0
xit
i) :=
∑
i≥0
dφt(xi)t
i
for
∑
i≥0 eit
i ∈ E[[t]] and
∑
i≥0 xit
i ∈ Lie(E)[[t]].
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Remark 2.3. 1. In the case that E is a Drinfeld module, E〈t〉 is a special case
of a Drinfeld module over the Tate-algebra C∞〈t〉 as defined in [4].
2. Although for different choices of coordinates E(C∞) ∼= G
d
a(C∞) = C
d
∞, the
norms ‖·‖ might not be equivalent, the sets of sequences converging to 0 are
the same for each norm. Hence, the definitions of E〈t〉 and Lie(E)〈t〉 are
independent of the chosen coordinate system defining the norm.
3. Be aware that E[[t]] ) E(C∞)⊗FqFq[[t]], since E(C∞) is an infinite dimensional
Fq-vector space.
Lemma 2.4. The exact sequence of Fq[t]-modules (via dφ and φ, resp.)
0→ Λ→ Lie(E)(C∞)
expE−−−→ E(C∞)
induces an exact sequence of Fq[t]⊗Fq Fq[t]-modules
0→ Λ[t]→ Lie(E)〈t〉
expE〈t〉−−−−−→ E〈t〉,
by applying the homomorphisms coefficient-wise.
Proof. When we apply the maps of the exponential sequence coefficient-wise, we
obviously obtain an exact sequence
0→ Λ[[t]]→ Lie(E)[[t]]
expE [[t]]−−−−−→ E[[t]]. (2)
Since expE is a local isometry, expE [[t]](
∑
i≥0 xit
i) is in E〈t〉 if and only if
∑
i≥0 xit
i ∈
Lie(E)〈t〉. Taking into account that Λ〈t〉 = Λ[t], the exact sequence (2) restricts to
an exact sequence
0→ Λ[t]→ Lie(E)〈t〉
expE〈t〉−−−−−→ E〈t〉
where expE〈t〉 is just the restriction of expE [[t]] to Lie(E)〈t〉.
3. The subset H and natural isomorphisms
In this section, we don’t assume any additional property (like abelianess or
uniformizability) on the t-module E, since all constructions and theorems are valid
without further assumptions. The central object of this part is the following subset
H of E〈t〉.
3.1. Definition of H and first isomorphism
Definition 3.1. The subset HE of E〈t〉, as well as the subset HˆE of E[[t]], consist
of those elements on which both t-actions coincide.
HˆE := {h =
∑
i
eit
i ∈ E[[t]] | φt(h) = h · t}
HE := {h =
∑
i
eit
i ∈ E〈t〉 | φt(h) = h · t} = HˆE ∩ E〈t〉.
Since, we work with a fixed t-module E throughout the paper, we will always omit
the subscript E, and simply write Hˆ and H for HˆE and HE , respectively.
Proposition 3.2. 1. h =
∑
i eit
i ∈ E[[t]] is an element of Hˆ, if and only if
(ei)i≥0 is a compatible system of t
i+1-torsion, i.e. ei ∈ E[φti+1 ] and φt(ei+1) =
ei for all i ≥ 0.
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2. Hˆ carries a natural Fq[[t]]-action given by
h · f =
(∑
i
eit
i
)
· (
∑
j
ajt
j) =
∑
n≥0
(
n∑
k=0
aken−k)t
n
for h =
∑
i eit
i ∈ Hˆ and f =
∑
j ajt
j ∈ Fq[[t]].
3. Via this action, Hˆ is isomorphic as Fq[[t]]-module to the t-adic Tate-module
Tt(E) = lim←−i
E[φti+1 ] of E via h =
∑
i eit
i 7→ (ei)i≥0.
4. H is isomorphic to the Fq[t]-submodule of the Tate-module Tt(E) of those
compatible systems (ei)i≥0 which tend to zero for i→∞.
Proof. By definition, h =
∑
i≥0 eit
i ∈ E[[t]] is in Hˆ if and only if φt(h) =
∑
i≥0 φt(ei)t
i
equals h · t =
∑
i≥0 eit
i+1. Comparing coefficients this is equivalent to φt(e0) = 0,
and φt(ei+1) = ei for all i ≥ 0, whence the claim in (1). For verifying (2), we
recognize that the given formula for h ∈ E[[t]] is the usual action of formal power
series, and one easily checks by straightforward computation that Hˆ is stable under
this action. Items (3) and (4) are then just consequences of that.
Remark 3.3. For Drinfeld modules, the submodule H ⊆ E〈t〉 ∼= C∞〈t〉 has already
been considered and used at several places as the solution space of the difference
operator ∆ := φt−t ∈ K[t]{τ}, or as “(θ−t)-torsion” (cf. Introduction). In this case,
also the connection of H to the t-adic Tate-module has already been investigated
in [10, Sect. 3], including the Galois representation on the Tate-module.
Proposition 3.4. Let r := t-rk(E).
1. Hˆ is a free Fq[[t]]-module of rank r.
2. H is a free Fq[t]-module of rank less or equal to r. If {h1, . . . , hs} is a basis
of H, then {h1, . . . , hs} is part of an Fq[[t]]-basis of Hˆ. In particular, they are
Fq[[t]]-linearly independent.
As we didn’t find a proof for the finite rank of the Tate-module for arbitrary
t-modules E, we give a proof here.
Proof. 1. As we have seen in the proof of Prop. 2.2, φt : E → E is a finite e´tale
covering of degree qr. Hence, for all x ∈ E(C∞), the preimage φ
−1({x}) ⊆
E(C∞) has exactly q
r elements. Therefore, for all i ≥ 0, the ti+1-torsion
E[φti+1 ] is a free Fq[t]/(t
i+1)-module of rank r. Passing to the limit, gives the
desired conclusion.
2. In Theorem 3.6, we will see that H is isomorphic to the period lattice Λ.
Hence, by Prop. 2.2, it is a free Fq[t]-module of rank rkFq[t](H) ≤ t-rk(E).
Let h1, . . . , hs be a basis of H . Since by Nakayama’s lemma, a set {f1, . . . , fr}
of elements of Hˆ is an Fq[[t]]-basis of Hˆ if and only if its reductions modulo
t are an Fq-basis of Hˆ/tHˆ = E[φt], we only have to show that the constant
terms ej := hj |t=0 ∈ E[φt] are Fq-linearly independent.
For the contrary, assume that there is a non-trivial relation
∑s
j=1 cjej = 0
with c1, . . . , cs ∈ Fq. Then
∑s
j=1 cjhj ∈ H∩tHˆ = tH . As h1, . . . , hs is a basis
of H , there are d1, . . . , ds ∈ Fq[t] such that
∑s
j=1 cjhj = t · (
∑s
j=1 djhj), i.e.
0 =
s∑
j=1
cjhj − t · (
s∑
j=1
djhj) =
s∑
j=1
(cj − tdj)hj ,
contradicting the assumption that h1, . . . , hs is linearly independent.
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3.2. Second isomorphism Λ→ H
The next step is to show that H is isomorphic to the lattice Λ.
Remark 3.5. Since, we already know that H is isomorphic to the set of compatible
systems (ei)i≥0 of φti -torsion elements which tend to zero, the isomorphism Λ→ H
is also obtained as a special case of the canonical bijection given in [13, Thm. 5.17].
However, we will have a natural description of the homomorphism Λ → H which
already implies that it is a monomorphism, and only surjectivity is shown in the
same lines as in [13].
The difference dφt− t of the two t-actions on Lie(E)〈t〉 is an isomorphism, since
it is C∞〈t〉-linear with determinant (θ − t)
d ∈ C∞〈t〉
×.
Writing, φt − t for the difference of the two t-actions on E〈t〉, we therefore have
a commutative diagram of Fq[t]⊗Fq Fq[t]-modules with exact rows
0 // 0

// Lie(E)〈t〉
expE〈t〉

dφt−t // Lie(E)〈t〉
expE〈t〉

// 0
0 // H // E〈t〉
φt−t // E〈t〉.
Inserting the kernels of the vertical maps (cf. Lemma 2.4) and cokernel of the
first vertical map, we get an exact sequence by the snake lemma.
0 //
✤
✤
✤
Λ[t]

dφt−t // Λ[t]

❴❴❴❴ ED
BC✤
✤
✤
✤
GF❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
@A✤
✤
✤
✤
✤
//❴❴❴❴
0 // 0

// Lie(E)〈t〉
expE〈t〉

dφt−t // Lie(E)〈t〉
expE〈t〉

// 0
0 // H // E〈t〉
φt−t // E〈t〉
H
Theorem 3.6. The homomorphism of Fq[t] ⊗Fq Fq[t]-modules Λ[t] → H given by
the snake lemma induces an isomorphism of Fq[t]-modules
δ : Λ→ H,λ 7→ expE〈t〉
(
(dφt − t)
−1(λ)
)
=
∑
i≥0
expE
(
dφ−i−1t (λ)
)
· ti.
Proof. Recall that by definition, the left and right Fq[t]-actions on H coincide.
Hence, we are free to use the left or right Fq[t]-action from E〈t〉 whichever is more
suitable to the task. The cokernel of dφt− t : Λ[t]→ Λ[t] is isomorphic to Λ = Λ · t
0
with t-action via dφt. Hence, we get an induced injective homomorphism of Fq[t]-
modules Λ→ H . Following the arrows in the diagram, we see that indeed δ is given
by
δ(λ) = expE〈t〉
(
(dφt − t)
−1(λ)
)
.
The second formula for δ(λ) is then obtained by recognizing that (dφt − t)
−1(λ) is
given by the geometric series
∑
i≥0 dφ
−i−1
t (λ) · t
i ∈ Lie(E)[[t]]. It remains to show
that δ is surjective.
First remark, that there exists 0 < ε0 < ε such that
dφt
(
BLie(E)(0, ε0)
)
⊆ BLie(E)(0, ε),
since dφt : Lie(E)(C∞)→ Lie(E)(C∞) is C∞-linear, and hence continuous.
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Now, let h =
∑
i eit
i ∈ H . By definition limi→∞‖ei‖ = 0, hence there is n ∈ N
such that ei ∈ BE(0, ε0) ⊆ E(C∞) for all i ≥ n. Therefore, for any i ≥ n there is
a unique λi ∈ BLie(E)(0, ε0) ⊆ Lie(E)(C∞) such that expE(λi) = ei, and we define
λ := dφti+1 (λi) ∈ Lie(E)(C∞). This definition is independent of the chosen i ≥ n,
since
expE (dφt(λi+1)− λi) = φt(expE(λi+1))− expE(λi) = φt(ei+1)− ei = 0,
by Prop. 3.2(1), i.e. dφt(λi+1)− λi ∈ Λ ∩BLie(E)(0, ε) = {0}.
Furthermore, λ is indeed in Λ, since
expE(λ) = expE (dφti+1 (λi)) = φti+1(ei) = 0.
Finally, we have
δ(λ) =
∑
i≥0
expE
(
dφ−i−1t (λ)
)
· ti
=
∑
0≤i<n
expE
(
dφn−it (λn)
)
· ti +
∑
i≥n
expE (λi) · t
i
=
∑
0≤i<n
φn−it (en)t
i +
∑
i≥n
eit
i
=
∑
0≤i<n
eit
i +
∑
i≥n
eit
i = h.
Remark 3.7. In the case of E being a Drinfeld module, dφt is just multiplication
by θ. Hence, the isomorphism δ : Λ → H ⊆ C∞〈t〉 above associates to a period
λ ∈ Λ its Anderson generating function
gφ(λ; t) =
∑
i≥0
expE
(
λ
θi+1
)
· ti
as given for example in [17] or [11]. The fact that one recovers λ from gφ(λ; t) via
λ = −rest=θ(gφ(λ; t) dt)
is also valid in the general setting, as the following proposition shows.
Proposition 3.8. The inverse of the isomorphism
δ : Λ→ H,λ 7→ expE〈t〉
(
(dφt − t)
−1(λ)
)
is explicitly given by sending h ∈ H to the residue at t = θ of −h dt; considered
coordinate-wise with respect to some coordinate system of E, and corresponding
coordinate system of Lie(E),
−rest=θ : H → Λ, h 7→ −rest=θ(h dt).
Proof. For the proof, we fix a coordinate system E(C∞) ∼= G
d
a(C∞)
∼= Cd∞ and
corresponding coordinate system Lie(E)(C∞) ∼= C
d
∞, and compute in these coordi-
nates without mentioning it explicitly. By definition of a t-module, dφt = θ+N for
a C∞-linear nilpotent operator N on Lie(E)(C∞). Since, dimC∞(Lie(E)(C∞)) = d,
we have Nd = 0. Hence in EndC∞〈t〉(Lie(E)〈t〉)
∼= EndC∞〈t〉(C∞〈t〉
d), we obtain
(dφt− t)
−1 = (θ+N − t)−1 = −(t− θ)−1(1− (t− θ)−1N)−1 = −
d−1∑
k=0
(t− θ)−k−1Nk.
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Further denote by N (j) = τ j(N) the operator with twisted coefficients, then for
j ≥ 1:(
(dφt − t)
−1
)(j)
= (θq
j
+N (j) − t)−1
= (θq
j
+N (j) − θ)−1 ·
(
1− (t− θ)(θq
j
+N (j) − θ)−1
)−1
=
∞∑
k=0
(θq
j
+N (j) − θ)−k−1(t− θ)k ∈ End(Cd∞)[[t− θ]]
Let expE(x) =
∑∞
j=0 eφ,jτ
j(x) = x+
∑∞
j=1 eφ,jτ
j(x), then
expE〈t〉
(
(dφt − t)
−1(λ)
)
= (dφt − t)
−1(λ) +
∞∑
j=1
eφ,j
(
(dφt − t)
−1
)(j)
(λq
j
)
= −
d−1∑
k=0
(t− θ)−k−1Nk(λ) +
∞∑
j=1
eφ,j
∞∑
k=0
(θq
j
+N (j) − θ)−k−1(λq
j
)(t− θ)k
= −
d−1∑
k=0
(t− θ)−k−1Nk(λ) +
∞∑
k=0
∞∑
j=1
eφ,j(θ
qj +N (j) − θ)−k−1(λq
j
) · (t− θ)k
Hence, the coefficient of (t− θ)−1 is −N0(λ) = −λ.
3.3. Third isomorphism H → HomτK[t](M(E),C∞〈t〉)
In the following we show that H is also isomorphic to HomτK[t](M,C∞〈t〉), where
as defined earlier M = Homgrp,Fq(E,Ga,K) is the t-motive associated to E.
The natural homomorphism of Fq-vector spaces
E(C∞) −→ Hom
τ
K(M,C∞), e 7→ {µe : m 7→ m(e)} (3)
is an isomorphism, since after a choice of coordinate system E(C∞) ∼= C
d
∞ the latter
is isomorphic to the bidual vector space
E(C∞)
∨∨ = HomC∞(HomC∞(E(C∞),C∞),C∞)
of E(C∞). The homomorphism (3) is even compatible with the t-action on E via
φt and the t-action on µ ∈ Hom
τ
K(M,C∞) via (t · µ)(m) = µ(m ◦ φt) for all m ∈ M.
Theorem 3.9. There is a natural isomorphism of Fq[[t]]-modules
Hˆ −→ HomτK[t](M,C∞[[t]])
which restricts to an isomorphism of Fq[t]-modules
ι : H −→ HomτK[t](M,C∞〈t〉).
Proof. The isomorphism (3) induces an isomorphism of Fq[t]⊗Fq Fq[[t]]-modules
E[[t]] −→ HomτK(M,C∞)[[t]] = Hom
τ
K(M,C∞[[t]])∑
i
eit
i 7→
{∑
i
µeit
i : m 7→
∑
i
m(ei)t
i
}
,
By compatibility with the t-actions, the image of Hˆ ⊆ E[[t]] are exactly those
homomorphisms µ : M → C∞[[t]] for which µ(m ◦ φt) = µ(m) · t for all m ∈ M,
i.e. the K[t]-linear ones, inducing the isomorphism
Hˆ −→ HomτK[t](M,C∞[[t]]).
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Furthermore, one has lim
i→∞
‖ei‖ = 0 if and only if for all m ∈ M, lim
i→∞
|m(ei)| = 0.
Hence, the given isomorphism restricts to an isomorphism
ι : H −→ HomτK[t](M,C∞〈t〉).
Remark 3.10. Assume for the moment that E is abelian, i.e. that M is a free
finitely generated K[t]-module. Let {µ1, . . . , µr} be the basis of HomK[t](M,K[t])
which is dual to the chosen basis {m1 . . . ,mr} of M. Then for x1, . . . , xr ∈ C∞〈t〉,
the homomorphism µ =
∑r
i=1 xiµi ∈ HomK[t](M,C∞〈t〉) is τ -equivariant if and
only if for all j = 1, . . . , r,
τ(µ(mj)) = τ(xj)
equals
µ(τ(mj)) = µ
((
Θ


m1
...
mr


)
j
)
=
(
Θ


µ(m1)
...
µ(mr)


)
j
=
(
Θ


x1
...
xr


)
j
.
Hence, the composition ι ◦ δ gives an Fq[t]-isomorphism between the lattice Λ and
the solutions of the τ -difference equation
τ
(
x1
...
xr

) = Θ


x1
...
xr

 .
In the case of Drinfeld modules, by choosing the basis m1 = 1, . . . ,mr = τ
r−1,
these solutions are just the vectors (g, τ(g), . . . , τr−1(g))tr where as in Remark 3.7,
g = gφ(λ; t) is the Anderson generating function associated to λ ∈ Λ.
4. The dual t-motive and the forth isomorphism
In this section, E is still an arbitrary t-module.
We consider the dual t-motive M = Homgrp,Fq(Ga,C∞ , EC∞) over C∞ associated to
the t-module E with Fq[t]-action via a ·m := φa ◦m for all m ∈ M and a ∈ Fq[t],
and with C∞{σ}-action via ψ ·m := m ◦ ψ
∗ for all m ∈ M and ψ ∈ C∞{σ} where
for ψ =
∑
i aiσ
i ∈ C∞{σ}, one defines ψ
∗ =
∑
i τ
iai =
∑
i a
qi
i τ
i ∈ C∞{τ} =
Endgrp,Fq (Ga,C∞).
The aim of this section is to establish an isomorphism H → (M⊗C∞[t]C∞〈t〉)
σ .
Remark 4.1. Since, we already know that H is isomorphic to compatible systems
of φti -torsion points in E(C∞), the isomorphism H → (M ⊗C∞[t] C∞〈t〉)
σ that we
will obtain in Theorem 4.3 below, is just a special case of the canonical bijection
given in [13, Thm. 5.18].
However, in [13, Thm. 5.18], they assume that M is finitely generated as C∞[t]-
module which we don’t, and our approach gives a natural description of this iso-
morphism.
In the case of a Drinfeld module E, a construction of a basis of (M⊗C∞[t]C∞〈t〉)
σ
via the basis of H consisting of Anderson generating functions is given in [17, §4.2].
The starting point for getting the desired isomorphism is the sequence of Fq[t]-
modules
0→M
σ−id
−−−→M
ev1−−→ E(C∞)→ 0. (4)
where ev1 is defined by ev1(x) = x(1) for all x ∈ M = Homgrp,Fq(Ga,C∞ , EC∞).
This sequence is exact (cf. e.g. [13, Prop. 5.6]), and we sketch the proof of the
13
exactness here, since we will need to refer to it later:
First at all, fix an isomorphism E ∼= Gda, and let κ1, . . . , κd : E → Ga be the
corresponding coordinate functions. Further, let (κˇ1, κˇ2, . . . , κˇd) be the C∞{σ}-
basis of M dual to (κ1, . . . , κd), i.e. κj ◦ κˇi = 0 for i 6= j and κj ◦ κˇj = idGa for all
j = 1, . . . , d. Be aware that also
∑d
j=1 κˇj ◦ κj = idE .
Given an element 0 6= x =
∑d
j=1(
∑nj
l=0 aj,lσ
l)κˇj ∈M with aj,l ∈ C∞, then
(σ − id)(x) =
d∑
j=1
(
nj∑
l=0
(aj,l)
1/qσl+1 − aj,lσ
l)κˇj 6= 0.
Hence, σ − id is injective. Furthermore,
ev1
(
(σ − id)(x)
)
= ev1
(
x ◦ τ − x
)
= x(τ(1)) − x(1) = 0.
Therefore, the composition is zero. On the other hand, if y =
∑d
j=1(
∑nj
l=0 bj,lσ
l)κˇj ∈
M such that ev1(y) = 0, then for all j = 1, . . . , d:
∑nj
l=0 τ
lbj,l(1) = 0, i.e.
nj∑
l=0
bq
l
j,l = 0,
and one easily checks that the element
x =
d∑
j=1
( nj∑
l=0
(
−bj,l − b
q−1
j,l−1 − . . .− b
q−l+1
j,1 − b
q−l
j,0
)
σl
)
κˇj ∈M
is a preimage of y under σ − id. Hence, the sequence is exact in the middle.
For showing that ev1 is surjective, we just have to recognize that for any e ∈ E(C∞),
a preimage under ev1 is given by x =
∑d
j=1 κj(e) · κˇj , since
ev1

 d∑
j=1
κj(e) · κˇj

 = d∑
j=1
κˇj
(
κj(e) · 1
)
=

 d∑
j=1
κˇj ◦ κj

 (e) = e.
Proposition 4.2. The sequence (4) induces a short exact sequence
0→M⊗C∞ C∞〈t〉
σ⊗σ−id
−−−−−→M⊗C∞ C∞〈t〉
ev1〈t〉
−−−−→ E〈t〉 → 0 (5)
where ev1〈t〉
(
x⊗ (
∑
i fit
i)
)
:=
∑
i ev1(fix)t
i.
Proof. By applying the maps in the sequence (4) coefficient-wise, we obviously
obtain a short exact sequence of formal power series
0→M[[t]]
(σ−id)[[t]]
−−−−−−→M[[t]]
ev1[[t]]
−−−−→ E[[t]]→ 0,
and the objects in the sequence (5) can be seen as C∞-subspace, and its maps
are just the restrictions of the maps (σ − id)[[t]] and ev1[[t]]. Therefore, σ ⊗ σ − id
is injective, and the composition ev1〈t〉 ◦ (σ ⊗ σ − id) is zero. The map ev1〈t〉 is
surjective, since similar to the computation above, we see that for
∑
i≥0 eit
i ∈ E〈t〉,
a preimage under ev1〈t〉 is given by
∑d
j=1 κˇj ⊗
(∑
i κj(ei)t
i
)
∈M⊗C∞ C∞〈t〉. For
showing exactness in the middle, we recognize that every element y ∈ M ⊗C∞
C∞〈t〉 can be written in the form y =
∑d
j=1
∑n
l=0 σ
lκˇj ⊗
(∑
i fjlit
i
)
for some n and∑
i fjlit
i ∈ C∞〈t〉. If ev1〈t〉(y) = 0, then as above,
∑n
l=0 f
ql
jli = 0 for all j = 1, . . . , d
14
and all i, and one obtains a preimage under σ ⊗ σ − id as x =
∑d
j=1
∑n
l=0 σ
lκˇj ⊗(∑
i gjlit
i
)
∈M⊗C∞ C∞[[t]] where
gjli := −fjli − f
q−1
j,l−1,i − . . .− f
q−l
j0i .
Since for all j = 1, . . . , d and l = 0, . . . , n
lim
i→∞
|gjli| ≤ lim
i→∞
max
0≤ν≤l
{|f q
ν−l
jνi |} = max
0≤ν≤l
{ lim
i→∞
|fjνi|
qν−l} = 0,
the series
∑
i gjlit
i are indeed in the Tate algebra C∞〈t〉.
Defining the operator φt − t on M⊗C∞ C∞〈t〉 to be φt ⊗ id− id⊗ t, we obtain
a commutative diagram of Fq[t]⊗Fq Fq[t]-modules with exact rows
0 //M⊗C∞ C∞〈t〉
φt−t

σ⊗σ−id //M⊗C∞ C∞〈t〉
φt−t

ev1〈t〉 // E〈t〉
φt−t

// 0
0 //M⊗C∞ C∞〈t〉
σ⊗σ−id //M⊗C∞ C∞〈t〉
ev1〈t〉 // E〈t〉 // 0.
Theorem 4.3.
1. The homomorphism φt − t : M⊗C∞ C∞〈t〉 →M⊗C∞ C∞〈t〉 is injective.
2. coker(φt − t) = M⊗C∞[t] C∞〈t〉.
3. Using the snake lemma, the diagram induces an isomorphism of Fq[t]-modules
H −→
(
M⊗C∞[t] C∞〈t〉
)σ
,
where ()σ denotes the σ-invariant elements.
Proof. 1. First consider the t-action on M via φt. If for an element x ∈ M =
Homgrp,Fq (Ga,C∞ , EC∞) we have φt ◦ x = 0, then the image of x has to be in
the kernel of φt : E → E. However, the kernel of φt is finite, and the image of
x is connected. Hence, the composition φt ◦ x can only be zero, if the image
of x is trivial, i.e. if x = 0. Hence, φt is injective on M.
Assume that
∑l
j=1 xj⊗(
∑
i≥0 fj,it
i) ∈M⊗C∞C∞〈t〉 is in the kernel of φt− t,
hence
l∑
j=1
(φt ◦ xj)⊗ (
∑
i≥0
fj,it
i) =
l∑
j=1
xj ⊗ (
∑
i≥0
fj,it
i+1).
By comparing the coefficients of the various t-powers, we therefore obtain
l∑
j=1
φt ◦ xj · fj,0 = 0 and
l∑
j=1
φt ◦ xj · fj,i =
l∑
j=1
xj · fj,i−1 for all i ≥ 1.
Then inductively, we obtain that
∑l
j=1 xj · fj,i = 0 for i ≥ 0, since φt is
injective on M.
2. The cokernel is just the quotient on which both t-actions agree. Hence,
coker(φt − t) = M⊗C∞[t] C∞〈t〉.
3. Adding kernels and cokernels to the diagram above, we obtain
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0
0

// H

❴❴❴❴❴ ED
BC✤
✤
✤
✤
GF❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
@A✤
✤
✤
✤
✤
//❴❴❴❴❴
0 //M⊗C∞ C∞〈t〉
φt−t

σ⊗σ−id //M⊗C∞ C∞〈t〉
φt−t

ev1〈t〉 // E〈t〉
φt−t

// 0
0 //M⊗C∞ C∞〈t〉
σ⊗σ−id //

M⊗C∞ C∞〈t〉
ev1〈t〉 //

E〈t〉 // 0
M⊗C∞[t] C∞〈t〉
σ−id //M⊗C∞[t] C∞〈t〉
As the snake sequence is exact, we obtain the desired isomorphism
H −→ ker(σ − id) =
(
M⊗C∞[t] C∞〈t〉
)σ
.
Remark 4.4. By starting with the commuting diagram with exact rows
0 //M⊗C∞ C∞〈t〉
φt−t //
σ⊗σ−id

M⊗C∞ C∞〈t〉 //
σ⊗σ−id

M⊗C∞[t] C∞〈t〉
σ−id

// 0
0 //M⊗C∞ C∞〈t〉
φt−t //M⊗C∞ C∞〈t〉 //M⊗C∞[t] C∞〈t〉 // 0
and applying the snake lemma, one obtains the inverse isomorphism(
M⊗C∞[t] C∞〈t〉
)σ
−→ ker
(
φt − t : E〈t〉 → E〈t〉
)
= H
to the isomorphism above.
Remark 4.5. Working with M ⊗C∞ C∞[[t]] etc. instead of M ⊗C∞ C∞〈t〉, one
obtains in the same way an isomorphism
Hˆ −→
(
M⊗C∞[t] C∞[[t]]
)σ
.
5. The matrix which specializes to the periods
The task of this section is to show how one obtains the coordinates of a basis
of the period lattice as special values of some matrix which meets the conditions of
the ABP-criterion resp. of Theorem 1.1.
Throughout the whole section, E is a uniformizable abelian t-module over K of
dimension d andM the associated t-motive. We fix a K[t]-basism = (m1, . . . ,mr)
tr
of the t-motive M, we let Θ ∈ Matr×r(K[t]) be such that τ(m) = Θm, and fix Υ ∈
GLr(C∞〈t〉) a rigid analytic trivialization ofM with respect tom, i.e. τ(Υm) = Υm
or in other words, τ(Υ) = ΥΘ−1.
Proposition 5.1. For any C ∈ GLr(K[t]), let Θ˜ = CΘσ(C)
−1 ∈ Matr×r(K¯[t])
and R := τ(Υ)C−1 ∈ GLr(C∞〈t〉). Then for any l ≥ 0, the pair (ρ[l](Θ˜), ρ[l](R))
meets the conditions of Φ and Ψ in Thm. 1.1, i.e.
det(ρ[l](Θ˜)) = cl · (t− θ)
sl for some cl ∈ K¯
×, sl ≥ 1,
σ
(
ρ[l](R)
)
= ρ[l](R) · ρ[l](Θ˜).
Proof. As C ∈ GLr(K[t]), its determinant det(C) is a unit in K[t], hence det(C) ∈
K×. Since by definition of a t-motive det(Θ) = c(t − θ)s for some c ∈ K× and
s ≥ 1, we have
det(Θ˜) = det(C) det(Θ)σ(det(C))−1 = c0(t− θ)
s
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where c0 = c · det(C) · σ(det(C))
−1 ∈ K¯×. Furthermore by definition,
σ(R) = σ(τ(Υ)C−1) = Υσ(C)−1 = τ(Υ)Θσ(C)−1 = R · Θ˜.
Let now l ≥ 0 be arbitrary. By definition of ρ[l], one has det(ρ[l](Θ˜)) = det(Θ˜)
l+1
which implies the first equation. The second equation is just a consequence of the
fact that ρ[l] is multiplicative and commutes with σ.
Theorem 5.2. There is a matrix B ∈ GLr(K[t]), and a coordinate system of E
with corresponding isomorphism E ∼= Gda such that the coordinates of a basis of the
period lattice are the values at t = θ of certain entries of the matrix ρ[d−1](R
−1) =
ρ[d−1](R)
−1 where R := τ(Υ)B−1 ∈ GLr(C∞〈t〉).
The proof takes the rest of the section. Actually, we will see that the proof is
constructive and shows in explicit examples which matrix entries are relevant.
Proposition 5.3. Let κ1, . . . , κd : E → Ga be the coordinate functions correspond-
ing to a choice of coordinates E(K) ∼= Kd, and A ∈ Matd×r(K[t]) be such that

κ1
...
κd

 = A ·


m1
...
mr


(which exists, since the coordinate functions are special elements of M). Let Υ ∈
GLr(C∞〈t〉) be the rigid analytic trivialization of M fixed above.
Then an Fq[t]-basis of H ⊆ E〈t〉 ∼= (C∞〈t〉)
d is given by the columns of A ·Υ−1.
Proof. If h =
∑
i eit
i ∈ H with corresponding element µ ∈ HomτK[t](M,C∞〈t〉) via
the isomorphism ι in Theorem 3.9, then in coordinates we have
h =


∑
i
κ1(ei)t
i
...∑
i κd(ei)t
i

 =
(
µ(κ1)
...
µ(κd)
)
= A ·
(
µ(m1)
...
µ(mr)
)
.
Let {µ1, . . . , µr} be the basis of HomK[t](M,K[t]) ⊆ HomK[t](M,C∞〈t〉) which is
dual to m, then the vector
(
µ(m1)
...
µ(mr)
)
is just the representation of µ in the basis
{µ1, . . . , µr}. Furthermore, since τ(Υ) = ΥΘ
−1, we have τ(Υ−1) = ΘΥ−1. There-
fore, the columns of Υ−1 are solutions of the τ -difference equation
τ
(
x1
...
xr

) = Θ


x1
...
xr

 ,
and hence provide an Fq[t]-basis of Hom
τ
K[t](M,C∞〈t〉) with respect to the basis
{µ1, . . . , µr} (see Rem. 3.10).
Hence, an Fq[t]-basis of H ⊆ (C∞〈t〉)
d is given by the columns of A ·Υ−1.
Proposition 5.4. Let si =
(
0 . . . 0 1 0 . . . 0
)
∈ K1×r be the i-th standard
basis vector for 1 ≤ i ≤ r, and let Θ ∈ Matr×r(K[t]) be such that τ(m) = Θm.
Then there is B ∈ GLr(K[t]), a choice of coordinate functions κ1, . . . , κd and A
′ ∈
Matd×r(K(t)) where each row of A
′ is of the form
(t− θ)−γ · si
for positive integers γ such that

κ1
...
κd

 = A′BΘ ·


m1
...
mr

 .
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Proof. Let M1 = K[t]τ(M) denote the K[t]-submodule of M generated by the image
of τ , i.e. generated by τ(m1), . . . , τ(mr). By definition of a t-motive, the quotient
K[t]-module M/M1 is a (t−θ)-torsion module. Therefore by the elementary divisor
theorem, there is a K[t]-basis {n1, . . . , nr} of M and integers α1, . . . , αr such that
{(t−θ)α1n1, . . . , (t−θ)
αrnr} is a K[t]-basis of M1. In particular, the residue classes
of {(t − θ)βini | 1 ≤ i ≤ r, 0 ≤ βi < αi} form a K-basis of M/M1, and hence
{(t − θ)βini | 1 ≤ i ≤ r, 0 ≤ βi < αi} is a K{τ}-basis of M. Thus, we can choose
the coordinate functions κ1, . . . , κd to be these functions, i.e. each κj equals some
(t− θ)−γi · ((t− θ)αini) for appropriate i and 0 < γi ≤ αi. This means that

κ1
...
κd

 = A′ ·


(t− θ)α1n1
...
(t− θ)αrnr


for a matrix A′ as given in the statement of the proposition.
On the other hand, τ(m) = Θm is another K[t]-basis of M1. Hence, there is a
base change matrix B ∈ GLr(K[t]) such that

(t− θ)α1n1
...
(t− θ)αrnr

 = B ·Θ


m1
...
mr

 .
Putting this into the previous equation, leads to

κ1
...
κd

 = A′BΘ ·


m1
...
mr

 .
Combining the previous results with the description of the isomorphism −δ in
Prop. 3.8, we obtain the following corollary.
Corollary 5.5. Let the coordinate functions κ1, . . . , κd be chosen as in the previous
proposition, and A′ and B the corresponding matrices. Then a basis of the period
lattice is given (with respect to the chosen coordinates) by the columns of the matrix
rest=θ
(
A′BΘΥ−1 dt
)
.
For relating these residues with values of hyperderivatives, we need the following
lemma.
Lemma 5.6. Let f ∈ C∞((t − θ)), and l ∈ N such that (t − θ)
l · f ∈ C∞[[t − θ]].
Then one has
rest=θ(f dt) = ∂
(l−1)
t
(
(t− θ)l · f
) ∣∣∣
t=θ
.
Proof. Write f =
∑∞
j=−l cj(t − θ)
j ∈ C∞((t − θ)), then rest=θ(f dt) = c−1. On the
other hand,
∂
(l−1)
t
(
(t− θ)l · f
)
= ∂
(l−1)
t

 ∞∑
j=−l
cj(t− θ)
j+l

 = ∞∑
j=−1
cj
(
j + l
l − 1
)
(t− θ)j+1.
Hence,
∂
(l−1)
t
(
(t− θ)l · f
) ∣∣∣
t=θ
=

 ∞∑
j=−1
cj
(
j + l
l − 1
)
(t− θ)j+1

∣∣∣
t=θ
= c−1.
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Proof of Theorem 5.2. By Corollary 5.5, we already know that a basis of the period
lattice is given by the columns of
rest=θ
(
A′BΘΥ−1 dt
)
with an appropriate choice of the coordinate functions κ1, . . . , κd and corresponding
B ∈ GLr(K[t]) and A
′ ∈ Matd×r(K(t)) whose j-th row is
(t− θ)−γj · sij
with sij being the i = ij-th standard basis vector si =
(
0 . . . 0 1 . . . 0
)
and
0 < γj ≤ d. Hence the j-th row of A
′BΘΥ−1 is the (t− θ)−γj -multiple of the ij-th
row of BΘΥ−1 = Bτ(Υ)−1 = R−1. Further, R−1 does not have a pole at t = θ
(see Remark after Thm. 1.1 and Prop. 5.1), hence for the j-th row of the matrix
rest=θ
(
A′BΘΥ−1 dt
)
we obtain
rest=θ
(
A′BΘΥ−1 dt
)
j
= rest=θ
(
(t− θ)−γjR−1 dt
)
ij
= ∂
(γj−1)
t
(
(t− θ)γj · (t− θ)−γjR−1
)
ij
∣∣
t=θ
= ∂
(γj−1)
t
(
R−1
)
ij
∣∣
t=θ
.
Therefore, each row of rest=θ
(
A′BΘΥ−1 dt
)
is a row in the matrix

∂
(d−1)
t
(
R−1
)
...
∂
(1)
t
(
R−1
)
R−1


∣∣∣
t=θ
.
The latter, however, is just the
(
r(d+1)×r
)
-submatrix of ρ[d−1](R
−1)|t=θ consisting
of the last r columns.
Remark 5.7. From the presentation in the form ρ[d−1](R
−1)|t=θ we are enabled to
use the ABP-criterion for showing transcendence results. In explicit examples, the
matrix R−1 = BΘΥ−1 is often described easier. Namely, if {m1, . . . ,mr} already
is a basis of M such that {(t− θ)α1m1, . . . , (t− θ)
αrmr} is a K[t]-basis of K[t]τ(M),
then B can be chosen such that

(t− θ)α1m1
...
(t− θ)αrmr

 = B ·Θ


m1
...
mr

 .
Hence, B ·Θ = diag ((t− θ)α1 , (t− θ)α2 , . . . , (t− θ)αr ) and
R−1 = BΘΥ−1 = diag ((t− θ)α1 , (t− θ)α2 , . . . , (t− θ)αr ) ·Υ−1.
6. Examples
We illustrate two examples:
Example 6.1. If E = D is a Drinfeld module over K of rank r, the associated
t-motive is M(D) ∼= K{τ} with K[t]-basis m1 = 1,m2 = τ, . . . ,mr = τ
r−1, and the
inverse of the rigid analytic trivialization Υ is
Υ−1 =


g1 g2 · · · gr
τ(g1) τ(g2) · · · τ(gr)
...
...
τr−1(g1) τ
r−1(g2) · · · τ
r−1(gr)

 ,
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for the Anderson generating functions g1, . . . , gr ∈ C∞〈t〉 associated to a basis
λ1, . . . , λr of the lattice Λ. AsK[t]τ(M(D)) is also generated by {(t−θ)m1,m2, . . . ,mr},
the matrix R−1 is just R−1 = diag ((t− θ), 1, . . . , 1) ·Υ−1, by Remark 5.7. Further-
more, the coordinate function is κ = (1, 0, . . . , 0)m, and hence we recover the basis
of the lattice as the entries in the first row of the matrix
−ρ[0](R
−1)|t=θ = −


(t− θ)g1 (t− θ)g2 · · · (t− θ)gr
τ(g1) τ(g2) · · · τ(gr)
...
...
τr−1(g1) τ
r−1(g2) · · · τ
r−1(gr)


∣∣∣
t=θ
,
which perfectly fits with the well-known facts.
Example 6.2. Let E = C⊗n be the n-th tensor power of the Carlitz module which
is a t-module of dimension n and rank 1. Its t-motive is M(C⊗n) = K[t] ·m for a
basis element m with τ -action given by
τ(m) = (t− θ)nm.
A rigid analytic trivialization is given by Υ = ω(t)−n where ω is the Anderson-
Thakur function with −rest=θ(ω dt) = π˜ being the Carlitz period. The coordinate
functions can be chosen to be κi = (t − θ)
i−1m for i = 1, . . . , n, and hence a basis
for the period lattice is given by the vector


z1
...
zn

 =


rest=θ(ω(t)
n)
rest=θ((t− θ)ω(t)
n)
...
rest=θ((t− θ)
n−1ω(t)n)


for i = 1, . . . , n. Up to this point, this is already given in [3, §2.5]. However,
recognizing that this vector is the last column of
ρ[n−1](R
−1)|t=θ = ρ[n−1]((t− θ)
nω(t)n)|t=θ,
and that ρ[n−1](R) is a rigid analytic trivialization of a dual t-motive, enabled us
in [14] to show that z1, . . . , zn are algebraically independent over K if n is prime to
the characteristic of K.
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