Classification trees built with the Classification And Regression Tree algorithm were evaluated for modelling infrared spectroscopic data in order to discriminate between genuine and counterfeit drug samples and to classify counterfeit samples in different classes following the RIVM classification system. Models were built for two data sets consisting of the Fourier Transform Infrared spectra, the Near Infrared spectra and the Raman spectra for genuine and counterfeit samples of respectively Viagra ® and Cialis ® .
Introduction
Due to the extension of the internet, counterfeit drugs represent a growing threat for public health in the developing countries but also more and more in the industrial world [1, 2] . The European Agency for Access to Safe Medicines (EAASM) claims that about 50% of the medicines sold through non identified/recognized websites are counterfeit and that 10% of the market in the developing countries and about 1% of the European market is covered by counterfeits [3] . In Europe and the United States one of the most popular group of medicines bought through the internet are the phosphodiesterase type 5 (PDE-5) inhibitors, i.e. sildenafil citrate (Viagra medicines and to classify the counterfeit samples based on the RIVM definitions [5] . The first aim was to discriminate between genuine and counterfeit samples with at least 0% of genuines classified as counterfeits. The secondary aim was to be able to classify the counterfeit samples in their respective RIVM classes or at least get an idea about the type of the class.
To do so the data acquired by Sacré et al. [24] was used. The different samples were classified, following their visual aspects and the results obtained after identification and dosage of the active components, applying the RIVM classification system. The classes were used as response variable, while the spectroscopic data (FT-IR, NIR and Raman) were used as descriptive variables.
The results were compared to the results obtained by Sacré et al. [24] . In this paper the exploratory chemometric tools PCA and PLS were used for discrimination purposes. The results obtained with CART were also compared with the ones obtained with a more classic discrimination method, k-nearest neighbours (kNN). Due to the limited number of samples of some RIVM classes, SIMCA was not applied, since this will result in non representative classification rates for the counterfeit samples. This is due to the fact that in SIMCA each class is modelled separately.
Theory

Classification And Regression Trees (CART)
CART is a non-parametric statistical technique, developed by Breiman et al. [25] in 1984, which is able to solve classification (categorical dependent variables) as well as regression problems (continuous dependent variables). In both cases the method builds a decision tree, describing a response variable as a function of different explanatory variables (figure 1).
all objects A CART analysis generally consists of three steps. In a first step the maximum tree is build, using a binary split-procedure. The maximum tree is overgrown and closely describes the training set, usually resulting in overfitting. In a second step this overfitted model is pruned.
This procedure results in a series of less complex trees, derived from the maximum tree. In the third and final step the optimal tree is selected using a cross validation procedure [25] [26] [27] .
Building the maximum tree
The maximum tree is built using a binary split procedure, starting at the tree root, consisting of all objects in the training set. In every step of the procedure a mother group is considered and split into two daughter groups. The split is chosen in such a way that the impurity of the daughter groups is lower than that of the mother group. This means that the daughter groups become more homogeneous in the response variable (class numbers). In the following step each daughter group is considered a mother group. Every split is defined by one value of one explanatory variable. For continuous explanatory variables the splits are defined by "x i < a j " where x i is the selected variable and a j its split value [25] [26] [27] .
To choose the most appropriate variable and split value, CART uses an algorithm in which all descriptors and all possible split values are considered. The split resulting in the highest decrease in impurity between the mother group (t p ) and the daughter groups (t L and t R ) is selected. Mathematically this is expressed as:
where i is the impurity, S the candidate split value, and p L and p R the fractions of the objects in the left and right daughter groups, respectively [25] [26] [27] .
For classification trees the impurity can be defined by different split criteria [25] . The three commonly used split criteria are the Gini index, the Twoing index and the Information index.
In this work CART models were built using the Gini index. The Information index and the Twoing index were not used since these measures were not found useful in solving the considered classification problem.
The Gini index is defined as
where j = 1, 2, 3,…, k is the number of classes of the categorical response variable and p j (t) the probability of correct classification for class j at node t.
Tree pruning
The obtained maximum tree usually overfits the training set, therefore the model is pruned by successively cutting terminal branches. This procedure results in a series of smaller sub trees derived from the maximum tree. The different sub trees with the same complexity are then compared to find the optimal. This comparison is based on a cost-complexity measure ) (T R α , in which both tree accuracy and complexity are considered [25] [26] [27] . For each sub tree complexity T it is defined as:
the average within-node sum of squares, T ( the tree complexity, defined as the total number of nodes of the sub tree, and α the complexity parameter, which is a penalty for each additional terminal node.
During the pruning procedure, α is gradually increased from 0 to 1 and for each value of α, the tree is selected which minimizes
. For a value of α equal to zero,
is minimized by the maximum tree. By gradually increasing α a series of trees with decreasing complexity is obtained [25] [26] [27] .
Selection of the optimal tree
From the obtained sequence of sub trees, the optimal has to be selected. The selection is usually based on the evaluation of the predictive error of the models using a cross validation procedure. In this paper a 10-fold cross validation procedure [26, 28] was used. The predictive error is then given as the overall misclassification rate for each of the sub trees [25] . The optimal model is the simplest model with a predictive error within one standard error (SE) of the minimal predictive error. This rule, generally referred to as the one SE-rule, allows the selection of a less complex model than the one with the minimal misclassification rate, without a significant loss of information and accuracy [25] . The algorithm allows the selection of all tree complexities. If previous knowledge about the data set justifies it, one can deviate from the one SE-rule and select another tree as optimal model.
k Nearest Neighbours (kNN)
The k-NN algorithm [28] was applied on the training set. The algorithm computes the minimal Euclidian distances between an unknown object and each of the objects of the training set.
For a training set of n samples, n distances are calculated. Then it selects the k nearest objects to the unknown one. The unknown object is classified in the group to which the majority of the k objects belong. The number of nearest neighbours is optimised using a cross validation procedure. The main advantages of this method are its mathematical simplicity and the fact that it is free from statistical assumptions.
Methods and materials
Data
The data for the Viagra ® like samples consists of the Fourier-transformed infrared, the nearinfrared and the Raman spectra for 55 counterfeit samples and 9 genuine samples. For the Cialis ® like samples the data consists of the same type of spectra for 39 counterfeit and 4 genuine samples. All spectra were measured in triplicate. For more details about how this data was acquired we refer to Sacré et al. [24] . The counterfeit samples were classified following the classification proposed by the RIVM [5] .
The classification for both data sets is given in table 2 
Data preprocessing
The data preprocessing was performed using the HoloREACT TM software (Kaiser Optical Systems, USA, version 2.3.5). For NIR and FT-IR spectroscopy, the three spectra of a sample were normalized and averaged. For Raman spectroscopy, the three spectra of a sample were baseline corrected using the Pearson's method [29] .
In order to evaluate the predictive ability of the models the Viagra ® and Cialis ® data sets were divided in training and test sets. It was chosen that the test sets would contain about 20% of the samples. The division in test-and training set was performed using the Duplexx algorithm [30] . This algorithm starts by selecting the two samples with the highest Euclidean distance in the data space for a first set. The next two samples with the highest Euclidean distance are selected for a second set. The procedure continues by selecting iteratively pairs of samples for the first and the second set. The second set was chosen as test set, while the other set combined with the samples not selected by the algorithm formed the training set.
During selection of the test sets it was made sure that one genuine sample was selected for the test set, while the others were kept in the training set. This was necessary due to the limited number of genuine samples in the data sets.
From the PCA plots [31] shown in figure 2 and 3 it can be seen that the test sets selected by the Duplexx algorithm cover quite well the data space of the data sets. 
Chemometrics
The data preprocessing and the modelling was performed using Matlab R2009b (The Mathworks, Natick, USA). The programming of the CART algorithm was done according to the original CART algorithm proposed by Breiman [25] .
Results and Discussion
Viagra ® like samples
For all data sets used the data was first autoscaled. The signals at the different wavelengths in the respective spectra were used as explanatory variables while the class numbers of the different samples were used as response. The class numbers were assigned to the different samples based on the classification proposed by RIVM (table 2) . The maximal tree was built and pruned. In a next step a 10-fold cross validation was carried out resulting in a graph representing the percentage misclassification as a function of the tree complexity. Figure 4 shows the graph of the percentage misclassification as a function of the tree complexity obtained with the FT-IR data. As can be seen from the figure the tree with complexity 2 has the smallest cross validation error. Since we have more than two classes and following the general rule that the optimal tree can have each complexity with a cross validation error within one standard deviation of the tree with the smallest error, the tree with complexity five was selected as optimal tree (figure 5). The cross validation error was 0.26 or 11.6%. Even if the cross validation error is quite high, it could be observed that during cross validation all genuine samples were classified correctly and none of the counterfeit or imitation samples were classified as genuine. This was confirmed during external validation, which means that the CART model is able to distinguish between genuine and counterfeit drugs, based on the FT-IR data. When focussing on the classification of the counterfeit or imitation samples over the different classes it was observed that 10 of the 12 counterfeit samples of the external test set were classified correctly while the 2 other were classified as non-professional imitations (class 8) in stead of professional imitations (class 7). Since the data set of the Viagra ® like samples contains representatives of 7 classes, one should select a tree with minimal 7 leafs in order to be able to predict each class. Since our primary goal was to distinguish between counterfeit and genuine and the fact that we chose the optimal tree size based on the cross validation results, the leafs of the selected tree are not homogeneous for some counterfeit classes (class 1,3,9) and so the tree model is only able to
Classification tree based on the FT-IR data
give an indication about the sample type for these samples. The inhomogeneity for these classes in the model is probably due to the low number of samples belonging to these classes. One of the main disadvantages of CART, used with spectral data is that it selects only one variable/wavelength to define each split. Since spectral data usually has a signal over a range of wavelengths this causes the difficulty to interpret the significance of the selected wavelengths. In fact for the CART model based on the FT-IR data the wavelengths of 886 cm -1 and 1700 cm -1 could be related to the concentration of sildenafil present in the samples.
For the other selected wavelengths no logical explanation could be found. 
Classification tree based on the NIR data
From a similar graph as shown in figure 4 it could be concluded that for the NIR data, the tree with complexity 4 has the lowest cross validation error and is the optimal tree (figure 6).
The cross validation error was 0.37 or 14.4 %. Investigation of the tree shows that the leaf of the genuine samples is homogeneous and that during cross validation all genuine samples were classified correctly and that none of the counterfeit samples was classified as genuine.
These results were also reflected during the external validation. During external validation, ten of the twelve counterfeit samples were classified correctly, while two professional imitations (class 7) were classified as non-professional counterfeits. From these results it can be concluded that the CART model based on NIR-data is comparable to the model obtained with the FT-IR data for its predictive and descriptive properties. and 5233.9 cm -1 correspond to specific peaks of the NIR spectrum of microcrystalline cellulose. It can therefore be stated that the discrimination of genuine and counterfeit samples by the CART model, based on NIR data, is partly based on the presence of different amounts of microcrystalline cellulose in the counterfeit and the genuine samples.
Classification tree based on the Raman spectroscopy data
For the Raman spectroscopic data the tree with complexity 3 was selected as the optimal tree (figure 7). The cross validation error was 0.25 or 11.5 %. Investigation of the tree and 
Classification trees based on the combination of the spectral data
Tree models were built using combinations of the data. One model was built using the FT-IR and the NIR data, one using the FT-IR and the Raman data, one using NIR and Raman and one using the combination of the three.
None of these models led to satisfying results, therefore it was decided not to discuss them in detail. The models obtained with the combination of the FT-IR and the NIR data as well as the one based on the three types of spectral data, did not result in a satisfying model since a number of counterfeit samples was classified as genuine during both cross validation as external validation. Since the models based on each technique separately were able to make this distinction, it seems that combining the two data sets introduces noise in the model.
The other two models (combination of FT-IR and Raman and NIR and Raman respectively)
were able to distinguish counterfeit from genuine samples, since no genuine sample were classified as counterfeit and no counterfeit as genuine, during both cross validation as external validation. During external validation it was seen that the models had higher misclassification rates (4/12 and 5/12) than the models discussed in section 4.1.1 and 4.1.2.
From these results it has to be concluded that the combination of different types of spectral data, does not result in better models for the Viagra ® data set.
Cialis ® like samples
Exactly the same approach as described for the Viagra ® data set was followed. The assignment of the class numbers, based on the RIVM classification, for the Cialis ® data set is given in table 2.
Classification trees based on the FT-IR and the NIR data
From the graphs of percentage misclassification in function of the tree complexity the trees of complexity three and five were selected as optimal trees for respectively the FT-IR and the NIR data. Since cross validation and external validation showed that both models were not able to distinguish between genuine and counterfeit samples, these models are not further discussed.
Classification tree based on the Raman spectroscopy data
The tree of complexity five was selected as the optimal model obtained using the Raman 
Classification trees based on the combination of the spectral data
Tree models were built using a combination of the different types of spectral data. The only model able to distinguish between counterfeit and genuine samples was the one combining the NIR and the Raman spectroscopic data. The tree with complexity six was selected as the optimal tree ( Figure 9) . A cross validation error of 0.50 or 22. Since three of the five wavelengths could be linked to excipients present in the genuine tablets, the discrimination is again probably due to the differences in amounts. 
Results obtained with kNN
kNN was applied to the same data sets as described in sections 4.1 and 4.2. In a first step the optimal number of nearest neighbours was chosen, for each data set, using a leave-oneout cross validation procedure. The models were evaluated based on the correct classification rate (CCR) obtained during cross validation and the prediction of the external test set.
Two kind of kNN models were built, one using only the classes 0 for genuine samples and 1
for counterfeit samples and one using the different classes as used for the CART models.
The reason is the fact that the theory of the algorithms (CART and kNN) are completely different. While CART will isolate the genuine group in a early phase of the model building and continue further classification of the counterfeits without influence of the genuine group, kNN will model the data set as a whole, resulting in a higher influence of the unbalanced numbers of samples in the different classes.
In general it can be stated that the results obtained with kNN are unsatisfying. For the Cialis ® dataset it was not possible to discriminate between original and counterfeit samples using kNN. Probably due to the fact that the number of genuine samples in this data set is too low for the algorithm.
Conclusions
The use of classification trees as easy interpretable models for the distinction of counterfeit and genuine drugs as well as the classification of counterfeit drugs, following the RIVM classification, was evaluated. All models were based on spectroscopic data. Models were built for two data sets, one consisting of the spectroscopic data for genuine and counterfeit samples of Viagra ® and one consisting of the spectroscopic data for genuine and counterfeit samples of Cialis ® . An overview of the obtained correct classification rates for the different models proposed is given in table 3. Only models with a 100% correct classification rate for the discrimination between genuine and counterfeit, during cross validation, are present in the table, since only these models are of interest.
For the Viagra ® data set, two comparable models could be proposed, one based on the FT-IR data and one on the NIR data. The models have cross validation errors of 11.6% and 14.4% respectively and equal misclassification rates of 2/12 after external validation. Since both models are comparable the choice is based on the equipment present in the laboratories. For the both models the classification/discrimination could partly be explained by the differences in amounts of active substance (FT-IR model) and excipients (NIR model).
The combination of the different types of spectroscopic data did not result in better models compared to the ones obtained with only FT-IR or NIR data. For the Cialis ® data set the best model was obtained by combining the NIR and the Raman spectroscopic data. All other models were not able to make the distinction between counterfeit and genuine samples. Only the model based on the Raman spectroscopy data was able to classify all genuine samples correctly, but also classified a counterfeit sample as genuine.
The proposed model has a cross validation error of 22.5%, but showed a 100% correct classification during external validation. Again the majority of the selected wavelengths could be linked to differences in amounts of excipients between the different samples.
The obtained results show that the application of CART to spectroscopic data result in easy interpretable models, which are able to discriminate between counterfeit and genuine drug samples and which are able to classify the counterfeit samples in their corresponding RIVM class and this with low misclassification rates, evaluated with an external test set. The classification of the counterfeits in their respective RIVM class, can allow an easy and fast evaluation of the risk for public health of a considered counterfeit sample.
Further it was shown that the results obtained with this tree based method are far better than the ones obtained with the more traditional discriminating method kNN. If the results of the CART models are compared to the results obtained with PLS by Sacré et al. [24] , it can be seen that both methods are able to discriminate between genuine and counterfeit products, but that CART also allow a clear discrimination of the counterfeit samples in different classes. The more CART has the advantage to be able to classify the samples in a discriminating and easy interpretable model. Though the models are limited by the nature of the data set and they should be adapted and updated each time new samples/classes are encountered.
