Abstract
Introduction
The addition of noise and loss of sharpness are the two most common degradations suffered by an image. Noise can be defined as random variation of brightness or color information, caused by external disturbance in the image signal. There are various sources of noise in digital images some of which are: heat in the sensor, slow shutter speed and noise introduced via communication channel during the acquisition [26] , signal amplification and transmission [8, 26] . The acquisition process [26] for digital images converts optical signal into electrical signal and subsequently into digital signal, and is one process by which the noise is introduced in digital images. Various factors like Dark Current, Pixel Non-Uniformity, Shot Noise, CCD Read Noise [25] , Electronic Interference etc. affect the acquisition process of image. Moreover each step in the conversion process may experience fluctuations caused by natural phenomena, and each of these steps adds a random value to the resulting intensity of a given pixel. These noises can be modeled as Gaussian noise.
Another type of noise is introduced due to transmission errors or storage faults. If an image is being sent electronically from one place to another i.e., via satellite, through wireless transmission or through networked cable, we may expect errors to creep in the image. These errors will appear on the image output in different ways depending on the type of disturbance in the signal. These noises can be modeled as impulse noise. Impulse noise is characterized by appearance of light pixels on dark background and dark pixels on light background [24] . Both noises are independent of each other and may randomly be introduced in image. When a noisy image is further transmitted over faulty transmission line, the image will be corrupted by mixed [26, 16] Gaussian and impulse noise. The removal of mixed noise from images becomes more difficult because in mixed noise, parameters of individual noise may change. For example zero mean property of Gaussian noise [8, 26] no longer exists if image is corrupted by other noise also. Therefore noise specific filters cannot remove mixed noise sufficiently [16] . Hence there is a need for techniques to remove both the noises from image simultaneously.
The impact of introduction of these noises in the image is shown in the Figure 1 below: Filtering is one of the most fundamental operations used in image processing. Image smoothing is a technique based on filtering which is utilized by noise reduction methods. In the recent past BF and its variants have been proposed in literature to remove single and mixed noise. This paper is an effort to compare BF and its variants, and to analyze the efficiency of a specific filter to remove noise from the images.
The rest of the paper is organised as follows. In Section 2, BF technique and its variants are discussed. Section 3 presents the simulation setup parameters used in implementation of filtering techniques. Section 4 presents the performance metrics taken into consideration for comparison. In Section 5, results of comparison of performance and visual quality is given. Finally a brief conclusion is given in last section.
Filtering Techniques

A. Bilateral Filter (BF)
Bilateral filter [3, 6] is a non-iterative, local and simple method for removing Gaussian noise while preserving edges. As the name implies Bilateral filter is combination of range and domain filtering. Traditional filtering is domain filtering, and enforces closeness by weighing pixel value with coefficients that fall off with distance. Similarly, range filtering can be defined as which averages image values with weights that decay with dissimilarity. Range filters are nonlinear because their weights depend on image intensity or color. Computationally, they are no more complex than standard non-separable filters. Most importantly, they preserve edges also.
A low-pass domain filter on image f( x) can be defined as:
Where c(x,y) measures the geometric closeness between the neighborhood center x and a nearby point y.kd(x) is the normalized constant and is calculated as
Similarly range filter is defined as:
h(x)=k r -1 except that now s(f (x),f(y)) measures the photometric similarity between the pixel at the neighborhood center x and that of a nearby point y. The normalized constant is replaced by k r (x)= Both geometric and photometric similarity Combined as follows:
With the normalized parameter as:
This combined domain and range filtering is denoted as bilateral filtering. The Gaussian function is popular for calculation of geometric and photometric similarity as below:
Where ‖x-y‖ is the euclidean distance between x and y. The parameters σd and σr are geometric spread and photometric spread respectively and control the behaviour of the weights. They are the values at which the respective Gaussian weighting functions take their maximum derivatives, so they serve as rough thresholds for identifying pixels sufficiently close spatially or geometrically. Note, in particular when σr→∞, that as and photometric differences are rendered irrelevant by this high threshold, the bilateral filter approaches a Gaussian filter of standard deviation σd and when σd→∞ the filter approaches a range filter with no spatial notion. When both σr, σd→∞ so that all neighboring pixels easily meet both thresholds, the bilateral filter approaches the Arithmetic mean filter (AMF).
B. Modified Bilateral Filter (MBF)
The standard BF is highly efficient noise reducing scheme, but it cannot remove the pixels that appear due to addition of impulse noise. Therefore a modification of BF which takes into account the similarity between color pixels and their spatial distance is proposed by [24] Malik et. al., which can remove the impulse noise from images. In this technique instead of direct calculation of the dissimilarity measure, the cost of a connection through a digital path joining the central pixel of the filtering window with the remaining pixels is determined. The cost of a path is the sum of connection costs of adjacent pixels forming a path. The connection cost in this case is a function of absolute differences of pixel intensities. The minimum cost paths of each pixel are calculated by applying Dijkstra algorithm. This means that every pixel from the filtering window is connected to center pixel x through a minimum cost path. The connection costs are then used to calculate the weight of each pixel within the filtering window, and the filter output is calculated as a weight average of surrounding pixels of x. For color images the connection costs are calculated using the Euclidean distance in RGB color space between neighboring pixels. Thus, the structure of filter output is the same as in the case of the bilateral filter.
C. Joint Bilateral Filter (JBF)
The joint bilateral filter [12] is an extension of the bilateral filter. In this filter two correlated images are used for filtering process. The method filters an image by weightaverage under guidance by another image. The filter produces high quality pictures by combining two images, one taken with flash to capture details and one without-flash to capture ambient illumination. Thereby the flash image is used as an estimator. This guidance image is explicitly built into filter kernels. Computational cost of brute force implementation of joint bilateral filter is in the same range as brute force implementations of standard bilateral filter. It contains the global information about the two images. One limitation of both BF and JBF is that they are non-linear and therefore the implementation requires convolution in the spatial domain.
D. Fuzzy Bilateral Filter (FBF)
S. Morillas et. al., proposed Fuzzy bilateral filter [14] by adapting the classical bilateral filtering using fuzzy metrics. In this filter the weight vector is calculated as follow:
Where Fi and Fj are the pixels under the window at ith and jth locations and t is the parameter to adjust the output. The value of K is 1024 for RGB image. It is fast and simple method for Gaussian noise and it remove impulse noise also upto some extent but not so effective for removing mixed noise.
E. Switching Bilateral Filter (SBF)
The SBF removes both Gaussian and impulse noise without adding another weighting function [15] . Operation in this method is performed in two stages: detection followed by filtering. For detection the sorted quadrant median vector (SQMV) scheme is proposed, which includes important features such as edge or texture information. In detection process a status is assigned to each pixel that whether it is noise-free or impulse noise or Gaussian noise. Then if pixel is found noisy it is replaced by filtered value according to the following weight function as in bilateral filter:
Except that here w sr (x,y) is calculated as:
Where I x is F x if it is found Gaussian noise otherwise it is replaced by a reference median which is calculated in detection process. This technique performs well for removal of mixed noise from gray-scale images.
Simulation Setup Parameters
MATLAB is used as simulator to implement various techniques of filtering. Various setup parameters used in simulation which are common to all techniques are as shown in Table 1 . In the next section various performance metrics used in the simulation are defined.
Performance Metrics for Simulation Peak Signal to Noise Ratio (PSNR):
It is the measure of quality of the image by comparing denoised image with original image. It is an expression used to depict the ratio of maximum possible power of image (signal) and the power of the corrupting noise that affects the quality of its representation.
Mean Square Error (MSE):
It is the cumulative squared error between the final denoised image and the original image. This enables us to compare mathematically as to which method provides better results.
Mean Absolute Error (MAE):
It is the absolute error between the original image and the de-noised image. It represents the average value of introduced deviation per pixel with respect to original image.
Normalized color distance (NCD):
It is used to measure the degradation in color quality in color images since it approaches the human perception.
Time Complexity: It is used to define the time taken by each method under varying parametric conditions like image size, noise density, etc. Time complexity defines the complexity of each algorithm and is hence used to define the algorithm with least and maximum computational cost.
Perceptual Quality: Picture quality is a characteristic of an image that measures the perceived image degradation (typically, compared to an ideal or perfect image). Instead of de-noised image should possess high PSNR and Low MSE, MAE; the de-noised image should be smooth, clean and clear also. De-noised image should be so fine for human observer as if it seems natural image. It should not have color blurriness or any odd looking structure.
Result Analysis
In this section the simulation results of BF and its variant techniques are compared. The various results are as follows:
Comparison of PSNR:
The results of PSNR value for various BF techniques are shown in Figure 2 for Gaussian, Impulse and mixed noise. From the results the following inferences can be drawn:
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Figure 2. Comparison of PSNR Results
Inference:
1) The standard BF gives the highest PSNR value and MBF gives lowest when the image is corrupted with Gaussian noise only. It shows that the BF technique is the best on the basis of PSNR value for removal of Gaussian noise.
2) When image is corrupted with impulse noise or mixed noise, SBF gives the highest and standard BF gives the least PSNR value. It shows that the SBF technique is the best on the basis of PSNR value for removal of impulse and mixed noise.
Comparison of MSE:
The results of MSE value for various BF techniques are shown in Figure.3 for Gaussian, Impulse and mixed noise. From the results the following inferences can be drawn:
Figure 3. Comparison of MSE Results
Inference:
1) The standard BF gives the lowest and MBF gives the highest MSE value when the image is corrupted with Gaussian noise only. It shows that the standard BF technique is the best on the basis of MSE value for removal of Gaussian noise.
2) When image is corrupted with impulse noise or mixed noise SBF gives the least and standard BF gives highest MSE value. It shows that the SBF technique is the best on the basis of MSE value for removal of impulse and mixed noise.
Comparison of MAE:
The results of MAE value for various BF techniques are shown in Figure 4 for Gaussian, Impulse and mixed noise. From the results the following inferences can be drawn:
Figure 4. Comparison of MAE results
Inference:
1) The BF gives the least MAE value and MBF gives highest, when the image is corrupted with Gaussian noise only. It shows that the BF technique is the best on the basis of MAE value for removal of Gaussian noise.
2) When image is corrupted with impulse noise or mixed noise SBF gives the lowest and MBF gives highest MAE value. It shows that the SBF technique is the best on the basis of MAE value for removal of impulse and mixed noise.
Comparison of NCD:
The results of NCD value for various BF techniques are shown in Figure 5 for Gaussian, Impulse and mixed noise. From the results the following inferences can be drawn:
Figure 5. Comparison of NCD Results
Inference:
1) The BF gives the highest and JBF gives the lowest NCD value when the image is corrupted with Gaussian noise only. It shows that the JBF technique is the best on the basis of NCD value for removal of Gaussian noise.
2) When image is corrupted with impulse noise or mixed noise SBF gives the lowest NCD value and JBF gives the highest. It shows that the SBF technique is the best on the basis of NCD value for removal of impulse and mixed noise.
Comparison of TIME COMPLEXITY:
The results of Time complexity taken by various BF techniques are shown in Figure 6 for Gaussian, Impulse and mixed noise. From the results the following inferences can be drawn:
Figure 6. Comparison of Time Complexity Results
Inference:
1) The time complexity taken by FBF is least while the time complexity of MBF is highest for removing all three types of noises taken into consideration. Table 3 , the results of perceptual quality of filtering techniques are shown. It is observed that the results of standard BF technique are best for Gaussian noise whereas results of SBF technique are best for impulse noise and mixed noise. 
Conclusion
1) When the image is corrupted with Gaussian noise only, the standard BF gives us the best PSNR with less time complexity.
2) If impulse noise is introduced in the image then SBF performs efficiently but as this is applied on all planes separately it blurs the image.
3) The time complexity of MBF is very high due to use of Dijkstra algorithm during the implementation, to find shortest path distance. 4) JBF performs well for all three types of noises and produce detail-transferred image with denoising. 5) FBF is the fastest i.e., having less time complexity among all techniques but in this technique blurriness in color is large.
