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a b s t r a c t
The purpose of this note is to study directly the relation between random errors and two
parameter sequences in the Ishikawa iterative process and to estimate the accumulation of
errors in the iterative process. The obtained results show that when one of the sequences
converges to zero, the accumulation of errors is bounded if the other sequence is non-
summable; while the accumulation of errors is controllable in a permissible range if the
sequence is summable.
© 2010 Elsevier Ltd. All rights reserved.
Throughout this paper, X is assumed a real Banach space.
In 1974, Ishikawa [1] introduced an iterative sequence {xn} defined byx0 ∈ K ,
xn+1 = (1− αn)xn + αnTyn
yn = (1− βn)xn + βnTxn (n ≥ 0)
(0.1)
where K ⊂ X is a nonempty convex subset, T : K → K is a mapping and both {αn} and {βn} are parameter sequences in
[0, 1] satisfying some conditions. In particular, if βn = 0 (n ≥ 0) then {xn} is called the Mann [2] Iterative Sequence. Since
iterative calculation leads to errors, the consideration of errors is an important part in any theory of iteration methods. In
1995, Liu [3] introducedwhat he called theMann and Ishikawa iteration processwith errors and studied indirectly the errors
in the iterative process. Within the past 10 years or so, several authors, under certain conditions, employed the Mann and
Ishikawa iteration method with errors for the fixed points of pseudo-contractive mappings, and solved nonlinear equations
with an accretive mapping and other mappings (see [4–7]).
We now study directly the accumulation, estimation and control of random errors in the iterative process. First, we
introduce the Ishikawa iterative process with two mappings in an arbitrary Banach space.
Definition. Suppose that S, T : X → X are twomappings and both {αn} and {βn} are real sequences in (0, 1). For any x0 ∈ X ,
yn = (1− βn)xn + βnTxn
xn+1 = (1− αn)xn + αnSyn (n ≥ 0), (0.2)
is called the Ishikawa Iteration Sequence with two mappings.
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Remark 1. Note that the Ishikawa and Mann iterative process is both special cases of the Ishikawa iterative process with
two mappings.
Define the errors of Txn and Syn by
un = Txn − Txn and vn = Syn − Syn (0.3)
for all n ≥ 0, where Txn (Syn) is an exact value of Txn (Syn), in other words, Txn(Syn) is an approximate value of Txn(Syn). It is
easy to know that {‖un‖}∞n=0 and {‖vn‖}∞n=0 are bounded by virtue of the theory of errors. Let
Mu = sup{‖un‖ : n ≥ 0}, and Mv = sup{‖vn‖ : n ≥ 0} (0.4)
be the bounds on absolute errors of {Txn}∞n=0 and {Syn}∞n=0, respectively, and we set
M = max {Mu,Mv} .
In the Ishikawa iterative process, the main part of the accumulation of errors comes from un and vn, therefore, we can set
yn = (1− βn)xn + βnTxn
xn+1 = (1− αn)xn + αnSyn (n ≥ 0) (0.5)
where xn and yn are exact values of xn and yn, respectively. Obviously, the error of last iteration influences the next. So, using
(0.2), (0.3) and (0.5), we have
x0 = x0;
y0 = (1− β0) x0 + β0Tx0 = (1− β0) x0 + β0

Tx0 + u0
 = y0 + β0u0;
x1 = (1− α0) x0 + α0Sy0 = (1− α0) x0 + α0

Sy0 + v0
 = x1 + α0v0;
y1 = (1− β1) x1 + β1Tx1 = (1− β1) (x1 + α0v0)+ β1

Tx1 + u1

= y1 + (1− β1) α0v0 + β1u1;
x2 = (1− α1) x1 + α1Sy1 = x2 + (1− α1) α0v0 + α1v1;
y2 = (1− β2) x2 + β2Tx2 = y2 + (1− β2) [(1− α1) α0v0 + α1v1]+ β2u2;
x3 = (1− α2) x2 + α2Sy2 = x3 + (1− α2) (1− α1) α0v0 + (1− α2) α1v1 + α2v2;
y3 = (1− β3) x3 + β3Tx3
= y3 + (1− β3) [(1− α2) (1− α1) α0v0 + (1− α2) α1v1 + α2v2]+ β3u3.
By induction, we have
xn+1 = (1− αn) xn + αnTxn
= xn+1 + (1− αn) (1− αn−1) · · · (1− α1) α0v0
+ (1− αn) (1− αn−1) · · · (1− α2) α1v1 + · · · + (1− αn−2) αn−1vn−1 + αnvn
= xn+1 +
n−
j=0
αjvj

n∏
i=j+1
(1− αi)

;
and
yn = (1− βn) xn + βnTxn
= yn + (1− βn) [(1− αn−1) · · · (1− α1) α0v0 + (1− αn−1) · · · (1− α2) α1v1 + · · · + αn−1vn−1]+ βnun
= yn + βnun + (1− βn)
n−1
j=0
αjvj

n−1∏
i=j+1
(1− αi)

= yn + βnun + (1− βn) (xn − xn)
for all n ≥ 0. We suppose that
Sn = xn+1 − xn+1 =
n−
j=0
αjuj

n∏
i=j+1
(1− αi)

(0.6)
and
Tn = yn − yn = βnun + (1− βn) Sn−1 (0.7)
for all n ≥ 0. Obviously, the errors of the iterative process, after n+ 1 times, are added up to Sn and Tn.
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Consequently, we obtain some results as follows.
Proposition. Let S, T , Sn and Tn be as above, then
(i) if
∑∞
i=0 αi = +∞, the accumulation of errors in the Ishikawa iterative process is bounded and it is not more than the
maximum of the absolute errors of {Txn}∞n=0 and {Syn}∞n=0;
(ii) if
∑∞
i=0 αi < +∞ and βn → 0 (as n →+∞), then random errors of the Ishikawa iterative process is controllable.
Proof. (i) It is well known that
∑∞
i=0 αi = +∞ implies that
∏∞
i=0(1− αi) = 0. From Eqs. (0.6), (0.7) and (0.4) we have
‖Sn‖ ≤ M
n−
j=0
αj

n∏
i=j+1
(1− αi)

= M

1−
n∏
i=0
(1− αi)

≤ M

1−
∞∏
i=0
(1− αi)

= M (0.8)
and
‖Tn‖ ≤ Mβn +M (1− βn)

1−
∞∏
i=0
(1− αi)

= Mβn +M (1− βn) = M (0.9)
for all n ≥ 0. It follows that
max
n≥0
{‖Sn‖, ‖Tn‖} ≤ M.
(ii) In fact,
∑∞
i=0 αi < +∞ implies that
∏∞
i=0(1− αi) ∈ (0, 1). Putting 1−
∏∞
i=0(1− αi) = k ∈ (0, 1), and using (0.8),
we have
‖Sn‖ ≤ kM (n ≥ 0).
On the other hand, limn→∞ βn = 0 implies that there is a natural number N such that βn ≤ k/(1 − k) for all n ≥ N . It
follows from (0.9) that
‖Tn‖ ≤ Mβn + kM(1− βn) ≤ 2kM ∀n ≥ N.
Hence, if we choose two parameter sequences {αn} and {βn} appropriately, then ‖Sn‖ and ‖Tn‖ are controlled.
This completes the proof. 
Example. Taking αn = 1/(n+ 2)2 (n ≥ 0) then∏∞n=0(1−αn) = 1/2, i.e., k = 1/2. It implies that ‖Sn‖ ≤ M/2 (n ≥ 0) and‖Tn‖ ≤ M (n ≥ 0).
In particular, for any ε ∈ (0, 1), if αi = ε/2i+2, then
∞∏
i=0
(1− αi) ≥ 1−
∞−
i=0
αi = 1− ε2 .
It implies that k ≤ ε/2, so that
‖Sn‖ ≤ 12εM (n ≥ 0)
and
‖Tn‖ ≤ εM (n ≥ N)
where N is a natural number satisfying βn ≤ ε/(2− ε) for all n ≥ N .
Remark 2. (1) It is important that we can select a sequence {αi} appropriately and control random errors in a permissible
range.
(2)
∑∞
i=0 αi = +∞ is a fundamental condition to the convergence of the approximate solution of the nonlinear equation
with the accretive mapping (see [3–7]). If the absolute errors of {Txn}∞n=0 and {Syn}∞n=0 are in a permissible range then the
accumulative errors are negligible.
(3) If S = T and βn = 0 (n ≥ 0), then the proposition is due to the result, which is the control of random errors in the
Mann iterative process.
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