Abstract
Introduction
Human life is filled with emotions and opinions. We cannot imagine the world without them. Emotions and opinions play a vital role in nearly all human actions. They lead the human life by influencing the way we think, what we do and how we act. Having an access to large quantities of data through internet and its transformation into a social web is no longer an issue, as there are terabytes of new information produced on the web everyday that are available to any individual. Even more importantly, it has changed the way we share information. The receivers of the information do not only consume the available content on web, but in turn, actively annotate this content and generate new pieces of information. Today people not only comment on the existing information, bookmark pages and provide ratings but they also share their ideas, news and knowledge with the community at large. In this way, the entire community becomes a writer, in addition to being a reader. The existing mediums like Blogs, Wikis, Forums and Social Networks where users can post information, give opinions and get feedback from other users on different topics, ranging from politics and health to product reviews and travelling. The increasing popularity of personal publishing services of different kinds suggests that opinionated information will become an important aspect of the textual data on the web. Recently, many researchers have focused on this area. They are trying to fetch opinion information to analyze and summarize the opinions expressed automatically with computers. This new research domain is usually called Opinion Mining and Sentiment Analysis. Until now, researchers have evolved several techniques to the solution of the problem. Current-day Opinion Mining and Sentiment Analysis is a field of study at the crossroad of Information Retrieval (IR) and Natural Language Processing (NLP) and share some characteristics with other disciplines such as text mining and Information Extraction.
The rest of the paper is organized as follows. In section 2 the basic definitions have been discussed. Section 3 gives the overview of linguistic resources in Opinion Mining. Section 4 covers some important machine learning techniques which are commonly used in Sentiment Analysis. Section 5 presents various measures of evaluating Sentiment Classification. Section 6 showcases the wide range of its applications while section 7 highlights various NLP tools that are commonly used for Sentiment Analysis and finally section 8 concludes the paper.
Basic Definitions

Subjectivity Analysis: A general view
Subjectivity Analysis involves various methods and techniques that originate from IR, Artificial Intelligence and NLP. This confluence of different approaches is explained by the nature of the data being processed and application requirements. The subjectivity Analysis domain is still in the process of being shaped and its problem statements touch upon different domains mentioned above. Moreover, Opinion Mining originates from the IR community, and aims at extracting and further processing users' opinions about products, movies or other entities. Sentiment analysis, on the other hand, was initially formulated as the NLP task of retrieval of sentiments expressed in texts. However these two problems are similar in their own essence and fall under the scope of Subjectivity Analysis.
Definition of Opinion
An Opinion is a belief or judgment of a large number or majority of people formed about a particular thing, not necessarily based on fact or knowledge. In general, opinion refers to what a person thinks about something. In other words, opinion is a subjective belief, and is the result of emotion or interpretation of facts.
Document, Topic and Sentiment
A Document D is a piece of text in natural language. We assume that each document discusses at least one topic, and not all topics discussed in the same document have to be related to each other. Topic T is a named entity, event or abstract concept that is mentioned in a document D and a Sentiment S is the author's attitude, opinion or emotion expressed on topic T.
Opinion mining or Sentiment analysis
Opinion mining is a technique to detect and extract subjective information in text documents. In general, sentiment analysis tries to determine the sentiment of a writer about some aspect or the overall contextual polarity of a document. The sentiment may be his or her judgment, mood or evaluation. A key problem in this area is sentiment classification, where a document is labeled as a positive or negative evaluation of a target object (film, book, product etc.)
Analysis of linguistic resources for Opinion Mining
The basic problem of opinion mining is opinion extraction. It is required to know the linguistic terms and get the idea from the text classification of contents of document into positive and negative and subjective and objective terms identified by syntactic features. Another main focus is on subjectivity detection. Subjectivity is used to express private states in the context of a text or conversation. Private state is a general term for opinions, evaluation, beliefs, perception, emotions etc. Objective sentiment conveys information in accordance with the intension of the author. If a user feedback has no judgment or opinion on the source content then it is called objective. Changli Zhang et al. [27] in their work have used Bag-of-Word (BOW) and appraisal phrase and get 79.0% result through BOW and 80.26% with the combination of BOW and appraisal phrase [2] . In [28] , Minqing Hu and Bing Liu have used Natural Language Processor linguistic parser to parse each review to split text into sentences and to produce part of speech tags for each word like noun, verb, adjective etc. Some authors have taken term senses into account and assume that a single term can be used in a different sense and can present a different opinion. WordNet and Synsets are used to examine different senses of the same term.
Text features identification and Orientation
The text features identification has three different levels. They are words, sentences and documents. Existing research work presents different techniques and ideas for extraction of sentimental terms from text. According to linguistic rules words and phrases are categorized as noun, verbs, adjectives and adverbs. Most of the work uses part of speech (POS), stop word removal, fuzzy pattern matching, stemming, punctuation, link based patterns, document citation and stylistic measures for extraction of sentiments. [16, 17, 18 ] 
Adjectives, Nouns, Verbs and Adverbs
Existing research of polarity classification mainly focus on adjectives and adverbs to identify subjectivity [19, 20, 21] . From experiments they have shown that opinion extraction using adjective has precision of 64.2% and a recall of 69.3%. Most commonly used tool for adjective identification is WordNet [22] . Farah Benamara et al. Have proposed that adjective and adverbs are better than adjectives alone [23] . In most of the existing work, sentiment expressions mainly depend on some words which can express subjective sentiment orientation. For example good is used for positive and bad is used for negative sentiment orientation. Such subjective words are actually called adjectives in linguistic terms. Verb identification plays an important role in finding relationship between subjective and objective terms. According to Turney, Adjectives, Nouns, Verbs and Adverbs are grammatical categories which have the capacity to express emotions and subjectivity [24] .
Semantic Orientation of Text
Classification of sentimental expression according to their meaning and background knowledge is called Semantic Orientation. Though Syntactic analysis plays a key role in document classification, it is not sufficient to extract the concept from the text only through syntax. T Hoffmann combined information theoretic measures and semantic knowledge of a hierarchy using WordNet to extract concept from text automatically. Turney [24] and Pu Wang et al [25] have used Bag of Word (BOW) and semantic concepts to enrich the representation of text classification and to extract concept from text.
Ontology Based Learning
Ontology can be defined as a formal knowledge representation system (KRS) which has three main components. Classes (or concepts or topics), instances which are individual which belong to a class) and properties (which link classes and instances allowing to insert information regarding the world into the ontology).Ontology based learning is a growing area of research for extracting opinion from text. It integrates the domain knowledge of individual words into the terms for learning and capturing concept from text. The relationship between terms in text is helpful in understanding the background knowledge. Wen Zhang et al [26] have worked on text classification based on multi word using ontology.
Commonly used Machine Learning Models for text Classification
Naïve Bayesian Classifications
Naïve Bayesian method is one of the popular techniques for text classification. It has been shown to perform extremely well in practice by many researchers [29, 30] . Given a set of training documents D, each document is considered an ordered list of words. Let w di, k denotes the word in position k of document di, where each word is from the vocabulary V= <w 1 ,w 2 …,w |v| >,where vocabulary is the set of all words we consider for classification, and let a set of pre-defined classes be C= <c 1 , c 2 …, c |C| >. In order to perform classification, we need to compute the posterior probability, P[c j |d i ]. Based on the Bayesian probability and the multinomial model, we have
To eliminate zeros, Laplacian smoothing can be used [31] , which simply adds one to each count:
where N(w s , d i ) is the number of times the word, w t , occurs in document, d i , and P(c j |d i ) {0,1} depends on the class label of the document. Finally, assuming that the probabilities of the words are Independent given the class, we obtain
In the naïve Bayes classifier, the class with the highest P [cj|di] is assigned as the class of the document. Thus it is a supervised learning method. A Bayesian Classifier is a simplest probabilistic classifier based on Bayes theorem. In text classification, to determine the most probable class or group, a document falls into, Bayes rule is used.
Support Vector Machine (SVM)
As explained in Dumais and Chen (2000) minimize (1/2) ||w||2 , subject to c i · (w · x i + b) ≥ 1. The result is a hyperplane that has the largest distance to x i from both sides. The classification task can then be formulated as discovering which side of the hyperplane a test sample falls into [15] . 
K-nearest neighbor (KNN)
KNN is a simple machine learning algorithm. In this algorithm, the objects are classified based on the majority of its neighbor. The class assigned to the object is most among its k nearest neighbors. The KNN classification algorithm classifies the instances or objects based on their similarities to instances in the training data. In KNN, selection is based on majority voting or distance weighted voting. KNN is unsupervised text classification algorithm and it works efficiently when the training set is large. Consider the vector A and set of M labeled instances {ai, bi}. The classifier predicts the class label of A on the predefined N classes. The KNN classification algorithm finds the k nearest neighbors of A and determines the class label of A using majority vote. KNN classifier applies Euclidean distances as the distance metric [1] . 
Maximum entropy classification
In Maximum Entropy classification, the probability that a document belongs to a particular class given a context must maximize the entropy of the classification system. By maximizing entropy, it is ensured that no biases are introduced into the system. The model makes no assumptions of the independence of words. However, it is computationally more expensive. It is a machine learning method based on empirical data. Nigam et al [32] and Berger et al [33] showed that in many cases it outperforms Naïve Baye's classification. Raychaudhari et al [34] also found that Maximum Entropy worked better than Naïve Baye's and Nearest Neighbor classification for their classification. Unlike the Naïve Baye's machine learning, Maximum Entropy makes no independent assumptions about the occurrence of words. The Maximum Entropy modeling technique provides a probability distribution that is as close to the uniform as possible given that the distribution satisfies certain constraints. We provide only a terse overview of Maximum entropy. A full description of the method can be found in Manning and Schutze [35] and Ratnaparkhi [36] .
The classification system is well described by Ratnaparkhi [36] as: "Maximum Entropy models offer a way to combine diverse pieces of contextual evidence in order to estimate the probability of a certain linguistic class occurring with a certain linguistic context….in which task is to estimate the probability of class 'a' occurring with context 'b' ".
The principle of the Maximum Entropy modeling states that: "The Maximum Entropy probability distribution, P*, is the unique distribution that maximizes:
While satisfying the supplied constraints" [37] . The Maximum Entropy classification requires a set of features, which define a category. For example, in case of documents, features could be the words that belong to the documents in that category. A feature f is a binary function that maps to '1' if a document belonging to a category contains the feature (word). Thus: f = 1 iff "ABC" ∈d and c="XYZ"
The probability that a document belongs to a particular category is given by:
Where P(c j |d) is the probability that a class occurs for a given document. Z(d) is the normalizing constant that is obtained by summing over all P(c j | d) over all values of j. The probability distribution P*(V) is calculated by an iterative method called Generalized Iterative Scaling, which begins with a representation of the uniform distribution and converges towards the maximum entropy distribution. The values of λ i are obtained so that the system satisfies the constraint that the observed expectation of a feature in the universe should match the expectation of the feature in the given sample set.
The motivation behind maximum entropy is that, for certain data, one should prefer the most uniform models that also satisfy any given constraint. The main advantage of maximum entropy is being able to combine multiple knowledge sources and adding additional knowledge easily. In general formulation, maximum entropy can be used to estimate any probability distribution. It is an optimization problem [4] .
Boosting Algorithm
Boosting (Schapire, 1990) is a meta-algorithm which can be viewed as a model averaging method. It is the most widely used ensemble method and one of the most powerful learning ideas introduced in the last ten years. Originally designed for classification, it can also be profitably extended to regression. A "weak" classifier is created, that is, it suffices that its accuracy on the training set is only slightly better than a random guessing. A succession of models are built iteratively, each one being trained on a data set in which points misclassified (or, with regression, those poorly predicted) by the previous model are given more weight. Finally, all of the successive models are weighted according to their success and then the outputs are combined using voting (for classification) or averaging (for regression), thus creating a final model. 
Evaluation of Sentiment Classification
In general, the performance of sentiment classification is evaluated by using four indexes. They are Accuracy, Precision, Recall and F1-score. The common way for computing these indexes is based on the confusion matrix as shown below: 
Applications
Although the field of Sentiment Analysis is relatively young, there are already numerous businesses that use the techniques developed in this field to customers interested in brand tracking and market perception. Specifically, the various types of activities that may be involved are:
• Tracking collective user opinions are rating of products and services
• Analyzing consumer trends, competitors and market buzz • Measuring response to company-related events and incidents • Monitoring critical issues to prevent negative viral effects • Evaluating feedback in multiple languages As a source of opinionated discourse, these companies look at
• Online communities
The above wide range of applications can briefly be categorized into information systems including review classification, review summarization, synonyms and antonyms extraction, opinions tracking in online discussions etc.
Commonly Used NLP Tools for Sentiment Analysis
A variety of open-source text-analytics tools like natural-language processing for information extraction and classification can be applied for sentiment analysis. The tools listed below can work on textual sources only.
• LingPipe -It is a suite of java tools for linguistic processing of text including entity extraction, speech tagging (pos), clustering, classification, etc. It is one of the most mature and widely used open source NLP toolkits in industry. It is known for its speed, stability, and scalability. One of its best features is the extensive collection of wellwritten tutorials which helps to get started. LingPipe is released under a royalty-free commercial license that includes the source code, but it's not technically 'open-source'. http://alias-i.com/lingpipe/demo/
• OpenNLP -hosts a variety of java-based NLP tools which perform the most common NLP tasks, such as tokenization, sentence segmentation, part-of-speech tagging, named entity extraction, chunking, parsing, and co-reference resolution. These tasks are usually required to build more advanced text processing services. OpenNLP also includes maximum entropy based machine learning. http://opennlp.apache.org/ • Opinion Finder -Opinion Finder, which was initially released in 2006, employs a multi-stage NLP process. It aims to identify subjective sentences and to mark various aspects of subjectivity in these sentences, including the source (holder) of the subjectivity and words that are included in phrases expressing positive or negative sentiments. http://code.google.com/p/opinionfinder/
• Tawlk/osae -A python library for sentiment classification on social text. The end-goal is to have a simple library that "just works". It should have an easy barrier to entry and be thoroughly documented. https://github.com/Tawlk/osae/
• GATE -GATE is over 15 years old and is in active use for all types of computational task involving human language. GATE excels at text analysis of all shapes and sizes. From large corporations to small startups, from multi-million research consortia to undergraduate projects. http://gate.ac.uk/sentiment/
• textir -A suite of tools for text and sentiment mining. This includes the 'mnlm' function, for sparse multinomial logistic regression, 'pls', a concise partial least square routine, and the 'topics' function, for efficient estimation and dimension selection in latent topic models. http://cran.r-project.org/web/packages/textir/index.html/
• NLP Tool suite -A comprehensive NLP tool suite is used for the application purposes of semantic search, information extraction and text mining. Most of their continuously expanding tool suite is based on machine learning methods and thus is domain and language independent. http://www.julielab.de/Resources/Software/NLP_Tools.html/
Conclusion
This paper introduced and surveyed the field of sentiment analysis and opinion mining. It tried to showcase from basic definitions, different techniques, various evaluation methods, wide range of applications to variety of NLP tools that are commonly used for Sentiment Analysis. It has been a very active research area in recent years. In fact, it has spread from computer science to management science. Finally, this paper concludes saying that all the sentiment analysis tasks are very challenging.
