Abstract. Properties on neutrosophic ∈ ∨ q-subsets and neutrosophic q-subsets are investigated. Relations between an (∈, ∈ ∨ q)-neutrosophic subalgebra and a (q, ∈ ∨ q)-neutrosophic subalgebra are considered. Characterization of an (∈, ∈ ∨ q)-neutrosophic subalgebra by using neutrosophic ∈-subsets are discussed. Conditions for an (∈, ∈ ∨ q)-neutrosophic subalgebra to be a (q, ∈ ∨ q)-neutrosophic subalgebra are provided.
Introduction
The concept of neutrosophic set (NS) developed by Smarandache [4, 5] is a more general platform which extends the concepts of the classic set and fuzzy set, intuitionistic fuzzy set and interval valued intuitionistic fuzzy set. Neutrosophic set theory is applied to various part (refer to the site http://fs.gallup.unm.edu/neutrosophy.htm). Jun [2] introduced the notion of neutrosophic subalgebras in BCK/BCI-algebras with several types. He provided characterizations of an (∈, ∈)-neutrosophic subalgebra and an (∈, ∈ ∨ q)-neutrosophic subalgebra. Given special sets, so called neutrosophic ∈-subsets, neutrosophic q-subsets and neutrosophic ∈ ∨ q-subsets, he considered conditions for the neutrosophic ∈-subsets, neutrosophic q-subsets and neutrosophic ∈ ∨ q-subsets to be subalgebras. He discussed conditions for a neutrosophic set to be a (q, ∈ ∨ q)-neutrosophic subalgebra.
In this paper, we give relations between an (∈, ∈ ∨ q)-neutrosophic subalgebra and a (q, ∈ ∨ q)-neutrosophic subalgebra. We discuss characterization of an (∈, ∈ ∨ q)-neutrosophic subalgebra by using neutrosophic ∈-subsets. We provide conditions for an (∈, ∈ ∨ q)-neutrosophic subalgebra to be a (q, ∈ ∨ q)-neutrosophic subalgebra. We investigate properties on neutrosophic q-subsets and neutrosophic ∈ ∨ q-subsets.
Preliminaries
By a BCI-algebra we mean an algebra (X, * , 0) of type (2, 0) satisfying the axioms:
(a1) ((x * y) * (x * z)) * (z * y) = 0, (a2) (x * (x * y)) * y = 0, (a3) x * x = 0, (a4) x * y = y * x = 0 ⇒ x = y, for all x, y, z ∈ X. If a BCI-algebra X satisfies the axiom (a5) 0 * x = 0 for all x ∈ X, then we say that X is a BCK-algebra. A nonempty subset S of a BCK/BCI-algebra X is called a subalgebra of X if x * y ∈ S for all x, y ∈ S.
We refer the reader to the books [1] and [3] for further information regarding BCK/BCI-algebras.
For any family {a i | i ∈ Λ} of real numbers, we define
If Λ = {1, 2}, we will also use a 1 ∨ a 2 and a 1 ∧ a 2 instead of {a i | i ∈ Λ} and {a i | i ∈ Λ}, respectively. Let X be a non-empty set. A neutrosophic set (NS) in X (see [4] ) is a structure of the form: 
Neutrosophic subalgebras of several types
Given a neutrosophic set A = (A T , A I , A F ) in a set X, α, β ∈ (0, 1] and γ ∈ [0, 1), we consider the following sets:
We say T ∈ (A; α), I ∈ (A; β) and F ∈ (A; γ) are neutrosophic ∈-subsets; T q (A; α), I q (A; β) and F q (A; γ) are neutrosophic q-subsets; and T ∈∨ q (A; α), I ∈∨ q (A; β) and F ∈∨ q (A; γ) are neutrosophic ∈ ∨ q-subsets. For Φ ∈ {∈, q, ∈ ∨ q}, the element of T Φ (A; α) (resp., I Φ (A; β) and F Φ (A; γ)) is called a neutrosophic T Φ -point (resp., neutrosophic I Φ -point and neutrosophic F Φ -point) with value α (resp., β and γ) (see [2] ).
It is clear that 3
then we can take β ∈ (0, 1) such that
Thus a, b ∈ I ∈ (A; β) and β < 0.5, and so a * b ∈ I ∈ (A; β). But, the left inequality in (3.6) induces a * b / ∈ I ∈ (A; β), a contradiction. Hence
for all x, y ∈ X. Similarly, we can show that
for all x, y ∈ X. Now suppose that
for some a, b ∈ X. Then there exists γ ∈ (0, 1) such that
This is a contradiction, and thus
Using Theorem 3.3 and [2, Theorem 3.8], we have the following corollary. 
Corollary 3.4. For a neutrosophic set
Proof. Assume that the nonempty neutrosophic ∈-subsets T ∈ (A; α), I ∈ (A; β) and
for all x, y ∈ X. Similarly, we know that
Conversely, let A = (A T , A I , A F ) be a neutrosophic set in X satisfying the condition (3.7). Let x, y, a, b ∈ X and α, β ∈ (0.5, 1] be such that x, y ∈ T ∈ (A; α) and a, b ∈ I ∈ (A; β). Then (A; γ) . This completes the proof.
We consider relations between a (q, ∈ ∨ q)-neutrosophic subalgebra and an (∈, ∈ ∨ q)-neutrosophic subalgebra. Theorem 3.6. In a BCK/BCI-algebra, every (q, ∈ ∨ q)-neutrosophic subalgebra is an (∈, ∈ ∨ q)-neutrosophic subalgebra. 
Hence there exists α ∈ (0, 1] such that
The right inequality in (3.11) induces A T (x) + α > 1 and
It follows that
A F (x * y) > {γ x , γ y , 0.5} and so that
Thus there exists γ ∈ [0, 1) such that
It follows from the right inequality in (3.14) that A F (x) + γ < 1 and A F (y) + γ < 1, that is, x, y ∈ F q (A; γ), which implies that x * y ∈ F ∈∨ q (A; γ). But, we have x * y / ∈ F ∈∨ q (A; γ) by the left inequality in (3.14). This is a contradiction, and so
The following example shows that the converse of Theorem 3.6 is not true. 6 
if γ ∈ [0.5, 0.6), which are subalgebras of X for all α, β ∈ (0, 0.5] and γ ∈ [0.5, 1). Using Theorem 3.3, A = (A T , A I , A F ) is an (∈, ∈ ∨ q)-neutrosophic subalgebra of X. But it is not a (q, ∈ ∨ q)-neutrosophic subalgebra of X since 2 ∈ T q (A; 0.83) and 3 ∈ T q (A; 0.4), but 2 * 3 = 2 / ∈ T ∈∨ q (A; 0.4).
We provide conditions for an (∈, ∈ ∨ q)-neutrosophic subalgebra to be a (q, ∈ ∨ q)-neutrosophic subalgebra. 
Proof. Let X be a BCK/BCI-algebra and let
a ∈ I ∈ (A; β a ) and b ∈ I ∈ (A; β b ). Also, let x ∈ F q (A; γ x ) and y ∈ F q (A; γ y ) for x, y ∈ X and γ x , γ y ∈ [0.5, 1). Then A F (x) + γ x < 1 and A F (y) + γ y < 1, and so A F (x) < 1−γ x ≤ γ x and A F (y) < 1−γ y ≤ γ y since γ x , γ y ∈ [0.5, 1). This shows that x ∈ F ∈ (A; γ x ) and y ∈ F ∈ (A; γ y ). It follows from (3.
Theorem 3.9. Both (∈, ∈)-neutrosophic subalgebra and (∈ ∨ q, ∈ ∨ q)-neutrosophic subalgebra are an (∈, ∈ ∨ q)-neutrosophic subalgebra.
Proof. It is clear that (∈, ∈)-neutrosophic subalgebra is an (∈, ∈ ∨ q)-neutrosophic
The converse of Theorem 3.9 is not true in general. In fact, the (∈, ∈ ∨ q)-neutrosophic subalgebra A = (A T , A I , A F ) in Example 3.7 is neither an (∈, ∈)-neutrosophic subalgebra nor an (∈ ∨ q, ∈ ∨ q)-neutrosophic subalgebra. 
for all x, y ∈ X, α x , α y , β x , β y ∈ (0.5, 1] and γ x , γ y ∈ (0, 0.5). 
for all x, y ∈ X, α x , α y , β x , β y ∈ (0, 0.5] and γ x , γ y ∈ (0.5, 1).
Consequently, the condition (3.16) is valid for all x, y ∈ X, α x , α y , β x , β y ∈ (0, 0.5] and γ x , γ y ∈ (0.5, 1). 
for all x, y ∈ X, α x , α y , β x , β y ∈ (0, 0.5] and γ x , γ y ∈ [0.5, 1). for all x, y ∈ X, α x , α y , β x , β y ∈ (0.5, 1] and γ x , γ y ∈ [0, 0.5).
Proof. It is similar to the proof Theorem 3.14. Combining Theorems 3.14 and 3.16, we have the following corollary. x ∈ T q (A; α x ), y ∈ T q (A; α y ) ⇒ x * y ∈ T ∈∨ q (A; α x ∨ α y ),
x ∈ I q (A; β x ), y ∈ I q (A; β y ) ⇒ x * y ∈ I ∈∨ q (A; β x ∨ β y ),
for all x, y ∈ X, α x , α y , β x , β y ∈ (0, 1] and γ x , γ y ∈ [0, 1).
