In this paper, we propose a novel incremental method for discovering latent variables from multivariate data with high efficiency. It integrates non-Gaussianity and an adaptive incremental model in an unsupervised way to extract informative features. Our proposed method discovers a small number of compact features from a very large number of features and can still achieve good predictive performance in EEG signals. The promising EEG signal classification results from our experiments prove that this approach can successfully extract important features. Our proposed method also has low memory requirements and computational costs. key words : EEG, independent component analysis, principle component analysis, incremental model 
Introduction
The last decade has seen an explosion of interest in mining multivariate data. It is essential to collect data across several variables to create a model that is as close as possible to reality, where these variables correlate closely with each other in various ways. With the advent of modern information technology, the large volume of multivariate data has been overwhelming in different domains, ranging from finance, engineering, and medical. This creates new interest for researchers in mining the massive datasets that contain more than one variable. With this size of multivariate data, it is a challenge to retrieve useful information that helps promote accurate decision making. In many real applications, the data tables to be analyzed are usually comprised of several measurements collected on a set of units (e.g., subjects, samples). An example of high dimensional data is EEG signals acquired from the brain cortex.
Those EEG signals are examples of data streams in which the continuous flow of signals arrives successively at a high rate. The high-speed electrical data collected from multiple sensors tends to also be high-dimensional. Traditional systems are slow to process the time-evolving EEG signals and cannot provide the immediate processing that is sometimes critical for decision making [15] . With successive arrivals of electrical signals, rapid processing of the high speed data is critical since EEG signal related to health of human as diagnosis, detection and prediction of disease such as epileptic seizures. In the case of seizure detection, it should be processed on the fly to give warnings to patients or caregivers before seizures occur. In addition, even with the current computing power, it is impossible to keep all the historical data in the allotted memory. The EEG signals are believed to be inherently correlated among the sensors. While the EEG signals are being collected, they also contain unavoidable artifacts obtained from the lead and the devices used to collect and visualize the signal [6] . Such noise affects the result and thus is highly undesirable. Therefore, it is crucial to remove the noise from these data, while detecting the correlations of the data online. Multivariate analysis, as the name implies, comprises a set of techniques dedicated to the analysis of data sets that have more than one variable. Several of these techniques were developed in the branch of multivariate analysis because it is important to seek results that take into account the relationships between multiple variables, as well as within the variables. Multivariate analysis is widely used to extract features and reduce the dimension of EEG signals. Of the different multivariate analysis methods, principal component analysis (PCA) is the most commonly used for dimensionality reduction; specifically, it is most often used to reduce the dimensionality of the EEG dataset [10] . Independent component analysis (ICA) is another method in multivariate statistical analysis to separate data into underlying informational components. ICA is essentially a useful method to reveal the driving forces that underlie a set of observed phenomena, including the firing of a set of neurons from the brain. ICA has been utilized in many applications such as separation of artifacts, visualization, localization, and feature extraction of the EEG signal [5] , [6] , [21] .
ICA finds a set of independent source signals, while PCA finds a set of signals with a much weaker property than independence: specifically, signals that are uncorrelated to each other [17] . In some cases, if the data is Gaussian, an estimation of the model requires an orthogonal transformation. However, PCA suffers from its orthogonality requirement for real-world data whose distribution is not Gaussian [14] . In probability theory, the Central Limit Theorem (CLT) states conditions under which the sum of a sufficiently large number of independent random variables, each with finite mean and variance, will be approximately normally distributed [16] . That is, mixtures of several sources tend to be more Gaussian than the distribution of the original sources. PCA does provide a set of independent components but only if those components are Gaussian. Conversely, ICA is considered as a non-Gaussian factor analysis Copyright c 2012 The Institute of Electronics, Information and Communication Engineers in which ICA decomposes the statistical independent components. Many studies have shown that ICA outperforms PCA in EEG signal analysis [5] , [21] . FastICA algorithm is a computationally efficient and robust fixed-point type algorithm for independent component analysis and blind source separation [19] . Wang extracted independent components using FastICA that separates a signal from a mixture of ECG signal and noise [23] . Chen et al. applied FastICA algorithm in the extraction of a number of sources in EEG data [2] .
More applications that address the massive EEG signal datasets are emerging. Ideally the data is analyzed instantaneously; unfortunately, the traditional ways of batch processing such as classical PCA and ICA in EEG signals treat the data as static. They require processing time that depends on the duration t, which grows to infinity especially in time series data [15] . Classical PCA and ICA involve the calculation of singular value decomposition (SVD) that consumes huge memory. As the space requirement also depends on the time t, the consumption of space is proportional to the duration t. Therefore, the batch mode processing always suffers from the large memory requirement and is time consuming, especially when the size of the data increases continuously. Instantaneous processing is preferable in order to efficiently process the continuous time series data.
The incremental learning model is, therefore, proposed as a better alternative to process the data with less memory and time consumption [8] , [13] , [15] . Incremental nonGaussian independent analysis has been proposed as a new feature extraction method for face recognition tasks and human hand Recognition [3] , [4] . The incremental model works by processing the data at each input vector, and the historical data are stored in a few variables. Previous values of variables are updated by the next input vector. The process is repeated until the end of the input data. Since historical values are kept in a few of variables, the incremental model has only a small memory requirement and thus accelerates the processing speed.
We propose a method that integrates the incremental approach and ICA. It computes an orthogonal weight by updating each weight vector in a predefined energy range. Upon obtaining the orthogonal weight, it is converged with previous measurements to become a non-Gaussian weight. This method works incrementally by updating the non-Gaussian weight using past variables instead of recomputing the entire datasets when new data input arrives. Therefore, it has a low computation cost. Our proposed method adapts the concepts of converging statistically independent components of multivariate data in an incremental way. The traditional batch method is limited by the requirement of re-computation of the entire data matrix when there is new input data. In contrast, our proposed method can efficiently update the newly arriving data with the past variables without involving the entire data matrix.
The remainder of the article is as follows. In Sect. 2, we describe the proposed method. Experimental results are described in Sect. 3. Finally, we present our conclusions in Sect. 4.
Materials and Methods

Fundamental of ICA
Independent component analysis (ICA) is a method for finding underlying components from multi-dimensional data. A set of components that are maximally independent of each other is determined with higher order statistics. ICA was originally developed to solve the problems that are closely similar to a cocktail party [1] , [8] . It is widely applied in EEG signal analysis [12] , [21] , [22] , in which simultaneous neural sources that work together for a particular reaction are collected via sensors. A large number of signals is acquired by the sensors attached to the region of the brain cortex. These signals are a mixture of the original neural signals from the brain. Denote x 1 (t), x 2 (t), x 3 (t), . . . , x n (t) as the signals from sensors, where the amplitudes x 1 , x 2 , x 3 , . . . , x n and the time index t. Each of these recorded signals is the weighted sum of the neural signals emitted by the brain neurons denoted as s 1 (t), s 2 (t), s 3 (t), . . . , s n (t). This can be expressed as a linear equation as below.
where a 11 , a 12 , a 13 . . . a nm are parameters that depend on the distances or conditions of the sensors from brain neurons. In brief, the equation can be summarized as
The task of ICA is to find such A where the source signals or components are statistically independent. After estimating the matrix A, we can compute its inverse W to obtain the independent components as shown below.
The model can be also written as
Assumptions on the ICA model are that the components s are statistically independent and the independent components must have non-Gaussian distribution. Consider y, a linear combination of s i . We seek for one of the independent components y.
By maximizing the non-Gaussianity of w T x, we obtain the independent component y.
FastICA is based on a fixed-point iteration scheme to find a maximum of the non-Gaussianity of w T x [9] . One measurement of non-Gaussianity is given by negentropy, which is based on the information-theoretic quantify of differential entropy. FastICA applies the learning rule that finds a direction, i.e., a unit vector w, such that the projection maximizes non-Gaussianity using the approximation of negentropy [23] . It approximates the negentropy using higher order moments after an initial weight vector w is chosen randomly as follows:
where E{·} denotes the expectation, g (w T x) is the derivative of the Eq. (7). The algorithm will be repeated until convergence.
Incremental Non-Gaussian Analysis
In this section, we discuss how our framework integrates the independent component analysis concept to incrementally analyze a data stream. We introduce the symbols used in the algorithm in Table 1 .
In the data stream, x t ∈ n is the n-dimensional column-vector at time t that might grows continuously to infinity. For the first timestamp, the basis vector is adopted by weight vector w i , each of which is projected onto the input vector x t in the linear transformation of the data stream to obtain the hidden variables or components y t over time.
The core idea of the incremental approach is to gradually update each of the participation weight vector w i at each time tick in the newly projected space.
In contrast to the incremental PCA model [15] , the weight vector of our proposed method is non-Gaussian. Upon obtaining the orthogonal weight vector w i from the incremental model, each of the weight vector w i is updated until the maximum of non-Gaussianity is obtained.
The number of hidden variables k is first initialized with an arbitrary number. Then, we obtain the input vector x t = [x t,1 , . . . , x t,n ]
T at time t with n dimensions. From the input vector, we compute the i-th component, y t,i based on the previous weight w t−1,i , 1 ≤ i ≤ k. The i-th component is computed by the sum of the weight vector projected onto the input vector at time t.
Then, we estimate the energy d i and the reconstruction error e i based on the hidden variable positive value calculated from the previous step. The initial value of energy is set to a small. Upon obtaining hidden variable y t,i , the equations below are executed.
In Eq. (9), the exponential forgetting factor λ is introduced so that new data is adapted to the previous behavior in the data stream. The value of the exponential forgetting factor is between 0 and 1. Setting λ = 0 denotes that no historical data should be considered in the following process. Conversely, if λ = 1, the data stream is stationary. The introduction of λ value helps to reduce the huge memory usage, because there is no buffer space requirement for the whole data stream. The common choices of the exponential forgetting factor are values between 0.96 and 0.98 [18] . The exponential forgetting factor should be set to a high value, so that the data can be adapted to the past values. The magnitude of the estimates should also consider the past data captured by the participation weight vector w i . For this reason, the update is inversely proportional to the current energy E t,i of the i-th hidden variable; that is E t,i = 
After obtaining the weight estimate, we continue with maximization of the non-Gaussianity using Eq. (6) until convergence. We define the convergence as follows; if the largest singular value of the difference for new values of w and old values of w is smaller than ε (0.001), or if the largest singular value of sum of new values of w and old values of w is smaller than ε, or if the number of iteration is equal to 100, then it is considered as convergence. In order to converge to the actual value, the weight is updated k times based on the number of components. After convergence, the whitening step of weight vector w i is carried out as Eq. (12) in order to maximize non-Gaussianity.
Finally, we obtain the updated participation weight w i , 1 ≤ i ≤ k. The actual hidden variables y t at time t are computed by projecting the weight matrix w with the input vector x. Next, the energy based on the value of the hidden variables E hv is computed. Since we do not know the number k of hidden variables in practice, we use energy threshold which is a common method to determine how many principal components are needed [11] . We have a low-energy and a high-energy threshold, f E x and FE x , respectively. We keep enough number of hidden variables k, so the retained energy is within the range [ f E x , FE x ]. Whenever we get outside these bounds, we increase or decrease k. In order to make sure that there are sufficient components to represent the data, we applied energy threshold. The total energy retained by the hidden variables, E hv is compared to the predefined upper bound of energy FE x and predefined lower bound energy, f E x of the original input data. If the hidden variables maintain too little energy, for which E hv < f E x , we increase the number of hidden variables k. Conversely, if the maintained energy is too high as E hv > FE x , we decrease the number of hidden variables k. This ensures that the energy of the hidden variables is always within the predefined specified interval of low and high energy values. The energy thresholds f E x and FE x are chosen according to recommendations in the literature [7] , [11] . We use a lower energy threshold f E x = 0.95 and an upper energy threshold FE x = 0.98. Thus, the reconstructionx t retains between 95% and 98% of the energy of x t . Whenever a new datum arrives, the process of updating the weight vector will be repeated and the number of hidden variables will be adjusted to retain the energy of the components between the predefined low and high energy bounds. The algorithm is shown in Fig. 1 . Fig. 1 Non-Gaussian analysis algorithm snippet.
Results and Discussion
Datasets
To illustrate the effectiveness of the proposed method we used an EEG signal dataset of rats provided by Dr. Eamonn Keogh [20] . The signal is sampled at 128 Hz, with 21,386 samples and 512 features by one channel as shown in Table 2. The number of features corresponds to 4 seconds of EEG registration at 128 Hz. That is, 1 row corresponds to 4 seconds of EEG registration.
The dataset has three classes such as awake, synchronized sleep, and REM sleep. The original data contains missing labels for the last 15 time points. For our experiment, we discard the records with the missing labels.
Classification
We conducted an EEG signal classification and compared the results with incremental PCA, ICA and PCA to see how they performed compared to our method. Our method updates the weight vectors every time a new input arrives to derive the hidden variables with non-Gaussian weight. However, ICA and PCA process the data in batches. To simplify the process, we conducted the experiment using ICA and PCA at the last time point, considering the entire data stream. The energy cannot be determined in advance for ICA. Therefore, the number of components is derived from PCA to preserve 95% of the energy. Incremental PCA derives orthogonal features incrementally by gradually updating the orthogonal weight at each time point [18] . We adopt K-Nearest Neighbor (KNN) with k=1, 3, and 5 and Linear Discriminate Analysis (LDA) as our classifiers. 70% of the data is employed to train the classifier. The remaining 30% of the data is used for testing. The exponential forgetting factor λ and energy range in the experiment are tuned as shown in Table 3 . The proposed method shows 0.45, 3.68 and 3.63 higher classification rate, respectively, on average than Incremental PCA, ICA and PCA. This represents a 0.51%, 4.24% and 4.18% improvement over incremental PCA, ICA and PCA.
On average, our proposed method outperformed the other approaches. The average classification rate is the highest when λ = 0.96 and the energy range is between 95% and 98%. In addition, our proposed method achieves the best result in KNN under the same conditions. In the case of the LDA classifier, ICA shows the highest classification rate. However, ICA involves calculation of the covariance matrix which then has a higher memory requirement. Furthermore, classical ICA needs to re-compute the whole matrix whenever new training data exist to include the recent trend. Our proposed method stores past value in a few hidden variables. When new training data is entered, our algorithm involves only calculation on variables without recalculation of the whole matrix saving time and memory.
In addition, by examining the number of hidden variables found by these methods, our proposed method and incremental PCA requires fewer features than conventional PCA and ICA. The proposed method extracts a small number of features, yet can still achieve high performance. A small number of features lead to lower computation of memory and time by classifiers. Hence, faster classification has been obtained.
Qualitative Evaluation
This section compares the qualitative performance of the proposed method to that of ICA and incremental PCA(iPCA). ICA is chosen because both ICA and the proposed algorithm decompose the non-Gaussian components while iPCA is selected because it can be used for real-time processing. In this section, experiments are conducted on EEG signal datasets to show different behaviors in multivariate data. Synthetic data are augmented on these datasets so that more features and more observations are generated. Figure 2 shows the plot of execution time to the number of sources on the EEG signal dataset. When the number of sources increases, ICA's execution time grows exponentially. Nonetheless, the execution times of our proposed method and iPCA do not grow dramatically. Our proposed method and iPCA only involve floating operations, whereas ICA involves covariance matrix calculations. ICA requires longer computation time when the matrix size increases.
Thus, our proposed method is proven that it is more efficient in scenarios where the number of sources increases. Figure 3 plots ICA's execution time versus stream size. It is obvious that ICA takes much longer to compute when the stream size grows dramatically, as compared to our approach and incremental PCA which shows only a slight increment when the stream size grows. Both graphs show that ICA requires a longer timeline to execute. This can be explained by ICA's involving a covariance matrix calculation, requiring high memory and computation time. In addition, when a new experiment is available, ICA requires recomputation of the entire matrix, requiring additional computation. Based on the evaluations on EEG signal datasets, we show that the proposed approach outperforms ICA both in terms of the number of features and number of observations. Hence, it is suitable for data stream analysis.
Conclusions
We present a novel method for analyzing multivariate data using a non-Gaussian weight matrix obtained from the incremental model. Through a series of experiments, we show how the proposed approach successfully extracted the nonGaussian weight vectors from EEG signals. Our approach successfully classifies the EEG signal with excellent performance by incrementally extracting non-Gaussian weights. This approach is especially suitable for multivariate time se-ries data streams, because it scales linearly with the stream size, number of sources, and hidden variables. Traditional PCA and ICA approaches are limited in computation power when the number of observations increases. Both methods are also limited in that PCA and ICA re-compute the entire matrix when a new experiment is added.
Our approach can be expanded in a multi-way data analysis. Analyzing multi-way data can reveal more behaviour by discovering the correlation among different dimensions. We can capture a multi-linear structure using incrementally higher-order statistics. If the data consists of more than two modes, the underlying structures can be detected more efficiently using our incremental approach.
