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ABSTRACT
In this paper we aim to learn meaningful representations
of sung intonation patterns derived from surrounding data
without supervision. We focus on two facets of context
in which a vocal line is produced: 1) within the short-
time context of contiguous vocalizations, and 2) within
the larger context of a recording. We propose two un-
supervised deep learning methods, pseudo-task learning
and slot filling, to produce latent encodings of these con-
textual representations. To evaluate the quality of these
representations and their usefulness as meaningful feature
space, we conduct classification tasks on recordings sung
by both professional and amateur singers. Initial results
indicate that the learned representations enhance the per-
formance of downstream classification tasks by several
points, as compared to learning directly from the intona-
tion contours alone. Larger increases in performance on
classification of technique and vocal phrase patterns sug-
gest that the representations encode short-time temporal
context learned directly from the original recordings. Ad-
ditionally, their ability to improve singer and gender identi-
fication suggest the learning of more broad contextual pat-
terns. The growing availability of large unlabeled datasets
makes this idea of contextual representation learning ad-
ditionally promising, with larger amounts of meaningful
samples often yielding better performance. 1
1. INTRODUCTION
Growing interest within the music information retrieval
(MIR) community in utilizing "in the wild" datasets is cou-
pled with the challenge of capturing high quality, expert la-
beling needed for supervised deep learning models to learn
context such as intent, technique, engagement,and style in
musical performance. This development begs the ques-
tion, "How does a performer implicitly embed musical in-
tent, personal characteristics, and their surrounding envi-
ronment directly into a performance?" Challenges raised
by this question are especially relevant to vocal music as
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recordings of both amateur and professional singers be-
come available more rapidly than controlled, curated and
annotated datasets. One answer to this question invokes
data-driven designs that seek to capture complex or ab-
stract musical meaning without the assistance of external
annotation.
In this paper, we focus on capturing short-time and
performance-level contextual factors that influence vocal
intonation. In Section 3 we propose the design and training
of three unsupervised deep neural networks with the intent
of learning latent encodings of vocal intonation contours as
a product of surrounding intonation contours. In Sections
4 and 5 we evaluate the usefulness of these representations
as a meaningful feature space. Using our learned embed-
ding spaces, we conduct a classification task on the vari-
ous contextual labels provided for vocal recordings by both
professional and amateur singers. Section 6 discusses the
performance and inferred meaning of the various learned
encoding spaces, addresses implications and applications
of data-driven context learning, and proposes future im-
provements.
2. PREVIOUS AND RELATED WORK
The F0 contour – the continuous trajectory of fundamental
frequency in time – is a commonly used feature for nu-
merous MIR problems including instrument recognition
and classification in monophonic or polyphonic record-
ings [3,4], melody extraction in polyphonic music [32,33],
genre and style labeling [1, 3, 25], classification of affect
in the singing voice [34], and vocal synthesis [36]. The
importance of these features in the success of these MIR
tasks has led to significant research on contour classifi-
cation [1, 3, 4, 25, 32, 33] and intonation patterns in the
singing voice [7, 34, 35]. The use of pitch contours as ro-
bust features has also prompted the creation of accurate
short-time pitch analysis and extraction methods such as
probabilistic-Yin [19] and CREPE [16]. While these tools
allow for focused pitch analysis when utilizing the entire
audio spectrum, they may not be reasonable for compu-
tational or data-driven reasons such as varying acoustical
environments. "In the wild" recordings are an appealing
example of this case. Although variability of microphone,
recording environment and unknown preprocessing factors
are difficult to control, there is an abundance of rich musi-
cal information, particularly in non-professional and can-
did performance.
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Aforementioned applications for pitch contours partic-
ularly focus on contour structure and shape. The struc-
tural trajectory of the contour is used as an indicator of
broader context, whether that be genre, instrument type,
performance technique, skill, or affect. This methodology
suggests that context is implicitly encoded into the struc-
ture of the pitch contour by the performer, and that there
exists a mapping, albeit a nuanced one, between the con-
text and the momentary structure in time. The manifes-
tation of the resulting pitch trajectory is likely a combi-
nation of attributes of the performers themselves, musical
context, stylistic intent, and, in vocal music, language and
text-setting [14, 15, 20, 29, 35].
In addition to focusing on performance-based context,
which can also be thought of as temporal context over
the course of a recording, we focus on short-time contexts
of intonation. Rao et. al have proposed timbral features
capturing changes in sub-band spectral centroid and sub-
band energy over varying duration windows to detect the
presence of vocals within polyphonic music [30]. Other
timbral features, such as mel-frequency cepstrum coeffi-
cients and their derivatives, have been used in identifying
singer and voice quality for several years [8]. These feature
sets capture short-time, frame-to-frame, changes in timbral
context. However, little prior investigation has been con-
ducted on the influence of short-time context on intonation
during singing.
Recent works on learning latent spaces of audio sig-
nals for transformation [9] and representation [10] have
demonstrated the utility of supervised data-driven methods
for MIR. Additionally, data-driven algorithms commonly
used in natural language processing (NLP) to learn seman-
tic meaning of words, sentences, and documents have re-
cently been applied to adjacent research domains. In par-
ticular, Word2vec [22] has been one of the most popular
unsupervised representation learning ideas prior to the sec-
ond wave of unsupervised approaches. It has influenced
methods for speech recognition [6] and structure learning
in music [11, 18]. Algorithms like these learn the mean-
ing of data (often at the word-level in written language)
based on its surrounding context (i.e adjacent words in a
sentence) rather than on its implicit structure (i.e spelling).
The results from the Word2vec-inspired experiments by
Herremans and Chuan [11] and Madjiheurem et al. [18]
align with the notion that the building blocks of a chord
are often a direct function of the preceding and following
chords in a passage. Chung and Glass used a Word2vec-
like scheme to learn word embeddings from speech accom-
panied by transcripts. They showed that incorporation of
semantic audio features improves performance of the word
embeddings compared to text-based learning alone [6]. Al-
though their results were oriented toward boosting perfor-
mance of word embeddings, the results support previous
findings that vocal intonation carries semantic meaning be-
yond linguistic content [15].
3. METHOD
Rather than using the structure of a pitch trajectory to in-
fer ideas about its context, we aim to derive the context
itself, from the complete pitch track of an audio recording,
to determine the utility of the pitch contour. Algorithms
designed to focus on contextual patterns are appealing be-
cause they do not require external labels. Rather, encoding
spaces created to track structural meaning in a dataset or
corpus are learned by observing several instances of dif-
ferent combinations of data points. Pseudo-tasks or sim-
ilarity metrics are used to judge the relationship between
data points. These algorithms are thus suited for large-
scale datasets where metadata or human-annotation is un-
feasible, unreliable or absent. In the following section,
we propose an unsupervised context-learning method that
does not require access to any prior annotation.
3.1 Model Design for Context Learning
We propose three unsupervised learning methods to create
three context-aware encoded spaces. We propose learning
these context-aware representations using a neural network
encoder over the vocal pitch contours. We then propose
several ways of using this encoder to solve pseudo-tasks
when provided un-annotated data. The learned encodings
are then used to solve a variety of small tasks. This experi-
mental setup is similar to that proposed in recent papers in
this emerging field [5]. It is important to note that solving a
pseudo-task is a separate system from the subtask in which
we are interested. The applicability of the pseudo-task en-
coded space to the separate subtask of interest is discussed
in Sections 5 and 6.
3.1.1 Performance
As a first pseudo-task, we propose learning a context-
aware representation by training a Siamese neural network
(SNN) utilizing the VGGish architecture [13] to determine
whether or not a pair of pitch contours are found within the
same recording (which we label respectively, Y = 1 and
Y = 0). Figure 1 demonstrates an example of the contour
pair selection for each context scheme. As input to the net-
work, we use random pairs of vocal contours created using
the method described above. We concatenate the output
embeddings of the twin convolutional neural networks and
pass them to a multi-layer perceptron (MLP) network con-
sisting of a single 256-dimension layer. The output 128-
dimension layer containing the shared weights is used as
the context-aware embedding space. The final layer per-
forms the binary classification using soft-max activation
and cross-entropy loss, with 1-0 classification denoting the
same or different recording, respectively. Figure 2 details
the architecture of this SNN.
3.1.2 Continuous "Word2vec"
We previously applied the Word2vec Skip-Gram algorithm
to vocal intonation contours. However, the success of
Word2vec’s word-similarity metric is highly dependent on
the quality and quantity of repetitive adjacent relationships
in the corpus upon which it is trained. The lack of an in-
trinsically discrete vocabulary within a corpus of vocal in-
tonation signals (akin to words or MIDI notation) calls for
a continuous adaptation of a similar encoding task. Our
Figure 1: Example of contour selection via thresholding and pairing for input into the Contiguous and Performance context
models. In the contiguous pairing scheme, adjacent contours are extracted and labeled Y = 1 (blue) while contours
separated in time are labeled Y = 0 (red). In the performance pairing scheme, contours from the same recording are
labeled Y = 1 while contours from different recordings are labeled Y = 0.
Figure 2: Proposed Siamese 1-D convolutional neural
network (SNN) architecture
Figure 3: Proposed slot filling encoder-decoder
second pseudo-task intends to learn whether two intona-
tion contours are contiguous. Contours directly adjacent
to each other are considered a contiguous pair and are as-
signed the label Y = 1. For non-contiguous contours, we
select half of the negative pairs (we which label as Y = 0)
to be from the same recording, with any temporal separa-
tion between the pair allowed. For the other half of nega-
tive pairs, we take the second half of the pair to be from a
different recording. We use the same SNN architecture as
described above.
3.1.3 Slot filling
Another way of learning representation for pitch contours
is by learning context for a modeling task. Language mod-
eling has been extensively explored in order to learn repre-
sentations for modality of interest. Here, we ask whether,
given a pitch contour segment, we can learn a representa-
tion that will help predict an unknown segment. We em-
ploy the same encoder-decoder framework in order to use
adjacent contours to predict the center contour. Instead of
using a traditional approach [21], we adapt and propose a
new method of slot filling on latent spaces. We learn la-
tent codes for each of the contours, namely e1, e2, e3, for
three consecutive pitch contours p1, p2, p3. We learn our
encoder E and decoder D, with shared weights to mini-
mize the reconstruction loss for e1 and e3. We reconstruct
back p2 from a simple vector subtraction of the encodings
i.e. reconstructed p
′
2 = D(e3− e1) , where each of the en-
coded latent vector ei = D(pi). Figure 3 explains the slot
filling architecture.
3.2 Contour Segmentation
Each pitch track is segmented into smaller contours to be
used in downstream processing. Frequencies are converted
to cents and first order differences are computed on the cent
tracks. Segmentation is performed based on first-order dif-
ferences and duration thresholds. Segment boundaries are
chosen to be at silences and jumps greater than 45 cents per
frame. This simple method was chosen in order to reduce
complexity of preprocessing while maintaining continuity
within a natural vocalization. Values are chosen based on
previous work [1, 3]. Multiple frames of continuous si-
lence or jumps greater than the threshold are discarded.
15 frames (174 ms), the length of one cycle of a typical
fast vibrato [28], is chosen to be the minimum contour
length. Contours less than 15 frames in duration are dis-
carded. A contour length of 100 frames is selected to be
the maximum duration and the input size into our down-
stream models; contours greater than 100 frames are trun-
cated while those less than 100 frames are zero-padded. To
reduce salience of vocal register, each intonation contour is
transposed to have a median value of 0 cents.
To test the value of domain-influenced preprocess-
ing such as the segment boundary thresholding described
above, models are also trained on 100-frame segments ran-
domly selected from the original pitch track. Silences and
large jumps are removed and replaced with the median
value of pitched content. These segments are also trans-
posed to have a median value of 0 cents. We apply data
augmentation via random shifting up or down 1,200 cents
as a final preprocessing step.
3.3 Datasets
To train our model variants, we utilize a combination
of two vocal datasets: The ‘Digital Archive of Mobile
Performances’ Intonation dataset (DAMP-Int) 2 and Vo-
calSet [37]. DAMP-Int a large-scale dataset contain-
ing monophonic vocal recordings of karaoke-like perfor-
mances recorded on mobile devices by users of the Smule
Sing It! karaoke app. Out of the 4,702 available perfor-
mances, we utilize 3,556 tracks from unique users. We
utilize the probabilistic-Yin [19] pitch analysis and cor-
responding metadata provided in the dataset. Each pitch
track ranges from 30 to 90 seconds. The pitch analysis
was performed on each audio track at 22,050Hz sampling
rate, using a frame size of 2048 and hop size of 256. The
dataset is split into 3,000 training pitch tracks and 556 test
pitch tracks.
VocalSet contains 11 male and 9 female singers singing
excerpts from musical pieces and producing ten different
vocal techniques in contexts of scales, arpeggios and held
tones. Pitch tracks for each recording are extracted via
CREPE [16] with a frame size of 12 ms. The dataset is
split into 2,684 training pitch tracks sung by 7 females and
8 males, and 872 test pitch tracks sung by 2 females and 3
males.
3.4 Implementation
All of the models were run on batch size of 50, with learn-
ing rate tuned from 1e-4 to 1e-7 in steps of 0.1 to maximize
the validation accuracy. All of the models were trained be-
tween 30-100 epochs, depending on the performance on
the validation set. Training was carried out using Tensor-
flow on P100/V100 GPUs within the Google Cloud com-
puting environment.
Table 1: Model test accuracy on five variants of the pro-
posed pseudo-task training schemes
Context Dataset Segmentation Test Acc.
Performance VocalSet rand-100 0.81
Performance Combined thresh-15-100 0.6
Contig. Pair VocalSet rand-100 0.99
Contig. Pair Combined thresh-15-100 0.61
Contig. Slot Fill VocalSet rand-100 -
4. EVALUATION
A summary of the five model design variants and training
results are shown in Table 1. We see that the SNN is able to
learn the pseudo-task for both performance pair identifica-
tion and contiguous pair identification better when we uti-
lize the random contour segmentation scheme rather than
2 https://ccrma.stanford.edu/damp/
the thresholding scheme, even with the larger training size
via inclusion of DAMP-Int. The slot filling model is op-
timized over a validation set and able to recreate the cen-
ter contour e2. An example contour prediction is given in
Figure 3. The latent embedding spaces of these five trained
models become the focus of further analysis.
We perform classification tasks on the metadata of the
test partitions of VocalSet and DAMP-Int, as well as the
Song portion of The Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS) [17]. VocalSet
provides the Gender, Singer, Vocal Exercise or excerpt
being sung in the recording, Vocal Technique used, and
Vowel. DAMP-Int provides the Karaoke Song being per-
formed (we do a five-way classification on the most pop-
ular songs), the GPS coordinates of the user at time of
recording (used as a proxy for user’s Country; we select
five common countries) the number of Followers the user
has, and the number of other singers the user follows (de-
noted as Following). We logarithmically bin Followers and
Following into five groups. RAVDESS provides Gender,
Actor, Emotion, Emotional Intensity (normal or strong),
and Statement ("kids are talking by the door" or "dogs are
sitting by the door").
We select 10,000 100-frame contours from each dataset
and create five different representations using the learned
encoding spaces. These embeddings are used as input
features to our classification models. Taking note from
Abeßer and Müller [1], we also evaluate the concept of
fixed-length fusion to create longer features. In this vari-
ant, we concatenate the embeddings of 2 contiguous non-
overlapping contours, and 8 contiguous contours overlap-
ping by a hop size of 50%. These fused embeddings rep-
resent a larger temporal window and are potentially redun-
dant in salient contextual information. To compare any ef-
fect these fused embeddings have on performance, we also
extend the same set of 10,000 contours to be 200 frames
in length. Additionally, we concatenate the embeddings of
different contexts together.
We train a logistic regression and a 3-layer MLP on
the embeddings, as well as on the original 0-centered cent
contours as a baseline. Undersampling is performed in
all cases of class imbalance. The MLP is standardized
across all classification tasks, and uses Adam optimization
and an adaptive learning rate beginning at 1e-3. Five-fold
cross validation is used to obtain averaged accuracy and F1
scores for each category. scikit-learn [26] is used to imple-
ment both classifiers.
5. RESULTS
The average prediction accuracies of each metadata cate-
gory are shown in Figure 4. We see that the embedding
spaces produced via the binary pseudo-task method pro-
duce accuracies equal to or greater than those produced
by training directly on the intonations. The embedding
spaces that are created via the "performance" pair pseudo-
task produce the best classification accuracy for this group
of metadata. The 128-dimension "performance" encod-
ing space learned on randomly segmented contour pairs
Figure 4: Accuracy of embedding-based classification on 3 datasets: VocalSet, DAMP-Intonation and RAVDESS-Song.
The legend indicates which embedding space was used as input into the MLP for the classification task.
from VocalSet (‘Perf-VS-Rand-1’ in Figure 4) produces
the highest classification accuracy in nearly every category.
Notable boosts in performance are seen for Singer, Actor,
Vocal Exercise, Vocal Technique, and Emotion, with per-
formance increasing between 15% and 40%.
Although the pseudo-task accuracy on learning contigu-
ous pairs was 0.99, that accuracy did not necessarily trans-
late to the embedding’s usefulness as an input feature. The
contiguous context space produced identified the correct
category on par with, or at maximum 15% greater than,
our baseline. These slight advantages were never greater
than those shown by utilizing the performance context.
The other short-time context embedding space, produced
by the slot filling model, under-performed compared to the
embeddings produced by both pseudo-tasks and the base-
line. Despite the slot filling model’s success at reproduc-
ing contours of similar pattern, this result indicates that the
model’s embedding space did not learn any contextual in-
formation that the original contour did not.
We see that concatenating embeddings to represent
longer contours also provides a large improvement. The
largest increase in improvement occurs when concatenat-
ing the embeddings of two non-overlapping contours, pro-
ducing an embedding of size 256 for a contour 200 frames
in length. We see an additional, smaller improvement as
we concatenate larger numbers of adjacent contours. For
brevity and readability, results of these concatenations are
only shown for the embedding space learned on the perfor-
mance task using the VocalSet (Perf-VS-Rand).
The fusion of different contexts do not appear to
help the subtasks. The fusion of embeddings learned
by the contiguous-pair pseudo-task and the performance-
pair pseudo-task (shown in Figure 4 FusionPT-VS-Rand-
1) performs on par with or slightly below the singular
performance-pair embedding. Fusion of an embedding
with its corresponding original contour lowers the perfor-
mance closer to that of baseline (results omitted from fig-
ure for readability).
6. DISCUSSION
The results indicate that the embeddings are not equally
applicable to all classification tasks. We discuss the ap-
plicability of the embeddings to the specific categorization
tasks as they relate to different levels of context in which
singing occurs.
6.1 Learning Short-Time and Musical Context
Vocal Exercises: Intentional accuracy of specific intona-
tion patterns are essential during vocal exercises and within
certain styles of music. Vocal movements are often repeti-
tive and controlled throughout the duration of the exercise,
i.e. the current intonation is directly influenced by what
came before and what comes next. Therefore, relation-
ships between contours are also likely common and repeti-
tive. The embeddings spaces learned through the proposed
pseudo-tasks are thus more likely to learn these common
relationships. Vocal Technique is often a combination of
intent intonation choices and voice quality. A specific tech-
nique can persist over short-time and performance-length
contexts. Perhaps for similar reasons to those for Vocal Ex-
ercises, we see that our models learn pattern of technique
very well. Binary classification between two techniques is
more successful than for any other binary category. Emo-
tion in music is commonly projected onto two axes, va-
lence and intensity, where valence often manifests in com-
mon intonation characteristics [2]. Intonation as a result
of a specific emotion likely carries from one frame to the
next, but is shorter term than spanning an entire record-
ing. The large performance increase via temporally con-
catenated embeddings vectors indicate that longer length
segments improve emotion identification.
Vowel is a result of the strength of higher order harmon-
ics rather than F0, thus we expect both the embeddings
and the contours to fail at this task. We use this result as
a baseline to judge the validity of the other results. State-
ment may capture how linguistic context influences com-
mon ways of enunciating while singing. However, the par-
ticular statements available in RAVDESS do not appear to
be different enough for the chosen embedding spaces to
discern between them. Intensity is often a product of dy-
namic loudness, articulation, and tempo. The latter two
directly influence intonation. While the embedding spaces
provide slight improvement over contour-based classifica-
tion, the contextual implications of intensity do not seem
to be especially salient within the spaces. Karaoke Song:
Melody, an obvious pitch-based cue for song identification,
is removed via short-time frames, 0-centering, and ran-
domly shifting the pitch contours. The longer length seg-
ments provide a performance jump, and Song is the only
low scoring category to demonstrates. Perhaps a longer
context is needed to identify genre. A future experiment
using a genre-focused dataset could provide more clarity.
6.2 Learning Broader Contexts
Singer: The performance contexts may be learning short-
time patterns of intonation that exist repeatedly across a
recording, picking up on personal pronunciation style and
prosody that span an entire recording. Gender could poten-
tially be a generalizing of Singer identification, although
results are not as drastically above contour-based perfor-
mance or chance. This may indicate that we learn into-
nation tendencies as a result of our gender or assigned
voice part, and they may manifest in singing [7]. Addition-
ally, this result suggests that context-aware embeddings
can provide information about attributes typically associ-
ated with timbre and register, like gender, just from con-
text of a pitch contour. Similarly, Poplin et al. showed how
several attributes such as age, gender, smoker/non smoker
can be classified using images of the retina, a previously
unexpected source of information [27].
None of the proposed models are successful at identi-
fying classes within the broadest of vocal contexts, and
indeed it is difficult to define how these categories con-
nect to intonation. A successful mapping from Followers
to intonation would suggest there is a set of prosodic vocal
features that drive engagement. A mapping from Follow-
ing may suggest a Smule user’s singing voice might emu-
late listening to others or being part of a vocal community.
Country is intended as a proxy for language and accent.
The accuracy of this label is not known and previous re-
search [23] suggests that native speaking tongue may not
be a salient feature of singing voice especially when the
song is well-known and sung in another language. How-
ever, an experiment with more robust accent-oriented tar-
get labels would more clearly be able to draw conclusions
about the salience of accent while singing.
6.3 Model Design Takeaways and Future Work
There is much work to be done in both refining the pro-
posed methodology and interpreting these initial results.
The first step, designing the format and source of the data
fed to the encoder, seems to be critical and influences the
results of the subtask. In our specific case, the choice
to segment the intonation contours using domain-inspired
boundary rules likely hindered our models’ performance
due to their requirement of fixed input size and necessary
zero-padding. More advanced segmentation procedures
like vocal onset detection could be used to create longer
contours akin in length to those used in our random seg-
mentation scheme. Additionally, more work can be done
to clarify the influence of the type of training data. Vo-
calSet is very structured while DAMP-Int is "in the wild."
It is unclear whether DAMP-Int’s variable content captures
or weakens the learning of generalized vocal patterns.
As evidenced by the mismatch between the success-
ful slot filling task, the high accuracy on the contiguous-
pair pseudo-task, and the encoders’ performance on sub-
sequent classification, future work measuring the rela-
tionship between performance on learning a pseudo-task
and the downstream subtask will improve algorithm de-
sign choices. A focus on evaluation of the latent space
itself could aid in this endeavor. For pitch contours, a
mapping between distributions of contour features such as
salience [24, 33], 1st- and 2nd-order differences, and vi-
brato [12, 31] could provide signal interpretability within
the latent space. A current hypothesize as to why the
performance-context pseudo-task trained the most useful
space is akin to why the variants of Word2vec mentioned in
Section 2 are successful. Multiple instances of pairs from
the same recordings are used in training, making the ratio
of corpus size to "vocabulary" size much larger than the
nearly 1:1 ratio found in our implementation of Word2vec
and in the contiguous pair training scheme, where re-
peated exact replicas of contiguous intonation pairs are
rare. A multi-task encoding approach combining the pro-
posed methods could provide a "lower vocabulary" setup
while still incorporating short-time contiguity.
7. SUMMARY
We propose an unsupervised deep neural network sys-
tem to learn contextual information relating to sung vocal
patterns directly from the surrounding data. We develop
three unsupervised encoding schemes that aim to capture
performance-level and short-time context without prior an-
notation. These training tasks produce a high-dimensional
encoding space that can be used for downstream process-
ing tasks that would benefit from contextual information
but do not have metadata or other relevant context la-
bels. Initial evaluations of these context-representative em-
beddings spaces used as feature spaces demonstrate that
they enhance the performance of downstream classifica-
tion tasks by several points, as compared to learning on
the intonation contours alone. Larger increases in perfor-
mance on tasks classifying technique, phrase type, emo-
tion, singer and gender suggest that representations can en-
code contextual meaning learned directly from the original
recordings.
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