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ABSTRACT
MINSU HUANG. Topology design for time-varying networks.
(Under the direction of DR. YU WANG)
Traditional wireless networks seek to support end-to-end communication through
either a single-hop wireless link to infrastructure or multi-hop wireless path to some
destination. However, in some wireless networks (such as delay tolerant networks, or
mobile social networks), due to sparse node distribution, node mobility, and time-
varying network topology, end-to-end paths between the source and destination are
not always available. In such networks, the lack of continuous connectivity, network
partitioning, and long delays make design of network protocols very challenging. Pre-
vious DTN or time-varying network research mainly focuses on routing and infor-
mation propagation. However, with large number of wireless devices’ participation,
and a lot of network functionality depends on the topology, how to maintain efficient
and dynamic topology of a time-varying network becomes crucial. In this disserta-
tion, I model a time-evolving network as a directed time-space graph which includes
both spacial and temporal information of the network, then I study various topology
control problems with such time-space graphs.
First, I study the basic topology design problem where the links of the network
are reliable. It aims to build a sparse structure from the original time-space graph
such that (1) the network is still connected over time and/or supports efficient routing
between any two nodes; (2) the total cost of the structure is minimized. I first prove
that this problem is NP-hard, and then propose several greedy-based methods as
solutions.
Second, I further study a cost-efficient topology design problem, which not only
requires the above two objective, but also guarantees that the spanning ratio of the
topology is bounded by a given threshold. This problem is also NP-hard, and I give
several greedy algorithms to solve it.
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Last, I consider a new topology design problem by relaxing the assumption of
reliable links. Notice that in wireless networks the topologies are not quit predictable
and the links are often unreliable. In this new model, each link has a probability
to reflect its reliability. The new reliable topology design problem aims to build a
sparse structure from the original space-time graph such that (1) for any pair of
devices, there is a space-time path connecting them with the reliability larger than a
required threshold; (2) the total cost of the structure is minimized. Several heuristics
are proposed, which can significantly reduce the total cost of the topology while
maintain the connectivity or reliability over time.
Extensive simulations on both random networks and real-life tracing data have
been conducted, and results demonstrate the efficiency of the proposed methods.
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CHAPTER 1: INTRODUCTION
Wireless networks often evolve over time: changes of topology structure can occur
if some nodes appear, disappear, or move around. In this dissertation, I focus on
study of topology design for time-varying wireless networks. Examples of such time-
varying wireless networks include mobile ad hoc networks and delay tolerant networks.
The following sections briefly introduce characteristics of mobile ad hoc networks and
delay tolerant networks.
1.1 Mobile Ad Hoc Networks
Mobile ad hoc networks are a collection of wireless mobile hosts forming a tempo-
rary network without the aid of any established infrastructure or centralized admin-
istration [1]. Therefore, ad hoc networks are autonomous systems of mobile nodes
connected by wireless links. While mobile nodes are free to move arbitrarily, the
network topology can consequently change in an unpredictable way. In contrast with
widely used cellular networks or wireless LANs, which support single-hop communi-
cations with base stations (BSs) and backbone networks, infrastructure-less ad hoc
networks support peer-to-peer, multihop communications by using mobile nodes as
routers to relay traffic. Thus, if two nodes are close enough to hear each other, they
can communicate directly. Otherwise, they need other nodes located between them
to set up a route and forward packets for them.
Due to constraints of mobile devices, and network architecture, mobile ad hoc
networks have some special characteristics:
• Self-organization: In contrast to cellular networks, which use wired backbone as
centralized controller and require tremendous pre-configuration work, such as
cell planning, BS deployment, etc, there is no pre-configuration or centralized
2
controller for ad hoc networks. Therefore, with autonomous architecture, the
network configuration and management must be automatic and dynamic.
• Multi-hop communication: Due to signal propagation characteristics of wireless
transceivers, each mobile node has a limited transmission range. In order to pro-
vide communication between nodes that cannot directly hear each other, ad hoc
networks adopt multi-hop communication paradigm by exploiting cooperation
among mobile nodes in the network.
• Dynamic topology: As nodes can move around freely, the network topology may
change randomly and unpredictably. In some cases, there might be unidirec-
tional links incurred by factors such as heterogeneity of receiver and transmitter
hardware.
• Energy-constrained operation: Lightweight mobile devices are mainly battery
operated, therefore, energy conservation is one of the most important design
criteria for ad hoc networks.
• Bandwidth constrained links: As a contrast to wired links, wireless links have
significantly low bandwidth. Moreover, due to the effects of multiple access,
multipath fading, noise, signal interference, etc., capacity of wireless links can
be significantly degraded and the effective throughput might be less than the
radio’s maximum transmission capacity.
• Limited security: mobile ad hoc networks are more susceptible to security
threats due to following reasons: first, there is no central server to manage
authentication and access control; second, it is difficult to separate inside from
outside in ad hoc networks because each node may operate as a router and ac-
cess the medium freely, thus, a malicious node can become a router and disrupt
network operations; third, the shared medium makes communication unsafe
because packets can be easily overheard by others.
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1.2 Wireless Delay Tolerant Networks
Traditional mobile ad hoc networks seek to support end-to-end communication
through multi-hop path. However, in some cases due to nodes sparse distribution,
nodes mobility, and varying network connectivity, end-to-end paths are not always
available. Such networks are called delay tolerant networks (DTNs) [2, 3], which use
asynchronous communications and do not require an end-to-end path between any
pair of nodes at any time.
DTNs have wide applications such as pocket switched networks based on human
mobility [4–6], vehicular networks based on public buses or taxi cabs [7,8], sensor net-
works for wildlife tracking [3], mobile social networks [9–13], disaster-relief networks,
or space communication [14, 15]. In DTNs, traditional communication protocols de-
signed for wireless networks may be inefficient due to time-varying structures and long
delays, or even fail to perform due to the lack of continuous connectivity or network
partitioning. Though DTNs share many characteristics with mobile ad hoc networks,
they also have the following unique characteristics [16]:
• Nodal mobility: Like in other mobile ad hoc networks, nodes in DTNs are
carried by people or vehicles, and their locations can change over time. This
also causes time-varying network topology.
• Sparse connectivity: Due to the limited transmission range of wireless devices
and sparse node distribution, the connectivity of DTNs is usually intermittent
where end-to-end paths do not always exist between source node and destination
node.
• Delay tolerability: Due to low connectivity and nodal mobility in DTNs, data
delivery delay is usually quite high. Thus, it is necessary for DTN network
applications to tolerate high delay.
• Fault tolerability: To guarantee delivery in such sparse networks, redundancy
(e.g., multiple copies of message) is a usual approach for DTN routing, thus
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dropping of one package may not necessarily cause failure of delivery.
• Limited buffer: DTN nodes have to buffer messages when they are not con-
nected. Usually individual node has limited storage to buffer messages.
1.3 Topology Design for Wireless Time-Varying Networks
Both mobile ad hoc networks and delay tolerant networks recently have drawn
much attention from networking researchers since they have wide applications in chal-
lenging environments. Communication in these time-varying networks is challenging
as it must handle time-varying links, long delays, and dynamic topology.
Previously, many routing schemes [17–20,22–26,109] have been proposed for DTNs
to take the intermittent connectivity and time-varying topology into consideration.
However, current solutions for DTNs either use stochastic routing techniques in which
replicating messages are randomly forwarded or use static prediction of future contact
to select the next hop for forwarding. All these solutions have not precisely use
temporal characteristics of the network, thus they may lead to poor performance in
time-evolving wireless networks. Notice that changes of topology can occur if some
nodes appear, disappear, or move around. Such dynamics over time domain are often
ignored in protocol design or simply modeled by pure randomness such as in the
well-known random walk mobility model and the random graph model. For example,
in traditional mobile ad hoc networks, a network is usually modeled as a connected
graph with stable end-to-end paths and the effect of dynamic changes in topology on
protocol design is handled by continuous monitoring and on-demand updates when
the topology changes.
In real-world wireless networks, node mobility and the evolution of topology heav-
ily depend on both social and temporal characteristics of the network and network
participants. In many wireless network applications, there are clear socio-temporal
patterns for both individual components and network structure. For certain type of
networks, the temporal characteristics of topology could be known a priori or can
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Figure 1.1: A time-evolving DTN: (a) a snapshot of the network, (b) time-evolving
topologies of the DTN (a sequence of snapshots).
be predicted from historical tracing data. For example, it is easy to discovery the
temporal pattern of topology for a delay tolerant network formed by public buses [7]
or a mobile social network consist of students who share fixed class schedules. A re-
cent study by Song et al. [27] also shows that a human mobility model can achieve a
93% potential predictability. In this kind of time-evolving and predictable networks,
traditional communication protocols designed for wireless networks may be inefficient
due to time-varying structure and long delays, or even fail to perform due to the lack
of continuous connectivity or network partitioning. Figure 1.1 illustrates an exam-
ple of such time-evolving DTN. It is crucial to design new efficient protocols for this
emerging type of DTNs. In this dissertation, I study how to control the dynamic
topology for such time-evolving and predictable wireless networks.
Network topology is always a key functional issue in design of wireless networks.
For different network applications, network topology can be controlled under different
objectives (such as power efficiency, fault tolerance, and throughput maximization).
Topology control has been well studied in ad hoc and sensor networks [28–33]. The
focus of previous research is mainly on how to construct a power efficient structure
from a static and connected topology (an underlying communication graph includes
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all possible links). However, in some time-varying networks (especially DTNs), the
underlying topology is lack of continuous connectivity which makes existing topology
design algorithms useless. Therefore, how to maintain efficient and dynamic topology
of time-varying networks becomes crucial, especially with large number of wireless
devices’ participation. For my best knowledge, there is no previous results on topology
design in time-varying wireless networks. I believe that topology can be controlled
more wisely and efficiently if the network evolution over time is known.
1.4 Contributions and Organization
In this dissertation, I study the topology design problem in a time-evolving net-
works by taking time-domain topological information into consideration. My major
contributions are summarized as following:
• I first model the time-evolving DTN as a directed time-space graph in which
both spatial and temporal information is preserved.
• I define a topology design (TD) problem which aims to build a sparser structure
(also a time-space graph) from the original time-space graph such that (1) the
network is still connected over time and/or supports efficient routing between
any two nodes; (2) the total cost of the structure is minimized. I prove this
problem is NP-hard.
• Then I propose a cost-efficient topology design (CETD) problem, which not
only has the above two objectives but also take in account the spanning ratio
of the network during topology design.
• I also modify the time-space model to fit for networks with unreliable connectiv-
ity, in which each link has a probability reflects its reliability, and then define a
reliable topology design (RTD) problem, which aims to build a sparse structure
from the original time-space graph such that (1) for any pair of devices, there
is a space-time path connecting them with the reliability larger than a required
threshold; (2) the total cost of the structure is minimized.
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• For all the three topology design problems I propose various methods, which can
significant reduce the total cost of network topology with or without spanner,
while maintaining the connectivity or reliability over time.
• To evaluate my algorithms, I have conducted extensive simulations on both ran-
dom DTN networks and real-world DTN tracing data [35]. Results demonstrate
the efficiency of the proposed topology design methods.
The rest of this dissertation is organized as following:
• In Chapter 2, I summarize related works in routing and topology design in
time-varying networks (especially DTNs).
• In Chapter 3, I formally define the time-space graph with both temporal and
spatial information to model time-varying networks, and define three topology
design problems (TD, CETD and RTD) in time-varying networks.
• In Chapter 4, I investigate topology design (TD) problem for time-evolving
networks and propose several greedy-based algorithms.
• In Chapter 5, I study cost-efficient topology design (CETD) problem for time-
varying networks, which maintains a spanner as the constructed topology.
• In Chapter 6, I study the reliable topology design (RTD) problem in time-space
graph with unreliable links, and propose several algorithms for the problem.
• In Chapter 7, I present my extensive simulations of my proposed algorithms for
all the topology design problems.
• Finally, in Chapter 8, I conclude the current research progress and point out
my future plan.
CHAPTER 2: RELATED WORK
In recent years, a lot of research has been done to improve the performance of
wireless networks. This chapter reviews the related work in literature which inspire
my research on time-varying wireless networks.
2.1 Routing in Wireless Networks
I first look at classic routing protocols for both mobile ad hoc networks and delay
tolerant networks, since routing is one of the most fundamental communication func-
tions in wireless networks. One of the goals of topology control or design is to serve
and support efficient routing.
2.1.1 Routing in Wireless Ad Hoc Networks
Unicast routing protocols in mobile ad hoc networks are broadly divided into two
types: proactive and reactive. Proactive routing maintains routing information be-
tween each pair of nodes all the time and performs periodical updates even though
they do not have to communicate with each other. Reactive routing, on the other
hand, only initializes route discovery when necessary. For example, Destination-
Sequenced Distance-Vector Routing (DSDV) [36] uses the distance vector approach,
while Optimized Link State Routing (OLSR) [37] adapts the link state algorithm.
Both DSDV and OLSR are proactive routing protocols. Some other routings such as,
Ad Hoc On-Demand Distance Vector Routing(AODV) [38], Dynamic Source Rout-
ing(DSR) [1], Lightweight Mobile Routing [39], Temporally Ordered Routing Algo-
rithm (TORA) [40] are reactive routing protocols. Hybrid routing approaches, which
combining proactive and reactive mechanisms, are based on the idea of organizing
nodes in groups and then assigning nodes different functionalities inside and outside
a group, usually, applying proactive routing inside the group and reactive approach
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among groups. For example, Hierarchical State Routing (HSR) [41], Clusterhead-
Gateway Switch Routing (CGSR) [42], Zone Routing Protocol (ZRP) [43] and Land-
mark Ad Hoc Routing protocol (LANMAR) [44] are hybrid routings. In addition,
there are other types of unicast routing protocols, such as hierarchical routing and
geographic routing. For more detail, please refer to surveys on ad hoc routing [45,46].
Besides unicast routing protocols, there are also studies on how to efficiently de-
liver messages to multiple destinations in mobile ad hoc networks, including broadcast
and multicast protocols.
Broadcasting has wide applications in wireless ad hoc networks not only for data
dissemination, but also for route discovery and maintenance in many ad hoc unicast
routing protocols. Blind flooding which is the simplest broadcast protocol, allows each
node to forward the message once to its neighbors. However, due to omnidirectional
radio propagation and transmission range overlap, blind flooding is usually very costly
and will result in serious redundancy, contention, and collision, which is referred to
as the broadcast storm problem in [47]. Some broadcast protocols apply probabilistic
approaches [47, 48], while some [49–51] use deterministic approaches. In addition,
several broadcast protocols [52,53] have been proposed for efficient broadcasting using
directional antennas.
Multicasting is a very efficient and useful communications paradigm supporting
group-oriented applications, especially for mobile ad hoc network, which have con-
strained bandwidth and energy resource. There has been extensive work to develop
multicast protocols for mobile ad hoc networks to provide one-to-many service [54–56].
As a variant of conventional multicasting, geocasting delivers messages to nodes
within a geographical region, which can provide new services and applications such
as geographic advertising. Protocols proposed in [57,58] are examples of multicasting
with a flooding approach and the work in [59] is an example of multicasting without
flooding.
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2.1.2 Routing in Wireless Delay Tolerant Networks
In time-varying DTNs, due to uncertainty of connectivity, mobile nodes are in-
termittently connected, end-to-end paths between the source and the destination
may not be available at certain time. The inherent uncertainty of network condi-
tions and limited resource and information make routing in time-varying networks
very challenging. Existing routing protocols in mobile ad hoc networks may fail in
time-varying DTNs. To deal with the challenging routing problem, a variety of mech-
anisms [17–20, 22–26, 109] deferent from those of traditional mobile ad hoc networks
have been proposed. Most of these DTN routing protocols belong to three categories:
message-ferry-based, opportunity-based and prediction-based.
In message-ferry-based methods [18–20,63], systems usually employ extra mobile
nodes as ferries for message delivery. The trajectory of these message ferries is con-
trolled to improve delivery performance with store-and-carry. All these approaches
improve routing performance with additional mobile nodes, although controlling these
nodes leads to extra cost and overhead.
In opportunity-based schemes [3, 22, 109], nodes forward messages randomly hop
by hop with the expectation of eventual delivery, but with no guarantee. Generally,
messages are exchanged only when two nodes meet at the same place, and multiple
copies of the same message are flooded in the network to increase the chance of de-
livery. Approaches in this category usually distribute multiple copies in the network,
to ensure a high reliability of delivery. But they also bring in a high cost of buffer
occupancy and bandwidth consumption.
Prediction-based routing protocols [23–26] use delivery estimation to determine
a metric for contacts relative to successful delivery, such as delivery probability or
delay, based on a history of observations. Most of these protocols focus on whether two
nodes will have a contact without sufficiently considering when the contact happens.
Another new direction for routing in time-evolving networks is social-based for-
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warding schemes which attempt to exploit stable social network structures and use
these in the design of data forwarding. Notice that social relations among mobile
users are usually long-term characteristics and less volatile than node mobility. Most
social-based forwarding schemes exploit sociological centrality metrics [64] for relay
selections. Daly and HaahrSim [65] proposed SimBet routing which uses the ego-
centric betweenness metric and forwards data to nodes with a higher SimBet utility.
Hui et al. [4] proposed BUBBLE Rap routing which considers node centrality in a
hierarchical manner based on social community knowledge. They used cumulative
contact length as edge weights for community detection in social networks, but did
not exploit such weights for data forwarding. The binary social network model con-
siders node pairs with different contact frequencies as equivalent ones, and limits
the performance of centrality-based data forwarding schemes because node centrality
values do not really characterize the nodes’ capabilities of contacting other nodes.
Recently, enormous work has been done for further improving routings in DTNs.
Liu and Wu [67,120] have proposed to use estimated expected minimum delay (EMD)
as a delivery probability metric in DTNs with repetitive mobility. They apply the
Markov decision process to derive the EMDs of the messages at particular times, and
use EMD as the metric of their opportunistic routing protocol.
Liu and Wu [68] also propose a forwarding method applying a probabilistic for-
warding metric derived by modeling each forwarding as an optimal stopping rule
problem. In their forwarding model, each time a node has a packet to forward, it
compare the joint expected delivery probability of the copies of forwarding it in the
current time to that of holding it and forward in a future time, thus can help to
choose a time of forwarding to maximize the expected delivery probability.
Yuan et al. [69] propose an routing algorithm named predict and relay (PER)
for DTNs, in which nodes determine the probability distribution of future contact
times and choose a proper next hop in order to improve the end-to-end delivery
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probability. They observe that nodes in DTNs usually have their mobility pattern,
usually move around a set of well visited landmarks rather than moving randomly;
node mobility behavior is semi-deterministic and could be predicted with enough
history information. They also propose a time homogeneous semi-markov process
model to describe node mobility as transitions between landmarks. By employing
future prediction mechanisms based on mobility history information, nodes could
better select the next hop which have higher probability to contract the destination
directly or indirectly.
Balasubramanian et al. [70] propose a resource allocation protocol for DTN routing
to explicitly optimize a specified routing metric, such as the worst-case delivery delay
or the fraction of packets delivered before a deadline. According the authors in [70],
even I have complete knowledge of node meetings and communication requirements
a priori, computing an optimal routing schedule that to maximize the number of
packets delivered is NP-hard. And there is already an approximation algorithm with
a Ω(
√
n) bound. So the authors have given heuristic algorithm of routing scheduling.
Nelson et al. [71] present a new DTN routing algorithm called encounter-based
routing (EBR), aims to maximize delivery ratio while minimizing overhead and delay.
They first roughly predict the future rate of node encounters by past data, and then
select the node have higher probability to forward the package. To minimize network
resource usage, they limits the number of replicas of any message in the system.
Lu et al. [72] propose a social-based privacy preserving packet forwarding protocol
called SPRING for vehicular delay tolerant networks (DTNs). The authors defined
social degree in intersection of DTNs, based on which they distribute roadside units
(RSU). Then, with assistance of RSUs in storing and forwarding packets, they propose
a new routing protocol (SPRING) which achieve conditional privacy preservation and
resist most attacks existing in vehicular DTNs.
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2.2 Topology Control in Ad Hoc and Sensor Networks
Network topology is a key functional issue in designing wireless ad hoc and sen-
sor networks. For different network applications, network topology can be controlled
under different objectives (such as power efficiency, fault tolerance, and throughput
maximization). Topology control protocols let each node adjust its transmission range
and select certain neighbors for communication, while maintaining a topology that
can support energy-efficient routing and improve overall network performance. In the
past several years, topology control [28–31,33,73–80] has drawn a significant amount
of research interests. Primary topology control algorithms aim to maintain network
connectivity, optimize network throughput with power-efficient routing, and conserve
energy. Most topology control protocols can be classified into two categories: geomet-
rical structure-based and clustering-based. In geometrical structure-based methods,
a geometrical structure is constructed based on location information by removing
many links from the original communication graph. Each node only selects certain
neighbors (neighbors in the constructed structure) for communication. A collection of
geometrical structures has been proposed to be used as a network topology for wireless
networks [31–33,76–79,81–85]. While all these geometric structures are flat structures,
another set of hierarchical structures [86–92] is also used as network topologies in wire-
less networks. Instead of involving all nodes in relaying packets, hierarchical routing
protocols [93–96] select a subset of nodes that serve as backbone routers, forwarding
packets for other nodes. These methods often construct a virtual backbone by using
clustering formation methods. All these topology control protocols deal with topol-
ogy changes by re-performing the construction algorithm. Fortunately, most of the
construction algorithms are localized or distributed algorithms, therefore the update
cost is not huge.
Traditional topology control problems usually assume that links are all reliable,
however this is not always true in real world wireless networks (especially time-varying
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networks). Recently, Liu et al. [97] have proposed novel opportunity-based topology
control in wireless sensor networks. For each link in the network they set a variable
called link reliability to indicate the probability that a package can be successfully
relied through the link. Based on link reliability they can calculate node reachability,
and their opportunistic-based topology problem tries to minimize the total cost of
the network while maintain the nodes reachability up a given threshold. The authors
show that this problem is NP-hard and give an approximation algorithm. Similarly,
fault-tolerant topology control problem has been studied. For example, Hajiaghayi et
al. [98] propose a power optimization for wireless multi-hop networks which minimizes
power while maintaining k-fault tolerance. Their methods require all links established
by this power setting be symmetric and form a k-vertex connected subgraph of the
network graph. They prove that it is a NP-hard problem and present an O(k)-
approximation.
Topology design always can be modeled as a graph theory problem. Here, I review
a few related problems in graph theory to my proposed topology control problems
in time-varying networks. The directed Steiner tree (DST) problem [111] is a known
NP-hard problem. Given a directed graph G = (V,E) with weights on the edges, a
set of nodes Q ⊆ V , and a root node vr, DST tries to find a minimum weight out-
branching tree T rooted at vr, such that all node in Q are included in T . Later we will
prove the NP-hardness of our topology design problem by reducing DST problem to
our TD problem. The directed generalized Steiner network problem is defined as the
following: Given a directed graph G(V,E) and a set X of k source and target pairs,
find the minimum cost subgraph H of G such that for each source and target pair in
X, there exists a directed path from the source to the target in H. The cost of the
subgraph H is the sum of the cost of all the edges in H. It is a well-known NP-hard
problem. The TD problem we study is a special case of this problem. Charikart et
al. [34] study directed generalized Steiner network problem, they give an algorithm
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that achieves an approximation ratio of O(k2/3 log1/3 k), where k is the number of
pairs of vertices that are to be connected. One of our proposed heuristics is based
on their method. Agrawal et al. [99] studied the generalized network stainer problem.
In this problem, the network (a directed graph) has a set of sources and targets,
and each pair of source and target have connectivity requirements (number of edge-
disjoint paths to connect them). Their goal is to find a minimum cost network with
the available links and satisfy all the connectivity requirements. Again, this problem
is NP-hard and the authors give an approximation algorithm whose cost is logR (R
is the largest connectivity requirement between any pair of source and target) ratio
to the optimal solution.
2.3 Modeling for Time-Varying Networks
Modeling the time-evolving networks has been studied in both mobile ad hoc
networks [100, 119, 121] and DTNs [120, 122]. Xuan et al. [119] first study routing
problem in a fixed schedule dynamic network modeled by an evolving graph (i.e., an
indexed sequence of subgraphs of a given graph). Then, [121, 122] also use evolving
graphs to evaluate various ad hoc and DTN routing protocols. Shashidhar et al. [100]
study the routing problem in a time-space graph. Liu and Wu [120] also model a
cyclic mobispace as a probabilistic time-space graph in which an edge between two
nodes contains a set of discretized probabilistic contacts. All of these work only focus
on the routing problem in the dynamic networks modeled by either evolving graphs
or time-space graphs. In this dissertation, I investigate the topology design problem
in these networks.
2.4 Summary
In this chapter, I briefly review some previous research in wireless networks in-
cluding wireless ad hoc/sensor networks and delay tolerant networks, and topology
control study. Some of them are closely related to my topology design problems.
CHAPTER 3: NETWORK MODEL AND TOPOLOGY DESIGN PROBLEMS
Since traditional static graph cannot model the time-evolving characteristics of
wireless networks, I introduce a new time-space graph which take in account both
time and space information of the network. Based on the time-space graph model,
I define my new topology design problems in time-varying wireless networks. This
chapter introduce the time-space model and define my topology design problems.
3.1 Network Model: Time-Space Graph
In previously studies, a time-varying network (such as a DTN) usually is repre-
sented by a static graph, in which, different nodes corresponding to different individual
devices and edges represent interactions between them over time. Since positions of
individual nodes and the topology co-evolve over time (as shown in the example of
Figure 1.1), traditional static graph model cannot represent such evolution. Thus, a
sequence of static graphs is needed to model the time-evolving network. As shown
in Figure 1.1(b), each static graph is a snapshot of nodes and their interactions ob-
served at certain time slots. In this example there is no end-to-end path between some
node pairs inside one snapshot, and the network is not connected in some snapshots
(t = 1, 2, 3). The dynamic network with a sequence of snapshots then describes the
evolution of interactions among nodes over a period of time. In this disseration, I use
a time-space graph [100] to model such a dynamic time-varying network.
Assume that the time is divided into discrete and equal time slots, such as
{1, · · · , T}. Let V = {v1, · · · , vn} be the set of all individual nodes in the net-
work (which represents the set of wireless devices). Let Gt = (V t, Et) be a directed
graph representing the snapshot of the network at time slot t and
−−→
vtiv
t
j ∈ Et if node
vi can communicate to vj at time t. Then the dynamic network can be modeled as a
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Figure 3.1: Different graph models for the time-evolving network shown in Figure 1.1:
(a) a sequence of snapshots of the network at each time slot, denoted by {Gt}; (b)
and (c) its corresponding aggregated graph model.
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Figure 3.2: Time-space graph model from the same time-evolving network in Fig-
ure 3.1: (a) the corresponding time-space graph G; (b) a time-space path (in blue)
from the source v2 to the destination v5.
union of series of directed graphs {Gt|t = 1 · · ·T}. Figure 3.1(a) shows the sequence
of snapshots of the network in Figure 1.1 at each time slot. This representation of the
network includes all information from both spatial and temporal information of this
time-evolving network. However, most existing DTN protocols are not designed for
this model. Instead, they usually use a standard aggregated representation as shown
in Figure 3.1(b) and Figure 3.1(c) where an edge exists between a pair of nodes if
they have interacted at any point during the time period. The weight of such a link is
the probability of the occurrence (or the fraction of the occurrence over the total/his-
torical period) of the link. For example, link −−→v1v3 exists in two time slots out of total
four slots, thus its weight is 0.5. Many DTN routing protocols [17, 23, 24] estimate
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this contact probability based on past history and use it to select forwarding nodes.
However, such aggregated view discards temporal information about the timing and
order of interactions. For example, based on the aggregated model, there is a path
from v4 to v2 via v1. But link
−−→v4v1 only exists in the last time slot when link −−→v1v2 is
already broken. Thus, path v4v1v2 cannot be used for packet delivery from v4 to v2.
Now I convert the sequence of static graphs {Gt|t = 1 · · ·T} into a time-space
graph G = (V , E), which is a directed graph defined in both spatial and temporal
space. See Figure 3.2 for illustration. In the time-space graph G, T + 1 layers of
nodes are defined and each layer has n nodes, thus the vertex set V = {vtj|j =
1, · · · , n and t = 0, · · · , T} and there are n(T + 1) nodes in G, i.e., |V| = n(T + 1).
Two kinds of links (spatial links and temporal links) are added between consecutive
layers in E . The space between consecutive layers is a time slot. A temporal link
−−−→
vt−1j v
t
j (those horizontal links in spatial Figure 3.2) connects the same node vj across
consecutive (t− 1)th and tth layers, which represents the node carrying the message
in the tth time slot. A spatial link
−−−→
vt−1j v
t
k represents forwarding a message from one
node vj to its neighbor vk in the tth time slot (i.e.,
−−→vjvk ∈ Et). By defining the
time-space graph G, any communication operation in the time-evolving network can
be simulated on this directed graph. As shown in Figure 3.2(b), a path from v02 to v
5
4
shows a particular routing strategy to deliver the packet from v2 to v4 in the network
using 4 time slots. v2 holds the packet for the first time slot, then passes it to v3 at
t = 2, etc..
Time-space graph model captures both the space and time dimensions of the
network topology. It increases the complexity of protocol design (introducing a new
dimension of time domain), but also provides more choices of routes/links for selection
(enjoying efficient combinations of spatial and temporal links). I further assume that
for each direct link e ∈ E there is a cost c(e), which is the energy cost associated
with transiting a message on that link (transiting it from one node to the other node
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on a spatial link or holding a message within one node over a temporal link). The
total cost of a time-space graph c(G) is the summation of costs of all links in G, i.e.,
c(G) =
∑
e∈G c(e). Given the cost of links, I can also define the shortest path P (u, v)
as the least cost path from u to v in G. The total cost of such path is denoted by
c(u, v), which is the summation of costs of all links in path P (u, v).
I also define a reliable probability r(e) for each link e ∈ E , which represents the
probability of a successful data transmission over link e. Given the reliability of
each link, I can then define the reliability of a path P or a structure H. In this
dissertation, two different types of reliability are considered for DTN topologies: one
for single-copy DTN routing, the other for flooding-based DTN routing.
3.2 Topology Design Problems
I now define my topology design problems on time-space graphs. In this disser-
tation I study two topology design problems, one is general topology design (TD)
problem, which aims to lower the total cost of the network over the corresponding
time-space graph while maintaining connectivity; and the other is cost-efficient topol-
ogy design (CETD) problem, which aims to lower the total cost while maintain the
spanning ratio between any pair of source and target over the time-space graph.
3.2.1 Topology Design problem in Time-Space Graph
The aim of topology design is constructing a sparse time-space graph H, which is
a subgraph of the original time-space graph G, such that (1) H is still connected over
the time period T ; and (2) the total cost of H is minimized. Here connectivity has a
different definition from that of a static graph. I define that a time-space graph H is
connected if and only if there exists at least one directed path for each pair of nodes
(v0i , v
T
j ) (i and j in [1, n]). This can guarantee that the packet can be delivered between
any two nodes in the network over the period of T . Notice that a connected time-space
graph does not require connectivity in each snapshot. Hereafter, we assume that the
original time-space graph G is always connected. Figure 3.3 shows an example of
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Figure 3.3: Topology design on time-evolving network (the one shown in Figure 1.1):
(a) a new connected subgraph H of G (green links are removed links from Fig-
ure 3.2(a)); (b) its corresponding sequence of static graph with less links than the
one of Figure 3.1(a).
topology control on the time-space graph in Figure 3.2(a). After topology design,
16 directed links are removed from the original time-space graph. Not all snapshots
are connected, but every node can find the time-space path to any other node. It
is interesting to see that there is no spatial link remaining in the last time slot,
since every node can be reached by any other node using only three time slots. This
example demonstrates the efficiency of topology design over time domain.
3.2.2 Cost-Efficient Topology Design Problem
Comparing to the topology design problem (TD), the cost-efficient topology design
(CETD) problem has an additional requirement – maintaining the spanning ratio
between any pair of source and destination. The aim of CETD is to construct a
sparse time-space graph H, which is a subgraph of the original time-space graph G,
such that (1) H is still connected over the time period T ; (2) H is δ-spanner of G
over the time period T ; and (3) the total cost of H is minimized. Here spanner has a
different definition from the one in static graphs. Given a real number δ > 1, I define
that the subgraphH is δ-spanner of G if and only if for any pairs of nodes (v0i , vTj ), the
cost of the shortest path in H is at most δ times the cost of the shortest path in G, i.e.,
max1≤i,j≤n{
dH(v
0
i ,v
T
j )
dG(v0i ,v
T
j )
} ≤ δ (Hereafter max1≤i,j≤n{
dH(v
0
i ,v
T
j )
dG(v0i ,v
T
j )
} is called spanning ratio of
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H). In other words, the constructed subgraph still can support cost-efficient routes
for any two devices over the time period. This is obviously a stronger requirement
than just connectivity. Thus, CETD is a much harder problem than TD. In addition,
if the spanning ratio is set as infinite, CETD becomes TD.
3.2.3 Reliable Topology Design Problem
In the time-space model for TD and CETD presented above, the links are assumed
reliable. However, in some wireless time-varying networks, the links are not exactly
reliable, due to package drop or no guarantee of predictability. To make my network
model and topology design problems better fit for those type of netowks, I modify
my time-space graph model to take in account the reliability of links. Base on the
new model the reliable topology design problem (RTD) on weighted time-space graphs
can be defined as follows. Given a connected time-space graph G, the aim of reliable
topology design problem (RTD) is to construct a sparse time-space graph H, which is
a subgraph of the original time-space graph G, such that (1) H is still connected over
the time period T ; (2) the reliability (unicasting or broadcasting reliability) is larger
than or equal to a predefined threshold γ; and (3) the total cost of H is minimized.
3.3 Summary
In this chapter, I introduce the time-space graph model for wireless time-evolving
networks. First, I assume links in the time-space graph is reliable, based one which
I briefly defined my topology design problems TD, CETD. And later, I assume the
links are not exactly reliable, and base on the new assumption I defined the RTD
problem.
My topology design problems are different to the standard time-space routing [100,
119], which only aims to find the most cost-efficient time-space path for a pair of source
and destination. The topology design problem aims to maintain both cost-efficient
and connected time-space routing topology for supporting reliable DTN transmissions
between all pairs of nodes.
CHAPTER 4: TOPOLOGY DESIGN FOR TIME-VARYING NETWORKS
In this chapter, I study the topology design problem in time-space graphs defined
in Section 3.2.1. I first show that classic topology design methods for static graph do
not work for this new problem and then propose two greedy-based topology design
methods which can significantly reduce the total cost of the topology over time-space
graph.
4.1 Hardness of Topology Design in Time-Varying Networks
The topology design problem for time-space graph is much harder than the one for
a static graph. For a static graph without time domain, a spanning tree can achieve
the goal of keeping connectivity. However, in a time-space graph, simply applying the
spanning tree in each snapshot is not a solution, since the network in each snapshot
may not be connected at all. On the other hand, a spanning tree or spanning forests of
the whole time-space graph is not a direct solution either, since it connects each node
in every snapshot, which is not necessary and a waste of many links. Such method
is neither optimal nor even near optimal. Actually, my topology design problem is a
special case of directed generalized Steiner network (DGSN) problem [34, 101]. The
problem is as follows. Given a directed graph G and a set of X = {(ai, bi)} of k
node pairs, find the minimum cost subgraph H of G such that for each node pair
(ai, bi) ∈ X, there exists a directed path from ui to vi in H. Notice that Steiner
tree problem is also a special case of DGSN problem, which implies that DGSN
problem is a NP-hard problem. The time-space graph G is a directed graph, and our
topology design problem is a special case of DGSN problem with X = {(v0i , vTj )} for
all i, j ∈ [1, n]. In this case, the number of node pairs is k = n2. For the DGSN
problem, the current best approximation guarantee is O(k1/2+ϵ) by [101]. However,
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Figure 4.1: Reduction from (a) the directed Steiner tree problem to (b) my TD prob-
lem on time-space graphs. Here the blue structures are the corresponding solutions
in DST and TD.
their method is very complex.
I now prove the NP-hardness of my TD problem on time-space graphs by using a
reduction from the directed Steiner tree (DST) problem [111], which is a known NP-
hard problem. The DST problem is the following: given a directed graph G = (V,E)
with weights on the edges, a set of nodes Q ⊆ V , and a root node vr, find a minimum
weight out-branching tree T rooted at vr, such that all node in Q are included in T .
Theorem 1. My newly defined topology design problem on time-space graphs is a
NP-hard problem.
Proof. I first show how to reduce the DST problem into our TD problem on time-
space graphs. Given an instance of DST with graph G = (V,E), a root vr, and a
set of nodes Q = {vq1 , vq2 , · · · , vqm} need to reach, I can construct an instance of
TD problem on a time-space graph G as follows. First, all nodes v1, · · · , vn ∈ V will
be the nodes in each snapshot in the time-space G. Assume that D is the longest
hop count of a directed path (no loop) from vr to other nodes, thus D < n. The
constructed time-space G has D + 2 time slots, i.e., D + 3 layers of nodes. For the
first time slot (t = 1), all nodes v0i are connected to v
1
r with cost 0. For the last time
slot (t = D + 2), node vD+2r and nodes v
D+2
qi
are connected to their corresponding
nodes in D + 3 layer, and node vD+2q1 is also connected all other nodes (not vr and
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not in Q) in D + 3 layer. All links in the last time slot have cost of 0. For each of
time slots except for the first and the last, both temporal links and spatial links are
added based on G. All temporal links have cost of 0, while spatial links have the
same costs as those in G. By this construction, it is easy to find a solution of TD
with the same cost in G for any solution of DST in G, and vice versa. Figure 4.1
shows an example with v1 as the root and Q = {v2, v5}. The blue structures are one
set of solutions. Since the construction of G can be done in polynomial time and DST
problem is NP-hard, the TD on time-space graphs is also NP-hard.
4.2 Topology Design for Directed Time-Varying Networks
In this section, I present two efficient algorithms to construct a sparse structure
that fulfills the connectivity requirement over a time-space graph. Both algorithms
are based on greedy algorithms, one has theoretical bound on its performance while
the other one is practically more efficient.
4.2.1 Union of Least Cost Path Algorithm (ULCP)
One naive method for maintaining the network connectivity is to take the union
of several least cost path trees Ti rooted at each node v
0
i at the initial snapshot. Each
tree Ti is the union of least cost paths from v
0
i to v
T
j for j = 1, · · · , n. Obviously,
the resulting graph still keeps the network connectivity. Algorithm 6 shows the detail
algorithm. The time complexity of this method is n×O(|E|+ |V| log(|V|)) = O(Tn3+
Tn2 log(Tn)) since n times of Dijkstra algorithm are running on the time-space graph
with (T + 1)n nodes and at most Tn2 edges. Hereafter, I refer this method as union
of least cost paths method (ULCP).
4.2.2 Greedy Algorithm Based on Least Cost Path
Even though the structure built by the ULCP method can maintain the connec-
tivity over time, it may contain more links than necessary. Therefore, I propose a
new greedy algorithm (as shown in Algorithm 7) to further improve the performance.
The basic idea is quite simple and as follows. Initially, I need to connect n2 pair
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Algorithm 1: Union of Least Cost Path Algorithm
1: H ← ϕ; X = {(v0i , vTj )} for all integer 1 ≤ i, j ≤ n.
2: for all pairs (v0i , v
T
j ) ∈ X do
3: Find the least cost path PG(v
0
i , v
T
j ) in G.
4: if e ∈ PG(v0i , vTj ) and e /∈ H then
5: H = H ∪ {e}.
6: end if
7: end for
8: return H
of nodes in X. In each round I pick the least cost path between a pair nodes in X
which is the minimum among all least cost paths connecting any pair of nodes in X
as shown in Figure 4.2(a). Then I add all edges in this path into H, clear the costs
of these edges to zeros, and remove this pair from X. This procedure is repeated as
shown in Figure 4.2(a)-(c). After n2 rounds, all pair nodes (v0i , v
T
j ) are guaranteed
to be connected by paths in H. It is clear that the output of this method is much
sparser than the one of least cost path tree method. I refer this method as greedy
method based on least cost path (GLCP). The time complexity of this algorithm is
O(Tn5 + Tn4 log(Tn)) since in each round n times of Dijkstra algorithm are running
on the time-space graph and there are n2 rounds.
Algorithm 2: Greedy Algorithm based on Least Cost Path
1: H ← ϕ; X = {(v0i , vTj )} for all i and j in [1, n].
2: while X ̸= ϕ do
3: find the least cost paths for every pair nodes in X,
and assume P (v0i , v
T
j )
has the least cost among these paths.
4: if e ∈ P (v0i , vTj ) then
5: H ← e; c(e)← 0.
6: end if
7: X ← X − (v0i , vTj ).
8: end while
9: return H
Notice that both ULCP and GLCP may not lead to the optimal solution. Fig-
ure 4.3 shows such an example: a network with two nodes (va and vb) and 2 time
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Level 0 Level T+1 Level 0 Level T+1
(a) Step 1 - GLCP (d) Step 1 - GLDB
Level 0 Level T+1 Level 0 Level T+1
(b) Step 2 - GLCP (e) Step 2 - GLDB
Level 0 Level T+1 Level 0 Level T+1
(c) Step 3 - GLCP (f) Step 3 - GLDB
Figure 4.2: Illustrations of Algorithm 7 and Algorithm 3: (a-c) Algorithm 7 repeatly
adds one least cost path into the topology to connect one pair of nodes in X. (d-f)
Algorithm 3 repeatly adds one bunch with least density into the topology to connect
multiple pairs of nodes in X. Both algorithms terminate when all pairs of nodes in
X are connected.
slots. Both ULCP and GLCP generate a structure with total cost 22 as shown in
Figure 4.3(b) (since they will first pick the path/bunch including
−−→
v0bv
1
b and
−−→
v1bv
2
b ),
while the optimal solution is a structure with total cost 20 (Figure 4.3(c)). However,
GLCP and ULCP can perform well when the network is much denser and with more
nodes.
4.2.3 Greedy Algorithm Based on Least Density Bunch
Next, I present another more complex greedy algorithm (as shown in Algorithm 3)
which is inspired by a method proposed by Charikar et al. for directed generalized
Steiner network problem in [34]. The main idea of the algorithm is to find good
bunches repeatedly instead of finding least cost paths repeatedly. Here, a bunch B
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Algorithm 3: Greedy Algorithm based on Least Density Bunch
1: H ← ϕ; k = n2; X = {(v0i , vTj )} for all i and j in [1, n].
2: while X ̸= ϕ do
3: d←∞;B ← ϕ.
4: for all pairs (p, q) ∈ V × V do
5: for all pairs (v0i , v
T
j ) ∈ X do
6: s[v0i , v
T
j ]← c(v0i , p) + c(q, vTj ).
7: end for
8: sort all s[v0i , v
T
j ] in increasing order of s, and let (ul, wl) refer to the lth pair
in this sorted list.
9: for l going from 1 to k do
10: C ← c(p, q) + s[u1, w1] + s[u2, w2] + · · ·+ s[ul, wl].
11: if C/l ≤ d then
12: d← C/l; k1 = l;
13: B ← P (p, q) + P (u1, p) + P (q, w1) + · · ·+ P (ul, p) + P (q, wl).
14: end if
15: end for
16: end for
17: H ← H +B; k = k − k1;
18: X ← X − {(u1, w1), · · · , (uk1, wk1)}.
19: end while
20: return H
28
5
1v
a
2v
v
b
1 v
b
2
a
0v
v
b
0 11
5
5 5
a 5
1v
a
2v
v
b
1 v
b
2
a
0v
v
b
0 11
5
5 5
a 5
1v
a
2v
v
b
1 v
b
2
a
0v
v
b
0 11
5
5 5
a
(a) original time-space graph (b) output of greedy algorithm (c) optimal solution of TD
Figure 4.3: An example: (a) original time-space graph; (b) output of all greedy-based
algorithms (ULCP, GLCP, and GLDB); and (c) optimal solution of topology design.
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Figure 4.4: Illustration of a bunch connecting l pairs of nodes. Here, each arrow
represents a directed least cost path. The total cost of this bunch is c(B) = c(p, q) +
s[u1, w1] + s[u2, w2] + · · ·+ s[ul, wl].
is a structure connected certain pair of nodes in X as shown in Figure 4.4. In this
figure, the edge between any two nodes u and v is a virtual edge which represents the
least cost path P (u, v) from u to v in G. The cost of P (u, v) is c(u, v). I use s[ui, wi]
to represent the cost of P (ui, p) plus P (q, wi). Thus, the total cost of bunch B which
connects l-pair of nodes in X is c(B) = c(p, q) + s[u1, w1] + s[u2, w2] + · · ·+ s[ul, wl].
Further, let d(B) = c(B)/l be the density of this bunch, which implies how much
cost is used to connect l pairs of nodes. The greedy algorithm considers all possible
bunches and greedily selects the bunch with the smallest density in each round. After
a bunch is selected, all edges in the bunch is added to the subgraph H and X is
also updated accordingly. The algorithm terminates until all n2 pairs of nodes are
connected by bunches. The output is the union of selected bunches. Figure 4.2(d-f)
show the procedure. I refer this method as greedy method based on least density bunch
(GLDB).
The time complexity of this algorithm is roughly O(T 2n6 log n), since the outer
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while-loop runs n2 times in the worst case; the outer for-loop runs O(T 2n2) times;
and the sorting can be done in O(n2 log n). Though with larger time complexity than
GLCP and ULCP, GLDB algorithm has a nice property in theory: it can achieve
approximation-guarantee in term of the total cost compared with the optimal solution.
In [34], Charikar et al. proved that the greedy algorithm based on bunch selection
can give an approximation ratio of O(k2/3 log1/3 k) for the directed generalized Steiner
network problem. Therefore, I have the following theorem for my topology design
problem, since k = n2.
Theorem 2. Algorithm 3 (GLDB) gives an approximation ratio of O(n4/3 log1/3 n)
for the topology design problem in directed time-space graph.
Notice that Algorithm 3 will also lead to the non-optimal solution for the example
shown in Figure 4.3.
4.3 Topology Design for Undirected Time-Varying Networks
So far I consider a directed time-varying network where the static graph in each
snapshot Gt is a directed graph. Therefore, directed links
−−−→
vt−1i v
t
j and
−−−→
vt−1j v
t
i in the
time-space graph G are independent to each other and have individual costs. In other
words, it is possible that only one of such link exists in G (as the example in Figure 4.3)
or c(
−−−→
vt−1i v
t
j) ̸= c(
−−−→
vt−1j v
t
i) even they both exist. Similarly, the output of topology design
algorithm can only use one of these two links in the resulting topology (as shown in
Figure 3.3). However, in some network applications, the connection between nodes
is necessary to be symmetric and undirected. Therefore, in this section, I consider
an undirected delay-tolerant network where each Gt is an undirected graph. For each
edge vtiv
t
j in G
t, it only has one cost. Let cti,j represent this cost. In this situation,
both directed links
−−−→
vt−1i v
t
j and
−−−→
vt−1j v
t
i in the time-space graph need to be kept or
removed simultaneously. The cost of such two links is just one value cti,j instead of
two values. Notice that the time-space graph G is always a directed graph. Here
undirected or directed is for the static graph of Gt in each snapshot. To make the
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proposed algorithms work on the undirected delay-tolerant networks, I then propose
two methods to convert the undirected network into a directed network.
4.3.1 Converting Method One - Double Cost
The first method is straightforward. Consider the sequence of static undirected
graph {Gt}. For an undirected link vtivtj ∈ Gt, I set the costs of the corresponding
pair of spatial links (
−−−→
vt−1i v
t
j and
−−−→
vt−1j v
t
i) both to c
t
i,j (as shown in Figure 4.5(a)). I
call this converted time-space graph G. Then proposed methods can be still applied.
If the output of such algorithm only uses one of the spatial links, we add the other
in the final output too. Notice that now the cost considered by my algorithm for
path/bunch selection (or the total cost of the output structure) is different from the
real cost to support such structure.
Next, I prove an important lemma which can still guarantee the approximation of
my approach.
Lemma 1. For topology design problem, the cost of optimal solution OptA in the
original undirected graph {Gt} is less than or equal to twice of that of optimal solution
OptB in the converted time-space graph G.
Proof. Consider the solution of OptB first. If
−−−→
vt−1i v
t
j ∈ OptB but
−−−→
vt−1j v
t
i /∈ OptB, I can
construct a new solution SB by adding
−−−→
vt−1j v
t
i into OptB. Clearly, c(SB) ≤ 2c(OptB).
Notice that from this new solution SB, I can construct a feasible solution SA of the
topology design problem in the original undirected graph {Gt} by keeping vtivtj ∈ SA
if and only if both
−−−→
vt−1i v
t
j and
−−−→
vt−1j v
t
i are in SB. It is clear that c(SA) ≤ c(SB) since
the total cost of SA only counts one cost for both directed links. At last, since OptA is
the optimal solution of the topology design problem in the original undirected graph,
c(OptA) ≤ c(SA). Therefore, c(OptA) ≤ c(SA) ≤ c(SB) ≤ 2c(OptB).
This lemma implies that Algorithm 3 can still achieve O(n4/3 log1/3 n) for the
topology design problem in undirected graph by using my converting method one.
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Figure 4.5: Illustration of construction of spatial links in the time-space graph: (a)
converting method one - doubling the cost; (b) converting method two - adding new
nodes.
4.3.2 Converting Method Two - New Graph
The second method converts the sequence of static undirected graph {Gt} into a
new time-space graph by introducing new nodes. For a undirected link vtiv
t
j ∈ Gt, I
first add two new nodes vt−1ij at (t−1)th layer and vtij at tth layer. Then five directed
links
−−−−−→
vt−1i v
t−1
ij ,
−−−−−→
vt−1j v
t−1
ij ,
−−→
vtijv
t
i ,
−−→
vtijv
t
j,
−−−−→
vt−1ij v
t
ij are added in the time-space graph. The
costs of the first four links are set to zero, while c(
−−−−→
vt−1ij v
t
ij) = c
t
i,j. Figure 4.5(b)
illustrates this procedure. It is obvious that there is one-to-one mapping between the
constructed time-space graph and the original undirected network. Then our proposed
methods can be directly applied on the constructed directed time-space graph and
their output can be easily converted back to an undirected topology for the undirected
graph sequence. The only drawback of this method is introducing additional nodes
and links which may increase the size of the input for my algorithms.
4.4 Summary
In this chapter, I first study the TD problem in directed graph. I analyze the
hardness of the problem and prove that it is NP-hard. Then I propose several greedy-
based algorithms to solve the problem. I then show two methods to covert undirected
time-space graph to be directed and solve it with the some algorithms.
CHAPTER 5: COST-EFFICIENT TD FOR TIME-VARYING NETWORKS
In this chapter, I study the cost-efficient topology design (CETD) problem defined
in Section 3.2.2. I first show that classic topology design methods for static graph
do not work for this new problem and then propose three efficient topology design
methods which can significantly reduce the total cost of topology while maintaining
the connectivity and cost-efficiency over time.
5.1 Hardness of CETD Problem
The cost-efficient topology design problem for time-space graph is much harder
than that for a static graph. For a static graph without time domain, there are
several efficient methods to construct a spanner (such as [28–31, 33] for unit disk
graphs using geometric properties or [102] for general weighted graphs). However,
in a time-evolving DTN modeled by a time-space graph, simply applying spanner
methods for unit disk graph in each time slot is not feasible since the the network
in each single snapshot may not be connected at all. On the other hand, the classic
greedy method for general graph [102] over the whole time-space graph is neither
a solution of CETD. The greedy method basically sorts all links in term of their
cost, then in increasing order of cost it adds link uv into H if dH(u, v) ≥ δdG(u, v).
However, in the time-space graph G, each link vti , vt+1j is the only path connected vti
and vt+1j , thus the greedy algorithm will keep all links of G in H. This is unacceptable
for CETD. Actually, The TD problem is a special case of CETD problem where δ
is set to be infinity. I showed that TD is also very challenging problem by linking
it to a well-known NP-hard problem, directed generalized Steiner network (DGSN)
problem [34,101].
33
5.2 Cost-Efficient Topology Design Algorithms
In this section, I propose three efficient algorithms to construct a sparse structure
that fulfills the connectivity and spanner requirements over a time-space graph. For
all algorithms, the inputs are the original graph G, the required spanning ratio δ ≥ 1,
and the output is a subgraph H of G.
5.2.1 Union of Least Cost Path Algorithm (ULCP)
Notice that the ULCP can maintain the cost-efficient paths between any two
nodes over the time period T , since it keeps all the least cost paths from v0i to v
T
j
for i, j = 1, · · · , n. Obviously, the resulting structure satisfies the spanner property,
since δ ≥ 1. Algorithm 6 shows the detail algorithm.
5.2.2 Greedy Algorithm to Delete Links (GDL)
The second algorithm is a greedy algorithm. The basic idea is deleting edges
from input graph (either the original graph or the output graph from ULCP) in a
decreasing order based on link cost. Link vtiv
t+1
j is removed if without this link the
subgraph H is still a δ−spanner of the original graph G. Algorithm 9 shows the
detail, we denote this algorithm as GDL hereafter. The time complexity analysis is
straightforward. The sorting could be done in O(n2T log(n2T )) with O(n2T ) links.
The for loop includes n2T rounds of computations of least cost paths. Thus, the
time complexity of this part is O(n2T · n2T (log(nT ) + n)) = O(n4T 2(log(nT ) + n)).
Therefore, total time complexity of GDL is also in order of O(n4T 2(log(nT ) + n)),
which is much higher than that of ULCP. Notice that since the output of ULCP is
much sparser than the original graph, if I use it as the input of GDL it will save
certain computations.
5.2.3 Greedy Algorithm to Add Links (GAL)
The third algorithm is also a greedy algorithm which starts from building a con-
nected sparse structure and then adds more links into it to satisfy the spanner prop-
erty. It includes two steps. In the first step, I try to connect n2 pair of nodes in
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Algorithm 4: Greedy Algorithm to Delete Links
1: H ← G.
2: Sort all links in link set E of G based on their costs.
3: for all e ∈ E (processed in decreasing order of costs) do
4: if max1≤i,j≤n{
dH−{e}(v
0
i ,v
T
j )
dG(v
0
i ,v
T
j )
} ≤ δ then
5: H = H− {e}.
6: end if
7: end for
8: return H
X = {(v0i , vTj )} for all integer 1 ≤ i, j ≤ n. In each round I pick the least cost path
between a pair nodes in X whose cost is the minimum among all least cost paths
connecting any pair of nodes in X, add all links in this path into H, clear their link
costs to zeros, and remove this pair from X. After n2 rounds, I have a structure
H which connects all pairs of (v0i , vTj ). In the second step, for each pair (v0i , vTj ), I
calculate its least cost path in H. If the cost of PH(v0i , vTj ) is greater than δ times
of the cost of PG(v
0
i , v
T
j ) in the original graph, I directly add the links in this least
cost path into H. See Algorithm 10 for detail. Hereafter, I denote this method as
GAL. The complexity of GAL is less than the one of GDL algorithm. Both steps
need n2 · O(n2T (log(nT ) + n)) time since they both run computation of least cost
paths for n2 rounds. Therefore, the total time complexity is O(n4T (log(nT ) + n)).
5.3 Summary
In this chapter, I study the cost efficient topology design problem CETD. Since
the problem is NP-hard, I propose three greedy-base algorithms which can signifi-
cantly reduce the cost of the topology while maintain the connectivity and guarantee
spanning ratio of the network.
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Algorithm 5: Greedy Algorithm to Add Links
1: H ← ϕ; X = {(v0i , vTj )} for all integer 1 ≤ i, j ≤ n.
2: while X ̸= ϕ do
3: find the least cost paths for every pair nodes from X in G, and assume
PG(v
0
i , v
T
j ) has the least cost among these paths.
4: if e ∈ PG(v0i , vTj ) then
5: H = H ∪ {e}; c(e)← 0.
6: end if
7: X = X − (v0i , vTj ).
8: end while
9: Recover all link costs of G to their original values.
10: for all (v0i , v
T
j ), 1 ≤ i, j ≤ n do
11: if dH(v
0
i , v
T
j ) > δ · dG(v0i , vTj ) then
12: Add all links e ∈ PG(v0i , vTj ) into H if e /∈ H.
13: end if
14: end for
15: return H
CHAPTER 6: RELIABLE TD FOR TIME-EVOLVING NETWORKS
In this chapter, I study the reliable topology design problem in time-space graphs
defined in Section 3.2.3. I first show my methods to calculate the combined reliability
between a pair of nodes for both single-copy and broadcast routing in the time-space
graph. Then I show this RTD problem is NP-hard, and then propose several greedy-
based topology design methods which can significantly reduce the total cost of the
topology over time-space graph while maintain the required reliability.
6.1 Reliability of DTN Topology over Unreliable Links
To consider the reliability of lossy wireless links or unperfected link predications,
I also define a reliable probability r(e) for each link e ∈ E , which represents the
probability of a successful data transmission over link e. The unreliability of the link
could come from either link failure due to lossy wireless signal or poor predication of
future links. Here, I assume that the reliable probability of each link can be obtained
through link estimation techniques at the link and physical layers [104] or mobility
predication techniques [105,106].
Figure 6.1(a) illustrate a simple time-space graph with just two devices. The label
of each link e is the pair of cost and reliability, i.e., (c(e), r(e)). For example, in the
first time slot, the cost of spatial link
−−→
v0av
1
b is 3 and its reliability is 0.6. Given the
reliability of each link, I can then define the reliability of a path P or a structure H. In
this dissertation, two different types of reliability are considered for DTN topologies:
one for single-copy DTN routing, the other for flooding-based DTN routing.
In a single-copy DTN routing, there is only one copy of each message in the
network. When a node with a message meets other nodes, it just picks one node as
the forwarding node to relay the message or keeps holding the message. Therefore,
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Figure 6.1: Examples of reliable topology design (a) the original space-time graph G
with total cost 22, unicasting reliability 0.36, and broadcasting reliability 0.52; (b) a
connected topology H1 with total cost 6, unicasting reliability 0.25, and broadcast-
ing reliability 0.25; and (c) a connected topology H2 with total cost 12, unicasting
reliability 0.36, and broadcasting reliability 0.4. Here, links are labeled by (cost,
reliability), and green links are removed links from G.
the resulting propagation path of a message is basically a single time-space path in
G. Given a path P (u, v) connecting nodes u and v, the reliability of P (u, v) is the
production of reliability of all links in that path. For example, the path v0a → v1a → v2b
in Figure 6.1(a) has reliability of 0.5 × 0.8 = 0.4. For a given routing topology H,
I can define the most reliable path PHr (u, v) as the path from u to v in H with the
highest reliability. Let rH(u, v) = Πe∈PHr (u,v)r(e) be the reliability of path P
H
r (u, v).
For example, between v0a and v
2
b in Figure 6.1(a), v
0
a → v1b → v2b is the most reliable
path with reliability of 0.6 × 1.0 = 0.6. Then the reliability of the topology H is
defined as follows:
r(H) = min
1≤i,j≤n
rH(v0i , v
T
j ). (6.1)
The reliability of structures shown in Figure 6.1(a), (b) and (c) are 0.36, 0.25 and 0.36
respectively. Notice that it is easy to calculate r(H) given H by using any shortest
path algorithms. Hereafter, I call this type of reliability unicasting reliability.
Empirical and analytical studies [107, 108] have shown that allowing multiple
copies propagation in DTN routing can significantly improve the chances of successful
delivery. The simplest multi-copies DTN routing is flooding routing or epidemic rout-
ing [22, 123], where a node with a message will relay it to every node it encounters.
This type of flooding-based routing protocols propagate the copies of the message
via multiple paths which leads to larger reliability. Therefore, I define a new type of
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reliability, broadcasting reliability, as follows. For a given source-destination pair u, v
in H, the rH(u, v) is the probability that a packet sent from node u over the routing
topologyH reaches node v under flooding-based DTN routing. To efficiently calculate
the pair-wise broadcasting reliability is not an easy job. Actually, it is known that
the computation of such reliability over general graphs is a problem of NP-hard [110].
Fortunately, the time-space graph in my model is a very special directed acyclic graph
where all paths from the sources to the destinations are T hops and there is not any
loop. This property allows us to compute the reliability rH(u, v) efficiently by using
dynamic programming. I will present such an algorithm in Section 6.4. With rH(u, v),
the definition of the reliability of H is straightforward and same as Equation (6.1).
The broadcasting reliability of structures shown in Figure 6.1 (a), (b) and (c) are 0.52,
0.25 and 0.4 respectively, which are larger than or equal to their unicasting reliability.
6.2 Hardness of RTD Problem
Notice that the topology design problem for time-space graph even without relia-
bility requirement is much harder than the one for a static graph. Plus the reliability
requirement, the reliable topology design problem becomes more challenging.As I
have proven the topology design problem studied in Chapter 4 is NP-hard, and it a
special case of RTD. If I set each link’s reliability to be 1, it become TD problem,
thus the RTD problem is also NP-hard.
6.3 Reliable TD for Single-Copy DTN Protocols
Since RTD over time-space graphs is NP-hard, I now propose five different heuris-
tics to construct a sparse structure that fulfills the connectivity and reliability require-
ments over time for single-copy DTN routing protocols. The first three heuristics are
based on minimum cost reliable routing, while the other two are based on greedy
algorithms. For all algorithms, the inputs are the original graph G and reliability
requirement γ ≤ 1, and the output is a subgraph H of G.
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6.3.1 Heuristics Based on Min Cost Reliable Path
One natural idea to construct a low-cost reliable subgraph, which guarantees the
route reliability between any two nodes over the time period T , is keeping all the
minimum cost reliable paths from v0i to v
T
j for i, j = 1, · · · , n in G. Here the minimum
cost reliable path connecting u and v, denoted by P Gcr(u, v), is the path with the least
cost among all paths between u and v which have reliability larger than or equal to γ.
Obviously, if I can find such paths for every pair of source and destination, the union of
all them satisfies the reliability requirement of my topology design problem. However,
to find the shortest path with additional constrains in a graph itself is also a well
known NP-hard problem, called restricted shortest path problem [115,116]. Therefore,
in this dissertation, I use one of the existing heuristics for restricted shortest path,
Backward-Forward method (BFM) by Reeves and Salama [117].
The basic idea of Backward-Forward method is quite simple. Assume I want to
find a reliable path from s to t. BFM first determines the least-cost path (LCP) and
themost reliable path (MRP) from every node u to t. It then starts from s and explores
the graph by concatenating two segments: (1) the so-far explored path from s to an
intermediate node u, and (2) the LCP or the MRP from node u to t. BFM simply
uses Dijkstras algorithm with the following modification in the relaxation procedure:
a link uv is relaxed if it reduces the total cost from s to v while its approximated
end-to-end reliability obeys the reliability constraint. The computational complexity
of the BFM is basically three times that of Dijkstra’s algorithm. Let P GBFM(u, v) as
the resulting path from u to v based on BFM. Notice that P GBFM(u, v) is not optimal
for restricted shortest path, i.e., not the minimum cost reliable path connecting u and
v in G. However, based on simulation study by Kuipers et al. [118], BFM is one of
the most efficient methods among all existing methods, it has small execution time
and often generates good quality path compared with the optimal.
With Backward-Foward method, my first heuristic approach is to find a “mini-
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mum” cost reliable path for each pair of source and destination and take the union
of them to form the subgraph which guarantee the overall reliability. Algorithm 6
shows the detailed algorithm. Its time complexity is O(n2T (log(nT ) + n)) since I
only need to compute n2 minimum cost reliable paths of G (with O(nT ) nodes and
at most O(n2T ) links). This can be easily achieved by running 3n times of Dijkstra’s
algorithm whose complexity is O(nT (log(nT )+n)). Hereafter, I refer this method as
union of minimum cost reliable path algorithm (UMCRP).
Algorithm 6: Union of Min Cost Reliable Path (UMCRP)
1: H ← ϕ; X = {(v0i , vTj )} for all integer 1 ≤ i, j ≤ n.
2: for all pairs (v0i , v
T
j ) ∈ X do
3: Find the “minimum” cost reliable path P GBFM(v
0
i , v
T
j ) in G using
Backward-Forward method.
4: if e ∈ P GBFM(v0i , vTj ) and e /∈ H then
5: H = H ∪ {e}.
6: end if
7: end for
8: return H
However, the structure built by the above method may contain more links than
necessary. Therefore, I propose a new greedy algorithm (as shown in Algorithm 7)
to further improve the performance. The basic idea is quite simple and as follows.
Initially, I need to connect n2 pair of nodes in X. In each round I pick the min-
imum cost reliable path between a pair nodes in X which is the minimum among
all minimum cost reliable paths connecting any pair of nodes in X. Then I add all
links in this path into H, clear the costs of these links to zeros, and remove this pair
from X. This procedure is repeated until all pair nodes (v0i , v
T
j ) are guaranteed to
be connected by reliable paths in H. It is clear that the output of this method is
much sparser than the one of UMCRP method. I refer this method as greedy method
based on minimum cost reliable path (GMCRP). The time complexity of this algo-
rithm is O(Tn5 + Tn4 log(Tn)) since in each round 3n times of Dijkstra’s algorithm
are running on the time-space graph and there are n2 rounds.
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Algorithm 7: Greedy Algorithm with Min Cost Reliable Path (GMCRP)
1: H ← ϕ; X = {(v0i , vTj )} for all i and j in [1, n].
2: while X ̸= ϕ do
3: Find the minimum cost reliable paths for every pair nodes in X using BFM in
G, and assume PBFM(v0i , vTj ) has the least cost among these paths.
4: if e ∈ PBFM(v0i , vTj ) then
5: H ← e; c(e)← 0.
6: end if
7: X ← X − (v0i , vTj ).
8: end while
9: return H
Algorithm 8: Least Cost Path or Min Cost Reliable Path (LCP/MCRP)
1: H ← ϕ; X = {(v0i , vTj )} for all integer 1 ≤ i, j ≤ n.
2: for all pairs (v0i , v
T
j ) ∈ X do
3: Find the least cost path P Gc (v
0
i , v
T
j ) in G.
4: if e ∈ P Gc (v0i , vTj ) and e /∈ H then
5: H = H ∪ {e}.
6: end if
7: end for
8: for all pairs (v0i , v
T
j ) ∈ X do
9: if rH(v0i , v
T
j ) < γ then
10: Add all links e ∈ P GBFM(v0i , vTj ) into H if e /∈ H.
11: end if
12: end for
13: return H
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The third method basically combines the least cost path and the minimum cost
reliable path. It includes two steps. In the first step, I connect n2 pair of nodes in
X = {(v0i , vTj )} for all integer 1 ≤ i, j ≤ n by adding all of the least cost paths between
them. After this step, I have a structure H which connects all pairs of (v0i , vTj ) but
may not satisfy the reliability requirements yet. In the second step, for each pair
(v0i , v
T
j ), I calculate its reliability in H. If the cost of rH(v0i , vTj ) is less than γ, I
directly add the links in the minimum cost reliable path between this two nodes in G
into H. See Algorithm 8 for detail. Hereafter, I denote this method as LCP/MCRP.
Both steps of LCP/MCRP need n2 · O(n2T (log(nT ) + n)) time since they both run
computation of shortest paths for O(n2) rounds. Therefore, the total time complexity
is O(n4T (log(nT ) + n)).
6.3.2 Greedy-based Heuristics
Both the fourth and fifth algorithms are based on the same greedy principle,
deleting or adding edges in order and checking whether the reliability is achieved or
void.
The basic idea of the fourth method is deleting edges from input graph (either the
original graph G or the output graph from the first two algorithms) in a decreasing
order based on link cost. Link vtiv
t+1
j is removed if without this link the subgraph H
can still achieve reliability of γ. Algorithm 9 shows the detail, I denote this algorithm
as GDL hereafter. The time complexity analysis is straightforward. The sorting
could be done in O(n2T log(n2T )) with O(n2T ) links. The for -loop includes n2T
rounds of computations of shortest paths. Thus, the time complexity of this part is
O(n2T ·n2T (log(nT )+n)) = O(n4T 2(log(nT )+n)). Therefore, total time complexity
of GDL is also in order of O(n4T 2(log(nT ) + n)), which is much higher than those of
methods based on minimum cost reliable path. Notice that since the outputs of my
first two algorithms are much sparser than the original graph, if I use them as the
input of GDL it will save certain computation.
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Algorithm 9: Greedy Algorithm to Delete Links (GDL)
1: H ← G.
2: Sort all links in link set E of G based on their costs.
3: for all e ∈ E (processed in decreasing order of costs) do
4: if r(H− {e}) ≥ γ then
5: H = H− {e}.
6: end if
7: end for
8: return H
Algorithm 10: Greedy Algorithm to Add Links (GAL)
1: H ← ϕ; X = {(v0i , vTj )} for all integer 1 ≤ i, j ≤ n.
2: for all pairs (v0i , v
T
j ) ∈ X do
3: Find the least cost path P Gc (v
0
i , v
T
j ) in G.
4: if e ∈ P Gc (v0i , vTj ) and e /∈ H then
5: H = H ∪ {e}.
6: end if
7: end for
8: for all e ∈ E but /∈ H (processed in increasing order of costs) do
9: if r(H) < γ then
10: H = H + {e}.
11: end if
12: end for
13: return H
The fifth algorithm is also a greedy algorithm but processes links in the reverse
order compared with the fourth algorithm. It starts from building a connected sparse
structure and then adds more links into it to satisfy the reliability requirement. It
also includes two steps. In the first step, again I take the union of all least cost paths
between (v0i , v
T
j ) for all integer 1 ≤ i, j ≤ n as H. In the second step, remaining
links are processed in the increasing order of cost. Link vtiv
t+1
j is added to H if the
current subgraph H cannot achieve reliability of γ yet. See Algorithm 10 for detail.
Hereafter, I denote this method as GAL. The complexity of GAL is the same as the
one of GDL (O(n4T 2(log(nT ) + n))) since the second step is almost the same with
GDL and the first step cost less time.
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6.4 Reliable TD for Flooding-based DTN Protocols
In the above RTD heuristics, I consider the unicasting reliability of a topology
for single-copy DTN routing protocols. If multiple copies are allowed during the
DTN propagation, the reliability of the topology (the probability of success DTN
delivery over the topology) will increases. Therefore, in this section, I study the RTD
heuristics under broadcasting reliability for flooding-based DTN protocols.
I first introduce a dynamic programming algorithm (DP) to compute the broad-
casting reliability rH(u, v) of a structure H for a given source-destination pair u, v.
Even though such problem is NP-hard in general graphs [110], the nice loop-free
property of my time-space graph model allows us to compute the reliability very effi-
ciently with a dynamic programming algorithm. Basically, for any node vti in H, its
broadcasting reliability from a source node s can be calculated as follows:
rH(s, vti) = 1−
∏
−−−−→
vt−1j v
t
i∈H
(1− rH(s, vt−1j )r(
−−−→
vt−1j v
t
i)).
For example, in Figure 6.1(c), rH2(v0a, v
2
a) = 1 − (1 − 0.5 × 0.5)(1 − 0.6 × 0.6) =
0.52. Given the structure H, starting from a source node, the dynamic programming
algorithm can compute the broadcasting reliability of all other nodes within time of
O(nT (log(nT ) + n)). Notice that the time complexity of DP algorithm is the same
with that of Dijkstra’s algorithm. I use this DP as a building block in my two RTD
heuristics.
Notice that with broadcasting reliability, the union of minimum cost reliable paths
or the union of most reliable paths based on unicasting reliability between all source-
destination pairs may not achieve the required broadcasting reliability. In addition,
there is no effect algorithm to generate a multi-path structure which can minimize
the cost while guarantee the reliability for a given source-destination. Therefore, the
only possible heuristics I have are two greedy based algorithms (Algorithm 9 and
Algorithm 10). Both algorithms can be used for broadcasting reliability. The only
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difference is now using the DP algorithm to check the reliability of a topology.
6.5 Summary
In this chapter, I study the reliable topology design problem in DTN modeled
by a probabilistic time-space graph. I first show the problem is NP-hard. And then
propose a set of heuristic algorithms which reduce the cost of topology while maintain
the reliability of paths over time.
CHAPTER 7: SIMULATIONS
To evaluate my topology design algorithms in time-varying networks, I have con-
ducted some simulations and are planning to extend my simulations for more advanced
work. In this chapter I introduce a topology simulator developed by our research team
and present extensive simulation results.
7.1 Our Topology Simulator
I have developed a simple simulator in java for our proposed topology design
problems. Since our work focuses on topology design of wireless networks, I ignore all
details on networking layers and simply assume idea MAC layer and perfect shortest
path routing protocol. Our simulations only focus on graphs representing network
topologies and topology design or routing algorithms on these graphs.
In our simulator, I model a network as a graph, in which an edge representing a link
in the network, and a node representing a wireless device. Various classes of graph are
defined to represent different types of wireless networks, such as directed or undirected
graphs to represent heterogenous or homogenous wireless networks, unit disk graphs,
or arbitrary graphs to simulate networks of different distribution. The simulator also
defines various classes for different type nodes and edges. In our simulation a node
can hold information of position, list of neighbors, transmission power and can be
extended to include other properties to consider in simulation. An edge could be
directed or undirected, weighted or unweighted. I simulate interference between any
nodes by defining interference range for each node , and detecting when nodes are
within each other’s interference range. With this design, it is possible to simulate
various properties of a node or link by setting the attributes of the corresponding
objects. The simulator can generate random graphs or load real-world wireless tracing
47
data and format it as a time-space graph for further use.
I have also implemented the basic algorithms I need during our simulations, such
as algorithm of single source shortest path, algorithms to construct broad first search
tree and connected dominating set. And when performing a topology design algorithm
on a graph, I can track the whole procedure of the algorithm and record performance
metrics such as the total cost, total edge number and spanning ratio of the graph
generated by topology design algorithms.
7.2 Simulations for TD
I have conducted extensive simulations to evaluate the performance of my methods
for TD problem presented in Chapter 4. In this section, I present the simulations
settings and results which verified the efficiency of my methods.
7.2.1 Simulation Settings and Metrics
I will evaluate my proposed topology design algorithms, namely, Greedy Algo-
rithm with Least Cost Path (GLCP) and Greedy Algorithm with Least Density Bunch
(GLDB), by comparing their performances with Least Cost Path Tree method (ULCP).
We implement all these three algorithms in a simulator developed by our group. The
underlying time-evolving networks are either randomly generated from random graph
model or directly extracted from Cambridge Haggle tracing data [35]. All the net-
works are directed DTNs, thus I only test my algorithms on directed networks in this
section. In all simulations, I take two metrics as the performance measurement for
any topology design algorithm:
• Total Cost: the total cost of the constructed topology H (output of the algo-
rithm), i.e., c(H) =
∑
e∈H c(e).
• Total Number of Edges: the total number of edges in the constructed H,
i.e., |H|. Here, |G| denotes the number of edges of graph G.
For all the simulations, I repeat the experiment for multiple times and report the
average values of these metrics. It is clear that a desired topology should have small
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(a) ULCP (b) GLCP (c) GLDB
(d) ULCP (e) GLCP (f) GLDB
Figure 7.1: Topologies generated over the same random network: green links are
removed links from the original graph G, while black links are the ones kept by each
algorithm. (a-c): p = 0.1, (d-f): p = 0.8.
total cost and small number of edges.
7.2.2 Simulations on Random Networks
I first generate a sequence of static random graphs {Gt} to represent the time-
evolving DTN. Here, I first consider a DTN with 10 nodes (n=10) and spreading over
10 time slots (T = 10). For each time slot t, I randomly generate the graph Gt using
the classical random graph generator. Basically, for each pair of nodes vi, vj, I insert
the edge of −−→vivj with a fixed probability p. The cost of each inserted edge is randomly
chosen from 1 to 5. After generating {Gt}, I convert it into its corresponding time-
space graph G with n(T+1) nodes. Then all three topology design algorithms (ULCP,
GLCP, GLDB) take the same G as the input.
Figure 7.1 shows the constructed topologies in time-space graph format from all
three algorithms when p = 0.1 and 0.8. It is clear that GLCP selects fewer edges than
the other two algorithms. However, all of them can remove large portions of links to
save energy while guarantee the connectivity over time-space graph (there are paths
from all nodes in the first time slot to those in the last time slot). Notice that when
the density of network is larger (with larger p), such saving is more visible.
I then increase the network density by rising p from 0.1 to 1.0. Small value of
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Figure 7.2: Simulation results on random networks with different density. The cost (or
edge number) of H is divided by the cost (or edge number) of G, which illustrates how
much saving achieved by the topology design algorithm, compared with the original
network without topology design.
p leads to a sparse DTN, and p = 1.0 implies that the topology in each time slot
is a complete graph. For each setting, I generate 50 random networks and report
the average performance of topology design among them. Figure 7.2 shows the ratio
between the total cost/number-edges of the generated graphH and that of the original
graph G when p increases. This ratio implies how much saving achieved by the
topology design algorithm, compared with the original network without topology
design. From the results, all topology design algorithms can significantly reduce
the cost of maintaining the connectivity. Even with the least density (p = 0.1), all
algorithms can save more than 50% cost and around 50% edges. For p = 1.0, more
than 95% cost is saved. In most cases, GLDB and GLCP can achieve better efficiency
50
than ULCP. However, GLCP has a clear advantage over GLDB. Even though GLDB
has the theoretical approximation bound, GLCP performs much better in practice.
With increasing density of the network, the ratio of cost decreases. This indicates that
more saving can be achieved by all topology design algorithms with dense networks.
I also preform simulations on networks with different size and different time length.
The results and conclusions are similar, thus they are ignored here due to space limit.
7.2.3 Simulations on Tracing Data
Recently, there are tremendous efforts in the wireless network research community
on measuring, recording, and releasing tracing data from real-world wireless network-
ing systems. Taking such advantage, I also use real-world wireless tracing data to
evaluate my topology design algorithms. Particularly, I select a data set from the
Cambridge Haggle data set [35] which is available at CRAWDAD [103]. In this data
set, connections among 78 mobile iMote Bluetooth nodes carried by researchers and
additional 20 stationary nodes are recorded over 4 days during IEEE Infocom 2006.
In my simulations, I only consider the 78 mobile nodes and the first half of the
period in the tracing data. I divide the time period of the tracing data into 50 time
slots. For each time slot t, if there is a contact trace which is overlapping with this
slot, I add a spatial link between the two corresponding nodes in Gt. For each round
of simulation, I extract a slice of the network which contains 10 mobile nodes. Costs
are again randomly generated from 1 to 5 for both spatial and temporal links. Then
topology design algorithms are performed over these 10-node DTNs. Figure 7.3 shows
two examples of those networks. One is relatively sparse and the other is dense.
In my simulation, 13 rounds of simulations are conducted and average measure-
ments are plotted in Figure 7.4. The same conclusions can be drawn from these re-
sults: (1) all algorithms can reduce the cost remarkably (more than 95%); (2) ULCP
uses the largest cost among three methods, while GLCP has the best performance in
practice.
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Figure 7.3: Topologies generated over two 10-node/50-timeslot time-evolving net-
works from Cambridge Haggle [35] tracing data. Here green links are removed links
by the algorithm, while black links are the links in the resulting topology. It is clear
that more cost can be saved for denser networks.
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Figure 7.4: Simulation results on networks from Cambridge Haggle [35] tracing data.
Results are averages over 13 small networks.
7.3 Simulations for CETD
I have conducted extensive simulations to evaluate my proposed algorithms de-
voted to the CETD problem. I implement and test the following five algorithms:
ULCP (Algorithm 6), GDL (Algorithm 9 running on the original graph G), GDL-
ULCP (Algorithm 9 running on the output of ULCP), GAL (Algorithm 10), and
GLCP (a least cost path based greedy algorithm for TDC problem, basically is the
first half of GAL [Lines 1-8 of Algorithm 10]). Recall that UPS has a fix spanning
ratio 1 since it preserve the least cost paths for all pairs of nodes in X. GLCP al-
gorithm builds a connected topology over time but do not have bounded spanning
ratio. I use it as a reference to my proposed algorithms.
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7.3.1 Simulation Settings and Metrics
During my simulations, the underlying time-evolving networks are either randomly
generated from random graph model or directly extracted from Cambridge Haggle
tracing data [35]. In all simulations, I take three metrics total cost, number of edges
and spanning ratio as the performance measurement for any algorithm devoted to
cost-efficient topology design problem. The total cost and number of edges are defined
and used as metrics for the TD problem. And the additional metrics spanning ratio
is defined as following:
• Spanning Ratio: max1≤i,j≤n{
dH(v
0
i ,v
T
j )
dG(v
0
i ,v
T
j )
}.
Recall that the objective of my topology design methods is to construct topology
structures with small total cost, small edge number and small spanning ratio. For all
the simulations, I repeat the experiment for multiple times and report the average
values of these metrics.
7.3.2 Simulations on Random Networks
I first generate a sequence of static random graphs {Gt} to represent the time-
evolving DTN. Here, I first consider a DTN with 10 nodes (n=10) and spreading over
10 time slots (T = 10). For each time slot t, I randomly generate a static graph Gt
using the classical random graph generator. Basically, for each pair of nodes vi, vj, I
insert the edge of −−→vivj with a fixed probability p. Small value of p leads to a sparse
DTN, and p = 1.0 implies that the topology in each time slot is a complete graph.
After generating {Gt}, I convert it into its corresponding time-space graph G with
n(T +1) nodes. The cost of each inserted edge is randomly chosen from 1 to 50. Then
I perform proposed topology design algorithms on G. For each setting, I generate 100
random networks and report the average performance of topology design algorithms
among them.
For the first set of simulations, I increase the network density by rising p from 0.1
to 1.0, and keep spanning ratio requirement δ at 1.4. Figure 7.5(a) and (b) show the
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Figure 7.5: Simulation results on random networks with different density and δ = 1.4.
(a)-(b): The cost (or edge number) of H is divided by the cost (or edge number) of
G, which illustrates how much saving achieved by the topology design algorithm,
compared with the original network without topology design. (c): The spanning
ratio shows the path efficiency of H compared with G.
ratios between the total cost/number-edges of the generated graph H and that of the
original graph G when p increases. This ratio implies how much saving achieved by
the topology design algorithm, compared with the original network without topology
design. From the results, all topology design algorithms can significantly reduce
the cost of maintaining the connectivity. Even with the least density (p = 0.1), all
algorithms can save more than 50% cost and around 50% edges except ULCP. For
p = 1.0, more than 95% cost is saved. When the network is denser, the saving of
topology design is larger. Overall, ULCP has the largest cost and edge number, whille
LCP usually has the least. Figure 7.5(c) shows the spanning ratios of all methods.
Clearly, LCP is the only algorithm cannot satisify the spanning ratio requirement
δ = 1.4. ULCP can always achieve spanning ratio of 1 but with higher cost than
other algorithms. The other three algorithms have very close performance in total
cost. GDL-ULCP has lower spanning ratio than GDL and GAL, yet they are all
bounded by δ.
In the second set of simulations, I fixed the network density p = 0.2 and run my
algorithms with defferent spanning ratio requirement δ = 1.0 to 2.0. From results
shown in Figure 7.6, I can observe that with tighter spanning ratio requirement my
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Figure 7.6: Simulation results on random networks with fixed network density p = 0.2
and varying spanner ratio.
topology algorithms use higher cost and larger edge number. When the spanning
ratio requirement becomes larger, the restrction on removing links becomes weaker.
In extreme case, my CETD problem converges to TD. Notice that performance of
GLCP and ULCP do not affect by the spanning ratio requirements.
7.3.3 Simulations on Tracing Data
To evaluate the performance of CETD, I also conduct simulations on networks
extracted from real wold tracing data. Particularly, I select a data set from the
Cambridge Haggle data set [35] which is available at CRAWDAD [103]. In this
data set, connections among 78 mobile iMote Bluetooth nodes carried by researchers
and additional 20 stationary nodes are recorded over 4 days during IEEE Infocom
2006. In my simulations, I only consider the 78 mobile nodes and the first half of
the period in the tracing data. I divide the time period of the tracing data into
50 time slots. For each time slot t, if there is a contact trace which is overlapping
with this slot, I add a spatial link between the two corresponding nodes in Gt. For
each round of simulation, I extract a slice of the network which contains 10 mobile
nodes. Costs are again randomly generated from 1 to 50 for both spatial and temporal
links. Then topology design algorithms are performed over these 10-node DTNs. In
my simulation, 13 networks have been retrieved from the trace data set, I run my
algorithms with spanning ratio requirement from 1.0 to 2.0 on all these 13 networks,
55
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0.17
0.18
0.19
0.2
0.21
0.22
0.23
0.24
0.25
δ
ra
tio
 o
f t
ot
al
 c
os
t
 
 
ULCP
GDL
GDL−ULCP
GAL
GLCP
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0.2
0.25
0.3
δ
ra
tio
 o
f e
dg
e 
nu
m
be
r
 
 
ULCP
GDL
GDL−ULCP
GAL
GLCP
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
δ
sp
an
ni
ng
 r
at
io
 
 
ULCP
GDL
GDL−ULCP
GAL
GLCP
(a) c(H)/c(G) (b) |H|/|G| (c) Spanning Ratio
Figure 7.7: Simulation results on networks from Cambridge Haggle [35] tracing data.
Results are averages over 13 small networks.
and average measurements are plotted in Figure 7.7. The same conclusions can be
drawn from these results: all algorithms can reduce the cost remarkably (more than
50%) and my proposed methods can guarantee the spanning ratio requirement.
7.4 Simulations for RTD
I have conducted extensive simulations to evaluate my proposed algorithms de-
voted to the RTD problem. I implement and test the following six algorithms:
UMCRP (Alg 6), GMCRP (Alg. 7), LCP/MCRP (Alg. 8), GDL (Alg. 9), GAL
(Alg. 10), and ULCP. Here, ULCP is the union of least cost paths from v0i to v
T
j
for i, j = 1, · · · , n), which maintains the connectivity over time but cannot guarantee
the reliability. I use ULCP as a reference.
7.4.1 Simulation Settings and Metrics
During my simulations, the underlying time-evolving networks are either randomly
generated from random graph model or directly extracted from Cambridge Haggle
tracing data [35]. In all simulations, I take three metrics total cost, number of edges
and reliability as the performance measurement for any algorithm devoted to reliable
topology design problem. The total cost and number of edges are defined and used
as metrics for the TD problem. And the additional metric reliability is defined as
following:
• Reliability: r(H) = min1≤i,j≤n rH(v0i , vTj ).
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Figure 7.8: Simulation results on random networks with different density and γ = 0.6.
(a)-(b): The cost (or edge number) of H is divided by the cost (or edge number) of G,
which illustrates how much saving achieved by the topology design, compared with
the original network. (c): The reliability r(H) shows the unicasting reliability of H.
The objective of my topology design methods is to construct topology structures with
small total cost, small edge number and larger reliability.
7.4.2 Simulations on Random Networks
I first conduct simulations over time-evolving networks are randomly generated
from random graph model. I generate a sequence of static random graphs {Gt} with
10 nodes (n=10), spreading over 10 time slots (T = 10). For each time slot t, the
static graph Gt is generated using the classical random graph generator. For each
pair of nodes vi and vj, I insert edge
−−→vivj with a fixed probability p into Gt. Small
value of p leads to a sparse DTN, and p = 1.0 implies that the topology in each time
slot is a complete graph. After generating {Gt}, I convert it into its corresponding
time-space graph G with n(T+1) nodes. The cost and reliability of each inserted edge
are randomly chosen from 1 to 50 and from 0.8 to 1, respectively. Then I perform
proposed topology design algorithms on G. For each setting, I generate 100 random
networks and report the average performance of topology design algorithms among
them.
Topology Design for Unicasting Reliability: For the first set of simula-
tions, I increase the network density by rising p from 0.2 to 0.8, and keep reliability
57
0.3 0.35 0.4 0.45 0.5 0.55 0.6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
γ
ra
tio
 o
f t
ot
al
 c
os
t
UMCRP
GMCRP
LCP/MCRP 
GDL
GAL
ULCP
0.3 0.35 0.4 0.45 0.5 0.55 0.6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
γ
ra
tio
 o
f e
dg
e 
nu
m
be
r
UMCRP
GMCRP
LCP/MCRP 
GDL
GAL
ULCP
0.3 0.35 0.4 0.45 0.5 0.55 0.6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
γ
un
ic
as
tin
g 
re
lia
bi
lit
y
UMCRP
GMCRP
LCP/MCRP 
GDL
GAL
ULCP
G
(a) c(H)/c(G) (b) |H|/|G| (c) r(H)
Figure 7.9: Simulation results on random networks with fixed network density p = 0.5
and varying reliability requirement γ.
requirement γ at 0.6. Figure 7.8(a) and 7.8(b) show the ratios between the total
cost/number-edges of the generated graph H and that of the original graph G when
p increases. This ratio implies how much saving achieved by the topology design
algorithm, compared with the original network. From the results, all algorithms can
significantly reduce the cost of maintaining the connectivity. Even with the least
density (p = 0.2), all algorithms except for GAL can save more than 70% cost and
around 65% edges. When the network is denser, the saving of topology design is
larger. For p = 0.8, more than 85% cost is saved. Comparing all methods, I can
find the following observations. (1) ULCP has the least cost since it only guaran-
tee the connectivity while other proposed algorithms guarantee the reliability; (2)
GAL has the largest cost due to simply adding many low-cost links; (3) GMCRP
achieves smaller cost than UMCRP since it reuse some links in previous rounds; (4)
LCP/MCRP’s cost is between ULCP’s and UMCRP’s since it combines both LCP
and MCRP; (5) Overall, GDL and GMCRP have the best costs among the proposed
five methods. Figure 7.8(c) shows the reliability of each structure generated by all
methods. Clearly, GLCP is the only algorithm that cannot satisfy the reliability re-
quirement γ = 0.6. It is an algorithm only for maintaining the connectivity over time.
All other five algorithms can always achieve the desired reliability, and they have very
close performance in term of reliability. But considering their costs, GDL, GMCRP,
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LCP/MCRP are better choices. When G is sparse (e.g. p = 0.2), its reliability is
just over 0.6. In that case, my proposed algorithms remove around 70% edges but
still keep the reliability at the desired level. This clearly demonstrates the power of
topology design.
In the second set of simulations, I fixed the network density p = 0.5 and run my
algorithms with different reliability requirement γ increasing from 0.3 to 0.6. From
results shown in Figure 7.9, I can observe that tighter reliability requirement results
in higher cost and larger number of edge-usage of my topology algorithms. When
the reliability requirement becomes looser, the restriction on removing links becomes
weaker. In the extreme case with γ = 0, my RTD problem converges to the basic
topology design problem [113] which only preserves the connectivity. Notice that
performances of GLCP do not affect by the reliability requirement. In addition, GAL
performs better when the reliability requirement is small.
Topology Design for Broadcasting Reliability: I also implement the dy-
namic programming algorithm to compute the broadcasting reliability, and test the
performances of GDL (Alg. 9), GAL (Alg. 10), and ULCP in random networks. Here,I
increase broadcasting reliability γ from 0.3 to 0.9 and keep p at 0.5. The results are
plotted in Figure 7.10. It is obvious that both GDL and GAL can guarantee the
reliability, but GDL is more efficient in term of cost. Compared with unicasting reli-
ability, less links and smaller cost are needed to achieve the same level of reliability.
I also preform simulations on networks with different settings (various reliability, size
and time length). The results and conclusions are similar, thus they are ignored here
due to space limit.
7.4.3 Simulations on Tracing Data
I also conduct simulation on real-world wireless tracing data to evaluate my reli-
able topology design algorithms. Particularly, I select a data set from the Cambridge
Haggle data set [35] which is available at CRAWDAD [103]. In this data set, connec-
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Figure 7.10: Simulation results on broadcasting reliability on random networks with
network density p = 0.5 and varying reliability requirement γ.
tions among 78 mobile iMote Bluetooth nodes carried by researchers and additional
20 stationary nodes are recorded over 4 days during IEEE Infocom 2006. In my simu-
lations, I only consider the 78 mobile nodes and the whole period in the tracing data.
I divide the time period of the tracing data into 20 time slots. For each time slot
t, if there is a contact trace which is overlapping with this slot, I add a spatial link
between the two corresponding nodes in Gt. For each round of simulation, I extract
a slice of the network which contains 10 mobile nodes. Costs are again randomly
generated from 1 to 50, and reliability is uniformly distributed between 0.8 to 1.0
for both spatial and temporal links. Then topology design algorithms are performed
over these 10-node DTNs. In my simulation, 14 subnetworks have been extracted,
simulations are conducted over them, and average measurements are plotted.
Topology Design with Unicasting Reliability: I at first conduct simulations
for my unicast algorithms for RTD problem. In this set of simulation the required
unicast reliability is set to be 0.15. Figure 7.11 shows the ratio of total cost of
result graphs from all our algorithms over that of the original graphs. Figure 7.12
shows ratio of edge number of results from all our algorithms over that of the original
graphs. And Figure 7.13 shows the reliability γ of results from all algorithms. The
same conclusions can be drawn as simulations on random networks, and it shows once
again that my algorithms efficiently solve my RTD problem.
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Figure 7.11: Ratio of total cost of unicast algorithms for RTD on tracing data.
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Figure 7.12: Ratio of edge number of unicast algorithms for RTD on tracing data.
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Figure 7.13: Ratio of r of unicast algorithms for RTD on tracing data.
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Figure 7.14: Results of broadcast algorithms for RTD on tracing data.
Topology Design for Broadcasting Reliability: I then conduct simulations
for my broadcasting algorithms for RTD. In this set of simulations, the required
broadcast reliability is set to be 0.4. All data for three metrics are shown in Fig-
ure 7.14. It is easy to see my broadcasting algorithms also works well in real wold
tracing data.
7.5 Summary
In this chapter, I present the simulations for all three of my topology design
problems, TD, CETD, RTD. All of the simulation results show the effectiveness of
my algorithms. For each problem, I have one or more algorithm can significantly
reduce the cost of topology while maintain the required objectives.
CHAPTER 8: CONCLUSION
In this dissertation, I study topology design problems for time-varying wireless
networks. By introducing a time-space graph, a predictable time-evolving DTN can
be modeled with both spatial and temporal information.
I at first assume the links in the time-space graph are reliable, and then define
two topology control problems in time-space graph for time-varying networks: TD
and CETD. Both problems are very challenging.
TD problem is a special case of the well-known NP-hard problem, directed gen-
eralized Steiner network. By reducing the generalized steiner network to the TD
problem, I prove that TD is NP-hard. Since the hardness of the problem, I propose
two greedy-based methods for TD, which can significant reduce the cost of topology
while maintain the connectivity over time. I also present two techniques which can
convert undirected networks into directed networks such that my proposed methods
can still work.
CETD problem is even harder than TD, since it has an additional spanning ratio
requirement while aims to minimize the total cost of the time-space graph. In fact
TD is a special case of CETD, when the spanning ratio requirement is loose enough,
CETD become TD. Thus CETD is obviously NP-hard. For the hardness of the
problem, rather than finding the optimal solution, I propose several algorithms to
construct efficient spanner for time-space graphs.
Both TD and CETD problems study the connectivity of the network. After that,
I modify my time-space graph with unreliable or weighted links, base on that I define
a new topology design problem RTD, which minimize the cost of the network while
maintain its connectivity as well as reliability of the paths. As the TD problem is
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a special case of the RTD problem, RTD is also NP-hard. And then I give several
heuristic algorithms to solve the RTD problem.
To evaluate the performance of my proposed algorithms for all my three topology
design problems, I have conducted extensive simulations. At first, I have developed
a topology simulator which can simulate the topology structure of wireless networks.
With the simulator, I have done a lot set of simulations based on graphs randomly
generated and from real world tracing data. The simulation results show the efficiency
of my algorithms.
I believe that my work presents the first step in exploiting topology control for
time-evolving networks. The following are some possible future works:
• Design more efficient algorithms with lower complexity to achieve connectivity
over time-space graphs.
• Extend our simulator and conduct more sophisticated simulations to evaluation
our topology control algorithms.
• Study more tracing data of DTNs or social networks from CRAWDAD, and
detect their mobility patterns which may be useful for my simulations or design
of topology control.
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