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Kurzfassung
Ohne den Einsatz von Entwurfswerkzeugen ist der Entwurf integrierter Schaltun-
gen (Integrated Circuit, IC) seit Jahren nicht mehr mo¨glich. Generell wird der
Entwurf integrierter Schaltungen in den funktionellen und physikalischen Entwurf
(Layouterstellung) aufgeteilt. Nach der Layouterstellung liegen alle geometrischen
Informationen fu¨r die Herstellung integrierter Schaltungen vor.
Die fortschreitende Strukturverkleinerung bietet die Mo¨glichkeit, bei gleich-
bleibender Gesamtgro¨ße immer komplexere integrierte Schaltungen herzustellen.
Gleichzeitig treten aber leitbahnbasierte Probleme auf, die zu einer Begrenzung
der Taktraten fu¨hren.
Steigerungen der Komplexita¨t und der Taktraten ko¨nnen in Zukunft nur durch
die Einfu¨hrung von neuen Methoden und Ansa¨tzen gewa¨hrleistet werden. Die
3D-Integration ist anerkanntermaßen ein mo¨glicher Ansatz fu¨r die U¨berwindung
leitbahnbasierter Probleme. Technologien fu¨r die Herstellung von dreidimensional
integrierten Schaltungen existieren bereits. Die Bereitstellung von Entwurfswerk-
zeugen fu¨r 3D-ICs ist ein kleiner, aber wichtiger Forschungsschwerpunkt.
In dieser Arbeit wird ein Ansatz fu¨r die dreidimensionale Platzierung von
integrierten Schaltungen vorgestellt. Ausgehend von einem Platzierungsansatz
fu¨r konventionelle, zweidimensional integrierte Schaltungen wird der 3D-Platzie-
rungsansatz entwickelt. Aufgrund der zusa¨tzlichen dritten Dimension steigt der
Rechenzeitbedarf an, der durch geeignete Maßnahmen begrenzt wird. Daru¨ber
hinaus werden die notwendigen vertikalen Durchkontaktierungen aufgrund ihrer
nicht vernachla¨ssigbaren Abmessungen schon wa¨hrend der Platzierung beru¨ck-
sichtigt und angeordnet. In einem abschließenden Schritt wird die Platzierung so
angepasst, dass die technologischen Randbedingungen eingehalten werden (Lega-
lisierung).
In einer prototypischen Implementierung wird mit verschiedenen Benchmark-
schaltungen die Eﬃzienz des Ansatzes belegt. Der hier vorgestellte Platzierer lie-
fert fu¨r 3D-ICs im Vergleich zu 2D-ICs erheblich ku¨rzere Gesamtverdrahtungsla¨n-
gen. Die Mo¨glichkeiten fu¨r die Realisierung von komplexeren integrierten Schal-
tungen mit ho¨heren Taktraten sind mit der Einfu¨hrung der 3D-Integration gege-
ben. Die Beru¨cksichtigung vertikaler Durchkontaktierungen schon wa¨hrend der
Platzierung hat den Vorteil, dass fu¨r die Verdrahtung keine Vera¨nderungen an
der Platzierung vorgenommen werden mu¨ssen. Ferner ist die Verdrahtung mit
xvi Kurzfassung
einem Standard-2D-Verdrahter mo¨glich.
Schlagwo¨rter: Physikalischer Entwurf, Quadratische Optimierung, 3D-Platzie-
rung
xvii
Abstract
Designing integrated circuits without electronic design automation (EDA) tools
is impossible. Generally, the design of integrated circuits is subdivided into func-
tional design and physical design. All relevant data for fabrication is available
after the physical design step.
Continuous scaling of VLSI designs provides the opportunity to manufacture
more complex integrated circuits with the same area. However, scaling leads to
interconnect delay problems limiting attainable clock frequencies.
Increasing complexity and clock frequencies can only be provided by the in-
troduction of new design methodologies. 3D integration is a possible approach to
overcome interconnect centric problems. Diﬀerent technologies for 3D integration
already exist. The development of EDA tools for 3D IC design is a small but
important research area.
In this work, an approach for the 3D placement of three-dimensional integra-
ted circuits is presented. Starting with an approach for conventional 2D integrated
circuits a new 3D placement approach is developed. Due to the third dimensi-
on computing time increases, which is conﬁned by approriate measures. Vertical
interconnects are considered during placement because of their non-negligible
dimensions. In a last step, the placement is modiﬁed to fulﬁll technological cons-
traints (legalization).
The eﬃciency of this approach is shown by several benchmark designs using
a prototype implementation. The introduced 3D placer shows considerable wire-
length reductions comparing 3D ICs to 2D ICs. Introducing 3D integration leads
to high potentials for more complex 3D ICs with higher clock frequencies. The
consideration of vertical interconnects during placement is advantageous, because
the placement needs not to be modiﬁed during routing. Moreover, routing can be
done with a standard 2D router.
Keywords: Physical design, quadratic programming, 3D placement
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1Kapitel 1
Einleitung
Integrierte Schaltungen haben ihren Ursprung im Jahre 1958, als Jack Kilby in
einem Forschungslabor von Texas Instruments die erste auf Germanium integrier-
te Schaltung vorstellte. Gleichzeitig entwickelte Robert Noyce bei der Fairchild
Semiconductors Company ebenfalls eine integrierte Schaltung. Der einzige Un-
terschied war der, dass Noyce den Transistor im Vergleich zu Kilby vollkommen
planar vorsah. Der planare Ansatz ist in der heutigen Mikroelektronik elementarer
Bestandteil. Die ersten integrierten Schaltungen wurden von Fairchild Semicon-
ductors hergestellt und vertrieben [87].
Aktuelle integrierte Schaltungen haben mit der ersten integrierten Schaltung
nur noch das Grundprinzip gemein. Seit Ende der 50er Jahre entwickelt sich die
Technologie ununterbrochen. Heutige Schaltungen weisen viele Millionen Tran-
sistoren auf, wa¨hrend die erste lediglich aus einem Transistor und mehreren Wi-
dersta¨nden bestand. Trotz der enormen Steigerung der Transistorzahlen sind in-
tegrierte Schaltungen in ihren Abmessungen nicht gro¨ßer geworden. Der technolo-
gische Fortschritt ermo¨glichte erhebliche Strukturverkleinerungen, so dass immer
kleinere Transistoren entwickelt und eingesetzt werden konnten. Die fortschreiten-
de Miniaturisierung fu¨hrt dazu, dass integrierte Schaltungen bei gleichbleibender
Fla¨che immer komplexer werden. Schließlich bedeutet die Steigerung der Transis-
torzahlen auf integrierten Schaltungen eine Zunahme der Funktionalita¨t. In allen
elektronischen Gera¨ten des Alltagslebens werden heute integrierte Schaltungen
eingesetzt.
Integrierte Schaltungen sind ohne den Einsatz von EDA-Werkzeugen nicht
realisierbar. Ihre Komplexita¨t stieg in den letzten Jahren aufgrund der enormen
technologischen Entwicklungen ja¨hrlich durchschnittlich um 58%, wa¨hrend die
durchschnittliche Steigerung der Entwurfseﬃzienz, gemessen durch die Zahl der
entworfenen Transistoren pro Entwickler und Monat, nur rund 21% betrug [52].
Dieses als Design-Gap bezeichnete Pha¨nomen des unterschiedlichen Anstiegs der
technologischen Mo¨glichkeiten und der Entwurfseﬃzienz kann nur durch die Ent-
wicklung und den Einsatz von neuen Entwurfswerkzeugen abgemildert werden.
2 Einleitung
1.1 Entwurf integrierter Schaltungen
Der Entwurf integrierter Schaltungen ist ein ho¨chst komplexer Vorgang. In syste-
matischer Art und Weise la¨sst sich der Entwurf integrierter Schaltungen mit dem
sogenannten Y-Diagramm beschreiben, das von Gajski und Kuhn im Jahre 1983
[40] vorgestellt wurde. Von Walker und Thomas wurde es im Jahre 1985 weiter
verfeinert [133]. In Abbildung 1.1 ist das Y-Diagramm dargestellt.
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Abbildung 1.1: Y-Diagramm nach Gajski und Kuhn
Das Diagramm wird als Y-Diagramm bezeichnet, da es drei Achsen aufweist,
die wie ein Y angeordnet sind. Jede der drei Achsen repra¨sentiert eine bestimmte
Sicht auf die zu entwerfende Schaltung. Die Gesamtheit aller Sichten stellt die
vollsta¨ndige Beschreibung dar. Die funktionelle Sicht beschreibt die Aspekte des
Verhaltens des Entwurfsgegenstandes, beispielsweise die auszufu¨hrenden Opera-
tionen und das Zeitverhalten der integrierten Schaltung. Die strukturelle Sicht
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beschreibt die logische Struktur in Form der topologischen Anordnung der Kom-
ponenten und der Verbindungen zwischen diesen. Hierfu¨r werden zumeist Gra-
phen und Netzlisten verwendet. Die physikalische Sicht stellt die physikalische
Umsetzung der strukturellen Objekte dar. Diese Sicht beinhaltet die geometri-
schen Daten des Entwurfsgegenstandes.
Neben den drei verschiedenen Sichten auf den Entwurfsgegenstand besitzt
das Y-Diagramm sechs verschiedene Abstraktionsebenen. Mit der Na¨he zum Zen-
trum der konzentrischen Kreise steigt der Detailliertheitsgrad. Das Zentrum der
konzentrischen Kreise kennzeichnet den Abschluss des Schaltungsentwurfs. Dann
liegt die zu entwickelnde Schaltung in der elektrischen Ebene vor. Die physikali-
sche Sicht liefert die notwendigen geometrischen Daten fu¨r die Herstellung, das
sog. Layout.
Der Entwurf integrierter Schaltungen wird in zwei charakteristische Schritte
aufgeteilt, in den funktionellen und den physikalischen Entwurf. Der funktionelle
Entwurf kennzeichnet den U¨bergang von der funktionellen Sicht auf die struk-
turelle Sicht, wa¨hrend der physikalische Entwurf den U¨bergang von der struktu-
rellen Sicht auf die physikalische Sicht darstellt. Beide Entwurfsschritte sind in
Abbildung 1.2 dargestellt.
Der Entwurf beginnt meistens in der Systemebene der funktionellen Sicht, in
der die Speziﬁkation der Schaltung in eine Beschreibung in einer Hardwarebe-
schreibungssprache umgesetzt wird. Hiervon ausgehend wird der Abstraktions-
grad mit jedem Schritt in Richtung des Mittelpunktes der konzentrischen Kreise
kleiner. Schritte in diese Richtung werden als Syntheseschritte bezeichnet. Die
U¨berpru¨fung eines Syntheseschrittes wird als Analyseschritt bezeichnet.
Die Vorgehensweise, in der Systemebene mit dem Entwurf zu beginnen wird
als Top-Down-Entwurf bezeichnet, der umgekehrte Weg als Bottom-Up-Entwurf.
Heute haben sich Meet-in-the-Middle-Strategien etabliert. Der Entwurf einer in-
tegrierten Schaltung wird Top-Down begonnen, das heißt, der erste Schritt ist
eine Beschreibung der Schaltung in der Systemebene der funktionellen Sicht. Der
Unterschied zum Standard-Top-Down-Ansatz besteht darin, dass bei der Meet-
in-the-Middle-Strategie der Entwurf auf Bibliotheken basiert, die Bottom-Up ent-
wickelt werden mu¨ssen. Der Top-Down-Entwurf muss dann nur noch bis zu den
Basiszellen der Bibliotheken ausgefu¨hrt werden.
Der physikalische Entwurf ist ein essenzieller und sehr komplexer Teil des Ent-
wurfs. Um die Komplexita¨t des physikalischen Entwurfs beherrschen zu ko¨nnen,
wird das Problem in kleinere Subprobleme aufgeteilt, die einzeln beherrschbar
und in akzeptabler Zeit lo¨sbar sind.
Der physikalische Entwurf wird ha¨uﬁg in drei verschiedene Schritte eingeteilt:
• Floorplanning,
• Platzierung und
• Verdrahtung.
4 Einleitung
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Abbildung 1.2: Y-Diagramm: Funktioneller und physikalischer Entwurf
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Beim Floorplanning werden Schaltungsblo¨cke Teilen der Layoutﬂa¨che zuge-
wiesen. Das Floorplanning ist derzeit als optionaler Entwurfsschritt zu sehen, der
in Zukunft aufgrund stetig steigender Schaltungsgro¨ßen wichtiger und notwendi-
ger Bestandteil des Design-Flows sein wird. Die Schaltung wird auf der algorith-
mischen Ebene bzw. auf der Register-Transfer-Ebene von der strukturellen Sicht
in die physikalische Sicht u¨berfu¨hrt, je nachdem welcher Genauigkeitsgrad beim
Floorplan gewu¨nscht wird.
Wird die Platzierung ohne einen vorgeschalteten Floorplanning-Schritt durch-
gefu¨hrt, erfolgt der U¨bergang von der strukturellen Sicht auf die physikalische
Sicht unmittelbar auf einer niedrigeren Ebene. Ansonsten wird bei der Platzie-
rung das Ergebnis des Floorplannings beru¨cksichtigt. Bei der Platzierung werden
den Basiszellen, die in Bibliotheken abgelegt sind, Positionen auf der Layoutﬂa¨che
zugewiesen.
Die Verdrahtung gewa¨hrleistet die elektrische Verbindung zwischen den ein-
zelnen Basiszellen. Dabei werden die geometrischen Positionen der Verbindungs-
leitungen auf der Layoutﬂa¨che festgelegt. Da fu¨r die Verdrahtung mehrere Metall-
lagen zur Verfu¨gung stehen, wird wa¨hrend der Verdrahtung nicht nur die geome-
trische Position, sondern auch die Metalllage der Verbindungsleitungen festgelegt.
Wa¨hrend des physikalischen Entwurfs integrierter Schaltungen sind verschie-
dene Validierungsschritte durchzufu¨hren, da die Syntheseschritte nicht als garan-
tiert fehlerfrei angesehen werden ko¨nnen. Die bekanntesten Validierungsschritte
sind der Design-Rule-Check (DRC) und Layout-Versus-Schematic (LVS). Beim
Design-Rule-Check werden geometrische Designvorgaben beispielsweise Abstands-
regeln u¨berpru¨ft. Beim LVS wird das erzeugte Layout extrahiert und mit der
Eingangsschaltung (Schematic) verglichen.
1.2 Herausforderungen beim Entwurf integrier-
ter Schaltungen
Moore’s Law [86] aus dem Jahre 1965 hat trotz einiger Anpassungen noch im-
mer Gu¨ltigkeit. Ein Forscherteam um Moore hatte es 1965 geschaﬀt, die Zahl der
Transistoren einer integrierten Schaltung von 30 auf 60 zu verdoppeln. Aufgrund
dessen sagte Moore auf der Grundlage von einigen wenigen hergestellten integrier-
ten Schaltungen die ja¨hrliche Verdopplung der Anzahl von Komponenten auf in-
tegrierten Schaltungen fu¨r die na¨chsten zehn Jahre voraus. Moores urspru¨ngliche
Annahme der Verdopplung der Transistorzahlen ist in Abbildung 1.3 dargestellt.
U¨ber der Zeit ist in logarithmischer Darstellung die Zahl der Komponenten aufge-
tragen. Am Ende des vorausgesagten Zeitraums wu¨rden integrierte Schaltungen
aus rund 65000 Komponenten bestehen. Bis zum Jahre 1975 entwickelte sich die
Komponentenanzahl auf integrierten Schaltungen geringfu¨gig besser als Moore
zehn Jahre vorher vorausgesagt hatte. Nichtdestotrotz modiﬁzierte Moore seine
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Abbildung 1.3: Moore’s Law aus dem Jahre 1965 [86]
Voraussagen im Jahre 1975 und passte die notwendige Zeit fu¨r die Verdopplung
der Komponenten auf zwei Jahre an [51]. Er beru¨cksichtigte damit die erwarteten
Komplexita¨tssteigerungen beim Entwurf integrierter Schaltungen. Die Entwick-
lung der Komponentenzahl im vorangegangenen Jahrzehnt bildete die Grundlage
fu¨r die Vorstellungen von Moore. In Abbildung 1.4 ist der modiﬁzierte Verlauf
fu¨r den Zeitraum nach 1975 gestrichelt eingetragen. Die Transistorzahlen der
Intel-Mikroprozessoren und der Speicherbausteine sind ebenfalls dargestellt.
Generell ist festzustellen, dass zu jedem Zeitpunkt die Transistorzahlen bei
Speicherbausteinen u¨ber denen der Mikroprozessoren liegen. Daru¨ber hinaus un-
terscheiden sich die Verla¨ufe fu¨r Mikroprozessoren und Speicher in ihrer Steigung.
Wa¨hrend der Verlauf fu¨r die Mikroprozessoren ungefa¨hr die gleiche Steigung wie
Moores Vorhersage aufweist, ist die Steigung bei Speicherbausteinen gro¨ßer. Fu¨r
eine genauere Untersuchung sind die Kenndaten der Mikroprozessoren und der
Speicherbausteine in Tabelle 1.1 aufgefu¨hrt.
Moores Voraussagen treﬀen fu¨r die Mikroprozessoren erstaunlich genau zu.
Betrachtet man den 4004-Prozessor aus dem Jahre 1971 mit 2250 Transistoren
und den Pentium IV-Prozessor aus dem Jahre 2001 mit 4.2 · 107 Transistoren, so
kann die durchschnittliche Zeit m fu¨r Verdopplung der Transistorzahlen mit
m =
30 · 12
log2(4.2 · 107)− log2(2250)
Monate ≈ 25 Monate (1.1)
bestimmt werden.
Fu¨r die Speicherbausteine la¨sst sich die Untersuchung ebenfalls durchfu¨hren.
Der 1K-Baustein aus dem Jahre 1971 weist 4000 Transistoren auf, wa¨hrend der
1G-Baustein aus dem Jahre 1999 aus 1 · 109 Transistoren besteht. Die durch-
1.2 Herausforderungen beim Entwurf integrierter Schaltungen 7
Abbildung 1.4: Entwicklung der Transistorzahl bei Mikroprozessoren und
Speicherbausteinen
schnittliche Zeit fu¨r die Verdopplung der Transistorzahl berechnet sich zu
m =
28 · 12
log2(1 · 109)− log2(4000)
Monate ≈ 19 Monate . (1.2)
Die Zeit, in der sich die Transistorzahl bei Speicherbausteinen verdoppelt, liegt
damit rund 25% unter der fu¨r Mikroprozessoren. Wa¨hrend sich die Transistor-
zahl bei Mikroprozessoren alle zwei Jahre verdoppelt, haben Mitarbeiter von Intel
Ende der 80er Jahre herausgefunden, dass die Verdopplung der Rechenleistung
- gemessen in MIPS (Millions of Instructions per Second) - ihrer Mikroprozes-
soren ebenfalls alle 18 Monate erfolgt [51]. Heute geht man von einer Zeit von
18 Monaten fu¨r die Verdopplung der Transistorzahlen aus, auch wenn Moores
Voraussagen stets von zwei Jahren ausgingen.
Die Verdopplung der Komponentenzahl fu¨hrt zu immer komplexeren Schal-
tungen mit stetig steigenden Funktionalita¨ten und zu einem gro¨ßeren Fla¨chen-
bedarf. In Abbildung 1.5 sind die Fla¨chen der Intel-Prozessoren u¨ber die Jahre
von 1970 bis 2001 dargestellt. Ein kontinuierlicher Anstieg der Fla¨che ist bis zum
Pentium-Prozessor (1993) zu beobachten. Der Pentium II-Prozessor weist trotz
des Anstiegs der Transistorzahl eine kleinere Fla¨che auf, wa¨hrend der Schritt vom
Pentium III-Prozessor zum Pentium IV-Prozessor wiederum zu einer gro¨ßeren
Fla¨che fu¨hrt. Der Grund fu¨r den sinkenden Fla¨chenbedarf beim Pentium II- und
Pentium III-Prozessor ist die weiter voranschreitende Strukturverkleinerung (sie-
he Tabelle 1.1). Es ist jedoch oﬀensichtlich, dass eine Strukturverkleinerung nicht
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Mikroprozessor Speicher
Anzahl Technologie Fla¨che AnzahlName Jahr
Transistoren [µm] [mm2]
Name Jahr
Trans.
4004 1971 2250 10 13.5 1K 1970 4000
8008 1972 2500 10 15.2 4K 1973 10000
8080 1974 5000 6 20.0 16K 1975 30000
8086 1978 29000 3 28.6 64K 1978 1.5 · 105
80286 1982 1.20 · 105 1.5 68.7 256K 1982 4.0 · 105
80386 1985 2.75 · 105 1.5 104.0 1M 1985 1.5 · 106
80486 1989 1.18 · 106 1.0 163.0 4M 1989 5.0 · 106
Pentium 1993 3.10 · 106 0.8 264.0 16M 1992 2.0 · 107
Pentium II 1997 7.50 · 106 0.35 209.0 64M 1994 8.0 · 107
Pentium III 1999 2.40 · 107 0.25 140.0 256M 1997 2.0 · 108
Pentium IV 2001 4.20 · 107 0.18 224.0 1G 1999 1.0 · 109
Tabelle 1.1: Kenndaten der Intel-Mikroprozessoren und Speicherbausteine
zwangsla¨uﬁg zu kleineren Fla¨chen fu¨hrt. Die Intel-Prozessoren zeigen eindeutig,
dass trotz der Strukturverkleinerungen steigende Fla¨chen zu beobachten sind, vor
allem der monotone Anstieg vom 4004-Prozessor bis zum Pentium-Prozessor ist
bemerkenswert, da in diesem Zeitraum Strukturverkleinerungen von 10 µm auf
0.8 µm realisiert werden konnten. Der Grund fu¨r den Anstieg der Fla¨che ist die
Erho¨hung der Funktionalita¨t und der Rechenleistung der Prozessoren [122]. Die
Softwareindustrie stellte parallel zu dieser Entwicklung Anwendungen bereit, die
die Rechenleistung der Prozessoren auszunutzen wussten. Der Anstieg der Fla¨che
und der Funktionalita¨t beruht auf den Fortschritten bei der Halbleiterfertigung.
Gro¨ßere Chips konnten auf gro¨ßeren Wafern bei mindestens gleicher Ausbeute
hergestellt werden, so dass trotz gro¨ßerer Fla¨chen die Preise fu¨r die Chips nicht
anstiegen.
Die Performanz einer integrierten Schaltung wird heute hauptsa¨chlich durch
die realisierbare Taktrate charakterisiert. Sie wird durch die steigende Gesamtver-
drahtungsla¨nge, die durch die gro¨ßeren Chipﬂa¨chen verursacht wird, beschra¨nkt.
Daru¨ber hinaus fu¨hren Strukturverkleinerungen schon bei gleichen La¨ngen auf-
grund kleinerer Querschnittsﬂa¨chen zu steigenden Widersta¨nden bei Verbindungs-
leitungen. Steigende Widersta¨nde wiederum fu¨hren bei gleichen Stro¨men zu einer
ho¨heren Verlustleistung, was die Performanz der Schaltung beschra¨nkt. Durch
die gro¨ßeren Widersta¨nde und gro¨ßeren Koppelkapazita¨ten steigen die durch Lei-
tungen hervorgerufenen Verzo¨gerungszeiten ebenfalls an. Strukturverkleinerun-
gen fu¨hren zwar zu schneller schaltenden, leistungsfa¨higeren Transistoren, aber
nicht zu generell verbesserten Gesamtverzo¨gerungszeiten, da verschiedene Un-
tersuchungen zeigen, dass die durch Leitungen hervorgerufenen Verzo¨gerungszei-
ten (Interconnect-Delays) in Zukunft mehr als zwei Gro¨ßenordnungen u¨ber den
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Abbildung 1.5: Fla¨chenbedarf der Intel-Prozessoren [48]
Verzo¨gerungszeiten der Transistoren liegen werden [27, 82]. Da die Interconnect-
Delays dann den Hauptteil des Gesamtdelays darstellen, ist eine Vernachla¨ssigung
der Interconnect-Delays nicht mehr zula¨ssig. Die als
”
Reverse Scaling“ bezeich-
nete Vergro¨ßerung der Querschnittsﬂa¨chen bei Leitungen zur Reduzierung der
Widersta¨nde fu¨hrt zu einem gro¨ßeren Fla¨chenbedarf und damit zu steigenden
Kosten.
Bisher konnten die Nachteile der steigenden Verzo¨gerungszeiten auf Leitungen
durch die Einfu¨hrung von neuen Materialien und die Verbesserung der Entwurfs-
werkzeuge kompensiert werden, so dass die Performanz der integrierten Schal-
tungen stetig gesteigert werden konnte. Die International Technology Roadmap
for Semiconductors (ITRS) sagt aber voraus, dass die Einfu¨hrung von neuen
Materialien die Nachteile der Strukturverkleinerungen in Zukunft nicht mehr
kompensieren kann [53, 54, 55]. Schon im Jahre 1995 hat Bohr darauf hinge-
wiesen, dass der beschra¨nkende Faktor beim Entwurf von integrierten Schaltun-
gen die Verbindungsleitung sein wird [7]. Wird Moore’s Law fu¨r die na¨chsten
Jahre weiter fortgeschrieben, so kommt die Strukturverkleinerung ohnehin an ih-
re physikalische Grenzen [82]. Wenn die Strukturbreiten in die Gro¨ßenordnung
von Atomen gelangen, ist die praktische Anwendung nicht mehr mo¨glich. Davis
scha¨tzt pessimistisch in [27], dass die Grenzen der 2D-Integration im Jahre 2005
erreicht sein werden. Daru¨ber hinaus sind aufgrund der Komplexita¨tssteigerun-
gen spa¨testens 2008 viel mehr Metalllagen fu¨r die Realisierung der komplexeren
integrierten Schaltungen notwendig als zuku¨nftige Technologien nach derzeitigen
Abscha¨tzungen bereitstellen ko¨nnen [27]. Spa¨testens dann ist die Einfu¨hrung von
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neuen Methoden und Ansa¨tzen zwingend notwendig [83, 91].
Zur U¨berwindung der derzeitigen leitbahnbasierten Probleme stellt die 3D-
Integration einen mo¨glichen Ansatz dar, der schon im Jahre 1979 von Geis bear-
beitet wurde [41]. Er ist in der Vergangenheit aufgrund der stetigen Weiterent-
wicklungen in der Halbleiterherstellungstechnologie aus dem Blickfeld geraten.
In letzter Zeit sind die Forschungsaktivita¨ten in dieser Richtung aber wieder ge-
steigert worden. Leitbahnbasierte Untersuchungen zeigen, dass eine erhebliche
Verbesserung der Verbindungseigenschaften durch die 3D-Integration erreichbar
ist [27]. Ferner weist Lee darauf hin, dass mit der 3D-Integration eine erhebliche
Kostenreduktion einhergeht [74].
Theoretische Untersuchungen von verschiedenen integrierten Schaltungen zei-
gen auf, dass die 3D-Integration ein eﬀektives Verfahren fu¨r Performanzsteigerun-
gen ist [5, 6, 26, 93, 94, 104, 105, 120, 121]. Das große Potenzial der 3D-Integration
hinsichtlich der Fla¨chenoptimierung und der Gesamtverdrahtungsla¨nge wird erst
nach Vergleichen mit 2D-Realisierungen oﬀensichtlich.
Fu¨r die 3D-Integration existieren verschiedene Ansa¨tze und Technologien. Die
praktische Realisierbarkeit ist fu¨r viele dieser Technologien nachgewiesen worden.
Diese werden in Abschnitt 3.1 na¨her betrachtet. Erheblicher Forschungsbedarf be-
steht laut ITRS [54] vor allem bezu¨glich der Wa¨rmeableitung der 3D-Schaltungen
und der Bereitstellung von Entwicklungswerkzeugen. In Abschnitt 3.2 werden
vero¨ﬀentlichte Ansa¨tze fu¨r 3D-Entwurfswerkzeuge dargestellt. Der Test von 3D-
Schaltungen muss ebenfalls Gegenstand von zuku¨nftigen Forschungsaktivita¨ten
sein. Die Tabelle 1.2 zeigt zusammenfassend Vorteile und Herausforderungen bei
der 3D-Integration.
3D-Integration
Fla¨chenreduktion
Kostenreduktion
Vorteile Kleinere Leitungsverzo¨gerungszeiten
Verbindung verschiedener Technologien
Realisierung komplexerer Schaltungen
Wa¨rmeableitung
Entwicklungswerkzeuge
Herausforderungen
Test
Messtechnik
Tabelle 1.2: Vorteile und Herausforderungen bei der 3D-Integration (nach [54])
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1.3 Motivation und Zielsetzung
Die durch die Strukturverkleinerungen verursachte Dominanz der Interconnect-
Delays fu¨hrt zu immer gro¨ßeren Problemen beim konventionellen Entwurf inte-
grierter Schaltungen. Die Probleme ko¨nnen nur durch eine radikale A¨nderung der
Design-Archiktektur gelo¨st werden. Die 3D-Integration ist ein mo¨glicher Ansatz.
Wa¨hrend Technologien fu¨r die 3D-Integration weit entwickelt sind, existieren
nur relativ wenige Entwurfswerkzeuge auf diesem Gebiet. Die vorliegende Arbeit
soll einen innovativen Beitrag dazu liefern.
Ein 3D-Physical-Design-Flow besteht aus Floorplanner, Platzierer und Ver-
drahter, die jeweils die dritte Dimension beru¨cksichtigen mu¨ssen. Dabei wird der
3D-Floorplanner in Zukunft eine wichtige Rolle spielen, da bei immer gro¨ßer
werdenden Designs dem Floorplanning eine gro¨ßere Bedeutung zukommt. Wie
im 2D-Fall ist auch bei einem 3D-Design-Flow der Platzierer ein essenzieller Be-
standteil. Dieser beeinﬂusst die Layoutqualita¨t maßgeblich.
Ziel dieser Arbeit ist die Entwicklung eines Platzierungstools fu¨r den Entwurf
von dreidimensional integrierten Schaltungen, das eine u¨berlappungsfreie und
designregel-konforme Platzierung liefert.
Der zu entwickelnde 3D-Standardzell-Platzierer soll in einen 3D-Design-Flow
eingebettet werden. Da 3D-ICs aus fertig prozessierten 2D-ICs durch dreidimen-
sionale Integration zusammengesetzt werden, sind sie in vertikaler Richtung dis-
kret aufgebaut. Fu¨r die Verbindungen zwischen den einzelnen Layern sind vertika-
le Durchkontaktierungen notwendig, die aufgrund technologischer Einschra¨nkun-
gen eine bestimmte, nicht zu vernachla¨ssigende Fla¨che aufweisen. Fu¨r eine gute
Platzierungsqualita¨t ist eine gleichzeitige Betrachtung der Standardzellen und der
vertikalen Durchkontaktierungen unerla¨sslich.
Eine sogenannte Legalisierung beru¨cksichtigt die technologischen Randbedin-
gungen fu¨r die vertikalen Durchkontaktierungen und platziert sowohl die Stan-
dardzellen als auch die vertikalen Durchkontaktierungen u¨berlappungsfrei auf der
Layoutﬂa¨che.
Der 3D-Design-Flow wird bei Verwendung des 3D-Platzierers, der die verti-
kalen Durchkontaktierungen zusammen mit den Standardzellen betrachtet, mit
einem konventionellen 2D-Standardverdrahter vervollsta¨ndigt.
Die vorliegende Arbeit ist in fu¨nf weitere Kapitel gegliedert. In Kapitel 2
werden die grundlegenden Verfahren und Algorithmen fu¨r die Global- und De-
tailplatzierung konventioneller integrierter Schaltungen erla¨utert. In Kapitel 3
wird die 3D-Integration beschrieben. Neben den verschiedenen Technologien fu¨r
die 3D-Integration werden auch vorhandene Entwurfswerkzeuge fu¨r dreidimen-
sional integrierte Schaltungen vorgestellt und diskutiert. Die Erweiterung des
Eisenmann-Ansatzes [35] fu¨r die kra¨ftegesteuerte 2D-Platzierung in die dritte Di-
mension und die Besonderheiten der Erweiterung werden in Kapitel 4 beschrie-
ben. Die Implementierung und die mit diesem Ansatz gewonnenen Ergebnisse
werden in Kapitel 5 vorgestellt. Abgeschlossen wird die Arbeit durch eine Zu-
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sammenfassung in Kapitel 6.
13
Kapitel 2
Global- und Detailplatzierung
Bei der Layouterstellung (dem physikalischen Entwurf) ist die Platzierung ein
wichtiger Syntheseschritt, da sie die Grundlage fu¨r alle nachfolgenden Schritte
darstellt. Die Abbildung von der strukturellen Beschreibung in Form einer Netz-
liste auf Zellen einer Bibliothek, die die geometrischen und fertigungstechnisch
relevanten Informationen beinhalten, wird wa¨hrend der Platzierung durchgefu¨hrt.
Dabei werden den Zellen konkrete Positionen auf der Layoutﬂa¨che zugewiesen.
Im Anschluss an den Platzierungsschritt sollen die Zellen automatisch verdrahtet
werden.
Die Platzierung stellt ein Optimierungsproblem, in der Regel mit Nebenbedin-
gungen, dar. Das Optimierungsziel ist die Gesamtverdrahtungsla¨nge, da damit ei-
nerseits die Fla¨che und andererseits die Performanz des Designs optimiert werden
kann, weil eine Verku¨rzung der Verdrahtungsla¨nge auch ku¨rzere Verzo¨gerungszei-
ten bedingt. Zusa¨tzlich ko¨nnen Verzo¨gerungsvorgaben fu¨r einzelne Leitungen in
Form von Nebenbedingungen angegeben werden.
Das zum Platzierungsproblem geho¨rende Entscheidungsproblem ist NP-voll-
sta¨ndig [12, 100]. NP-vollsta¨ndige Entscheidungsprobleme ko¨nnen mit einem nicht-
deterministischen Rechner in polynomialer Laufzeit gelo¨st werden. Da nichtde-
terministische Rechner nicht verfu¨gbar sind, kann eine exakte Lo¨sung nicht in
akzeptabler Zeit gefunden werden. Es kommen daher Heuristiken zum Einsatz,
die in einer akzeptablen Zeit ein gutes Ergebnis liefern.
Bei der Platzierung wird zwischen der Global- und der Detailplatzierung
unterschieden. Unter einer Globalplatzierung versteht man eine Anordnung von
Zellen, die sich u¨berlappen ko¨nnen und ihre endgu¨ltige Position auf der Layout-
ﬂa¨che noch nicht eingenommen haben. Das Ergebnis der Detailplatzierung ist
eine u¨berlappungsfreie Anordnung der Zellen auf der Layoutﬂa¨che unter Beru¨ck-
sichtigung aller Nebenbedingungen. Der U¨bergang von einer Globalplatzierung
zu einer Detailplatzierung wird allgemein als Legalisierung bezeichnet.
Bei der Erzeugung der Globalplatzierung unterscheidet man zwischen kon-
struktiven und iterativ verbessernden Verfahren, die im Folgenden vorgestellt
werden. Konstruktive Verfahren haben die Eigenschaft, von einer leeren Layout-
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ﬂa¨che ausgehend die Platzierung aufzubauen. Bei iterativ verbessernden Algorith-
men ist eine Startplatzierung notwendig, die auch als Initialplatzierung bezeichnet
wird. Diese Initialplatzierung wird anschließend Schritt fu¨r Schritt verbessert.
Eine Aufteilung ga¨ngiger Platzierungsverfahren ist in Abbildung 2.1 darge-
stellt. In der Praxis ﬁndet man ha¨uﬁg Ansa¨tze, die konstruktive und iterative
Ansa¨tze miteinander kombinieren.
Platzierung
konstruktiv iterativverbessernd
Branch-and-
Bound-
Verfahren
Cluster-
verfahren
Partitionsba-
sierte Verfahren
Kräftegesteuerte
Verfahren
Genetische
Algorithmen
Simulated
Annealing
Abbildung 2.1: Platzierungsverfahren
2.1 Globalplatzierung mit konstruktiven Verfah-
ren
Wichtigste Vertreter der konstruktiven Verfahren sind die partitionsbasierten Ver-
fahren und die kra¨ftegesteuerten Ansa¨tze. Sie stellen den Stand der Technik dar.
Daru¨ber hinaus sind das Branch-and-Bound-Verfahren, das nur fu¨r sehr kleine
Problemgro¨ßen anwendbar ist, und das Clusterverfahren von eher akademischer
Bedeutung.
2.1.1 Branch-and-Bound-Verfahren
Das Branch-and-Bound-Verfahren ist ein Enumerationsverfahren, das stets die
optimale Lo¨sung ﬁndet. Die Bestimmung der optimalen Lo¨sung ist jedoch sehr
rechenintensiv. Daher ist die maximale Problemgro¨ße beschra¨nkt auf relativ we-
nige Zellen [15, 17]. Sollen gro¨ßere Probleme mit diesem Verfahren gelo¨st werden,
so muss zuna¨chst eine Verkleinerung der Problemgro¨ße vorgenommen werden,
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wie es beispielsweise Onodera [89] vorschla¨gt. Vygen untersucht die Platzierung
von Makrozellen mit dem Branch-and-Bound-Verfahren in [132].
Das Branch-and-Bound-Verfahren beruht auf dem Prinzip der Verzweigung
(Branch) und der Begrenzung (Bound). Die Suche nach der optimalen Lo¨sung
wird anhand eines Entscheidungsbaumes durchgefu¨hrt. Der Entscheidungsbaum
repra¨sentiert einen Suchablauf, wobei an jeder Verzweigung fu¨r eine Entschei-
dungsvariable ein bestimmter Wert deﬁniert wird (Branch-Vorgang). Das bedeu-
tet, dass an jedem Knoten des Entscheidungsbaumes eine bestimmte Anzahl der
Entscheidungsvariablen eindeutig deﬁniert ist, wa¨hrend die anderen noch unbe-
stimmt sind. An den Bla¨ttern des Entscheidungsbaumes sind alle Entscheidungs-
variablen eindeutig speziﬁziert.
Fu¨r den Bound-Vorgang ist es notwendig, dass jedem Knoten eine untere
Schranke der Kostenfunktion, in die prima¨r die Gesamtverdrahtungsla¨nge ein-
geht, zugeordnet wird. Alle Knoten, die sich in dem darunter liegenden Teilbaum
beﬁnden, weisen Werte der Kostenfunktion auf, die gro¨ßer sind als die untere
Schranke. Wenn die untere Schranke des Knotens den aktuell kleinsten Wert
der Kostenfunktion fu¨r eine Platzierung u¨berschreitet, wird der Teilbaum, der
sich unter dem Knoten beﬁndet, nicht mehr betrachtet (Bound-Vorgang). Auf-
grund des Weglassens von Teilba¨umen ist die Eﬃzienz dieser Suche besser als die
vollsta¨ndige Suche. Ist die untere Schranke kleiner als der aktuelle minimale Wert
fu¨r eine Platzierung, wird der Teilbaum unter dem Knoten weiter untersucht.
Das Vorgehen wird an einem einfachen Beispiel erla¨utert. Die vier Standard-
zellen A, B, C und D sollen auf der Layoutﬂa¨che angeordnet werden. Die mo¨gli-
chen Pla¨tze sind mit den Ziﬀern 1, 2, 3 und 4 bezeichnet (siehe Abbildung 2.2).
Der dazugeho¨rige Entscheidungsbaum ist in Abbildung 2.3 dargestellt. Die Kan-
ten des Entscheidungsbaumes werden mit den entsprechenden Entscheidungen
beschriftet. Eine schon existierende Platzierung weise 17 als den Wert der Kos-
tenfunktion auf.
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Abbildung 2.2: Platzierungsproblem fu¨r das Branch-and-Bound-Verfahren
Zuna¨chst wird die Entscheidung fu¨r die Anordnung der Zelle A getroﬀen. Es
existieren vier Mo¨glichkeiten fu¨r die Anordnung, die jeweils durch die Bezeich-
nung der Kanten mit der Layoutposition kenntlich gemacht werden. Dieses ist der
erste Branch-Vorgang. In der zweiten Stufe wird die Entscheidung bezu¨glich der
Zelle B getroﬀen. Zu den jeweiligen Knoten werden die unteren Schranken notiert.
Betrachtet man den Fall, dass die Zelle A der Layoutposition 2, die Zelle B der
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Abbildung 2.3: Entscheidungsbaum fu¨r das Platzierungsproblem
Layoutposition 3 bzw. 4 zugeordnet wird, so erkennt man, dass die untere Schran-
ke die aktuell existierende Platzierung mit einem Wert von 17 schon u¨bersteigt.
Aus diesem Grund wird die Untersuchung der markierten Teilba¨ume unterlassen
(Bound).
Im ungu¨nstigsten Fall kann das Branch-and-Bound-Verfahren eine vollsta¨ndi-
ge Suche nach sich ziehen, womit eine vollsta¨ndige Enumeration aller mo¨glichen
Platzierungen einhergeht.
2.1.2 Clusterverfahren
Das Clusterverfahren verfolgt einen intuitiven Platzierungsansatz und ist ein
Bottom-Up-Ansatz bzw. eine Heuristik. Aus der Menge der zu platzierenden Zel-
len wa¨hlt der Nutzer die erste Zelle aus und platziert diese auf der Layoutﬂa¨che.
Es gibt verschiedene Mo¨glichkeiten fu¨r die Auswahl der zweiten und aller folgen-
den Zellen, die auf der Layoutﬂa¨che angeordnet werden sollen. Als zweite Zelle
kann beispielsweise aus der Menge der noch nicht platzierten Zellen diejenige
ausgewa¨hlt werden, die u¨ber die meisten Verbindungen zu der schon platzierten
Zelle verfu¨gt. Dieser Vorgang wird so lange wiederholt, bis in der zu platzierenden
Menge keine Zelle mehr vorhanden ist. Eine andere Mo¨glichkeit ist es, verschiede-
ne Faktoren wie beispielsweise die Fla¨che oder die Gesamtzahl der Verbindungen
an den Zellen in die Bestimmung der Platzierungsreihenfolge einzubeziehen [12].
Heute spielen Clusterverfahren fu¨r die Platzierung kaum eine Rolle, da die
Ergebnisqualita¨t anderer Tools nicht erreicht wird.
Das Grundprinzip der Clusterverfahren, das Zusammenfassen von stark mit-
einander verbundenen Zellen zu einem Cluster, wird auch als Hilfsmittel fu¨r
andere Platzierungsverfahren verwendet. Beispielsweise wird das Clustern fu¨r
die in Abschnitt 2.1.3 vorgestellte Multilevel-Partitionierung verwendet. Daru¨ber
hinaus wird es fu¨r die Platzierung mit dem iterativ verbessernden Simulated-
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Annealing-Ansatz (siehe Abschnitt 2.2.2) [79] oder fu¨r die Verkleinerung der Pro-
blemgro¨ße bei einem Branch-and-Bound-Ansatz [89] verwendet.
2.1.3 Partitionsbasierte Verfahren
Partitionsbasierte Platzierungsverfahren geho¨ren zu der Gruppe der konstrukti-
ven Verfahren. Der bekannteste Vertreter ist das Min-Cut-Verfahren, das einen
Top-Down-Ansatz verfolgt. Bei einem Top-Down-Ansatz wird das Problem ite-
rativ so weit verkleinert, dass es problemlos zu lo¨sen ist. Es folgt damit dem
ga¨ngigen
”
Divide-and-Conquer“-Prinzip.
Unter dem Begriﬀ der Partitionierung versteht man die Aufteilung einer Re-
pra¨sentation eines Designs - meistens erfolgt die Repra¨sentation anhand eines
Graphen - in zwei oder mehrere Partitionsteile. Die Aufteilung des Designs in
zwei Partitionsteile wird Bipartitionierung, die Aufteilung in mehrere Partitions-
teile Multiway-Partitionierung genannt.
Beim traditionellen Min-Cut-Verfahren, das im Jahre 1977 von Breuer vor-
gestellt worden ist, wird eine rekursive Bipartitionierung durchgefu¨hrt [9]. Dabei
wird darauf geachtet, dass beide Partitionsteile na¨herungsweise gleich groß sind.
Vorrangiges Ziel bei der Partitionierung ist die Minimierung der Anzahl der Ver-
bindungen, die zwischen den Partitionsteilen verlaufen und durch die Partitionie-
rung geschnitten werden. Aufgrund der Minimierung der Zahl dieser Schnittkan-
ten wird das Problem als Min-Cut-Problem bezeichnet, das NP-vollsta¨ndig ist
[10, 109]. Nach jeder Bipartionierung wird den Partitionsteilen ein Teil der Lay-
outﬂa¨che zugewiesen, der mit jedem Schritt der Bipartitionierung kleiner wird.
Am Ende besteht jeder Partitionsteil aus nur einem Element, womit die Platzie-
rung festgelegt ist. Der erste Schritt der Min-Cut-Platzierung ist in Abbildung
2.4 dargestellt, die die Bipartitionierung des Designs mit minimaler Anzahl von
Schnittkanten zeigt.
Abbildung 2.4: Prinzip der Min-Cut-Platzierung
Der sequenzielle Ablauf der Min-Cut-Platzierung ist in Abbildung 2.5 zusam-
mengefasst.
18 Global- und Detailplatzierung
Solange (Partitionsteil aus mehr als einer Zelle besteht)
Aufteilung der Layoutfla¨che in zwei Teile;
Partitionierung unter Beachtung der Schnittkanten;
Rekursive Anwendung auf Partitionsteile;
Ende
Abbildung 2.5: Ablauf der Min-Cut-Platzierung
Fu¨r die Aufteilung der Layoutﬂa¨che in zwei Teile hat Breuer verschiedene
Mo¨glichkeiten aufgezeigt [9]. Die am ha¨uﬁgsten verwendete Methode ist die Auf-
teilung der Layoutﬂa¨che mit abwechselnden Schnittrichtungen, also abwechselnd
horizontal und vertikal. Eine mo¨gliche Schnittsequenz ist in Abbildung 2.6 dar-
gestellt.
Abbildung 2.6: Schnittsequenz fu¨r das Min-Cut-Verfahren
Die Schnittsequenz ist fu¨r die Ergebnisqualita¨t von großer Bedeutung. Yildiz
untersucht Schnittsequenzen fu¨r die partitionsbasierte Platzierung und stellt fest,
dass die Schnittsequenz mit abwechselnden Schnittrichtungen fu¨r die meisten
Fa¨lle das beste Ergebnis liefert [136].
Nach der Aufteilung der Layoutﬂa¨che ist die Erzeugung der Partitionsteile
von essenzieller Bedeutung. Der Kernighan-Lin-Algorithmus ist ein reiner Gra-
phenpartitionierungsalgorithmus, der im Jahre 1970 vorgestellt wurde [60]. Dieser
wird als Grundlage fu¨r den Partitionierungsteil der Min-Cut-Platzierung verwen-
det und ist ein iterativ verbessernder Algorithmus.
An einem Design, das durch den ungewichteten Graphen G = (V,E) repra¨sen-
tiert wird, wird der Algorithmus erla¨utert. In der Darstellung G = (V,E) sind
die Knoten mit V und die Kanten mit E bezeichnet. Generell stellen Knoten
die zu platzierenden Elemente und die Kanten die Verbindungen zwischen den
Elementen dar.
Im ersten Schritt wird eine beliebige Aufteilung in zwei Partitionsteile mit
den Knotenmengen V1 und V2 = V \V1 vorgenommen. Anschließend wird aus
der Menge V1 ein beliebiges Element v1a und aus der Menge V2 ein beliebiges
Element v2a herausgesucht. Diese beiden Elemente werden vorla¨uﬁg vertauscht,
und die Anzahl der Schnitte wird berechnet. Ist die Anzahl der Schnitte kleiner
als vor der Vertauschung, dann ist der Gewinn positiv, ansonsten negativ. Die
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vorla¨uﬁge Vertauschung und der dazugeho¨rige vorla¨uﬁge Teilgewinn werden in
einer Liste gespeichert. Die Elemente v1a und v2a werden markiert und stehen
nachfolgenden Vertauschungsaktionen nicht mehr zur Verfu¨gung. Die vorla¨uﬁgen
Vertauschungen und die Berechnungen der notwendigen Schnitte werden so lan-
ge ausgefu¨hrt bis alle Elemente der Mengen V1 und V2 ausgewa¨hlt worden sind.
Mit den Teilgewinnen wird das Maximum des Gesamtgewinns bestimmt, und die
dafu¨r notwendigen Vertauschungen werden tatsa¨chlich durchgefu¨hrt. Dabei be-
steht nicht die Notwendigkeit, dass alle Teilgewinne positiv sein mu¨ssen. Liegt das
Maximum des Gesamtgewinns unter null, so sind keine Verbesserungen aufgrund
der Vertauschungen mo¨glich. Der Algorithmus wird abgebrochen.
Der klassische Ansatz von Kernighan-Lin wurde von Fiduccia und Mattheyses
weiter entwickelt [39]. Fiduccia und Mattheyses stellen eine neue Datenstruktur
vor, die eine schnelle Vera¨nderung der Partitionsteile ermo¨glicht. Zusa¨tzlich zu
der neuen Datenstruktur wa¨hlen sie einzelne Zellen aus und ordnen diese dem
anderen Partitionsteil zu. Das starre System der paarweisen Vertauschung wird
dadurch abgelo¨st. Als dritte Erweiterung weisen Fiduccia und Mattheyses den
Knoten Gewichte zu. Die Gewichte dienen dazu, balancierte Partitionsteile zu
erlangen. Weitere Verfeinerungen des Verfahrens werden beispielsweise von Krish-
namurty [71] durchgefu¨hrt. Weiter gehende Untersuchungen zu ausbalancierten
Partitionsteilen werden von Caldwell in [14] vorgestellt.
Nachteilig fu¨r das traditionelle Min-Cut-Verfahren ist die Tatsache, dass die
Verbindungsinformation zwischen miteinander verbundenen Zellen verloren geht,
wenn die Zellen verschiedenen Partitionsteilen zugewiesen werden. Aus diesem
Grunde kann bei
”
unglu¨cklichen“ Platzierungen die Verdrahtungsla¨nge extrem
ansteigen. Dunlop und Kernighan schlagen fu¨r diesen Fall ein sogenanntes Ter-
minal Propagation vor [33]. Um die Verdrahtungsinformation beizubehalten, wer-
den Dummy-Elemente eingefu¨hrt, die bei den anschließenden weiteren Partitio-
nierungsschritten beru¨cksichtigt werden.
Neben der Bipartitionierung hat sich die Multiway-Partitionierung etabliert.
Vor allem die Aufteilung in vier Teile - Quadrisection genannt - ﬁndet sich in der
Literatur, beispielsweise in [123]. Durch rekursive Anwendung der Bipartitionie-
rung kann eine Multiway-Partitionierung durchgefu¨hrt werden, es gibt aber auch
Ansa¨tze, die eine direkte Multiway-Partitionierung vorsehen [132].
Nachteilig fu¨r die Ergebnisqualita¨t ist bei allen klassischen Partitionierungs-
ansa¨tzen das Greedy-Vorgehen, bei dem die vorherigen Entscheidungen nicht
zuru¨ckgenommen werden. Cong untersucht die Multiway-Partitionierung und be-
gegnet diesem Nachteil mit Vertauschungen von Elementen aus verschiedenen
Partitionsteilen [24].
In letzter Zeit hat sich die Multilevel-Partitionierung (hierarchische Partitio-
nierung) durchgesetzt. Bei der Multilevel-Partitionierung wird der zu partitionie-
rende Graph vergro¨bert, gleichzeitig sinkt damit die Zahl der Knoten [3, 4]. Dieser
Schritt wird weitergefu¨hrt bis der Graph eine fu¨r die Bipartitionierung gu¨nstige
Gro¨ße hat. Mit dem vergro¨berten Graphen wird eine Bipartitionierung durch-
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gefu¨hrt. Daran schließen sich Verfeinerungsschritte - sog. Reﬁnement-Schritte -
an, mit denen die urspru¨ngliche Graphenform wieder hergestellt wird. Bei den
Verfeinerungsschritten wird die Partitionierung mit einem Algorithmus, beispiels-
weise mit dem Kernighan-Lin- oder Fiduccia-Mattheyses-Algorithmus, angepasst.
Karypis et al. untersuchen diesen Ansatz intensiv in [56, 57, 58]. Die Vertau-
schungsaktionen im Kernighan-Lin- oder Fiduccia-Mattheyses-Algorithmus ha-
ben bei vergro¨berten Graphen einen erheblichen Einﬂuss auf die spa¨tere Ergeb-
nisqualita¨t, da mit einem Zug sehr viele Vertauschungen auf einmal durchgefu¨hrt
werden.
Karypis et al. stellen in [56, 58] hMetis vor, das derzeit als das beste Partitio-
nierungstool angesehen wird. Untersuchungen an Benchmarkschaltungen besta¨ti-
gen diese Aussage [2].
Aufgrund weit reichender Fortschritte auf dem Gebiet der Partitionierungsal-
gorithmen sind Min-Cut-Platzierer sehr schnell, eﬀektiv und liefern Platzierungs-
ergebnisse mit sehr guter Qualita¨t.
CAPO ist ein vero¨ﬀentliches Platzierungstool auf der Basis des Min-Cut-
Verfahrens [16]. Die Ergebnisqualita¨t von CAPO ist sehr gut und weist gro¨ßten-
teils verdrahtbare Platzierungsergebnisse auf [109].
Fast zeitgleich mit CAPO wurde DRAGON2000 von Wang et al. vorgestellt
[134]. DRAGON2000 fu¨hrt eine Partitionierung in vier Partitionsteile durch (Qua-
drisection). In [134] erfolgt eine globale Vertauschung von Elementen nach jedem
Partitionierungsschritt. Untersuchungen zeigen, dass die Vertauschungen zu bes-
seren Ergebnissen fu¨hren als mit vertauschungsfreiem Terminal Propagation.
Feng Shui ist ein weiteres Platzierungstool auf der Basis der Min-Cut-Verfah-
ren und wurde von Yildiz vorgestellt [135, 136]. Bei Feng Shui ist eine Multilevel-
Partitionierung implementiert, die besonders bei sehr großen Schaltungen bessere
Ergebnisse liefert.
Partitionsbasierte Platzierungsverfahren entsprechen dem Stand der Tech-
nik und liefern in kurzer Zeit sehr gute Platzierungsergebnisse. Im Hinblick auf
Timing-Restriktionen, das heißt Anforderungen aufgrund weiter voranschreiten-
der Strukturverkleinerungen und steigender Taktraten, sind verschiedene Vor-
schla¨ge vero¨ﬀentlicht worden, die bei aktuellen Platzierungsproblemen keinerlei
Einschra¨nkungen unterliegen. Beispielsweise schla¨gt Ou fu¨r die Platzierung mit
Timing-Restriktionen eine dynamische Kontrolle der Schnitte vor [92]. Hierbei
wird die Anzahl der Schnitte bei timing-kritischen Pfaden betrachtet.
2.1.4 Kra¨ftegesteuerte Verfahren
Kra¨ftegesteuerte Verfahren geho¨ren zu den konstruktiven Platzierungsverfahren.
Einzelheiten des Standardverfahrens ko¨nnen in [35, 64, 65] nachgelesen werden.
Das kra¨ftegesteuerte Verfahren modelliert ein Masse-Feder-System, wobei die
Zellen die Masseteile und die Verbindungen zwischen diesen die Federn darstellen.
Das System ist in Abbildung 2.7 dargestellt. Auf die Zellen wirken aufgrund des
2.1 Globalplatzierung mit konstruktiven Verfahren 21
Hookeschen Gesetzes anziehende Kra¨fte. Die Betra¨ge der anziehenden Kra¨fte
ha¨ngen von der Anzahl der Verbindungen und den Absta¨nden zwischen den mit
dieser Zelle verbundenen Zellen ab.
Physikalische Systeme sind im Allgemeinen bestrebt, einen mo¨glichst energie-
armen Zustand einzunehmen. Bei einem Masse-Feder-System ist die im System
gespeicherte potentielle Energie proportional zu den Abstandsquadraten der Mas-
seteile. Das Minimum der Energie wird mathematisch durch die Nullstellen der
o¨rtlichen Ableitung bestimmt. Da die Ableitung der Energie bei diesem System
eine Federkraft darstellt, wird das Energieminimum also durch ein Kra¨ftegleich-
gewicht erreicht.
Abbildung 2.7: Masse-Feder-System bei der kra¨ftegesteuerten Platzierung
Das Ziel der Platzierung ist die Minimierung der Gesamtverdrahtungsla¨nge
mit Hilfe dieses Masse-Feder-Systems. Die potentielle Energie des Masse-Feder-
Systems entspricht dabei der quadratischen Gesamtverdrahtungsla¨nge. Da die
potentielle Energie des Systems minimiert wird, wird die quadratische Gesamt-
verdrahtungsla¨nge minimiert. Es handelt sich also um ein Problem der quadra-
tischen Optimierung. Soll beispielsweise der quadratische Abstand zwischen
zwei Zellen i und j mit den Koordinaten (xi, yi) und (xj , yj) berechnet werden
(siehe Abbildung 2.8), so ergeben sich die Kosten der Verbindung zu
cij = (xi − xj)2 + (yi − yj)2 . (2.1)
Eine unterschiedliche Anzahl von Verbindungen zwischen den Zellen und ver-
schiedene Anwendungsfa¨lle machen es notwendig, eine Mo¨glichkeit vorzusehen,
Netze unterschiedlich zu gewichten. Durch die Einfu¨hrung eines konstanten Fak-
tors wk geht Gleichung (2.1) in
cij = wk
(
(xi − xj)2 + (yi − yj)2
)
(2.2)
u¨ber. Der konstante Faktor - als Netzgewicht bezeichnet - wird von dem Nut-
zer vorgegeben und bewirkt somit, dass Netze mit ho¨herem Gewicht zu einer
sta¨rkeren Anziehung zwischen den Zellen, die an diese Netze angeschlossen sind,
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Abbildung 2.8: Zwei Zellen auf der Layoutﬂa¨che
fu¨hren. Generell ko¨nnen verschiedene Koordinatenrichtungen unterschiedlich ge-
wichtet werden. Mehrpunktnetze werden allgemein in mehrere Zweipunktnetze
aufgeteilt.
Sigl untersucht in [119] die Unterschiede und Auswirkungen der linearen
Zielfunktion im Vergleich zur quadratischen Zielfunktion, die hier verwendet
wird. Sigls Untersuchungen zeigen, dass die Standardabweichung der Verdrah-
tungsla¨ngen einzelner Netze bei Benutzung der quadratischen Zielfunktion kleiner
ist als bei Benutzung der linearen Zielfunktion.
Fu¨r die folgenden Betrachtungen sei eine Netzliste mit n beweglichen Zellen
N = {N1, N2, ..., Nn} und m festen Zellen M = {M1,M2, ...,Mm} vorgegeben. Die
Verbindungen zwischen den Zellen ko¨nnen aus der Netzliste extrahiert werden.
Bei Algorithmen fu¨r die quadratische Optimierung wird die Matrixdarstel-
lung bevorzugt. Die Kostenfunktion fu¨r die kra¨ftegesteuerte Platzierung la¨sst
sich ebenfalls in Matrixform notieren:
fc(p) =
1
2
· pT · C · p + dT · p + const. (2.3)
In der Gleichung (2.3) stellt p die Lo¨sungsmatrix der Gro¨ße 2(n+m)×1 dar,
wobei die ersten (n+m) Elemente der Matrix die x-Koordinaten und die darauf
folgenden (n + m) Elemente die y-Koordinaten der beweglichen Zellen angeben.
Fu¨r die Zelle N1 beispielsweise ist die x-Koordinate in der Matrix p in der Zeile 1,
die y-Koordinate in der Zeile (n+m) + 1 zu ﬁnden. Die Matrix C hat die Gro¨ße
2(n+m)×2(n+m) und beschreibt alle Verbindungen zwischen den beweglichen
Zellen. Sind Verbindungen zwischen einer beweglichen und einer festen Zelle zu
betrachten, so ergeben sich ein linearer Anteil in dT · p und ein konstanter Term,
der in dem konstanten Teil der Gleichung (2.3) beru¨cksichtigt wird. Die Matrix
d weist ebenfalls die Gro¨ße 2(n + m)× 1 auf.
Die Bestimmung der Matrizen C und d geschieht wie nachfolgend beschrieben.
Aufgrund der linearen Operation in Gleichung (2.2) ko¨nnen die Beitra¨ge fu¨r die
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x- und y-Richtung unabha¨ngig voneinander in die Matrizen eingefu¨gt werden.
Hier wird hier der x-Anteil betrachtet. Die Kosten betragen fu¨r den x-Anteil
cij = wk · x2i − 2 · wk · xi · xj + wk · x2j . (2.4)
Sind beide Zellen i und j beweglich, wird das Gewicht wk an den Positionen
Cii und Cjj der Matrix C hinzuaddiert. Der zweite Term fu¨hrt jeweils zu einem
Beitrag −wk an den Positionen Cij und Cji. Ist beispielsweise die Zelle i eine
feste Zelle und die Zelle j eine bewegliche Zelle, so liefert der dritte Term einen
Beitrag zur Diagonalen Cjj, der zweite Term einen Beitrag −2 ·wk ·xi zur Matrix
d an der Position j und der erste Term einen Beitrag zum konstanten Anteil in
Gleichung (2.3). Die y-abha¨ngigen Anteile werden entsprechend in die Matrizen
eingefu¨gt.
Das Minimum der Kostenfunktion (2.3) wird durch Lo¨sen der Matrixgleichung
C · p + d = 0 (2.5)
ermittelt. Gleichung (2.5) stellt die Ableitung der Gleichung (2.3) dar und zeigt,
dass sich die Lo¨sung des Platzierungsproblems auf die Lo¨sung eines linearen Glei-
chungssystems reduziert. Die anziehenden Kra¨fte des Federmodells ﬁnden sich in
Gleichung (2.5) in dem ersten Term. Aus dieser Gleichung ist ersichtlich, dass
feste Zellen fu¨r die Funktion des Algorithmus von existenzieller Bedeutung sind.
Sind keine festen Zellen vorhanden, dann ist die Matrix d mit Nullen gefu¨llt. Die
Lo¨sung der Gleichung ist dann die triviale Lo¨sung, bei der alle Zellen im Ursprung
des Koordinatensystems liegen.
Fu¨r die Lo¨sung der Gleichung (2.5) wird in der Praxis stets ein numerisches
Lo¨sungsverfahren implementiert. Dabei ist zu beachten, dass die Lo¨sung der Glei-
chung eine Platzierung ist, bei der ein Kra¨ftegleichgewicht herrscht und die qua-
dratische Gesamtverdrahtungsla¨nge minimiert wird. Jedoch stellt diese Lo¨sung
keine gu¨ltige Lo¨sung des Platzierungsproblems dar. Diese sog. Initialplatzierung
ist ein Ergebnis mit U¨berlappungen zwischen den Zellen und einer ungleichma¨ßi-
gen Zellverteilung auf der Layoutﬂa¨che. Um eine Gleichverteilung zu gewa¨hrleis-
ten, fu¨hrt Eisenmann abstoßende Kra¨fte ein [35]. Die abstoßenden Kra¨fte werden
in der Gleichung (2.5) mit einem zusa¨tzlichen Term, der Matrix e der Gro¨ße
2(n + m)× 1, beru¨cksichtigt. Das entstehende Gleichungssystem
C · p + d + e = 0 (2.6)
ist nichtlinear, da die Matrix e von dem Platzierungsvektor p abha¨ngt. Glei-
chung (2.6) wird mit numerischen Lo¨sungsverfahren gelo¨st. Dabei sind mehrere
Iterationen des Lo¨sungsverfahrens notwendig, um den Zustand des Kra¨ftegleich-
gewichts zu erreichen.
Mit der Einfu¨hrung der abstoßenden Kra¨fte sollen die U¨berlappungen ver-
ringert und damit eine gleichma¨ßige Zellverteilung auf der Layoutﬂa¨che erreicht
werden. Die abstoßenden Kra¨fte haben die in [35] angegebenen wichtigen Eigen-
schaften, die nachfolgend aufgelistet werden.
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1. Die abstoßenden Kra¨fte ha¨ngen nur von den Koordinaten der Zellen ab.
Demnach weisen Zellen am selben Ort auch dieselben abstoßenden Kra¨fte
auf.
2. Gebiete mit ho¨herer Zelldichte sind die Quellen fu¨r die abstoßenden Kra¨fte,
Gebiete mit niedrigerer Zelldichte die Senken. Anschaulich bedeutet das,
dass Zellen aus Gebieten ho¨herer Dichte in Gebiete niedrigerer Dichte be-
wegt werden.
3. Im Unendlichen ist die Kraft null.
Die Berechnungsvorschrift fu¨r die abstoßende Kraft, die auf eine beliebige
Zelle i wirkt, ist mit
ei,k = ei,k−1 + fi,k(xi, yi) (2.7)
gegeben, wobei fu¨r fi,k(xi, yi)
fi,k(xi, yi) =
c1
2π
∞∫
−∞
∞∫
−∞
D(x′, y′) · r − r
′
|r − r ′|2dx
′dy′ (2.8)
gilt. Die Berechnung des Vektors fi,k(xi, yi) im k-ten Iterationsschritt des nume-
rischen Lo¨sungsverfahrens entspricht der Berechnungsvorschrift des elektrischen
Feldes bei einer vorgegebenen Ladungsdichte in der Elektrostatik. Der Vektor r
ist der Ortsvektor der Zelle i. Die zusa¨tzlich eingefu¨gte Konstante c1 dient zur
Skalierung der abstoßenden Kraft.
In Gleichung (2.8) stellt D(x′, y′) die Dichtefunktion dar. Sie ist ein Maß
fu¨r die Belegung der Layoutﬂa¨che an der Position (x′, y′). Ist die Dichtefunkti-
on positiv, so liegen dort mehr Zellen als fu¨r eine gleichma¨ßige Verteilung u¨ber
der gesamten Layoutﬂa¨che wu¨nschenswert wa¨re. Ist sie negativ, ko¨nnen Zellen
problemlos an diese Stellen verschoben werden. Die Dichtefunktion kann mathe-
matisch als
D(x, y) = −s · A(x, y) +
n∑
l=1
al(x, y) (2.9)
geschrieben werden. Sie errechnet sich aus der Anzahl der Zellen, die sich an
dem Punkt (x, y) beﬁnden, vermindert um die Utilization. Unter dem Begriﬀ
Utilization versteht man das Verha¨ltnis zwischen der Summe der Fla¨chen aller
Standardzellen und der zur Verfu¨gung stehenden Layoutﬂa¨che. Das Integral der
Dichtefunktion u¨ber die gesamte Layoutﬂa¨che ist null.
Die Utilization s wird nach
s =
1
W ·H ·
n∑
l=1
wl · hl (2.10)
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berechnet. Dabei stellt W die Breite der zur Verfu¨gung stehenden Layoutﬂa¨che
und H die Ho¨he der Layoutﬂa¨che dar. Die Terme wl und hl stehen fu¨r die Breite
und die Ho¨he der Zelle l. Summiert wird u¨ber alle Zellen.
Die Funktion A(x, y) zeigt an, ob sich der betrachtete Punkt innerhalb oder
außerhalb der Layoutﬂa¨che beﬁndet. Mathematisch la¨sst sich die Funktion A(x, y)
folgendermaßen beschreiben:
A(x, y) =
{
1 : x, y auf der Layoutﬂa¨che
0 : sonst
. (2.11)
Die Dichtefunktion fu¨r eine gegebene Platzierung ist in Abbildung 2.9 zu
sehen. Die gegebene Platzierung ist recht gut verteilt und weist nur an wenigen
Stellen U¨berlappungen von Zellen auf. Die gute Verteilung wird in Abbildung 2.9
anhand der fast konstanten Dichtefunktion verdeutlicht.
Nach der Berechnung der abstoßenden Kra¨fte auf eine beliebige Zelle i mu¨ssen
diese Kra¨fte in der Matrix e aktualisiert werden. Der Vektor ei,k
ei,k =
(
eix,k
eiy,k
)
(2.12)
hat zwei Komponenten, eix,k in x-Richtung und eiy,k in y-Richtung. Die Aktuali-
sierungsvorschrift der Matrix e lautet dann:
e(i, 1) = eix,k , (2.13)
e(i + (n + m), 1) = eiy,k . (2.14)
Die x-Komponente der abstoßenden Kraft wird in der Matrix e in Zeile i und
Spalte 1 geschrieben, wa¨hrend die y-Komponente in Zeile i+(n+m) und Spalte 1
geschrieben wird.
Die prinzipielle Vorgehensweise fu¨r die kra¨ftegesteuerte Platzierung kann in
drei Schritte gegliedert werden (siehe Abbildung 2.10). Nach dem Aufbau der Ma-
trizen C und d wird durch die Lo¨sung der Gleichung (2.5) eine Initialplatzierung
berechnet. Diese weist zwar das Minimum der quadratischen Gesamtverdrah-
tungsla¨nge auf, es existieren aber auch viele U¨berlappungen, die nachfolgend be-
seitigt werden mu¨ssen. Hierzu ist die Berechnung der abstoßenden Kra¨fte gema¨ß
der Gleichungen (2.7) und (2.8) notwendig. Nach der Aktualisierung der Matrix
e wird durch Lo¨sen der Matrixgleichung (2.6) die neue Platzierung ermittelt. Ne-
ben dem Kra¨ftegleichgewicht ko¨nnen auch verschiedene andere Abbruchkriterien
fu¨r den numerischen Teil implementiert werden. Da die abstoßenden Kra¨fte ei-
ne vollsta¨ndig u¨berlappungsfreie Platzierung nicht gewa¨hrleisten ko¨nnen, ist in
einem letzten Schritt eine Legalisierung durchzufu¨hren.
Die kra¨ftegesteuerte Globalplatzierung weist eine experimentell ermittelte Lauf-
zeitkomplexita¨t von O(n1,5) auf, wobei n die Anzahl der zu platzierenden Zellen
darstellt [34]. Mit dieser Laufzeitkomplexita¨t geho¨rt die kra¨ftegesteuerte Platzie-
rung zu den leistungsfa¨higsten Platzierungsverfahren und wird auch in Zukunft
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Abbildung 2.9: Dichtefunktion D(x, y) fu¨r eine gegebene Platzierung
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Aufbau der Matrizen C und d;
Bestimmung der Initialplatzierung;
Solange (Kra¨ftegleichgewicht nicht erreicht)
Aktualisierung der abstoßenden Kra¨fte;
Ermittlung der neuen Platzierung;
Ende
Abbildung 2.10: Ablauf der kra¨ftegesteuerten Platzierung
fu¨r die Platzierung von sehr großen Designs angewendet werden. Die Legalisie-
rung am Ende des Platzierungsschrittes ist notwendig, kann die Ergebnisqualita¨t
aber teilweise mindern.
Genauso wie bei der partitionsbasierten Platzierung (siehe Abschnitt 2.1.3)
gibt es auch bei den kra¨ftegesteuerten Verfahren Ansa¨tze fu¨r Timing-Anforderun-
gen. Hierbei sind die Arbeiten von Mo [84, 85], Chou [21] und Malonnek [80] zu
nennen.
2.1.5 Weitere Globalplatzierungsverfahren
In diesem Kapitel werden weitere Platzierungsverfahren vorgestellt, die sich nicht
in die dargestellten vier Klassen der konstruktiven Platzierungsverfahren einord-
nen lassen.
Mongrel ist ein Platzierungstool, das von Hur vorgestellt wurde [47]. Die
Platzierung wird dabei wieder in zwei Schritte eingeteilt, in die Global- und die
Detailplatzierung. Fu¨r die Platzierung wird die Layoutﬂa¨che in achsenparallele
Rechtecke aufgeteilt, die deﬁnierte Fla¨chen aufweisen und damit eine deﬁnierte
Menge von Zellen aufnehmen ko¨nnen.
In [46] wird gezeigt, dass das eindimensionale Platzierungsproblem als Netz-
werkﬂussproblem modelliert werden kann. Fu¨r den Begriﬀ Netzwerkﬂusspro-
blem wird ha¨uﬁg der Begriﬀ Transportproblem synonym verwendet. Hur erwei-
tert den eindimensionalen Ansatz und wendet diesen auf das zweidimensionale
Platzierungsproblem an. In [47] deﬁniert er die Globalplatzierung als eine Platzie-
rung, die die Kapazita¨t der Rechtecke und die der Zeilen nicht u¨berschreitet. Die
Detailplatzierung ist dann erfolgt, wenn die Zellen keinerlei U¨berlappungen auf-
weisen und die Zeilenkapazita¨t nicht u¨berschritten ist. Auf die Detailplatzierung
wird in Abschnitt 2.3 na¨her eingegangen, wa¨hrend hier nur die Globalplatzierung
betrachtet wird.
Eine Initialglobalplatzierung wird durch die Zuweisung der Zellen zu den ein-
zelnen Rechtecken erreicht. Dieser Ansatz wird als Middle-Down bezeichnet.
Die Initialglobalplatzierung wird anschließend iterativ verbessert. Der Algorith-
mus fu¨r die iterative Verbesserung benutzt keine einfachen Zellverschiebungen,
sondern ist tiefgreifender, da die Vertauschungen eine Menge von Zellen betref-
fen. Dadurch wird die globale Sicht auf das Problem beibehalten. Hierzu wird
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eine zufa¨llige Auswahl von Standardzellen als beweglich deklariert. Die optima-
len Positionen fu¨r diese beweglichen Zellen ko¨nnen mit Lo¨sungsmethoden fu¨r
Transportprobleme gefunden werden. Lo¨sungsansa¨tze und Algorithmen hierfu¨r
ko¨nnen allgemein in [43, 76] und speziell fu¨r Mongrel in [46] nachgelesen werden.
Die Kapazita¨t der Rechtecke, denen die Zellen bei der Lo¨sung zugeordnet wer-
den, wird dabei nicht beachtet. Das Resultat ha¨ngt stets davon ab, in welcher
Reihenfolge die Zellen abgearbeitet werden.
Da bei Hur eine Globalplatzierung die Kapazita¨ten der Rechtecke einhalten
muss, ist eine Modiﬁkation der zuvor gefundenen Lo¨sung notwendig. Dabei wer-
den in dem betrachteten Modell Rechtecke mit einer Zellﬂa¨che gro¨ßer als die
Kapazita¨t zu Quellen (= Source) und Rechtecke, die noch freie Kapazita¨ten ha-
ben, zu Senken (= Target) des Transportproblems. Eine Anordnung ist beispiel-
haft in Abbildung 2.11 dargestellt. Quelle und Senke sind mit entsprechenden
Abku¨rzungen gekennzeichnet. Zu jeder Zelle ist der Gewinn fu¨r eine horizontale
bzw. vertikale Bewegung in Richtung der Senke angegeben. Ein negativer Ge-
winn bedeutet, dass die Kosten bei einer Bewegung einer Zelle in diese Richtung
ansteigen.
Aus der Abbildung 2.11 wird die Abbildung 2.12 bestimmt, indem zu jeder
Kante des Graphen die maximalen Gewinnwerte notiert werden. Es wird der Weg
mit maximalem Gesamtgewinn gesucht. Bei der Verschiebung einer Zelle aus der
Quelle S besteht nicht die Notwendigkeit, dass diese Zelle auch der Senke T zu-
geordnet wird. Je nachdem, welche Zelle einen ho¨heren Gewinn verspricht, kann
auch eine andere Zelle weiter bewegt werden. Der optimale Weg ist fu¨r das an-
gegebene Beispiel in Abbildung 2.12 dargestellt. Es wird also zuna¨chst die in
der Quelle angeordnete unterste Zelle (siehe Abbildung 2.11) vertikal nach unten
bewegt. Dabei erho¨hen sich die Kosten. Anschließend wird die dort schon vor-
handene Zelle horizontal nach rechts mit einem Gewinn von vier weiterbewegt.
Eine weitere Bewegung der schon dort vorhandenen Zelle verbessert die Kosten-
funktion um vier. Der letzte Schritt beinhaltet eine vertikale Verschiebung der
Zelle zur Senke. Die hier beschriebene Vorgehensweise wird als Node-Rippling
bezeichnet und verhindert gro¨ßere Vera¨nderungen an der ermittelten Platzierung.
In einem letzten Schritt wird eine lokale Suche nach einer bezu¨glich des Opti-
mierungskriteriums besseren Platzierung durchgefu¨hrt. Dabei werden stets zwei
benachbarte Rechtecke betrachtet. Mit dem Fiduccia-Mattheysis-Algorithmus
wird nach einer Partitionierung gesucht, die ein besseres Platzierungsergebnis
liefert. Ist eine Lo¨sung gefunden, wird diese als die aktuelle betrachtet. Die lokale
Suche wird so lange fortgefu¨hrt bis keine Verbesserungen mehr erreicht werden.
In einem letzten Schritt wird die Detailplatzierung erzeugt (siehe Abschnitt 2.3).
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Abbildung 2.11: Platzierung als Transportproblem
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Abbildung 2.12: Lo¨sung des Transportproblems
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2.2 Globalplatzierung mit iterativ verbessern-
den Verfahren
Das Grundprinzip dieser Verfahren besteht darin, eine Initialplatzierung so lange
hinsichtlich einer zugrundegelegten Kostenfunktion iterativ zu verbessern, bis
ein Abbruchkriterium erfu¨llt ist oder keine Verbesserungen mehr mo¨glich sind.
Charakteristisch fu¨r die Globalplatzierung mit iterativ verbessernden Verfahren
ist die Notwendigkeit einer Initialplatzierung. Die Initialplatzierung kann beliebig
erzeugt worden sein. Je besser die Initialplatzierung ist, desto schneller kann ein
akzeptables Ergebnis gewonnen werden.
Neben dem am meisten verwendeten Simulated-Annealing-Ansatz existiert
der Ansatz mit genetischen Algorithmen. Beiden Ansa¨tzen ist gemein, dass sie zu
der Gruppe der zufallsgesteuerten, iterativ verbessernden Algorithmen geho¨ren.
Neben diesen gibt es auch deterministische, iterativ verbessernde Algorithmen,
die jedoch in der Praxis nicht eingesetzt werden. Der Grund hierfu¨r liegt darin,
dass die deterministischen Verfahren im Vergleich zu zufallsgesteuerten Verfahren
eher dazu neigen, in lokalen Minima zu verbleiben. Beispielsweise ist die paarweise
Vertauschung ein deterministisches, iterativ verbesserndes Verfahren, bei dem die
Vertauschungen nur dann durchgefu¨hrt werden, wenn sie zu einer Verbesserung
der Kosten beitragen.
Im Folgenden werden die beiden ga¨ngigen Ansa¨tze, der Ansatz mit geneti-
schen Algorithmen (Abschnitt 2.2.1) und der Simulated-Annealing-Ansatz (Ab-
schnitt 2.2.2), na¨her erla¨utert.
2.2.1 Genetische Algorithmen
Genetische Algorithmen sind der Evolution in der Natur nachempfunden. In der
Natur passen sich die Individuen der Umgebung an, in der sie leben. Diejenigen
Individuen, die am besten an die Umgebung angepasst sind, haben eine ho¨here
U¨berlebenswahrscheinlichkeit, was dazu fu¨hrt, dass sich ihre Anzahl erho¨ht. Auf
der anderen Seite sinkt die Anzahl derer, die nicht so gut an ihre Umgebung
angepasst sind. Dieses Prinzip wird als
”
Survival-of-the-Fittest“ bezeichnet, d.h.
die am besten Angepassten u¨berleben.
Genetische Algorithmen werden auch fu¨r die Platzierung integrierter Schal-
tungen verwendet [22, 23, 37, 101, 111, 117, 137]. Bevor die genetischen Algorith-
men na¨her beschrieben werden ko¨nnen, mu¨ssen einige Begriﬀe erla¨utert werden.
Genetische Algorithmen arbeiten auf einer Population. Eine Menge von In-
dividuen wird als Population bezeichnet, wobei gu¨ltige Lo¨sungen des Platzie-
rungsproblems Individuen genannt werden. Die Individuen werden meist durch
eine Kette von Symbolen abgespeichert, wobei die Symbole Gene und eine Kette
von Symbolen Chromosomen darstellen. Da dieses Verfahren iterativ verbes-
sernd ist, wird der Begriﬀ der Generation fu¨r jeden Iterationsschritt verwendet.
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Jedes Individuum einer Generation wird anhand einer Funktion evaluiert, und
jedem Individuum wird ein Maß fu¨r die Gu¨te der Platzierung, die Fitness, zu-
gewiesen.
Aus einer aktuellen Generation wird eine Nachfolgegeneration mit Hilfe der
genetischen Operatoren Crossover, Mutation und Selektion erzeugt.
Das Crossover ist eine Vererbungsoperation. Aus der Population werden zwei
Individuen ausgesucht, die als Eltern der zu erzeugenden Nachfahren bezeich-
net werden. Die Auswahl der Eltern erfolgt zufa¨llig unter Beru¨cksichtigung der
Fitness. Individuen ho¨herer Fitness werden mit einer ho¨heren Wahrscheinlichkeit
ausgewa¨hlt als Individuen mit niedrigerer Fitness. Die Erzeugung der Nachfahren
kann beispielsweise durch einen zufa¨lligen Schnitt in der Symbolkette und durch
das Zusammenfu¨gen des linken Teils des einen und des rechten Teils des anderen
Elternteils erfolgen. Dabei kann nicht ausgeschlossen werden, dass die Nachfah-
ren eine ungu¨ltige Platzierung darstellen. Es existieren verschiedene Ansa¨tze,
dieses Problem zu lo¨sen, beispielsweise in [117]. Dort werden drei verschiede-
ne Crossover-Varianten vorgestellt und auf ihre Eﬃzienz hin untersucht. Als
Crossover-Rate wird das Verha¨ltnis der durch Crossover erzeugten Nachfahren
zur Populationsgro¨ße bezeichnet.
Bei der Mutation werden Nachfahren durch eine zufa¨llige Vera¨nderung des
Individuums aus der Ursprungspopulation erzeugt. Die Vera¨nderung der Gene
geschieht unter Beru¨cksichtigung der Mutationsrate, unter der man das Verha¨ltnis
der Genvertauschungen zur Gesamtanzahl der Gene versteht. Bei der Mutation
ko¨nnen vollsta¨ndig neue Gene generiert werden. Wa¨hrend der Crossover-Operator
die Vererbung in den Vordergrund stellt, ist bei der Mutation die Erzeugung von
neuen Genen charakteristisch.
Nachdem die Nachfahren mit den Operatoren Crossover und Mutation er-
mittelt worden sind, mu¨ssen aus der Population und der Menge der Nachfahren
Individuen ausgewa¨hlt und in die na¨chste Generation u¨bernommen werden (Se-
lektion). Dabei gibt es verschiedene Strategien. Bei allen bleibt die Anzahl der
Individuen einer Population gleich. Beim ersten Ansatz werden nur die besten
Individuen in die na¨chste Generation u¨bernommen, beim zweiten Ansatz wer-
den aus der Vereinigungsmenge der Population und der Menge der Nachfahren
Individuen zufa¨llig ausgewa¨hlt. Wa¨hrend beim ersten Ansatz die Fitness der Po-
pulation stetig ansteigt, kann es bei dem zufallsgesteuerten Verfahren zu einer
Verschlechterung der Fitness der Population kommen. Ein Kompromiss beider
Ansa¨tze ist vielversprechend, da zum einen die globale Sicht aufgrund der Zu-
fallskomponente erhalten bleibt und zum anderen gute Lo¨sungen nicht verworfen
werden.
Kling schla¨gt in [61] einen weiteren evolutionsbasierten Ansatz vor und nennt
diesen Simulated Evolution. Der Platzierer, der mit diesem Ansatz entwickelt
worden ist, wird Evolution-based Standard cell Placement (ESP) genannt.
Beim ESP wird der große Speicheraufwand der genetischen Algorithmen, der
durch die Anzahl der Individuen in einer Population maßgeblich beeinﬂusst wird,
32 Global- und Detailplatzierung
umgangen, indem nur eine einzige Lo¨sung gespeichert wird. Aus dieser einen
Lo¨sung wird die nachfolgende Lo¨sung generiert. Dabei werden die Operatoren
Mutation, Evaluation, Entscheidung und Neuanordnung verwendet. Bei der Mu-
tation werden an der aktuellen Platzierung zufa¨llige Vera¨nderungen vorgenom-
men. Anschließend wird jede einzelne Zelle der Platzierung evaluiert und jeder
Zelle wird ein Wert zugeordnet, der angibt, ob die Zelle an einer gu¨nstigen Stel-
le angeordnet ist oder nicht. Anschließend wird entschieden, welche Zellen von
der Layoutﬂa¨che entfernt werden. Diese Zellen bilden die Menge der neu an-
zuordnenden Zellen. Im letzten Schritt, der Neuanordnung, werden Zellen die-
ser Menge sequenziell auf der Layoutﬂa¨che platziert. Genaue Untersuchungen
zu den notwendigen Operatoren, Ergebnisse fu¨r bestimmte Schaltungen und ein
Vergleich mit anderen iterativ verbessernden Platzierungsansa¨tzen ﬁnden sich in
[61, 66, 67, 68, 118].
2.2.2 Simulated Annealing
Bei der Abku¨hlung eines Kristalls ordnen sich die Moleku¨le in einem energie-
armen Zustand an. Dabei spielt die Abku¨hlkurve eine sehr wichtige Rolle. Je
langsamer der Abku¨hlvorgang stattﬁndet, desto regula¨rer wird die Kristallstruk-
tur. Gleichzeitig werden bei einer langsamen Abku¨hlkurve eventuell vorhandene
Spannungen aus der Kristallstruktur beseitigt. Simulated Annealing wird fu¨r die
Lo¨sung allgemeiner Optimierungsprobleme verwendet.
Simulated Annealing ist ein eﬀektiver Optimierungsalgorithmus, der das glo-
bale Minimum ﬁndet, sofern er genu¨gend Zeit zur Verfu¨gung hat. Die Hauptei-
genschaft ist die Tatsache, dass der Suchraum bei der Suche nach der optima-
len Lo¨sung nicht eingeschra¨nkt wird. Simulated Annealing kann lokale Minima
u¨berwinden, weil Lo¨sungen, die ho¨here Kosten aufweisen, mit bestimmten Wahr-
scheinlichkeiten akzeptiert werden. Die Akzeptanzwahrscheinlichkeit wird u¨ber
einen Parameter, die Temperatur, gesteuert.
Als zufallsgesteuertes, iterativ verbesserndes Platzierungsverfahren wurde Si-
mulated Annealing erstmals von Sechen im Jahre 1985 vorgestellt [115]. Dieser
Ansatz wurde in den folgenden Jahren von Sechen [112, 113, 114], Sun [124, 125],
Sarrafzadeh [107, 108], Varanelli [131], Swartz [126] und Tsai [129] weiter entwi-
ckelt.
Abbildung 2.13 zeigt den generellen Ablauf des Simulated Annealing als itera-
tiv verbesserndes Platzierungsverfahren. Die Initialplatzierung dient als Eingabe
fu¨r das Verfahren. Die Starttemperatur wird vom Nutzer gewa¨hlt. Solange ein
vorher festgelegtes Abbruchkriterium nicht erfu¨llt und ein stationa¨rer Zustand
nicht erreicht sind, wird eine neue vorla¨uﬁge Platzierung erzeugt. Anhand eines
Entscheidungskriteriums wird u¨ber die Akzeptanz der vorla¨uﬁgen Platzierung
entschieden. Falls die vorla¨uﬁge Platzierung akzeptiert wird, wird diese als aktu-
elle Platzierung u¨bernommen, ansonsten verworfen. Anschließend wird wiederum
eine neue Platzierung erzeugt und die Schleife abgearbeitet. Wenn der stationa¨re
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P := Initialplatzierung;
T := Starttemperatur;
Solange (Abbruchkriterium nicht erfu¨llt)
Solange (Stationa¨rer Zustand nicht erreicht)
P_vorla¨ufig := ErzeugeNeuePlatzierung;
Wenn (Vorla¨ufige Platzierung akzeptiert)
P := P_vorla¨ufig;
Ende
Ende
T_neu := SenkeTemperatur;
T := T_neu;
Ende
Abbildung 2.13: Genereller Ablauf des Simulated Annealing
Zustand erreicht wird, wird anhand einer Abku¨hlkurve die Temperatur abgesenkt
und als aktuelle Temperatur u¨bernommen. Bei dieser Temperatur beginnt die
Schleife wieder und wird ausgefu¨hrt bis erneut ein stationa¨rer Zustand erreicht
worden ist.
Die Notwendigkeit einer Startplatzierung ist fu¨r iterativ verbessernde Plat-
zierungsverfahren charakteristisch. Eine gute Initialplatzierung ist vorteilhaft, da
dann mit Simulated Annealing gute Ergebnisse schneller erreicht werden ko¨nnen.
Die Starttemperatur spielt fu¨r die Vera¨nderungen an der Initialplatzierung
eine wichtige Rolle. Dabei fu¨hren niedrige Starttemperaturen dazu, dass nur sehr
wenige Vera¨nderungen an der Initialplatzierung durchgefu¨hrt werden. Simulated-
Annealing-Verfahren mit niedriger Starttemperatur werden als Low-Temperature
Simulated-Annealing-Verfahren bezeichnet.
Fu¨r das a¨ußere Abbruchkriterium sind verschiedene Mo¨glichkeiten denkbar.
Beispielsweise kann als a¨ußeres Abbruchkriterium die Unterschreitung einer fest-
gelegten Schwelle der Kostenfunktion angenommen werden. Eine andere Mo¨glich-
keit ist die Festlegung der Rechenzeit.
Das innere Abbruchkriterium ist mit dem stationa¨ren Zustand verknu¨pft.
Dieser Zustand gilt als erreicht, wenn u¨ber eine bestimmte Anzahl von Iteratio-
nen keine Vera¨nderungen an der Kostenfunktion festgestellt werden. In manchen
Ansa¨tzen wird die Anzahl der durchgefu¨hrten Vertauschungen bei einer Tempe-
ratur festgelegt. Ist die festgelegte Anzahl von Vertauschungen durchgefu¨hrt, gilt
der stationa¨re Zustand als erreicht.
In der inneren Schleife werden neue Platzierungskonﬁgurationen erzeugt. Die-
ses kann auf beliebige Art und Weise geschehen. Beispielsweise verwendet Sechen
in der Standardimplementierung des Simulated Annealing eine Kombination aus
der paarweisen Vertauschung von Standardzellen und Zu¨gen von einzelnen Stan-
dardzellen an leere Layoutpositionen [115, 116]. Experimentelle Ergebnisse zeigen,
dass das Verha¨ltnis zwischen der Anzahl der Verschiebungen einzelner Zellen zur
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Anzahl der paarweisen Vertauschung von zwei Zellen erheblichen Einﬂuss auf die
Ergebnisqualita¨t hat [116]. Die Auswahl der Zellen, die fu¨r die Verschiebung oder
Vertauschung verwendet werden, erfolgt in der Regel zufa¨llig. Dieses stellt die
erste Zufallskomponente bei Simulated-Annealing-Ansa¨tzen dar. Bei der Auswahl
der Zellen fu¨r die entsprechenden Zu¨ge ko¨nnen Zugla¨ngen ebenfalls beru¨cksich-
tigt werden. Je niedriger die Temperatur ist, desto ku¨rzer muss dann der Abstand
der beiden an der Zellvertauschung beteiligten Zellen sein. Soll keine paarweise
Vertauschung, sondern nur eine Verschiebung einer einzigen Zelle vorgenommen
werden, so darf der Abstand des neuen Platzierungsortes zum urspru¨nglichen Ort
je nach Temperatur eine entsprechende Schwelle nicht u¨berschreiten [110, 116].
Bei dem Vergleich zwischen der aktuellen und der neu erzeugten Platzierung
ist der Unterschied der Kostenfunktionswerte von großer Bedeutung. Die Kos-
tenfunktion stellt die Bewertungsfunktion der Platzierung dar. Das hauptsa¨chli-
che Optimierungsziel ist die Gesamtverdrahtungsla¨nge. Da bei Vertauschungen
oder Verschiebungen von Zellen U¨berlappungen und Anordnungen, bei denen
sich Teilbereiche einiger Zellen außerhalb der Layoutﬂa¨che beﬁnden, nicht ausge-
schlossen werden ko¨nnen, besteht die Mo¨glichkeit, diese beiden Faktoren in die
Kostenfunktion einzubeziehen. Dieses geschieht u¨ber zusa¨tzliche Terme in der
Kostenfunktion. Ist der Wert der Kostenfunktion nach der Vertauschung kleiner
geworden, so wird die neu erzeugte Platzierung akzeptiert und anschließend der
na¨chste Schritt der Iteration vollzogen. Steigen die Kosten aber, so wird anhand
der aktuell betrachteten Temperatur der Abku¨hlkurve und einem Zufallswert
entschieden, ob die Platzierung akzeptiert oder verworfen wird. Dieses stellt die
zweite Zufallskomponente des Ansatzes dar.
Die Abku¨hlkurve ist eine der wichtigsten Faktoren fu¨r die Ergebnisqualita¨t.
Beispielhaft ist die Abku¨hlkurve eines Platzierungstools (TimberWolf 3.2) in Ab-
bildung 2.14 dargestellt [116].
Die Abku¨hlkurve la¨sst sich mathematisch durch
Tneu = α(Talt) · Talt (2.15)
beschreiben, wobei der Faktor α von der Temperatur abha¨ngt und der Unglei-
chung 0 < α < 1 genu¨gt.
Fu¨r die Akzeptanz einer Vertauschung oder Verschiebung ist eine Akzeptanz-
funktion notwendig. Die Akzeptanzfunktion fAkzeptanz der Standardimplementie-
rung lautet:
fAkzeptanz(∆c, T ) = min
{
1; e−
∆c
T
}
. (2.16)
In Gleichung (2.16) stellt
∆c = cneu − cakt , (2.17)
den Kostenunterschied dar, wobei cneu den Wert der Kostenfunktion nach der
Vertauschung und cakt den Wert der Kostenfunktion vor der Vertauschung dar-
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Abbildung 2.14: Abku¨hlkurve fu¨r das Simulated Annealing
stellen. Ist ∆c positiv, so bedeutet das einen Kostenanstieg, ist ∆c negativ, so
haben sich die Kosten verringert.
Neben der Akzeptanzfunktion ist eine Zufallsfunktion notwendig, die zufa¨llig
eine Zufallszahl r aus dem Intervall 0 < r < 1 liefert. Ein Vergleich zwischen der
Zufallszahl und dem Ergebnis der Akzeptanzfunktion liefert die Entscheidung, ob
die neue Platzierung akzeptiert oder verworfen wird. Ist die Zufallszahl kleiner als
der Funktionswert der Akzeptanzfunktion, wird die neue Platzierung akzeptiert.
Ist die Zufallszahl jedoch gro¨ßer als die Akzeptanzfunktion, so wird die neue
Platzierung verworfen. Verbessert sich die Platzierung aufgrund der Vertauschung
(∆c ist negativ), wird die Platzierung stets akzeptiert.
Schwieriger wird die Betrachtung des Falles mit ansteigenden Kosten (∆c
ist positiv). Der Funktionswert der Akzeptanzfunktion ist sehr stark von der
aktuellen Temperatur abha¨ngig. Bei sehr hohen Temperaturen spielt der Kos-
tenunterschied ∆c in der Exponentialfunktion kaum eine Rolle, da aufgrund der
Temperatur T im Nenner die Exponentialfunktion einen Wert liefert, der sehr
nahe an 1 liegt. Die Akzeptanzfunktion liefert den Wert der Exponentialfunktion
zuru¨ck. Bei einem Vergleich mit der Zufallszahl wird die neue Platzierung mit sehr
hoher Wahrscheinlichkeit akzeptiert. Bei sehr hohen Temperaturen wird also die
neue Platzierung nahezu unabha¨ngig von ∆c akzeptiert. Wenn die Temperatur
jedoch sehr klein wird, wird das Ergebnis der Exponentialfunktion ebenfalls sehr
klein, so dass die Wahrscheinlichkeit einer Akzeptanz sehr gering ist. Im Allgemei-
nen sinkt die Wahrscheinlichkeit der Akzeptanz von schlechteren Platzierungen
mit fallender Temperatur. Dieses Pha¨nomen ist in Abbildung 2.15 erkennbar. Je
tiefer die Temperatur sinkt, desto schneller fa¨llt die Exponentialkurve ab, so dass
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die Wahrscheinlichkeit der Akzeptanz ebenfalls schnell kleiner wird.
Abbildung 2.15: Akzeptanzfunktion beim Simulated Annealing
Neben der Standardimplementierung gibt es verschiedene Erweiterungen, um
neuen Anforderungen zu entsprechen. Swartz schla¨gt einen Ansatz zur Beru¨ck-
sichtigung von Timing-Restriktionen vor [126]. Dabei modiﬁziert er die Kosten-
funktion um einen Zusatzterm, der die Timingverletzungen beru¨cksichtigt. Die
Laufzeit der Standardimplementierung wird durch Sun verbessert [124, 125], wa¨h-
rend Mallela in [79] ein zweistuﬁges Simulated Annealing vorschla¨gt. Im ersten
Schritt werden die Zellen zu Clustern zusammengefasst und platziert. Im zweiten
Schritt werden sequenziell die Cluster betrachtet und die Zellen innerhalb dieser
Cluster platziert.
Simulated Annealing ist ein ma¨chtiges Optimierungsverfahren, das u¨ber sehr
viele Erweiterungsmo¨glichkeiten verfu¨gt, da Nebenbedingungen u¨ber Zusatzterme
in die Kostenfunktion eingebunden werden ko¨nnen. Das Verfahren liefert aber nur
dann sehr gute Ergebnisse, wenn die notwendigen Parameter optimal gewa¨hlt
worden sind. Sechen schla¨gt in [113] Parameter vor, mit denen das Verfahren gut
funktioniert.
Shahookar vergleicht in [117] genetische Algorithmen mit Simulated-Anneal-
ing-Ansa¨tzen und stellt fest, dass sowohl die Ergebnisqualita¨t als auch die Lauf-
zeiten vergleichbar sind. Der einzige Vorteil der genetischen Algorithmen liegt
darin, dass nicht soviele Platzierungskonﬁgurationen ermittelt werden mu¨ssen
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wie beim Simulated Annealing.
2.3 Detailplatzierung
Die Detailplatzierung ist der abschließende Schritt des Syntheseschrittes Plat-
zierung, die aus der Globalplatzierung mit einer mo¨glichst geringen A¨nderung
hervorgeht. Das Ergebnis der Detailplatzierung ist eine u¨berlappungsfreie An-
ordnung der Zellen. Bei einem Standardzellansatz werden die Zellen zusa¨tzlich in
Reihen angeordnet.
Fu¨r die Detailplatzierung wird meistens Simulated Annealing eingesetzt. Pro-
blematisch bei diesem Ansatz ist der hohe Rechenzeitbedarf, der die Rechenzeit
der globalen Platzierung um ein Vielfaches u¨berschreitet.
In diesem Abschnitt werden drei verschiedene Ansa¨tze vorgestellt, die Alter-
nativen zum Simulated Annealing darstellen und recht gute Ergebnisse liefern.
Neben der Heuristik, die im Platzierungstool DRAGON2000 eingesetzt wird,
kommen Lo¨sungsmethoden fu¨r Transportprobleme zum Einsatz (Mongrel und
DOMINO).
DRAGON2000 geho¨rt zu der Gruppe der partitionsbasierten Platzierungs-
verfahren. Bei der Legalisierung der Globalplatzierung wird ein zweistuﬁges Gree-
dy-Vorgehen vorgeschlagen. Im ersten Schritt werden alle Standardzellen so weit
auseinandergezogen, bis keine U¨berlappungen mehr vorhanden sind. Dadurch ist
eine legale Platzierung erreicht. Da aber noch Verbesserungspotenzial vorhanden
ist, erfolgt in der zweiten Stufe der Legalisierung die Suche nach einer besse-
ren Platzierung mit einem Zellvertauschungsalgorithmus. Der Algorithmus wa¨hlt
zufa¨llig eine Zelle aus. Anhand eines Parameters (Verha¨ltnis der vertikalen Ver-
tauschungen zu allen Vertauschungen) wird entschieden, ob eine horizontale oder
eine vertikale Suche durchgefu¨hrt wird. Soll beispielsweise eine vertikale Suche
durchgefu¨hrt werden, wird entweder die Zelle u¨ber- oder unterhalb der aktuell
ausgewa¨hlten Zelle betrachtet. Dabei muss beachtet werden, dass eine Vertau-
schung der beiden Zellen eine Anpassung der Zellpositionen innerhalb der entspre-
chenden Zeile notwendig machen kann, um eventuell auftretende U¨berlappungen
zu beseitigen. Wird eine horizontale Suche durchgefu¨hrt, ko¨nnen eine bestimmte
Anzahl (bestimmt durch einen wa¨hlbaren Parameter) von Zellen links oder rechts
der aktuellen Zelle fu¨r die Vertauschung herangezogen werden. Nach der Auswahl
der Zellen wird die Gesamtverdrahtungsla¨nge nach der Vertauschung berechnet.
Ist diese kleiner, wird die Vertauschung vollzogen, ansonsten wieder verworfen.
Wang bestimmt in [134] die Anzahl der betrachteten Zellen bei einer horizontalen
Vertauschung empirisch zu 4 und das Verha¨ltnis von vertikalen Vertauschungen
zur Anzahl aller Vertauschungen zu 20%.
Die Erstellung der Globalplatzierung mit Mongrel wurde in Abschnitt 2.1.5
beschrieben. Dabei weisen die Rechtecke nur so viele Standardzellen auf, dass
die Kapazita¨t der Rechtecke nicht u¨berschritten wird. Bei der Erzeugung der
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Detailplatzierung wird eine u¨berlappungsfreie und der Zeilenbreite angepasste
Platzierung erzeugt. Bei der Legalisierung werden die Zellen ohne Zwischenra¨ume
platziert, die Reihenfolge bei der Erzeugung der initialen Detailplatzierung bleibt
erhalten. Hierzu werden die Zellen in Standardzellreihen angeordnet. Anschlie-
ßend erfolgt die Optimierung der Detailplatzierung zeilenweise.
Solange (Zeilen noch nicht abgearbeitet)
Solange (Zeilenende nicht erreicht)
Wa¨hle Zellen innerhalb des Fensters;
Suche optimale Anordnung der Zellen;
Verschiebe Fensterposition nach rechts;
Ende
Gehe zur na¨chsten Zeile;
Ende
Abbildung 2.16: Mongrel: Genereller Ablauf der Zeilenoptimierung
Der generelle Ablauf der Zeilenoptimierung ist in Abbildung 2.16 dargestellt.
Sequenziell werden alle Zeilen abgearbeitet. Solange das Zeilenende nicht erreicht
ist, werden Zellen ausgewa¨hlt, die sich innerhalb des Fensters einer vorgegebe-
nen Fenstergro¨ße beﬁnden. Die optimale Anordnung der Zellen wird bestimmt.
Hierzu wird die Menge der Zellen in zwei Mengen aufgeteilt (Partitionierung),
wobei die relative Reihenfolge innerhalb der Mengen beibehalten wird. Alle An-
ordnungsmo¨glichkeiten der Zellen, die sich in den Mengen beﬁnden, werden aus-
probiert. Die Anordnung mit den geringsten Kosten wird ausgewa¨hlt. Die Vorge-
hensweise ist in Abbildung 2.17 dargestellt.
Anschließend wird das Fenster um eine Zelle nach rechts verschoben und die
Iteration beginnt von Neuem. Wenn das Zeilenende erreicht ist, wird die na¨chste
Zeile betrachtet. Die zeilenweise Optimierung ist abgeschlossen, wenn alle Zeilen
abgearbeitet sind.
Der zeilenweisen Optimierung schließt sich das Dynamic Clustering an. Un-
tersuchungen haben aufgezeigt, dass der Unterschied zwischen guten und mit-
telma¨ßigen Platzierungen hauptsa¨chlich darin begru¨ndet ist, dass sich einige Grup-
pen von Zellen im Vergleich zur guten Platzierung entweder links oder rechts der
optimalen Position beﬁnden [46]. Im abschließenden Schritt werden aus diesem
Grunde Gruppen von Zellen (variabler Gro¨ße von 3 bis 10 Zellen) ausgewa¨hlt,
die neu angeordnet werden. Die Auswahl der Gruppen erfolgt anhand der ab-
gescha¨tzten Verdrahtungsdichte. Je niedriger die Verdrahtungsdichte ist, desto
ho¨her ist die Wahrscheinlichkeit, dass dieser Gruppe von Zellen eine bessere Po-
sition innerhalb der Zeile zugewiesen werden kann. Aufgrund der globaleren Sicht
besteht die Mo¨glichkeit, lokale Minima zu verlassen.
DOMINO ist ein an der Technischen Universita¨t Mu¨nchen entwickelter Le-
galisierer, der ebenfalls auf der Modellierung des Platzierungsproblems als Trans-
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Abbildung 2.17: Mongrel: Legalisierungsschritt nach [47]
portproblem beruht [30, 31, 32]. Der gro¨ßte Vorteil der Modellierung als Trans-
portproblem ist die Tatsache, dass wa¨hrend der Platzierungsphase eine große
Anzahl von Zellen gleichzeitig betrachtet werden kann. Aus diesem Grunde sind
die Nachteile, die sich aufgrund eines Greedy-Vorgehens ergeben ko¨nnen, hier
nicht gegeben.
Die Startplatzierung kann eine beliebig erzeugte Platzierung sein. Generell
la¨sst sich aber feststellen, dass die Qualita¨t der Startplatzierung direkt in die
Qualita¨t der legalisierten Platzierung eingeht. Ferner wird der Rechenzeitbedarf
durch die Qualita¨t der Startplatzierung beeinﬂusst. Der generelle Ablauf des Le-
galisierers ist in Abbildung 2.18 dargestellt.
Solange (Verbesserungen mo¨glich)
Generierung neuer Platzierung;
Ausgleich unterschiedlicher Reihenbreiten;
Solange (Reihen noch nicht abgearbeitet)
Optimierung der Anordnungen in den Reihen;
Ende
Ende
Abbildung 2.18: DOMINO: Genereller Ablauf
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Die Erzeugung der neuen, gu¨ltigen Platzierungen ist ein iterativer Prozess,
wobei die Platzierungen die Eigenschaft haben, dass die Zellen u¨berlappungsfrei
und ohne Zwischenra¨ume angeordnet werden. Es werden nur bessere Platzierun-
gen akzeptiert. Die sich aufgrund der Anordnungen ergebenden unterschiedlichen
Reihenbreiten werden ausgeglichen und anschließend eine Optimierung der Zellen
innerhalb der Reihen durchgefu¨hrt.
Neue Platzierungen werden durch die Lo¨sung von mehreren lokalen Subpro-
blemen ermittelt. Hierfu¨r wird die Layoutﬂa¨che in verschiedene, sich teilweise
u¨berlappende Regionen eingeteilt. Abbildung 2.19 zeigt beispielhaft zwei Regio-
nen aus einem Ausschnitt der Gesamtlayoutﬂa¨che.
  ρ'
  ρ
Abbildung 2.19: DOMINO: Regionen bei der Legalisierung
Jeder Region werden die Zellen zugeordnet, die sich innerhalb der Region be-
ﬁnden. Aufgrund der U¨berlappungen der Regionen ist eine teilweise Vermischung
der Zellen von Iteration zu Iteration gegeben, die durch unterschiedliche Reihen-
folgen bei der Abarbeitung der Regionen weiter gefo¨rdert wird. Die prinzipielle
Vorgehensweise orientiert sich am
”
Divide-and-Conquer“-Prinzip. Die Regionen
werden sequenziell von unten nach oben abgearbeitet, so dass die Platzierung wie
ein wachsender Kristall entsteht. Innerhalb der Region werden alle Zellen paral-
lel betrachtet. Der Ablauf ist in Abbildung 2.20 dargestellt. Ausgehend von der
aktuellen Platzierung (Abbildung 2.20 a) werden Zellen der Region ρ ausgewa¨hlt
(Abbildung 2.20 b) und ohne Zwischenraum auf die verbesserte Platzierung u¨ber-
tragen (Abbildung 2.20 c).
Die Anordnung der aktuell betrachteten Zellen auf der Layoutﬂa¨che ist re-
chenzeitintensiv. Hierzu wird die Platzierung als Transportproblem modelliert
und anschließend mit entsprechenden Algorithmen gelo¨st. Die Lo¨sung des Trans-
portproblems liefert die optimalen Positionen fu¨r die Zellen.
Da Standardzellen unterschiedliche Fla¨chen aufweisen, mu¨ssen sie bei der
Modellierung des Platzierungsproblems als Transportproblem zuna¨chst in gleich
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Abbildung 2.20: DOMINO: Aufbau der Platzierung
große Teilzellen aufgeteilt werden, da die Platzierungsorte nur eine einheitliche
Gro¨ße haben. Generell kann jede Teilzelle an jedem mo¨glichen Platzierungsort an-
geordnet werden. Fu¨r jeden einzelnen Platzierungsort mu¨ssen die Kosten bei einer
Platzierung der entsprechenden Teilzellen bestimmt werden, um die notwendigen
Daten des Transportproblems bereitstellen zu ko¨nnen. Da vor allem die Gesamt-
verdrahtungsla¨nge als Optimierungsziel angesehen wird, geht sie prima¨r in die
Kostenberechnung ein. Ga¨ngige Verfahren zur Verdrahtungsla¨ngenabscha¨tzung
beno¨tigen genaue Zellpositionen. Diese ko¨nnen aber aufgrund der parallelen Be-
trachtung aller Zellen einer Region nicht bereitgestellt werden. Doll schla¨gt zwei
neue Netzmodelle vor, die fu¨r die Verdrahtungsla¨ngenabscha¨tzung nicht alle ge-
nauen Zellpositionen beno¨tigen und weist die Verwendbarkeit durch einen Ver-
gleich zur am ha¨uﬁgsten verwendeten Methode der halben Bounding-Box nach.
Anhand dieser Netzmodelle ko¨nnen die Kosten, die bei der Modellierung des
Transportproblems notwendig sind, bestimmt werden. Weiter fu¨hrende Einzel-
heiten sind in [30] angefu¨hrt. Sind die Kosten fu¨r jede mo¨gliche Zellposition be-
stimmt, kann das Transportmodell mit einem Graphen dargestellt werden.
Beispielhaft ist in Abbildung 2.21 ein Graph dargestellt. An den Kanten sind
jeweils zwei Kenngro¨ßen notiert. Die erste Zahl gibt die Kapazita¨t, die zweite Zahl
die Kosten an. Fu¨r ein Transportproblem sind Quelle (= S) und Senke (= T) zu
kennzeichnen. Von der Quelle ausgehend stehen an den Kanten die Anzahl der
Teilzellen als Kapazita¨ten und als Kosten stets die Null. Zum Beispiel wird die
Zelle a in zwei Teilzellen aufgeteilt, wa¨hrend die Zelle c in drei Teilzellen auf-
42 Global- und Detailplatzierung
 
  
  
 
 
 
 	

 

 
 
 



	

 
 
 
 
 
Abbildung 2.21: Modellierung als Transportproblem
geteilt wird. Nach der Aufteilung der Zellen in Teilzellen mu¨ssen diese auf der
Layoutﬂa¨che angeordnet werden. Die Kosten fu¨r die Anordnung der einzelnen
Teilzellen auf die mo¨glichen Pla¨tze sind mit cij gekennzeichnet, wobei der Index
i die Teilzelle repra¨sentiert. Der Index j zeigt an, dass Teilzelle i an die Layout-
position j gesetzt wird. Der Wert inf an den jeweiligen Kanten bedeutet, dass
die Kapazita¨t dieser Kanten unendlich ist.
Das Transportproblem wird mit einem Min-Cost-Flow-Algorithmus gelo¨st.
Einzelheiten zu Lo¨sungsmo¨glichkeiten von Transportproblemen ﬁnden sich bei-
spielsweise in [76]. Doll implementiert in DOMINO die Flow-Augmentation-Me-
thode [31].
Die Lo¨sung des Transportproblems liefert die optimalen Positionen fu¨r die
Teilzellen unter der Einschra¨nkung, dass die Verdrahtungsla¨nge abgescha¨tzt ist
und die Reihenfolge der Regionenabarbeitung die Ergebnisqualita¨t beeinﬂusst.
Untersuchungen haben aufgezeigt, dass die meisten Teilzellen einer Standardzelle
in unmittelbarer Na¨he zueinander angeordnet werden. Diese mu¨ssen in einem
weiteren Schritt zu einer Standardzelle zusammengefu¨gt werden. Dabei wird die
Standardzelle in der Reihe angeordnet, in der sich die meisten ihrer Teilzellen
beﬁnden.
Das Ergebnis des Transportproblems kann unter Umsta¨nden zu Unterschieden
in den Zeilenbreiten fu¨hren. Diese mu¨ssen in einem anschließenden Schritt ange-
passt werden, wodurch die Gesamtverdrahtungsla¨nge gegebenenfalls ansteigen
kann. Bei der Anpassung werden Zellen aus benachbarten Zeilen ausgetauscht,
um die Breitenunterschiede auszugleichen.
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Nach der Anpassung der Zeilenbreiten wird innerhalb der Zeilen eine Opti-
mierung durchgefu¨hrt. Hierzu wird eine monotone Suche verwendet, bei der unter
Betrachtung der Gesamtverdrahtungsla¨nge Vertauschungen von zwei Zellen ak-
zeptiert oder wieder verworfen werden.
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Kapitel 3
3D-Integration
3.1 3D-Integrationstechnologien
Fu¨r die 3D-Integration bestehen zwei grundsa¨tzlich verschiedene Realisierungs-
mo¨glichkeiten. Auf der einen Seite sind die vertikal gestapelten Multi-Chip-Mo-
dule (MCM-V) zu nennen, auf der anderen Seite vollintegrierte 3D-Technologien.
Abbildung 3.1: Schematische Darstellung eines Multi-Chip-Moduls (MCM)
Bei konventionellen Multi-Chip-Modulen (MCM) werden fertig prozessierte
und ungeha¨uste Chips nebeneinander auf einer Fla¨che angeordnet. Die Chips
ko¨nnen nur u¨ber die externen Pins elektrisch miteinander verbunden werden.
Weitere Verbindungen zwischen den Chips existieren nicht. Eine beispielhafte An-
ordnung aus vier Chips, die auf einer ebenen Fla¨che angeordnet sind, ist in Abbil-
dung 3.1 dargestellt. Nachgewiesenermaßen ist dieser Ansatz sehr kostengu¨nstig,
hat aber den Nachteil, dass die Verbindungsleitungen zwischen den Chips sehr
lang werden ko¨nnen.
Durch die vertikale Stapelung der Chips kann dieser Nachteil teilweise u¨ber-
wunden werden. Vertikal gestapelte Multi-Chip-Module werden als MCM-V be-
zeichnet [26]. Eine schematische Anordnung von einem MCM-V mit drei Chipe-
benen ist in Abbildung 3.2 dargestellt. Da die Anzahl der Verbindungen zwischen
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den Chips bei MCMs auf die Anzahl der externen Pins beschra¨nkt ist, ko¨nnen
sie fu¨r Systeme, die eine hohe Zahl von Verbindungen untereinander beno¨tigen,
nicht eingesetzt werden. Der Stand der Technik bei den MCMs kann ausfu¨hrlich
in [1] nachgelesen werden.
Abbildung 3.2: Schematische Darstellung eines vertikalen MCMs (MCM-V)
Vollintegrierte 3D-Technologien sind im Vergleich zu MCMs vielseitig ver-
wendbar. Sie weisen beliebige Anordnungsmo¨glichkeiten fu¨r die vertikalen Durch-
kontaktierungen auf. Es bestehen daher keine Beschra¨nkungen hinsichtlich der
Position oder der Anzahl der vertikalen Durchkontaktierungen, wodurch eine sehr
hohe Dichte erreicht werden kann. Fu¨r Anwendungen, die eine parallele Verarbei-
tung mit sehr starkem Informationsaustausch beno¨tigen, ist dieser Ansatz sehr
vorteilhaft.
Aufgrund der gro¨ßeren Flexibilita¨t und der damit verbundenen gro¨ßeren An-
wendungsfelder stellen die vollintegrierten Technologien den Stand der Technik
bei der 3D-Integration dar. Zusammenfassende Beschreibungen der Technologien
ko¨nnen in [6, 120] nachgelesen werden. Nachfolgend werden die vier wichtigsten
vorgestellt.
Beam Recrystallization ist eine Technologie fu¨r die Herstellung von Du¨nn-
ﬁlmtransistoren (thin ﬁlm transistors, TFT). Dabei wird die zweite aktive Sili-
ziumschicht durch die Ablagerung von Polysilizium auf einem schon fertig pro-
zessierten, passivierten Wafer hergestellt. Fu¨r die Fertigung von Du¨nnﬁlmtran-
sistoren sind hohe Temperaturen notwendig, da das Polysilizium in den ﬂu¨ssigen
Zustand u¨berfu¨hrt werden muss. Hohe Temperaturen bei der Herstellung fu¨hren
zu erheblichen Qualita¨tseinbußen bei darunter liegenden aktiven Schichten. Aus
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diesem Grunde werden Herstellungsmo¨glichkeiten bei tieferen Temperaturen er-
forscht. Ferner weisen die mit Polysilizium hergestellten Transistoren schlechte
Elektronenbeweglichkeiten und sehr hohe Threshold-Spannungen auf [6, 105]. Die
Eigenschaften der Du¨nnﬁlmtransistoren werden verbessert, wenn die Rekristalli-
sation des Polysiliziumﬁlms mit Hilfe eines Laser- oder Elektronenstrahls angeregt
wird. Problematisch bei der Herstellung von Du¨nnﬁlmtransistoren sind daru¨ber
hinaus Verunreinigungen, die durch unbeabsichtigte Dotierung verursacht wer-
den.
Das Silicon Epitaxial Growth ist ein weiterer Hochtemperaturprozess. Das
Prinzip dieses Verfahrens beruht darauf, dass eine O¨ﬀnung in den passivierten
Wafer gea¨tzt wird, durch die eine neue Schicht epitaktisch aufgebracht wird.
Durch die hohen Temperaturen werden jedoch bei der Erzeugung der neuen ak-
tiven Schichten die darunter liegenden Schichten derart bescha¨digt, dass eine
Funktionsfa¨higkeit nicht mehr gewa¨hrleistet werden kann [6, 105]. Daher ist das
Silicon Epitaxial Growth fu¨r die Anwendung bei mehreren aktiven Schichten tech-
nologisch nicht anwendbar.
Da sich hohe Temperaturen nachteilig auf die Qualita¨t auswirken, wird bei der
Solid Phase Crystallization (SPC) die Ablagerung und Kristallisierung von
amorphem Silizium auf schon vorhandenen aktiven Schichten bei niedrigen Tem-
peraturen ermo¨glicht. Der amorphe Siliziumﬁlm wird kristallisiert, und es bildet
sich eine Polysiliziumschicht. Verschiedene Mo¨glichkeiten fu¨r die Verbesserung
der Eigenschaften des neu aufgebrachten Films sind in der Literatur erwa¨hnt [6].
Die SPC-Technologie weist eine große Flexibilita¨t bei der Erzeugung mehrerer
aktiver Schichten auf und ist CMOS-kompatibel. Neue Forschungsergebnisse zei-
gen, dass mit dieser Niedertemperaturtechnologie auch hochperformante Systeme
aufgebaut werden ko¨nnen [6, 104, 105]. Die elektrischen Eigenschaften reichen je-
doch derzeit nicht an Schaltungen aus einem einzeln gewachsenen Siliziumkristall
heran. Daru¨ber hinaus besteht bei der 3D-Integration keine Mo¨glichkeit, verschie-
dene Technologien fu¨r die verschiedenen aktiven Schichten zu verwenden. Dieser
Nachteil ist bei der na¨chsten vorgestellten Technologie nicht vorhanden.
Das Processed-Wafer-Bonding ist eine 3D-Technologie, die ausgereift ist.
Zwei oder mehrere vollsta¨ndig prozessierte und getestete Wafer werden bei die-
sem Verfahren u¨bereinander angeordnet und u¨ber vertikale Durchkontaktierun-
gen elektrisch miteinander verbunden. Die Vorgehensweise, Wafer miteinander
zu verbinden, wird als Wafer-to-Wafer-Bonding bezeichnet. Wesentlich ﬂexibler,
in der Durchfu¨hrung aber aufwa¨ndiger, ist das Chip-to-Wafer-Bonding. Dabei
werden auf einen prozessierten Wafer fertig prozessierte Chips aufgebracht. Die-
se Vorgehensweise ist wesentlich vorteilhafter im Hinblick auf die Ausbeute, da
nur funktionsfa¨hige Chips aufgebracht werden. Ferner besteht nicht die Vorga-
be, dass die Chips ho¨herer Schichten dieselben Abmessungen wie die der unteren
Schichten aufweisen mu¨ssen.
Vorteilhaft fu¨r das Processed-Wafer-Bonding ist außerdem die Tatsache, dass
die aktiven Schichten in unterschiedlichen Technologien realisiert sein ko¨nnen,
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die u¨ber die vertikalen Durchkontaktierungen miteinander kombiniert werden.
Nachteilig ist, dass die endliche optische Justiergenauigkeit fu¨r die Positionierung
der Wafer u¨bereinander bzw. der Chips auf dem Wafer beru¨cksichtigt werden
muss. Aus diesem Grunde ist mit einem erho¨hten Fla¨chenbedarf fu¨r die vertikalen
Durchkontaktierungen zu rechnen.
Fu¨r das Processed-Wafer-Bonding gibt es viele Vero¨ﬀentlichungen, die die
Besonderheiten der einzelnen Verfahren erla¨utern [5, 6, 8, 13, 18, 38, 44, 69, 72,
77, 96, 97, 98, 99, 104, 105, 106, 120]. Die Verfahren unterscheiden sich in vier
nachfolgend aufgefu¨hrten Punkten:
1. Kleber fu¨r das Bonding,
2. Methode der Scheibendu¨nnung,
3. Genauigkeit bei der Waferausrichtung,
4. Herstellungsverfahren der vertikalen Durchkontaktierungen.
Reif et al. stellen in [38] zwei verschiedene Arten des Processed-Wafer-Bon-
dings vor. Die vertikalen Durchkontaktierungen werden dort als Inter-Wafer-Vias
bezeichnet. Bei der ersten Mo¨glichkeit wird auf die untere Schicht ein Polymer-
Kleber aufgebracht. Die zweite Lage wird gedu¨nnt und auf die untere Schicht
aufgebracht. Anschließend werden die O¨ﬀnungen fu¨r die vertikalen Durchkontak-
tierungen gea¨tzt, so dass die vertikalen Durchkontaktierungen in einem Metal-
lisierungsschritt realisiert werden ko¨nnen. Die Realisierung der Durchkontaktie-
rungen erfolgt bei dieser Vorgehensweise nach dem Bonden. Abbildung 3.3 zeigt
den prinzipiellen Aufbau.
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Abbildung 3.3: Wafer-Bonding mit Polymer-Kleber [38]
Die zweite Mo¨glichkeit besteht darin, dass die vertikalen Durchkontaktierun-
gen schon vor dem Bonden vorhanden sind. Dabei werden sowohl auf der Ober-
seite des unteren Wafers als auch auf der Unterseite des zweiten Wafers eine
Metallschicht (Kupfer) aufgebracht. Die beiden Wafer werden durch Thermo-
kompression miteinander verbunden, so dass die vertikalen Verbindungen durch
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die Kontaktﬂa¨chen realisiert werden. Schematisch ist der Vorgang des Copper-
Wafer-Bondings in Abbildung 3.4 dargestellt.
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Abbildung 3.4: Copper-Wafer-Bonding [38]
Im Rahmen dieser Arbeit wird die InterChip-Via (ICV)-Technologie der Fraun-
hofer Gesellschaft (Institut fu¨r Zuverla¨ssigkeit und Mikrointegration, IZM) fu¨r die
Festlegung der technologischen Randbedingungen herangezogen, da wichtige Da-
ten fu¨r diese Technologie frei verfu¨gbar sind. Die grundlegenden Informationen fu¨r
diese Technologie ko¨nnen verschiedenen Vero¨ﬀentlichungen entnommen werden
[8, 44, 62, 69, 72, 96, 97, 98], Zusammenfassungen liefern Ramm et al. in [97, 98].
Die ICV-Technologie ist ein Vertreter der Processed-Wafer-Bonding-Technologie.
Wa¨hrend das IZM zuna¨chst das Wafer-to-Wafer-Bonding untersuchte, sind in
letzter Zeit vermehrt Untersuchungen zum Chip-to-Wafer-Bonding durchgefu¨hrt
worden, da es aufgrund der Flexibilita¨t zukunftstra¨chtiger ist. Eine schematische
Darstellung der ICV-Technologie fu¨r zwei aktive Schichten ﬁndet sich in Abbil-
dung 3.5. Bei dieser Technologie gibt es keinerlei Beschra¨nkungen bei der Anzahl
der Chiplayer.
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Abbildung 3.5: Schematische Darstellung der ICV-Technologie
Der Herstellungsprozess der 3D-Chips ist a¨ußerst komplex. Hier wird das
Grundprinzip fu¨r das Wafer-to-Wafer-Bonding mit zwei Layern erla¨utert [8].
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Bevor die beiden Wafer miteinander verbunden werden, mu¨ssen Vorbereitun-
gen fu¨r das Zusammenbringen beider Wafer getroﬀen werden. Bei dem zweiten,
oben anzubringenden Wafer mu¨ssen fu¨r die ICVs Lo¨cher gea¨tzt werden. Mit ei-
nem Nassa¨tzverfahren wird das Loch durch alle Metalllagen hindurch und rund
12 µm in das Silizium hinein gea¨tzt. Anschließend wird der Wafer mit einem
Handling-Wafer versehen. Der Handling-Wafer dient zur besseren Handhabbar-
keit des Wafers nach dem sich anschließenden Du¨nnungsprozess. Erste Vero¨ﬀent-
lichungen zu den Grundlagen des Du¨nnungsprozesses stammen aus dem Jahre
1995 [44]. Der Du¨nnungsvorgang wird so weit fortgesetzt, bis die Lo¨cher fu¨r die
ICVs oﬀengelegt sind. Der zweite Wafer hat dann eine Dicke von rund 10 µm.
Die Oberseite des ersten Wafers wird planarisiert und mit Polyimid, dem fu¨r das
Bonding verwendeten Kleber, versehen. Die beiden Wafer werden optisch justiert
und bei 400 ◦C gebondet. Da der Handling-Wafer nicht mehr beno¨tigt wird, wird
dieser entfernt. Auf dem unteren Wafer werden O¨ﬀnungen fu¨r die Verbindung
der vertikalen Durchkontaktierungen mit der obersten Metalllage bereitgestellt.
Nach der lateralen elektrischen Isolierung der ICV-Lo¨cher werden diese mit Wolf-
ram metallisiert. Damit ist die vertikale Verbindung zwischen den beiden Wafern
gewa¨hrleistet. Bei der ICV-Technologie werden generell die oberste Metalllage des
ersten Wafers und die oberste Metalllage des zweiten Wafers fu¨r die vertikalen
Verbindungen verwendet.
Die ICVs weisen laterale Ausdehnungen von rund 2 µm · 2 µm auf. Die elektri-
schen Eigenschaften sind mit gemessenen Widersta¨nden von ca. 2 Ω vielverspre-
chend [97]. In [96] untersuchen Ramm et al. die Verwendbarkeit von Kupfer fu¨r
die vertikalen Durchkontaktierungen. Derzeit bringt der Einsatz von Kupfer kei-
ne Verbesserungen hinsichtlich der elektrischen Eigenschaften, da aufgrund der
schwierigeren Handhabbarkeit des Kupfers Prozessverunreinigungen verursacht
werden ko¨nnen. Die hervorzuhebende Eigenschaft der ICV-Technologie ist, dass
diese CMOS-kompatibel und daher in ga¨ngigen Fertigungsanlagen einsetzbar ist.
Ku¨hn et al. untersuchen die Koppelkapazita¨ten der Leitungen in 3D-ICs [72].
Dort zeigen sie, dass die Fla¨chenreduzierung und die Reduzierung der Verdrah-
tungsla¨ngen bei der 3D-Integration trotz des Anstiegs der Koppelkapazita¨ten zu
kleineren Signalverzo¨gerungszeiten fu¨r globale Leitungen fu¨hren. Untersuchungen
zu ICV-Kapazita¨ten existieren bisher nicht.
Wie in der ITRS erwa¨hnt wird, geho¨ren thermische Eﬀekte zu den ungelo¨sten
Problemen der 3D-Integration [54]. Aufgrund der vertikalen Stapelung von Wa-
fern bzw. Chips ko¨nnen Gebiete mit erho¨hter Temperatur und schlechter Wa¨r-
meableitungsmo¨glichkeit auftreten, die die Funktionsfa¨higkeit der 3D-Chips be-
eintra¨chtigen oder gar zum Ausfall des gesamten Chips fu¨hren ko¨nnen. Wa¨hrend
Chao in [19] die thermischen Eﬀekte fu¨r MCMs untersucht, haben Kleiner et al.
im Jahre 1995 die ersten Untersuchungen zu den thermischen Eigenschaften von
vollintegrierten 3D-Chips durchgefu¨hrt [62]. Die Grundlage hierfu¨r ist die ICV-
Technologie. Dabei ist ein erheblicher Temperaturanstieg bei gedu¨nnten Wafern
zu beobachten. Daher ist die Dicke des zweiten Wafers und aller folgenden ein
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ausschlaggebender Faktor fu¨r die thermischen Grenzen der 3D-Integration. Wei-
tere Untersuchungen zu den thermischen Eﬀekten sind in [6, 20, 49, 95] zu ﬁnden.
Ein wichtiger Parameter bei der Untersuchung der thermischen Eigenschaften ist
die Wa¨rmeleitfa¨higkeit des verwendeten Klebers. Je leitfa¨higer der Kleber ist,
desto niedriger ist die Temperatur des zweiten Chiplayers und der folgenden.
Ferner schla¨gt Rahman in [95] die Verwendung von vertikalen Durchkontaktie-
rungen (thermische Vias) fu¨r die Wa¨rmeableitung vor. In [49] untersucht Im die
beiden unterschiedlichen Ansa¨tze fu¨r das Processed-Wafer-Bonding hinsichtlich
ihrer thermischen Eigenschaften, zum einen die ICV-Technologie mit Polyimid als
Kleber zwischen den Chiplayern und zum anderen die Thermokompressionsme-
thode mit Kupfer als Verbindung zwischen den Layern. Die thermische Analyse
ergibt, dass sich die Thermokompressionsmethode minimal besser verha¨lt als die
ICV-Technologie.
Dass die 3D-Integration nicht nur in akademischen Forschungseinrichtungen
bearbeitet wird, zeigt die Tatsache, dass Inﬁneon Technologies im August 2002
einen 3D-Chip hergestellt hat [50]. Hierzu geho¨rt auch die Vero¨ﬀentlichung von
Hu¨bner aus dem Jahre 2002 [45]. Daru¨ber hinaus gibt es weitere Vero¨ﬀentli-
chungen, die die 3D-Integration fu¨r entsprechende Anwendungsfa¨lle heranziehen.
Kleiner et al. wenden die 3D-Integration fu¨r ein RISC-System an [63], wa¨hrend
Lee diesen Ansatz fu¨r Speicher verwendet [73]. Mangold verwendet die MCM-
Technologie fu¨r Hochfrequenzanwendungen [81].
3.2 3D-Entwurfswerkzeuge
Fu¨r die 3D-Integration existieren derzeit keine kommerziell verfu¨gbaren EDA-
Entwurfswerkzeuge. Zwar kann bei den Verdrahtungswerkzeugen prinzipiell von
einem dreidimensionalen Ansatz gesprochen werden, weil mehrere Metalllagen fu¨r
die Verdrahtung zur Verfu¨gung stehen. Fu¨r andere EDA-Werkzeuge wie Floor-
planner und Platzierer gibt es jedoch keine ausgereiften Erweiterungen in die
dritte Dimension. Dies ist derzeit ein zwar kleines aber recht aktives Forschungs-
gebiet. Erste Ansa¨tze fu¨r das Floorplanning ﬁnden sich in [28, 29, 102, 103], fu¨r
die Platzierung in [25, 26, 28, 29, 42, 59, 88, 127] und fu¨r die Verdrahtung in
[25, 29, 36, 128]. Die Vero¨ﬀentlichungen beziehen sich sowohl auf einzelne Tools
als auch auf Tools, die zu einem Flow zusammengefasst sind. Aus diesem Grunde
ko¨nnen einige Vero¨ﬀentlichungen mehrfach zitiert sein.
3.2.1 Floorplanner
Salewski benutzt fu¨r ihren 3D-Floorplanner genetische Algorithmen [103]. Als
Datenstruktur werden Slicing-Strukturen verwendet, eine theoretische Abhand-
lung fu¨r die Anwendbarkeit dieser Strukturen bei der 3D-Integration ﬁndet sich
in [102]. Die genetischen Operationen werden speziell fu¨r den 3D-Fall angepasst.
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Einzelheiten zu den verwendeten genetischen Operationen Mutation und Rekom-
bination ko¨nnen in [103] nachgelesen werden. Die Ergebnisse fu¨r die untersuchten
Benchmarks des Microelectronics Center of North Carolina (MCNC) sind vielver-
sprechend und u¨bertreﬀen in der Reduktion der Gesamtverdrahtungsla¨nge und
des Fla¨chenbedarfs in [28] vero¨ﬀentlichte Ergebnisse. Salewski untersucht ferner
die optimale Anzahl der Layer fu¨r die Minimierung der Gesamtverdrahtungsla¨nge.
Im Gegensatz zu Salewski verwendet Deng eine Non-Slicing-Struktur fu¨r sei-
nen Floorplanner [28]. Ausgehend von einem zufa¨llig erzeugten Floorplan werden
nachfolgende Floorplans zufallsgesteuert ermittelt. Hierfu¨r stehen drei mo¨gliche
Optionen zur Verfu¨gung: Verschiebung einer Zelle, Drehung einer Zelle und die
Vertauschung von zwei Zellen. Bei der Vertauschung von zwei Zellen ko¨nnen
auch Zellen aus zwei verschiedenen Layern fu¨r die Vertauschung herangezogen
werden. Die Eﬃzienz des Algorithmus wird anhand der beiden großen MCNC-
Floorplanning-Benchmarks ami33 und ami49 demonstriert. Die Gesamtverdrah-
tungsla¨nge kann bis zu 30% reduziert werden, wa¨hrend die Fla¨che nur um rund
3% reduziert wird. Die Ergebnisse sind ebenfalls gut, reichen aber nicht an die
von Salewski heran. Anzumerken ist, dass Deng nur 3D-Chips mit zwei aktiven
Schichten untersucht, wa¨hrend bei Salewski keinerlei Beschra¨nkungen hinsicht-
lich der Anzahl aktiver Schichten bestehen. Sie vero¨ﬀentlicht Ergebnisse mit bis
zu fu¨nf aktiven Schichten.
3.2.2 Platzierer
Neben dem 3D-Floorplanning wird die 3D-Platzierung in der Literatur eben-
falls behandelt. Ohmura schla¨gt beispielsweise einen iterativ verbessernden 3D-
Platzierungsalgorithmus vor [88]. Ausgehend von einer 3D-Initialplatzierung wer-
den paarweise Vertauschungen durchgefu¨hrt, wenn die Vertauschung einen Ge-
winn bezu¨glich der betrachteten Kostenfunktion nach sich zieht. Dabei werden
Verbindungen in vertikaler Richtung gesondert gewichtet, um die ho¨heren Wi-
dersta¨nde in vertikaler Richtung beru¨cksichtigen zu ko¨nnen. Fu¨r die betrachteten
Beispiele (18 - 124 Standardzellen) sind Verdrahtungsla¨ngenreduktionen von bis
zu 17.4% zu beobachten.
Tanprasert vero¨ﬀentlicht einen analytischen Ansatz fu¨r die 3D-Platzierung
[127]. Die Zielfunktion beinhaltet die quadratische Gesamtverdrahtungsla¨nge.
Untersuchungen fu¨r Platzierungsanordnungen mit etwa 20 Zellen werden geschil-
dert. Fu¨r aktuelle Schaltungen mit sehr viel mehr Standardzellen ist weder der
Ansatz von Ohmura noch der von Tanprasert ausgereift. Sie werden daher nicht
weiter betrachtet.
Deng et al. stellen neben dem Floorplanner auch einen Platzierer vor [28].
Der Platzierer baut auf dem Min-Cut-Platzierer CAPO auf, der von Caldwell
et al. vero¨ﬀentlicht [16] und in Abschnitt 2.1.3 beschrieben wurde. Deng unter-
sucht nur Chip-Stapel, die zwei Layer aufweisen und auf der Processed-Wafer-
Bonding-Technologie beruhen. Die Vorgehensweise bei dem 3D-Platzierer bein-
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haltet zuna¨chst eine Bipartitionierung (vertikale Partitionierung). Bei der Bipar-
titionierung wird eine Fla¨chenabweichung zwischen den beiden Layern von bis
zu 10% akzeptiert. Die urspru¨ngliche Netzliste wird nach der Bipartitionierung
in zwei Unternetzlisten aufgeteilt, die jeweils einem der beiden zur Verfu¨gung
stehenden Layer zugewiesen werden. Anschließend wird ebenenweise eine 2D-
Platzierung mit den zugewiesenen Partitionsteilen vorgenommen. Die Layout-
ﬂa¨che ist fest vorgegeben, es wird also der Fixed-Die-Ansatz verfolgt. Fu¨r die Ver-
besserung der Ergebnisqualita¨t bei der Min-Cut-Platzierung wird die Terminal-
Propagation fu¨r die 3D-Anwendung angepasst und implementiert. Dabei mu¨ssen
auch Zellen aus der anderen aktiven Schicht beru¨cksichtigt werden. Neben der
Reduzierung der Gesamtverdrahtungsla¨nge untersucht Deng auch die La¨ngenre-
duzierung des la¨ngsten in der Schaltung vorkommenden Netzes. Die Ergebnisse
fu¨r die MCNC-Benchmarks sind sehr gut, die Reduzierung der Gesamtverdrah-
tungsla¨nge fu¨r die Realisierung mit zwei Layern betra¨gt bis zu 23%. Der Durch-
schnitt fu¨r alle MCNC-Benchmarks weist eine Reduzierung von rund 16% auf.
Die durchschnittliche Reduzierung der La¨nge des la¨ngsten vorkommenden Netzes
betra¨gt 29%. Bei diesen Ergebnissen ist anzumerken, dass keinerlei technologi-
sche Informationen u¨ber die vertikalen Verbindungen eingeﬂossen sind. Weder die
elektrischen, noch die geometrischen Abmessungen spielen bei der Berechnung der
Gesamtverdrahtungsla¨nge eine Rolle.
In [29] wird die vertikale Partitionierung, also die Zuweisung der Partitions-
teile auf die Layer, nicht im ersten Schritt durchgefu¨hrt, sondern erst in einem
der folgenden Partitionierungsschritte. Ferner werden die geometrischen Abmes-
sungen der vertikalen Durchkontaktierungen beru¨cksichtigt. Fu¨r die einzelnen
Bereiche der Layer wird die technologisch begrenzte, maximale Anzahl von ver-
tikalen Durchkontaktierungen festgelegt, das heißt, jedem Bereich wird eine Ka-
pazita¨t fu¨r vertikale Durchkontaktierungen zugewiesen. Die vertikale Partitionie-
rung beginnt mit einer Toleranz von 1% fu¨r die Fla¨chenabweichungen der bei-
den Partitionsteile. Die wichtigste Maßgabe ist die Einhaltung der vorgegebenen
Fla¨chenabweichung. Falls bei dieser Toleranz die Anzahl der notwendigen ver-
tikalen Durchkontaktierungen in einem Bereich die vorhandene Kapazita¨t u¨ber-
schreitet, wird die Partitionierung verworfen und mit einer gro¨ßeren Toleranz wie-
derholt. Diese Vorgehensweise wird so lange fortgesetzt, bis die Kapazita¨t nicht
mehr u¨berschritten wird. In einer Erweiterung des urspru¨nglichen Platzierers ist
die Platzierung von gemischten Schaltungen, die aus Makro- und Standardzellen
bestehen, mo¨glich.
Das et al. stellen ebenfalls einen 3D-Platzierer auf der Basis des Min-Cut-
Algorithmus vor [25, 26]. Die Abmessungen der Layoutﬂa¨che sind fest vorgegeben
(Fixed-Die-Ansatz). Die rekursive Bipartitionierung bildet hier die Grundlage fu¨r
den 3D-Platzierer. Die Partition wird in Partitionsteile geteilt, die ungefa¨hr die
gleiche Fla¨che aufweisen. Eine Toleranz von 2% - 10% wird zugelassen. Partitio-
nierungsuntersuchungen zeigen zwei Vorgehensweisen auf, die die Optimierung
unterschiedlicher Optimierungsziele gewa¨hrleisten. Die erste Vorgehensweise op-
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timiert die Anzahl der vertikalen Verbindungen, wa¨hrend die zweite die Gesamt-
verdrahtungsla¨nge minimiert.
Abbildung 3.6 zeigt den Partitionierungsablauf fu¨r die Minimierung der An-
zahl vertikaler Verbindungen. Da das Min-Cut-Verfahren die Verbindungen zwi-
schen den Partitionsteilen minimiert, ist bei der sofortigen Partitionierung auf
die zur Verfu¨gung stehenden Layer die kleinste Anzahl vertikaler Verbindungen
zu erwarten. Diese Vorgehensweise kann zu la¨ngeren Gesamtverdrahtungsla¨ngen
fu¨hren, ist aber besonders dann anzuwenden, wenn die vertikalen Verbindungen
einen hohen Beitrag zur Kostenfunktion leisten. Die hohen Kosten ko¨nnen durch
elektrische Eigenschaften (Widerstand und/oder Kapazita¨t) oder durch geome-
trische Abmessungen (erho¨hter Fla¨chenbedarf) begru¨ndet sein.
Abbildung 3.6: Partitionierungsablauf fu¨r die Minimierung der Anzahl vertikaler
Verbindungen [25]
Fu¨r die Minimierung der Gesamtverdrahtungsla¨nge wird ein Partitionierungs-
ablauf nach Abbildung 3.7 vorgeschlagen. Dabei wird die Partitionierung rekur-
siv durchgefu¨hrt, im letzten Schritt erfolgt die Partitionierung auf die Layer der
Schaltung. Bei der Partitionierung wird auf die Schnittrichtung besonderer Wert
gelegt, da diese die Ergebnisqualita¨t maßgeblich beeinﬂusst. Das wa¨hlt die Schnit-
trichtung stets senkrecht zur la¨ngsten Ausdehnung.
Abbildung 3.7: Partitionierungsablauf fu¨r die Minimierung der Gesamtverdrah-
tungsla¨nge [25]
Eine Kombination beider Optimierungsziele ist denkbar. Die Partitionierung
erfolgt weder zu Beginn, noch am Ende, sondern erst dann, wenn die Partitions-
teile eine bestimmte Gro¨ße unterschritten haben.
Das et al. untersuchen Chip-Stapel mit bis zu fu¨nf Layern. Die Reduktion der
Gesamtverdrahtungsla¨nge variiert fu¨r die untersuchten ISPD-Benchmarkschal-
tungen [2] von 28% bis 51%. Sie nimmt erwartungsgema¨ß mit steigender Anzahl
von Layern zu. Ferner untersucht Das die Reduzierung der La¨nge des la¨ngsten
Netzes. Hier wird eine Reduktion von 31% bis 56% erreicht. Bei der Optimierung
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der Anzahl vertikaler Verbindungen wird eine Verdrahtungsla¨ngenreduktion von
nur noch 7% bis 17% erzielt.
Goplen beru¨cksichtigt thermische Eﬀekte bei der 3D-Platzierung in [42].
3.2.3 Verdrahter
Die Verdrahtung ist bei der 2D-Realisierung der Schaltungen aufgrund mehrerer
Metalllagen an sich dreidimensional. Erste Arbeiten zu Verdrahtern fu¨r 3D-Chips
sind im Jahre 1991 von Enbody et al. vero¨ﬀentlicht worden [36].
Tanprasert schla¨gt in seiner Vero¨ﬀentlichung einen 3D-Switchbox-Globalver-
drahter vor [128]. Nach der Platzierung wird der restliche zur Verfu¨gung stehende
Freiraum in 3D-Switchboxes aufgeteilt. Anschließend wird die Adjazenzinforma-
tion generiert, um schließlich mit Hilfe der Steiner-Baum-Abscha¨tzung die Glo-
balverdrahtung durchzufu¨hren.
Das et al. fu¨hren in [25] die 3D-Verdrahtung auf die Positionierung der verti-
kalen Verbindungen zuru¨ck. Da die vertikalen Verbindungen bestimmte Fla¨chen
beno¨tigen, kann ihre Positionierung zu Vera¨nderungen in der schon erzeugten
Platzierung fu¨hren. Nachdem die vertikalen Verbindungen positioniert sind, kann
die abschließende Verdrahtung mit einem Standard-2D-Verdrahter durchgefu¨hrt
werden.
3.2.4 Design-Flows
Neben einzelnen Entwurfswerkzeugen existieren vollsta¨ndige Design-Flows fu¨r
den Entwurf von dreidimensionalen Schaltungen. Die Vero¨ﬀentlichungen von Das
et al. [25, 26] und Deng et al. [28, 29] ko¨nnen hier angefu¨hrt werden.
Das et al. verfu¨gen u¨ber einen Platzierer, der auf der Basis des Min-Cut-
Algorithmus arbeitet, und u¨ber einen Verdrahter. Die Mo¨glichkeiten eines 3D-
Designs werden zwar ausgenutzt, jedoch fehlt ein 3D-Floorplanner. Die Verwen-
dung eines Floorplanners wird in Zukunft unumga¨nglich sein, da abzusehen ist,
dass die Schaltungen in Zukunft sehr viel komplexer und gro¨ßer sein werden.
Daru¨ber hinaus beru¨cksichtigt Das die vertikalen Verbindungen erst wa¨hrend
des Verdrahtungsschrittes. Dieser Ansatz hat den Nachteil, dass die Platzierung
aufgrund der nicht vernachla¨ssigbaren lateralen geometrischen Abmessungen der
vertikalen Verbindungen modiﬁziert werden muss. Im ungu¨nstigsten Fall kann die
Verdrahtung aufgrund mangelnder Fla¨che fu¨r die vertikalen Verbindungen nicht
durchgefu¨hrt werden.
Deng et al. verfu¨gen in ihrem Design-Flow u¨ber einen Floorplanner, einen
Platzierer und einen Verdrahter. Nachteilig fu¨r den Ansatz von Deng ist die man-
gelnde Interaktion zwischen dem Floorplanner und dem Platzierer. Beispielsweise
erlaubt das Floorplanning keine ebenenu¨bergreifenden Module, das heißt, dass die
Module jeweils nur vollsta¨ndig einem der zur Verfu¨gung stehenden Layer zugewie-
sen werden. Liegen Module nur in einem Layer, dann ist die Verwendung eines 3D-
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Platzierers u¨berﬂu¨ssig. Die Platzierung kann mit einem Standard-2D-Platzierer
durchgefu¨hrt werden. Andererseits bedingt die Verwendung eines 3D-Platzierers,
der die Zuweisung auf die einzelnen Layer unabha¨ngig vom Ergebnis des Floor-
planners durchfu¨hrt, dass die Verwendung eines Floorplanners u¨berﬂu¨ssig ist. Es
sind zwar alle fu¨r den physikalischen Entwurf notwendigen Entwurfswerkzeuge
vorhanden, sie sind aber nicht in einen einheitlichen Design-Flow integriert.
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Kapitel 4
Kra¨ftegesteuerte 3D-Platzierung
Die Grundlagen der konventionellen, kra¨ftegesteuerten Platzierung sind in Ab-
schnitt 2.1.4 vorgestellt worden. In diesem Abschnitt werden die Erweiterung in
die dritte Dimension und die damit verbundenen Auswirkungen erla¨utert.
Betrachtet man zwei 3D-Standardzellen, Zelle i und Zelle j, mit den Mittel-
punktskoordinaten (xi, yi, zi) bzw. (xj, yj, zj), ist der mit einem konstanten Faktor
wk gewichtete quadratische Abstand cij zwischen den beiden Zellen nach
cij = wk ·
(
(xi − xj)2 + (yi − yj)2 + (zi − zj)2
)
(4.1)
zu berechnen.
Der Unterschied zwischen dem 2D- und dem 3D-Fall besteht in dem zusa¨tz-
lichen Term, der durch die z-Koordinaten verursacht wird. Generell besteht die
Mo¨glichkeit, die z-Richtung durch einen weiteren Faktor wz anders zu gewichten
als die x- und y-Richtungen. Der quadratische Abstand ist dann mit
cij = wk ·
(
(xi − xj)2 + (yi − yj)2 + wz · (zi − zj)2
)
(4.2)
gegeben, wobei der Faktor wz den Unterschied zwischen der lateralen und der
vertikalen Verbindungen beru¨cksichtigt.
Die Kostenfunktion kann fu¨r den 3D-Fall ebenfalls in Matrixnotation angege-
ben werden:
fc(p) =
1
2
· pT · C · p + dT · p + const.
In dieser Notation besteht kein Unterschied zwischen den Kostenfunktionen im
zwei- bzw. dreidimensionalen Fall.
Bei einer Netzliste mit n beweglichen Zellen N = {N1, N2, ..., Nn} und m
festen Zellen M = {M1,M2, ...,Mm} unterscheiden sich die Gro¨ßen der Matri-
zen im zwei- bzw. dreidimensionalen Fall. Wa¨hrend bei der zweidimensionalen
Implementierung die Matrix C eine Gro¨ße von 2(n + m)× 2(n + m) Elementen
aufweist, ist sie im dreidimensionalen Ansatz 3(n+m)×3(n+m) groß. Dement-
sprechend sind die Matrizen p und d von der Dimension 3(n + m)× 1. Genauso
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wie im 2D-Fall repra¨sentieren die ersten (n + m) Elemente der Lo¨sungsmatrix p
die x-Koordinaten der Zellen, die na¨chsten (n + m) Elemente die y-Koordinaten
und die letzten (n + m) Elemente die z-Koordinaten.
Der Aufbau der Matrizen C und d ist in Abschnitt 2.1.4 erla¨utert worden.
Bei dem dreidimensionalen Ansatz sind zusa¨tzlich die z-Komponenten zu beru¨ck-
sichtigen. Da die Beitra¨ge zur Matrix C unabha¨ngig voneinander sind, ko¨nnen
die x- und y-Anteile aus dem 2D-Ansatz u¨bernommen werden. Die durch die
z-Koordinaten verursachten Eintra¨ge sind in der Matrix C in den Zeilen und
Spalten 2(n + m) + 1 bis 3(n + m) vorzunehmen. Damit kann die Matrix
C =

Cx 0 00 Cy 0
0 0 Cz

 (4.3)
als eine schwach besetzte Matrix mit drei voneinander unabha¨ngigen Teilmatrizen
geschrieben werden, wobei jede der Teilmatrizen (n + m) × (n + m) Eintra¨ge
aufweist.
Durch Lo¨sung der Matrixgleichung (2.5) kann das Optimum der Kostenfunkti-
on bestimmt werden. Nach der Einfu¨hrung der abstoßenden Kra¨fte im dreidimen-
sionalen Fall wird die Platzierung durch Lo¨sung der Gleichung (2.6) bestimmt.
Die Berechnung der abstoßenden Kra¨fte im 3D-Fall unterscheidet sich in der
Berechnungsvorschrift. Die abstoßende Kraft ei,k auf eine beliebige Standardzelle i
im k-ten Iterationsschritt des numerischen Lo¨sungsverfahrens wird mit
ei,k = ei,k−1 + fi,k(xi, yi, zi) (4.4)
berechnet, wobei fu¨r fi,k(xi, yi, zi)
fi,k(xi, yi, zi) =
c2
4π
∞∫
−∞
∞∫
−∞
∞∫
−∞
D(x′, y′, z′) · r − r
′
|r − r ′|3dx
′dy′dz′ (4.5)
gilt. Die Berechnungsvorschrift entspricht der Berechnungsvorschrift des elektri-
schen Feldes bei einer vorgegebenen Raumladungsdichte in der Elektrostatik.
Eine Herleitung der Gleichung ist in Abschnitt 4.2 angegeben. Auf die Bestim-
mung der abstoßenden Kra¨fte wird dort ausfu¨hrlich eingegangen. Der Vektor r
ist der Ortsvektor der Zelle i, wa¨hrend die Konstante c2 zur Skalierung der absto-
ßenden Kraft dient. Der zweite Faktor im Integranden wird ha¨uﬁg als Greensche
Funktion bezeichnet.
Im Unterschied zum zweidimensionalen Fall ist hier eine Dreifachintegration
durchzufu¨hren. Dabei ist zu beachten, dass der Nenner der Greenschen Funktion
den Grad drei aufweist. Die Dichtefunktion
D(x, y, z) = −s · A(x, y, z) +
n∑
l=1
al(x, y, z) (4.6)
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ist ebenfalls dreidimensional mit der Utilization
s =
1
W ·H ·D ·
n∑
l=1
wl · hl · dl , (4.7)
wobei W , H und D die Ausdehnungen des Layoutvolumens darstellen. Die Funk-
tion A(x, y, z)
A(x, y, z) =
{
1 : x, y, z im Layoutvolumen
0 : sonst
(4.8)
zeigt an, ob sich der aktuell betrachtete Punkt (x, y, z) innerhalb oder außerhalb
des Layoutvolumens beﬁndet.
Sind die abstoßenden Kra¨fte fu¨r die einzelnen Standardzellen berechnet, kann
die Matrix e aktualisiert werden. Fu¨r eine beliebige Standardzelle i mit den ab-
stoßenden Kra¨ften ei,k nach dem k-ten Iterationsschritt lautet der Vektor kom-
ponentenweise
ei,k =

eix,keiy,k
eiz,k

 . (4.9)
Die Komponenten mu¨ssen in der Matrix e
e(i, 1) = eix,k , (4.10)
e(i + (n + m), 1) = eiy,k , (4.11)
e(i + 2 · (n + m), 1) = eiz,k (4.12)
aktualisiert werden.
Die weitere Vorgehensweise ist identisch mit der Vorgehensweise im zweidi-
mensionalen Fall. Nach der Berechnung der Initialplatzierung (Lo¨sung der Glei-
chung (2.5)) werden die abstoßenden Kra¨fte mit Hilfe der Gleichungen (4.4) und
(4.5) aktualisiert. Mit den aktuellen abstoßenden Kra¨ften wird die Matrix e ak-
tualisiert. Die Lo¨sung der Matrixgleichung (2.6) fu¨hrt zu einer neuen Platzierung.
4.1 Modiﬁkation der Dichtefunktion
Fu¨r den 2D-Fall ist die Bestimmung der kontinuierlichen Dichtefunktion in Ab-
bildung 4.1 dargestellt.
Der betrachtete Bereich beﬁndet sich innerhalb der Layoutﬂa¨che. In Abbil-
dung 4.1 sind exemplarisch die Zellen i und j dargestellt. Fu¨r die Ebene y = 0
wird die Dichtefunktion D(x, y = 0) bestimmt und unterhalb der Anordnung
veranschaulicht. Die Dichtefunktion kann in drei speziﬁsche Bereiche unterteilt
werden. Neben Bereichen ohne Standardzellen (D(x, y = 0) = −s) gibt es Berei-
che mit nur einer Standardzelle (D(x, y = 0) = 1− s) und einen Bereich, in dem
sich die beiden Standardzellen u¨berlappen (D(x, y = 0) = 2− s).
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Abbildung 4.1: Kontinuierliche 2D-Dichtefunktion
Kontinuierliche Dichtefunktionen sind fu¨r Berechnungen mit einem Rech-
ner nicht geeignet. Aus diesem Grunde wird die Dichtefunktion diskretisiert.
Die Bestimmung der diskretisierten Dichtefunktion kann unterscha¨tzend oder
u¨berscha¨tzend erfolgen. Die unterscha¨tzende Dichtefunktion ist in Abbildung 4.2
dargestellt.
Im unterscha¨tzenden Fall liefert die Summe in Gleichung (4.6) nur dann einen
Beitrag, wenn die Standardzelle die Rasterﬂa¨che vollsta¨ndig bedeckt. Ansonsten
liefert sie keinen Beitrag. Auf der gesamten Layoutﬂa¨che wird die Utilization s
abgezogen. Fu¨r die interne Speicherung der Dichtefunktion bietet sich die Matrix-
form an. Fu¨r jede Rasterﬂa¨che ist ein Eintrag in der Dichtematrix vorzunehmen.
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Abbildung 4.2: Unterscha¨tzende 2D-Dichtefunktion
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Bei der u¨berscha¨tzenden Variante der Dichtefunktion wird der Funktions-
wert jedes Rasterelements inkrementiert, wenn die Standardzelle die Rasterﬂa¨che
vollsta¨ndig oder nur teilweise bedeckt.
Fu¨r die Berechnung der abstoßenden Kra¨fte wird die Dichtefunktion zwin-
gend beno¨tigt. Je genauer sie ist, desto genauer sind die berechneten abstoßenden
Kra¨fte. Eine feine Rasterung wa¨re aus Genauigkeitsu¨berlegungen wu¨nschenswert,
fu¨hrt jedoch im 3D-Fall zu prohibitiven Rechenzeiten. Stattdessen wird hier ei-
ne Methode zur Bestimmung der Dichtefunktion eingefu¨hrt, mit der es gelingt,
die Rechenzeit ohne Minderung der Ergebnisqualita¨t zu reduzieren. Dieser An-
satz verfolgt den Gedanken des digitalen Filterentwurfs. Dort werden abrupte
U¨berga¨nge mo¨glichst vermieden, da diese im Bildbereich hochfrequente Anteile
verursachen. Weil bei der Berechnung der abstoßenden Kra¨fte eine Fouriertrans-
formation der Dichtefunktion in den Bildbereich notwendig ist, ist dieser Ansatz
hier anwendbar. Bei der modiﬁzierten Dichtefunktion wird der prozentuale Anteil
der Standardzelle an der Rasterﬂa¨che bestimmt und an der entsprechenden Stelle
der Matrix hinzuaddiert.
Die Vorgehensweise zur Bestimmung der modiﬁzierten Dichtefunktion wird
fu¨r den 2D-Fall in Abschnitt 4.1.1 erla¨utert. Die Erweiterung auf die dreidimen-
sionale Dichtefunktion erfolgt durch eine iterative Anwendung der 2D-Dichte-
funktion unter Beachtung einiger Besonderheiten und wird in Abschnitt 4.1.2
beschrieben.
4.1.1 Modiﬁzierte 2D-Dichtefunktion
In Abbildung 4.3 ist ein Ausschnitt aus der Layoutﬂa¨che dargestellt. Dabei ist
die Zelle i mit den Mittelpunktskoordinaten (xi, yi), der Breite wi und der Ho¨he
hi dargestellt. Die Rasterﬂa¨chen weisen eine Breite von gx in x-Richtung und
eine Ho¨he von gy in y-Richtung auf. Die dargestellten Rasterﬂa¨chen sind von der
Standardzelle vollsta¨ndig oder nur teilweise bedeckt. Im ersten Schritt werden alle
Rasterﬂa¨chen mit einer 1 gefu¨llt, die vollsta¨ndig von der Standardzelle bedeckt
werden (Abbildung 4.4).
Der a¨ußerste rechte und linke Rand (xr und xl) der Standardzelle werden zu
xr = xi +
wi
2
, (4.13)
xl = xi − wi
2
(4.14)
bestimmt. Mit diesen Daten kann die anteilige Bedeckung der Rasterﬂa¨chen dr
und dl an den Ra¨ndern der Standardzelle mit
dr =
∣∣∣∣
⌊
xr
gx
⌋
− xr
gx
∣∣∣∣ , (4.15)
dl = 1−
∣∣∣∣
⌊
xl
gx
⌋
− xl
gx
∣∣∣∣ (4.16)
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Abbildung 4.3: Bestimmung der modiﬁzierten 2D-Dichtefunktion (Anordnung)
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Abbildung 4.4: Schritt 1 bei der Bestimmung der modiﬁzierten 2D-Dichtefunktion
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berechnet werden. Die Vorschrift x bedeutet, dass die Nachkommastellen der
Zahl x entfernt werden.
Fu¨r die y-Richtung werden die gleichen Berechnungen durchgefu¨hrt. Die Ra¨n-
der in y-Richtung berechnen sich zu
yo = yi +
hi
2
und yu = yi − hi
2
, (4.17)
wa¨hrend sich die Bedeckungsanteile zu
do =
∣∣∣∣
⌊
yo
gy
⌋
− yo
gy
∣∣∣∣ und du = 1−
∣∣∣∣
⌊
yu
gy
⌋
− yu
gy
∣∣∣∣ (4.18)
ergeben.
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Abbildung 4.5: Modiﬁzierte 2D-Dichtefunktion fu¨r einen Ausschnitt der Layout-
ﬂa¨che
Im letzten Schritt werden die Beitra¨ge der Ecken berechnet. Diese setzen sich
aus der Multiplikation der Einzelbeitra¨ge zusammen. Alle Beitra¨ge der Standard-
zelle zur Dichtefunktion sind in Abbildung 4.5 dargestellt.
Die 2D-Dichtefunktion wird in einer Matrix gespeichert. Jedes Matrixelement
repra¨sentiert eine Rasterﬂa¨che, so dass der in Abbildung 4.5 dargestellte Aus-
schnitt der Layoutﬂa¨che als eine 5× 5-Teilmatrix
dti =


dl · do do do do dr · do
dl 1 1 1 dr
dl 1 1 1 dr
dl 1 1 1 dr
dl · du du du du dr · du

 (4.19)
angegeben werden kann.
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Diese Matrix repra¨sentiert die Bedeckungsanteile durch die Standardzelle i, al-
le anderen Elemente der Dichtematrix Di sind Null. Dabei ist Di die vollsta¨ndige
Dichtematrix der Standardzelle i, die genauso viele Eintra¨ge wie Rasterelemente
hat. Die Gesamtdichtematrix D wird durch die Summation aller Dichtematrizen
der einzelnen Zellen bestimmt. In einem abschließenden Schritt wird die Utilizati-
on s von jedem Rasterelement abgezogen. Die Vorgehensweise ist in Abbildung 4.6
zusammengefasst.
U¨ber alle Zellen
Bestimme Dichtematrix der Zelle;
Dichtematrix_Gesamt := Dichtematrix_Gesamt
+ Dichtematrix der Zelle;
Ende
Dichtematrix_Gesamt := Dichtematrix_Gesamt - Utilization;
Abbildung 4.6: Berechnung der 2D-Dichtematrix
4.1.2 3D-Dichtefunktion
Bei der Bestimmung der 3D-Dichtefunktion muss man beachten, dass keine Ras-
terﬂa¨chen, sondern Rastervolumen vorhanden sind. In Abbildung 4.7 ist links ein
Ausschnitt aus dem Layoutvolumen mit der entsprechenden Rasterung visuali-
siert, wobei der dunkle Teil eine beliebige Standardzelle i repra¨sentiert. Auf der
rechten Seite der Abbildung ist eine Aufsicht auf die Anordnung dargestellt, die
der bisher betrachteten 2D-Anordnung entspricht.
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Abbildung 4.7: Anordnung fu¨r die 3D-Dichtefunktion
Generell ist bei der Bestimmung der 3D-Dichtefunktion ein ebenenweises Vor-
gehen mo¨glich, d.h. fu¨r konstante z-Koordinaten werden in der (x, y)-Ebene je-
weils die 2D-Dichtefunktionen bestimmt.
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Die Ra¨nder der 3D-Standardzelle entsprechen in x- und y-Richtung dem 2D-
Fall. Nur die dritte Dimension muss mit
zo = zi +
di
2
und zu = zi − di
2
(4.20)
beru¨cksichtigt werden, wobei di die Tiefe (z-Richtung) der Standardzelle darstellt.
Die Standardzellrandbereiche fu¨llen die entsprechenden Rastervolumen nicht
vollsta¨ndig aus. Ihre Beitra¨ge zur Dichtefunktion berechnen sich nach Koordina-
tenrichtungen separiert zu
dxr =
∣∣∣∣
⌊
xr
gx
⌋
− xr
gx
∣∣∣∣ , dxl = 1−
∣∣∣∣
⌊
xl
gx
⌋
− xl
gx
∣∣∣∣ , (4.21)
dyo =
∣∣∣∣
⌊
yo
gy
⌋
− yo
gy
∣∣∣∣ , dyu = 1−
∣∣∣∣
⌊
yu
gy
⌋
− yu
gy
∣∣∣∣ , (4.22)
dzo =
∣∣∣∣
⌊
zo
gz
⌋
− zo
gz
∣∣∣∣ und dzu = 1−
∣∣∣∣
⌊
zu
gz
⌋
− zu
gz
∣∣∣∣ . (4.23)
Der erste Index gibt die Koordinatenrichtung, der zweite Index den Ort auf der
Koordinatenachse an.
Die ebenenweise Vorgehensweise bedingt eine Fallunterscheidung. Solange die
Standardzelle die Ausdehnung des Rastervolumens in z-Richtung vollsta¨ndig aus-
fu¨llt, ist die Vorgehensweise identisch mit der im zweidimensionalen Fall (Fall 1).
Dieses ist in der vorgestellten Anordnung fu¨r die in Abbildung 4.8 markierten
drei Ebenen der Fall.
Abbildung 4.8: Bestimmung der 3D-Dichtefunktion (Fall 1)
Die Beitra¨ge zur Dichtefunktion in den drei markierten Ebenen sind identisch.
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Die Matrixdarstellung dieses Ausschnittes
dti, Fall 1 = 1 ·


dxl · dyo dyo dyo dyo dxr · dyo
dxl 1 1 1 dxr
dxl 1 1 1 dxr
dxl 1 1 1 dxr
dxl · dyu dyu dyu dyu dxr · dyu

 (4.24)
beinhaltet 5×5 Elemente. Alle anderen Matrixelemente in dieser Ebene sind mit
Nullen versehen, da die Standardzelle i die dazugeho¨rigen Rasterﬂa¨chen nicht
bedeckt. Der Vorfaktor 1 signalisiert, dass das Rastervolumen in z-Richtung
vollsta¨ndig bedeckt wird.
In der obersten und untersten, mit der Standardzelle teilweise ausgefu¨llten
Ebene ist der Vorfaktor nicht mehr 1, da das Rastervolumen in z-Richtung nicht
mehr vollsta¨ndig bedeckt wird. In Abbildung 4.9 sind die beiden Fa¨lle (Fall 2 und
Fall 3) dargestellt.
Abbildung 4.9: Bestimmung der 3D-Dichtefunktion (Fa¨lle 2 und 3)
Fu¨r diese Fa¨lle mu¨ssen die Beitra¨ge dzo bzw. dzu als Vorfaktoren beru¨cksich-
tigt werden. Diese skalieren den Beitrag der betrachteten Standardzelle mit den
entsprechenden Werten.
Die 3D-Gesamtdichtematrix wird durch die U¨berlagerung der Beitra¨ge aller
Standardzellen und durch die Diﬀerenz mit der Utilization ermittelt.
4.2 Bestimmung der abstoßenden Kra¨fte
Die Vorgehensweise bei der kra¨ftegesteuerten Platzierung fu¨r die Bestimmung der
abstoßenden Kra¨fte erfolgt analog zur Kra¨fteberechnung in der Elektrostatik.
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Dort gilt fu¨r die Kraft F12 zwischen zwei beliebigen Ladungen Q1 und Q2 das
Coulombsche Gesetz:
F12 =
Q1Q2
4πε0
· r2 − r1|r2 − r1|3
. (4.25)
Die Vektoren r1 bzw. r2 stellen die Ortsvektoren der beiden Ladungen Q1 und
Q2 dar, ε0 ist die Dielektrizita¨tskonstante. Die Kraft F12 wirkt in Richtung der
direkten Verbindungslinie der beiden Ladungen.
Aus dieser Kraftbeobachtung la¨sst sich das durch die Punktladung Q1 erzeug-
te elektrische Feld E an einem beliebigen Ort r durch
E(r) =
Q1
4πε0
· r − r1|r − r1|3
(4.26)
beschreiben.
Existieren N Punktladungen an den Orten r1 bis rN , addieren sich die Bei-
tra¨ge der einzelnen Punktladungen zum elektrischen Gesamtfeld
E(r) =
N∑
i=1
Qi
4πε0
· r − ri|r − ri|3
. (4.27)
Es gilt das Superpositionsprinzip.
Im Allgemeinen liegen die Ladungen nicht in diskreter Form vor, d.h. es sind
kontinuierliche Ladungsverteilungen zu betrachten. Aus der Summation der ein-
zelnen diskreten Punktladungen wird eine kontinuierliche Integration u¨ber die
Raumladungsdichte ρ(r). Diese muss hierfu¨r als Funktion des Ortes, repra¨sen-
tiert durch den Ortsvektor r, gegeben sein. Dann kann das elektrische Feld nach
E(r) =
1
4πε0
∫∫∫
V
ρ(r ′) · r − r
′
|r − r ′|3dV
′ (4.28)
berechnet werden [75]. Die Lo¨sung des Volumenintegrals liefert das elektrische
Feld an einem beliebigen Ort r.
Vergleicht man Gleichung (4.5) mit Gleichung (4.28), so wird deutlich, dass die
Dichtefunktion der Ladungsverteilung und das elektrische Feld dem Vektorfeld
der abstoßenden Kraft entsprechen.
Fu¨r die Berechnung der abstoßenden Kra¨fte ist eine kontinuierliche, analyti-
sche Integration nicht mo¨glich, da die Dichtefunktion nicht in geschlossener Form
angegeben werden kann. Daher wird das Layoutvolumen mit insgesamt l × l × l
Rastervolumenelementen diskretisiert. Aus der Dreifachintegration geht die Drei-
fachsumme
fi,k(xi, yi, zi) =
c2
4π
l∑
l′1=0
l∑
l′2=0
l∑
l′3=0
D(x′, y′, z′)
r − r ′
|r − r ′|3 (4.29)
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hervor, wobei r den Ortsvektor der Zelle i angibt, und r ′ auf den Mittelpunkt
des betrachteten Rastervolumenelementes zeigt. Die Berechnung der abstoßen-
den Kra¨fte nach Gleichung (4.29) erfolgt mit der Rechenzeitkomplexita¨t O(l6),
wa¨hrend die Berechnung der abstoßenden Kra¨fte im 2D-Fall aufgrund der Dop-
pelsumme die Rechenzeitkomplexita¨t O(l4) aufweist.
Da die Gleichung (4.5) eine Faltung darstellt, ko¨nnen die abstoßenden Kra¨fte
mit Hilfe der Fouriertransformation wesentlich eﬃzienter bestimmt werden. Eine
Faltung im Ursprungsbereich kann durch die Multiplikation der Fouriertransfor-
mierten der beiden Funktionen im Bildbereich mit anschließender Ru¨cktransfor-
mation des Ergebnisses durchgefu¨hrt werden. Die Bestimmung der Lo¨sung ist
bei Verwendung einer Fast Fourier Transformation (FFT) in O(l log2 l) mo¨glich
[11]. Die Lo¨sung der Gleichung im Bildbereich durch die Anwendung einer FFT
bedingt einige Vera¨nderungen bei der Bestimmung der Faltungsfunktionen, auf
die spa¨ter eingegangen wird.
D(x, y, z) ∗ ∗ ∗ Gx(x, y, z) = fx(x, y, z)
FFT
FFT
IFFT
F {D(x, y, z)} · F {Gx(x, y, z)} = F {fx(x, y, z)}
Abbildung 4.10: Berechnung des Vektorfeldes der abstoßenden Kraft
In Abbildung 4.10 ist die Vorgehensweise fu¨r die Bestimmung der abstoßenden
Kra¨fte in x-Richtung dargestellt. Im Ursprungsbereich ist eine dreidimensionale
Faltung - dargestellt mit dem mathematischen Operator ∗ ∗ ∗ - der Funktionen
D(x, y, z) und der Greenschen Funktion in x-Richtung Gx(x, y, z) durchzufu¨hren.
Beide an der Faltung beteiligten Funktionen werden in den Bildbereich transfor-
miert. Die Transformierten werden miteinander multipliziert, anschließend wird
das Ergebnis in den Ursprungsbereich zuru¨cktransformiert. Die Ru¨cktransforma-
tion liefert die gesuchte Funktion. Die Greensche Funktion Gx(x, y, z) ist durch
die Gleichung
Gx(x, y, z) =
x(√
x2 + y2 + z2
)3 (4.30)
gegeben. Die Greenschen Funktionen in y- bzw. z-Richtung gelten entsprechend.
Da sich die Greenschen Funktionen wa¨hrend des gesamten Programmlaufs
nicht a¨ndern, werden sie im ersten Durchlauf berechnet und stehen in folgenden
Iterationsschritten zur Verfu¨gung. Im Gegensatz dazu muss die Dichtefunktion in
jedem Iterationsschritt neu bestimmt und erneut in den Bildbereich transformiert
werden.
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Wird die Vorgehensweise nach Abbildung 4.10 angewandt, so erha¨lt man nach
der Ru¨cktransformation das gesamte Feld der abstoßenden Kraft in x-Richtung
fx(x, y, z) fu¨r jedes beliebige Rasterelement des Layoutvolumens. Die Berechnung
der abstoßenden Kraftfelder in y- und z-Richtung erfolgt analog zu dieser Vorge-
hensweise.
Fu¨r die Bestimmung der abstoßenden Kraft fi,k auf eine beliebige Zelle i
werden die vollsta¨ndigen Vektorfelder der abstoßenden Kra¨fte beno¨tigt. Hier wird
die Bestimmung der x-Komponente der abstoßenden Kraft auf eine beliebige
Zelle i vorgestellt.
Entsprechend der Vorgehensweise bei der Ermittlung der Dichtefunktion wer-
den zuna¨chst die Eintra¨ge der von der Zelle i teilweise oder vollsta¨ndig aus-
gefu¨llten Rastervolumen ermittelt. Fu¨r eine beliebige der vollsta¨ndig ausgefu¨llten
Ebenen wird der durch die Zelle i verursachte Bedeckungsanteil mit der Matrix
dti, Fall 1, die in Gleichung (4.24) angegeben ist, beschrieben. Fu¨r die ebenenweise
Bestimmung der Teilkra¨fte wird das Kraftfeld in x-Richtung ftx, Fall 1(x, y, z)
ftx, Fall 1(x, y, z = const.) =


fx40 fx41 fx42 fx43 fx44
fx30 fx31 fx32 fx33 fx34
fx20 fx21 fx22 fx23 fx24
fx10 fx11 fx12 fx13 fx14
fx00 fx01 fx02 fx03 fx04

 (4.31)
fu¨r denselben Ausschnitt der entsprechenden Ebene beno¨tigt.
Der Beitrag dieser Ebene zur gesamten abstoßenden Kraft in x-Richtung,
die auf die betrachtete Zelle i wirkt, wird durch die elementweise durchgefu¨hrte
Multiplikation der Teilmatrizen dti, Fall 1 und ftx, Fall 1 und eine anschließende
Summation ermittelt. Die Multiplikation der vollsta¨ndigen Matrizen ist u¨ber-
ﬂu¨ssig, da die vollsta¨ndige Dichtematrix Di der betrachteten Zelle außer den
Eintra¨gen in dti, Fall 1 nur Nullen entha¨lt. Die notwendige elementweise Multipli-
kation und Summation muss fu¨r jede Ebene, die durch die Standardzelle i belegt
wird, durchgefu¨hrt werden. Die gesamte abstoßende Kraft auf die Zelle i wird aus
der Summe der Teilsummen bestimmt. Abbildung 4.11 fasst die Vorgehensweise
fu¨r die Bestimmung der abstoßenden Kraft in x-Richtung zusammen. Die ele-
mentweise Multiplikation der Bedeckungsmatrix mit den Kraftfeldern in y- und
z-Richung liefert die Teilsummen in die entsprechenden Richtungen. Im letzten
Schritt werden die einzelnen Kraftkomponenten zu einem Vektor zusammenge-
fasst.
4.2.1 Auswirkungen der Fast Fourier Transformation
Die Fast Fourier Transformation (FFT) ist ein sehr ha¨uﬁg eingesetztes Hilfsmittel
in der Elektrotechnik, beispielsweise bei der Berechnung von Ausgangssignalen
bestimmter Systeme. Ein System mit der Impulsantwort h(t), dem Eingangs-
signal e(t) und dem Ausgangssignal a(t) ist in Abbildung 4.12 dargestellt. Die
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U¨ber alle Zellen
Bestimme Ausdehnungen der Zelle;
Fu¨r jede belegte Ebene # z-Richtung = const.
Berechne Bedeckungsmatrix der Zelle;
Fu¨hre elementweise Multiplikation mit
Kraftfeld_x durch;
Teilsumme_x := Teilsumme_x + Ergebnisse
der elementweisen Multiplikation;
Ende
Kraft_x auf Zelle := Teilsumme_x;
Ende
Abbildung 4.11: Berechnung der abstoßenden Kraft in x-Richtung
Impulsantwort h(t) stellt das Ausgangssignal des Systems dar, wenn am Eingang
ein Deltaimpuls e(t) = δ(t) eingespeist wird. Mit dieser Impulsantwort ist das
System eindeutig speziﬁziert.
  
Abbildung 4.12: Durch seine Impulsantwort beschriebenes System
Mit der Impulsantwort ist es mo¨glich, das Ausgangssignal zu jedem beliebigen
Eingangssignal zu berechnen. Das Ausgangssignal
a(t) = e(t) ∗ h(t) =
∞∫
−∞
e(s) · h(t− s)ds (4.32)
berechnet sich aus der Faltung des Eingangssignals mit der Impulsantwort [130].
Da die Faltung zweier Funktionen im Zeitbereich schwierig zu berechnen ist,
wird die Gleichung im Frequenzbereich gelo¨st. Dazu werden die Signale mittels
der Fouriertransformation in den Frequenzbereich u¨berfu¨hrt und dort miteinan-
der multipliziert. Abschließend wird das Ergebnis in den Zeitbereich zuru¨cktrans-
formiert.
Da bei der Platzierung die Layoutﬂa¨chen nicht unendlich ausgedehnt sind,
werden hier nur zeitbegrenzte Signale betrachtet.
Die FFT bzw. die inverse FFT (IFFT) ko¨nnen nur dann angewandt werden,
wenn die betrachteten Signale in zeitdiskreter Form vorliegen. Hierfu¨r mu¨ssen die
zeitkontinuierlichen Signale abgetastet werden. Die Abtastung entspricht einer
Multiplikation des Signals mit einer Deltaimpulsfolge.
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In Tabelle 4.1 sind die Auswirkungen der FFT bzw. der IFFT zusammen-
gestellt. Sowohl das Spektrum als auch die zuru¨cktransformierte Funktion sind
periodisch fortgesetzt. Mehrdimensionale Fouriertransformationen ko¨nnen auf die
mehrfache Anwendung der eindimensionalen Fouriertransformation zuru¨ckgefu¨hrt
werden. Fu¨r die mehrdimensionale FFT gibt es ebenfalls eﬀektive Berechnungs-
methoden [11].
Auswirkungen der FFT
Ursache Wirkung
Abtastung der Zeitfunktion e(t) E(ω) = F(e(t))
eδ(t) = e(t) ·∆0(t) Eδ(ω) = E(ω) ∗∆0(ω)
→ Periodische Fortsetzung des Spektrums
Abtastung des Spektrums
fu¨r Ru¨cktransformation
Gδ(ω) = Eδ(ω) ·∆1(ω) g(t) = eδ(t) ∗∆1(t)
→ Periodische Fortsetzung des Zeitsignals
Tabelle 4.1: Auswirkungen der FFT
4.2.2 Kontinuierliche und diskrete Faltung im Vergleich
Bei der kontinuierlichen Faltung der Rechteckfunktion r(x) mit sich selbst ergibt
sich eine Dreieckfunktion der doppelten Breite (siehe Abbildung 4.13). Das Er-
gebnis der kontinuierlichen Faltung stellt bei einem Vergleich mit der diskreten
Faltung die Referenz dar.
Die Deﬁnitionsgleichung der diskreten Faltung lautet:
y(n) =
N−1∑
i=0
x(i) · h[(n− i)N ] . (4.33)
Diese Form der Faltung wird als zirkulare Faltung bezeichnet, wenn die an der
Faltung beteiligten Funktionen periodisch fortgesetzte Funktionen sind.
Die Faltung zweier diskreter, periodischer Rechteckfunktionen x(n) mit der
Faltungsla¨nge N = 8 soll im Folgenden untersucht werden. Die Rechteckfunktion
x(n) =
{
1 : 2 ≤ n ≤ 5
0 : sonst
(4.34)
wiederholt sich periodisch, d.h. x(n) = x(n+N). Der Verlauf der Rechteckfunk-
tion ist fu¨r eine Periode in Abbildung 4.14 dargestellt.
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Abbildung 4.13: Kontinuierliche Faltung von Rechteckfunktionen
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Abbildung 4.14: Diskrete Faltung von Rechteckfunktionen
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Wird die Faltung durchgefu¨hrt, so erha¨lt man die Ergebnisfunktion g(n), die
in Abbildung 4.14 unten dargestellt ist. Aliasing-Eﬀekte sind bei den betrachteten
periodischen, diskreten Funktionen vermieden worden, da die zirkulare Faltung
mit einer Faltungsla¨nge von N = 8 durchgefu¨hrt wurde. Wird die Faltungsla¨nge
kleiner gewa¨hlt, entstehen Aliasing-Eﬀekte [11, 90]. Unter Aliasing-Eﬀekten ver-
steht man die Verfa¨lschung des Ergebnisses durch U¨berlappungen von Ergebnis-
sen verschiedener Perioden.
Aufgrund der periodischen Fortsetzung ist das Ergebnis der diskreten Fal-
tung um die halbe Faltungsla¨nge verschoben. Dieses Problem wird gelo¨st, wenn
entweder das Ergebnis um die halbe Faltungsla¨nge zuru¨ckverschoben oder eine
der beiden an der Faltung beteiligten Funktionen von vornherein um die halbe
Faltungsla¨nge verschoben wird. In Abbildung 4.15 ist die Funktion y(n) durch
eine Verschiebung der Funktion x(n) hervorgegangen. Die Faltung der beiden
Funktionen x(n) und y(n) ergibt die Funktion g(n), die dem Ergebnis der konti-
nuierlichen Faltung entspricht.
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Abbildung 4.15: Diskrete Faltung mit verschobener Funktion
Die Auswirkungen der eindimensionalen, diskreten, zirkularen Faltung sind
zum einen die Notwendigkeit der Verschiebung einer der beiden Funktionen und
zum anderen die Anpassung der Faltungsla¨nge.
Fu¨r die zweidimensionale Faltung wird die Verschiebung in den Abbildun-
gen 4.16 und 4.17 veranschaulicht. In Abbildung 4.16 ist schematisch der Kon-
turplot der unverschobenen Funktion, die auf der Fla¨che mit den Ausdehnungen
W und H deﬁniert ist, dargestellt. Wird den Vorgaben entsprechend die betrach-
tete Fla¨che in beide Richtungen vergro¨ßert und die Verschiebung durchgefu¨hrt, so
erha¨lt man die Anordnung nach Abbildung 4.17 mit den lateralen Ausdehnungen
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2W und 2H . Beim 3D-Fall sind die Gro¨ßenanpassungen und Verschiebungen in
allen drei Dimensionen durchzufu¨hren.
 

Abbildung 4.16: Schematische Darstellung der Verschiebung: Urspru¨ngliche An-
ordnung
 
 
Abbildung 4.17: Schematische Darstellung der Verschiebung: Modiﬁzierte Anord-
nung
4.3 Betrachtung der vertikalen Durchkontaktie-
rungen
Vertikale Durchkontaktierungen sind bei der 3D-Platzierung erforderlich, um die
Chipebenen elektrisch miteinander zu verbinden. Bei der ICV-Technologie, die
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hier fu¨r technologische Randbedingungen herangezogen wird und in Abschnitt 3.1
na¨her erla¨utert wurde, werden vollsta¨ndig prozessierte Wafer bzw. Chips auf den
Bottom-Wafer aufgebracht. Dabei wird die Justierung optisch vorgenommen. Die-
ses ist jedoch nur mit endlicher Genauigkeit mo¨glich, so dass fu¨r die ICVs eine
erheblich gro¨ßere Layoutﬂa¨che reserviert werden muss. ICV-Dichten von rund
100000 ICVs je cm2 aus dem Jahre 1995 [62] sind bei Annahme einer geringfu¨gigen
Verbesserung der Fertigungstechnik in den letzten Jahren nicht mehr aktuell. Es
wird hier angenommen, dass inzwischen 1 Million ICVs je cm2 mo¨glich sind. Un-
ter Beru¨cksichtigung der notwendigen Sicherheitsabsta¨nde wird fu¨r ein ICV eine
Fla¨che von 10 µm · 10 µm vorgesehen. Eine 0.25 µm-Standardzellbibliothek (AT-
MEL CBIC ATC 25, 4 Metalllagen-Prozess) weist eine durchschnittliche Gro¨ße
der Standardzellen von 12 µm · 8 µm auf. Diese Kenndaten sind vergleichbar
mit den geometrischen Kenndaten der ICVs. Im Rahmen dieser Arbeit wird die
Fla¨che der ICVs deshalb auf die durchschnittliche Gro¨ße einer Standardzelle fest-
gelegt. Aufgrund der Technologie mu¨ssen die ICVs in vertikaler Richtung dieselbe
Ausdehnung wie die Standardzellen haben, sie weisen also die Dicke der Layer
als Ausdehnung in z-Richtung auf. Damit wird ausgeschlossen, dass an ICV-
Positionen aktive Elemente platziert werden, die sonst bei der Realisierung der
ICVs an derselben Position zersto¨rt wu¨rden.
Die Standardzelltechnologien werden weiter entwickelt, so dass die durch-
schnittliche Gro¨ße der Standardzellen weiter sinken wird. Die gleiche Entwicklung
ist bei den vertikalen Durchkontaktierungen zu erwarten. Daher ist anzunehmen,
dass auch in Zukunft Standardzellen und vertikale Durchkontaktierungen nahezu
gleiche Fla¨chen aufweisen werden.
4.3.1 Einfu¨gen und Lo¨schen von vertikalen Durchkontak-
tierungen
In dem vorgestellten Platzierungsansatz ko¨nnen die ICVs genauso wie Standard-
zellen behandelt werden. Nach der Bestimmung der Initialplatzierung wird das
numerische Lo¨sungsverfahren fortgefu¨hrt. Nach einer vorher festgelegten Zahl von
Iterationsschritten wird u¨berpru¨ft, ob ICVs notwendig sind oder nicht. Dabei wer-
den die Standardzellen virtuell vorhandenen Layern zugeordnet. Die Zuordnung
erfolgt anhand der Koordinaten des Standardzellmittelpunktes. Die Zellen wer-
den dem Layer zugeordnet, dem die Zelle am na¨chsten ist. Anschließend wird fu¨r
jede Verbindung im Design u¨berpru¨ft, ob die miteinander verbundenen Zellen auf
demselben Layer liegen, oder ob sie unterschiedlichen Layern zugeordnet worden
sind. Wenn sie in unterschiedlichen Layern liegen, wird ein ICV eingefu¨gt.
Abbildung 4.18 veranschaulicht den Einfu¨gevorgang. Die Kante l verbindet
die beiden Zellen i und j. Aufgrund der unterschiedlichen Layerzuweisungen wird
ein ICV zwischen diesen beiden Zellen notwendig. Es wird also eine neue Zelle in
das bestehende Design eingefu¨gt, die mit den Zellen i und j verbunden ist. Die
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Koordinaten des ICVs sind die arithmetischen Mittelwerte der Koordinaten der
beiden beteiligten Zellen i und j, d.h.
xICV =
xi + xj
2
, yICV =
yi + yj
2
und zICV =
zi + zj
2
.
Der Einfu¨gevorgang wird mehrfach wiederholt, wenn die Zellen i und j nicht
benachbarten Layern zugewiesen worden sind. Durch das Einfu¨gen von ICVs
sind inkrementelle Anpassungen der Matrizen C, d, e und p vorzunehmen.
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Abbildung 4.18: Vorgehensweise beim Einfu¨gen eines ICV
Nach dem Einfu¨gen der beno¨tigten ICVs werden die nachfolgenden Iterations-
schritte durchgefu¨hrt. Dabei werden die ICVs gemeinsam mit den Standardzellen
betrachtet. Auf diese wirken sowohl anziehende Kra¨fte aufgrund ihrer Verbin-
dungen zu den Standardzellen als auch abstoßende Kra¨fte, die durch eine un-
gleichma¨ßige Verteilung der Standardzellen verursacht werden. Nach einer vorher
festgelegten Anzahl von Iterationsschritten wird u¨berpru¨ft, ob die vorhandenen
ICVs weiterhin notwendig sind. Falls ICVs u¨berﬂu¨ssig sind, werden sie wieder
aus der Netzliste entfernt und die Matrizen inkrementell angepasst.
4.3.2 Auswirkungen der vertikalen Durchkontaktierungen
auf die Gesamtverdrahtungsla¨nge
Die vertikalen Durchkontaktierungen (ICV) weisen Widersta¨nde von rund 2 Ω
auf [97]. Die gro¨ßeren Koppelkapazita¨ten der Leitungen bei 3D-ICs werden in [72]
untersucht. Trotz steigender Kapazita¨ten ist die 3D-Integration hinsichtlich der
Verzo¨gerungszeiten vorteilhaft. Daten fu¨r ICV-Kapazita¨ten sind in der Literatur
jedoch nicht angegeben.
Um eine realita¨tsnahe 3D-Verdrahtungsla¨nge bestimmen zu ko¨nnen, werden
nachfolgend theoretische Betrachtungen angefu¨hrt, die die Bestimmung einer obe-
ren Schranke ermo¨glichen. Da der Widerstandswert der ICVs aus dem Jahre 2001
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vero¨ﬀentlicht ist, werden die charakteristischen Werte fu¨r Leitungen aus der ITRS
des Jahres 2001 herangezogen [53]. Diese sind in der Tabelle 4.2 angegeben.
Charakteristische Werte verschiedener Leitungen
kurz (lokal) mittellang lang (global)
Pitch (nm) 350 450 670
Aspektverha¨ltnis 1.6 1.6 2.0
Tabelle 4.2: Verdrahtungscharakteristika aus dem Jahre 2001 [53]
In der ITRS wird generell zwischen lokalen, mittellangen und globalen Lei-
tungen unterschieden. Neben dem sogenannten Pitch - dem Mittelpunktsabstand
zwischen Leitungen - ist das Aspektverha¨ltnis - das Verha¨ltnis der Ho¨he zur Brei-
te - ausschlaggebend. Die Abku¨rzungen p und Aspekt werden fu¨r die beiden Werte
verwendet. In Abbildung 4.19 sind die Querschnitte von zwei Leitungen, die im
Abstand des Pitches angeordnet sind, dargestellt.
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Abbildung 4.19: Leitungsquerschnitt
Der Widerstand einer langen Leitung wird nach
R = ρ · l
A
(4.35)
berechnet, wobei der speziﬁsche Widerstand des aktuell verwendeten Kupfers
ρ = 2.2 µΩ cm betra¨gt. In der Wissenschaft wird ha¨uﬁg der Widerstand pro
La¨ngeneinheit, der Widerstandsbelag
R′ =
R
l
=
ρ
A
(4.36)
angegeben. Fu¨r die verschiedenen Leitungsarten sind die Werte von R′ in Tabel-
le 4.3 angefu¨hrt. Der Widerstandsbelag fu¨r globale Leitungen ist am kleinsten,
der fu¨r lokale Leitungen am gro¨ßten.
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Fu¨r die Bestimmung der Gesamtverdrahtungsla¨nge reicht der Widerstand ei-
nes ICV als Information nicht aus. Dieser Widerstand wird in eine entsprechende
La¨nge
leff =
RICV
R′
(4.37)
umgerechnet, damit eine Beru¨cksichtigung der ICVs bei der Bestimmung der
Gesamtverdrahtungsla¨nge mo¨glich ist.
Fu¨r die drei Leitungsarten sind die Werte in Tabelle 4.3 angefu¨hrt. Die eﬀekti-
ve ICV-La¨nge reicht von rund 5 µm fu¨r lokale Leitungen bis zur oberen Schranke
von ungefa¨hr 20 µm fu¨r globale Leitungen. Diese Worst-Case-La¨nge wird bei der
Bestimmung der Gesamtverdrahtungsla¨nge stets als La¨nge der ICVs betrach-
tet. Damit stellen die in dieser Arbeit ermittelten 3D-Gesamtverdrahtungsla¨ngen
stets obere Schranken dar.
Widerstandsbelag
[
Ω
µm
]
Eﬀektive ICV-La¨nge [µm]
kurz (lokal) 0.448 ≈ 5
mittellang 0.272 ≈ 7
lang (global) 0.098 ≈ 20
Tabelle 4.3: Widerstandsbela¨ge und eﬀektive ICV-La¨nge der verschiedenen Lei-
tungsarten
4.4 Optimierungsziele bei der 3D-Platzierung
Bei der 3D-Platzierung wird wie bei der konventionellen 2D-Platzierung die Ge-
samtverdrahtungsla¨nge als Bewertungskriterium fu¨r die Gu¨te der Platzierung ver-
wendet. Ku¨rzere Gesamtverdrahtungsla¨ngen fu¨hren nicht nur zu ku¨rzeren Verbin-
dungsleitungen zwischen den Standardzellen und damit zu ku¨rzeren Laufzeiten,
sondern sie sind auch Anzeichen fu¨r die steigende Verdrahtbarkeit des Designs.
Aufgrund der gesonderten Verdrahtung in vertikaler Richtung sind bei der 3D-
Platzierung aber spezielle 3D-Randbedingungen zu betrachten, so dass verschie-
dene Optimierungsziele angestrebt werden ko¨nnen.
Der entwickelte 3D-Platzierer kann zwei verschiedene Optimierungsziele be-
trachten. Im ersten Fall wird die Reduzierung der Gesamtverdrahtungsla¨nge als
vorrangiges Ziel betrachtet, wa¨hrend im zweiten Fall die Minimierung der not-
wendigen vertikalen Durchkontaktierungen im Vordergrund steht.
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Die Minimierung der Gesamtverdrahtungsla¨nge ohne Ru¨cksicht auf die An-
zahl der notwendigen vertikalen Durchkontaktierungen wird vom 3D-Algorithmus
automatisch gewa¨hrleistet, zusa¨tzliche Maßnahmen sind daher nicht erforderlich.
Die La¨ngen der vertikalen Durchkontaktierungen gehen mit 20 µm in die Ge-
samtverdrahtungsla¨nge ein (siehe Abschnitt 4.3.2).
In diesem Fall werden die vertikalen Durchkontaktierungen kostenma¨ßig als
gu¨nstig angesehen. Sie werden als so klein angesehen, dass sie keine erwa¨hnens-
werte Fla¨che beanspruchen. Es gibt daher keinerlei Beschra¨nkungen bezu¨glich
der Anzahl der Durchkontaktierungen. Fall 1 zeigt die erreichbaren Gesamtver-
drahtungsla¨ngenreduzierungen und die Mo¨glichkeiten der 3D-Integration.
Aktuelle Technologien sind jedoch nicht so weit entwickelt, dass die Fla¨chen
der vertikalen Durchkontaktierungen als vernachla¨ssigbar klein angesehen werden
ko¨nnten. In Abschnitt 4.3 wurde dargelegt, dass die Gro¨ße einer vertikalen Durch-
kontaktierung in der gewa¨hlten Technologie ungefa¨hr in derselben Gro¨ßenordnung
wie die durchschnittliche Gro¨ße einer Standardzelle ist. Aus diesem Grunde ist
die Annahme, ICVs wu¨rden keine Fla¨che beanspruchen, derzeit zu optimistisch.
Bei der Herstellung integrierter Schaltungen wird Fla¨che mit den Kosten gleich-
gesetzt. Um die Kosten fu¨r 3D-Chips nicht zu stark ansteigen zu lassen, ist die
Minimierung der notwendigen ICVs notwendig. Dieses Optimierungsziel wird in
der Betriebsart 2 des 3D-Platzierers beru¨cksichtigt. Es wird die Minimierung der
Anzahl der vertikalen Durchkontaktierungen angestrebt. Gleichzeitig soll die Ge-
samtverdrahtungsla¨nge im Vergleich zu Betriebsart 1 nicht zu stark ansteigen.
Wird die vertikale Richtung der Verbindungen zwischen den Zellen sta¨rker
gewichtet, so wird die Anzahl der ICVs wa¨hrend der Platzierung gleichzeitig
beschra¨nkt. Die sta¨rkere Gewichtung ist zum einen u¨ber die Netzgewichte (Faktor
wz in Gleichung (4.2)) und zum anderen u¨ber die Dicke der Layer realisierbar.
Dann werden die Standardzellen zuna¨chst lateral und spa¨ter auch vertikal verteilt.
In dem hier vorgestellten 3D-Platzierer wird die zweite Mo¨glichkeit umgesetzt,
d.h. u¨ber die Layerdicke wird die Auslenkung in die vertikale Richtung gesteuert.
Da eine Gleichverteilung im Layoutvolumen angestrebt wird, ist eine gewisse
Anzahl von ICVs unumga¨nglich.
Der Vorteil bei dem hier verfolgten Ansatz ist, dass der notwendige Raum
fu¨r die ICVs schon wa¨hrend des Platzierungsschrittes reserviert wird. Aus die-
sem Grunde ist wa¨hrend des nachfolgenden Verdrahtungsschrittes keine weitere
Modiﬁkation der Platzierung notwendig. Es wa¨re denkbar, die Platzierung ohne
ICVs auszufu¨hren und die ICVs in einem abschließenden Schritt einzufu¨gen. Diese
Vorgehensweise wu¨rde jedoch zu erheblich schlechteren Platzierungsergebnissen
fu¨hren.
Ein weiterer, sehr wichtiger Vorteil dieses Ansatzes besteht darin, dass die
abschließende Verdrahtung mit einem 2D-Standardverdrahter durchgefu¨hrt wer-
den kann. Dieses wird erst durch die Festlegung der Positionen der vertikalen
Durchkontaktierungen mo¨glich, da damit die Verdrahtung in vertikaler Richtung
abgeschlossen ist.
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In der Tabelle 4.4 sind die beiden Betriebsarten mit ihren Eigenschaften zu-
sammengefasst.
Betriebsart Eigenschaften
• Optimierung der Gesamtverdrahtungsla¨nge
1 • Keine Betrachtung der ICVs
• Nachweis der Mo¨glichkeiten bei der 3D-Integration
• Gleichzeitige Betrachtung von ICVs und Standardzellen
2 • Minimierung der notwendigen ICV-Anzahl
• Steuerung der ICV-Anzahl u¨ber die Layerdicke
Tabelle 4.4: Betriebsarten des 3D-Platzierers
4.5 Legalisierung einer 3D-Globalplatzierung
Die 3D-Globalplatzierung wird mit dem vorgestellten, kra¨ftegesteuerten 3D-Plat-
zierer erzeugt, wobei sie U¨berlappungen von Standardzellen aufweisen kann. Da
die 3D-Platzierung kontinuierlich erfolgt, mu¨ssen wa¨hrend der Legalisierung die
Zellen zum einen den diskreten Layern zugewiesen und anschließend in Standard-
zellreihen angeordnet werden. Dabei werden eventuell vorhandene U¨berlappun-
gen von Standardzellen beseitigt. Die ICV-Anordnungen und -Positionen mu¨ssen
wa¨hrend der Legalisierung ebenfalls u¨berpru¨ft und ggf. korrigiert werden. ICVs
gewa¨hrleisten die elektrische Verbindung zwischen zwei Standardzellen, die in
benachbarten Layern liegen. Da stets die obersten Metalllagen der Layer u¨ber
die ICVs verbunden werden, ist das ICV stets in dem oberen der beiden Layer
anzuordnen.
Die generelle Vorgehensweise der Legalisierung ist in Abbildung 4.20 dar-
gestellt. Den ersten Schritt der Legalisierung bildet die Diskretisierung der z-
Koordinaten. Dabei werden die Zellen jeweils dem am na¨chsten liegenden diskre-
ten Chip-Layer zugeordnet. In Abbildung 4.21 ist die x-z-Ebene des Layoutvolu-
mens mit vier diskreten Chip-Layern dargestellt. Beispielhaft ist dem Layoutvo-
lumen ein beliebiges Netz mit drei Standardzellen abgebildet, das in z-Richtung
legalisiert wird.
Abschließend wird die Fla¨che aller Zellen in den entsprechenden Chip-Layern
bestimmt und mit der zur Verfu¨gung stehenden Fla¨che verglichen. Reicht die zur
Verfu¨gung stehende Fla¨che nicht aus, mu¨ssen Standardzellen aus dem betrach-
teten Chip-Layer in den na¨chsten Layer verschoben werden. Mit dieser U¨ber-
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# Diskretisierung in z-Richtung
Weise Standardzellen Layern zu;
Falls (Zellfla¨che des Layers > Layoutfla¨che)
Schiebe Zellen in ho¨heren Layer;
Ende
U¨berpru¨fe ICV-Anordnungen;
Fu¨r jedes Layer
Bestimme Gesamtbreite aller Zellen;
Bestimme durchschnittliche Zeilenbreite;
# Diskretisierung in y-Richtung
Weise Zellen auf Zeilen zu;
Falls (Zeilenbreite > Durchschnitt)
Sortiere Zellen nach urspru¨nglichen y-Positionen;
Schiebe Zelle mit ho¨chstem y-Wert eine Zeile ho¨her;
Ende
Fu¨r jede Zeile
Sortiere Zellen nach x-Koordinaten;
Bestimme durchschnittlichen Freiraum zwischen den Zellen;
# Festlegen der x-Koordinaten
Ordne Zellen an;
Ende
# Optimierung der Anordnung
Fu¨r jede Zeile
Bestimme Verdrahtungsla¨nge_vorher;
Vertausche benachbarte Zellen virtuell;
Falls (Verdrahtungsla¨nge < Verdrahtungsla¨nge_vorher)
Fu¨hre Vertauschung durch;
Ende
Ende
Ende
Abbildung 4.20: Legalisierung einer 3D-Globalplatzierung
 

Abbildung 4.21: Legalisierung in z-Richtung
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pru¨fung wird gewa¨hrleistet, dass die Chip-Layer unabha¨ngig voneinander legali-
sierbar sind.
Die Zuweisung auf die Layer kann einerseits zusa¨tzliche ICVs bedingen, die
eingefu¨gt werden mu¨ssen, andererseits ko¨nnen ICVs u¨berﬂu¨ssig werden, wenn die
Zellen in demselben Layer liegen. In diesem Schritt wird außerdem die Einhaltung
der technologischen Randbedingung, dass die ICVs stets in dem oberen Layer
liegen mu¨ssen, u¨berpru¨ft. Ist diese Bedingung nicht erfu¨llt, so wird das ICV in
den oberen Layer verschoben. Eine beispielhafte Anordnung ist in Abbildung 4.22
dargestellt. Das ICV liegt in dem unteren Layer, wird aber bei der Anpassung an
die Randbedingungen in den oberen Layer verschoben. Das vorgestellte Beispiel
ist die einfachste aller vorkommenden Verletzungen der Randbedingungen.
 

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Abbildung 4.22: Legalisierung der ICV-Anordnung
Nach der Diskretisierung der z-Koordinaten werden die Layer sequenziell lega-
lisiert. Zuna¨chst wird die durchschnittliche Breite einer Standardzellreihe, die in
Abbildung 4.20 mit Zeile bezeichnet ist, bestimmt. Dieser Wert wird beno¨tigt, um
eine mo¨glichst gleichma¨ßige Verteilung der Zellen zu gewa¨hrleisten. Bei der Lega-
lisierung der Layer wird zuna¨chst eine Diskretisierung der y-Koordinaten vorge-
nommen, d.h. die Standardzellen werden Standardzellreihen zugewiesen. Nach der
Zuweisung wird u¨berpru¨ft, ob die Standardzellreihen die durchschnittliche Breite
u¨berschreiten. Wenn dies der Fall ist, werden Zellen, die die urspru¨nglich gro¨ßten
y-Koordinaten hatten, in die na¨chstho¨here Zeile geschoben. Der Anpassung der
La¨ngen aller Standardzellreihen folgt die Anordnung innerhalb dieser. Die Zellen
werden hierfu¨r nach ihren x-Koordinaten sortiert und a¨quidistant angeordnet.
Die legalisierte Platzierung wird in einem letzten Schritt optimiert. Dabei
werden die benachbarten Zellen in den Standardzellreihen vertauscht, und es wird
u¨berpru¨ft, ob die Vertauschung eine Verbesserung der Gesamtverdrahtungsla¨nge
nach sich zieht oder nicht. Wenn eine Verku¨rzung der Gesamtverdrahtungsla¨nge
mo¨glich ist, wird die Vertauschung durchgefu¨hrt, ansonsten verworfen. Dieser
Optimierungsschritt wird zeilenweise u¨ber alle Layer durchgefu¨hrt.
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Das Ergebnis des Legalisierungsschrittes ist eine u¨berlappungsfreie, gleichver-
teilte und designvorgaben-konforme Detailplatzierung.
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Kapitel 5
Implementierung und Ergebnisse
5.1 Implementierung
Der kra¨ftegesteuerte 3D-Platzierer wurde in Matlab implementiert. Fu¨r Matrix-
berechnungen ist Matlab hervorragend geeignet, es bietet aber auch viele weitere
numerische Verfahren.
Matlab la¨sst sich in einer Hochsprache programmieren, jedoch wird anders
als bei Sprachen wie C oder C++ der Programmcode nicht kompiliert, sondern
wa¨hrend der Laufzeit interpretiert. Dieses fu¨hrt im Allgemeinen zu ho¨heren Lauf-
zeiten. Als gro¨ßter Nachteil stellt sich das Fehlen von dynamischen Zeigerstruktu-
ren heraus. Ein wichtiger Vorteil bei der Benutzung von Matlab ist die graﬁsche
Ausgabe. Generell ist diese jedoch langsam, so dass die Anzahl der Ausgaben je
Programmdurchlauf aus Laufzeitgru¨nden begrenzt werden muss.
Da die Implementierung prototypisch erfolgt ist, ist die Problemgro¨ße fu¨r den
3D-Platzierer begrenzt. Schaltungen von bis zu 15000 Standardzellen ko¨nnen mit
dem Platzierer untersucht werden. Daru¨ber hinaus gehende Schaltungsgro¨ßen
scheitern aufgrund von Speicherbegrenzungen.
Der Platzierer kann komfortabel u¨ber eine graﬁsche Benutzeroberﬂa¨che (Gra-
phical User Interface, GUI) gesteuert werden. Der vollsta¨ndige Programmablauf
ist in Abbildung 5.1 dargestellt. Im ersten Schritt werden die fu¨r den Platzie-
rungsvorgang notwendigen Parameter manuell festgelegt. Dies kann zum einen
u¨ber die GUI oder u¨ber Einstellungen in einer Parameterdatei erfolgen. Die zu
untersuchende Benchmarkschaltung wird ausgewa¨hlt. Es werden generell Bench-
markschaltungen untersucht, die im YAL-Format vorliegen. Hierfu¨r existiert eine
Einleseroutine, die das YAL-Format in die erforderliche Datenstruktur wandelt.
Dem Aufbau der Datenstruktur folgt die Ermittlung der Initialplatzierung. Nach
der Bestimmung der Initialplatzierung wird eine Schleife durchlaufen bis eine
Abbruchbedingung erfu¨llt ist. Die Abbruchbedingung kann vielfa¨ltiger Art sein,
beispielsweise kann die Schleife abgebrochen werden, wenn eine akzeptable Gleich-
verteilung auf der Layoutﬂa¨che erreicht ist, oder wenn sich nur noch marginale
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A¨nderungen an der Platzierung von einem Iterationsschritt zum na¨chsten erge-
ben. In dem hier implementierten Ansatz wird die Platzierung nach einer vom
Benutzer vorgegebenen Anzahl von Iterationen abgebrochen. Erfahrungswerte
zeigen, dass 250 Iterationen fu¨r eine Konvergenz ausreichen.
Lege Parameter fest;
Lese Netzliste ein;
Baue Datenstruktur auf;
Bestimme Initialplatzierung;
Solange (Abbruchbedingung nicht erfu¨llt)
Bestimme Dichtefunktion;
Berechne FFT der Dichtefunktion;
Berechne abstoßende Kra¨fte;
Bestimme neue Platzierung;
Wenn (Ausgabe nach jedem Schritt aktiviert)
Visualisiere Platzierung;
Ende
Ende
Legalisiere Globalplatzierung;
Visualisiere Endergebnis;
Abbildung 5.1: Programmablauf
Die Initialplatzierung wird in der Schleife modiﬁziert. Im ersten Durchlauf
der Schleife wird aus der Initialplatzierung die Dichtefunktion bestimmt. Das
FFT-Modul transformiert diese in den Bildbereich. Mit Hilfe der Transformierten
werden die abstoßenden Kra¨fte auf die einzelnen Zellen bestimmt. Die neue Plat-
zierung wird mit den aktualisierten, abstoßenden Kra¨ften berechnet. Diese neu
berechnete Platzierung bildet die Eingangsplatzierung fu¨r den na¨chsten Schritt
der Iteration, in der die Dichtefunktion aktualisiert und die abstoßenden Kra¨fte
erneut bestimmt werden, die dann in die Berechnung der neuen Platzierung einge-
hen. Optional ist es mo¨glich, nach jedem Platzierungsschritt eine Visualisierung
der Platzierung auszugeben. Ist die Abbruchbedingung fu¨r die Schleife erfu¨llt,
wird die Legalisierung der Globalplatzierung durchgefu¨hrt. Der Programmablauf
endet mit einer graﬁschen Ausgabe des Endergebnisses.
5.2 Benchmarkschaltungen
Fu¨r Untersuchungen werden die Benchmarkschaltungen des Microelectronics Cen-
ter of North Carolina (MCNC) ausgewa¨hlt, weil fu¨r diese 3D-Platzierungsergeb-
nisse vero¨ﬀentlicht sind und zu Vergleichszwecken herangezogen werden ko¨nnen.
Die Benchmarkschaltungen sind seit Anfang der 90er Jahre verfu¨gbar und in
[70, 78] zusammenfassend speziﬁziert.
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Anzahl der Anzahl der Ein- Anzahl der
Design
Zellen und Ausga¨nge Netze
Primary1 833 81 1185
Struct 1952 64 1920
Primary2 3014 107 3710
Industry1 3085 814 2385
Biomed 6514 97 7052
Industry2 12637 495 13421
Tabelle 5.1: Eigenschaften der MCNC-Benchmarks
Aufgrund der prototypischen Realisierung sind große Beispiele wegen Lauf-
zeitdeﬁziten und großen Speicheranforderungen nicht platzierbar. Im Rahmen
dieser Arbeit werden daher nur die in Tabelle 5.1 aufgefu¨hrten Benchmarkschal-
tungen bis zu einer Schaltungsgro¨ße von rund 12500 Zellen betrachtet.
5.3 Ergebnisse
Um die Vergleichbarkeit der 2D-Ergebnisse mit den 3D-Ergebnissen zu ermo¨gli-
chen, wird die Fla¨che konstant gehalten. Die 2D-Grundﬂa¨che wird fu¨r die 3D-
Fa¨lle derart angepasst, dass die Summe aller Grundﬂa¨chen der einzelnen Layer
der 3D-Anordnung die 2D-Grundﬂa¨che ergibt. Dabei wird vorausgesetzt, dass
alle Layer der 3D-Anordnung dieselbe Gro¨ße haben. Ferner wird in allen Unter-
suchungen die Grundﬂa¨che als quadratisch angenommen. Wird die Grundﬂa¨che
fu¨r den 2D-Fall mit A2D bezeichnet, so ergeben sich fu¨r die Breite w3D und die
Ho¨he h3D bei einer n-Layer-Anordnung
w3D = h3D =
√
A2D
n
. (5.1)
Da die Standardzellen und die ICVs am Ende diskreten Layern zugewiesen
werden, haben alle Elemente dieselbe Ausdehnung in z-Richtung. Diese betra¨gt
d, die Dicke der einzelnen Layer.
Sowohl fu¨r den 2D-Fall als auch fu¨r den 3D-Fall werden die Gesamtverdrah-
tungsla¨ngen stets mit der halben La¨nge des das Netz umschließenden Rechtecks
berechnet (halbe Bounding-Box). Dabei stellt die Gesamtverdrahtungsla¨nge der
vollsta¨ndig legalisierten 2D-Platzierung die Referenz fu¨r alle Vergleiche mit Er-
gebnissen der unterschiedlichen 3D-Fa¨lle dar.
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5.3.1 Ergebnisse ohne Beru¨cksichtigung der ICVs
Wichtigstes Bewertungskriterium fu¨r die Platzierung ist die Gesamtverdrahtungs-
la¨nge. Die Eﬃzienz der 3D-Integration und des kra¨ftegesteuerten 3D-Platzierers
wird in diesem Abschnitt anhand der gewa¨hlten MCNC-Benchmarkschaltungen
nachgewiesen. In der hier untersuchten Betriebsart 1 ist die Reduzierung der
3D-Gesamtverdrahtungsla¨nge das Optimierungsziel. Hierfu¨r werden die 3D-Plat-
zierungen mit einer unterschiedlichen Anzahl von Layern ermittelt. Dabei wird
die Anzahl der Layer auf maximal vier beschra¨nkt, da aus Kostengru¨nden Chip-
stapel mit mehr als vier Chiplayern nicht zu erwarten sind. Der implementierte
Ansatz ist aber nicht auf vier betrachtete Layer beschra¨nkt, sondern kann fu¨r
eine beliebige Anzahl von Layern verwendet werden.
Der sequenzielle Platzierungsablauf der kra¨ftegesteuerten 3D-Platzierung ist
fu¨r die Benchmarkschaltung Primary2 mit 4 Layern in Abbildung 5.2 dargestellt.
Die Pads sind bei den untersuchten Beispielen technologiebedingt in dem obersten
Layer angeordnet. Der 3D-Platzierer ist jedoch fu¨r andere Technologien ebenfalls
verwendbar und kann daher beliebig angeordnete Padzellen handhaben.
Bei der Initialplatzierung liegen alle Standardzellen im obersten Layer. Dieses
ist nicht ungewo¨hnlich, da die Padzellen, mit denen die Standardzellen verbunden
sind, in dem obersten Layer angeordnet sind und sich so die minimale Gesamtver-
drahtungsla¨nge ergibt. In den folgenden Schritten werden die abstoßenden Kra¨fte
ermittelt, und die Platzierung wird neu berechnet. In weiteren Iterationen wird
eine gleichma¨ßige Verteilung der Standardzellen im Layoutvolumen erreicht. Im
letzten Schritt wird die Globalplatzierung legalisiert. Dabei werden die Standard-
zellen den Layern und innerhalb der Layer den Standardzellreihen zugewiesen
und abschließend reihenweise u¨berlappungsfrei angeordnet (siehe Abbildung 5.2,
unten rechts).
Fu¨r alle betrachteten MCNC-Benchmarkschaltungen werden die 2D-Platzie-
rungen ermittelt, die als Referenz fu¨r die Bewertung der 3D-Platzierungen mit
zwei, drei und vier Layern dienen. Die Gesamtverdrahtungsla¨ngen der vollsta¨ndig
legalisierten Platzierungen stellen das Bewertungskriterium dar. Da fu¨r die Bench-
markschaltungen keine festen Layoutﬂa¨chen vorgegeben sind, werden in dieser
Arbeit keine absoluten Gesamtverdrahtungsla¨ngen angegeben, sondern nur Ver-
gleiche zwischen Verdrahtungsla¨ngen. In Tabelle 5.2 sind die Gesamtverdrah-
tungsla¨ngenreduzierungen fu¨r die Benchmarkschaltungen bei 3D-Platzierungen
mit mehreren Layern angegeben.
Die Ergebnisse zeigen eine erhebliche Reduzierung der Gesamtverdrahtungs-
la¨nge. Biomed weist beispielsweise fu¨r die Anordnung mit zwei Layern eine Redu-
zierung von 26.8%, fu¨r drei Layer eine Reduzierung von 37.4% und fu¨r vier Layer
eine Reduzierung der Gesamtverdrahtungsla¨nge von 47.3% auf. Durchschnittlich
ist bei zwei Layern eine Reduzierung der Gesamtverdrahtungsla¨nge um 22.1%,
bei drei Layern um 33.6% und bei vier Layern um 40.3% erreichbar.
In den Abbildungen 5.3 bis 5.5 sind die Ergebnisse in Balkenform visualisiert.
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Abbildung 5.2: Platzierungsablauf am Beispiel Primary2
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Design 2 Layer 3 Layer 4 Layer
Primary1 22.6% 29.7% 37.4%
Struct 21.2% 36.2% 40.5%
Primary2 18.3% 36.6% 42.1%
Industry1 24.5% 34.2% 41.9%
Biomed 26.8% 37.4% 47.3%
Industry2 19.0% 27.4% 32.5%
Durchschnitt 22.1% 33.6% 40.3%
Tabelle 5.2: Reduzierung der Gesamtverdrahtungsla¨nge ohne Beru¨cksichtigung
von ICVs
Da das Ergebnis der 2D-Platzierung die Referenz darstellt, ist das 2D-Ergebnis
auf den Wert 1 normiert. Der Trend, mit steigender Anzahl von Layern eine
sta¨rkere Reduzierung der Gesamtverdrahtungsla¨nge zu erreichen, ist oﬀensicht-
lich. Der Schritt von einer 2D-Platzierung zu einer 3D-Platzierung mit zwei Lay-
ern bringt die gro¨ßte Reduzierung der Gesamtverdrahtungsla¨nge. Jeder weitere
Layer bis zu den untersuchten maximal vier Layern zieht eine weitere Reduzie-
rung der Gesamtverdrahtungsla¨nge um durchschnittlich 10% nach sich.
Abbildung 5.3: Entwicklung der Gesamtverdrahtungsla¨nge bei MCNC-
Benchmarks ohne Beru¨cksichtigung von ICVs (Primary1 und Struct)
Betrachtet man die Ergebnisse des vorgestellten 3D-Platzierers im Vergleich
mit bisher vero¨ﬀentlichten Ergebnissen, so ist ersichtlich, dass dieser mindestens
gleichwertig ist [25]. Eine Reduzierung der Gesamtverdrahtungsla¨nge um 28% bei
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Abbildung 5.4: Entwicklung der Gesamtverdrahtungsla¨nge bei MCNC-
Benchmarks ohne Beru¨cksichtigung von ICVs (Primary2 und Industry1)
Abbildung 5.5: Entwicklung der Gesamtverdrahtungsla¨nge bei MCNC-
Benchmarks ohne Beru¨cksichtigung von ICVs (Biomed und Industry2)
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zwei Layern und um 51% bei fu¨nf Layern ist mit dem von Das vero¨ﬀentlichten
Platzierer erreichbar. Leider ist in der Vero¨ﬀentlichung von Das nicht beschrieben,
fu¨r welches Design die angegebene Reduzierung der Gesamtverdrahtungsla¨nge
erreicht werden konnte, oder ob es sich um Durchschnittswerte handelt. Ferner
ist nicht beschrieben, ob und in welcher Weise die vertikale Richtung behandelt
wird. Es wird lediglich erwa¨hnt, dass von einer optimalen Integrationstechnologie
ausgegangen wird.
Mit unserem 3D-Platzierer ist bei zwei Layern bestenfalls eine Reduzierung
der Gesamtverdrahtungsla¨nge um rund 27% (Biomed) mo¨glich. Fu¨r vier Layer
betra¨gt die erreichte maximale Reduzierung der Gesamtverdrahtungsla¨nge 47%
(Biomed).
Design 3D-Platzierer Deng [28]
Primary1 22.6% 23.01%
Struct 21.2% 14.09%
Primary2 18.3% 15.98%
Industry1 24.5% 16.54%
Biomed 26.8% 16.23%
Industry2 19.0% 9.34%
Durchschnitt 22.1% 15.87%
Tabelle 5.3: Vergleich der Ergebnisse von Deng [28] und dem vorgestellten 3D-
Platzierer
Deng vero¨ﬀentlicht in [28] ebenfalls 3D-Platzierungsergebnisse fu¨r verschie-
dene Benchmarkschaltungen, jedoch mit lediglich zwei Layern. Durchschnittlich
wird eine Reduzierung der Gesamtverdrahtungsla¨nge von rund 16% erreicht. So-
wohl bei Betrachtung der einzelnen Designs (mit Ausnahme von Primary1) als
auch bei Betrachtung des Durchschnitts liefert der hier vorgestellte 3D-Platzierer
bessere Ergebnisse. In Tabelle 5.3 sind die Ergebnisse von Deng den Ergebnissen
des vorgestellten 3D-Platzierers gegenu¨bergestellt.
Globale Netze spielen bei Designs eine sehr wichtige Rolle, da diese die Perfor-
manz des Designs maßgeblich beeinﬂussen. Aus diesem Grunde ist man bestrebt,
die globalen Leitungen so kurz wie mo¨glich auszufu¨hren. Ein wichtiges Kriterium
hierfu¨r ist die La¨nge des la¨ngsten Netzes. Die dreidimensionale Anordnung der
Designs bietet Verbesserungsmo¨glichkeiten hinsichtlich der La¨nge der Netze.
Fu¨r Vergleichszwecke wird die La¨nge des la¨ngsten Netzes im 2D-Fall als Refe-
renz betrachtet. Fu¨r die verschiedenen 3D-Anordnungsmo¨glichkeiten (zwei, drei
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Design 2 Layer 3 Layer 4 Layer Deng (2 Layer) [28]
Primary1 16.2% 30.0% 39.2% 20.32%
Struct 30.2% 41.9% 50.5% 31.72%
Primary2 16.2% 30.1% 39.0% 21.32%
Industry1 30.8% 44.3% 51.8% 28.30%
Biomed 30.3% 40.0% 50.2% 29.19%
Industry2 34.0% 46.1% 51.6% 28.21%
Durchschnitt 26.3% 38.7% 47.1% 26.51%
Tabelle 5.4: Reduzierung der La¨nge des la¨ngsten Netzes ohne Beru¨cksichtigung
von ICVs
oder vier Layer) werden die la¨ngsten vorkommenden Netze bestimmt und mit
dem Ergebnis der 2D-Anordnung verglichen. Dabei stellt sich heraus, dass eine
maßgebliche Reduzierung der La¨nge der la¨ngsten Netze mo¨glich ist. Fu¨r zwei
Layer ist eine durchschnittliche Reduzierung der La¨nge um rund 26% mo¨glich,
fu¨r drei Layer sind es etwa 38% und fu¨r vier Layer ca. 47%.
In Tabelle 5.4 sind die Ergebnisse fu¨r den Fall ohne Beru¨cksichtigung der ICVs
zusammengefasst. Dort sind die von Deng im Jahre 2001 vero¨ﬀentlichten Werte
fu¨r 3D-Designs mit zwei Layern zu Vergleichszwecken angefu¨hrt. Deng erreicht
mit seinem 3D-Platzierer eine durchschnittliche Reduzierung um etwa 26%. Bei
kleineren Designs (Primary1, Struct, Primary2) sind die Ergebnisse von Deng
besser, bei gro¨ßeren Designs (Industry1, Biomed, Industry2) schlechter als die
des hier vorgestellten kra¨ftegesteuerten 3D-Platzierers. Die Durchschnittswerte
sind fast identisch, daher sind die Ansa¨tze fu¨r die Reduzierung der la¨ngsten Netze
gleich gut. Fu¨r gro¨ßere als hier vorgestellte Benchmarkschaltungen vero¨ﬀentlicht
Deng in [29] eine durchschnittliche Reduzierung der La¨nge des la¨ngsten Netzes um
27.7%. Dieser Wert liegt in der Gro¨ßenordnung der hier erreichten Reduzierung.
In [26] sind ebenfalls die La¨ngen des la¨ngsten Netzes vero¨ﬀentlicht. Bei zwei
Layern ist eine Reduzierung um rund 29% mo¨glich, bei drei Layern um rund 40%,
und bei vier Layern reduziert sich die La¨nge um etwa 48%. Diese Werte sind nicht
direkt mit den Ergebnissen des hier vorgestellten 3D-Platzierers vergleichbar, da
Das andere Benchmarkschaltungen verwendet. Sie geben dennoch einen Hinweis
darauf, dass der kra¨ftegesteuerte Platzierer gleichwertig ist.
In den Abbildungen 5.6 bis 5.8 sind die Ergebnisse des kra¨ftegesteuerten 3D-
Platzierers fu¨r die betrachteten MCNC-Benchmarkschaltungen graﬁsch darge-
stellt. In den Abbildungen ist der Trend, dass mit steigender Layerzahl eine
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Abbildung 5.6: Entwicklung der La¨nge des la¨ngsten Netzes bei MCNC-
Benchmarks ohne Beru¨cksichtigung von ICVs (Primary1 und Struct)
Abbildung 5.7: Entwicklung der La¨nge des la¨ngsten Netzes bei MCNC-
Benchmarks ohne Beru¨cksichtigung von ICVs (Primary2 und Industry1)
Abbildung 5.8: Entwicklung der La¨nge des la¨ngsten Netzes bei MCNC-
Benchmarks ohne Beru¨cksichtigung von ICVs (Biomed und Industry2)
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sta¨rkere Reduzierung der La¨ngen der la¨ngsten Netze mo¨glich ist, klar erkenn-
bar. Die La¨ngen der la¨ngsten Netze verhalten sich im Allgemeinen genauso wie
die Gesamtverdrahtungsla¨nge. Der Schritt von einer 2D-Platzierung zu einer 3D-
Platzierung mit zwei Layern liefert die gro¨ßte Reduzierung der La¨nge des la¨ngsten
Netzes. Alle weiteren Layer tragen jeweils durchschnittlich 10% zur Reduzierung
der La¨ngen bei. Das beste Ergebnis liefert bei zwei und drei Layern die Bench-
markschaltung Industry2, bei vier Layern Industry1.
Neben dem la¨ngsten Netz werden generell die La¨ngen aller Netze verku¨rzt.
Hierzu wird beispielhaft die Verteilung der Netzla¨ngen fu¨r die Benchmarkschal-
tung Primary1 untersucht. In Tabelle 5.5 sind die Ergebnisse in tabellarischer
und in Abbildung 5.9 in graﬁscher Form dargestellt. Die prozentualen Anteile
der Netzla¨ngen, die jeweils in 10%-Abschnitten des la¨ngsten Netzes unterteilt
sind, sind in der Tabelle 5.5 dargestellt. Beispielsweise weisen im 2D-Fall rund
60% aller Netze jeweils nur maximal 10% der La¨nge des la¨ngsten Netzes auf. Bei
der 3D-Integration vergro¨ßert sich der Anteil der kurzen Netze, wa¨hrend sich der
Anteil der la¨ngeren Netze verkleinert. Bei den 3D-Ergebnissen sind die prozen-
tualen Anteile ebenfalls auf das la¨ngste Netz im 2D-Fall bezogen.
Der Schritt von der 2D-Anordnung zu einer 3D-Anordnung mit zwei Layern
erho¨ht den Anteil der kurzen Netze, die eine La¨nge von bis zu 10% des la¨ngsten
Netzes in 2D aufweisen, um 7%. Der Anstieg der Netzla¨ngen, die bis zu 20% des
la¨ngsten Netzes reichen, bleibt mit etwa 1% moderat, wa¨hrend der Anteil aller
Netze, die la¨nger als 20% des la¨ngsten Netzes sind, abnimmt. Dieser Trend wird
durch die 3D-Platzierungen mit drei bzw. vier Layern fortgesetzt.
Die Ergebnisse fu¨r das hier vorgestellte Beispiel Primary1 lassen sich auf die
anderen Benchmarkschaltungen u¨bertragen. Auch bei den anderen Schaltungen
werden die Anteile der ku¨rzeren Netze gro¨ßer, wa¨hrend die Anteile bei den la¨nge-
ren Netzen abnehmen.
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lNetz
l2D,NetzMax
in [%] 2D 3D 2 Layer 3D 3 Layer 3D 4 Layer
0− 10 59.56% 66.90% 69.35% 71.72%
10− 20 20.62% 21.72% 21.41% 22.96%
20− 30 11.45% 8.69% 7.74% 5.21%
30− 40 3.87% 1.90% 1.03% 0.47%
40− 50 3.08% 0.32% 0.24% 0.32%
50− 60 0.63% 0.24% 0.08% 0%
60− 70 0.32% 0.16% 0.08% 0.08%
70− 80 0.32% 0% 0.08% 0%
80− 90 0.08% 0.08% 0% 0%
90− 100 0.08% 0% 0% 0%
Tabelle 5.5: Verteilung der Netzla¨ngen bei Primary1 (2D und 3D mit zwei bis
vier Layern)
Abbildung 5.9: Verteilung der Netzla¨ngen bei Primary1 (2D und 3D mit zwei bis
vier Layern)
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5.3.2 Ergebnisse mit Beru¨cksichtigung der ICVs
In diesem Abschnitt werden die Ergebnisse der Betriebsart 2 (Beru¨cksichtigung
der ICVs und Minimierung der ICV-Anzahl) vorgestellt. Beispielhaft ist die le-
galisierte 3D-Platzierung mit vier Layern fu¨r Primary2 in Abbildung 5.10 darge-
stellt. Die dunklen Zellen in dem Layoutvolumen stellen die ICVs dar, wa¨hrend
die hellen die Standardzellen darstellen. Das Layoutvolumen wird in dem obers-
ten Layer von einem Padring umgeben. Da die Utilization bei den betrachteten
Designs klein ist, ko¨nnen die zusa¨tzlichen ICVs problemlos angeordnet werden,
so dass die Grundﬂa¨che im Vergleich zu Abbildung 5.2 nicht vergro¨ßert werden
muss. Die ICVs werden technologiebedingt stets in oberen Layern platziert, so
dass in der obersten Ebene viele ICVs vorhanden sind.
Abbildung 5.10: Legalisierte 3D-Platzierung mit vier Layern fu¨r Primary2 mit
Beru¨cksichtigung der ICVs
Da die Anzahl der ICVs in dieser Betriebsart das Optimierungsziel fu¨r die
Platzierung ist, erwartet man eine weniger ausgepra¨gte Reduzierung der Gesamt-
verdrahtungsla¨nge als in der Betriebsart 1. In der Tabelle 5.6 sind die Ergebnisse
fu¨r die Reduzierung der Gesamtverdrahtungsla¨ngen angegeben.
Bei zwei Layern ist eine durchschnittliche Reduzierung der Gesamtverdrah-
tungsla¨nge um rund 15%, bei drei Layern um etwa 26% und bei vier Layern um
ca. 31% mo¨glich. Bei der Beru¨cksichtigung der ICVs sind die Ergebnisse fu¨r die
Benchmarkschaltung Industry1 am besten.
Die graﬁschen Darstellungen in den Abbildungen 5.11 bis 5.13 zeigen ver-
gleichend die Ergebnisse fu¨r die Betriebsart 1 (ohne Beru¨cksichtigung der ICVs)
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Design 2 Layer 3 Layer 4 Layer
Primary1 13.9% 24.6% 32.4%
Struct 07.7% 25.7% 27.7%
Primary2 08.7% 19.0% 26.3%
Industry1 26.1% 35.4% 43.1%
Biomed 16.4% 28.8% 32.6%
Industry2 16.9% 20.4% 21.5%
Durchschnitt 14.9% 25.7% 30.6%
Tabelle 5.6: Reduzierung der Gesamtverdrahtungsla¨nge mit Beru¨cksichtigung von
ICVs
und der Betriebsart 2 (mit Beru¨cksichtigung der ICVs). Bei beiden Betriebsar-
ten ist zu erkennen, dass mit steigender Anzahl der zur Verfu¨gung stehenden
Layer die Gesamtverdrahtungsla¨nge weiter abnimmt. Ferner ist zu beobachten,
dass die Beru¨cksichtigung der ICVs zu einer Verschlechterung der Gesamtver-
drahtungsla¨ngenreduzierung fu¨hrt. Einzige Ausnahme bildet hier das Beispiel
Industry1, bei dem die Reduzierung der Gesamtverdrahtungsla¨nge fu¨r beide Be-
triebsarten nahezu gleich ist.
Ein Vergleich der beiden Betriebsarten zeigt, dass die durchschnittliche Zu-
nahme der Gesamtverdrahtungsla¨nge aufgrund der ICV-Beru¨cksichtigung bei
zwei Layern 7%, bei drei Layern 8% und bei vier Layern 10% betra¨gt. Da diese
Betriebsart die Reduzierung der Gesamtverdrahtungsla¨nge nicht als wichtigstes
Optimierungskriterium hat, ist die Zunahme der Gesamtverdrahtungsla¨nge ak-
zeptabel.
Betrachtet man neben der Gesamtverdrahtungsla¨nge auch die la¨ngsten Netze
der jeweiligen Designs, so erha¨lt man die in den Abbildungen 5.14 bis 5.16 dar-
gestellten Ergebnisse. Zur besseren Vergleichbarkeit sind die Ergebnisse fu¨r die
Betriebsart 1 ebenfalls in den Abbildungen angetragen.
Generell ist die Reduzierung der La¨nge des la¨ngsten Netzes bei Beru¨cksichti-
gung der ICVs nicht so groß wie in der Betriebsart 1. Die genauen Ergebnisse sind
in Tabelle 5.7 aufgefu¨hrt. Ein Vergleich zwischen den beiden Betriebsarten lie-
fert eine durchschnittliche Verringerung der Reduzierung der La¨nge des la¨ngsten
Netzes von jeweils 4% bei zwei Layern bzw. drei Layern und von rund 6% bei vier
Layern. Erwa¨hnenswert ist die Tatsache, dass bei den Beispielen Primary1 und
Primary2 die Beru¨cksichtigung der ICVs keinen Einﬂuss auf die La¨nge des la¨ngs-
ten Netzes hat. Dieses liegt daran, dass das la¨ngste Netz nur feste, unbewegliche
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Abbildung 5.11: Entwicklung der Gesamtverdrahtungsla¨nge bei MCNC-
Benchmarks mit Beru¨cksichtigung von ICVs (Primary1 und Struct)
Abbildung 5.12: Entwicklung der Gesamtverdrahtungsla¨nge bei MCNC-
Benchmarks mit Beru¨cksichtigung von ICVs (Primary2 und Industry1)
Abbildung 5.13: Entwicklung der Gesamtverdrahtungsla¨nge bei MCNC-
Benchmarks mit Beru¨cksichtigung von ICVs (Biomed und Industry2)
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Zellen miteinander verbindet. Da die festen Zellen aber stets in dem obersten
Layer angeordnet sind, hat die Beru¨cksichtigung der ICVs keinen Einﬂuss auf
dieses Netz.
Design 2 Layer 3 Layer 4 Layer
Primary1 16.2% 30.0% 39.2%
Struct 21.2% 39.1% 43.0%
Primary2 16.2% 30.1% 39.0%
Industry1 23.8% 37.6% 44.7%
Biomed 22.4% 33.4% 42.9%
Industry2 33.0% 36.6% 39.0%
Durchschnitt 22.1% 34.5% 41.3%
Tabelle 5.7: Reduzierung der La¨nge des la¨ngsten Netzes mit Beru¨cksichtigung
von ICVs
Abbildung 5.14: Entwicklung der La¨nge des la¨ngsten Netzes bei MCNC-
Benchmarks mit Beru¨cksichtigung von ICVs (Primary1 und Struct)
Bei einem Vergleich der hier vorgestellten Ergebnisse mit vero¨ﬀentlichten
Ergebnissen stellt man fest, dass die gleichzeitige Betrachtung der vertikalen
Durchkontaktierungen sehr große Vorteile hat. In der Literatur sind Verdrah-
tungsla¨ngenreduzierungen von 7% fu¨r eine 3D-Platzierung mit zwei Layern bis
17% fu¨r eine 3D-Platzierung mit fu¨nf Layern vero¨ﬀentlicht [25, 26]. Das Optimie-
rungsziel bei der Erzeugung der Platzierung ist die Mimimierung der Anzahl ver-
tikaler Durchkontaktierungen. Diese vero¨ﬀentlichten Werte liegen deutlich unter
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Abbildung 5.15: Entwicklung der La¨nge des la¨ngsten Netzes bei MCNC-
Benchmarks mit Beru¨cksichtigung von ICVs (Primary2 und Industry1)
Abbildung 5.16: Entwicklung der La¨nge des la¨ngsten Netzes bei MCNC-
Benchmarks mit Beru¨cksichtigung von ICVs (Biomed und Industry2)
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den hier vorgestellten, durchschnittlichen Reduzierungen von 15% fu¨r zwei Layer,
26% fu¨r drei Layer und 31% fu¨r vier Layer.
Bei der Reduzierung des la¨ngsten Netzes, jeweils verglichen mit dem la¨ngsten
Netz im 2D-Fall, ist der hier vorgestellte, kra¨ftegesteuerte 3D-Platzierer vergli-
chen mit den von Das in [26] vero¨ﬀentlichten Ergebnissen mindestens genauso
gut. Wa¨hrend Das fu¨r zwei Layer eine Reduzierung des la¨ngsten Netzes um rund
21% erreicht, sind es bei dem hier vorgestellten Platzierer 22%. Bei drei Layern
reduziert sich die La¨nge bei Das um 33% und bei vier Layern um rund 41%.
Der vorgestellte Platzierer liefert Werte von 35% fu¨r drei Layer und 41% fu¨r vier
Layer. Tabelle 5.8 fasst die Ergebnisse zusammen.
3D-Anordnung 3D-Platzierer Das [26]
2 Layer 22% 21%
3 Layer 35% 33%
4 Layer 41% 41%
Tabelle 5.8: Durchschnittliche Reduzierung der La¨nge des la¨ngsten Netzes: Ver-
gleich der Ergebnisse von Das [26] und dem vorgestellten 3D-Platzierer
In der hier betrachteten Betriebsart 2 ist das Optimierungsziel die Minimie-
rung der notwendigen ICVs. Fu¨r die untersuchten Benchmarkschaltungen sind fu¨r
die verschiedenen 3D-Anordnungen die Anzahl der notwendigen ICVs ermittelt
worden. Die Ergebnisse sind in der Tabelle 5.9 zusammengefasst. Die Zahlen sind
stets fu¨r vollsta¨ndig legalisierte 3D-Platzierungen angegeben. Je nach Schaltungs-
gro¨ße und Schaltungstyp unterscheiden sich die Zahlen fu¨r die notwendigen ICVs.
Generell la¨sst sich feststellen, dass die Zahl der ICVs mit gro¨ßeren Schaltungen
ansteigt. Das Verha¨ltnis der notwendigen ICVs zur Anzahl der Zellen der entspre-
chenden Benchmarkschaltungen ist fu¨r die einzelnen 3D-Platzierungen mit zwei,
drei oder vier Layern ebenfalls in der Tabelle 5.9 angegeben. Fu¨r zwei Layer sind
zusa¨tzlich durchschnittlich 19%, bei drei Layern 34% und bei vier Layern 51%
Zellen hinzuzufu¨gen. Diese Zahlen machen deutlich, dass die ICVs einen erheb-
lichen Raumbedarf haben. Je eher dieser Raumbedarf beru¨cksichtigt wird, desto
besser sind die Platzierungsergebnisse. Aus diesem Grunde werden bei dem hier
vorgestellten 3D-Platzierer die ICVs gemeinsam mit den Standardzellen betrach-
tet. Dass dieser Ansatz anderen konventionellen Ansa¨tzen u¨berlegen ist, sieht
man eindeutig an dem vorgestellten Vergleich der Gesamtverdrahtungsla¨ngenre-
duzierungen zwischen dem 3D-Platzierer und den Ergebnissen von Das [25, 26].
Um eine quantitative Bewertung der Anzahl der notwendigen ICVs vorneh-
men zu ko¨nnen, wird der State-of-the-Art-Partitionierer hMetis fu¨r eine Unter-
suchung herangezogen. hMetis ist das anerkannt beste Partitionierungstool, das
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Design Primary1 Struct
Anzahl Layer 2 3 4 2 3 4
Anzahl ICV 146 304 475 317 618 921
Anzahl ICV
Anzahl Zellen
in [%] 17.5 36.5 57.0 16.2 31.7 47.1
Design Primary2 Industry1
Anzahl Layer 2 3 4 2 3 4
Anzahl ICV 474 795 1212 515 1340 2243
Anzahl ICV
Anzahl Zellen
in [%] 15.7 26.4 40.2 16.7 43.4 72.7
Design Biomed Industry2
Anzahl Layer 2 3 4 2 3 4
Anzahl ICV 2327 2716 3343 1731 3302 4738
Anzahl ICV
Anzahl Zellen
in [%] 35.7 41.7 51.3 13.7 26.1 37.5
Tabelle 5.9: Anzahl der notwendigen ICVs beim 3D-Platzierer
nach dem Min-Cut-Verfahren arbeitet. In Abschnitt 2.1.3 wurde hMetis bereits
erwa¨hnt, da es als Grundlage fu¨r viele partitionsbasierte Platzierer dient. Mit
der hMetis-Version 1.5.3 werden die Ergebnisse bestimmt, die in Tabelle 5.10
angegeben sind.
Fu¨r die einzelnen Benchmarkschaltungen wird die Anzahl der notwendigen
Schnitte bei einer Abweichung der Partitionsteile von 1% bzw. einer Abweichung
von 10% bestimmt. Unter der Abweichung wird der Fla¨chenunterschied zwischen
den Partitionsteilen verstanden. Je gro¨ßer der Wert fu¨r die Abweichung, desto
unsymmetrischer wird die Partition hinsichtlich ihrer Fla¨che aufgeteilt.
Die Anzahl der notwendigen Schnitte, die hMetis liefert, entspricht der anzu-
strebenden Anzahl von notwendigen ICVs. Da hMetis auf einer Heuristik aufbaut,
ist das Ergebnis von hMetis keine untere Schranke fu¨r die Anzahl der notwendigen
ICVs im mathematischen Sinne.
Bei der Anordnung mit zwei Layern ist die Anzahl der notwendigen Schnitte
identisch mit der Anzahl der notwendigen ICVs. Jedem Layer wird ein Partiti-
onsteil der bipartitionierten Schaltung zugewiesen. Eine Verbindung von einem
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Design Primary1 Struct Primary2
Anzahl Layer 2 3 4 2 3 4 2 3 4
Abw. 1% 101 221 384 268 549 834 248 517 1040
Abw. 10% 79 194 324 223 452 732 196 488 970
Design Industry1 Biomed Industry2
Anzahl Layer 2 3 4 2 3 4 2 3 4
Abw. 1% 575 1317 2096 1421 2763 4247 800 1608 3037
Abw. 10% 450 1033 1738 1298 2301 3767 522 1380 2426
Tabelle 5.10: hMetis-Partitionierungsergebnisse fu¨r MCNC-Benchmarks mit Ab-
weichungen der Partitionsteile von 1% und 10%
Partitionsteil zum anderen entspricht genau einem Schnitt. Da die Partitionsteile
in zwei benachbarten Layern liegen - bei zwei zur Verfu¨gung stehenden Layern ist
das selbstversta¨ndlich -, bedingt jede Verbindung die Einfu¨gung von jeweils genau
einem ICV. Generell ist also bei Zwei-Layer-Anordnungen die Anzahl der Schnit-
te identisch mit der Anzahl der notwendigen ICVs. Bei drei oder vier Layern sind
die mit hMetis bestimmten Werte nur untere Schranken, denn beispielsweise bei
einer Verbindung von einem Partitionsteil, der wa¨hrend der Platzierung dem un-
tersten Layer zugewiesen wird, zu einem Partitionsteil, der dem obersten Layer
zugewiesen wird, sind den technologischen Randbedingungen entsprechend drei
ICVs vorzusehen. hMetis liefert fu¨r diese Verbindung jedoch nur einen Schnitt
und damit nur ein notwendiges ICV. Das Ergebnis der Partitionierers kann daher
nur als anzustrebendes Optimal angesehen werden.
Vergleicht man die in Tabelle 5.9 angegebenen Ergebnisse des 3D-Platzie-
rers mit den in Tabelle 5.10 angegebenen Ergebnissen des Partitionierers hMetis,
so erkennt man, dass die Anzahl der ICVs ungefa¨hr in der gleichen Gro¨ßenord-
nung liegt. Der 3D-Platzierer liefert stets etwas gro¨ßere Zahlen fu¨r notwendige
ICVs als hMetis. Dieses ist aber nicht u¨berzubewerten, da zum einen der Plat-
zierer keinen Partitionierer darstellt und zum anderen die Werte von hMetis nur
eine untere Schranke darstellen. Allgemein kann die Tatsache, dass die Zahlen
fu¨r die notwendigen ICVs in der gleichen Gro¨ßenordnung liegen, als positiv fu¨r
den 3D-Platzierer gewertet werden. Betrachtet man bei dem hier vorgestellten
3D-Platzierer die Fla¨chen der Standardzellen in den einzelnen Layern, so stellt
man vor allem bei 4-Layer-Anordnungen und Beru¨cksichtigung der ICVs große
Abweichungen in einzelnen Layern fest.
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Eine abschließende Betrachtung der Anzahl der notwendigen ICVs bei beiden
Betriebsarten zeigt eindeutig, dass die Betriebsart 2 die Zahl der notwendigen
ICVs erheblich reduziert. Bei einer 2-Layer-Anordnung ist eine durchschnittliche
Reduzierung der notwendigen ICVs von 48%, bei einer 3-Layer-Anordnung von
56% und bei einer 4-Layer-Anordnung von 55% im Vergleich mit Betriebsart 1
nachweisbar. Die genaue Zuordnung auf die einzelnen Benchmarks und Anord-
nungen kann der Tabelle 5.11 entnommen werden.
Design 2 Layer 3 Layer 4 Layer
Primary1 64.4% 64.7% 62.1%
Struct 35.9% 58.3% 61.1%
Primary2 50.0% 72.7% 71.1%
Industry1 46.7% 36.8% 36.3%
Biomed 31.3% 45.9% 44.9%
Industry2 61.5% 61.2% 55.6%
Durchschnitt 48.3% 56.6% 55.2%
Tabelle 5.11: Vergleich der Betriebsart 2 gegen Betriebsart 1: Reduzierung der
notwendigen ICVs
5.4 Bewertung
Der im Rahmen dieser Arbeit entwickelte, kra¨ftegesteuerte 3D-Platzierer ist ein
CAD-Werkzeug, das die Eﬃzienz und den Nutzen der 3D-Integration belegt.
Der Platzierer ermo¨glicht die Platzierung von dreidimensionalen Standardzel-
len in einem Layoutvolumen. In einem abschließenden Schritt wird die so ermit-
telte 3D-Globalplatzierung legalisiert, so dass eine diskrete 3D-Standardzellplat-
zierung vorliegt. Eine Einordnung der Ergebnisse erfolgt durch einen Vergleich
der 3D-Platzierungsanordnungen mit den 2D-Platzierungsergebnissen und ande-
ren vero¨ﬀentlichten 3D-Platzierungsergebnissen.
In der Betriebsart 1, in der die Minimierung der Gesamtverdrahtungsla¨nge
vorrangiges Ziel ist, ist nachgewiesen worden, dass die Gesamtverdrahtungsla¨nge
erheblich reduziert werden kann. Dabei werden die fu¨r die Inter-Layer-Kommuni-
kation notwendigen vertikalen Durchkontaktierungen nicht beru¨cksichtigt. Neben
der Gesamtverdrahtungsla¨nge wird auch die La¨nge des la¨ngsten vorkommenden
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Netzes reduziert. Die Vermutung, 3D-Integration ko¨nne die Performanz der Sys-
teme erheblich steigern, kann hiermit nachgewiesen werden.
Die Betriebsart 1 dient der Demonstration der Mo¨glichkeiten der 3D-Integra-
tion. Da keinerlei Technologieinformation der 3D-Integration eingeht, sind die Er-
gebnisse theoretischer Natur. In der Betriebsart 2 dagegen werden die vertikalen
Durchkontaktierungen wa¨hrend der Platzierung mit betrachtet. Dieses ist rea-
lita¨tsnah, da die heutigen 3D-Integrationstechnologien nicht optimal sind. In der
betrachteten zweiten Betriebsart steht die Minimierung der Anzahl der vertikalen
Durchkontaktierungen im Vordergrund. Es wird eine vollsta¨ndig legalisierte und
design-rule-konforme 3D-Platzierung erzeugt. Ferner wird nachgewiesen, dass die
ermittelten Gesamtverdrahtungsla¨ngenreduzierungen gro¨ßer als bisher in der Li-
teratur vero¨ﬀentlichte Werte sind. Abschließend wird die Anzahl der notwendigen
vertikalen Durchkontaktierungen mit Ergebnissen des anerkannt guten Partitio-
nierers hMetis verglichen. Die Anzahl der notwendigen vertikalen Durchkontak-
tierungen ist in derselben Gro¨ßenordnung, liegt aber bei allen Beispielschaltungen
u¨ber den Ergebnissen des Partitionierers.
Wichtigster Vorteil dieses Ansatzes ist die gleichzeitige Betrachtung der ver-
tikalen Durchkontaktierungen und der Standardzellen. Damit geht eine erheb-
liche Reduzierung der Gesamtverdrahtungsla¨nge einher. Die Ergebnisse sind in
dieser Betriebsart stets besser als bisher vero¨ﬀentlichte Ergebnisse in der wissen-
schaftlichen Literatur. Ein weiterer Vorteil dieses Ansatzes ist die Mo¨glichkeit,
die Verdrahtung mit einem konventionellen 2D-Standardverdrahter durchfu¨hren
zu ko¨nnen. Da die vertikalen Durchkontaktierungen wa¨hrend des Platzierungs-
schrittes angeordnet werden, beschra¨nkt sich die Verdrahtung auf die Intra-Layer-
Verdrahtung, die mit einem konventionellen 2D-Verdrahter durchgefu¨hrt werden
kann.
In Kenntnis dieser Tatsache ist der Aufbau eines vollsta¨ndigen 3D-Design-
Flows mo¨glich. Mit dem 3D-Floorplanner von Salewski [103] und dem hier vor-
gestellten 3D-Platzierer ist der 3D-Flow vollsta¨ndig. Da die Gro¨ße und Komple-
xita¨t der Designs in Zukunft weiter ansteigen werden, ist die Notwendigkeit eines
Floorplanners im 3D-Design-Flow gegeben. Fu¨r die abschließende Verdrahtung
ist - wie eben erla¨utert - kein 3D-Verdrahter notwendig.
Nachteilig fu¨r den hier vorgestellten Ansatz ist die Tatsache, dass sich die
Anzahl der gleichzeitig zu betrachtenden Zellen aufgrund der vertikalen Durch-
kontaktierungen teilweise um bis zu 72% (Industry1, 4 Layer) erho¨hen kann.
Dieses geht zu Lasten der Laufzeit. Dieser Eﬀekt wird durch die Verwendung
des Matlab-Interpreters versta¨rkt. Mit dem in Matlab implementierten Proto-
typen sind abha¨ngig von der Designgro¨ße Laufzeiten von wenigen Stunden bis
einigen Tagen auf einer SUN-Workstation mit 900 MHz und 32 GB RAM fu¨r die
Erzeugung einer voll legalisierten, design-rule-konformen Platzierung notwendig.
Eine drastische Verbesserung der Laufzeiten und eine Aufhebung der Problem-
gro¨ßenbeschra¨nkung ist bei einer Neuimplementierung des 3D-Platzierers in einer
Programmiersprache wie C oder C++ zu erwarten.
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Kapitel 6
Zusammenfassung
In der Mikroelektronik setzt sich der Miniaturisierungstrend weiter fort. Struktur-
verkleinerungen ermo¨glichen es den Schaltungsentwicklern, immer leistungsfa¨hi-
gere und komplexere Schaltungen zu entwerfen. Der mit diesem Trend einher-
gehende Anstieg der Interconnect-Delays konnte in der Vergangenheit durch die
Einfu¨hrung neuer Materialien kompensiert werden. Fu¨r die Zukunft kann die-
ses aber nicht mehr garantiert werden. Es sind daher radikalere Einschnitte in
die konventionellen Entwurfsmethoden zu erwarten. Einen mo¨glichen Ausweg fu¨r
die Verringerung der Interconnect-Delays stellt die 3D-Integration dar. Techno-
logien fu¨r dreidimensional integrierte Schaltungen existieren bereits, jedoch sind
Entwurfswerkzeuge rar.
Im Rahmen der vorliegenden Arbeit wurde ein 3D-Platzierer vorgestellt, der
zwei verschiedene Betriebsarten anbietet. In der ersten Betriebsart wird die Ge-
samtverdrahtungsla¨nge optimiert, wa¨hrend in der zweiten Betriebsart die Stan-
dardzellen zusammen mit den vertikalen Durchkontaktierungen betrachtet wer-
den und die Anzahl der vertikalen Durchkontaktierungen minimiert wird.
Der Basisalgorithmus fu¨r den 3D-Platzierer ist die quadratische Optimierung
durch einen Kra¨fteansatz. Der bekannte kra¨ftegesteuerte Ansatz wurde aus dem
Zweidimensionalen ins Dreidimensionale u¨bertragen. Dabei wurde eine Rechen-
zeitverbesserung durch die Einfu¨hrung einer neuen Dichtefunktion durchgefu¨hrt.
Der kra¨ftegesteuerte 3D-Platzierer optimiert in der Betriebsart 1 automatisch die
Gesamtverdrahtungsla¨nge, ohne dass es einer Anpassung des Algorithmus bedarf.
Die Eigenschaften der vertikalen Durchkontaktierungen werden dabei nicht be-
trachtet.
Da in der zweiten Betriebsart nicht die Minimierung der Gesamtverdrah-
tungsla¨nge ho¨chste Priorita¨t hat, sondern die Begrenzung der Anzahl an notwen-
digen vertikalen Durchkontaktierungen, wurde der kra¨ftegesteuerte Standardan-
satz modiﬁziert. Zum einen wird die vertikale Verdrahtungsrichtung aufgrund
der elektrischen Eigenschaften der vertikalen Durchkontaktierungen gesondert
gewichtet und zum anderen werden die notwendigen Durchkontaktierungen wa¨h-
rend der Platzierungsphase in die Netzliste eingefu¨gt, um ausreichenden Platz fu¨r
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ihre Anordnung vorsehen zu ko¨nnen.
Die Ergebnisse der Betriebsart 1 zeigen eine erhebliche Reduzierung der Ge-
samtverdrahtungsla¨nge und damit den ausschlaggebenden Vorteil der 3D-Inte-
gration. Die Betriebsart 2 liefert im Vergleich zur 2D-Anordnung ebenfalls re-
duzierte Gesamtverdrahtungsla¨ngen. Vergleiche mit dem Partitionierer hMetis
zeigen, dass die Anzahl der vertikalen Durchkontaktierungen des 3D-Platzierers
in der selben Gro¨ßenordnung liegt.
Der neue 3D-Platzierungsansatz zeigt, dass die fu¨r die Zukunft vorausgesagten
Probleme beim Entwurf integrierter Schaltungen mit der 3D-Integration gelo¨st
werden ko¨nnen. Ein Beitrag auf diesem Wege wird mit dem hier vorgestellten
3D-Platzierer geleistet. Die Erweiterbarkeit auf einen vollsta¨ndigen 3D-Backend-
Design-Flow ist gegeben. Da die Designs in Zukunft relativ groß sein werden, ist
ein 3D-Floorplanner unumga¨nglich, der das zur Verfu¨gung stehende Layoutvolu-
men einteilt und damit die Vorgaben fu¨r den vorgestellten 3D-Platzierer liefert.
Nach der Platzierung ist kein besonderer 3D-Verdrahter notwendig, da ein kon-
ventioneller 2D-Verdrahter den Flow vervollsta¨ndigt. Die vertikalen Verbindun-
gen sind mit der Platzierung der vertikalen Durchkontaktierungen wa¨hrend der
Platzierungsphase realisiert.
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