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Abstract
Phase retrieval has been an attractive but difficult problem rising from physical
science, and there has been a gap between state-of-the-art theoretical convergence anal-
yses and the corresponding efficient retrieval methods. Firstly, these analyses all assume
that the sensing vectors and the iterative updates are independent, which only fits the
ideal model with infinite measurements but not the reality, where data are limited and
have to be reused. Secondly, the empirical results of some efficient methods, such as
the randomized Kaczmarz method, show linear convergence, which is beyond existing
theoretical explanations considering its randomness and reuse of data. In this work,
we study for the first time, without the independence assumption, the convergence be-
havior of the randomized Kaczmarz method for phase retrieval. Specifically, beginning
from taking expectation of the squared estimation error with respect to the index of
measurement by fixing the sensing vector and the error in the previous step, we discard
the independence assumption, rigorously derive the upper and lower bounds of the re-
duction of the mean squared error, and prove the linear convergence. This work fills
the gap between a fast converging algorithm and its theoretical understanding. The
proposed methodology may contribute to the study of other iterative algorithms for
phase retrieval and other problems in the broad area of signal processing and machine
learning.
Keywords: Phase retrieval algorithm, performance analysis, independence assump-
tion, linear convergence rate, data reuse
1 Introduction
Phase retrieval is to recover a vector from some magnitude measurements, which is equiv-
alent to solving a system of the following quadratic equations,
yr = |〈ar,x∗〉| , r = 1, 2, . . . ,m, (1)
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where x∗ ∈ Cn is an unknown signal to be recovered, ar ∈ Cn, yr, and m denote the
known rth sampling vector, the rth measurement, and the total number of measurements,
respectively. In most previous works it is assumed that the sampling vectors are independent
random variables following the distribution N (0, 12I)+ iN (0, 12I). Apparently, x∗eiθ is also
a solution for any θ ∈ [0, 2pi), so the uniqueness of the solution to the phase retrieval problem
can only be defined up to a global phase. It has been shown that a unique solution can be
determined if m ≥ (4n − 4) [1, 2]. For a real vector x∗ ∈ Rn, if ar ∈ Rn and ar ∼ N (0, I)
independently, then 2n− 1 measurements are sufficient.
The phase retrieval problem has appeared frequently in science and engineering, such
as X-ray crystallography [3], microscopy [4], astronomy [5], diffraction and array imaging
[6], and optics [7]. Other fields of application include acoustics, blind channel estimation in
wireless communications, interferometry, quantum mechanics, and quantum information [8].
Focusing on the literature on these physical science fields, one can find the phase retrieval
problem commonly encountered, because most sensors in such areas can only record the
intensity of some fields without the phase information. Due to its wide applications, many
algorithms have been proposed, and we will review them briefly in the following.
The classical algorithms for phase retrieval are the error reduction algorithm and its
generalizations [9, 10]. These algorithms alternate between the estimates of the missing
phase and the unknown signals iteratively. As suggested by their names, these algorithms
satisfy the residual reduction property, and are often empirically shown to be effective, but
they lack rigorous theoretical performance guarantees.
Another popular method, PhaseLift, approaches the problem through reconstructing
a rank-one matrix, from which the unknown signal can be obtained [11, 12, 13]. The
reconstruction can be solved using tractable semi-definite programming (SDP)-based convex
relaxations. PhaseLift is known to be able to provide exact solutions (up to a global
phase) using a near minimal number of sampling vectors [1]. However, the computational
complexity and memory requirement for SDP-based algorithms become prohibitive as the
dimension of the signal increases.
Recently, many iterative methods have arisen including the alternating minimization
method [14], phase retrieval via Kaczmarz method [15, 16], and the Wirtinger Flow al-
gorithm and its variants [17, 18], which directly attack the phase retrieval problem in its
original non-convex formulation. In the random online setting, these iterative methods can
achieve linear rate of convergence to a solution. Moreover, [16] establishes an exact analysis
of the dynamics of the Kaczmarz method for phase retrieval in the large systems limit.
1.1 Motivation
In current theoretical works on iterative algorithms for phase retrieval, the independence
assumption has always been adopted to make the analysis mathematically easier.
Definition 1 (Independence Assumption) In an iterative algorithm for solving phase
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Figure 1: Visualization of phase retrieval via the randomized Kaczmarz method with both
finite and infinite measurements. (a) We introduce a functional block to denote the single
iteration of Kaczmarz method (SIKM). (b) The ideal case of infinite measurements or online
processing, where a new sensing vector is generated in each iteration and used to measure
the unknown x∗. Notice that at is independent with the temporary estimate xt−1. (c) The
real case with finite measurements. Before processing, m sensing vectors are generated and
used to produce m measurements. While in the tth iteration, a pair of sensing vector and
measurement, denoted by (art , yrt) are randomly chosen from the pool and sent to SIKM.
Notice that art is dependent with xt−1 because the former may have already been used to
produce the latter in previous iterations.
retrieval problem (1), denote xt−1 as the temporary estimate of x∗ before the tth itera-
tion, and at as the sensing vector used to measure x
∗ and update the estimation in the tth
iteration. It is assumed that xt−1 and at are independent.
The independence assumption holds in the ideal case, where m approaches infinity, or
the scenario of online processing, where the sensing vector is randomly generated for every
measurement obtained for real-time processing. However, in practical applications, it is not
true. The sensing vectors and the corresponding measurements have to be repeatedly used,
in that in order to reach a high precision estimate, the number of iterations of the algorithm
is usually larger than the number of measurements m. In this case, the independence
assumption does not hold, for the reason that if ar and yr have contributed to the estimate
xt−1 and are picked up again in the tth iteration, then xt−1 and ar are dependent. Please
refer to Fig. 1(b) and (c) for a visualization of the ideal online case and the real case.
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Whether ar and xt−1 are independent leads to a visible difference in the analytical
convergence behavior of the algorithm with finite and infinite measurements. This will be
visualized in Fig. 2 in next section. However, because it can alleviate difficulty in the analysis
[17, 18, 16, 19, 20], the independence assumption is still widely adopted in the available
works. Such studies ignore the difference in the convergence performance displayed in Fig. 2,
so we find their analyses not convincing enough. Since the case with finite measurements
is more common in reality, where the number of data is always limited, more convincing
theoretical analysis in the finite observation setting, without the independence assumption,
is of importance in both theory and application, which motivates our study.
We choose to analyze the randomized Kaczmarz method in phase retrieval. According
to the simulation results, this algorithm has good performance in both convergence rate
and computational cost. As a general row-action method, its computational complexity is
only O(n) per iteration [21, 22].
1.2 Related Works
1.2.1 Phase retrieval using iterative projections: Dynamics in the large sys-
tems limit [16]
In our earlier work, we established an exact analysis of the dynamics of the algorithm in the
large systems limit in the online setting. The conclusion in that work will be introduced in
detail in the next section.
1.2.2 Phase retrieval via Wirtinger Flow: theory and algorithms [17]
Phase Retrieval via Wirtinger Flow is shown to be able to achieve linear rate of convergence
to a solution under the independence assumption between the iterative variable and the
sampling vectors, i.e., Lemma 7.1, 7.2, 7.3 and so on. When m ≥ cn log n, with high
probability, the distance between the estimate of the algorithm at the kth iteration and the
true signal x∗ decays exponentially (see Theorem 3.3).
1.2.3 Solving random quadratic systems of equations is nearly as easy as solv-
ing linear systems [18]
This paper modified Phase Retrieval via Wirtinger Flow by dropping terms bearing too
much influence on the search direction to improve practical performance. With similar
argument as [17], the authors prove that when m ≥ cn, with high probability, the distance
between the estimate of the algorithm at the kth iteration and the true signal x∗ decays
exponentially (see Theorem 1).
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1.2.4 Phase Retrieval via randomized Kaczmarz: theoretical guarantees [19]
and Convergence of the randomized Kaczmarz method for Phase Re-
trieval [20]
These two papers provide theoretical bound for Phase Retrieval via randomized Kaczmarz
method (see Theorem 1.2 [19] and Theorem 1.1 [20]) with the independence assumption
between the iterative variable and the sampling vectors, i.e., Lemma 2.2 [19] and Section
2.1 [20].
1.3 Main Contribution
In this paper, we study the convergence of the randomized Kaczmarz method for phase
retrieval. This is the first theoretical analysis on a phase retrieval algorithm without the
independence assumption. At first glance, an observation yr may contribute less innovation
to the updated iterate, when it has been used for many times in the iterations. To some
surprise, however, we successfully prove that the linear rate of convergence to a solution still
holds in the finite measurements setting with repetitively used observations. Our approach
begins from taking expectation to the squared estimation error with respect to the index of
measurement instead of the sensing vector, by fixing the sensing vector and the estimation
error in the previous step rather than taking an expectation. This technique enables us to
derive the convergence bounds no matter what dependence the temporary update and the
sensing vector have, even if the former is a function of the latter. As a consequence, the
inappropriate independence assumption is successfully discarded for the first time, which
makes this work distinguish from all the previous theoretical results on this topic. We believe
that it will encourage more theoretical studies on the finite measurements setting for phase
retrieval, and even other problems, for that the analytical methodology we proposed may
be adopted to analyze problems such as low-rank matrix recovery, adaptive filtering, and
independent component analysis.
1.4 Organization
In Sections II, we review the randomized Kaczmarz method and demonstrate the gap be-
tween experimental results with data reuse and the theoretical prediction based on infinite
measurements. In Section III, we present our main contribution that proves the exponential
convergence of the randomized Kaczmarz method for the first time without independence
assumption. We derive the upper bound and the lower bound of the mean squared estima-
tion error, and verify that both of them are of linear convergence rate. Section IV concludes
this work. Section V collects the proofs of Lemmas and some probability inequalities.
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Algorithm 1 Phase Retrieval via randomized Kaczmarz method for real case.
Input: {(ar, yr), r = 1, . . . ,m}, initialize x0 using the spectral method, maximal iteration
number T , t = 1.
Ensure: xT as an estimate for x
∗.
1: while t ≤ T do
2: Choose r randomly from {1, . . . ,m} uniformly.
3: Update xt by using (2).
4: t← t+ 1.
5: end while
2 Preliminary
In this work, we focus on analyzing phase retrieval in the real case, where x∗ ∈ Rn, ar ∈ Rn,
and ar ∼ N (0, I) are independent for r = 1, 2, · · · ,m.
2.1 Phase Retrieval via randomized Kaczmarz method
The Phase Retrieval via randomized Kaczmarz method was proposed in [15] and an-
alyzed in [16]. If we know the sign of 〈ar,x∗〉, according to the Kaczmarz method, xt
is obtained by projecting xt−1 onto the hyperplane determined by the linear equation
〈ar,x〉 = 〈ar,x∗〉, where the sign of aTr xt−1 is used to estimate the unknown sign of aTr x∗.
Then the iteration becomes
xt = xt−1 +
yrsgn(a
T
r xt−1)− aTr xt−1
‖ar‖2 ar. (2)
The algorithm is summarized in Algorithm 1. In order to illustrate the dependence caused by
data reuse in the finite measurements case, the implementation of the randomized Kaczmarz
method is visualized in Fig. 1 for both the finite and the infinite measurements cases.
2.2 Finite Measurements and Infinite Measurements
The convergence behavior under the case with infinite measurements has been theoretically
analyzed in our earlier work [16]. Let dk be the squared error between the estimate of the
algorithm at the kth iteration and the true signal x∗. Let d(t) = dbtnc. As n tends to infinity,
the random sample paths of d(t) will converge to a continuous time function governed
by the solutions of two deterministic, coupled ordinary differential equations (ODEs) (see
Proposition 2, [16]).
Though our earlier theoretical result exactly predicts the learning curve with infinite
measurements, it is far from applicable to the learning curve with finite measurements.
Define
α :=
m
n
6
Figure 2: Learning curves of the randomized Kaczmarz method in the numerical experi-
ments and theoretical analysis with various α. n is taken as 256. The simulation results
with finite and infinite measurements are denoted as “simu.(finite)” and “simu.(inf.)”, re-
spectively. The theory with independence assumption is denoted by “theory(IA)”.
as the sampling rate. In Fig. 2, the theoretical result in [16] and the experimental results
with finite and infinite measurements of various sampling rate α are plotted in different
colors. We read that the theory based on the independence assumption in [16] coincides
with the simulation results in the infinite measurements case, but when the dataset is
limited and the algorithm reuses the data, the convergence is slower than that using infinite
data. Moreover, even when we take α as a relatively large value such as 12, the theoretical
convergence speed is still noticeably faster than the experimental convergence speed in the
finite measurements case, which suggests that even with a large α it is still inappropriate
to use the independence assumption. To get a better understanding of the algorithm with
finite measurements, the abandon of the independence assumption in the analysis is in
demand.
In addition, one may read from Fig. 2 that even with data reuse the convergence of the
randomized Kaczmarz method is still surprisingly fast, and the convergence rate appears to
be linear. Intuitively, the convergence speed may slow down when the iteration grows up,
because the impetus or information extracted from the measurements may gradually reduce
to zero due to repeat use. In this work, we successfully confirm the previously unjustified
experimental convergence behavior by rigorous theoretical analysis which proves that the
estimation error decreases exponentially during the iterations.
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2.3 Initialization
For algorithms with finite measurements, the initialization has great influence on the perfor-
mance. Some universal initialization methods with good performance have been proposed,
such as the spectral initialization originally introduced in [14, 17] and its generalization
[18]. Under the assumption that the sampling vectors consist of i.i.d. Gaussian random
variables, the result of the spectral initialization is aligned with the target vector x∗ in
direction, when there are sufficiently many measurements [18]. An exact high-dimensional
analysis of the spectral method can be referred in [23].
3 Rigorous Analysis of randomized Kaczmarz Method with-
out Independence Assumption
The analysis of the convergence behavior of the randomized Kaczmarz method without the
independence assumption is conducted in this section. Though the data reuse damages the
independence between the sensing vector and estimation error, we surprisingly reveal in
Theorem 1 that this algorithm still has a linear convergence rate.
Theorem 1 Let x∗ ∈ Rn be any solution to the phase retrieval problem (1) in real case
and xt denote the tth iterative solution of Algorithm 1. Define
dist (xt,x
∗) := min (‖xt − x∗‖, ‖xt + x∗‖)
to denote the estimate error up to a global phase. Then there exist α0, n0, when n > n0,
α > α0, there exist constants C1 > 0, C2 > 0, such that with probability at least
1− e−C1n, (3)
we have
Edist2 (xt,x∗)
dist2 (xt−1,x∗)
≤ 1− 1
n
C2. (4)
Remark 1 It has been reviewed in the preliminary that there were practical methods pro-
viding good initialization with small estimation error. Without loss of generality, we assume
that
‖xt − x∗‖ ≤ ‖xt + x∗‖
always holds for all t ≥ 0. Define
et := xt − x∗, (5)
then (4) can be derived from
E‖et‖2
‖et−1‖2 ≤ 1−
1
n
C2. (6)
Throughout the proof below, we assume that the initialized x0 is closer to x
∗ than to −x∗.
Then we only need to prove (6).
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Remark 2 We claim that there is no taking expectation to ar in the LHS of (6). As far
as we know, we propose for the first time this form to study the bound of the convergence
behavior of an iterative phase retrieval algorithm. The bound in (6) holds for arbitrary et−1,
even if it is a function of the sensing vectors, which is dependent with {ar, r = 1, . . . ,m}.
On the contrary, in existing works on such convergence analysis, it is always assumed that
et−1 is a random vector independent of the sensing vectors, and then the expectation is
taken, although this assumption does not hold for the finite measurements case with data
reuse.
Proof We prove Theorem 1 in four steps. In the first step, the iterative expression of
squared estimation error is derived and taken expectation with respect to the index of
data sample. This plays the essential role in discarding the independence assumption. In
the second step, we derive the bound of the mean squared estimation error and build its
connection with the eigenvalues of random matrix. In the consequent step, based on the
concentration properties and the knowledge on random matrix, we estimate the squared
error. Finally, the result is reshaped to a ready formulation to complete the proof.
Step 1) We will start from (2) and derive the iterative expression of et first. Substituting
the definition of yr in (1) into (2) and replacing the absolute value by sign function, we have
xt = xt−1 +
∣∣aTr x∗∣∣ sgn (aTr xt−1)− aTr xt−1
‖ar‖2 ar
= xt−1 +
aTr x
∗sgn
(
aTr x
∗aTr xt−1
)
‖ar‖2 ar −
aTr xt−1
‖ar‖2 ar (7)
= xt−1 +
aTr x
∗br,t−1
‖ar‖2 ar −
aTr xt−1 − aTr x∗
‖ar‖2 ar, (8)
where
br,t−1 := sgn
(
aTr x
∗aTr xt−1
)− 1
denotes whether the temporary solution at t−1 is wrong with respect to the sign measured
by ar, and (8) is obtained by inserting and removing
aTr x
∗
‖ar‖2ar into (from) (7). Subtracting
the ground truth x∗ from both sides of (8) and recalling the definition of et in (5), we have
et =et−1 +
aTr x
∗br,t−1
‖ar‖2 ar −
aTr et−1
‖ar‖2 ar
=
(
I− ara
T
r
‖ar‖2
)
et−1 +
aTr x
∗br,t−1
‖ar‖2 ar. (9)
Next we study the behavior of the squared estimation error. According to (9), we write
‖et‖2 =
∥∥∥∥(I− araTr‖ar‖2
)
et−1 +
aTr x
∗br,t−1
‖ar‖2 ar
∥∥∥∥2 . (10)
Notice that
(
I− araTr /‖ar‖2
)
is the projection matrix to a hyperplane which is perpendic-
ular to ar. Therefore the cross item in the RHS of (10) must be zero and we get
‖et‖2 =
∥∥∥∥(I− araTr‖ar‖2
)
et−1
∥∥∥∥2 + ∥∥∥∥aTr x∗br,t−1‖ar‖2 ar
∥∥∥∥2 . (11)
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Using the perpendicular properties again, we may simplify the first item in the RHS of (11)
as ∥∥∥∥(I− araTr‖ar‖2
)
et−1
∥∥∥∥2 = ‖et−1‖2 − ∥∥∥∥ araTr‖ar‖2 et−1
∥∥∥∥2
= ‖et−1‖2 −
(
aTr et−1
‖ar‖
)2
. (12)
Inserting (12) into (11), we get the iteration of squared estimation error as
‖et‖2 = ‖et−1‖2 −
(
aTr et−1
‖ar‖
)2
+
(
aTr x
∗
‖ar‖
)2
b2r,t−1. (13)
In order to get the average performance of one iteration from a fixed et−1, we take expec-
tation with respect to r on both sides of (13). Considering that r is a random variable
uniformly distributed over 1, · · · ,m, we get
E ‖et‖2 =‖et−1‖2 − 1
m
m∑
k=1
(
aTk et−1
‖ak‖
)2
+
1
m
m∑
k=1
(
aTk x
∗
‖ak‖
)2
b2k,t−1 (14)
=‖et−1‖2 − 1
m
m∑
k=1
(
aTk et−1
‖ak‖
)2
+
4
m
m∑
k=1
(
aTk x
∗
‖ak‖
)2
Ik∈S , (15)
where I(·) is the indicator function and S is defined as
S := {k : bk,t−1 6= 0}
:= {k : sgn (aTk x∗) 6= sgn (aTk xt−1)}.
Equation (15) comes from the fact that those items in the second summation in the RHS
of (14) are non-zero, if and only if k ∈ S. We then move those items with k ∈ S from the
first summation to the second one and obtain
E ‖et‖2 = ‖et−1‖2 − 1
m
∑
k∈S¯
(
aTk et−1
‖ak‖
)2
+
1
m
∑
k∈S
(
4
(
aTk x
∗
‖ak‖
)2
−
(
aTk et−1
‖ak‖
)2)
, (16)
where S¯ denotes the complement of S. Now we are ready to study the bound of the second
and the third items in the RHS of (16) by using the eigenvalues of random matrices.
We must stress that one cannot simply take expectation of (13) with respect to ar by
fixing et−1. The reason is that ar is dependent on et−1 and is not a Gaussian random vector
any more conditioning on et−1. This is the key point of our approach of abandoning the
independence assumption.
Step 2) Denote
β :=
|S|
n
, (17)
α− β =
∣∣S¯∣∣
n
,
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respectively, as the ratio of wrong and correct measurements number to unknown variable
number, where |·| denotes the cardinality of a set.
For the second item in the RHS of (16), we first write it in a matrix form and find its
relationship with the eigenvalues of this matrix.
1
m
∑
k∈S¯
(
aTk et−1
)2
‖ak‖2 ≥
1
z2maxm
∑
k∈S¯
(
aTk et−1
)2
=
1
z2max
α− β
α
eTt−1ΣS¯et−1, (18)
where
zmax = max ‖ak‖,
ΣS¯ =
1
|S¯|
∑
k∈S¯
aka
T
k .
For the third item in the RHS of (16), we will bound
∣∣aTk x∗∣∣ with ∣∣aTk et−1∣∣ first, and
then write it in the matrix form. Notice that
aTk x
∗aTk xt−1 = a
T
k x
∗ (aTk x∗ + aTk et−1) . (19)
For k ∈ S, we know that the absolute value of aTk et−1 is large enough to change the sign of
aTk xt−1 different from a
T
k x
∗. As a consequence,
S ⊂ {k : ∣∣aTk x∗∣∣ ≤ ∣∣aTk et−1∣∣} , (20)
and we have (
aTk x
∗
‖ak‖
)2
≤
(
aTk et−1
‖ak‖
)2
, k ∈ S. (21)
Substituting (21) into the third item in the RHS of (16) and formulating the result in a
matrix form, we get
1
m
∑
k∈S
(
4
(
aTk x
∗
‖ak‖
)2
−
(
aTk et−1
‖ak‖
)2)
≤ 1
z2min
3
m
∑
k∈S
(
aTk et−1
)2
=
1
z2min
3β
α
eTt−1ΣSet−1, (22)
where
zmin = min ‖ak‖,
ΣS =
1
|S|
∑
k∈S
aka
T
k . (23)
Inserting (18) and (22) into (16) and utilizing the properties of eigenvalues,
λmin(A)‖u‖2 ≤ uTAu ≤ λmax(A)‖u‖2,
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where λmin(·) and λmax(·) denotes, respectively, the smallest and largest eigenvalue of a
matrix, we arrive at
E‖et‖2
‖et−1‖2 ≤ 1−
α− β
z2maxα
λmin (ΣS¯) +
3β
z2minα
λmax (ΣS) . (24)
Notice again that the bound in (24) holds no matter what dependence et−1 and ar have.
The inappropriate independence assumption is successfully abandoned in this work. This
is different from all the previous theoretical works on this topic.
Step 3) Now we need to estimate zmax, zmin, and the smallest and the largest eigenvalue
of ΣS¯ and ΣS , respectively. According to their definitions, the estimation problems are
closely related to the properties of Gaussian random matrix. We then develop the following
two lemmas, which could be readily used to solve the above estimation problems.
Lemma 1 Let a be a vector in Rn, whose entries are independent standard Gaussian ran-
dom variables. Then for any 0 < ε < 1, with probability at least
P1(ε, n) := 1− 2 exp
(
−n
(
ε2
4
− ε
3
6
))
,
we have ∣∣∣∣‖a‖2n − 1
∣∣∣∣ < ε. (25)
Proof The proof is postponed to Appendix 5.1.
Lemma 2 Let a1, · · · ,am be m vectors in Rn, whose entries are independent standard
Gaussian random variables. For given integer 1 ≤ p ≤ m and any S ⊂ {1, · · · ,m} satisfying
|S| = p, we can use {ai}i∈S to compose an n× n matrix
ΣS =
1
p
∑
i∈S
aia
T
i .
Then with probability at least
P2 (ε1, p) := 1− Cpm exp
(
−pε
2
1
2
)
, (26)
we have
max
S:|S|=p
λmax (ΣS) ≤
(
1 +
1√
p/n
+ ε1
)2
. (27)
If p ≥ n, with probability at least P2 (ε2, p), we have
min
S:|S|=p
λmin (ΣS) ≥
(
1− 1√
p/n
− ε2
)2
. (28)
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Proof The proof is postponed to Appendix 5.2.
Now we use these Lemmas to estimate the last two items in the RHS of (24). Specifically,
with probability at least
P (β) =1−m (1− P1(ε1, n))− (1− P2 (ε2, βn))− (1− P2 (ε3,m− βn))
=1− 2m exp
(
−n
(
ε21
4
− ε
3
1
6
))
− Cβnm exp
(
−βnε
2
2
2
)
− C(α−β)nm exp
(
−(α− β)nε
2
3
2
)
,
(29)
we have
E ‖et‖2
‖et−1‖2 ≤ 1−
(
1− β
α
)
1
n(1 + ε1)
(
1− 1√
α−β − ε3
)2
+
3β
α
1
n (1− ε1)
(
1 +
1√
β
+ ε2
)2
.
(30)
Step 4) To complete the proof, we need to formulate (29) and (30) into the shape of
(3) and (6), respectively, and demonstrate that both C1 and C2 are positive.
In order to remove the influence of β, we first calculate its upper bound, denoted by
β0, and then study the lower bound of convergence rate. According to our analysis, where
the detail is postponed to Appendix 5.3, when n approaches infinity with α fixed, the
asymptotical bound β′0 is determined by(
1− α
β′0
2τ√
2pi
exp
(
−τ
2
2
))
‖x∗‖2 =
(
1 +
1√
β′0
+
√
2 ln
eα
β′0
)2
‖et−1‖2, (31)
where 1−2Q (τ) = β′0/α and Q (·) is the tail probability of the standard Gaussian distribu-
tion. Because of the continuity, for all δβ > 0, there exists nβ > 0, such that for all n ≥ nβ,
we can use β0 := β
′
0 + δβ as a bound.
By introducing
εˆ1 := ε1, (32)
εˆ2 :=
√
ε22 − 2 ln
eα
β0
, (33)
εˆ3 :=
√
ε23 − 2
β0
α− β0 ln
eα
β0
, (34)
we could formulate P (β0) defined in (29) into the shape of (3) and verify C1 > 0 for all
n larger than a constant nC1 . The details are necessary but tedious, therefore they are
postponed to Appendix 5.4.
Replacing β by β0 and substituting (32), (33), and (34) into (30), we claim that with
probability at least P (β0) the following holds
E‖et‖2
‖et−1‖2 ≤ 1−
1
n
C2(n, α), (35)
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where
C2(n, α) :=
(
1− β0
α
)
1
1 + εˆ1
(
1− 1√
α−β0
−
√
2β0
α−β0 ln
eα
β0
+ εˆ23
)2
− 3β0
α
1
1− εˆ1
(
1 +
1√
β0
+
√
2 ln
eα
β0
+ εˆ22
)2
.
Our final task is to analyze that C2 is positive when n is larger than a constant n0 and α is
larger than a constant α0. We will consider the asymptotical case of n approaching infinity
to verify this issue. If we could prove that C2(n, α) tends towards a positive constant when
n goes to infinity and α is large enough, then there always exist nC2 , α0, when n > nC2 ,
α > α0, we have C2 > 0. As a consequence, we may take n0 = max(nβ, nC1 , nC2) and close
the proof.
According to Lemma 1, Lemma 2 and the derivation in Appendix 5.4, when n goes to
infinity, let εˆi → 0, i = 1, 2, 3, we have
lim
n→∞
E‖et‖2 − ‖et−1‖2
‖et−1‖2/n ≤ limn→∞−C2(n, α)
=− α− β0
α
(
1− 1√
α− β0
−
√
2β0
α− β0 ln
eα
β0
)2
+
3β0
α
(
1 +
1√
β0
+
√
2 ln
eα
β0
)2
. (36)
According to (31), when ‖et−1‖ is small enough, β0 is nearly zero. In this case, (36) is
approximated by
lim
n→∞C2(n, α) ≈ −
3
α
+
(
1− 1√
α
)2
. (37)
We read from (37) that there exits some α0, when α > α0, the RHS of (37) is positive. Then
when the initialization is good enough 1 so that ‖et−1‖ is small enough, C2 approaches to
a positive constant as n goes to infinity. Based on our previous discussion, this completes
the proof well, and we demonstrate that algorithm 1 will converge to a solution linearly.
Remark 3 We have found the upper bound of the relative mean squared estimation error
without the independence assumption. In order to better understand the convergence behav-
ior of this algorithm, we also need to study its lower bound. This will be accomplished based
on the iteration of (15), of which the third item is always no less than zero. For the second
item, we can find its upper bound by using Lemma 1 and 2. That is
1
m
m∑
k=1
(
aTk et−1
‖ak‖
)2
≤ 1
z2min
eTt−1Σet−1
≤ 1
z2min
λmax (Σ) ‖et−1‖2,
1A good initialization is possible through some practical methods, such as the truncated spectral method
[18].
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where
Σ :=
1
m
m∑
k=1
aka
T
k .
As a consequence we write the lower bound as
lim
n→∞
E‖et‖2 − ‖et−1‖2
‖et−1‖2/n ≥ −
(
1 +
1√
α
)2
. (38)
4 Conclusion
In this paper, we reveal the linear rate of convergence of Phase Retrieval via the randomized
Kaczmarz method in the real case with finite measurements. The main advantage over the
previous theoretical approaches for phase retrieval is that the independence assumption
inappropriate for the date reuse case is discarded in our analysis. The upper and lower
bounds of the rate of convergence are given. The methodology we used could be adopted
to analyze other problems.
5 Appendix
5.1 Proof of Lemma 1
The proof will be completed, if we could verify the two inequalities below
P
(‖a‖2
n
≥ 1 + ε
)
≤ exp
(
−n
(
ε2
4
− ε
3
6
))
, (39)
P
(‖a‖2
n
≤ 1− ε
)
≤ exp
(
−n
(
ε2
4
− ε
3
6
))
. (40)
Let’s begin from the LHS of (39) and write
P
(‖a‖2
n
≥ 1 + ε
)
= P
(
exp
(
λ
‖a‖2
n
)
≥ exp (λ (1 + ε))
)
≤
E
(
exp
(
λ‖a‖
2
n
))
exp (λ (1 + ε))
, (41)
where (41) comes from the Markov’s inequality for X > 0, a > 0 that
P (X ≥ a) ≤ E (X)
a
and λ is a positive parameter to increase the degrees of freedom to get a more tight bound.
Notice that ‖a‖2 follows the n-dimensional Chi-square distribution. Adopting the char-
acteristic function of Chi-square distributed variable x
E
(
eitx
)
= (1− 2it)−n2 , (42)
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and let t = −iλn , we derive from (41)
P
(‖a‖2
n
≥ 1 + ε
)
≤
(
1− 2λ
n
)−n
2
exp (−λ (1 + ε))
= exp
(
−λ (1 + ε)− n
2
ln
(
1− 2λ
n
))
≤max
λ
exp
(
−λ (1 + ε)− n
2
ln
(
1− 2λ
n
))
= exp
(n
2
(−ε+ ln (1 + ε))
)
. (43)
By approximating the natural logarithm in (43) as its Taylor’s series of ε, we can get
n
2
(−ε+ ln (1 + ε)) =n
2
(
−ε+
(
ε− 1
2
ε2 +
1
3
ε3 +
∞∑
k=4
(−1)k+1
k
εk
))
<− n
(
ε2
4
− ε
3
6
)
. (44)
Inserting (44) into (43), we readily verify (39).
Following the same approach, we could derive step by step a counterpart of (43) as
P
(‖a‖2
n
≤ 1− ε
)
=P
(
exp
(
−λ‖a‖
2
n
)
≥ exp (−λ (1− ε))
)
≤
E
(
exp
(
−λ‖a‖2n
))
exp (−λ (1− ε))
≤
(
1 + 2
λ
n
)−n
2
exp (λ (1− ε))
= exp
(
λ (1− ε)− n
2
ln
(
1 + 2
λ
n
))
≤ exp
(n
2
(ε+ ln (1− ε))
)
. (45)
Similarly bounding the natural logarithm in (45) by truncating the Taylor’s series, we have
n
2
(ε+ ln (1− ε)) =n
2
(
ε+
(
−ε− 1
2
ε2 −
∞∑
k=3
1
k
εk
))
<− nε
2
4
<− n
(
ε2
4
− ε
3
6
)
. (46)
Inserting (46) into (45), we verify (40) and close the proof.
5.2 Proof of Lemma 2
The following lemma is required in the proof.
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Lemma 3 ([24]) Let A be an n×p matrix whose entries are independent standard Gaussian
random variables. Then for every ε > 0, one has
P
(
smin (A) ≥ √p−
√
n− ε) ≥ 1− exp(−ε2
2
)
,
P
(
smax (A) ≤ √p+
√
n+ ε
) ≥ 1− exp(−ε2
2
)
,
where smin(·) and smax(·) denote, respectively, the smallest and the largest singular values
of a matrix.
For given set S ⊂ {1, · · · ,m}, define AS as a matrix in Rn×p whose columns are ak, k ∈
S. Let
ΣS :=
1
p
ASATS =
1
p
∑
k∈S
aka
T
k , (47)
and the largest eigenvalue of ΣS is calculated by
λmax (ΣS) =
1
p
(smax (AS))2 .
Then according to Lemma 3, we have
P
λmax (ΣS) ≤ (1 + 1√
p/n
+ ε1
)2 ≥ 1− exp(−pε21
2
)
. (48)
If S may be any set in {1, · · · ,m} with cardinality p, the probability in the RHS of (48)
needs to satisfy
P ≥ 1− Cpm exp
(
−pε
2
1
2
)
and we prove (27).
Following the same approach, we represent the smallest eigenvalue of ΣS as
λmin (ΣS) =
1
p
(smin (AS))2
and obtain for p > n
P
λmin (ΣS) ≥ (1− 1√
p/n
− ε2
)2 ≥ 1− exp(−pε22
2
)
, (49)
by using Lemma 3. Inserting the combination number again to make it hold for arbitrary
S, we arrive at (28) and complete the proof.
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5.3 Calculate the upper bound β0 in (30)
We introduce a Lemma first.
Lemma 4 Assume that a1, · · · , am are independent standard Gaussian random variables
and
{
a2(i)
}
are the order statistics of {a2i }. Then for 0 < t ≤ 1, we have
lim
m→∞
1
tm
tm∑
i=1
a2(i) = 1−
1
t
2τ√
2pi
exp
(
−τ
2
2
)
, (50)
where τ is determined by
1− 2Q(τ) = t,
and Q (·) is the tail probability of the standard Gaussian distribution.
Proof The proof is postponed to Appendix 5.5.
On one hand, according to (20), we have
1
βn
∑
k∈S
y2k ≤
1
βn
∑
k∈S
(
aTk et−1
)2
≤λmax (ΣS) ‖et−1‖2, (51)
where ΣS is defined in (23). Let n go to infinity with α fixed, by applying Lemma 2 on
(51), we have
1
βn
∑
k∈S
y2k ≤
(
1 +
1√
β
+
√
2 ln
eα
β
)2
‖et−1‖2 (52)
hold with probability 1.
On the other hand, we write
1
βn
∑
k∈S
y2k =‖x∗‖2
1
βn
∑
k∈S
(a′k)
2 (53)
≥‖x∗‖2 1
βn
βn∑
k=1
(
a′(k)
)2
, (54)
where (53) comes from the fact that
y2k = |aTk x∗|2 = ‖x∗‖2(a′k)2,
and a′k is a standard Gaussian random variable determined only by ak, and {a′(k)} is the
order statistics of {a′k}, k = 1, · · · ,m. When n goes to infinity with α fixed, applying
Lemma 4 on (54), we have(
1− α
β
2τ√
2pi
exp
(
−τ
2
2
))
‖x∗‖2 ≤ 1
βn
∑
k∈S
y2k, (55)
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where
1− 2Q (τ) = β
α
. (56)
Combining (52) and (55) together, we finally get(
1− α
β
2τ√
2pi
exp
(
−τ
2
2
))
‖x∗‖2 ≤
(
1 +
1√
β
+
√
2 ln
eα
β
)2
‖et−1‖2. (57)
The upper bound β0 is given as the maximum of β satisfying (57). Considering that the
LHS and the RHS of (57) are, respectively, an increasing function and a decreasing function
of β, β0 can be determined by solving the equation of (57).
5.4 Proof of (3)
In this subsection we will reshape P (β0) in (29), where β is replaced by its upper bound of
β0, into (3) and verify C1 > 0.
For the multipliers of the exponential items in P (β0) in (29), we bound the binomial
coefficients as
Cβ0nm =C
m−β0n
m ≤
(
eα
β0
)β0n
.
Then (29) becomes
P (β0) ≥1− 2m exp
(
−n
(
εˆ21
4
− εˆ
3
1
6
))
− exp
(
−β0nεˆ
2
2
2
)
− exp
(
−(α− β0)nεˆ
2
3
2
)
=1− exp
(
−n
(
εˆ21
4
− εˆ
3
1
6
− ln(2m)
n
))
− exp
(
−nβ0εˆ
2
2
2
)
− exp
(
−n (α− β0) εˆ
2
3
2
)
,
(58)
where εˆi, i = 1, 2, 3 are defined in (32), (33), and (34). Let
C11 :=
εˆ21
4
− εˆ
3
1
6
− ln(6m)
n
,
C12 :=
β0εˆ
2
2
2
− ln 3
n
,
C13 :=
(α− β0) εˆ23
2
− ln 3
n
,
then there exists nC1 , when n > nC1 , we can choose 0 < εˆ1 < 1, such that
C11 >
εˆ21
8
− εˆ
3
1
12
=: Cˆ11 > 0,
C12 > 0,
C13 > 0.
Let
C1 := min
(
Cˆ11, C12, C13
)
> 0,
then the probability becomes (3) and we complete the verification.
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5.5 Proof of Lemma 4
Without loss of generality, assume that a2(tm) < M when m is large enough. Denote xk =
k
NM , k = 0, · · · , N . Then
0 = x0 < x1 < . . . < xN−1 < xN = M,
is a partition of the interval [0,M ]. For any k = 1, . . . , N , the ratio of the number {a2i }
falling into the small interval [xk−1, xk) to the total number m, denoted by pmk , can be
expressed by
pmk =
1
m
m∑
i=1
I(a2i ∈ [xk−1, xk)).
Since I(a2i ∈ [xk−1, xk)), i = 1, . . . ,m are i.i.d. random variables, according to the Law of
Large Numbers, we have
lim
m→∞ p
m
k = EI(a2i ∈ [xk−1, xk))
= P(a2i ∈ [xk−1, xk)) =: pk.
Let K satisfy
K∑
k=1
pmk ≤ t ≤
K+1∑
k=1
pmk .
Then we have
1
tm
tm∑
i=1
a2(i) ≥
1
t
K∑
k=1
xk−1pmk ,
and
1
tm
tm∑
i=1
a2(i) ≤
1
t
K+1∑
k=1
xkp
m
k .
Let m go to infinity, then
1
t
K∑
k=1
xk−1pk ≤ lim
m→∞
1
tm
tm∑
i=1
a2(i) ≤
1
t
K+1∑
k=1
xkpk. (59)
Let N go to infinity, according to the definition of Riemann integral, both the upper and
the lower bound in (59) tends to
1
t
∫ τ
−τ
x2φ (x) dx, (60)
where ∫ τ
−τ
φ (x) = t
and φ (x) is the probability density function of Gaussian variable. By calculating this
integral in (60), one can find that it is exactly the limitation in the LHS of (50), then we
conclude the proof.
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