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Shun Watanabe and Te Sun Han
Abstract
The isomorphism problem in the ergodic theory is revisited from the perspective of information spectrum approach,
an approach that has been developed to investigate coding problems for non-ergodic random processes in information
theory. It is proved that the information spectrum is invariant under isomorphisms. This result together with an
analysis of information spectrum provide a conceptually simple proof of the result by Sˇujan, which claims that the
entropy spectrum is invariant under isomorphisms. It is also discussed under what circumstances the same information
spectrum implies the existence of an isomorphism.
I. INTRODUCTION
In ergodic theory, one of fundamental problems is to identify if two dynamical systems are isomorphic or not,
which is known as the isomorphism problem. Inspired by the Shannon entropy in information theory, Kolmogorov
and Sinai introduced the entropy of dynamical systems and showed that the entropy is an invariant under isomor-
phism; in other words, an isomorphism between two dynamical systems exists only if the entropies are equal. Since
then, the entropy has been widely used as an invariant of the isomorphism problem. However, the entropy need
not be a complete invariant, i.e., an isomorphism may not exist even if the entropies of two dynamical systems
are equal. Then, an interesting question is under what circumstances the same entropy implies the existence of an
isomorphism. A landmark result on this problem was provided by Ornstein in [9] (see also [11]). He proved that
two i.i.d. random processes (Bernoulli shifts) are isomorphic to each other if the entropies are equal; furthermore,
he also characterized the class of processes that are isomorphic to the i.i.d. random processes. See [12], [13] for
other interactions between information theory and ergodic theory.
In the literature, most studies on the isomorphism problem have focused on ergodic dynamical systems with
some exceptions [7], [16], [17], [15]. In [7], Kieffer and Rahe provided a sufficient condition on the existence
of isomorphism between two non-ergodic mixtures of Bernoulli shifts. In [16], [17], Sˇujan provided a necessary
condition for the existence of isomorphism in terms of “entropy spectra,” leveraging the ergodic decomposition.
In [15], Takens and Verbitskiy showed that the Re´nyi entropy of non-ergodic dynamical system is given by the
essential infimum of the spectrum of entropies of the ergodic decomposition.
On the other hand, in the 1990s, Han and Verdu´ developed “information spectrum” approach in information theory
to investigate coding problems for general non-ergodic sources/channels [6] (see also [5]). Among other things, the
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2key feature of the approach is that coding theorems are proved in two steps. In the first step, the performance of
a coding problem is characterized by the probabilistic behavior of self-information or related quantities, which is
termed the information spectrum. This step is proved without invoking probability theoretic theorems, such as the
law of large number or the ergodic theorem. Then, in the second step, the probability theoretic theorems are invoked
to characterize the behavior of the information spectrum in terms of information measures such as the entropy.
The main aim of this paper is to revisit the isomorphism problem from the perspective of information spectrum
approach. More specifically, we prove that the information spectrum is invariant under isomorphisms between
random processes.1 Then, using this result together with an analysis of information spectra, we provide an alternative
proof for the aforementioned result by Sˇujan [16], [17], which is conceptually and technically much simpler than
the argument given in [16], [17].2
Even though the information spectrum coincides with the entropy spectrum under ergodic decomposition, we
are intentionally distinguishing the two concepts, “information spectrum” and “entropy spectrum.” The former is
defined directly for a given random process, and we prove the invariance of information spectra without invoking the
ergodic decomposition; the ergodic decomposition is only needed to prove that the information spectrum coincides
with the entropy spectrum. On the other hand, the argument in [16], [17] begins with the ergodic decomposition,
and the invariance of the entropy spectrum is proved via the invariance of entropy in each ergodic component.
The rest of the paper is organized as follows. In Section II, we introduce our notation and review some basic
facts in ergodic theory. In Section III, we state our main results; the proofs are provided in Section IV and Section
V. In Section VI, we discuss how to define the information spectrum for general dynamical systems. In Section
VII, we discuss under what circumstances the same information spectrum implies the existence of an isomorphism.
In Section VIII, we conclude the paper with some discussion on possible future research directions.
II. PRELIMINARIES
In this section, we introduce our notation by reviewing some basic facts in ergodic theory. Let (Ω,B, µ) be a
measure space. A measurable map T : Ω→ Ω is called measure-preserving transformation if µ(T−1A) = µ(A) for
every A ∈ B. The quadruple (Ω,B, µ, T ) is called a dynamical system. When Ω = X Z, i.e., the set of all doubly
infinite sequences
x = (. . . , x−2, x−1, x0, x1, x2, . . .),
where each xi is an element of some finite set X , the measure-preserving transformation is given by the shift S,3
i.e., (Sx)i = xi+1 for x ∈ X Z; the measurable set BX is given by the σ-algebra generated by cylinder set
[anm] := {x ∈ X Z : xi = ai ∀m ≤ i ≤ n} (1)
1It should not be confused with the spectral isomorphism of linear operators induced by dynamical systems (eg. see [18]).
2An advantage of the approach in [16], [17] is that it can be applied to random processes with countably infinite alphabet, while we use the
finiteness of alphabet in our proof.
3Since the underlying space can be recognized from the context, we denote S instead of SX to avoid cumbersome notation.
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3for m,n ∈ Z. Let us define the random process X = {Xn}n∈Z by assigning
PXnm(a
n
m) = Pr
(
Xi = ai : m ≤ i ≤ n
)
= µ([anm]) (2)
for m,n ∈ Z. Owing to the measure-preserving requirement of S, the random process X is stationary. When
m = 1, we denote PXnm(a
n
m) by PXn(a
n) for an ∈ Xn. In this manner, the dynamical system (X Z,BX , µ, S) can
be identified with the random process X . Throughout the rest of this paper except Section VI, we mainly consider
the random process X determined by (X Z,BX , µ, S); we will come back to general dynamical systems in Section
VI.
One of the most fundamental problems in ergodic theory is to determine if given two processes are “equivalent”
or not. A commonly used notion of equivalence is defined as follows.
Definition 1 For two stationary random processesX = {Xn}n∈Z and Y = {Yn}n∈Z determined by (X Z,BX , µ, S)
and (YZ,BY , ν, S), respectively, we call a measurable map φ : X Z → YZ a homomorphism4 if ν = φ∗µ, i.e.,
ν(B) = µ(φ−1(B)) for every B ∈ BY , and φ(Sx) = Sφ(x) for almost sure x ∈ X Z under µ. Furthermore,
when there exists a homomorphism ψ : YZ → X Z such that ψ(φ(x)) = x for almost sure x ∈ X Z under µ and
φ(ψ(y)) = y for almost sure y ∈ YZ under ν, then a pair (φ, ψ) is called an isomorphism. When there exists an
isomorphism between two stationary random processes, those processes are said to be isomorphic.
In order to determine if given two random processes are isomorphic or not, one of the most basic criterion is
the ergodicity.
Definition 2 A random process X = {Xn}n∈Z determined by (X Z,BX , µ, S) is called ergodic if, for every
A ∈ BX with µ(A△S−1A) = 0, it holds that µ(A) = 0 or µ(A) = 1, where △ is the symmetric difference of
sets.
From the definition, we can readily verify that ergodicity is an invariant under homomorphism (eg. see [12, Example
I.2.12]).5
Proposition 1 For two stationary random processes X = {Xn}n∈Z and Y = {Yn}n∈Z, suppose that there exists
a homomorphism from X to Y . If X is ergodic, then Y is also ergodic.
Proposition 1 tells us that two random processes cannot be isomorphic if one is ergodic and the other is non-
ergodic. When both processes are ergodic, a more quantitative invariant is needed.
Definition 3 For a stationary random process X = {Xn}n∈Z, the entropy rate is defined by
H(X) := lim
n→∞
1
n
H(X1, . . . , Xn),
4Homomorphism is also called factor map in some literature.
5There may exist a homomorphism from a non-ergodic process to an ergodic process.
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4where
H(X1, . . . , Xn) :=
∑
xn∈Xn
PXn(x
n) log
1
PXn(xn)
.
One of the fundamental results in ergodic theory is the following.
Proposition 2 (Homomorphic monotonicity of entropy [8], [14]) For two stationary random processes X =
{Xn}n∈Z and Y = {Yn}n∈Z, if a homomorphism from X to Y exists, then it holds that
H(X) ≥ H(Y ).
Corollary 1 (Isomorphic invariance of entropy) If two stationary random processes X = {Xn}n∈Z and Y =
{Yn}n∈Z are isomorphic, then it holds that
H(X) = H(Y ).
The entropy has been the most widely used invariant to determine if two random processes are isomorphic or
not. In fact, when two random processes are independently identically distributed (i.i.d.) processes, i.e., Bernoulli
shifts, then Ornstein proved that the entropy is the complete invariant, i.e., the two processes are isomorphic if and
only if their entropies are the same [9].
III. INVARIANCE OF INFORMATION SPECTRUM
Let us introduce the information spectrum of a random process [5].
Definition 4 For a stationary random process X = {Xn}n∈Z, the information spectrum is the cumulative distri-
bution function of the normalized self-information defined by
FX(τ) := lim
γ↓0
lim sup
n→∞
Pr
(
1
n
log
1
PXn(Xn)
≤ τ + γ
)
for τ ∈ R+ := {a ∈ R : a ≥ 0}.
By the definition, FX(τ) is right-continuous. Since
Pr
(
1
n
log
1
PXn(Xn)
> log |X |+ γ
)
=
∑
xn∈Xn
PXn(x
n)1
[
PXn(x
n) <
2−nγ
|X |n
]
≤ 2−nγ
for any γ > 0, it follows that FX(τ) = 1 for τ ≥ log |X |.
When a random process X is ergodic, the asymptotic equipartition property guarantees
lim
n→∞
Pr
(∣∣∣∣ 1n log
1
PXn(Xn)
−H(X)
∣∣∣∣ ≤ γ
)
= 1
for any γ > 0. Thus, the information spectrum of the ergodic process is given as
FX(τ) = 1
[
H(X) ≤ τ],
January 22, 2020 DRAFT
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FX(τ)
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H(X) H(X)
Fig. 1. A behavior of the information spectrum when a process is decomposed into a finite number of ergodic components.
where 1[·] is the indicator function.
When a random process is not ergodic, the information spectrum can be computed based on the entropy spectrum
of the ergodic decomposition of the process as follows. The proof will be given in Section IV.
Theorem 1 When the ergodic decomposition of a stationary process X = {Xn}n∈Z is given as
PXn(x
n) =
∫
Θ
PXn
θ
(xn)dw(θ)
for a family of ergodic processes {Xθ}θ∈Θ with measure w on Θ, the information spectrum of the process is given
as
FX(τ) = w({θ : H(Xθ) ≤ τ}). (3)
Let H(X) and H(X) be defined as
H(X) := inf
{
τ : lim
n→∞
Pr
(
1
n
log
1
PXn(Xn)
> τ
)
= 0
}
,
H(X) := sup
{
τ : lim
n→∞
Pr
(
1
n
log
1
PXn(Xn)
< τ
)
= 0
}
,
which are called the spectral sup-entropy and spectral inf-entropy [5].6 Then, we have FX(τ) = 1 for τ ≥ H(X)
and FX(τ) = 0 for τ < H(X). When a process is decomposed into a finite number of ergodic components, a
behavior of the information spectrum is described in Fig. 1.
Remark 1 If the information spectrum FX(τ) is defined without the slack parameter γ ↓ 0 in Definition 4, it
may not be right-continuous in general. For instance, when X is an i.i.d. process, the law of large number and the
6H(X) and H(X) are given by the essential supremum and the essential infimum of the entropy spectrum under the ergodic decomposition.
The essential supremum of the entropy spectrum was used in [19] to characterize the limit of the source coding for non-ergodic processes.
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FY (τ)
Fig. 2. Behaviors of the information spectrum of X (solid curve) and the information spectrum of Y (dashed curve) when there exists a
homomorphism from X to Y .
central limit theorem imply
lim
n→∞
Pr
(
1
n
log
1
PXn(Xn)
≤ τ
)
=


0 τ < H(X)
1/2 τ = H(X)
1 τ > H(X)
.
As an information spectrum counterpart of Proposition 2, we have the following theorem, which will be proved
in Section V.
Theorem 2 (Homomorphic monotonicity of information spectrum) For two stationary random processes X =
{Xn}n∈Z and Y = {Yn}n∈Z, if a homomorphism from X to Y exists, then it holds that
FX(τ) ≤ FY (τ)
for every τ ∈ R+.
Theorem 2 says that a necessary condition for the existence of a homomorphism is that the spectrum of X
“dominates” the spectrum of Y (cf. Fig. 2). Simpler necessary conditions are
H(Y ) ≤ H(X)
and
H(Y ) ≤ H(X).
Corollary 2 (Isomorphic invariance of information spectrum) If two stationary random processesX = {Xn}n∈Z
and Y = {Yn}n∈Z are isomorphic, then it holds that
FX(τ) = FY (τ)
for every τ ∈ R+.
By combining Corollary 2 with Theorem 1, we can recover the following result by Sˇujan.
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7Corollary 3 ([17]) Suppose that a stationary random processes X = {Xn}n∈Z is decomposed as
PXn(x
n) =
∫
Θ
PXn
θ
(xn)dw(θ)
for a family of ergodic processes {Xθ}θ∈Θ with measure w on Θ, and a stationary random processes Y = {Yn}n∈Z
is decomposed as
PY n(y
n) =
∫
Ξ
PY n
ξ
(yn)dv(ξ)
for a family of ergodic processes {Yξ}ξ∈Ξ with measure v on Ξ. If the two stationary random processes X and
Y are isomorphic, then it holds that
w({θ : H(Xθ) ≤ τ}) = v({ξ : H(Yξ) ≤ τ})
for every τ ∈ R+.
Theorem 2 is a generalization of Proposition 2 in the sense that the former implies the latter. In fact, by noting
the ergodic decomposition of the entropy rate [4, Theorem 3.3], the identity of the expectation [1, Eq. (21.9)], and
Theorem 1, we can write
H(X) =
∫
Θ
H(Xθ)dw(θ)
=
∫ ∞
0
w({θ : H(Xθ) > τ})dτ
=
∫ ∞
0
(1− FX(τ))dτ ;
and similarly for H(Y ). Thus, by Theorem 2, we have
H(X) =
∫ ∞
0
(1− FX(τ))dτ ≥
∫ ∞
0
(1− FY (τ))dτ = H(Y ).
IV. PROOF OF THEOREM 1
When all components are i.i.d., (3) was proved in [5, Lemma 1.4.4]. Exactly the same proof applies to one
direction: the left hand side is less than or equal to the right hand side in (3). The opposite direction of the proof
also proceeds along the line of [5, Lemma 1.4.4], but it requires more complicated arguments to handle ergodic
components. Let us first prove the former direction. To that end, we first note that
Pr
(
1
n
log
1
PXn(Xn)
≤ τ + γ
)
=
∫
Pr
(
1
n
log
1
PXn(Xnθ )
≤ τ + γ
)
dw(θ).
For each Xnθ ∼ PXnθ , by the union bound, we have
Pr
(
1
n
log
1
PXn(Xnθ )
≤ τ + γ
)
= Pr
(
1
n
log
1
PXn
θ
(Xnθ )
+
1
n
log
PXn
θ
(Xnθ )
PXn(Xnθ )
≤ τ + γ
)
≤ Pr
(
1
n
log
1
PXn
θ
(Xnθ )
≤ τ + 2γ or 1
n
log
PXn
θ
(Xnθ )
PXn(Xnθ )
≤ −γ
)
≤ Pr
(
1
n
log
1
PXn
θ
(Xnθ )
≤ τ + 2γ
)
+ Pr
(
1
n
log
PXn
θ
(Xnθ )
PXn(Xnθ )
≤ −γ
)
.
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8Here, the second term in the last equation can be upper bounded as
Pr
(
1
n
log
PXn
θ
(Xnθ )
PXn(Xnθ )
≤ −γ
)
=
∑
xn∈Xn
PXn
θ
(xn)1
[
1
n
log
PXn
θ
(xn)
PXn(xn)
≤ −γ
]
≤
∑
xn∈Xn
PXn(x
n)2−nγ1
[
1
n
log
PXn
θ
(xn)
PXn(xn)
≤ −γ
]
≤ 2−nγ . (4)
Thus, by the Fatou lemma, we have
lim sup
n→∞
Pr
(
1
n
log
1
PXn(Xn)
≤ τ + γ
)
≤
∫
lim sup
n→∞
Pr
(
1
n
log
1
PXn
θ
(Xnθ )
≤ τ + 2γ
)
dw(θ).
For each θ ∈ Θ with H(Xθ) > τ + 3γ, the AEP with respect to the ergodic process Xθ implies
lim sup
n→∞
Pr
(
1
n
log
1
PXn
θ
(Xnθ )
≤ τ + 2γ
)
≤ lim sup
n→∞
Pr
(
1
n
log
1
PXn
θ
(Xnθ )
≤ H(Xθ)− γ
)
= 0.
Thus, we have
lim sup
n→∞
Pr
(
1
n
log
1
PXn
θ
(Xnθ )
≤ τ + 2γ
)
≤ w({θ : H(Xθ) ≤ τ + 3γ}).
Since the cumulative distribution function induced by a measure is right continuous (eg. see [1, Sec. 14]), by taking
the limit γ ↓ 0, we have the desired inequality.
To prove the opposite direction, we approximate each ergodic component Xθ = {Xθ,n}n∈Z by the kth order
Markov process as
P
(k)
Xn
θ,k+1|Xkθ,1
(xnk+1|xk1) :=
n∏
i=k+1
PXθ,i|Xi−1θ,i−k (xi|x
i−1
i−k).
Note that PXθ,i|Xi−1θ,i−k(xi|x
i−1
i−k) = PXθ,k+1|Xkθ,1(xi|x
i−1
i−k) by stationarity of Xθ . For a given sequence x
n
1 ∈ Xn,
let
Q
(k)
xn1
(ak+11 ) :=
|{i : k + 1 ≤ i ≤ n, xii−k = ak+11 }|
n− k
be the kth order Markov type (overlapping (k+1)-block empirical distribution). The Markov approximation has a
nice property that, when two sequences xn1 and x˜
n
1 have the same kth order Markov type qk = Q
(k)
xn1
= Q
(k)
x˜n1
, these
sequences have the same conditional probability
P
(k)
Xn
θ,k+1
|Xk
θ,1
(xnk+1|xk1) = P (k)Xn
θ,k+1
|Xk
θ,1
(x˜nk+1|x˜k1). (5)
Denote by T nqk the set of all sequences having the kth order Markov type qk.
Let us consider a mixture of the Markov approximations, i.e.,
P
(k)
Xn
k+1|Xk1
(xnk+1|xk1) :=
∫
P
(k)
Xn
θ,k+1|Xkθ,1
(xnk+1|xk1)dw(θ). (6)
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9Since P
(k)
Xn
k+1|Xk1
is a mixture of kth order Markov processes, it is invariant over a type class, i.e.,
P
(k)
Xn
k+1|Xk1
(xnk+1|xk1) = P (k)Xn
k+1|Xk1
(x˜nk+1|x˜k1) (7)
for every xn1 , x˜
n
1 ∈ T nqk .
Let
ck := max
xk
1
∈Xk :
P
Xk
1
(xk
1
)>0
log
1
PXk1 (x
k
1)
.
We first note that
Pr
(
1
n
log
1
PXn(Xn)
≤ τ + 4γ
)
≥ Pr
(
1
n
log
1
PXn
k+1|Xk1 (X
n
k+1|Xk1 )
≤ τ + 4γ − ck
n
)
≥ Pr
(
1
n
log
1
PXn
k+1|Xk1 (X
n
k+1|Xk1 )
≤ τ + 3γ
)
for sufficiently large n. Next, by using the above introduced mixture of Markov approximation, we have
Pr
(
1
n
log
1
PXn
k+1|Xk1 (X
n
k+1|Xk1 )
≤ τ + 3γ
)
= Pr
(
1
n
log
1
P
(k)
Xn
k+1|Xk1
(Xnk+1|Xk1 )
+
1
n
log
P
(k)
Xn
k+1|Xk1
(Xnk+1|Xk1 )
PXn
k+1|Xk1 (X
n
k+1|Xk1 )
≤ τ + 3γ
)
≥ Pr
(
1
n
log
1
P
(k)
Xn
k+1
|Xk1
(Xnk+1|Xk1 )
≤ τ + 2γ
)
− Pr
(
1
n
log
P
(k)
Xn
k+1|Xk1
(Xnk+1|Xk1 )
PXn
k+1
|Xk1 (X
n
k+1|Xk1 )
≥ γ
)
≥ Pr
(
1
n
log
1
P
(k)
Xn
k+1|Xk1
(Xnk+1|Xk1 )
≤ τ + 2γ
)
− 2−γn, (8)
where the final inequality follows in a similar manner as (4).
For each sequence xn1 ∈ Xn, define
Φ(xn1 ) :=
{
θ ∈ Θ : P (k)
Xn
θ,k+1
|Xk
θ,1
(xnk+1|xk1) ≤ 2
√
nP
(k)
Xn
k+1
|Xk1
(xnk+1|xk1)
}
.
By applying the Markov inequality along with (6), we have
w(Φ(xn1 )) ≥ 1− 2−
√
n
for every xn1 ∈ Xn. From (5) and (7), Φ(xn1 ) = Φ(x˜n1 ) for every xn1 , x˜n1 ∈ T nqk , which enables us to express Φ(xn1 )
as Φ(qk) with qk = Q
(k)
xn1
. Let
Φ∗n :=
⋂
qk∈Qk
Φ(qk),
where Qk is the set of all kth order Markov types. Since the cardinality of Qk can be bounded as (eg. see [12,
Theorem 1.6.14])
|Qk| ≤ Ln,k := (n− k + 1)|X |
k+1
,
January 22, 2020 DRAFT
10
by the union bound, we have
w(Φ∗n) ≥ 1− Ln,k2−
√
n. (9)
By removing the complement of Φ∗n, we can evaluate the first term of (8) as follows:
Pr
(
1
n
log
1
P
(k)
Xn
k+1|Xk1
(Xnk+1|Xk1 )
≤ τ + 2γ
)
=
∫
Pr
(
1
n
log
1
P
(k)
Xn
k+1|Xk1
(Xnθ,k+1|Xkθ,1)
≤ τ + 2γ
)
dw(θ)
≥
∫
Φ∗n
Pr
(
1
n
log
1
P
(k)
Xn
k+1|Xk1
(Xnθ,k+1|Xkθ,1)
≤ τ + 2γ
)
dw(θ)
≥
∫
Φ∗n
Pr
(
1
n
log
1
P
(k)
Xn
θ,k+1|Xkθ,1
(Xnθ,k+1|Xkθ,1)
≤ τ + 2γ − 1√
n
)
dw(θ)
≥
∫
Pr
(
1
n
log
1
P
(k)
Xn
θ,k+1|Xkθ,1
(Xnθ,k+1|Xkθ,1)
≤ τ + 2γ − 1√
n
)
dw(θ) − Ln,k2−
√
n, (10)
where the second last inequality follows from the definition of Φ∗n and the last inequality follows from (9). By
combining the above argument along with the Fatou lemma, we have
lim inf
n→∞
Pr
(
1
n
log
1
PXn(Xn)
≤ τ + 4γ
)
≥
∫
lim inf
k→∞
lim inf
n→∞
Pr
(
1
n
log
1
P
(k)
Xn
θ,k+1|Xkθ,1
(Xnθ,k+1|Xkθ,1)
≤ τ + 2γ − 1√
n
)
dw(θ). (11)
Now, note that
E
[
1
n− k log
1
P
(k)
Xn
θ,k+1|Xkθ,1
(Xnθ,k+1|Xkθ,1)
]
= E
[
1
n− k
n∑
i=k+1
log
1
PXθ,k+1|Xkθ,1(Xθ,i|X
i−1
θ,i−k)
]
= H(Xθ,k+1|Xkθ,1).
Here, H(Xθ,k+1|Xkθ,1) is nondecreasing and converges to the entropy rate H(Xθ) (cf. [2, Theorem 4.2.1, Theorem
4.2.2]). Thus, when τ ≥ H(Xθ), by taking sufficiently large k, we have τ ≥ H(Xθ,k|Xkθ,1) − γ. For such k, by
the ergodic theorem, we have
lim inf
n→∞
Pr
(
1
n
log
1
P
(k)
Xn
θ,k+1|Xkθ,1
(Xnθ,k+1|Xkθ,1)
≤ τ + 2γ − 1√
n
)
≥ lim inf
n→∞
Pr
(
1
n
log
1
P
(k)
Xn
θ,k+1|Xkθ,1
(Xnθ,k+1|Xkθ,1)
≤ H(Xθ,k|Xkθ,1) + γ −
1√
n
)
= 1.
By combining it with (11), we have
lim inf
n→∞
Pr
(
1
n
log
1
PXn(Xn)
≤ τ + 4γ
)
≥ w({θ : H(Xθ) ≤ τ}).
Since this inequality holds for any γ > 0, we have the desired inequality.
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V. PROOF OF THEOREM 2
Let X = {Xn}n∈Z and Y = {Yn}n∈Z be stationary random processes determined by (X Z,BX , µ, S) and
(YZ,BY , ν, S). For a given homomorphism φ : X Z → YZ and integers m,n, we can construct a coupling
PXm
−m
Y n
−n
(xm−m, y
n
−n) = µ
(
[xm−m] ∩ φ−1([yn−n])
)
(12)
induced by the processX and the homomorphism φ. Since ν = φ∗µ, the marginal of the joint distribution PXm
−m
Y n
−n
coincides with the distribution induced by the process Y . In the following argument, by a slight abuse of notation,
we interpret that the random variable (Xm−m, Y
n
−n) are distributed according to the joint distribution given by (12).
First, we approximate an arbitrary homomorphism by using a finite function (eg. see [3, Theorem 3.1] or [12,
Theorem 1.8.1]).
Lemma 1 For a given homomorphism φ from X to Y and arbitrary ε > 0, there exists an integer ℓ = ℓ(ε) and a
finite function f : X 2ℓ+1 → Y such that
Pr
(
Y0 6= f(Xℓ−ℓ)
) ≤ ε. (13)
Let us now fix an integer n, and set N = 2n+ 1. By stationarity, (13) implies
E
[
1
N
dH(Y
n
−n, Y˜
n
−n)
]
=
1
N
n∑
i=−n
Pr
(
Yi 6= Y˜i
) ≤ ε, (14)
where Y˜i = f(X
i+ℓ
i−ℓ ) and dH(·, ·) is the Hamming distance. Furthermore, by the Markov inequality, (14) implies
Pr
(
1
N
dH(Y
n
−n, Y˜
n
−n) > β
)
≤ ε
β
(15)
for arbitrary β > 0.
The next lemma is the most key part of the proof of Theorem 2.
Lemma 2 For a given homomorphism φ from X to Y and arbitrary ε > 0, let ℓ and f be the integer and finite
function specified by Lemma 1. For an integer n, set m = n+ ℓ and N = 2n+ 1. Then, we have
Pr
(
1
N
log
1
PXm
−m
(Xm−m)
≤ τ + γ
)
≤ Pr
(
1
N
log
1
PY n
−n
(Y n−n)
≤ τ + 2γ
)
+
ε
β
+ 2−N(γ−h(β)−β log |Y|)
for any τ ∈ R+, γ > 0, and β > 0, where h(·) is the binary entropy function.
Proof: Let
S :=
{
(xm−m, y
n
−n) ∈ XM × YN :
1
N
log
1
PXm
−m
(xm−m)
≤ 1
N
log
1
PY n
−n
(yn−n)
− γ
}
and
C :=
{
(xm−m, y
n
−n) ∈ XM × YN : dH(yn−n, fn−n(xm−m)) ≤ Nβ
}
,
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where M = 2m + 1 and fn−n(x
m
−m) = (f(x
−n+ℓ
−m ), . . . , f(x
ℓ
−ℓ), . . . , f(x
m
n−ℓ)). For the joint distribution given by
(12), we have
PXm
−m
Y n
−n
(S) = PXm
−m
Y n
−n
(S ∩ Cc) + PXm
−m
Y n
−n
(S ∩ C)
≤ PXm
−m
Y n
−n
(Cc) + PXm
−m
Y n
−n
(S ∩ C)
≤ ε
β
+ PXm
−m
Y n
−n
(S ∩ C), (16)
where Cc is the complement of C and the last inequality follows from (15).
To evaluate the second term of (16), note that (xm−m, y
n
−n) ∈ S implies
PY n
−n
(yn−n) ≤ 2−NγPXm−m(xm−m); (17)
also note that, for fixed xm−m ∈ XM ,
|{yn−n ∈ YN : (xm−m, yn−n) ∈ C}| ≤ |Y|Nβ2Nh(β) (18)
holds for 0 < β < 1/2. By noting these facts, we have
PXm
−m
Y n
−n
(S ∩ C) =
∑
(xm
−m,y
n
−n)∈S∩C
PXm
−m
Y n
−n
(xm−m, y
n
−n)
≤
∑
(xm
−m
,yn
−n
)∈S∩C
PY n
−n
(yn−n)
≤ 2−Nγ
∑
(xm
−m
,yn
−n
)∈S∩C
PXm
−m
(xm−m)
≤ 2−Nγ
∑
xm
−m
∈XM
PXm
−m
(xm−m)
∑
yn
−n
∈YN
1[(xm−m, y
n
−n) ∈ C]
≤ 2−N(γ−h(β)−β log |Y|), (19)
where the second inequality follows from (17) and the last inequality follows from (18).
Finally, note that
PXm
−m
Y n
−n
(S) = Pr
(
1
N
log
1
PXm
−m
(Xm−m)
≤ 1
N
log
1
PY n
−n
(Y n−n)
− γ
)
≥ Pr
(
1
N
log
1
PXm
−m
(Xm−m)
≤ τ + γ, 1
N
log
1
PY n
−n
(Y n−n)
> τ + 2γ
)
≥ Pr
(
1
N
log
1
PXm
−m
(Xm−m)
≤ τ + γ
)
− Pr
(
1
N
log
1
PY n
−n
(Y n−n)
≤ τ + 2γ
)
(20)
for any τ ∈ R+. By combining (16), (19), and (20), we have the claim of the lemma.
Let M := 2m+1 = N +2ℓ. In order to replace N with M in the left hand side of the bound in Lemma 2, take
n sufficiently large so that N(τ + γ)/(N + 2ℓ) ≥ τ + γ/2. Then, the bound in Lemma 2 implies
Pr
(
1
M
log
1
PXm
−m
(Xm−m)
≤ τ + γ/2
)
≤ Pr
(
1
N
log
1
PY n
−n
(Y n−n)
≤ τ + 2γ
)
+
ε
β
+ 2−N(γ−h(β)−β log |Y|).
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Now, take β = βγ sufficiently small compared to γ so that the exponent of the last term becomes positive; then by
taking the limit of n and by noting the stationarity of X and Y , we have
lim sup
n→∞
Pr
(
1
n
log
1
PXn(Xn)
≤ τ + γ/2
)
≤ lim sup
n→∞
Pr
(
1
n
log
1
PY n(Y n)
≤ τ + 2γ
)
+
ε
βγ
.
Since this inequality holds for arbitrary ε > 0,7 by taking the limit ε ↓ 0, we have
lim sup
n→∞
Pr
(
1
n
log
1
PXn(Xn)
≤ τ + γ/2
)
≤ lim sup
n→∞
Pr
(
1
n
log
1
PY n(Y n)
≤ τ + 2γ
)
.
Finally, by taking the limit γ ↓ 0, we have the desired result.
VI. GENERAL DYNAMICAL SYSTEM
For a general dynamical system (Ω,B, λ, T ), the entropy is defined via homomorphism from the dynamical
system to a finite alphabet random process (eg. see [4]).8 Let φ be a homomorphism from (Ω,B, λ, T ) to a finite
alphabet random process X determined by (X Z,BX , µ, S), where µ = φ∗λ. Using such a homomorphism, the
entropy of the dynamical system is defined by
H(λ, T ) := sup
φ
H(X),
where the supremum is taken over all homomorphisms from the dynamical system (Ω,B, λ, T ) to finite alphabet
random processes. Even though computing the entropy of a dynamical system is difficult in general, thanks to
Proposition 2, we can compute the entropy once we find an isomorphism from the dynamical system to a finite
alphabet random process.
In a similar spirit, we define the information spectrum of a dynamical system as follows:
Fλ,T (τ) := inf
φ
FX(τ),
where the infimum is takin over all homomorphisms from the dynamical system (Ω,B, λ, T ) to finite alphabet
random processes.9 Again, it is difficult to compute the information spectrum of a dynamical system in general.
However, thanks to Theorem 2, we can compute the information spectrum once we find an isomorphism from the
dynamical system to a finite alphabet random process.
VII. SUFFICIENT CONDITION
A stationary random process X is termed a B-processes if it is a stationary coding of an i.i.d. process, i.e., there
exists a homomorphism from an i.i.d. process to X (eg. see [11], [12]). In a series of papers [9], [10] (see also
[11]), Ornstein showed that any “finitely determined” process is isomorphic to an i.i.d. process having the same
entropy;10 and that any B-process is finitely determined (see also [12, Chapter IV] for other characterizations of
7Note that the other terms do not depend on ℓ anymore.
8It is more common to define the entropy of a dynamical system via a partition, but they are equivalent.
9It may be possible that Fλ,T (τ) = 0 for every τ ∈ R
+. For this reason, we also define Fλ,T (∞) := 1.
10Finitely determined is a property such that approximation in the sense of the total variational distance and the entropy implies approximation
in the sense of the d¯-distance.
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the B-process). Consequently, the theory by Ornstein says that the class of B-processes can be classified by the
entropy, i.e., two B-processes having the same entropy are isomorphic to each other. Then, it is tempting to extend
this classification theory to mixtures of B-processes by using the information spectrum. However, there are some
pathological cases, which will be discussed later, and all mixtures of B-processes cannot necessarily be classified
only by the information spectrum. In the following, let us confine ourselves to the following class of processes.
Definition 5 (Countable regular mixture of B-Process) A stationary random processX determined by (X Z,BX , µ, S)
is termed a countable regular mixture of B-processes if the ergodic decomposition is given by
µ(B) =
∑
θ∈N
w(θ)µθ(B), B ∈ BX
with a family of B-process {Xθ}θ∈N determined by (X Z,BX , µθ, S) (with measure w on the set of integers N).
Here, it is assumed that H(Xθ) 6= H(Xθ′) for every θ 6= θ′ (regularity condition) is satisfied.
This class of processes can be classified by the information spectrum as follows:
Proposition 3 Suppose that X and Y are countable regular mixtures of B-processes, and FX (τ) = FY (τ) for
every τ ∈ R+. Then, there exists an isomorphism between X and Y .
Proof: Let (X Z,BX , µθ, S) with w and (YZ,BY , νξ, S) with v be the ergodic decompositions of X and Y ,
respectively. Since Theorem 1 and FX(τ) = FY (τ) imply
w({θ : H(Xθ) ≤ τ}) = v({ξ : H(Yξ) ≤ τ})
for every τ ∈ R+ and X and Y are regular mixtures, there exists one-to-one mapping κ such that H(Xθ) =
H(Yκ(θ)) and w(θ) = v(κ(θ)) for θ ∈ N. To avoid cumbersome notation, without loss of generality, we assume
that κ is the identity in the following.
Since each component Xθ and Yθ are B-processes having the same entropy, Ornstein’s isomorphism theorem
(cf. [11]) implies the existence of an isomorphism (φθ, ψθ) such that ψθ(φθ(x)) = x for every x ∈ Cθ for some
Cθ satisfying µθ(Cθ) = 1 and φθ(ψθ(y)) = y for every y ∈ Dθ for some Dθ satisfying νθ(Dθ) = 1. We construct
an isomorphism between X and Y by pasting these isomorphisms together.
By a well known fact on the ergodic decomposition (eg. see [12]), there exists a disjoint family {Aθ} such that
Aθ is shift invariant, i.e., SAθ = Aθ , µθ(Aθ) = 1, and µθ′(Aθ) = 0 for θ
′ 6= θ; similarly, there exists a disjoint
family {Bθ} such that Bθ is shift invariant, νθ(Bθ) = 1, and νθ′(Bθ) = 0 for θ′ 6= θ.
Let φθ,0(x) = (φθ(x))0. Let
φ0(x) =


y if x ∈ ∪θ∈N(Aθ ∩ φ−1θ,0(y)) for y ∈ Y
b if x /∈ ∪θ∈NAθ
,
where b ∈ Y is an arbitrary constant. Since a countable union of measurable sets is measurable, φ0 defined above
is measurable. Let (φ(x))i = φ0(S
ix). Since Aθ is shift invariant and S
ix ∈ φ−1θ,0(y) implies (φθ(Six))0 =
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(φθ(x))i = y for each i ∈ Z, we have φ(x) = φθ(x) for x ∈ Aθ . Similarly, we can construct ψ from {ψθ} such
that ψ(y) = ψθ(y) for y ∈ Bθ. Then, for x ∈ Aθ ∩ φ−1θ (Bθ) ∩ Cθ , we have
ψ(φ(x)) = ψθ(φθ(x)) = x.
Furthermore, we have
µ
( ⋃
θ∈N
(Aθ ∩ φ−1θ (Bθ) ∩ Cθ)
)
=
∑
θ∈N
µ(Aθ ∩ φ−1θ (Bθ) ∩ Cθ)
=
∑
θ∈N
w(θ)µθ(φ
−1
θ (Bθ) ∩ Cθ)
= 1,
where the last equality follows from µθ(Cθ) = 1 and µθ(φ
−1
θ (Bθ)) = νθ(Bθ) = 1. Thus, ψ(φ(x)) = x for µ
almost every x. Similarly, φ(ψ(y)) = y for ν almost every y. Finally, for B ∈ BY , we have
µ(φ−1(B)) =
∑
θ∈N
w(θ)µθ(φ
−1(B))
=
∑
θ∈N
w(θ)µθ(Aθ ∩ φ−1(B))
=
∑
θ∈N
w(θ)µθ(Aθ ∩ φ−1θ (B))
=
∑
θ∈N
w(θ)µθ(φ
−1
θ (B))
=
∑
θ∈N
v(θ)νθ(B)
= ν(B),
i.e., ν = φ∗µ. Similarly, we have µ = ψ∗ν. Thus, (φ, ψ) is the desired isomorphism between X and Y .
It is claimed in [17, Theorem 2] that Proposition 3 holds with neither the countability assumption nor the
regularity assumption.11 Even though the countability assumption in Proposition 3 may be dispensed but then with
more complicated arguments,12 the regularity assumption, i.e., H(Xθ) 6= H(Xθ′) for every θ 6= θ′, is crucial. For
instance, let X1 and X2 be different ergodic processes having the same entropy H(X1) = H(X2) = a, and X
be a mixture of the two processes; let Y be another ergodic process with H(Y ) = a. Then, X and Y have the
same information spectrum FX(τ) = FY (τ) = 1[a ≤ τ ]. However, these processes cannot be isomorphic since X
is non-ergodic while Y is ergodic (cf. Proposition 1). Thus, the claim in [17, Theorem 2] has a flaw.
11More precisely, only mixtures of i.i.d. processes are considered in [17, Theorem 2], but, by virtue of the Ornstein isomorphism theorem,
B-processes and i.i.d. processes are essentially the same.
12In order to handle a mixture with uncountable ergodic components, we need to identify a universal isomorphism in the manner of [7].
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VIII. DISCUSSION
In this paper, we proved that the information spectrum of random processes is invariant under isomorphisms. Our
proof is based on the information spectrum approach developed in information theory. The proof of the invariance
and the analysis of the information spectrum are conducted separately in two steps: the ergodic decomposition nor
the ergodic theorem are not used in the first step, and they are only used in the second step. In some sense, this is
a first attempt of applying the information spectrum approach to ergodic theory.
On the other hand, known constructions of isomorphisms (or homomorphisms) heavily rely on the ergodic
decomposition and ergodicity of each component. Of course, since the ergodicity is preserved under isomorphisms,
it is hopeless to construct isomorphisms without using ergodicity at all. However, it is worthwhile to pursue a
construction that separates the use of ergodicity as much as possible. Such an approach will provide new insights
into ergodic theory.
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