Corresponding authors: Manuel Cedillo-Hernández (mcedilloh@ipn.mx) and Mariko Nakano-Miyatake (mnakano@ipn.mx) ABSTRACT During the last two decades, several visible watermarking algorithms with different characteristics have been proposed. In the context of visible digital watermarking, watermark visibility and its non-obtrusiveness are essential issues. However, assessment metrics were not established to evaluate these two issues until now. Due to the lack of established assessment metrics, visibility is evaluated in a subjective manner and the obtrusiveness caused by the visible watermark is evaluated by well-known image quality metrics, such as peak signal noise ratio, comparing the host image and the watermarked image. In this paper, we propose four assessment metrics for visible watermarking algorithms, in which the global visibility, global obtrusiveness, local obtrusiveness in host edge region, and a global quality of watermarked image are evaluated using a couple of criteria based on the human visual system and a pixel-based just-noticeable distortion function. The evaluation results show the reliability of the proposed metrics used for measuring the above-mentioned aspects when several visible watermarking algorithms are employed as well as in several scenarios where an attempt to remove the watermark pattern from the watermarked content was made.
I. INTRODUCTION
Visible watermarking techniques have been considered a mechanism for active copyright protection, in which owner's logotype is superimposed onto the digital image or video frame. Therefore, the visible watermarked image provides an immediate identification of ownership, making its illegal use more difficult. During the last two decades, a large number of algorithms with different characteristics have been proposed. These techniques can be classified into three categories: permanent [1] - [5] , removable [6] - [9] and reversible [10] - [13] visible watermarking. In permanent visible watermarking, the embedded watermark pattern remains permanently in the watermarked image. Whereas, in the removable and reversible techniques, the embedded visible watermark pattern can be removed by authorized person using some secret keys. In addition, the reversible technique provides the recovered image with an identical quality to that of the host image.
Regardless of the category, all visible watermarking algorithms attempt satisfy two contradictory requirements.
The first requirement is total visibility of the watermark pattern in the watermarked image, which allows an easy and unambiguous identification of the image's ownership. The second one is minimum obtrusiveness or maximum transparency of the watermark pattern, which allows the observer to recognize details of the host image. Due to a lack of appropriate assessment metrics for visible watermarking algorithms, visibility and no-obtrusiveness requirements have been evaluated subjectively [1] , [2] , [5] , [7] - [12] , or by using the well-known image quality assessments [3] , [4] , [6] , [13] , such as peak signal noise ratio (PSNR), structural similarity (SSIM) [14] and visual information fidelity (VIF) [15] in almost all cases. Actually, it is very difficult to compare the visibility and non-obtrusiveness of the watermark pattern of several visible watermarking algorithms in a subjective manner, although the same host image and the same watermark pattern are used in the evaluation. Although the wellknown image quality assessment metrics mentioned above provide some ambiguous assessment for visible watermark non-obtrusiveness, the visibility of the watermark pattern in the watermarked image cannot be evaluated using these metrics.
Yang et al. proposed an objective assessment metric to evaluate watermark visibility called normalized energy (NE), which is the mean square error (MSE) between the host image and the visible watermarked image, normalizing by the peak value (255) of the regions where watermark pattern is embedded [7] . However, this metric does not consider the characteristics of the HVS to evaluate real visibility. In [16] , Tsai and Liu evaluated the quality of the visible watermarked image after watermark pattern removal attacks [4] to show the robustness of the watermark pattern against removal attacks. In this evaluation, several image quality assessment metrics, such as PSNR, SSIM [14] , VIF [15] , the Visual SNR [17] , etc. were used. However, in [16] two principal requirements, the watermark visibility and non-obtrusiveness were not evaluated. We consider that the watermark visibility and non-obtrusiveness are deeply related to the HVS, and therefore the consideration of the HVS is indispensable for appropriate assessments of both requirements. To the best of our knowledge, any assessment metric based on the HVS has not been proposed to evaluate numerically the visibility and non-obtrusiveness of the visible watermark pattern in the watermarked image.
In this paper, we propose novel assessment metrics for the visible watermarked image based on the HVS using the JND. The proposed metrics require the host image, visible watermarked image and the watermark pattern as input data, and evaluate the watermark visibility, watermark obtrusiveness and global quality of the watermarked image. The visibility of the watermark pattern is obtained by taking account of the watermark pixel value, the watermarked image pixel value and the relationship among different watermarked pixel values. Watermark non-obtrusiveness is required in the regions where the host image contains edges. If the watermarking energy is sufficiently low to keep clear all edges of the host image, observers can clearly recognize the host image through the embedded watermark pattern. Considering the abovementioned issue, we propose two metrics related to watermark obtrusiveness: global obtrusiveness and local obtrusiveness. In the global obtrusiveness assessment metric, an obtrusiveness level of the whole image caused by the embedded watermark pattern is measured, whereas the local obtrusiveness metric assesses the obtrusiveness of only the edge components of the host image. Finally, we propose a global quality metric to assess the watermarked image, combining watermark visibility and obtrusiveness. The proposed metrics can be applied to color and grayscale watermarked images.
The effectiveness of the proposed metrics is evaluated using a simple visible watermarking algorithm with constant embedding strength. Additionally, the proposed metrics are applied to several visible watermarking algorithms categorized as permanent [1] , [2] , [4] , removable [6] - [8] and reversible [10] , [11] in order to show the universality of the proposed metrics. In the case of removable and reversible watermarking, it is very important that in the image recovered by an authorized person, the visible watermark pattern is totally eliminated, whereas in the image recovered by an un-authorized person, the embedded watermark pattern is still sufficiently visible although the watermarked image suffers some distortion. We show the reliability and usability of the proposed metrics, which are applied to legally recovered images and illegally recovered images using some removable and reversible visible watermarking algorithms [7] , [10] , [11] . Additionally, we show that the proposed metrics' values change consistently when the watermark is partially removed by two different attacking algorithms designed to remove thin [18] and thick [19] visible watermarks.
The rest of this paper is organized as follows. Section II reviews several visible watermarking algorithms belonging to three categories, which are used for evaluating the effectiveness and reliability of the proposed metrics. In Section III, the pixel-based JND models are analyzed and the selected JND model for the proposed metrics is described in detail. We describe the proposed assessment metrics for visible watermark visibility, obtrusiveness and global quality of watermarked images in Section IV, and in Section V, experimental results are shown. Finally, we conclude this paper in Section VI.
II. VISIBLE WATERMARKING
As mentioned before, visible watermarking techniques can be classified into three categories. The visible watermarking technique in each category is suitable for some specific applications. Permanent visible watermarking techniques are suitable for digital libraries and digital image galleries, where the watermarked digital documents and/or images are only available for observation, but they are not allowed for other purposes, such as reuse and resale. The removable visible watermarking technique is suitable for sales of digital images or videos. The watermarked image or video are advertised on some public network, such as the Internet, and the watermark pattern can be removed by the request of interested buyers. The quality of the recovered image must be acceptable by the human visual system (HVS) with respect to that of the original one [5] . Reversible visible watermarking is suitable for some special kinds of images, such as medical and military images, in which minimum quality degradation of the recovered image may cause a serious misjudgment [10] . The watermark pattern in the watermarked image provides an easy identifier or tag of the image, and when the image must be analyzed, a lossless original image can be recovered.
According to the suitable applications for visible watermarking algorithms of each category, the requirements that algorithms must satisfy are varied. Generally, in permanent visible watermarking the equilibrium of watermark visibility and non-obtrusiveness (transparency) is a fundamental requirement, whereas in the removable and reversible watermarking techniques, the non-obtrusiveness requirement may be relaxed because the authorized user can obtain an image without a watermark pattern.
In this section, we provide a brief description of some visible watermarking algorithms that are used to show the reliability of the proposed assessment metrics. Three algorithms are selected from the permanent visible watermarking category [1] , [2] , [4] , three are selected from removable visible watermarking category [6] - [8] and two algorithms are selected from reversible visible watermarking category [10] , [11] .
Mohanty et al. [1] proposed a DCT-based visible watermarking in which the scaling and embedding factors are determined using the DC and AC coefficients of each DCT block of 8x8 pixels considering the luminance and texture sensibilities of the HVS. Huang and Tang proposed a DWT-based visible watermarking algorithm in which the scaling and embedding factors are calculated using wavelet coefficients' contrast-sensitive function (CSF) [2] . Tsai aggregated the noise visibility function (NVF) to the CSF [2] in the DWT domain to obtain better visibility and non-obtrusiveness of the visible watermark in the watermarked image, whose algorithm is denominated as content and contrast aware (COCOA) [3] . Furthermore, Tsai et al. [4] proposed an improved version of the COCOA using a novel CSF masking and optimizing a parameter used in the watermark embedding formula based on game theory strategy (ICOCOA).
Lin et al. [6] proposed removable visible watermarking in the DWT domain. In order that the authorized person can remove the embedded visible watermark pattern from the watermarked image using his/her secret key, the watermark embedding energy for each DWT coefficient varies by the secret key [6] . Yang and Yin proposed a removable visible watermarking scheme for the compressed image using block truncation coding (BTC), in which first the original image is compressed by BTC, and the visible watermark pattern is embedded into the compressed image [7] . To prevent illegal removal of the watermark pattern, the watermark pattern is encrypted by the authorized user's secret key and embedded in an invisible manner into the BTC compressed image [7] . Rangel-Espinoza et al. [8] proposed a removable visible watermarking algorithm in the DCT domain considering the luminance and texture sensibility of the HVS in the DCT coefficients. Additionally, the encrypted watermark pattern is embedded invisibly into the watermarked image, which allows the authorized user to remove the watermark pattern correctly [8] .
Tsai and Chang [10] proposed a reversible visible watermarking algorithm in the spatial domain, in which the visible watermark is embedded into a part of the host image using an embedding strength related to the mean value of the embedding part. For lossless recovery of the host image, the binary difference image, which presents the loss caused by visible watermarking, is compressed and embedded into the watermarked image. To prevent illegal removal of the visible watermark pattern, a noise sequence is generated by the user's secret key and added into the watermark pattern [10] . Chen et al. [11] proposed a reversible visible watermarking scheme based on the difference-expansion method. Each bit of binary watermark is embedded into the non-overlapped block of k×k pixels of the host image. To recover the lossless host image, difference-expansion based lossless data hiding is performed into the visible watermarked image [11] . Table 1 shows brief characteristics of eight visible watermarking algorithms mentioned above. In the category column, 'A', 'B' and 'C' correspond to three categories permanent visible watermarking, removable visible watermarking and reversible visible watermarking, respectively. The watermark size column indicates the maximum watermark size with respect to the size of the host image. For example, ''1×1'' means the size of the watermark pattern is same as that of the host image, whereas 1/4×1/4 means the maximum size of the watermark must be 1/4×1/4 the size of the host image.
III. JUST-NOTICEABLE DISTORTION
The visual JND is a minimum difference perceived by the HVS and it is widely employed for several applications, such as image/video coding and compression [20] - [22] , image quality assessment [23] and data hiding [24] . The JND values can be estimated in the spatial domain by using a pixel-based JND function or in some frequency domains such as the DCT and the DWT, in which the JND values are estimated in some frequency domain. Although the frequency subbandbased JND function is more efficient for several applications, we consider that the pixel-based JND function is more suitable for the numerical assessment of the visibility and obtrusiveness of a visible watermark pattern in the watermarked, because watermark pattern is visualized in spatial domain. Therefore, in this section some pixel-based JND functions are analyzed.
Generally, the pixel-based JND function is a combination of luminance-based JND and texture-based JND. Chou et al. proposed a pixel-based JND function in which VOLUME 6, 2018 an estimated JND value is the maximum value between the luminance-based JND and the texture-based JND [20] , which is given by
where JNDL(x, y) and JNDT (x, y) are luminance-based and texture-based JND in pixel (x, y) of the image. Chiu and Berger [21] proposed a pixel-based JND function, lineally combining the JNDL and JNDT as
where C is determined according to the magnitude of JNDL [19] . Yang et al. [22] proposed an improved JND, in which JNDL and JNDT are combined lineally and a minimum overlapping effect of both JND values is subtracted from the lineal combination of both JND values. Additionally, Yang's JND considers JND values in chrominance channels C b and C r in the YC b C r color space, as follows
where C θ , with θ ∈ {Y , C b , C r } are constant values. Yang's JND function can be considered as a universal pixel-based JND function, which can be converted in (1) or (2), selecting some specific value of C θ for the grayscale image. Wu et al. improved texture-based JND, increasing the discriminant capacity of edge region from the textured region [25] . Wu's JND function is the linear combination of JNDL and JNDT , as given by
According to our purpose, we consider that any JND function can be used efficiently. However, considering that the relationship among the host pixel value, the watermark pixel value and the watermarked pixel values of neighborhood pixels in terms of the JND is more important than the JND value itself of each pixel, we use the simplest linear combination of JNDL and JNDT as the JND function, which is
The luminance-based JND, JNDL, was proposed in [20] and almost all pixel-based JND functions [21] , [22] , [25] adopted this luminance-based JND, which is given by
whereĪ Y (x, y) is the average luminance of the region of 3×3 pixels centered at pixel (x, y). Although this (6) and (7), respectively.
luminance-based JND described in (6) is well established for image/video coding [20] - [22] , in the visible watermarking assessment metrics, the values produced by (6) in a dark background are too large, so the watermark pattern is noticeable by the HVS as shown in Fig. 1(b) . Considering this situation, we decided to use the model proposed by [26] , which is given by
where I (x, y) is the intensity value at pixel (x, y). Fig. 1 (a) shows a comparison between values of JNDL given by (6) and (7) and Figs. 1 (b) and (c) show the visible watermarked images in which the watermark pattern embedded with strengths smaller than corresponding JNDL values 8 and 2, respectively, into the plain image with luminance 50. We can easily observe the watermark pattern of Fig. 1(b) , whereas the watermark pattern of Fig. 1(c) is not visible. The texture-based JND, JNDT , varies depending on the pixel-based JND functions [20] - [22] , [25] . We slightly modified the texture-based JND proposed by [22] , due to a reasonable consideration of the edge regions. In [22] , JNDT θ , with θ ∈ {Y , C b , C r } is calculated for each one of the three channels in the YC b C r color space; however, since in almost all visible watermarking algorithms the visible watermark pattern is embedded into the luminance channel of the color image, we used only JNDT of luminance channel JNDT Y as texture-based JND, which is given by
where β = 0.117 is a constant value [22] , G (x, y) is the maximum gradient value in neighborhood of pixel at (x, y), calculated by
with
where g k (i, j) , k = 1..4 are four directional high-pass filters [20] , [22] . In [22] , E(x, y) is the Gaussian low-pass filtered edge map obtained by the Canny edge detector [27] ; however, we use a morphologic dilation operation instead of a Gaussian low-pass filter due to its better discrimination of edge region. The dilated edge map E is given by
where Ł is the Canny edge detector [27] with a threshold of 0.2 where the edge is assigned as 1 and 0 otherwise, ⊕ is the dilation operation and h is the structuring element for the dilation [28] , which is defined in Fig. 2 . Since edge pixels from object boundaries of the image are not considered texture part of the image, this step eliminates the texture measurement given by (8) , avoiding high erroneous JND values in edge pixels.
FIGURE 2.
Structuring element for binary dilation [28] .
IV. PROPOSED ASSESSMENT METRICS
To evaluate the quality of the visibly watermarked images from different points of view, we propose four assessment metrics related to the watermark visibility and obtrusiveness, which are: M1. global watermark visibility in the watermarked image, M2. global obtrusiveness caused by a visible watermark to whole host image, M3. obtrusiveness in the edge region of the host image and M4. global quality of the watermarked image combining watermark visibility and obtrusiveness.
Grayscale logotypes are considered visible watermark patterns because in almost all visible watermarking a binary or a grayscale logotype is used as a visible watermark pattern, as shown in Table 1 . Color images are considered as host and watermarked images. If the host image and the watermarked image are color images, first the luminance channels of both images are extracted and the proposed metrics are applied to the luminance channels. To simplify, we refer to luminance channels of the host and watermarked images as only host and watermarked images. In the proposed metric, first the visibility of the watermark pattern is evaluated and then its obtrusiveness is measured. The global visibility of the visible watermark is defined as follows: if all pixels of a visible watermark in the watermarked image are recognizable by the HVS, the visibility is 100%, while some part of the watermark pattern is not recognizable, the visibility is reduced according to the percentage of invisible pixels of the watermark pattern. Fig. 3 shows an example to explain the concept of the watermark visibility, in which a visible watermark pattern with three intensities, 0, 128 and 255 ( Fig. 3(a) ) is experimentally embedded into the plain host image with intensity 20 shown by Fig. 3 (b) . The visibilities of the watermarked images shown by Figs. 3(c), (d) and (e) are 0%, 33.3% and 100%, respectively.
The proposed visibility assessment metric is based on the alpha blending that is a model of image composition proposed VOLUME 6, 2018 by [29] . This method is considered as the general formula of visible watermarking [10] and is expressed by
where H and W are the host and watermark pixels, respectively, α ∈ [0, 1] is an opacity factor or embedding factor that represents watermarking strength, and I H W (α) is the pixel value of the watermarked image. To evaluate the watermark visibility, we assume that the host image, the watermark pattern and the watermarked image are available. It worth noting that the watermarking algorithm used to create the watermarked image is not required for the proposed assessment metrics. From (12) we can obtain the watermark strength α used in each pixel of the watermarked image as
Equation (12) . This is an important property of the alpha blending that avoids overflow of the watermarked pixel value keeping a balanced contribution of both images.
A. WATERMARK VISIBILITY BASED ON THE JND FUNCTION
The visibility of the watermark pattern in the watermarked image strongly depends on the contrast among different intensities of the regions of the watermark pattern and host image. The watermarking strength α in each pixel of the watermarked image can be obtained by (13) and the visibility of the watermark pattern is evaluated using the JND function given by (5), taking the relationship among host pixel value, watermark pixel value and its neighbor's pixel value into account. Using the alpha blending model given by (12) , the visible watermarked pixel values corresponding to the grayscale values 0, 128 and 255 of the watermark pattern ( Fig. 3(a) ) embedded into the plain host image with intensity 20 ( Fig. 3(b) FIGURE 7. Watermark visibility in the watermarked image using different strengths α and the watermarks (a) ESIME2 (Fig.6d) , (b) ESIME3 (Fig. 6e) and (c) ESIME5 (Fig. 6f) , (d) relationship between average watermark visibility and strengths α for three watermark patterns (Fig.6c, e, f) .
functions of the embedding factor α. In the case of I 20 0 (α), since the watermark pixel value (0) is lower than the host pixel value (20) , this function is a decreasing function with α, which is represented by a solid line, whereas I 20 255 (α) is an increasing function with α represented by a dashed line. In some visible watermarking algorithms, such as [10] , if the pixel of the binary watermark pattern is 255 (or 0), then the host pixel is not modified, in this case the function I 20 255 (α) is constant and I 20 0 (α) is the function of α. In Fig. 4 
In Fig. 4 
In (Fig.6d, Fig. 3(c) . The second range is the partially visible range α ∈ α H min , α H max , in which the HVS can distinguish only some of the watermark regions with respect to others, as shown by Fig. 3(d) . The third range is the totally visible range α ∈ α H max , 1 , in which all watermark regions are distinguished from each other by the HVS, as shown by Fig. 3(e) . The range of watermark strengthsᾱ H W that guarantees the visibility of the whole watermark pattern must satisfy the following condition (18) for each host pixel value H and watermark pattern W.
The totally visible range defined by (18) not only considers the relationship between the grayscale values of watermark patterns and host images but also the relationship among the grayscale values of the watermark pattern.
As The luminance-based JND given by (7) can be expressed by 
Because (21) is a piecewise function, to simplify some subsequent operations, we redefine this equation as follows: (24) where JNDT H is the texture-based JND of the host pixel H defined by (8) . Finally, by substituting (22) , (24) and (20) 
The detail development of (25) is described in Appendix B. 
C. PROPOSED ASSESSMENT METRICS
As mentioned before, we propose four assessment metrics using visibility threshold (25) . These metrics assesses global watermark visibility, global obtrusiveness, local obtrusiveness in the host edge region and global quality of the watermarked image. Given a host image, a watermarked image and a grayscale watermark pattern W = {W 1 , W 2 , . . . , W n } with n gray levels, we can obtain an appropriate range of watermarking strengthᾱ H W for each pixel value H of the host image using (18) , which considers each visibility threshold value determined by α H (W p ,W q ) in (25) . This range is appropriate to achieve the totally visibility of the watermark pattern and therefore it can be used to assess the watermark visibility in each watermarked pixel obtained by some embedding algorithm.
To obtain the first metric, global visibility V of the watermark pattern, we calculate the percentage of watermarked pixels in the visible rangeᾱ H W obtained by (18) as follows . To obtain the second metric, which is global obtrusiveness, the obtrusiveness of each pixel is calculated and will be defined as the normalized mean square perceptual error MSPE ∈ [0, 1]. This parameter is based on the mean square error (MSE) in the peak signal-to-perceptible-noise ratio (PSPNR) defined in [20] and measures the level of visibility of the watermark in the totally visible range. The MSPE value equal to 0, (MSPE = 0) means that the watermark pixel is invisible, i.e., has minimum obtrusiveness, whereas if MSPE = 1, the watermark pattern provides maximum obtrusiveness (α = 1). The MSPE corresponding to each pixel is defined as
where δ defined in (29) indicates that the watermarked pixel is visible or not and |x| is the absolute VOLUME 6, 2018 value of x.
Global obtrusiveness will be the mean value of the MSPE of all pixels of the watermarked image and it is defined as MSPE.
To clearly observe the contents of the host image, the obtrusiveness of edge regions must be minimum. Actually, many visible watermarking algorithms try to embed a visible watermark pattern with minimum strength in the edge region of the host image. The third metric, local obtrusiveness, measures the obtrusiveness corresponding only to edge pixels of the host image, and it is defined as MSPEb. The edge pixels of the host image are obtained by identifying the zero values in the dilated edge map E, which is given by (11) . The range of the MSPEb is also [0, 1] . Finally, the fourth metric, the global quality of the watermarked image, is the weighted linear combination of the parameters V , MSPE and MSPEb as follows:
where C 1 , C 2 and C 3 are constants that satisfy C 1 + C 2 + C 3 = 1. These constants can be determined by the level of importance depending on the application. For example, in some applications the watermark visibility is more important than its non-obtrusiveness, and we can set
In other applications, if the importance of all issues is same, we can set C 1 = C 2 = C 3 = 1/3.
V. EXPERIMENTAL RESULTS
The proposed assessment metrics are evaluated from the effectiveness, the universality and the coherency points of view. First, we show the effectiveness of the proposed metrics using a watermarked image generated by simple watermarking algorithm. Next, we show that the proposed metrics can be used for any visible watermarking algorithms, and finally, we show the coherency or consistency of the metrics under visible watermark removal attacks. In the evaluations, we used the RAISE dataset composed by 1000 color images [30] and some common color images ( Fig. 6(a)-(c) ) as the host images, and three grayscale images with different numbers of gray levels as watermark patterns.
show the watermark patterns with two, three and five gray levels, respectively.
A. EFFECTIVENESS OF THE PROPOSED METRIC
To show the effectiveness of the proposed metrics, a DCT-based visible watermarking is used, which is similar to the Mohanty's algorithm [1] , but the scaling factor and the embedding factor are constant for all DCT blocks. The embedding factor corresponding to the watermarking strength α varies from 0.01 to 0.3, while the scaling factor is equal to 1 − α. Fig. 7 shows the relationship between embedding factor α and the global watermark visibility V given by (27) in the watermarked images using the three watermarks (Figs. 6(d) , (e) and (f)) and a comparison of the visibility when the watermark patterns with different numbers of gray levels are embedded into the image. The values shown in Fig. 7(d) are the average values using the 1000 color images of RAISE dataset [30] . We can observe from the figures, in a detailed image such as Mandrill, a larger watermarking strength α must be used to obtain the visibility of whole watermark pattern (V =1.0). With respect to the number of gray levels of the watermark pattern, watermark visibility reduces in accordance with the increase in the number of gray levels used in the watermark pattern. Fig. 8 shows the relationship between embedding strength α and global obtrusiveness MSPE caused by the embedded visible watermark corresponding to the three watermark patterns (Figs. 6(d)-(f) ) embedded in the host images Figs. 6(a)-(c), and Fig. 8(d) shows the average obtrusiveness caused by three types of watermark images. Fig. 9 shows the quality of a watermarked image given by (30) with Fig. 9(a) shows the relationship between watermarking strength and the quality of a watermarked image with three visible watermark patterns (Figs. 6(d) , (e) and (f)), in which quality is the average value using the 1000 images of [30] . and Fig. 9(b) shows the relationship between the watermarking strength α and quality of the watermarked Lena, Mandrill and Peppers images using ESIME5 (Fig. 6(f) figure, we can observe that a specific embedding strength α provides the best quality of the visible watermarked image. For example, α = 0.05 provides the best average quality using the binary watermark pattern (Fig. 6(d) ). This optimum strength varies depending on the user-determined constant values C 1 , C 2 and C 3 . Fig. 10 shows an example of watermark visibility using the Mandrill image. Fig. 10(a) shows the visibly watermarked Mandrill image with watermark pattern ESIME5 (Fig. 6(f) ) whose strength α is equal to 0.05. Fig. 10(b) shows the watermark visibility in the watermarked image Fig. 10(a) , in which pixels that are a sea-green color indicate invisible watermark pixels in the watermarked image, other pixels are visible. Figs watermarked image and the visibility of watermark pixels. As we can observe from this figure, the proposed method correctly determines visible watermark pixels in the watermarked image. The global visibility V is equal to 0.41, indicating 59% of pixels are not visible in this case. The global obtrusiveness MSPE and the obtrusiveness in edge region MSPEb are 1.46 × 10 −4 and 1.79 × 10 −5 , respectively. The watermarked image quality under C 1 = C 2 = C 3 = 1/3 is equal to 0.80.
From Figs. 7-9, we can conclude that the proposed metrics provide consistent assessments of watermark visibility, obtrusiveness and global quality of the watermarked image. In Figs. 10 (b)-(d) , the visible watermark pixels shown by watermark pixel value and invisible watermark pixel shown by the sea-green color coincide totally with human perception.
B. UNIVERSALITY OF PROPOSED METRICS
The proposed metrics are based on alpha blending as a visible watermarking model, in which the sum of scaling and embedding factors is equal to 1.0; however, much visible watermarking is not based on this model. In this section, we show that the proposed metrics provide a consistent and effective assessment of watermark visibility and obtrusiveness for any types of watermarking algorithms. We selected three algorithms [1] , [2] , [4] from permanent visible watermarking, three algorithms [6] - [8] from removable visible watermarking and two reversible visible VOLUME 6, 2018 algorithms [10] , [11] . Since in each algorithm, the type of host image (color or grayscale) and the type of watermark pattern (binary or grayscale) used are different, we use a color image (Fig. 6(a) ) and a binary watermark pattern (Fig. 6(d) ) to show the universality of the proposed metrics. A brief description of each visible watermarking algorithm was provided in Section II.
Figs. 11-13 show the assessment results of watermarked images generated by visible watermarking algorithms from three categories. In these three figures, the first column shows the watermarking algorithm name and four assessment values composed of the global watermark visibility V , global obtrusiveness MSPE, edge-part obtrusiveness MSPEb and watermarked quality Q with C 1 = C 2 = C 3 = 1/3. The second column of these figures shows the watermarked image generated by each algorithm and the third column indicates the watermark visibility where a coral-color pixel indicates a visible pixel, while a green pixel indicates an invisible pixel. The fourth column also indicates watermark visibility in only watermark pattern for more clear visualization purposes, in which black and white pixels composed of the binary watermark indicates visible pixels, while seagreen pixels indicate invisible pixels. It worth noting that, in all cases, the author's recommended parameters were used to generate each watermarked image. Fig. 11 shows the evaluation results for three permanent visible watermarking algorithms [1] , [2] , [4] . In all algorithms, the watermark pattern with the same size of the host image is embedded into the host image, as shown in Table 1 . Therefore, the visibility of the peripheral part of the watermark pattern is also evaluated, and then the global visibility of the watermarked image generated by [4] is relatively low. Fig. 12 shows the assessment results of watermarked images generated by three removable visible watermarking algorithms [6] - [8] . It worth noting that, in the three algorithms, the size of the watermark pattern is smaller than that of the host image, and in [6] and [7] only black (or white) pixels of watermark pattern are embedded into the host image. Considering this particularity of each algorithm, we evaluate the visibility of only the black pixels of the watermark pattern. Fig. 13 shows the assessment results of the watermarked image generated by two reversible visible watermarking 75782 VOLUME 6, 2018 FIGURE 17. Visual distortion caused by inpainting algorithm [19] . (a) Watermarked region. (b), (c) Watermark removed by [19] .
algorithms [10] , [11] . Like the removable watermarking algorithms, in both reversible watermarking algorithms the host image pixels corresponding to only black watermark pixels are modified to generate watermarked images. Considering this particularity, we also evaluate the visibility of only the black pixels from the watermark pattern.
From these Figs. 11-13, we can observe that the proposed metrics can be applied to any type of visible watermarking algorithm. Generally, the removable and reversible watermarking algorithms [6] - [8] , [10] , [11] provide higher visibility and higher obtrusiveness than those provided by the permanent visible watermarking algorithms [1] , [2] , [4] , which may be preferable properties considering the embedded watermark pattern can be removed by authorized persons.
C. COHERENCY TO WATERMARK REMOVAL ATTACKS
In the removal and reversible visible watermarking, the watermark pattern can be removed by only authorized person using a correct key. Any watermark removal by unauthorized person is considered as a visible watermark removal attack. To show the effectiveness and coherency of the proposal metrics, we consider two types of experiments, the first one considers watermark removal with correct key and removal attack by incorrect key in the reversible watermarking methods, whereas the second one contemplates a removal attack based on inpainting algorithm with two modalities, removal thin [18] and thick [19] watermarks, respectively. In general terms, if a watermarked image is restored to its original content (i.e. unprotected) after success removal, all metric values decrease. On the other hand, if the removal operation fails, all metric values show small changes indicating that the image is still protected by a visible watermark or the watermarked regions are distorted by the removal attack.
The proposed metrics can be used to evaluate robustness against an illegal removal attempt in which no authorized person tries to eliminate the watermark pattern using an incorrect secret key. When the watermarked image is attacked, the owner of the image expects that the visible watermark pattern remains in the attacked image, although it receives some distortion. Table 2 shows the global visibility V , the obtrusiveness MSPE and the quality Q of the watermarked image using one removable [7] and two reversible watermarking methods [10] , [11] . The subscript c refers to the recovered image with a correct key, and the subscript i corresponds to the recovered image with an incorrect key. For example, the global visibility V of the watermarked image [7] is 1.0, and after a watermark removal with the correct key, the global visibility V c of the recovered image decreases to 0.5329 , and using an incorrect key, its visibility decreases to 0.9179, meaning that the watermark pattern is still visible in the illegally recovered image. Generally, obtrusiveness is decreased in the legally recovered image, but in the illegally recovered images, the watermark obtrusiveness can be increased in some cases, showing higher distortion.
The visual observations related to the assessments given by Table 2 are provided in Fig. 14 , in which the first column shows the watermarked images generated by [7] , [10] , [11] , the second column shows images recovered by the authorized person with a correct key and the third column shows images recovered illegally using an incorrect key. Figs. 14(a)-(c), Figs. 14(d)-(f) and Figs. 14(g)-(i) show three images (watermarked, legally recovered and illegally recovered images) generated by [7] , [10] , and [11] , respectively. From Table 2 and Fig. 14 , we can conclude that the proposed metrics are consistent, showing coherent numerical values, which can be used as a numerical evaluation of the removable capacity of the removable and reversible visible watermarking algorithms. In this case, the difference values |V − V c | and |V − V i | may be used to show the robustness against the illegal watermark removal attacks.
Considering the inpainting operation [18] as an iterative process and using the ''airplane'' image as host image, in Fig. 15 we show the results of the watermark removal using 20, 40 and 150 iterations in Fig. 15(d), Fig. 15(e) and Fig. 15(f) , respectively. Fig. 15(a) is the host image and Fig. 15(b) is the thin watermark. For illustrative purposes, [6] . (c) Watermarked image attacked by [19] at iteration 7, (d) iteration 14, (e) iteration 21 and (f) iteration 28. Fig. 15(c) shows the watermarked image processed by [6] , which obtains a highest global obtrusiveness, allowing to see in a clear manner the changes through the iterations. Fig. 16 shows the results of the global visibility, the global obtrusiveness, the local obtrusiveness in edge areas and the image quality for several iterations using inpainting method [18] . From Fig. 16 we can observe a progressive decrement in all measures of the proposed metrics, which indicates the success of the inpainting method [18] when it is used to remove thin watermarks.
On the other hand, considering a semi-automatic inpainting method [19] to remove thick watermarks, in Fig. 17 we show a zoomed region when the watermark was removed using [19] after several iterations. watermark offers protection because of a border detection problem. Fig. 18(a) shows the thick watermark image and Fig. 18 (b) shows the watermarked image generated by [6] using ''airplane'' image. Figs. 18(c-f) , show the watermark removal results using [19] after 7, 14, 21 and 28 iterations, respectively.
Additionally, Fig. 19 shows the graphics of the proposed assessment metrics values in the different iterations. We can see that, from iteration 20, the global obtrusiveness and the obtrusiveness in edge regions increases while the visibility of the watermark and the global quality remains. This shows that because the attack deteriorates the image after a certain number of iterations, related to the previously described border detection problem, the visibility of the watermark is negligible.
VI. CONCLUSIONS
In this paper, we proposed assessment metrics for visible watermarking algorithms. The proposed assessment metrics are composed of four metrics: the visibility assessment metric of a visible watermark pattern in a watermarked image; the global obtrusiveness assessment metric that measures global obtrusiveness caused by an embedded visible watermark pattern; the local obtrusiveness assessment metric, in which obtrusiveness in the edge regions of the host image is measured; and the global quality assessment metric, which is a global assessment combining three assessment values.
The proposed assessment metrics are based on the characteristics of the HVS represented by the pixel-based JND function, which is expressed by the linear combination of the luminance-based JND function and the texture-based JND function. In the proposed metrics, the host image, watermark pattern and visible watermarked image are required as input data. It is worth noting that the watermarking algorithm used to generate the watermarked image is not required.
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