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Für das Jahr 2010 ist in Deutschland die Abschaltung des analogen Fern-
sehens vorgesehen. Digitale Verfahren, wie Digital Video Broadcast (DVB),
liefern qualitativ bessere Signale und nutzen die (wertvolle) Frequenzres-
source eﬃzienter als die analoge Übertragung. Hieraus resultiert z.B. die
"digitale Dividende", die es (nach einem Beschluss der World Radio Confe-
rence 2007) gestattet, ab dem Jahr 2012 den Frequenzbereich zwischen 790
und 862MHz auch für bidirektionale Dienste (Mobilfunk) zu öﬀnen. Im Au-
dio Rundfunkbereich arbeiten digitale Übertragungsverfahren, z.B. Digital
Audio Broadcast (DAB), ebenfalls eﬃzienter als die im Betrieb beﬁndlichen
Analogverfahren (Amplitudenmodulation auf der Lang-, Mittel- und Kurz-
welle; Frequenzmodulation im Ultrakurzwellenband).
Die vorliegende Arbeit ist in ihren wesentlichen Teilen der Einführung
der digitalen Übertragungstechnik in der Kurzwelle1 (148,5 kHz - 27MHz)
und damit dem Digital Radio Mondiale (DRM) gewidmet. Der zu kon-
zipierende Empfänger soll aber darüber hinaus dazu in der Lage sein,
amplitudenmodulierte Signale (AM) im Mittelwellenbereich (526,5 kHz -
1606,5 kHz), frequenzmodulierte Signale (FM) im Ultrakurzwellenbereich
und DAB (174MHz - 230MHz, 1452MHz - 1492MHz) zu empfangen.
DRM ist ein Kurzwellenrundfunksystem. Das heißt es muss mit allen Un-
wägbarkeiten dieses Mediums (Reﬂexion, Brechung, Mehrwegeausbreitung,
Fading, Doppler usw.) auskommen. Daher wird als Übertragungsverfahren
Orthogonal Frequency Division Multiplexing (OFDM) eingesetzt. OFDM ist
(durch die Einführung von Schutzintervallen) besonders geeignet, um Inter
Symbol Interferenzen (ISI) in ihrer Wirkung zu unterdrücken. Allerdings ist
es dazu wichtig, den Empfänger bezüglich der Frequenz genau zu synchro-
nisieren und eine geeignete adaptive Kanalschätzung durchzuführen.
Die Aufgabe der vorliegenden Dissertation besteht darin, eine
Multistandard-Empfängerarchitektur für AM-, FM- DAB- und DRM-
Signale und Algorithmen zur Synchronisierung und für die Kanalschätzung
in DRM-Empfängern anzugeben, mit Simulationen und durch ein Labor-
muster eines DRM-Empfängers zu veriﬁzieren und die erhaltenen Ergebnisse
zu bewerten.
Die vorliegende Dissertation Architektur eines DRM-Empfängers und Basis-
bandalgorithmen für Frequenzakquisition und Kanalschätzung enthält folgen-
de Beiträge zum Fortschritt von Technik und Wissenschaft:
1Das Band 148,5 kHz - 27 MHz umfasst Teile des Langwellenbereichs (30 kHz -
300 kHz), den Mittelwellenbereich (300 kHz - 3MHz) und Teile des Kurzwellenbereichs
(3MHz - 30MHz). Vereinfachend wird dieser Frequenzbereich hier als Kurzwelle bezeich-
net
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• Es wird eine Multi-Band, Multi-Standard Empfängerarchitektur für
Rundfunksignale (AM, FM, DAB, DRM) angegeben und realisiert
• Ein neues Verfahren zur Frequenzsynchronisation in OFDM-
Übertragungen, das den aus der Literatur bekannten Verfahren über-
legen ist, wird dargestellt und implementiert
• Kanalschätzverfahren für OFDM-Empfänger werden für den DRM-
Empfang verglichen und bewertet
Die Anfertigung der Dissertation von Herrn Martin Henkel wurde im
Wesentlichen von Herrn Prof. Dr.-Ing. Wolfgang Schroer an der Hoch-
schule Ulm betreut und an der Universität Karlsruhe (TH) von mir begleitet.
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Zusammenfassung
Drahtlose Kommunikation hat an Bedeutung enorm zugenommen und ﬁndet
nicht nur im industriellen Umfeld Verwendung, sondern nimmt Einﬂuss auf
das tägliche Leben. Durch die schnelle technische Weiterentwicklung und den
damit einhergehenden Preisverfall für Produkte aus dem Bereich der EDV
und Unterhaltungselektronik werden die Anforderungen an die Leistungs-
und die Kommunikationsfähigkeit von Endgeräten immer höher. Die not-
wendige Übertragungskapazität wird in vielen Fällen durch den Übertra-
gungsstandard Orthogonal Frequency Division Multiplexing (OFDM) reali-
siert. Für die mobile Kommunikation wird OFDM bei den Standards WLAN
(IEEE 802.11), Hiperlan/2 und WiMAX (IEEE 802.16a/e) eingesetzt. Die
eigentliche Pionierarbeit für die Realisierung eines OFDM-Netzwerks wur-
de beim terrestrischen Rundfunksystem Digital Audio Broadcasting (DAB),
zu Beginn der neunziger Jahre, geleistet. Basierend auf den Erkenntnissen
folgte Digital Video Broadcasting Terrestrial (DVB-T) für die terrestrische
Fernsehübertragung.
1998 schlossen sich Rundfunk-Sendebetreiber zusammen, um für den Fre-
quenzbereich von 300 kHz - 30MHz ein Rundfunksystem mit dem Namen
Digital Radio Mondiale zu deﬁnieren. Um im Konkurrenzkampf mit der
Vielfalt weiterer Rundfunksysteme bestehen zu können, ist es notwendig
leistungsfähige und vor allem kostengünstige Empfänger zu entwickeln. In
vielen Situationen wird es sinnvoll sein, DRM gemeinsam mit den Standards
DAB oder FM in einem Endgerät anzubieten.
Diese Arbeit stellt eine mögliche Architektur für einen Multi-Standard-
Rundfunkempfänger (MSR) vor und beschäftigt sich mit der Realisierung
des DRM-Empfängerteils. Hierbei liegt der Schwerpunkt auf der für OFDM-
Systeme sehr wichtigen Frequenzsynchronisation. Um eine für Rundfunk-
geräte erforderliche schnelle Dekodierung des Datenstroms zu ermöglichen,
wird die Frequenzsynchronisation in zwei Funktionsblöcke, Akquisition und
Tracking unterteilt. Aufgrund des kohärenten Modulationsverfahrens ist im
Empfänger eine Kanal-Schätzung und -Entzerrung zwingend notwendig.
xiv
Hierzu werden verschiedene Methoden auf die DRM-speziﬁschen Signalfor-
mate angepasst und hinsichtlich ihrer Leistungsfähigkeit und des notwendi-
gen Implementierungsaufwands in der gewählten Empfängerarchitektur ver-
glichen. Alle Überlegungen werden durch eine System-Simulation und die
Validierung auf einer Hardware-Plattform bestätigt.
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Mehr als hundert Jahre nach der ersten Funkübertragung und über fünf-
zig Jahre nach der Einführung von UKW zeichnet sich mit der Digitalisie-
rung ein Quantensprung in der Entwicklung des Rundfunks ab. Das System
des analogen UKW-Radios besteht schon mehrere Jahrzehnte ohne wesentli-
che Veränderungen, während in anderen Bereichen der Kommunikation viele
neue Techniken entstanden (ISDN, xDSL, GSM,...).
Die Verbreitung von Radioprogrammen über UKW stößt an ihre Grenzen.
Die Frequenzen werden angesichts der Vielzahl von Anbietern knapp. Die
Empfangsqualität kann mit der Entwicklung im Bereich der digitalen Auf-
nahmetechniken nicht mehr Schritt halten. Zudem können neue Funk- bzw.
Fernmeldeangebote mit FM nur sehr beschränkt übertragen werden. Als
Lösung bietet sich heute digitales Radio an, d.h. digitale Systeme zur ter-
restrischen Übertragung von Daten aller Art.
Seit der Deﬁnition des Rundfunkstandards Digital Audio Broadcasting
(DAB) Ende der achtziger Jahre ist es möglich, nicht nur Audioinformatio-
nen mit hoher Qualität sondern auch programmbegleitende Informationen
kostenfrei zu empfangen. Der Vielfalt an Anwendungen, wie z.B. Slideshows,
Verkehrsinformationen und Video-Datenströmen sind hierbei keine Grenzen
gesetzt.
Nach dem großen Erfolg des Übertragungsverfahrens Orthogonal Frequency
Division Multiplexing (OFDM) bei der Realisierung von DAB wurden wei-
tere Standards für die terrestrische Übertragung von Rundfunk- und Fern-
sehsignalen deﬁniert.
Das DRM-Projekt wurde im September 1996 bei einem informellen Tref-
fen einiger großer internationaler Rundfunkanstalten in Paris aus der Tau-
fe gehoben. Vertreten waren Radio France Internationale, TéléDiﬀusion de
France, Deutsche Welle, Voice of America, Telefunken (neu: Transradio) und
Thomcast (neu: THOMSON Broadcast & Multimedia). Die oﬃzielle Grün-
dung erfolgte am 5. März 1998 in Guangzhou, Volksrepublik China. Ziel des
DRM-Projekts war die Nutzung von Frequenzbändern, die mit konventio-
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neller analoger Rundfunkübertragung keine akzeptable Qualität zulassen.
Die verwendeten Frequenzbereiche von 30 kHz - 30MHz zeichnen sich durch
speziﬁsche Übertragungseigenschaften aus, die sich wesentlich von denen hö-
herfrequenter Systeme, z.B. DAB unterscheiden. Als Kanal-Scenarien fanden
sie Eingang in den DRM-Standard. Der Beschreibung der Ausbreitungsbe-
dingungen über Lang-, Mittel- und Kurzwelle ist daher der erste Teil dieser
Arbeit gewidmet. Viele Erkenntnisse, bereits aus den Anfängen der Funkka-
nalanalyse [45],[41],[14], ﬂießen hierbei in den Aufbau eines mathematischen
Kanalmodells ein, das zur Entwicklung und zum Test von Algorithmen eines
digitalen Empfängers eingesetzt wird.
Neben einigen PC-basierten Realisierungen von DRM-Empfängern
[5],[7],[15] gibt es z.Z. nur wenige Hardwareplattformen, die zur De-
modulation von DRM-Signalen geeignet sind. Hierbei handelt es sich
zumeist um teure DSP- oder FPGA-basierte Funktionsmuster. Rundfunk-
empfänger sind jedoch Produkte eines Massenmarktes. Wirtschaftliche
Überlegungen erzwingen den Einsatz von Techniken und Technologien, die
den Bau preisgünstiger Empfänger ermöglichen. Die Verwendung billiger
Bauelemente, insbesondere analoger Komponenten ist erforderlich. Dies hat,
wie gezeigt wird, unmittelbar Einﬂuss auf die für OFDM-Systeme essentielle
Synchronisation und stimulierte die Entwicklung besonders robuster, feh-
lertoleranter Synchronisationsalgorithmen. Zukünftige Rundfunkempfänger
müssen - auch dies ist das Ergebnis wirtschaftlicher Überlegungen - nicht
nur DRM, sondern alle üblichen Rundfunkstandards, insbesondere DAB
und FM-Analog empfangen können. Daher war es das Ziel dieser Arbeit,
eine Empfänger-Architektur für den Empfang von DRM-Signalen zu
entwerfen, die auf weitere Rundfunk-Systemstandards ausbaubar ist. Dies
erfordert neben dem Entwurf eines geeigneten Front-Ends insbesondere die
Partitionierung von Hardware und Algorithmen in DRM-speziﬁsche und für
andere Standards geeignete Komponenten.
Die hier vorgelegte Arbeit konzentriert sich auf die DRM-Anteile, berücksich-
tigt aber insbesondere beim Hardware-Entwurf die Erweiterung auf andere
Standards. Es werden neue DRM-speziﬁsche Algorithmen zur Synchronisati-
on und Kanalschätzung entwickelt und mit den aus der Literatur bekannten
Verfahren verglichen. Mit einem Simulationsmodell wird zunächst die Leis-
tungsfähigkeit der entwickelten Algorithmen getestet. Die Gesamtfunktion
des Empfängers, insbesondere die Implementierung der Algorithmen wird
mit einem Hardware-Prototypen veriﬁziert.
3Die vorliegende Arbeit ist wie folgt gegliedert:
Die besonderen Ausbreitungsmechanismen im unteren Frequenzbereich ma-
chen es notwendig, im Kapitel 2 die physikalischen Eigenschaften des Funk-
kanals zu beschreiben und zu analysieren. Die Umsetzung in ein Simulati-
onsmodell zur Beschreibung der Übertragung als Teil der Gesamt-System-
Simulation wird vorgestellt.
Kapitel 3 fasst die wesentlichen Grundzüge eines OFDM-Systems, die für
die Arbeit notwendig sind, zusammen. Darauf aufbauend wird der DRM-
Systemstandard [4] mit den wesentlichen Systemparametern vorgestellt.
Da die Entwicklung eines Endgeräts für nur einen Systemstandard wenig
sinnvoll erscheint, wird in Kapitel 4 eine mögliche Systemarchitektur für
einen Multi-Standard-Rundfunkempfänger vorgestellt. Hierbei werden ver-
schiedene Front-End-Konzepte diskutiert. Anforderungen an die Partitionie-
rung und die Realisierung der nachfolgenden Basisband-Hardware werden
beschrieben.
In Kapitel 5 wird die Frequenzsynchronisation und die Kanalschätzung in-
nerhalb eines OFDM-Empfängers beschrieben. Ein neuartiges Verfahren zur
schnellen Frequenz-Oﬀset-Schätzung eignet sich zur Detektion von DRM-
Signalen bei einem Suchlauf durch den kompletten Frequenzbereich. Eine
Kanalschätzung ist notwendig, um die gravierenden, im DRM-Standard be-
schriebenen, Multipath-Eﬀekte auszugleichen. Daher werden Algorithmen
zur Kanalschätzung vorgestellt, die auf die DRM-speziﬁschen Signalformate
angepasst wurden.
Der Nachweis der Implementierbarkeit der vorgestellten Architektur so-
wie der Algorithmen erfolgt mit einem zusammenfassend vorgestellten
Empfänger-Prototypen.
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Kapitel 2
Der Funkkanal
Aufgrund der geringen Nutzung des Funkkanals für die Übermittlung von
Informationen in den LW-, MW- bzw. KW-Bändern und der Besonderhei-
ten bei der Ausbreitung von Wellen innerhalb der Ionosphäre, beschreibt
dieses Kapitel die physikalischen und systemtheoretischen Eigenschaften des
Funkkanals.
Im Vergleich zu den wohl weitaus bekannteren Mobilfunksystemen der 2. Ge-
neration (GSM) bzw. 3. Generation (UMTS) arbeitet DRM mit wesentlich
größeren Wellenlängen. Hierbei kann die Funkwellenausbreitung auch durch
Reﬂexionen an der Ionosphäre (Raumwellen) stattﬁnden, was wesentlich hö-
here Reichweiten zur Folge hat.
Die mathematische Beschreibung bildet die Grundlage für die Implementie-
rung des Kanalmodells innerhalb der Simulationsumgebung. Sie dient zur
Veriﬁkation der in dieser Arbeit dargestellten Algorithmen.
2.1 Wellenausbreitung und Schichtenmodell
Die Signalübertragung nach dem DRM-Standard ﬁndet im Frequenzbereich
von 30 kHz bis 30MHz statt. Dies entspricht großen Wellenlängen zwischen
10 km und 10m, welche für die angestrebten hohen Reichweiten von Vorteil
sind. Der Bereich umfasst die klassischen Frequenzbänder LW (Langwelle),
MW (Mittelwelle) und KW (Kurzwelle). Der Kurzwellen (HF) Bereich wird
nochmals in so genannte Sub-Bänder nach Tabelle 2.1 unterteilt.
In der Funktechnik ﬁndet die Übertragung von Informationen mit Hilfe elek-
tromagnetischer Wellen statt. Bei der Übertragung in dem verwendeten Fre-
quenzbereich kann zwischen der Ausbreitung mittels Boden- und Raumwel-
len unterschieden werden. Hohe Reichweiten werden durch Reﬂexionen der
Wellen an der Ionosphäre möglich. Bestimmend hierfür sind die Eigenschaf-
ten der Atmosphäre, welche im Folgenden näher beschrieben werden.
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Langwelle 153 - 279 kHz
Mittelwelle 500 - 1600 kHz
Kurzwelle
120-Meter-Band 2300 - 2495 kHz
90-Meter-Band 3200 - 3400 kHz
75-Meter-Band 3900 - 4000 kHz
60-Meter-Band 4750 - 5060 kHz
49-Meter-Band 5900 - 6200 kHz
41-Meter-Band 7100 - 7350 kHz
31-Meter-Band 9400 - 9990 kHz
25-Meter-Band 11600 - 12100 kHz
22-Meter-Band 13570 - 13870 kHz
19-Meter-Band 15100 - 15800 kHz
16-Meter-Band 17480 - 17900 kHz
15-Meter-Band 18900 - 19020 kHz
13-Meter-Band 21450 - 21750 kHz
11-Meter-Band 25600 - 26100 kHz
Tabelle 2.1 Unterteilung des benutzten Frequenzbereiches
2.1.1 Die Erdatmosphäre
Der Aufbau der Erdatmosphäre kann hinsichtlich mehrerer Parameter unter-
schieden werden. Für diese Arbeit stellt der Grad der Elektronendichte, in-
nerhalb der verschiedenen Schichten den wesentlichen Diﬀerenzierungsfaktor
dar. Um die Einordnung der Schichten zu vereinfachen, wird die Atmosphäre
vorab anhand des Temperaturproﬁls beschrieben.
Die Atmosphäre der Erde reicht bis in eine Höhe von 2000 bis 3000 km und
geht kontinuierlich in den luftleeren Weltraum über. Sie kann in fünf we-
sentliche Zonen unterteilt werden: Troposphäre, Stratosphäre, Mesosphäre,
Thermosphäre und Exosphäre. Prinzipiell könnte man erwarten, dass begin-
nend von der Erdoberﬂäche die Temperatur kontinuierlich sinkt (auf dem
Berg ist es bekanntlich meist kühler als im Tal). Falls Moleküle innerhalb
einer Schicht einen Teil der Sonnenstrahlung absorbieren, kann sich der Tem-
peraturgradient in diesem Bereich jedoch auch umkehren.
Die Troposphäre reicht bis in eine Höhe von etwa 11 km. Sie ist für das
Wettergeschehen auf der Erde verantwortlich. Die Temperatur nimmt von
der Erdoberﬂäche beginnend konstant mit ca. 6 bis 8◦C je 1000 Höhenmeter
ab, bis am oberen Ende der Schicht etwa eine Temperatur von -50◦C erreicht
wird. Die Troposphäre kann bei der Ausbreitung von Wellen im Bereich von
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UHF (1 . . . 0,1m) eine wesentliche Rolle spielen.
Oberhalb der Troposphäre beﬁndet sich, bis in eine Höhe von ca. 50 km,
die Stratosphäre. Innerhalb der Stratosphäre ist auch die Ozonschicht ange-
siedelt, die die ultraviolette (UV) Strahlung der Sonne herausﬁltert. Diese
Filterung ist gleichbedeutend mit der Absorption von Energie, was zu ei-
ner Erwärmung führt. Im Bereich von 11 - 20 km bleibt die Temperatur
nahezu konstant und steigt dann, abhängig von der Jahreszeit (Intensität
der Sonnenstrahlung), wieder bis auf 0◦C an. Das Filtern der UV-Strahlung
führt auch dazu, dass unterhalb der Stratosphäre der Grad der Ionisation
gering ist und keine Auswirkung auf die Ausbreitung von elektromagneti-
schen Wellen hat. Das Prinzip bzw. die Ausprägung der Ionisation innerhalb
der Atmosphäre wird in Kapitel 2.1.2 näher beschrieben.
Innerhalb der Mesosphäre (50 - 80 km) fällt die Temperatur bis auf etwa
-100◦C ab.
Für die Thermosphäre (85 - 500 km) werden oftmals Temperaturen von mehr
als 1000◦C angegeben. Im Vergleich zur Erdoberﬂäche ist die Massendich-




, wodurch die Anzahl der Stöße,
bei denen ein Energieübertrag stattﬁndet, sehr niedrig ausfällt. Somit stellt
die Angabe der Temperatur eher einen Wert für die Molekülenergie dar.
Innerhalb der Thermosphäre absorbieren Stickstoﬀ und Sauerstoﬀ extrem
kurzwelliges und energiereiches Ultraviolett-Licht der Sonne wodurch es zu
einer Ionisierung kommen kann [57].
Die Exosphäre schließt sich je nach Deﬁnition in 500 - 1000 km Höhe an.
Hier ist der Druck bereits so niedrig, dass von einem Vakuum gesprochen
werden kann.
Bild 2.1 stellt den Temperaturverlauf innerhalb der Atmosphäre dar.
2.1.2 Ionisation innerhalb der Atmosphäre
Bei der Übertragung von Informationen mit Hilfe von elektromagnetischen
Wellen im Bereich von etwa 1MHz bis 30MHz, spielt der Ionisationsgrad
der Atmosphäre für die Ausbreitungsbedingungen eine entscheidende Rolle.
Die Atmosphäre gliedert sich diesbezüglich in drei Bereiche.
Der Bereich von der Erdoberﬂäche bis hin zu einer Höhe von etwa 80 km
wird als Neutrosphäre bezeichnet. Da dieser Teil unterhalb der Ozonschicht
liegt, ist die Intensität der UV-Strahlung gering und somit eine Ionisation,
die zur Reﬂexion von elektromagnetischen Wellen führt, nicht vorhanden.
Ab einer Höhe von ca. 1000 km spricht man von der sog. Protonosphäre.
















Bild 2.1 Temperaturproﬁl innerhalb der Atmosphäre nach [52]
Der Grad der Ionisation in diesem Bereich ist sehr hoch, allerdings spielt
sie aufgrund der geringen Moleküldichte für die Reﬂexion von Radiowellen
im betrachteten Frequenzbereich keine Rolle.
Zwischen Neutrosphäre und Protonosphäre liegt die Ionosphäre (80 km -
800 km), deren Eigenschaften entscheidend für die Signalübertragung bei
DRM sind.
Die Ionosphäre enthält im Wesentlichen Sauerstoﬀ, Stickstoﬀ, Wasserstoﬀ
und Helium. Durch UV-Strahlung der Sonne werden den Gasmolekülen Elek-
tronen entrissen. Es liegen somit negativ geladene freie Elektronen und posi-
tiv geladene Atomkerne (Ionen) vor. Beispielhaft lässt sich für molekularen
Sauerstoﬀ, welcher überwiegend in den untersten Schichten der Ionosphäre
vorkommt, der Ionisationsvorgang wie folgt beschreiben:
O2 +W → O+2 + e− (2.1)
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W ist die Ionisationsenergie , die zur Ionisierung notwendig ist. e− bezeichnet
das freigesetzte Elektron. Nimmt die Sonnenintensität nachts ab, rekombi-
nieren die freien Elektronen und die Ionen zu elektrisch neutralen Molekülen.
O+2 + e
− → O2 +W (2.2)
Die Reﬂexion bzw. Beugung von elektromagnetischen Wellen innerhalb der
Ionosphäre verhält sich nach den Gesetzmäßigkeiten der Optik. Dies be-
deutet, dass jeweils an Grenzschichten, die sich durch eine Änderung der
Elektronendichte auszeichnen, eine Beugung der elektromagnetischen Welle
auftritt. Der Brechungsindex nI ist abhängig von der Elektronendichte Ne,
der Lichtgeschwindigkeit c0, der Elementarladung e, der Elektronenmasse
me und dem quadratischen Kehrwert der Sendefrequenz fT [39],[41].
nI =
√






















Da eine Reﬂexion nur auftreten kann, wenn die Sendefrequenz fT größer
als die kritische Frequenz fkr ist, wird der Brechungsindex immer kleiner
als 1. Je höher die Sendefrequenz ist, desto geringer ist die Änderung des
Brechungsindex, weshalb die Welle auch weniger gebeugt wird. Eine in die
Ionosphäre einfallende Welle wird bei Änderung des Brechungsindex vom
Einfallslot weg gebrochen und zwar umso stärker, je größer Ne und je klei-
ner fT ist. Ist die Brechung so stark, dass die Welle die aktuelle Schicht
der Ionosphäre nicht mehr durchdringt, sondern zurückläuft, erscheint der
Vorgang als Reﬂexion [46].
Umfangreiche Untersuchungen haben gezeigt, dass die Ionosphäre hinsicht-
lich der Elektronendichte in vier Schichten unterteilt werden kann [41], [52].
Die D-Region (Höhe 60 - 90 km) bildet für alle betrachteten Frequenzen (grö-
ßer 3MHz) kein Reﬂexionsmedium. Allein die Dämpfung der Schicht ändert
sich abhängig von der Tageszeit bzw. Ionisation und der verwendeten Wel-
lenlänge. Dies liegt daran, dass die elektromagnetischen Wellen die Ionen
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bzw. freien Elektronen der Schicht zu Schwingungen anregen. Durch die-
se Bewegungen kommt es zu Kollisionen mit neutralen Luftpartikeln, wobei
Schwingungsenergie in Wärme umgewandelt wird. Somit wirkt die D-Region
dämpfend. Mit sinkender Wellenlänge nimmt dieser Eﬀekt ab und die Dämp-
fung wird geringer.
Innerhalb der E-Schicht (90 - 150 km), ursprünglich nach ihrem Entdecker
Heaviside Schicht benannt, werden tagsüber Frequenzen unterhalb von ca.
1,5MHz reﬂektiert. Die Schicht ändert wie die D-Region ihre Ionisation wäh-
rend der Tageszeit und verschwindet in den Nachtstunden beinahe komplett.
Die F-Schicht lässt sich wiederum in zwei Teilbereiche zerlegen. Die F1-
Schicht (170 - 220 km) verhält sich ähnlich wie die E-Schicht und ist nur
während des Tages als Reﬂexionsmedium vorhanden. Aufgrund der geringen
Moleküldichte verlangsamt sich der Rekombinationsprozess innerhalb der
F2-Schicht (250 - 450 km), wodurch sie ständig präsent ist, d.h. sie wirkt
auch nachts als Reﬂexionsschicht für Kurzwellensignale.
Die F-Schichten sind zeitlich instabil. Ihre Eigenschaften hängen von der
tages- bzw. jahreszeitlichen Sonnenaktivität und von lokalen Veränderungen
ab.
Bild 2.2 zeigt die stark vereinfachte Höhenabhängigkeit der Elektronendichte
innerhalb der Ionosphäre.
2.1.3 Wellenausbreitung
Bei der Auswahl der Parameter für die Übertragung eines DRM-Signals ist
die Distanz zwischen Sender und angestrebtem Zielgebiet der Sendung ent-
scheidend. So kann beispielsweise ein lokaler Sender mit sehr geringer Leis-
tung ein Stadtgebiet im Mittelwellenbereich versorgen (zum Beispiel Berlin).
Oder es kann durch hohe Sendeleistung und Frequenzen aus dem Kurzwel-
lenbereich die Versorgung von Gebieten in weit entfernten Ländern sicher-
gestellt werden (z.B. Deutsche Welle).
Abhängig von der Wellenlänge, Antennen-Polarisation bzw. Elevation (Win-
kel zwischen abgestrahlter Wellenfront und Tangente an die Erdoberﬂäche),































Bild 2.2 Verlauf der Elektronendichte innerhalb der Ionosphäre nach [46]
Für die Frequenzen aus dem Bereich der Lang- bzw. Mittelwelle (< 1,6MHz),
ﬁndet die Ausbreitung tagsüber über die Bodenwelle statt. Hierbei ist die
Sendeantenne im Allgemeinen vertikal polarisiert. Die Reichweite für die
Signalübertragung wird durch die verwendete Frequenz, die Höhe der Sen-
deantenne und die Sendeleistung bzw. Leitfähigkeit des Erdbodens zwischen
Sender und Empfänger bestimmt. In der Literatur wird für Mittelwelle eine
mittlere Reichweite von ca. 200 km [46] angegeben. Im 11m Band nimmt die
Reichweite der Bodenwelle auf bis zu 20 km ab, da die Absorption durch
die Erdoberﬂäche stark zunimmt. In den Abendstunden wird durch die ab-
nehmende Ionisation der unteren Schichten der Ionosphäre (D-Region bzw.
E-Schicht) eine Reﬂexion an den höher gelegenen Schichten (F1-Schicht)
möglich, was dann zu erhöhten Reichweiten bei der Signalübertragung führt.
Da die betrachteten Frequenzen weiterhin einer hohen Dämpfung bei der Re-
ﬂexion an der Ionosphäre unterliegen, beträgt die maximale Übertragungs-
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reichweite etwa 1000 km.
Um den Signalweg für die Übertragung mit ionosphärischer Reﬂexion be-
stimmen zu können, müssen einige Randbedingungen berücksichtigt wer-
den. Abhängig von der Elektronendichte Ne und somit von der Tageszeit,
besitzt jede Schicht innerhalb der Ionosphäre eine kritische Frequenz fkr.
Sie gibt an, bis zu welcher Frequenz bei senkrechter Einstrahlung (Elevati-
on ϕE= 90◦) eine Reﬂexion auftreten kann. Um eine Übertragung zwischen
zwei entfernten Punkten zu realisieren, muss ϕE reduziert werden. Davon
abhängig ändert sich auch die maximal verwendbare Übertragungsfrequenz





Korrespondierend zu einer maximal verwendbaren Frequenz gibt es natürlich
auch eine niedrigste nutzbare Frequenz fLUF (engl.: Lowest Usable Frequen-
cy), bei der noch eine Reﬂexion innerhalb der Ionosphäre auftreten kann. Sie
wird durch die Dämpfung innerhalb der D-Schicht bestimmt. Verschwindet
z.B. die D-Schicht nach Sonnenuntergang, verringert sich auch die Dämpfung
und es können niedrigere Frequenzen zur Übertragung mittels Raumwellen
verwendet werden.
Da bei Rundfunkübertragungen ein großes Zielgebiet versorgt werden soll, ist
die Öﬀnung der Antennenkeule, die Diﬀerenz zwischen kleinstem und größ-
tem Elevationswinkel, verhältnismäßig hoch (einige Grad). Darum kann ein
und dasselbe Signal zwischen Sender und Empfänger auf verschiedenen Pfa-
den übertragen werden. Dieser Sachverhalt wird als Multipath-Übertragung
bezeichnet.
Mit kleinerem Elevationswinkel verschiebt sich bei gleichbleibender Sende-
frequenz der Reﬂexionspunkt innerhalb der Ionosphäre nach unten, wodurch
sich der Ausbreitungspfad und damit die Reichweite eines Hops (Bild 2.3)
ändert. Verantwortlich ist hierfür die unterschiedliche MUF (Gl. (2.5)). Um
die Distanz für die Übermittlung von Informationen im Voraus zu berechnen,
wird ein Szenario wie in Bild 2.3 zu Grunde gelegt.
Das Signal wird vom Sender (Tx) hin zum Empfänger (Rx) über einen Pfad
mit der Länge dP für jeden Hop übertragen. Der Reﬂexionspunkt für die
Übertragung liegt in einer Höhe von hSchicht. Der Abstand zwischen Rx und
Tx auf der Erdoberﬂäche wird mit dE bezeichnet. Der mittlere Erdradius rE
wird mit 6371 km angesetzt.
Mit Hilfe des Sinussatzes können dE bzw. dP berechnet werden:

































Bild 2.3 Schematische Pfadlängenberechnung





















Anhand der Pfadlänge dP und unter Zuhilfenahme der Ausbreitungsge-
schwindigkeit für elektromagnetische Wellen von etwa c0 = 3 · 108 ms kann
die Laufzeit einer Welle vom Sender zum Empfänger berechnet werden. Die
absolute Zeit für die Übertragung ist häuﬁg nicht von hoher Relevanz. Viel-
mehr stellt, innerhalb einer Multipath-Umgebung, die Zeitdiﬀerenz zwischen
erster und letzter eintreﬀender Welle einen wesentlichen Systemfaktor dar,
welcher als maximaler Delay-Spread τmax bezeichnet wird.
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Basierend auf Gleichung (2.6) soll ein einfaches Rechenbeispiel die Grö-
ßenordnung der Laufzeitdiﬀerenzen verdeutlichen. Es soll mit Hilfe iono-
sphärischer Reﬂexion eine Distanz zwischen Sender und Empfänger von
dE = 15000 km überbrückt werden. Zum einen bildet sich ein Pfad aus,
dessen Reﬂexionspunkt in einer Höhe von 100 km (E-Schicht) liegt. Hierbei
wird eine Welle verwendet, die unter 10◦ zur Erdoberﬂäche abgestrahlt wird.
Zum anderen bildet sich ein zweiter Pfad durch eine unter 20◦ abgestrahlte
Welle aus, deren Reﬂexionspunkt in der F2-Schicht bei 300 km Höhe liegt.
Pfad 1 Pfad 2
Höhe des Reﬂexionspunkts [km] 300 100
Elevation ϕE [◦] 20 10
Distanz eines Hops [km] 927 1374
Anzahl der Hops für dE 16 11
Laufzeit [ms] 55,6 51,5
Tabelle 2.2 Auswertung des Rechenbeispiels
Anhand von Tabelle 2.2 kann eine Laufzeitdiﬀerenz τk, unter Annahme dieses
Zweipfad-Modells, von rund 4, 1ms beobachtet werden. Zu Beginn von Ka-
pitel 2.2 werden in Tabelle 2.3 speziﬁzierte Parameter für DRM-Funkkanäle
angegeben. Die Modellrechung verdeutlicht hierbei die Größenordung des
Delay-Parameters τk.
Gerade bei der Übertragung mit Hilfe einer Raumwelle wird das Sendesignal
durch eine Reihe von Parametern [45] beeinﬂusst.
Bereits eingeführt wurde der Multipath-Eﬀekt, wobei sich ein und die glei-
che Signalform mit unterschiedlichen Laufzeiten τ an der Empfangsantenne
additiv überlagert.
Zusätzlich wird jeder Pfad (k) der Übertragung (Bodenwelle, Raumwelle)
mit einem relativen Dämpfungsfaktor ρk, bezogen auf den stärksten Pfad,
gewichtet.
Beobachtet und im DRM-Standard speziﬁziert werden Doppler-
Verschiebungen (Doppler-Shift) in der Größenordung bis maximal 3,6Hz.
Diese sind nicht mehr nur durch eine Bewegung des Empfängers relativ zum
Sender zu erklären. Eine Empfängergeschwindigkeit von 200 kmh führt bei
einer Sendefrequenz von 10MHz zu einer maximalen Doppler-Verschiebung
von 1,86Hz. Eine Erklärung für die Doppler-Verschiebung in der genannten
Größenordung liefert eine zeitliche Änderung des Reﬂexionspunktes durch
sich ändernde Ladungsträgerdichten. Als Extremwert für diesen Eﬀekt
wird etwa eine Doppler-Verschiebung von 1Hz pro 1MHz Sendefrequenz
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angegeben.
Zusätzlich beobachtet man den Eﬀekt einer statistischen Variation der
Doppler-Verschiebung (Doppler-Spread). Dies lässt sich mit einer entspre-
chenden Fluktuation des Reﬂexionspunktes erklären. Aus diesem Grund
ändert sich zwischen zwei Betrachtungszeitpunkten die Weglänge Sender -
Empfänger, was zu einem Doppler-Eﬀekt führt. Die Variation des Dopplers
ist normalverteilt [1] wobei die Varianz als Doppler-Spread Dsp bezeichnet
wird.
2.2 Funkkanal bei DRM
Im Rahmen der Deﬁnition des DRM-Standards wurde eine Vielzahl von
Messreihen zur Klassiﬁzierung der Kanäle aufgenommen und ausgewertet.
Anhand der Ergebnisse wurden die Parameter für sechs Referenzkanäle er-
mittelt und im System-Standard festgelegt [4]. Tabelle 2.3 zeigt die Zusam-
menstellung.
Kanal 1 charakterisiert den klassischen AWGN Kanal ohne Mehrwegeaus-
breitung. Dieses Modell kommt vor allem für die Ausbreitung im Nahbereich
(Bodenwelle) zum Einsatz.
Kanal 2 ist ein einfaches Zweipfadmodell ohne Einﬂuss von Doppler-
Verschiebungen. Dies lässt auf konstante Zustände innerhalb der Ionosphäre
schließen und spricht für eine Reﬂexion an der zeitlich konstanten E-Schicht.
Kanal 3 stellt ein Mehrwege-Szenario dar, wobei der direkte Pfad auch den
stärksten Pfad darstellt.
Kanal 4 bzw. 5 stellen ebenfalls wieder Zweipfadmodelle dar. Die Beson-
derheit liegt darin, dass beide Signale sich mit gleicher Leistung an der
Empfangsantenne überlagern. Daraus entstehen erhöhte Anforderungen an
die Zeitsynchronisation.
Bei Kanal 6 handelt es sich wie bei Kanal 3 um ein Mehrwege-Szenario,
wobei erhöhte Doppler auftreten. Zusätzlich ist der direkte Pfad nicht der
stärkste, was ebenfalls wieder Einﬂuss auf das Synchronisationsverhalten
bzw. die Kanalschätzung hat.
Nun noch ein paar Anmerkungen bezüglich der Klassiﬁzierung des Mobil-
funkkanals für DRM. Die wesentlichen Parameter hierfür stellen die
Kohärenz-Bandbreite Bc bzw. Kohärenz-Zeit Tc des Kanals dar.
Die Kohärenz-Bandbreite gibt Aufschluss über die Frequenzselektivität des
Kanals. Bc ist näherungsweise umgekehrt proportional zum maximalen De-
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τk 0 0,7ms 1,5ms 2,2ms
ρk 1 0,7 0.5 0,25
Dshk 0,1Hz 0,2Hz 0,5Hz 1,0Hz













τk 0 2ms 4ms 6ms
ρk 0,5 1 0,25 0,0625
Dshk 0 1,2Hz 2,4Hz 3,6Hz
Dspk 0,1Hz 2,4Hz 4,8Hz 7,2Hz
Tabelle 2.3 Kanalparameter mit Verzögerung τk, Pfaddämpfung ρk,
Doppler-Verschiebung Dsh und Doppler-Verbreiterung Dsp
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Ist der Quotient aus Signalbandbreite Bs und Kohärenz-Bandbreite größer
als 1, wird der Kanal als frequenzselektiv bezeichnet, da es zu Fadingeinbrü-
chen innerhalb der Signalbandbreite kommt. Ist umgekehrt Bc wesentlich
größer als Bs, ist die Übertragungsfunktion innerhalb der Signalbandbreite
nahezu konstant und man spricht von Flat Fading.
Für den konkreten Fall von DRM liegt die minimale Signalbandbreite bei
Bs=4,5 kHz und der minimale Delay Spread bei τmin=0,7ms, was einer
Kohärenz-Bandbreite von Bc ≈ 1,4 kHz entspricht. Da diese Konstellation
das extreme Verhältnis darstellt, ist der Kanal bei DRM immer als fre-
quenzselektiv zu betrachten.
Die Kohärenz-Zeit Tc gibt an, innerhalb welcher Zeit der Kanal als annä-
hernd stationär betrachtet werden kann. Dies ist von besonderer Bedeutung,
wenn zur Schätzung von Parametern die Ergebnisse aus mehreren deko-
dierten Symbolen gemittelt werden. Nach [19], [36] kann Tc aus dem Kehr-
wert der doppelten maximalen Doppler-Spread Frequenz berechnet werden.
Da der Betrachtung ein Jakes-Spektrums als Dopplerleistungsdichtespek-
trum zu Grunde gelegt wurde, kann bei der Betrachtung eines gaußförmigen
Leistungsdichtespektrums (vgl. Kapitel 2.3.3) der Faktor 2 entfallen und die




Bei DRM beträgt der maximale Doppler-Spread 7,2Hz. Dies bedeutet, dass
die kleinste Kohärenz-Zeit bei etwa 140ms liegt. Das längste Symbol, be-
stehend aus Nutzinformation und Guard-Intervall, liegt bei ca. 27ms. Dies
bedeutet beispielsweise, dass zur Kanalschätzung etwa 5 Symbole herange-
zogen werden können, ohne dass sich die Eigenschaften des Kanals innerhalb
dieser Betrachtungszeit zu stark ändern.
2.3 Mathematisches Modell des Kanals
Ziel der mathematischen Modellierung ist die Analyse bzw. Erfassung der
wichtigsten Parameter zur Erstellung eines linearen, statistischen Kanal-
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modells. Anhand der den Übertragungskanal beeinﬂussenden Parameter
(vergleiche Kapitel 2.1.3) wurde von Watterson [1] ein Modell vorgestellt,
das als Grundlage für den realisierten Kanalsimulator dienen soll. Mit Hilfe
des Modells wurden die in Kapitel 5 beschriebenen Basisband-Algorithmen
entworfen, validiert und optimiert.
2.3.1 Darstellung im Basisband
Die systemtheoretische Betrachtung ﬁndet im Basisband (Tiefpassdarstel-
lung) statt. Aus diesem Grund treten komplexwertige Signale auf, die mit
einem Unterstrich gekennzeichnet sind. sBB(t) stellt die komplexe Einhül-
lende des Sendesignals dar und setzt sich aus dem Inphase- I(t) und dem
Quadraturanteil Q(t) zusammen, wobei a(t) den Betrag und φ(t) die Phase
des Signals beschreiben:




Unter Berücksichtigung der Eigenschaften des Mobilfunkkanals können sich
zwischen Sender und Empfänger mehrere Übertragungspfade (k = 1, . . . , N)
ausbilden. Jeder einzelne dieser Pfade (k) lässt sich mit den Parametern
Dämpfung ρk, zeitliche Verzögerung τk und einem stochastischem Pro-
zess ck(t), der die Doppler-Einﬂüsse beschreibt, deﬁnieren. Der Reﬂexions-
punkt innerhalb der Ionosphäre unterliegt statistischen Schwankungen, wel-
che durch die Varianz bzw. den Mittelwert von ck(t) modelliert werden (ver-
gleiche Kapitel 2.1.3). Dies führt zu unabhängigen statistischen Frequenz-
verschiebungen bzw. Amplitudenänderungen jedes einzelnen Pfades des Mo-
dells.
Unter der Voraussetzung, dass sBB(t) das Sendesignal beschreibt und nur
ein Übertragungspfad zwischen Sender und Empfänger ausgebildet ist, kann
die Übertragungsstrecke nach Gl. (2.10) modelliert werden:
rBB(t) = sBB(t− τ) · ρ · c(t) (2.10)
Da bei DRM das gleiche Signal über eine endliche Anzahl von verschiede-
nen Pfaden am Empfänger eintriﬀt, setzt sich das gesamte Empfangssignal
rBB(t) aus den Anteilen aller Pfade zusammen [50]:





sBB(t− τk) · ρk · ck(t)
)
+ n(t) (2.11)
Zusätzlich zu den Einﬂüssen der ionosphärischen Übertragung wird dem Sen-
designal additives weißes Rauschen n(t) überlagert. Anhand von Gl. (2.11)
lässt sich die komplexe, zeitvariante Kanalimpulsantwort h(τ, t) ableiten. Sie
beschreibt die Reaktion des Kanals zum Zeitpunkt t auf eine Erregung die






















Bild 2.4 Impulsantwort h(τ, t) des zeitvarianten Kanals 4
Um die Einﬂüsse eines Kanals dieser Form simulieren zu können, wird das
Tapped Delay Line-Kanalmodell verwendet [36]. Bild 2.5 zeigt die Struktur
der Implementierung. Kapitel 2.3.3 geht genauer auf die Realisierung eines
einzelnen Pfads innerhalb der Simulationsumgebung ein.
Bild 2.4 zeigt die Kanalimpulsantwort für den nach Tabelle 2.3 deﬁnier-
ten DRM-Kanal Nummer 4. Es lassen sich die zwei Pfade, mit einem Lauf-
zeitunterschied von ∆τ = 2ms, klar erkennen. Die zeitliche Fluktuation





Bild 2.5 Tapped Delay Line Kanalmodell
der Impulsantworten lässt sich anhand der mittleren Doppler-Verbreiterung
(Doppler-Spread) erklären. Um diesen Einﬂuss bei der Übertragung besser
darstellen zu können, wird der Kanal hinsichtlich seines Frequenzverhaltens
charakterisiert. Da h(τ, t) von zwei Parametern abhängt, gibt es drei weite-
re Darstellungsformen, die mittels Fourier-Transformation berechnet werden





















Bild 2.6 Transformationspaare der Systemfunktionen nach Bello [10]
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• H(f, t) beschreibt die zeitvariante Übertragungsfunktion (engl.: Chan-
nel Transfer Function (CTF)) und wird mittels Fourier-Transformation
der zeitvarianten Impulsantwort hinsichtlich τ berechnet. Sie bildet die





In Bild 2.7 wird exemplarisch die zeitvariante Übertragungsfunktion
für DRM-Kanal 4 aufgezeigt. Aufgrund der Frequenz- und Zeitabhän-

















Bild 2.7 Zeitvariante Übertragungsfunktion H(f, t) von Kanal 4
• Durch die Doppler-Einﬂüsse wird das Sendesignal spektral gespreizt.
Somit führt die Transformation der Kanalimpulsantwort hinsichtlich
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Anhand der Funktion D(τ, fD) für Kanal 4 (Bild 2.8) lässt sich die
Doppler-Verbreiterung von Dsp = 1Hz bei den Verzögerungszeiten
















Bild 2.8 Dopplervariante Impulsantwort D(τ, fD) von Kanal 4
• Die letzte Funktion ist die dopplervariante Übertragungsfunktion
T (f, fD) diese kann, mit der Transformation bezüglich t, anhand von
H(f, t) berechnet werden:




Bild 2.9 veranschaulicht die Auswirkung der Doppler-Verbreiterung für
jeden einzelnen Träger innerhalb der Nutzbandbreite des übertragenen
Signals. Es können ebenfalls die frequenzselektiven Eigenschaften des
Kanals beobachtet werden.


















Bild 2.9 Dopplervariante Übertragungsfunktion T (f, fD) von Kanal 4
2.3.2 Stochastisches Kanalmodell
Eine deterministische Beschreibung würde die exakte Kenntnis des Kanals
zu jedem Zeitpunkt voraussetzen. Da die Ionosphäre als Reﬂexionsmedium
ständigen Veränderungen unterliegt bzw. auch eine Bewegung des Empfän-
gers vorliegen kann, ist dies praktisch unmöglich. Es bietet sich daher an,
den Funkkanal als stochastisches System zu betrachten, das ausgehend von
den Systemfunktionen aus Kapitel 2.3.1 (h(τ, t), H(f, t), D(τ, fD), T (f, fD))
beschrieben werden kann. In den meisten Fällen sind die statistischen Eigen-
schaften des Kanals von höherem Interesse. Um die Konstanz des Kanals zu
bewerten, interessieren zusätzlich die Autokorrelationsfunktionen der Sys-
temfunktionen. Die graﬁsche Zusammenfassung zeigt Bild 2.10. Bei Kennt-
nis einer der beschriebenen Funktionen kann rechnerisch auf alle anderen
rückgeschlossen werden.
Grundlage für diese Betrachtungsweise ist die Tatsache, dass es sich um
einen Kanal handelt, der den WSSUS-Eigenschaften (Wide Sense Stationa-
ry Uncorrelated Scattering) genügt. Durch eine Vielzahl von Untersuchun-
gen und Messungen wurde gezeigt [1], [4], dass diese Eigenschaften für den
Kurzwellen-Funkkanal zutreﬀen.
WSS (Wide Sense Stationary) besagt hierbei, dass der multiplikativ überla-
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gerte Rauschprozess ck(t) als schwach stationär angenommen wird. Dies be-
deutet, dass die Mittelwertfunktion eine zeitunabhängige Konstante ist und
die Autokorrelationsfunktion ϕhh(τ,t) nur von der Zeitdiﬀerenz ∆t = t1 − t2
abhängt. [35], [42]
ϕhh(τ,t)(τ1, τ2, t1, t2) = E {h(τ1, t1)h∗(τ2, t2)}
∆t = t1 − t2
ϕhh(τ,t)(τ1, τ2, t, t−∆t) = ϕhh(τ,t)(τ1, τ2,∆t)
(2.16)
US (Uncorrelated Scattering) bedeutet, dass die Leistungen der Echos auf
unterschiedlichen Pfaden, das heißt zu den unterschiedlichen Laufzeiten, un-
korreliert sind. Dies ist plausibel, da jeder Laufzeit ein eigener Ausbreitungs-
pfad zuzuordnen ist. Aus diesem Grund liefert die Kreuzkorrelation von ck(t)
nur bei τ1 = τ2 einen Beitrag. Basierend auf Gl. (2.16) ergibt sich die Auto-
korrelationsfunktion zu:
ϕhh(τ,t)(τ, τ −∆τ, t, t−∆t) = ϕhh(τ,t)(τ,∆t)δ(∆τ)
∆τ = τ1 − τ2
(2.17)
ϕhh(τ,t)(τ,∆t) wird als Verzögerungs-Zeit-Korrelationsfunktion bezeichnet.
Die im DRM-Kanal (Kapitel 2.2) beschriebenen Parameter, Kohärenz-
Bandbreite und Kohärenz - Zeit, können von den Korrelationsfunktionen ab-
geleitet werden. Die Zeit-Frequenz-Korrelationsfunktion ϕHH(∆f,∆t) gibt
an, wie stark sich die zeitvariante Übertragungsfunktion H(f, t) innerhalb
eines Zeitabstandes ∆t bzw. eines Frequenzabstandes ∆f im Mittel än-
dert. Setzt man hierbei den Zeitabstand zu Null, kann auf die Kohärenz-
Bandbreite Bc geschlossen werden.
Setzt man in der Zeit-Frequenz-Korrelationsfunktion ∆f = 0, erhält man
die Zeit-Korrelationsfunktion ϕHH(0,∆t), anhand derer die Kohärenz-Zeit
Tc des Kanals bestimmt werden kann.
2.3.3 Kanalmodellierung
Bei der Realisierung einer Simulationsumgebung für DRM spielt die Um-
setzung des Kanalmodells eine wichtige Rolle, da die dabei verwende-
ten Parameter direkten Einﬂuss auf die Güte der entwickelten Basisband-
Algorithmen haben. Machauer [44] zeigt, dass das Tapped Delay Line-Modell
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Bild 2.10 Zusammenhang zwischen System- und Korrelationsfunktionen
nach Bild 2.5, als grundlegendes Modell für die Realisierung eines WSSUS-
Kanals verwendet werden kann.
Da bei DRM im Allgemeinen von einer ionosphärischen Übertragung aus-
gegangen wird, kann bzgl. der Einfallsrichtung des Signals eine statische
Empfangssituation angenommen werden: Die Doppler-Komponenten, durch
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eine Änderung der Pfadlänge hervorgerufen, folgen nicht dem ab UHF-Band
gültigem COST 207 Modell [13] (alle Einfallsrichtungen sind gleichwahr-
scheinlich) sondern werden anhand [1] modelliert.
Der Einﬂuss des Dopplers wird allgemein durch den komplexen Gaußschen
Zufallsprozess ck(t) modelliert. Jedem einzelnen Pfad wird eine Realisie-
rung des Zufallsprozesses multiplikativ überlagert. |ck(t)| folgt hierbei einer
Rayleigh-Verteilung und die Phasen arg{ck(t)} sind gleichverteilt. Jeder sto-
chastische Prozess wird anhand seiner mittleren Leistung und der Form des
Leistungsdichtespektrums (Φctct(f) engl.: Power Density Spectrum (PDS))
deﬁniert. ρk (vergleiche (2.11)) ist ein Maß für die mittlere Leistung, welche
über einen Pfad am Empfänger eintriﬀt. Anhand des PDS wird die zeitli-
che Varianz des Kanals charakterisiert. Die Breite des PDS wird durch den
Parameter Doppler-Spread Dsp deﬁniert. Das Leistungsdichtespektrum ist
symmetrisch bezüglich des Parameters Doppler-ShiftDsh. Das Spektrum auf
jedem Pfad wird mittels geeigneter Filterung eines weißen Zufallsprozesses
realisiert. Die Filterung hat hierbei keinen Einﬂuss auf die Amplitudendichte
des Prozesses. Sie wird durch
Φctct(f) = N0 · |W (f)|
2 (2.18)
ausgedrückt. W (f) ist die Übertragungsfunktion für das verwendete Filter.
Basierend auf dem Tapped Delay Line-Modell von Bild 2.5 zeigt Bild 2.11
eine Methode, das komplexe Gewicht ck(t) eines einzelnen Pfades k zu er-
zeugen. Ausgehend von den statistisch unabhängigen Rauschquellen WGNr
und WGNi, wird mit Hilfe eines reellen FIR-Filters mit der Impulsantwort
w(t) die Färbung des weißen Leistungsdichtespektrums realisiert. Anschlie-
ßend werden beide Signale zu einer komplexen Variablen nc(t) kombiniert.
Der so erzeugte Rauschprozess wird mit Hilfe einer komplexen e-Funktion
um den Doppler-Shift verschoben und anschließend dem mit ρk gewichteten
Sendesignal multiplikativ überlagert.
Die Aufgabe bei der Implementierung eines Kanalmodells besteht darin, an-
hand der ÜbertragungsfunktionW (f) die Impulsantwort des Filters w(t) zu
bestimmen. Der DRM-Standard deﬁniert |W (f)|2 wie folgt:














Bild 2.11 Blockschaltbild eines Übertragungspfades
Hierbei beschreibt Dsh die mittlere Doppler-Verschiebung eines Pfades, der
durch die Reﬂexion innerhalb der Ionosphäre auftritt. σd beschreibt die Va-
rianz des Prozesses, aus der der Doppler-Spread Dsp abgeleitet werden kann
(Dsp = 2σd).
Anhand von |W (f)|2 aus Gl. (2.19) kann mittels inverser Fourier-
Transformation die Impulsantwort berechnet werden. Die Herleitung von
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Kapitel 3
DRM Standard und Modellie-
rung
Seit der Einführung der Rundfunkübertragung mit Hilfe von Amplituden-
Modulation (AM) im Jahre 1921 gab es bei der Rundfunkübertragung im
Bereich bis 30MHz keine wesentlichen Neuerungen.
1998 fand sich eine Gruppe von Senderbetreibern (DRM-Konsortium) zu-
sammen, um ein universelles, für alle gängigen Senderaster adaptierbares,
digitales System für die Übertragung im Frequenzbereich bis 30MHz zu
deﬁnieren. Dieses umfasst, wie bereits in Kapitel 2.1 aufgeführt, die für AM-
Übertragung verwendeten LW-, MW- bzw. KW-Frequenzbänder. Im Juni
2005 umfasste das Konsortium 90 ordentliche Mitglieder aus 30 Ländern.
Aufgrund der hohen Störanfälligkeit und somit einer mäßigen Audioqualität
leidet die Popularität für Rundfunksendungen via AM erheblich. Mit Hilfe
des hochratigen Audio-Komprimierungsverfahrens MPEG4-AAC lässt sich
bereits mit sehr geringen Datenraten, d.h. trotz der niedrigen zur Verfügung
stehenden Bandbreite, ein Höreindruck ähnlich dem konventionellen UKW-
Rundfunk erzielen. Die maximale DRM-Signalbandbreite liegt bei 20 kHz.
Da die Einführung von DRM im Regelbetrieb nur schleppend voran kam,
wurden zu Beginn nur einige wenige Sendefrequenzen verwendet. Zurzeit
gibt es auf jedem Kontinent Betreiber, die Teile ihres Programmangebotes
im Regelbetrieb unter Verwendung von DRM zur Verfügung stellen.
Abhängig von der Ausrichtung der Sendeantenne bzw. der verwendeten Sen-
deleistung ergeben sich unterschiedliche Übertragungsszenarien. Beispiels-
weise ist es möglich, mit geringer Leistung auf einer Sendefrequenz aus dem
MW-Band ein Stadtgebiet mit Hilfe der Ausbreitung über die Bodenwelle zu
versorgen. Andererseits können mit starken Sendern Übertragungsstrecken
von mehreren 1000 km mit Hilfe ionosphärischer Reﬂexionen überwunden
werden. Es ist nachvollziehbar, dass die Raumwellen stärkeren Störungen un-
terliegen als die Bodenwelle. Aus diesem Grund deﬁniert der DRM-Standard
[4] vier verschiedene Übertragungsmodi, die jeweils an die zu erwartenden
Kanaleigenschaften angepasst sind.
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Grundlage der Informations-Übertragung bildet das OFDM Verfahren, wel-
ches unter anderem bereits von dem 1993 deﬁnierten Rundfunkstandard
DAB bzw. dem Fernsehstandard DVB-T her bekannt ist.
Zu Beginn des Kapitels werden die wesentlichen Eigenschaften des OFDM-
Übertragungsverfahrens dargestellt. Anschließend werden die wichtigsten In-
halte des DRM-Standards präsentiert, welche für die in dieser Arbeit entwi-
ckelten Algorithmen von Bedeutung sind.
3.1 OFDM-Übertragung
3.1.1 Systembeschreibung
Liegt bei der Übertragung von Informationen über die Luftschnittstelle ein
Mehrwegeszenario vor, kommt es zwangsläuﬁg zu Inter-Symbol-Interferenz
(ISI) beim Empfänger. Es überlagern sich hierbei Symbole von unterschied-
lichen Sendezeitpunkten an der Empfängerantenne. Je kürzer die Dauer ei-
nes Symbols TU ist, umso größer ist, bei gleichbleibender Verzögerung, die
Anzahl der von der Überlappung betroﬀenen Symbole. Erhöht sich die ma-
ximale Laufzeitdiﬀerenz τmax, so kommt es zunehmend zu Störungen durch
frequenzselektives Fading innerhalb der Signalbandbreite Bs. Aufgrund des
hohen empfängerseitig erforderlichen Aufwands zur Kompensation von ISI
wird der Datenstrom beim Sender auf unterschiedliche Frequenzträger auf-
geteilt, womit die Symboldauer erhöht werden kann. Wegen der endlichen
Genauigkeit bzw. des vertretbaren Aufwandes bei der Bandbegrenzung der
Informationen auf jedem einzelnen Träger müssten so genannte Schutzab-
stände eingeführt werden. Diese, für die Übertragung nutzlose Bandbreite,
reduziert die spektrale Eﬃzienz und somit die maximal mögliche Datenrate
der Übertragung.
Chang bzw. Saltzberg [54] stellten Ende der 60er Jahre ein
Frequenzmultiplex-Verfahren vor, bei dem sich zwar die einzelnen Träger
überlappen, aber aufgrund ihrer Orthogonalität zueinander nicht gegensei-
tig beeinﬂussen. Dieses Verfahren wird als Orthogonal Frequency Division
Multiplexing (OFDM) bezeichnet. Zu Beginn ging man zur Erzeugung der
einzelnen Träger von N parallelen und synchronisierten Oszillatoren aus,
was technisch äußert aufwändig und kompliziert zu realisieren ist. Weinstein
und Ebert [66] bzw. Hirosaki [28] zeigten, dass die Fourier-Transformation
zur Erzeugung des OFDM-Signals verwendet werden kann. Aufgrund der
stetigen Weiterentwicklung in der Mikroelektronik war es möglich, geeignete
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Signalverarbeitungs-Algorithmen für OFDM-basierte Systeme auf hierfür
geeigneten Prozessoren zu implementieren. Dadurch wurde in den letzten
Jahren eine Vielzahl weiterer Übertragungs-Standards für kommerzielle
Systeme deﬁniert.
Hierzu zählt das bereits angesprochene digitale Rundfunk-System DAB bzw.
die Klasse der digitalen Verfahren zur Fernsehübertragung (DVB-T). Des
Weiteren ﬁndet OFDM für die leitungsgebundene Datenübertragung unter
der Bezeichnung xDSL Anwendung. Man spricht hier allerdings nicht von
OFDM sondern von Discrete Multitone Technology (DMT). Im Bereich der
datengebundenen Funknetzwerke (WLAN) hielt OFDM Einzug bei den Sys-
temstandards IEEE 802.11 und Hiperlan/2. Bei den Mobilfunkanwendungen
kommt mit dem IEEE 802.16a/e (WiMAX) Standard ebenfalls ein OFDM-
basiertes System zum Einsatz.
3.1.2 Mathematische Beschreibung
Bei OFDM teilt man den zu übertragenden Datenstrom auf N zueinander
orthogonale Frequenzen f0 . . . fN−1 auf. Allgemein kann die Orthogonalität
zwischen dem Trägerpaar (fm, fn) folgendermaßen formuliert werden:
∞∫
−∞
g(t)2 · e−j2pifmte−j2pifntdt = C δ(m− n) ∀ 0 ≤ m,n < N (3.1)
wobei g(t) eine bestimmte reellwertige Impulsantwort beschreibt. Für OFDM
wählt man die kausale Rechteckfunktion der Form
g(t) =
 1, wenn 0 ≤ t < TU0 sonst. (3.2)
Die Träger werden zueinander mit einem regelmäßigen Abstand von ∆fk
angeordnet, der dem Kehrwert der Symboldauer TU entspricht. D.h., die
Frequenz eines bestimmten Unterträgers fk im System berechnet sich zu
fk = k ·∆fk = k · 1
TU
, mit 0 ≤ k < N. (3.3)
Wendet man (3.2) und (3.3) auf die Orthogonalitätsbedingung (3.1) an, dann
gilt:
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TU∫
0
e−j2pim∆fkt · e−j2pin∆fktdt = 0 ∀ m 6= n (3.4)
Die Zeitfunktion eines OFDM-Signals bildet sich somit aus der Superposi-
tion von N zueinander orthogonalen Sinusschwingungen (vergleiche (3.3)).
Das Zeitsignal wird auf die Symboldauer TU begrenzt, was auch als Multi-
plikation mit der Rechteck-Funktion g(t) (3.2) interpretiert werden kann. Im
Frequenzbereich kann dies somit als Faltung von periodischen Dirac-Pulsen














Die rect-Funktion begrenzt das Faltungsergebnis noch auf die zur Verfügung
stehende SendebandbreiteBs. Bild 3.1 zeigt eine optimale Konstellation ohne
ICI (Inter Carrier Interference). Bei jedem diskreten Frequenzpunkt wirkt
nur der Anteil einer sin(x)/x-Funktion (Kreis), alle anderen Signale haben
an dieser Stelle einen Nulldurchgang (Quadrat).
OFDM-Senderstruktur
Der in gängigen Kommunikationssystemen zu übertragende Datenstrom b(k)
besteht im Wesentlichen aus einem quell- bzw. kanalcodierten Strom an Bi-
närdaten. Diese Daten werden, abhängig von der angestrebten Robustheit
der Übertragung, moduliert. Hierbei spielen X-QAM (Quadratur Amplitu-
den Modulation) Verfahren eine wesentliche Rolle. Für den hier betrachteten
DRM-Standard werden bis zu 6 bit zu einem Modulationswert (d(k)) zusam-
mengefasst (64-QAM). Abhängig von der Tiefe X des Modulationsverfah-
rens wird die zu übertragende Datenrate um den Faktor log2(X) reduziert.
Die somit gewonnenen komplexen Werte dk werden als Konstellationspunk-
te bezeichnet und auf die zur Verfügung stehenden Träger aufgeteilt. Diese
werden somit in Betrag und Phase moduliert.
Die gängigen OFDM-Verfahren arbeiten mit einer großen Anzahl von Fre-
quenzen N , bei DVB-T sind es maximal 6817. Wie bereits angesprochen ist
es technisch nicht möglich, die Träger mit Hilfe von Oszillatorbänken zu er-
zeugen. [66] zeigt, dass eine IDFT zur Erzeugung eines OFDM-Sendesignals
verwendet werden kann. Somit lässt sich jeder am Ausgang des IDFT-Blocks



















d(k) · ej2pikl∆fkTU/N mit l = 0 . . .N − 1 (3.6)





d(k) · ej2pikl/N mit l = 0 . . .N − 1 (3.7)
vereinfachen.
Bei der Realisierung von OFDM-Systemen wird zur Realisierung der IDFT
die mit weniger Rechenaufwand verbundene IFFT eingesetzt. Hierbei muss
sich die Trägeranzahl als Zweierpotenz darstellen lassen. Ist dies nicht der
Fall, kann das Spektrum bei fs/2 mit Nullen auf die nächsthöhere Zweierpo-
tenz aufgefüllt werden. Eine weitere Möglichkeit bietet die Primfaktor-FFT
wobei N als Multiplikation einer Zweierpotenz N1 und einer Primzahl N2
dargestellt werden kann. (N = N1 ·N2) Durch geeignete Kombination einer
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Radix-2 FFT (N1) und einer möglichst kleinen DFT (N2) kann die DFT des
N -Punkte Spektrums berechnet werden.
Um das Zeitsignal als eine Sequenz übertragen zu können, ﬁndet nach der
IDFT Berechnung eine Parallel-Seriell Wandlung statt. Da es sich bei s(l) um
ein komplexwertiges Signal handelt, werden Real- bzw. Imaginärteil separa-
ten DA-Wandlern zugeführt. Der IQ-Modulator (engl.: Inphase/Quadrature)
mischt das Basisbandsignal (sBB(t) = sr(t) + jsi(t)) auf die vorgegebene
Sendefrequenz fT und bildet das reelle Sendesignal sBP (t).







mit l = 0 . . .N − 1 (3.8)
In Bild 3.2 ist die vollständige Signalverarbeitungskette in einem OFDM-
Sender dargestellt. Doppelpfeile symbolisieren in diesem Zusammenhang
komplexewertige Signale.
sBP (t)
Bild 3.2 OFDM-Senderstruktur für komplex modulierte Daten d(k)
Der OFDM-Empfänger (vergleiche Bild 3.3) kann mit Hilfe der inversen
Funktionseinheiten des Senders aufgebaut werden. Das Empfangssignal am
Antenneneingang wird mit rBP (t) bezeichnet. An welcher Stelle im System
die Analog-Digital-Wandlung stattﬁndet, hängt von der gewählten Empfän-
gerarchitektur ab. Mögliche Systeme werden in Kapitel 4 vorgestellt und
diskutiert. Nach der Mischung in das Basisband und der Digitalisierung des
Signals, puﬀert der Seriell-Parallel-Wandler N Abtastwerte, um daraus die
Frequenzbereichsdarstellungmit Hilfe der DFT zu berechnen. Ähnlich wie im
Sender kann die empfängerseitige DFT durch geeignete Manipulation (zero
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padding bzw. Primfaktor-FFT) mit Hilfe einer FFT berechnet werden. Der
Parallel-Seriell-Wandler setzt die Werte der Konstellationspunkte wieder in
einen kontinuierlichen Datenstrom um. d̂k stellt hierbei den Schätzwert für
den detektierten Konstellationspunkt am Frequenzträger k im Empfänger
dar.
Um Störungen innerhalb des Senders zu vermeiden, ist eine optimale Syn-
chronisation bzw. Kanalschätzung notwendig. Diese Blöcke werden im Kapi-
tel 5 ausführlich beschrieben, analysiert und diskutiert. Für die momentane
Betrachtung wird ein optimal synchronisierter Empfänger vorausgesetzt und




OFDM wurde eingeführt, um im Gegensatz zu Einzelträger-Verfahren, eine
Beeinﬂussung des aktuellen Symbols durch mehrere zurück liegende Symbole
zu vermeiden. Natürlich wird, unter Einﬂuss von Mehrwegeausbreitung, das
aktuelle Symbol durch das direkt vorangegangene gestört, was, wie in der
Einleitung des Kapitels beschrieben, als ISI bezeichnet wird.
Um ISI vollständig zu vermeiden, wird dem Nutzsymbol (engl.: useful part)
der Länge TU ein sog. Schutzintervall (engl.: guard interval) vorangestellt.
Die Länge wird mit TG deﬁniert. Somit setzt sich die Länge eines OFDM-
Symbols zusammen aus: TS = TU + TG. Die Länge des Schutzintervalls
sollte so gewählt werden, dass sie größer als die Laufzeit τmax des letzten
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eintreﬀenden Echos, relativ zum ersten Signal, über den zeitvarianten Kanal
h(τ, t) ist.
Da TG keine Nutzinformation enthält, wird die Nutzdatenrate um den Faktor
TG/TS reduziert. Ziel ist es, das Schutzintervall natürlich so kurz wie möglich
zu wählen.
Der Einﬂuss des Funkkanals auf das zeit-kontinuierliche Informationssignal
kann mit Hilfe der Faltung des Sendesignals und der Kanalimpulsantwort
ausgedrückt werden. Dies entspricht im Frequenzbereich einer Multiplikation
mit der Kanalübertragungsfunktion. Nach der Abtastung (Diskretisierung)
des analogen Zeitsignals ist dies nur gültig, wenn es sich als Signal unendli-
cher Länge bzw. als periodisches Signal darstellen lässt. Aus diesem Grund
kopiert man die Länge des Schutzintervalls TG vom Ende des Nutzanteils TU
in den Bereich des Schutzintervalls. Hiermit erreicht man eine Periodizität
des Sendesignals während der Einﬂusslänge des Funkkanals. Die Orthogona-
lität der Unterträger bleibt erhalten, man vermeidet den Leck-Eﬀekt bei der
DFT-Berechnung, und somit kommt es zu keiner ICI (engl.: Inter-Carrier-
Interference). Positioniert man den Anfang des FFT-Fensters im Empfänger
nicht direkt am Beginn des Nutzanteils sondern innerhalb des Schutzinter-
valls, so kommt es, aufgrund der weiterhin bestehenden Orthogonalität, zu
einer konstanten Phasendrehung aller Träger im Frequenzbereich, was mit
wenig Aufwand wieder kompensiert werden kann.
Abhängig von den zu erwartenden Laufzeiten innerhalb des Funkkanals wer-
den unterschiedliche Konstellationen für Nutzanteil- bzw. Schutzintervall-
Länge gewählt. Für DRM gibt es 4 Möglichkeiten (engl.: Robustness Mo-
des) bei denen TG, je nach den zu erwartenden Ausbreitungsbedingungen,
im Bereich von ca. 10% bis 44% der Gesamtsymbollänge TS liegt (vergleiche
Tabelle 3.2).
3.1.3 Vor- und Nachteile bei OFDM-Systemlösungen
Als Übersicht bzw. Zusammenfassung der vorgestellten Eigenschaften von
OFDM-Systemen wird in diesem Unterkapitel nochmals auf die wesentlichen
Vorteile des Übertragungsverfahrens hingewiesen bzw. die Schwierigkeiten
bei der Realisierung werden angesprochen.
Zu den Vorteilen zählen:
• Bei geeigneter Wahl der Länge des Schutzintervalls kann ISI vollständig
vermieden werden, womit sich die Kanalentzerrung vereinfacht.
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• Aufgrund der Anordnung der Träger (ohne Schutzabstände) erhält
man mit dem OFDM-Signal ein annähernd konstantes Leistungsdich-
tespektrum, was zu einer hohen spektralen Eﬃzienz führt.
• Hohe Robustheit wird gegenüber schmalbandigen Störern erreicht, da
immer nur einzelne Träger betroﬀen sind. Durch geeignete Kanalschät-
zung und die Kanalcodierung kann die Information auf diesen Trägern
wieder rekonstruiert werden.
Beim Einsatz von OFDM kommt es jedoch zu erhöhten Anforderungen an
den Empfänger bzw. zu folgenden Problemen:
• Es ist ein hohes Maß an Synchronität, in Bezug auf Zeit und Fre-
quenz, zwischen Sender und Empfänger notwendig. Fehlerhafte bzw.
mangelhafte Synchronisation zerstört die Orthogonalität der Unterträ-
ger und führt zu additivem Rauschen im Empfänger, was dessen Güte
verschlechtert.
• Durch die Superposition vieler, durch die Modulation gewichteter Ein-
zelträger, kommt es zu einem großen Verhältnis zwischen Spitzenleis-
tung und mittlerer Leistung (engl.: Peak to Average Power Ratio (PA-
PR)). Dies stellt hohe Anforderungen an die Linearität der Verstärker
im analogen Front-End.
Trotz der erhöhten Anforderungen an den Empfänger hat OFDM Einzug bei
vielen kommerziellen Rundfunk- bzw. Kommunikationsstandards gehalten.
Durch den ständig wachsenden Grad an Integration für digitale Signalverar-
beitungskomponenten wird OFDM auch weiterhin bei der Diskussion neuer
Standards mit einbezogen werden.
3.2 Der Systemstandard DRM
In diesem Kapitel werden Teilaspekte des DRM Systemstandards näher vor-
gestellt. Sie sind die notwendige Grundlage für die in Kapitel 5 dargestellten
Basisbandalgorithmen.
Bild 3.4 zeigt das im DRM-Standard [4] deﬁnierte Blockschaltbild eines DRM
Senders.
Der vom Sender generierte Datenstrom setzt sich aus drei logischen Kanälen
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Der MSC-Multiplex (engl.: Main Service Channel) setzt sich aus bis zu
vier Services zusammen. Hierbei kann es sich um komprimierte Audiosigna-
le (Musik oder Sprache) bzw. Datenservices handeln. Jeder einzelne Service
kann, abhängig von der Sensitivität der Daten, in zwei Einheiten zerlegt wer-
den, die bei der Übertragung unterschiedlich stark geschützt werden (engl.:
UEP Unequal Error Protection). Der Multiplexer fasst die Services zum
DRM-Multiplex Strom zusammen.
Der FAC (engl.: Fast Access Channel) FAC beinhaltet die wichtigsten Da-
ten, um den Empfänger grundlegend zu parametieren. Die Daten des FAC
werden in einer bestimmten Sequenz regelmäßig wiederholt gesendet. Hierbei
handelt sich um Werte, welche die Signalbandbreite, das Modulationsverfah-
ren für MSC und SDC, den Interleavermodus, sowie die Anzahl der Services
des MSC Nutzdatenkanals deﬁnieren.
Der SDC (engl.: Service Description Channel) parametriert die im MSC
enthaltenen Services und beschreibt somit, wie der MSC Datenstrom zu de-
kodieren ist. Er informiert über alternative Frequenzen, auf denen dieselben
Daten zeitgleich empfangen werden können und enthält zusätzliche Infor-
mationen, welche die Multiplexströme näher beschreiben. Die SDC Daten
werden ebenfalls periodisch wiederholt.
Die vorgestellte Struktur erfordert im Empfänger eine sequenzielle Dekodie-
rung. Das heißt anhand der FAC Daten kann der SDC dekodiert werden, der
seinerseits wiederum beschreibt, in welcher Form die Services innerhalb des
MSC dekodiert werden können. Da alle Träger des FAC-Informationskanals
ständig mit 4-QAM moduliert sind, ist er am sichersten gegenüber den Ein-
ﬂüssen des physikalischen Kanals geschützt.
3.2.1 Übertragungsmodi
Die Idee bei der Deﬁnition des DRM-Standards bestand darin, ein System
zu speziﬁzieren, welches Senderbetreiber befähigt, in einem kontinuierlichen
Prozess vom herkömmlichen AM Sendeverfahren zu DRM zu wechseln. Da-
bei ist es ein wesentliches Kriterium, die vorhandene Rasterung innerhalb
der verwendeten Frequenzbänder beizubehalten. In Europa, Afrika, Russ-
land (ITU Region 1) bzw. Asien und Australien (ITU Region 3) wird ein
Kanalraster von 9 kHz verwendet, während in Nord- bzw. Südamerika (ITU
Region 2) der Frequenzplan auf einer Rasterung im 10 kHz Abstand beruht.
Für jeden Bereich wurden 3 Signalbandbreiten Bs (engl.: Spectrum Occu-
pancy) deﬁniert, um auf die unterschiedlichen Qualitätsansprüche reagieren
zu können. Für Region 1 und 3 sind dies 4,5 kHz, 9 kHz bzw. 18 kHz, während
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in Region 2 die Bandbreiten 5 kHz, 10 kHz und 20 kHz zur Auswahl stehen.
Spectrum Occupancy (Bs)
0 1 2 3 4 5
Bandbreite 4,5 kHz 5 kHz 9 kHz 10 kHz 18 kHz 20 kHz
Tabelle 3.1 Spectrum Occupancy und zugehörige Bandbreite
Für die Übergangszeit vom analogen zum rein digitalen Betrieb deﬁniert der
DRM-Standard einen so genannten Simulcast Betrieb, bei dem zusätzlich,
in einem deﬁnierten Abstand zum DRM Signal, das gleiche Programm mit-
tels AM übertragen wird. Bei schwierigen Empfangsbedingungen für DRM
kann somit auf das konventionelle AM-Verfahren umgeschaltet werden. Die
Signalisierung für Simulcast ﬁndet über einen bestimmten Teil des SDC Da-
tenstroms statt.
Abhängig von der angestrebten Übertragungsdistanz de und dem zu er-
wartenden Kanalverhalten zur Zeit der Übertragung deﬁniert der DRM-
Standard vier mögliche Übertragungsmodi (engl.: Robustness Modes).
• Mode A wurde für überwiegend Gaußsche Rauschkanäle deﬁniert und
eignet sich für die Übertragung mittels Bodenwelle. Überwiegend wird
dieser Mode für Frequenzen aus den LW- bzw. MW- Bändern verwen-
det.
• Werden Signale unter dem Einﬂuss von frequenzselektivem Fading
übertragen bzw. die Umwegelaufzeiten erhöhen sich, eignet sich Mode
B. Dies triﬀt zum Beispiel bei nächtlicher Übertragung auf MW bzw.
KW zu.
• Im Rahmen der Evaluierungsphase von DRM wurde eine Vielzahl von
Messungen unter realistischen Bedingungen durchgeführt [11]. Es zeig-
te sich, dass gerade bei Verwendung von NVIS (engl.: Near Vertical
Incidence Skywave) Mode B hinsichtlich der Parameter Delay- bzw.
Doppler-Spread nicht ausreichend dimensioniert ist. Aus diesem Grund
wurden Mode C bzw. D eingeführt.
Im Wesentlichen unterscheiden sich die Modi hinsichtlich der Wahl von
OFDM-Symbol- bzw. Schutzintervall-Länge. Weiterhin unterscheidet sich
die Anordnung und die Anzahl der ins Signal eingefügten Gain Piloten (ver-
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gleiche Kapitel 3.2.3). Die OFDM-Parameter der vier verschiedenen Modi
sind in Tabelle 3.2 zusammengefasst.
Mode A Mode B Mode C Mode D














0,100 0,200 0,267 0,440
NU 288 256 176 112
NG 32 64 64 88
Symbole pro Rahmen 15 15 20 24
Tabelle 3.2 OFDM-Parameter bei DRM, (TU : zeitliche Länge des Nutz-
anteils, TG: zeitliche Länge des Schutzintervalls, NU : Anzahl der Abtast-
werte innerhalb des Nutzanteils, NG: Anzahl der Abtastwerte innerhalb des
Schutz-intervalls)
Abhängig von der gewählten Bandbreite bei der Übertragung (Spectrum
Occupancy) wird nur eine bestimmte Anzahl von OFDM-Trägern verwen-
det. NU stellt, bei einem Unterträgerabstand von ∆fk = 1/TU (TU ist der
Nutzanteil des gesamten OFDM-Symbols der Länge Ts = TU + TG), ei-
ne Bandbreite von 12 kHz zur Verfügung. Für die Übertragungsbandbreiten
18 kHz bzw. 20 kHz (Spectrum Occupancy 4/5) muss im Empfänger die Ab-
tastfrequenz von fs=12 kHz auf fs=24 kHz erhöht werden. Tabelle 3.3 zeigt,
welche Träger innerhalb der OFDM-Symbole verwendet werden. Will man
auf die Träger mit negativem Index nach der FFT zugreifen, gilt die Rechen-
vorschrift:
k = k +NU . ∀ k < 0 (3.9)
Manche Kombinationen von Mode und Bandbreite sind nicht speziﬁziert und
werden dementsprechend in der Tabelle mit einem Strich gekennzeichnet.
Abhängig vom Mode wird eine bestimmte Anzahl von Symbolen zu einem
Rahmen (engl.: Frame) zusammengefasst. Der Frame hat, unabhängig vom
Mode, immer eine Dauer von 400ms. Da sich die SDC Informationen nicht
permanent ändern, werden sie nur zu Beginn eines jeden dritten Frames,
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Mode Carrier
Spectrum Occupancy (Bs [kHz])
4,5 5 9 10 18 20
A
kmin 2 2 -102 -114 -98 -110
kmax 102 114 102 114 314 350
genutzte Träger 101 113 202 226 410 458
B
kmin 1 1 -91 -103 -87 -99
kmax 91 103 91 103 279 311
genutzte Träger 91 103 182 206 366 410
C
kmin - - - -69 - -67
kmax - - - 69 - 213
genutzte Träger - - - 138 - 280
D
kmin - - - -44 - –43
kmax - - - 44 - 135
genutzte Träger - - - 88 - 178
Tabelle 3.3 Anzahl und Nummerierung der OFDM-Träger, abhängig von
der Bandbreite
dem Beginn des so genannten Super-Frames (1,2 s), gesendet. Der Zusam-
menhang zwischen den verschiedenen Rahmengrößen und deren wesentlichen
Inhalten wird in Bild 3.5 dargestellt. Die FAC-Daten beﬁnden sich für alle
möglichen Bandbreiten immer im Bereich von 0 - 4,5 kHz. Dies ermöglicht es
dem Empfänger, bevor die Spectrum Occupancy bekannt ist, die Bandbreite
des Eingangsﬁlters auf 4,5 kHz zu begrenzen. Erst nach der Auswertung der
FAC-Informationen wird dann entsprechend die Empfangsbandbreite ange-
passt.
Es bleibt zu erwähnen, dass alle OFDM-Symbole sowohl Daten- als auch
Referenz-Informationen enthalten. Im Gegensatz zu DAB steht kein alleini-
ges Referenzsymbol zur Verfügung. Die Daten-Informationen werden noch-
mals in tatsächliche Daten (MSC) bzw. Kontroll-Daten (FAC/SDC) unter-
teilt. Die Referenz-Informationen bestehen aus Piloten (engl.: reference cells)
innerhalb des Signals, mit denen sich Kapitel 3.2.3 näher beschäftigt.
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DC (0Hz)
Bild 3.5 DRM Rahmen-Architektur
3.2.2 Kanalcodierung und Modulation
Da innerhalb des DRM Systems drei verschiedene Datenströme (MSC, FAC,
SDC) mit verschiedenen Bedeutungen übertragen werden, gibt es unter-
schiedliche Anforderungen hinsichtlich Kanalcodierung bzw. Modulation.
Energy Dispersal
Bevor der Datenstrom dem Faltungscoder zugeführt wird, werden die Daten
verwürfelt (engl.: scramble). Damit wird die Energie des Signals möglichst
gleichmäßig auf alle Träger verteilt, um zum Beispiel lange Nullfolgen zu
vermeiden (engl.: energy dispersal). Dies wird durch eine logische XOR-
Verknüpfung des Datenstroms mit einer PRBS (engl.: Pseudo-Random Bi-
nary Sequence) im Sender realisiert. Durch empfängerseitige Kombination
mit derselben Sequenz kann die Verwürfelung rückgängig gemacht werden.
Die PRBS lässt sich durch rückgekoppelten Schieberegister erzeugen und
wird durch das Polynom
P (x) = x9 + x5 + 1 (3.10)
44 Kapitel 3 DRM Standard und Modellierung
beschrieben [4].
Kanalcodierung
Für die Kanalcodierung werden punktierte Faltungscodes eingesetzt, die auf
den Generatorpolynomen (133, 171, 145, 133) beruhen. Um die bestmöglichs-
te Übertragungsqualität zu erreichen, wird zusätzlich Multilevel Codierung
verwendet. Die Idee hierbei besteht darin, dass man fehleranfälligeren Posi-
tionen im Konstellationsdiagramm des Modulationsverfahrens einen höheren
Fehlerschutz zukommen lässt [56],[65].
Im konkreten Fall werden Multilevel Coder mit bis zu 3 Levels eingesetzt. Die
unterschiedlichen Coderaten werden mittels Punktierung [22] des Ausgangs-
signals des Faltungscoders erzeugt. Eine Vielzahl von speziﬁzierten Punk-
tierungsraten [4] führt zu einer Fülle von möglichen Übertragungsraten, die
an die jeweilige Applikation adaptiert werden können. Das Zusammenspiel
zwischen Codierung und Punktierung ist immer so ausgelegt, dass die not-
wendige Datenmenge für einen kompletten Übertragungs-Rahmen entsteht.
Interleaver
Innerhalb des DRM Systems gibt es zwei Arten von Interleavern.
• Um den Einﬂuss von Bündelfehlern auf Bitebene zu reduzieren, wird
innerhalb der verschiedenen Level des Multilevel-Coders ein Bit-
Interleaver eingesetzt. Die Permutation umfasst ebenfalls den Inhalt
eines Übertragungsrahmens.
• Vor der OFDM-Symbolgenerierung mittels IFFT werden die bereits
modulierten Träger nochmals verwürfelt (engl.: cell interleaver). Ab-
hängig von dem zu erwartenden Verhalten des Kanals, insbesondere
der Zeitselektivität, erstreckt sich die Interleavertiefe über zwei Über-
tragungsrahmen (engl.: short interleaving (0,8 s)) oder sechs Rahmen
(engl.: long interleaving (2,4 s)). Dies hat natürlich im Empfänger eine
gewisse Grundverzögerung bei der Demodulation zur Folge.
Modulation
Bei der Modulation werden die drei Datenpfade (FAC, SDC, MSC) unab-
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• Für den FAC Kanal wird immer ein 4-QAM Verfahren verwendet, da
die enthaltenen Informationen für eine schnelle Demodulation im Emp-
fänger nötig sind. Deshalb müssen sie besonders gut geschützt sein.
• Für den SDC kann entweder 4-QAM oder 16-QAM verwendet werden.
Das höherwertige Modulationsverfahren bietet die Möglichkeit, mehr
Zusatzinformationen für den aktuellen MSC Multiplex zu übertragen.
• Bei MSC-Daten bietet sich die Möglichkeit einer 16-QAM bzw. 64-
QAM. Es ist ebenfalls wieder notwendig, eine Abwägung zwischen mög-
licher zu übertragender Datenmenge und der Übertragungssicherheit
durchzuführen. Für das 64-QAM Verfahren stehen drei Möglichkeiten
(SM, HMix, HMsym) zur Abbildung der Binärfolge auf den entspre-
chenden Datenpunkt im Konstellationsdiagramm zur Verfügung. Ei-
ne genauere Beschreibung mit entsprechenden Abbildungen kann dem
DRM-Standard [4] entnommen werden.
3.2.3 Pilotstruktur
Bei der Deﬁnition der Pilot-Signale standen zwei wesentliche Aspekte im
Vordergrund:
• Es soll anhand der Piloten die Möglichkeit geschaﬀen werden,
einen synchronisierten Zustand des Empfängers bzgl. des Senders
zu erreichen. Hierzu müssen mehrere Synchronisationsprozeduren im
Frequenz- und Zeitbereich ablaufen.
• Die Piloten sollen weiterhin zur Schätzung der Kanalübertragungs-
funktion dienen. Anhand dieser Information kann dann eine geeignete
Kanalentzerrung realisiert werden.
Ein Pilot entspricht einem Träger an einer deﬁnierten Position innerhalb
eines OFDM-Symbols (engl.: cell). Allgemein kann der Referenzträger wie
folgt deﬁniert werden:
P l,k = a · ej2piϑ(l,k) (3.11)
l beschreibt das aktuelle OFDM-Symbol relativ zum Rahmenbeginn. k gibt
die Position des Piloten innerhalb des OFDM-Symbols wieder. a deﬁniert den
Betrag des Piloten und liegt gewöhnlich bei
√
2. Am Rand des Spektrums
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bzw. in der Nähe des Nullträgers (fk=0) wird der Wert auf a=2 gesetzt.
ϑ(l, k) beschreibt die vom DRM-Standard deﬁnierte Phasenlage des Piloten.
Zur Realisierung der vielfältigen Aufgaben innerhalb des Empfängers stehen
drei Arten von Piloten zur Verfügung.
• Frequenz-Piloten: Sie sind unabhängig vom gewählten Robustness Mo-
de und beﬁnden sich in jedem OFDM-Symbol immer an den gleichen
Frequenzpositionen (750, 2250 und 3000Hz). Nach der Einführung des
Schutzintervalls bilden sie immer noch phasenkontinuierliche Schwin-
gungen. Aus diesem Grund eignen sie sich besonders gut zur initialen
Schätzung (f˜akq) einer Frequenzverschiebung ∆foff zwischen Sender
und Empfänger.
• Zeit-Piloten: Sie beﬁnden sich nur jeweils im ersten Symbol eines Rah-
mens (vergleiche Bild 3.6) und eignen sich damit besonders zur Rah-
mendetektion. Zusätzlich können sie auch, in Kombination mit den
Frequenz-Piloten, zur verbesserten Schätzung der Frequenzverschie-
bung zwischen Sender und Empfänger herangezogen werden.
• Gain-Piloten: Sie werden in regelmäßigen Abständen innerhalb des
OFDM-Rahmens angeordnet. Da es sich bei DRM um ein kohärentes
OFDM-System handelt, ist es notwendig, im Empfänger eine Kanal-
schätzung bzw. Entzerrung zu realisieren. Die wesentliche Funktion der
Piloten besteht darin, deﬁnierte Messwerte des Kanals zu liefern, um
anschließend durch Interpolation bzw. Filterung eine Rekonstruktion
der Übertragungsfunktion des Kanals an den Positionen der Datenträ-
gern zu erhalten. Signiﬁkant für die Qualität der Kanalschätzung ist
der Abstand der Piloten in Zeit- bzw. Frequenzrichtung. Der Abstand
der Piloten legt ebenfalls fest, vergleiche Kapitel 5.3, mit welchen ma-
ximalen Einﬂüssen hinsichtlich Mehrwegeverzögerung bzw. Doppler-
Verbreiterung die Schätzung gerade noch zurecht kommen kann.
Bild 3.6 stellt das Pilot Muster für den Robustness Mode B dar. Ein Frame
im Mode B besteht aus 15 OFDM-Symbolen.
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Bild 3.6 Pilotstruktur im Robustness Mode B und Spectrum Occupancy 0
(4,5 kHz)
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Kapitel 4
DRM Empfänger-Plattform
Zur Veriﬁkation und Demonstration der Funktionalität der in Kapitel 5 be-


















Bild 4.1 Vereinfachte Darstellung der Empfängerarchitektur
Da die Hardware-Plattform für den Empfang weiterer Rundfunkstandards
(AM, FM, DAB) verwendet werden soll, wurde eine heterodyne Empfänger-
architektur mit Zwischenfrequenz-Digitalisierung gewählt (Bild 4.1). Eine
weiterführende Diskussion der unterschiedlichen Implementierungsansätze
für das analoge Front-End ﬁndet sich in Kapitel 4.1. Nach der Zeitdiskretisie-
rung mit Hilfe des AD-Wandlers wird das ZF-Signal im digitalen Front-End
in die komplexe Basisbanddarstellung transponiert (vgl. Kapitel 4.3).
Die Demodulation ﬁndet mit Hilfe einer kombinierten Hardware/Software
Implementierung statt, bevor die decodierten Audiodaten oder Applikations-
daten zur Verfügung stehen. Zur Steuerung des DRM-Demodulators steht
eine API zur Verfügung. Ein Datenaustausch mit dem Empfänger ﬁndet
über die Standard-Schnittstellen UART (RS232), USB oder I2S statt. Für
die benutzerfreundliche Bedienung bietet die Plattform ein Bedienfeld mit
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Display.
Zusätzlich zu den konzeptionellen Ansätzen und der Realisierung der Platt-
form beschreiben die einzelnen Unterkapitel typische Ungenauigkeiten, die
bei der Umsetzung eines Empfängerkonzepts auftreten und mit Hilfe geeig-
neter Algorithmen so gut wie möglich kompensiert werden müssen. Im letz-
ten Abschnitt wird die Partitionierung des DRM-Systems für die realisierte
Plattform beschrieben.
4.1 Analoges Front-End
Aufgrund der immer besseren Möglichkeiten bei der Integration funktionaler
Blöcke eines Systems in kostengünstigen Technologien hat sich die Anzahl
an diskreten Komponenten eines Empfängers drastisch reduziert. Hierdurch
können nicht nur Gesamtkosten eingespart, sondern auch die Leistungsauf-
nahme verringert werden. Gerade bei der Realisierung eines Multi-Standard-
Rundfunkempfängers (MSR) kann es jedoch hinsichtlich der Realisierbarkeit
des analogen Front-Ends zu Einschränkungen kommen.
Für den konkreten Fall sollen die analogen Empfangssignale der Rundfunk-
standards AM/FM/DRM/DAB in geeigneter Form am Eingang des AD-
Wandlers zur Verfügung stehen. Die folgende Aufstellung gibt die verwen-
deten Frequenzbereiche der einzelnen Standards wieder.
AM: 526,5 kHz - 1606,5 kHz
FM: 65,9MHz - 108MHz (OIRT, Japan, Europa)
DRM: 148,5 kHz - 27MHz
DAB: 174MHz - 230MHz (Band III)
1452MHz - 1492MHz (L-Band)
Tabelle 4.1 Übersicht der zu verarbeitenden Frequenzbänder des Multi-
Standard-Rundfunkempfängers
OIRT
Die folgenden Abschnitte beschreiben unterschiedliche Prinzipien für den
Empfang der angesprochenen Frequenzbänder und stellen jeweils die Vorteile
bzw. Nachteile hinsichtlich der Implementierung dar.
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4.1.1 Direct Sampling
Wie der Name schon ausdrückt, wird bei diesem Konzept eine direkte Digita-
lisierung des Antennensignals durchgeführt. Mit Hilfe eines analogen Filters
vor dem AD-Wandler ﬁndet eine Vorselektion des zu digitalisierenden Fre-
quenzbandes statt. Folgt man dem klassischem Abtastkonzept nach Shan-
non [58] (fRF < fs/2), sind AD-Wandler mit hohen Abtastraten und damit
korrespondierendem hohem Energieverbrauch notwendig. Um die Abtastrate
(fs) zu verkleinern, kann auch auf das Prinzip der Bandpass-Unterabtastung
zurückgegriﬀen werden [48], [64]. Die Abwärtsmischung ins Basisband und
Selektion des eigentlichen Nutzsignals sowie die Dezimation ﬁnden innerhalb
des digitalen Front-Ends statt. Da am Eingang des AD-Wandlers eine Su-
perposition aller Signale innerhalb des selektierten Bandes anliegt, besteht
die Gefahr einer Übersteuerung (engl.: clipping). Diesem Eﬀekt kann mit
Hilfe eines adaptiven Verstärkungsgliedes (VGA) begegnet werden. Die An-
















Bild 4.2 Vereinfachte Darstellung des Direct Sampling Prinzips
Da die maximale Aussteuerung wesentlich durch den stärksten Sender in-
nerhalb des gesamten Bandes bestimmt wird, muss der AD-Wandler eine
höhere Auﬂösung (mehr eﬀektive Bits) im Vergleich zu dem später vorge-
stellten Heterodyn-Konzept besitzen, um auch schwache Sender auﬂösen zu
können.
Der wesentliche Vorteil dieser Implementierungsvariante liegt bei der sehr
geringen Anzahl an diskreten Komponenten. Gerade bei der Umsetzung von
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AFS (engl.: Automatic Frequency Switching) Konzepten, d.h. Empfang der
aktuellen Sendung auf einer anderen Frequenz, kann mit Direct Sampling
parallel für zwei bzw. mehr Frequenzen eine Bewertung der einzelnen Si-
gnale durchgeführt werden. Im Gegensatz zum Heterodyn-Konzept (Kapitel
4.1.3) verringern sich die Einﬂüsse des Phasenrauschens [40]. Für die Umset-
zung in kommerziellen Empfängern stellen die höheren Anschaﬀungskosten
sicher ein Problem dar. Bei portablen Geräten muss ebenfalls die erhöhte
Leistungsaufnahme des AD-Wandlers berücksichtigt werden.
4.1.2 Homodyn-Konzept
Der Homodyn-Empfänger beruht auf dem Prinzip der direkten Umsetzung
des Empfangssignals in die Basisband-Lage. Hierbei wird das Empfangs-
signal mit der Sendefrequenz gemischt, wodurch keine Zwischenfrequenz
auftritt. Homodyn-Empfänger eignen sich sehr gut für die Integration auf
Halbleiter-Bausteinen, da nur moderate Anforderungen an die Filterdämp-
fungen bestehen. Weiterhin spielt, aufgrund des komplexwertigen Mischvor-
gangs, die Spiegelfrequenz-Unterdrückung keine so ausgeprägte Rolle wie






















Bild 4.3 Blockschaltbild eines Homodyn-Empfängers
Nach der Antenne beﬁndet sich im Allgemeinen ein analoges Bandpassﬁlter,
das zur Selektion des aktuellen Frequenzbandes dient. Da analoge Mischer
zumeist eine hohe Rauschzahl besitzen, wird ein rauscharmer Verstärker
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LNA (engl.: Low Noise Ampliﬁer) vorgeschaltet. Der Quadraturmischer er-
zeugt die Quadraturkomponenten I bzw. Q und sorgt für die Spiegelfrequenz-
Unterdrückung. Um, wie bereits im vorherigen Kapitel erläutert, den AD-
Wandler nicht zu übersteuern, folgt in beiden Empfangszweigen eine Ver-
stärkungsregelung. Die Regelschleife kann entweder vom Analog- oder vom
Digitalteil her geschlossen werden. Um unerwünschte Faltungsprodukte im
Ausgangsspektrum nach dem AD-Wandler zu vermeiden, folgt der AGC-
Stufe (engl.: Automatic Gain Control) ein geeigneter Anti-Aliasing Tiefpass.
Abhängig von der gewünschten bzw. erreichten Nachbarkanalunterdrückung
durch die analogen Filter muss die Abtastrate für den AD-Wandler gewählt
werden. In vielen Fällen liegt sie bei etwa der vierfachen Bandbreite des
Nutzsignals oder auch darüber. Dem AD-Wandler folgt direkt die digitale
Signalverarbeitung.
Die Vorteile des Homodyn-Konzepts liegen imWesentlichen beim hohen Inte-
grationspotential. Weiterhin sind die Anforderungen an die Spiegelfrequenz-
Unterdrückung nicht sehr hoch. Bezüglich der Implementierung werden für
das Konzept zwei separate AD-Wandler für I- und Q-Signalpfad verwendet,
was zu Mehrkosten führt. Durch begrenzte Isolation zwischen dem lokalen
Oszillator (LO) und dem HF-Eingang kann es zu unerwünschten Einkopp-
lungen kommen. Daraus resultierende Abstrahlung und Wiederempfang der
LO-Frequenz führt zu einer DC-Spannung, die Sättigungen in einzelnen Stu-
fen des Empfängers hervorrufen kann. [18] zeigt beispielsweise eine Methode,
die zur einer Reduzierung der DC-Problematik führen. Gerade bei digita-
len Übertragungsverfahren kann es zu Verzerrungen des Konstellationsdia-
gramms kommen, was als IQ-Imbalance bezeichnet wird. Diese wird haupt-
sächlich durch Amplituden- und Phasenabweichungen zwischen den Loka-
loszillatorpfaden, sowie durch Fehlanpassungen der IQ-Pfade hervorgerufen.
Mögliche Methoden zur Kompensation werden z.B. in [53] beschrieben.
4.1.3 Heterodyn-Konzept
Das wohl immer noch am weitesten verbreitete Prinzip des
Zwischenfrequenz-Empfängers wurde bereits 1918 von Edwin Armstrong
zum Patent angemeldet. Mit Hilfe einer lokal generierten Trägerschwingung
(fV CO) wird die gewünschte Empfangsfrequenz (fRF ) so gemischt, dass
eines der Mischprodukte genau bei einer festen Zwischenfrequenz (fZF ) zu
liegen kommt.
Der Vorgang der Mischung kann auf zwei verschiedene Arten ausgeführt
werden. Es besteht die Möglichkeit, die Referenzfrequenz höher als die ge-












Bild 4.4 Blockschaltbild eines Heterodyn-Empfängers
wünschte Empfangsfrequenz zu wählen. Man spricht hier von Aufwärtsmi-
schung. Die notwendige lokale Oszillatorfrequenz errechnet sich wie folgt:
fV CO = fRF + fZF (4.1)
Wählt man im Gegensatz hierzu die Oszillatorfrequenz unterhalb der Emp-
fangsfrequenz, so spricht man von Abwärtsmischung.
fV CO = fRF − fZF (4.2)
Eine wesentliche Schwierigkeit bei der Realisierung des Heterodyn-Konzepts
liegt in einer geeigneten Spiegelfrequenz-Unterdrückung. Als Spiegelfrequenz
(engl.: image frequency) bezeichnet man die Frequenz im Eingangsspektrum,
die nach dem Mischprozess ebenfalls auf die ZF führt.
fsp = 2fZF + fRF (Aufwärtsmischung)
fsp = fRF − 2fZF ∀ fRF > 2fZF (Abwärtsmischung)
(4.3)
Es ist somit notwendig, die Spiegelfrequenz vor dem Mischer bereits zu unter-
drücken. Aufgrund der hohen Anforderungen an die Dämpfungseigenschaf-
ten werden diese Filter meist diskret aufgebaut und können nicht integriert
werden. Je höher die ZF gewählt wird, desto besser wird im Allgemeinen die
Spiegelfrequenz-Unterdrückung. Die Bandselektion des Senders erfolgt über
das ZF-Filter. Abhängig von der angestrebten Applikation werden diese Fil-
ter als Quarz-, Keramik- oder SAW-Filter ausgeführt, die ebenfalls nicht
integriert werden können.
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Im Vergleich zu den Konzepten aus Kapitel 4.1.1 und 4.1.2 ist der
Implementierungs- bzw. Kostenaufwand für einen Heterodyn-Empfänger hö-
her. Vorteile des Konzepts liegen bei der Separation der Signalverstärkung
in mehreren Stufen innerhalb verschiedener Frequenzbänder. Die Umsetzung
des Signals ins komplexe Basisband erfolgt im Digitalbereich nach dem AD-
Wandler. Somit lässt sich der Einﬂuss von IQ-Imbalance reduzieren, da Mi-
scher im Digitalbereich mit Hilfe eines NCO (engl.: Numerically Controlled
Oscillator) mit höherer Genauigkeit implementiert werden können.
4.2 Analog-Digital Wandler
Der Analog-Digital-Wandler spielt innerhalb eines Multi-Standard Empfän-
gers eine entscheidende Rolle. Gerade bei Ansätzen, die nur eine sehr geringe
Kanalselektion bzw. Anti-Aliasing-Filterung im analogen Teil durchführen
(vgl. 4.1.1 und 4.1.2), muss ein hochauﬂösender AD-Wandler mit hoher Ab-
tastrate gewählt werden. Abhängig vom Systemstandard wird das diskreti-
sierte Signal im digitalen Front-End einer geeigneten Filterung unterworfen.
Da die Signalbandbreite des ZF-Signals im Allgemeinen wesentlich geringer
als die ZF ist, kann man eine Unterabtastung vornehmen. Dies bedeutet, dass
die Abtastfrequenz (fs) kleiner als die ZF gewählt werden kann, ohne das
Abtasttheorem (fs > 2BZF ) zu verletzen [62], [64]. Gerade für Systeme mit
geringen Signalbandbreiten (AM, DRM, FM) kann jedoch durch hohe Ab-
tastraten ein Gewinn hinsichtlich des Signal-zu-Rausch-Verhältnisses (SNR)
erzielt werden, wenn die Übertragungsbandbreite erst im digitalen Bereich




2 · fmax , (4.4)
wobei fmax die größte im Signal auftretende Nutzfrequenz ist.
Entscheidend für die Wahl eines geeigneten AD-Wandlers ist der notwendi-
ge Dynamikbereich für den jeweiligen Systemstandard. In die Berechnung
des Dynamikbereichs müssen neben dem notwendigen Signal-zu-Rausch-
Verhältnis auch die Ungenauigkeiten der analogen Komponenten, Quanti-
sierungseﬀekte und nicht optimale Signalrekonstruktion (Synchronisation,
Kanalschätzung) mit einbezogen werden. Die notwendige Auﬂösung des AD-
Wandlers lässt sich nach [34] wie folgt berechnen:
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beff =
SNR[dB]− 1, 76− 10 logOSR
6, 02
(4.5)
Es ist zu beachten, dass es sich hier um die eﬀektive Auﬂösung des AD-
Wandlers handelt. Sie liegt in der Regel 1 - 1,5 bit unterhalb der nominellen
Auﬂösung.
4.3 Digitales Front-End
Die wesentlichen Aufgaben des digitalen Front-Ends liegen in der Transposi-
tion des diskretisierten Signals in die Basisbandlage. Hierzu wird ein digitaler
Mischer mit Hilfe eines NCO verwendet. Weiterhin liegt die Abtastfrequenz
des AD-Wandlers meistens weit oberhalb der doppelten Bandbreite, die nach
Nyquist mindestens zur korrekten Rekonstruktion verwendet werden muss,
so dass die Abtastrate dezimiert werden kann. Hierdurch erreicht man einen
Gewinn des Signal-zu-Rausch-Verhältnisses, da die Rauschleistung auf eine
höhere Bandbreite gespreizt wird. Die Reduktion der Abtastrate kann nach
dem bekannten Prinzip der Bandbreitenbegrenzung und anschließender Her-








Bild 4.5 Schematische Darstellung des digitalen Front-Ends
Für den Fall eines homodynen Empfangskonzepts wird das digitalisierte Si-
gnal direkt nach dem NCO eingespeist, da es sich ja bereits im Basisband
beﬁndet. Die konkrete Implementierung wird in Kapitel 4.4.3 beschrieben.
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4.4 Realisierte Empfänger-Plattform
Dieser Abschnitt beschreibt, basierend auf den vorangegangen Überlegun-
gen, die tatsächlich realisierte MSR-Plattform. Aufgrund des notwendigen
L-Band Empfangs für DAB wurden die Front-End Funktionalitäten für DAB
bzw. AM/FM/DRM auf zwei unterschiedliche Einheiten aufgeteilt. Eine Zu-
sammenfassung der Vorüberlegungen für DAB und DRM ﬁndet sich auch in
[26].
4.4.1 Realisiertes analoges Front-End
Das DAB-Front-End (vgl. Bild 4.6 oberer Teil) basiert im Wesentlichen auf
einem Heterodyn-Ansatz, der Band-III-Signale auf eine feste Zwischenfre-
quenz von 38,912MHz umsetzt. Um L-Band Signale empfangen zu können,
wird der Frequenzbereich von 1,452 - 1,492GHz mit einer festen Mischerfre-
quenz auf das Band III umgesetzt. Die Kanalselektion ﬁndet mit Hilfe eines
diskreten SAW-Filters auf der Zwischenfrequenzebene statt. Abhängig von
der Konﬁguration des Empfängers wird das entsprechende analoge Signal
auf den Eingang des AD-Wandlers geschaltet.
Für AM/FM/DRM wurde ein kombiniertes heterodynes Front-End reali-
siert, das auf der gängigen Zwischenfrequenz von 10,7MHz arbeitet. Die ZF
wurde gewählt, um Teile des Empfängers wie Front-End bzw. Basisband-IC
mit kommerziellen Produkten zu vergleichen und die Güte der realisierten
Komponenten zu bewerten. Der Signalpfad für FM besteht aus einem mitlau-
fendem Selektionsﬁlter, das abhängig von der aktuellen VCO-Frequenz bzw.
Steuerspannung, auf die jeweilige Empfangsfrequenz abgestimmt wird. Die-
ses Filter dient ebenfalls zur Spiegelfrequenz-Unterdrückung. Eine RF-AGC-
Stufe regelt den Strom für eine Pin-Diode, um den Pegel am Mischereingang
auf einen einstellbaren Maximalwert zu begrenzen.
FM verwendet das Prinzip der Aufwärtsmischung (4.1), wobei die Mischer-
frequenz mit einem VCO generiert wird. Die Erzeugung der Mischerfrequenz
wird im Kapitel 4.4.1 genauer beschrieben. Zur Kanalselektion wird ein ke-
ramisches Bandpassﬁlter auf 10,7MHz mit einer Bandbreite von 180 kHz
eingesetzt. Die Selektionseigenschaften des Filters reichen bereits aus, um
auf ein Anti-Aliasing-Filter vor dem AD-Wandler zu verzichten. Mit Hilfe
einer weiteren AGC Stufe, diesmal basierend auf dem ZF-Signal, wird der
Pegel ab einem deﬁnierten Schwellwert abgeregelt, um den folgenden AD-
Wandler nicht zu übersteuern.
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te Anforderungen an die Spiegelfrequenz-Unterdrückung, weil die Spiegel-
frequenzen im Signal-Nutzbereich des DRM-Spektrums liegen. Tabelle 4.2
gibt die Empfangsbereiche, die notwendigen Mischerfrequenzen, die zu unter-
drückenden Spiegelfrequenz-Bereiche und das Empfangskonzept (Aufwärts-
/Abwärtsmischung) an.
Empfangsfrequenz VCO-Frequenz Spiegelfrequenz
100 kHz - 10,3MHz 10,8MHz - 21MHz 21,5MHz - 31,7MHz ab
11MHz - 20MHz 21,7MHz - 31,7MHz 32,4MHz - 41,4MHz ab
20MHz - 30MHz 9,3MHz - 19,3MHz -1,4MHz - 8,6MHz auf
Tabelle 4.2 Spiegelfrequenz-Bereiche für den jeweiligen Empfangsbereich
Wie mit den drei Zeilen in Tabelle 4.2 schon angedeutet, wird der Emp-
fangsbereich in drei Bereiche unterteilt. Aufgrund der niedrigen Frequenzen
und der daraus resultierenden großen Induktivitäten für passive LC-Filter,
sind die Bandpassﬁlter diskret aufgebaut. Abhängig von der gewählten Emp-
fangsfrequenz wird das Signal vorselektiert und auf den Eingang des Mischers
geschaltet.
Das auf 10,7MHz gemischte Signal durchläuft für AM/DRM ein externes
Quarzﬁlter. Da der DRM Standard neben der 9 kHz Bandbreite, die auch
für AM gültig ist, weitere Signalbandbreiten (Tabelle 3.1) deﬁniert, wurde
ein umschaltbares ZF-Filter mit Bandbreiten zwischen 10 bzw. 20 kHz imple-
mentiert. Standardmäßig ist das 10 kHz Filter in den Signalpfad geschaltet.
Wird bei der Dekodierung des FAC (vgl. Kapitel 3.2) für DRM feststellt,
dass Spectrum Occupancy 4 oder 5 verwendet wird, ﬁndet die Umschaltung
zum 20 kHz Filter statt. Für die Amplitudenregelung des ZF-Signals wird
dieselbe AGC-Struktur wie im FM-Zweig verwendet.
Abhängig vom gewählten Empfangsmodus wird entweder das analoge DAB
oder das AM/FM/DRM Signal auf den Eingang des AD-Wandlers geschal-
tet.
Mischerfrequenz-Erzeugung für AM/FM/DRM
Zur Erzeugung der Frequenz für den Mischer (fV CO) wird das Prinzip eines
Frequenz-Synthesizers eingesetzt. Basierend auf der Frequenz eines lokalen
Oszillators (fref ) wird mittels des R-Teilers (Bild 4.7) eine niederfrequen-
te Schwingung, die als Referenz für eine Phasenregelschleife (engl.: Phase
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Locked Loop (PLL)) dient, erzeugt. Abhängig von der Phasendiﬀerenz zwi-
schen dem Referenztakt und der heruntergeteilten Frequenz des VCO (N-
Teiler) wird die Steuerspannung für den VCO nachgeregelt. Das Konzept
ist für FM bzw. AM/DRM nahezu gleich, mit dem Unterschied, dass für
die niedrigeren VCO-Frequenzen von AM/DRM ein separater Teiler nach
dem VCO verwendet wird. Mit Hilfe eines schaltbaren Kapazitäten-Arrays
in der Oszillator-Zelle des integrierten Schaltkreises, lässt sich die Frequenz











Bild 4.7 Erzeugung der lokalen Mischerfrequenz
Die Problematik dieses Konzepts liegt in der Instabilität des lokalen Oszilla-
tors. Im Normalfall weicht die tatsächliche Frequenz von der nominellen Fre-
quenz innerhalb eines deﬁnierten Bereiches ab. Es hat sich gezeigt, dass der
Großteil aller Quarze, die aus einem Produktionsprozess stammen, eine ähn-
liche Abweichung aufweisen. Somit ist es möglich, mit Hilfe von Tabellen, bei
der Programmierung des Front-Ends bereits eine grobe Korrektur durchzu-
führen. Weiterhin unterliegt der Quarz einer hohen Temperaturabhängigkeit.
Da in kommerziellen Empfängern aus Kostengründen keine temperatursta-
bilisierten Oszillatoren eingesetzt werden können, muss diese Abweichung
beherrscht werden. Aufgrund der Struktur des Synthesizers wirkt sich eine
Abweichung von fref in gleichem Maße auf die VCO-Frequenz fV CO aus.
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Wie in Kapitel 4.4 beschrieben, arbeitet das Front-End für AM bzw. DRM
im Bereich von 100 kHz bis etwa 20,1MHz nach dem Prinzip der Aufwärts-
mischung (4.1). Im restlichen Bereich, 20,1MHz bis 27MHz, wird Abwärts-





































Bild 4.8 Abweichung der ZF Frequenz über der eingestellten Empfangsfre-
quenz in Abhängigkeit von der nominellen Abweichung des lokalen Oszilla-
tors
Setzte man für den Bereich oberhalb von 20,1MHz ebenfalls Abwärtsmi-
schung ein, würde die mögliche Abweichung der ZF ebenfalls ansteigen. Um
dem entgegen zu wirken, wurde für diesen Bereich Aufwärtsmischung ver-
wendet, wobei die VCO Frequenz wieder geringer wird. Es wurde der Einﬂuss
einer Abweichung bis maximal 30 ppm untersucht. Dies entspricht auch der
Güte des verwendeten Oszillators auf der realisierten Plattform. Zur Veriﬁ-
kation wurden Messreihen durchgeführt (Bild 4.9), bei denen die Abweichung
der Oszillatorfrequenz in einem Temperaturbereich von -40◦C bis 90◦C ge-
messen wurde.



























Bild 4.9 Gemessener und auf VCO-Frequenz normierter Frequenzoﬀset
bei verschiedenen Umgebungstemperaturen. Die Empfangsfrequenz beträgt
fRF=6,095MHz
4.4.2 Auswahl des AD-Wandlers
In Kapitel 4.2 wurde bereits auf die Bedeutung des AD-Wandlers innerhalb
des gesamten Systems hingewiesen. Für die Deﬁnition der MSR-Plattform
ist es notwendig, die Anforderungen aller Systemstandards in Betracht zu
ziehen. Da sich diese Arbeit überwiegend auf den Systemstandard DRM
bezieht, wird die Auswahl des AD-Wandlers hierfür (Bild 4.10) dargestellt.
Im Idealfall kann der AD-Wandler eine zu 0V symmetrische Wechselspan-
nung mit ±1V (2Vpp (peak-peak) = 1Vp (peak)) in ein binäres Codewort
wandeln, ohne dabei übersteuert zu werden. Für die Implementierung des
analogen Front-Ends wurde die Möglichkeit eines Gleichspannungs-Oﬀsets
von maximal 0,1V in Betracht gezogen. Dieser verschiebt die Symmetrie des
Spannungsbereichs, womit sicher gestellt werden muss, dass der Eingangs-
pegel nunmehr 0,9Vp nicht übersteigt.
Das analoge Front-End enthält, wie bereits dargestellt, einstellbare Regel-
schleifen (AGC), um die Amplitude auf einen maximalen Wert zu begrenzen,
ohne dabei das Signal zu verzerren. Implementierungsbedingte Ungenauig-






















Bild 4.10 Pegelplan für Abschätzung der Leistungsfähigkeit des AD-
Wandlers
keiten von ca. 3 dB für jede AGC-Stufe wurden angesetzt. Da in allen Kon-
zepten jeweils eine AGC-Stufe im RF- und eine Stufe in ZF-Teil realisiert
wurde, ist eine Toleranz von 6 dB erforderlich.
Gerade bei OFDM-basierten Systemen stellt das PAPR-Problem (Kapitel
3.1.3) sehr hohe Anforderungen an den Dynamikbereich des AD-Wandlers.
Untersuchungen haben gezeigt, dass für DRM eine durchschnittliche PAPR
von etwa 10 dB angenommen werden kann [32].
Um die Qualität eines Empfängers bzw. implementierter Algorithmen zu
bewerten, ﬁndet ein Vergleich auf Basis der Bitfehlerrate (engl.: Bit Error
Rate BER) von 10−4 statt [4]. In der ITU Empfehlung BS.1615 [2] ﬁnden sich
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darüber hinaus Tabellenwerke, die Auskunft darüber geben, welches Signal-
zu-Rausch-Verhältnis (engl.: Signal-to-Noise Ratio SNR) notwendig ist, um
bei eingestelltem Modulationsverfahren, verwendeter Punktierungsrate, be-
nutzter Signalbandbreite bzw. vorliegendem Kanalmodell eine Bitfehlerrate
von 10−4 zu erreichen. Zieht man nur die zur Übertragung empfohlenen
Kombinationen in Betracht, zeigt sich, dass ein minimales SNR von 26,3 dB
notwendig ist.
Da alle implementierten Algorithmen, z.B. Synchronisation, Kanalschät-
zung, Nachbarkanalunterdrückung nie ideal realisiert werden können, führen
sie zu einer Degradation der SNR-Performance. Hinsichtlich der realisier-
ten Algorithmen auf dem Zielsystem wird ein Implementierungs-Verlust von
3 dB bei der Abschätzung berücksichtigt.
Zwischen dem nun berechneten Pegel und dem Quantisierungsrauschen des
AD-Wandlers wird im Allgemeinen noch etwas Spielraum vorgesehen, der ge-
rade durch die Realisierung auf einer Fixed-Point-Architektur gerechtfertigt
werden kann [20]. Für das DRM System wurde der Wert auf 9 dB festgelegt.
Werden die genannten Einﬂüsse aufsummiert, so zeigt sich, dass der AD-
Wandler einen Dynamikbereich von 55,2 dB abdecken muss. Mit Hilfe von
(4.5) und bei OSR=1 sieht man, dass der AD-Wandler eine eﬀektive Auf-
lösung von ca. 8,9 bit benötigt. Aus diesem Grund wurde ein kommerzieller
10 bit AD-Wandler, der sowohl für das Homodyn- wie auch das Heterodyn-
Konzept geeignet ist, ausgewählt. Weiterhin wurde eine maximal mögliche
Abtastfrequenz (fs) von 32MHz gewählt, um weiterhin ﬂexibel gegenüber
Veränderungen des Abtastkonzepts zu sein.
4.4.3 Realisiertes digitales Front-End
Ausgehend von der in Kapitel 4.3 eingeführten Struktur des digitalen Front-
Ends (Bild 4.5) wird nun die Realisierung vorgestellt. Da der Misch- bzw. De-
zimationsprozess während des laufenden Betriebs permanent durchgeführt
werden muss, wurde das digitale Front-End als Hardware-Komponente in-
nerhalb des integrierten Schaltkreises realisiert.
Um den Gewinn beim Signal-zu-Rausch-Verhältnis, hervorgerufen durch die
Überabtastung des ZF-Signals, wirklich nutzbar zu machen, muss innerhalb
des digitalen Front-End die Wortbreite der einzelnen Deszimations-Stufen
entsprechend angepasst sein. Bevor dezimiert werden kann, ist das Bandpass-
Signal mit der ZF-Frequenz zu mischen.
Je nach Wahl der Abtastfrequenz (fs), des Abtastkonzepts und unter Aus-
nutzung der Symmetrie des digitalisierten Spektrums, kann der digitale Mi-




Bild 4.11 Blockschaltbild des realisierten digitalen Front-Ends
scher auch auf der gespiegelten ZF (f˜ZF ) arbeiten.
f˜ZF = fs − fZF (4.6)
Um eine möglichst ﬂächen- bzw. energiesparende Implementierung zu errei-
chen, wurde für den digitalen Mischer eine Cordic-Struktur (engl.: COordi-
nate Rotation DIgital Computer) im Rotationsmodus umgesetzt. Abhängig
vom aktuellen Phasenargument der Mischerfrequenz (φM ), wird der rea-
le Abtastwert des AD-Wandlers innerhalb der komplexen Ebene rotiert. Da
der Cordic-Algorithmus auf einer Iteration (i = 1 · · ·K) weniger Berechungs-
vorschriften beruht [9], kommt die Realisierung mit einer geringeren Anzahl
von arithmetischen Operationen aus.
rBBI,i+1(n) = rBBI,i (n)− rBBQ,i(n) · di · 2−i
rBBQ,i+1(n) = rBBQ,i(n) + rBBI,i(n) · di · 2−i
φMi+1(n) = φMi − di · arctan(2−i)
di = −1 wenn φMi < 0, +1 sonst
(4.7)
(4.7) spiegelt die Cordic-Berechnungsvorschrift wider, bei der der komplexe
Zeiger rBB iterrativ gegen die reelle Achse gedreht wird. Bei der Berechnung
kommt es, abhängig von der Anzahl der Iterationen, zu einem Amplitu-
denfehler, der mittels Multiplikation im Signalprozessor wieder kompensiert
wird. Da die Werte der arctan-Funktion unabhängig vom Eingangssignal
bzw. vom Phasenargument des Mischers sind, können diese in einem Speicher
fest abgelegt werden und müssen nicht während des laufenden Betriebs be-
rechnet werden. Da die Multiplikationen mit 2−i durch Schiebe-Operationen
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realisiert werden können, kommt man bei der Berechnung ohne Multipli-
kationen bzw. Divisionen aus. Die hier beschriebene Methode des Cordic-
Algorithmus wird auch bei der automatischen Frequenzkorrektur (engl.: Au-
tomatic Frequency Correction AFC) des geschätzten Frequenzoﬀsets in der
Software für den Fixed-Point Signalprozessor eingesetzt.
Nach der Umsetzung des digitalisierten ZF-Signals in die Basisband-Lage
kann die Abtastrate, abhängig von der Signalbandbreite, reduziert werden
(4.4). Da die Überabtastung für eine Abtastrate von fs=14,4MHz bei den
Systemstandards AM bzw. DRM sehr hoch ist, wird die Dezimation auf
mehrere Stufen aufgeteilt. Würde man für die Reduktion der Abtastrate
ausschließlich Filter mit einer FIR-Struktur einsetzten, wäre, aufgrund der
geforderten Steilheit der Übertragungsfunktion, eine kosteneﬃziente Reali-
sierung nicht möglich. In der vorgeschlagenen Lösung werden für die ers-
ten beiden Stufen der Dezimation CIC-Filter eingesetzt. Lediglich die letzte
Stufe, welche überwiegend zu Selektion bzw. Nachbarkanalunterdrückung
konzipiert ist, wurde als FIR-Filter realisiert.
CIC-Filter (engl.: Cascaded Integrator-Comb) [16] eignen sich, aufgrund ih-
rer einfachen Struktur, bei der keine Multiplikatoren verwendet werden, be-
sonders gut zur Umsetzung in Hardware-Strukturen (Bild 4.12).
Dezimation
Bild 4.12 CIC-Filterstruktur
R gibt den Dezimationsfaktor an, während die Anzahl der Integratoren bzw.
Diﬀerentiatoren die Ordnung des Filters (KCIC) bestimmt. M wird als dif-
ferenzielle Verzögerung bezeichnet und hat für praktische Realisierung meist







Für die Realisierung wurden zwei CIC-Filter nach dem digitalen Mischer
implementiert. Um den Rechenaufwand zu reduzieren, wurde die Dezimati-
on auf 2 CIC-Filter und ein nachfolgendes FIR-Filter verteilt. Die gesamte
Dezimation innerhalb des digitalen Front-Ends errechnet sich aus der Mul-
tiplikation der Dezimationen der einzelnen Stufen.
Rtotal = RCIC1 ·RCIC2 · RFIR (4.9)
Für den Fall von DRM wird das abgetastete ZF-Signal (fs=14,4MHz) um
den Faktor 600 auf eine Abtastfrequenz von 24 kHz reduziert. Die Aufteilung
auf die einzelnen Filter erfolgt in drei Stufen:
• CIC1: Dezimation um den Faktor 10,
• CIC2: Dezimation um den Faktor 15,
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Bild 4.13 Dämpfung der CIC-Filter für die realisierte DRM-Anwendung
Bild 4.13 zeigt einen Vergleich der Übertragungsfunktion der beiden CIC-
Filter. Aufgrund der niedrigeren Ordnung ist die Dämpfung des CIC1-Filters
68 Kapitel 4 DRM Empfänger-Plattform
geringer. Nach (4.8) ergeben sich sehr hohe Dämpfungen an den Stellen,
die nach der Heruntertastung durch die Spiegel des Nutzsignals belegt wer-
den. Aufgrund der nicht konstanten Dämpfung innerhalb des Nutzbandes
eignen sich CIC-Filter nur für die Abtastraten-Reduktion bis hin zu einer
begrenzten Überabtastrate. Die endgültige Dezimation wird mit Hilfe eines
FIR-Filters durchgeführt, das im Bereich des Nutzsignals einen annähernd
konstanten Dämpfungsverlauf aufweist.
Das FIR-Filter ist mit Hilfe einer seriellen Architektur implementiert und ar-
beitet mit der Abtastrate des AD-Wandlers. Somit ist die maximale Anzahl
an Filterkoeﬃzienten durch die Dezimationsrate der beiden CIC-Filter be-
grenzt. Aufgrund der internen binären Adressierung steht die nächst kleine-
ren Zweierpotenz an Koeﬃzienten zur Verfügung. Für die DRM-Applikation
beträgt die Dezimation der CIC-Filter: RCIC1 · RCIC2=150. Aufgrund der
Begrenzung bei der Speicheradressierung stehen somit 128 Filterkoeﬃzienten
zur Verfügung.
Für die gewählte Dezimation bei DRM von Rtotal = 600 ergibt sich ein
Signal-zu-Rausch-Verhältnis-Gewinn von 27,78 dB, was nach (4.5) einer Er-
höhung der Auﬂösung um 4,6Bit entspricht. Zusammen mit dem 10-bit
AD-Wandler (vgl. Abschnitt 4.4.2) am Eingang wurde die Ausgangswort-
breite des digitalen Front-End mit 16-bit realisiert. Diese Zahlendarstellung
eignet sich auch gut für die weitere Verarbeitung innerhalb des Signalpro-
zessors. Für DRM könnte somit ein AD-Wandler mit geringerer Wortbreite
verwendet werden. Aufgrund der gewünschten Flexibilität gegenüber wei-
teren Rundfunkstandards wurde die Plattform mit einem 10-bit Wandler
realisiert.
4.4.4 Partitionierung und Basisband-Prozessor
Prinzipiell wäre es möglich, den Digitalteil des DRM-Empfängers vollstän-
dig auf einem Prozessor mit Hilfe von Software nachzubilden [5], [7]. Diese
Varianten enthalten allerdings kein digitales Front-End, das den Anforde-
rung aus Kapitel 4.3 entspricht. Weiterhin setzten sie einen PC mit nicht
zu vernachlässigender Leistungsfähigkeit voraus. Da der Multi-Standard-
Rundfunkempfänger bereits für den mobilen Einsatz, es wurde über ein
Szenario für die Veriﬁkation im Automobil nachgedacht, geeignet sein soll,
wurde die DRM-Applikation nach der in Bild 4.14 gezeigten Struktur parti-
tioniert.
Gerade das digitale Front-End ist aufgrund seiner Struktur gut für die Rea-
lisierung innerhalb eines integrierten Schaltkreises geeignet. Die Rekonﬁgu-
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rierbarkeit hinsichtlich der verschiedenen Standards erreicht man durch Ska-
lierung der einzelnen Filterstrukturen (vgl. Bild 4.12) und ﬂüchtige Speicher
für die Filterkoeﬃzienten.
Ähnlich verhält es sich mit dem Viterbi-Dekoder, der zur Kanaldekodierung
bzw. Fehlerkorrektur eingesetzt wird. Seine Struktur beruht auf dem für
DRM speziﬁerten Faltungskodierer (Kapitel 3.2.2). Da für DAB ein Kodierer
mit denselben Generatorpolynomen verwendet wird, ist der Viterbi-Dekoder
so aufgebaut, dass er auch für diesen Standard eingesetzt werden kann. Die
Hardware-Realisierung enthält ebenfalls eine Depunktierungs-Einheit, deren
Muster bis zu einer Maximallänge von 32-bit frei programmierbar ist.
Die weiteren Funktionseinheiten des DRM-Empfängers werden mit Hilfe
von Software-Blöcken realisiert. Da neben der Signalverarbeitung die Audio-
Dekodierung (MPEG4-AAC, CELP, HVXC) auf dem Prozessorkern erfolgt,
sind die Anforderungen an die Leistungsfähigkeit des Prozessors weiterhin
hoch. Darum wurde durch die Integration von zwei Prozessorkernen auf dem
integrieren Schaltkreis in gewissemMaße eine Parallelisierung erreicht. Funk-
tionale Schnittstelle zwischen den zwei Prozessoren stellt der Viterbideko-
der dar, der mit Hilfe eines dualen Speicherbereichs arbeitet. Als Zeitbasis
zur Abarbeitung der einzelnen Funktionen dient der Interrupt des digita-
len Front-Ends, der durch die Aufzeichnung einer bestimmten Anzahl von
OFDM-Symbolen (engl.: Frames) (vgl. 3.2.1) ausgelöst wird.
Die wesentlichen Bestandteile des Digitalteils, das digitale Front-End, zwei
Prozessorkerne (Signalprozessor, Applikationsprozessor) und der Viterbi-
Dekoder zeigt Bild 4.15. Weiterhin wurden zwei Bus-Systeme implementiert,
zum einen für die internen Kommunikation bzw. den Datentransport und
zum anderen für die Verbindung zu allen externen Schnittstellen. Der in-
terne Bus ist, hinsichtlich der Datenkommunikation, als Matrix ausgeführt,
die dem Master-Slave-Prinzip folgt. Während des Betriebes kann innerhalb
der Matrix jeder Master nur eine Kommunikation mit einem exklusiven Sla-
ve betreiben. Als Master des Systems fungieren die beiden Prozessorkerne,
der Viterbi-Dekoder sowie ein DMA-Controller (engl.: Direct Memory Ac-
cess). Für Funktionen mit einer hohen Anzahl von Speicherzugriﬀen kann
ein interner Speicher verwendet werden, das ebenfalls an die Datenmatrix
angeschlossen ist. Für alle anderen Funktionen wird der externe parallele
Speicher verwendet, der durch den externen Memory-Controller verwaltet
wird.
Jede extern zugängliche Schnittstelle wird intern durch ein IP (engl.: In-
tellectual Property) repräsentiert, das die Konﬁguration, den Datentransfer
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Messzwecke und Applikationen, die nicht für die mobile Umgebung ausgelegt
sind, wird eine USB- oder UART-Schnittstelle verwendet, über die Daten
und Steuerbefehle mit einem externen PC ausgetauscht werden können. Die
standardisierte I2S-Schnittstelle wird zum Transport der Audiodaten an den
DA-Wandler verwendet. Die Steuerung des DA-Wandlers, in Bezug zur Ab-
tastrate (fsDAC ) bzw. zur gewünschten Lautstärke, erfolgt über die ebenfalls
speziﬁzierte I2C-Schnittstelle. Zur Konﬁguration des analogen Front-Ends
wird die seriell orientierte SPI-Schnittstelle (engl.: Serial Peripheral Inter-

















































Bild 4.15 Aufbau des Basisbandprozessors
Abtastkonzept
Entscheidend für die Wahl der Taktsignale innerhalb eines Empfänger-
systems ist die angestrebte Audiotaktrate am Eingang des DA-Wandlers
(fDAC). Sie kann für die analogen Systeme AM bzw. FM prinzipiell frei
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gewählt werden. Für die digitalen Systeme DRM und DAB wird die Rate
durch den festgeschriebenen Audiocodec vorgegeben.
• DRM/DRM+: 8, 12, 16 und 24 kHz
• DAB: 24, und 48 kHz
• DAB+: 16, 24, 32 und 48 kHz
Um unnötigen Aufwand in Bezug auf Abtastraten-Konvertierung bei der
Realisierung der Empfänger-Plattform zu vermeiden, sollte die Taktfrequenz
des Applikationsprozessors ein Vielfaches aller möglichen Audiotaktraten
sein. Beim Digitalteil des Empfängers handelt es sich um eine SOC-Lösung
(engl.: System-on-a-Chip). Das integrierte System stellt neben einer Oszil-






































Bild 4.16 Generierung der unterschiedlichen Taktraten im Digitalteil des
DRM-Empfängers
Der Schnittstellen-Taktteiler in Bild 4.16 ist während des laufenden Be-
triebs frei konﬁgurierbar, wobei die Ausgangsfrequenz der PLL B ein Vielfa-
ches aller notwendigen Audiotaktraten sein muss. Heutzutage wird überwie-
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gend die USB-Schnittstelle (engl.: Universal Serial Bus) für den Datenaus-
tausch zwischen Geräten verwendet. Darum wird sie auch als Steuerungs-
bzw. Transfer-Schnittstelle für die MSR-Plattform eingesetzt. Da für die
Schnittstelle, unabhängig von der momentanen Applikation, eine Taktrate
(fsUSB ) von 48MHz notwendig ist, wird im System eine separate PLL hier-
für eingesetzt. Die Signalverarbeitung im Bereich des Physical Layers kann
unabhängig von den Taktanfoderungen des Applikationsprozessors ausge-
führt werden. Um eine Limitierung bei der Realisierung von leistungsfähigen
Basisband-Algorithmen zu vermeiden, wird der Signalprozessor mit einer hö-
heren Taktrate als der Applikationsprozessor betrieben und der Takt (fsSP )
ebenfalls von PLL A abgeleitet. Das Taktsignal für den AD-Wandler (fs)
wird direkt von der Oszillator-Zelle bezogen. [51]
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Kapitel 5
DRM Basisband Algorithmen
Aufgrund der Eigenschaften des beschriebenen Übertragungskanals aus Ka-
pitel 2.2 und den Ungenauigkeiten bei der Implementierung des Empfängers
nach Kapitel 4.4, wird das übertragene OFDM-Signal in Amplitude und
Phase gestört. Um trotz dieser Einﬂüsse die Demodulation des Signals im
Empfänger mit einer vertretbaren Fehlerwahrscheinlichkeit durchzuführen,
ist es notwendig, das Maß der Einﬂüsse zu schätzen, um diese entsprechend
zu kompensieren.
Die wesentlichen Aufgaben im Empfänger lassen sich in folgende Teilfunk-
tionen separieren:
• Zeit-/Rahmensynchronisation: Hierbei muss die Position des FFT-
Fensters optimal bestimmt werden, um keine Signalanteile vorangegan-
gener OFDM-Symbole, bedingt durch Signal-Echos (Multipath), in die
aktuelle Betrachtung mit einﬂießen zu lassen. Eng verbunden mit der
Zeitsynchronisation ist die Rahmensynchronisation, bei der das erste
OFDM-Symbol eines Rahmens identiﬁziert wird.
• Frequenzsynchronisation: Aufgrund von Verschiebungen zwischen der
Sende- und Empfangsfrequenz kommt es zu einem Orthogonalitäts-
verlust innerhalb der OFDM-Symbole, was wiederum zu einer Ver-
schlechterung des Signal-zu-Rausch-Verhältnisses führt. Abhängig von
der maximal zulässigen Degradation der Systemleistung (vgl. Mini-
mum Receiver Requirements [8]) im Empfänger, kann die notwendige
Güte der Frequenzoﬀset-Schätzung abgeleitet werden.
• Kanalschätzung/entzerrung: Aufgrund des frequenzselektiven und zeit-
varianten Übertragungsverhaltens des Funkkanals kommt es zu Signal-
einbrüchen bzw. Phasenverschiebungen in Zeit- sowie in Frequenzrich-
tung hinsichtlich der OFDM-Symbole. Anhand geeigneter Algorithmen
gilt es, die Kanalübertragungsfunktion zu rekonstruieren und die Ein-
ﬂüsse wieder auszugleichen.
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In dieser Arbeit werden verschiedene Methoden untersucht bzw. vorgestellt,
mit denen die Aufgaben der Frequenzsynchronisation und Kanalschätzung
gelöst werden können. Eine geeignete Methode zur Zeitsynchronisation in
pilotbasierten OFDM-Systemen kann [31] entnommen werden.
Anhand der Referenzen (Piloten) innerhalb der einzelnen OFDM-Symbole
kann mit weniger Aufwand eine höhere Genauigkeit der Schätzmethoden er-
reicht werden, als dies bei blinden Methoden der Fall wäre.
Bevor die Algorithmen zur Frequenzsynchronisation bzw. Kanalschätzung
genauer beschrieben bzw. die Ergebnisse analysiert und diskutiert werden,
wird am Anfang dieses Kapitels noch ein detaillierteres Systemmodell hin-
sichtlich der Störgrößen vorgestellt.





Bild 5.1 Modell der untersuchten Kanal-/Frequenzoﬀset-Einﬂüsse
In dem Systemmodell werden alle relevanten Störeinﬂüsse und Systempa-
rameter berücksichtigt, die während der Realisierung des Empfängers bzw.
Veriﬁkation der DRM-Kanalmodelle analysiert wurden.
Funkkanal: Die Einﬂüsse des Funkkanals, beschrieben in Kapitel 2, wer-
den mit Hilfe der zeitvarianten und frequenzselektiven Kanalimpulsantwort
h(τ, t) simuliert. Sie bestimmt einerseits das notwendige Vorgehen bei der
Kanalentzerrung, hat andererseits auch Einﬂuss auf die Algorithmen der
Frequenzsynchronisation (5.1) innerhalb des Empfängers.
Betrachtet man das diskretisierte Empfangssignal (rBB(k, l)) eines optima-
len Empfängers im Frequenzbereich, lässt sich schreiben:
RBB(k, l) = SBB(k, l) ·H(k, l) +N(k, l). (5.1)
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Beim untersuchten Übertragungs-Standard DRM werden, wie in Kapitel 3.2
beschrieben, Referenzdaten innerhalb jedes OFDM-Symbols eingefügt. Mit
Hilfe dieser Piloten kann im Frequenzbereich eine Schätzung der Kanalüber-
tragungsfunktion (H˜(k, l)) durchgeführt werden.
Frequenzoffset: Der gesamte Frequenzoﬀset, der sich auf das zu demodu-
lierende Basisbandsignal rBB(n) auswirkt, lässt sich auf verschiedene Kom-
ponenten innerhalb der Übertragungsstrecke zurückführen. Die wesentlichen
Faktoren dabei sind:
• Durch die Fluktuation der Reﬂexionsschicht innerhalb der Ionosphäre
kann es zu statischen Dopplerverschiebungen kommen. Dieser Para-
meter kann sich hinsichtlich einer Bewegung des Empfängers und einer
daraus resultierenden Dopplerverschiebung ändern. Der Einﬂuss wird
im Weiteren als ωO,DOP bezeichnet.
• Abhängig von der Güte des lokalen Oszillators, der als Referenz bei
der Umsetzung der Empfangs- auf die Zwischenfrequenz dient, kann
es zu Abweichungen kommen. Sie werden durch die Variable ωO,AFE
gekennzeichnet.
• Durch den Einsatz einer Fixed-Point-Architektur im Digitalteil des
Basisband-Empfängers kommt es zu einer Limitierung der möglichen
Genauigkeit bei der Realisierung des digitalen Mischers. Die hieraus
resultierende Abweichung spiegelt sich in ωO,DFE wider.
Die beschriebenen Eﬀekte lassen sich zu einem gemeinsamen Frequenzoﬀ-
set ωO zusammenfassen (ωO = ωO,DOP + ωO,AFE + ωO,DFE). Dabei sind
die Oﬀsets des analogen bzw. digitalen Frontends, bezüglich der zeitlichen
Dauer eines DRM-Symbolrahmens (0,4 s), als konstant zu betrachten. Die
mittlere Dopplerverschiebung (ωO,DOP ) wird durch das Tracking der Fre-
quenzsynchronisation kompensiert. Die verbleibende Dynamik wird durch
die Kanalschätzung ausgeglichen.
Im Folgenden wird kurz beschrieben wie ein Frequenzoﬀset die Leistungsfä-
higkeit eines OFDM-Systems beeinﬂusst.
Abhängig vom aktuellen Trägerabstand∆fk (3.3) lässt sich der Frequenzoﬀ-
set wie folgt unterteilen:
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ωO = m ·∆ωk + δ ·∆ωk
ωO,m = m ·∆ωk
ωO,δ = δ ·∆ωk m ∈ Z, δ ∈ R und − 0, 5 ≤ δ < 0, 5
(5.2)
(5.2) zeigt, dass sich jeder Frequenzoﬀset aus einem ganzzahligen Vielfachen
des Trägerabstandes und einem partiellen Teil zusammensetzt. Der ganzzah-
lige Anteil erzeugt eine Verschiebung des gesamten OFDM-Symbols, wobei
die Träger wieder auf dem Frequenzraster zu liegen kommen. Der partiel-
le Anteil zerstört die Orthogonalität des OFDM-Signals und es kommt zu
ICI-Störungen, die nicht mehr kompensiert werden können. Somit muss die
Kompensation vor der OFDM-DFT innerhalb des Empfängers ausgeführt
werden.
Zur Verdeutlichung der Einﬂüsse des Frequenzoﬀsets ﬁndet eine Betrachtung


















Betrachtet man nun mittels kontinuierlicher Fourier-Transformation einen










Hn beschreibt in diesem Zusammenhang den wirksamen Abtastwert der Ka-
nalübertragungsfunktion für den jeweiligen Wert von n. Für den trivialen
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Fall (ωO,m = ωO,δ = 0) bleibt die Orthogonalität erhalten und das Sendesi-
gnal kann, unter Annahme einer idealen Kanalentzerrung, fehlerfrei rekon-
struiert werden.
Bei einer Verschiebung von einem ganzzahligen Vielfachen (ωO,δ = 0) des
Unterträgerabstandes kommt der gewünschte Träger (Y l) an der Stelle Y l+m
zu liegen. Es ﬁndet somit ebenfalls keine Störung der Orthogonalität statt.
Die ganzzahlige Verschiebung der Träger im Spektrum nach der OFDM-DFT
kann mit Hilfe der Piloten detektiert und mittels Umadressierung korrigiert
werden.
Wird ein partieller Anteil des Unterträgerabstandes beim Frequenzoﬀset
wirksam und setzt man n = l + m ergibt sich aus (5.5) und unter Zuhil-
fenahme von (B.1):













Aufgrund des Verlusts der Orthogonalität kommt es zum Übersprechen der
einzelnen Träger (ICI). Dabei liefert jede belegte Trägerfrequenz des OFDM-
Spektrums, je nach Abstand, einen gewissen Störanteil zum momentan be-











Sind die komplexen Daten d(n) voneinander unabhängig, kann der ICI-
Einﬂuss als weißes Rauschen behandelt werden. Die Leistung des durch ICI
verursachten zusätzlichen Rauschens (5.8) deﬁniert sich über die Summe der













Die Signalleistung S errechnet sich aus dem Quadrat des ungestörten Anteils
aus (5.6).






Bestimmt man nun das Verhältnis zwischen Signalleistung S (5.9) und dem
durch einen Frequenzoﬀset hervorgerufenen additiven RauschetermNICI für















n− l −m− ωO,δ∆ωk
) . (5.10)
[61] zeigt für kleine Werte von ωO,δ∆ωk , dass für das Signal-zu-Rausch-
Verhältnis, unter dem Einﬂuss von ICI, für nicht unmittelbar am Rand des




















Bild 5.2 zeigt das maximal zu erreichende Signal-zu-Rausch-Verhältnis für
ein System unter dem Einﬂuss von ICI. Es wird die Näherung des Signal-
zu-ICI-Rausch-Verhältnisses mit dem tatsächlichen Verlauf verglichen. Man
erkennt, dass für kleine Abweichungen die Näherung sehr gut konvergiert.
Des Weiteren zeigt das Bild, dass bereits sehr kleine Frequenzoﬀsets zu einer
hohen Degradation des gesamten Systems führen.
Um die notwendige Genauigkeit der Frequenzsynchronisation für ein OFDM-
System zu bestimmen, müssen Signal-zu-Rausch-Verhältnis-Eckwerte (γopt)
bekannt sein, bei denen das System eine bestimmte Bitfehlerrate er-
reicht. Abhängig von diesem Wert und der maximal zulässigen Degradation
(∆γmax) der Leistungsfähigkeit des Empfängers, kann der größtmögliche zu-

















Die Signalverarbeitungskette des Empfängers nach dem digitalen Front-End,
bis hin zur Demodulation der Informationen der einzelnen Träger innerhalb
des OFDM-Spektrums, wird in Bild 5.3 dargestellt.
Die Schätzung des Frequenzoﬀsets wird in zwei separate Stufen aufgeteilt.
Eine genauere Beschreibung ﬁndet im Kapitel 5.2 statt. Innerhalb der AFC-
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Bild 5.3 Frequenzsynchronisation und Kanalschätzung innerhalb des DRM
Systems
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Blöcke (engl.: Automatic Frequency Correction) wird der geschätzte Oﬀset
kompensiert.
5.2 Frequenzsynchronisation
5.2.1 Prinzip der Frequenzsynchronisation
Der Prozess zur Frequenzsynchronisation wird, wie auch vielfach in der Li-
teratur beschrieben [21], in zwei Stufen aufgeteilt.
• Akquisition (f˜akq): Zunächst soll eine schnelle Schätzung des Fre-
quenzoﬀsets durchgeführt werden. Die Genauigkeit hierbei muss besser
als der halben Unterträgerabstand (∆fk2 ) sein [23]. Im Gesamtsystem
kann die Auswertung des Akquisitionsergebnises auch als Detektor für
DRM-Signale genutzt werden.
• Tracking (f˜trac): Basierend auf dem Startwert der Akquisition soll das
Tracking den verbleibenden Frequenzoﬀset so akkurat wie möglich fest-
stellen bzw. ausgleichen. Beim Entwurf des Trackers ist die Zeitkon-
stante auf die Reglergeschwindigkeit anzupassen.
Der DRM-Standard beschreibt drei sog. Frequenzpiloten fFPk (vgl. Kapi-
tel 3.2.3), die für alle vier möglichen Übertragungsmodi bei den gleichen
Frequenzen (fFP1 =750Hz, fFP2 =2250Hz und fFP3 =3000Hz) liegen. Im
Rahmen der Akquisitionsphase wird mit Hilfe einer FFT versucht, im Fre-
quenzspektrum die drei Frequenzpiloten zu detektieren. Durch eine erhöhte
Auﬂösung kann der durch ICI entstehende Leck-Eﬀekt dazu benutzt werden,
den Grad der Frequenzverschiebung zu bestimmen.
Um bei der Frequenzsynchronisation nicht ständig jeglichen Frequenzände-
rungen, hervorgerufen durch den Doppler-Spread, zu folgen (dies ist Aufgabe
der Kanalschätzung), ist die Zeitkonstante des Frequenzoﬀset-Trackers hoch.
Aus diesem Grund ist es notwendig die Genauigkeit der Akquisition so gut
wie möglich zu verbessern, um einen möglichst akkuraten Startpunkt für
den Frequenzoﬀset-Tracker zu erhalten. Der hierfür entwickelte Algorithmus
wird mit dem Stand der Technik (Hanzo et al. [23] und Keller et al. [38])
verglichen, um die Leistungsfähigkeit der Methode zu demonstrieren.
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5.2.2 Genauigkeitsanforderung für DRM
Für die Umsetzung der Synchronisations-Algorithmen auf die Hardware
ist es erforderlich, Genauigkeitsanforderungen festzulegen. Der verbleibende
Frequenzoﬀset nach Akquisition und Tracking wird im Folgenden als Fre-
quenzfehler (ωe = 2pife) bezeichnet (5.13). Die Akquisition wird hierbei zu
Beginn des Demodulationsprozesses einmalig durchgeführt und bildet den
Startpunkt für das Tracking. Für jedes OFDM-Symbol wird anschließend ein
neuer Tracking-Wert berechnet und über eine Regelschleife der Frequenzkor-
rektur zugeführt.





Umfangreiche Untersuchungen des DRM-Systems [2] haben gezeigt, dass
für die ungünstigsten Übertragungsbedingungen ein Signal-zu-Rausch-
Verhältnis von 23,2 dB (γopt) notwendig ist, um bei der Demodulation in-
nerhalb des Empfängers eine Bitfehlerrate (BER) von 10−4 zu erreichen.
Mit der Forderung, dass die Systemdegradation (∆γmax) durch einen ver-
bleibenden Frequenzfehler geringer als 0,1 dB sein soll, ergibt sich, unter der
Verwendung von (5.12) für die Genauigkeit der Schätzung ein Faktor von:
f˜akq + f˜trac
∆fk
= 0, 00575. (5.14)
Wendet man die Anforderung auf die vier verschiedenen Übertragungsmo-
di des DRM-Standards an, bekommt man die in Tabelle 5.1 dargestellten
Anforderungen an die Genauigkeit.
Ausgehend von (5.11) lässt sich der relative Pegel des additiven Rauschens,









Für DRM und die genannten Forderungen ergibt sich ein Rauschpegel der
in etwa 39,63 dB unterhalb des Signalpegels liegt.
In Bild 5.4 wird dargestellt, wie der Zusammenhang für die an das
System gestellten Anforderungen interpretiert werden kann. Ausgehend
von einem Signal-zu-Rausch-Verhältnis γopt am Eingang der Basisband-
Signalverarbeitung wird dieses aufgrund von Ungenauigkeiten innerhalb der
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K Ts 0,00575·∆fk
DRM Mode A 288 24ms 0,2396Hz
DRM Mode B 256 21,33ms 0,2695Hz
DRM Mode C 176 14,66ms 0,3920Hz
DRM Mode D 112 9,33ms 0,6161Hz
Tabelle 5.1 Anforderungen an die Genauigkeit der Frequenzsynchronisa-
tion, abhängig vom DRM-Übertragungsmode mit der OFDM-Trägeranzahl
K und der Symboldauer TS.
Synchronisation um den Wert∆γmax reduziert. Anhand von∆γmax und γopt
kann der maximal zulässige Fehler der Frequenzsynchronisation berechnet
werden. Die fehlerhafte Frequenzsynchronisation resultiert in einem Signal-
zu-ICI-Rausch-Verhältnis (γICI) (5.11).
5.2.3 Algorithmen zur Schätzung des Frequenzoffsets
Die Frequenzsynchronisation wird in zwei Stufen ausgeführt (Bild 5.3). Da
die Zeitkonstante des Frequenz-Trackings groß gegenüber der Variation des
Kanals ist, muss die Akquisition so akkurat wie möglich den zu Beginn vor-
handen Frequenzoﬀset schätzen. Aus diesem Grund liegt das Hauptaugen-
merk dieses Kapitels auf der Akquisitionsphase. Für das Tracking wird ein
aus der Literatur bekannter und untersuchter Algorithmus eingesetzt. Da
dieser den nach der Akquisition verbleibenden Frequenzfehler ausgleichen
muss, kann der Tracker als eigenständige Einheit der Signalverarbeitungs-
kette betrachtet werden und wird im zweiten Teil des Kapitels separat vor-
gestellt.
Frequenzoffset-Akquisition
Wie aus Bild 5.3 ersichtlich ist, bildet die Frequenzoﬀset-Akquisition den
ersten Funktionsblock der Signalverarbeitungskette innerhalb des DRM-
Empfängers. Die Akquisition ist somit unabhängig von jeder zeitlichen Syn-
chronisation und kann aus diesem Grund auch zur DRM-Signalerkennung,
beispielsweise bei einem automatischen Suchlauf, verwendet werden.















Bild 5.4 Veranschaulichung der ICI-Degradation aufgrund eines Frequenz-
fehlers
feste Frequenzpiloten deren Positionen in Tabelle 5.2 zusammengefasst sind.
Die Frequenzpiloten stellen im Zeitbereich, über die Grenzen eines OFDM-
Symbols beziehungsweise des Schutzintervalls hinweg, stetige Schwingungen
dar. Gegenüber den Datenträgern des OFDM-Symbols haben die Frequenz-
piloten eine Leistungsverstärkung um den Faktor
√
2. Zusätzlich haben die





Tabelle 5.2 Positionen der Frequenzpiloten im Spektrum des DRM-Signals
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Zur Akquisition wird eine Analyse des Signal-Spektrums im Frequenzbe-
reich durchgeführt. Dazu wird eine FFT mit Nakq Punkten berechnet. Um
Leck-Eﬀekte bezüglich der zeitlich kontinuierlichen Frequenzpiloten zu ver-






Frequenzpiloten erfasst werden (Xakq(k) =
∑Nakq−1
l=0 rBB(l) · e
−jl 2pikNakq ). Des
Weiteren wird Nakq so gewählt, dass die Länge mindestens eineinhalb mal
so groß wie das längste OFDM-Symbol ist (5.16). Dies hat zur Folge, dass
aufgrund der normalerweise wechselnden Symbole auf den Datenträgern die
kontinuierlichen Frequenzpiloten mit einer höheren Leistung im Spektrum
auftreten.









NUmax gibt dabei die maximale Anzahl der Abtastwerte eines OFDM-
Symbols wieder. Für den Fall von DRM sind dies 288 Werte (OFDM-
Übertragungsmode A, vgl. Tabelle 3.2). Aufgrund der festen Frequenz für
die Frequenzpiloten ist die nominelle Lage der Piloten innerhalb vonXakq(n)




·Nakq mit n = 1, 2, 3 (5.17)
bestimmen.
Um bei der spektralen Suche nach den drei Piloten bzw. der ersten Schät-
zung des Frequenzoﬀsets die Ergebnisse leichter vergleichen zu können, wer-
den aus dem Signal Xakq(n) drei gleichgroße Signalbänder extrahiert. Diese
Teilbänder (TBn) liegen symmetrisch zu den nominellen Positionen (5.17)
der Frequenzpiloten und besitzen die BandbreiteBTB. Die maximal mögliche
Bandbreite wird durch den minimalen Abstand der Frequenzpiloten zuein-
ander bestimmt und liegt beim DRM-System bei 750Hz. Um die Ergebnisse
der Einzelbänder besser vergleichen zu können, werden die Teilbänder auf
die selbe Frequenzachse (0 · · · 750Hz) abgebildet (vgl. Bild 5.5).
Da der erste Träger eines jeden Teilbandes als Gleichspannungsanteil (0Hz)
im zugehörigen Zeitsignal verstanden wird, ﬁndet durch Hochpassﬁlterung
(5.18) eine Vorselektion des in der Mitte des Bandes erwarteten Frequenzpi-
loten statt. Weiterhin kann, durch Vermeidung eines Gleichanteils, der durch
die Festkommadarstellung auf dem Zielprozessor begrenzte Zahlen- bzw. Dy-












Bild 5.5 Selektion der Teilbänder TB1 − TB3 aus dem Spektrum des Ak-
quisitionssignals Xakq(n)




XTBn(k − 1) +XTBn(k + 1)
]
,
mit n = 1, 2, 3 .
(5.18)
Da die Teilbänder in das Gesamtsignal eingebettet sind, ist es kein Problem,
bei der Berechnung der Randwerte des gleitenden Mittelwertes auf Werte
außerhalb der Teilbänder zuzugreifen.
Anschließend ﬁndet eine separate Rücktransformation (5.19) der Teilbänder
(TB1 . . . TB3) in den Zeitbereich statt.










XTBn,HP (k) · e
jk 2pilNTB
mit n = 1, 2, 3
(5.19)
Da mit Hilfe von NTB Werten noch keine zuverlässige Schätzung durch-
geführt werden kann (vgl. Bild 5.7), ﬁndet im Zeitbereich eine Betrach-
tung über jeweils Nakq,avg aufeinander folgender Teilbänder statt. Durch
die Fensterung von Datensegmenten, ähnlich, wie sie bei der spektralen
Periodogramm-Schätzung nach Welch eingesetzt wird [37], wird durch An-
einanderreihung ein längerer Signalvektor gebildet. Das hieraus resultierende
Zeitsignal wird im Weiteren als xFPn,avg(l) bezeichnet. Bei einer Überlap-
pung von NTB2 Werten kann die Varianz der späteren Schätzung etwa halbiert
werden. Zur Gewichtung der Datensegmente werden Hamming-Fenster ein-
gesetzt. Der Ablauf für ein Teilband wird schematisch in Bild 5.6 dargestellt.
xFPn beschreibt darin den Signalvektor aller Werte des Teilbandes TBn.
Zur Überlappung wird im ersten Schritt der Signalvektor xFPn,avg um
NTB
2
Positionen im Speicherbereich nach links verschoben. Nun wird der mit der
Fensterfunktion gewichtete Signalanteil des jeweiligen Frequenzpiloten zur
einen Hälfte (l = 0 · · · NTB2 −1) dem verschobenen Signal additiv überlagert.
Der andere Teil (l = NTB2 · · ·NTB − 1) wird direkt in den hinteren Teil des
gemittelten Signalvektors übernommen.
Bild 5.7 zeigt den Vergleich zwischen den Spektren eines einzelnen Teilsignals
XFPn und dem Signal XFPn,avg. Es lässt sich gut erkennen, dass innerhalb
eines einzelnen Teilbandes (Bild 5.7 oben) und bei simuliertem Funkkanal
keine signiﬁkante Aussage zur Position des Piloten innerhalb des Signals
getroﬀen werde kann. Durch die Mittelung über mehrere Teilbänder kann
hingegen, selbst unter dem Einﬂuss eines realen Übertragungs-Szenarios, eine
genaue Detektion hinsichtlich des Maximums stattﬁnden.
Ausgehend von (5.16) verbessert sich die spektrale Auﬂösung ∆fk,avg inner-




















i = 0, · · · , NTB − 1
Bild 5.6 Ablauf zur Generierung des gemittelten Signalvektors xFPn,avg
aus der mit einem Fenster gewichteten Zeitfunktion von xFPn
Somit lässt sich durch die Bestimmung der Position des Maximums inner-
halb von XFPn,avg bereits eine weitaus höhere Genauigkeit erzielen als der
für die sichere Funktion des Frequenz-Trackings erforderliche halbe Unter-
trägerabstand [23].
Es stehen nun die 3 Spektren in der Umgebung der Frequenzpiloten zur
Verfügung, die grundsätzlich die gleiche Charakteristik aufweisen. Da die
Datenträger aufgrund der zufälligen Verteilung der Eingangsdaten ständig
wechseln, kann durch eine Mittelung der drei Signale XFP1,avg · · ·XFP3,avg
eine zusätzliche Unterdrückung von starken Trägern erreicht werden, die
nicht von den Frequenzpiloten herrühren. Mit Hilfe dieser Mittelung kommt
es zu einer besseren Ausgangssituation bei der Suche nach der Position des
Maximums. Zur Berechnung eines Datenpunkts werden 4 Werte des jeweili-
gen Frequenzsignals herangezogen.
Anhand von XFPn,avg wird nun zum einen die Position des jeweiligen Ma-
ximums bestimmt. Zum anderen kann mit Hilfe des Vergleichs der Maxi-
ma zueinander festgestellt werden, welches Teilband die geringste Leistung
























Bild 5.7 Vergleich der Spektren des Signalvektors XFPn (oben) und
XFPn,avg (unten) bei einer Übertragung nach DRM-Kanalmodell 1 und ei-
nem Signal-zu-Rausch-Verhältnis von 30 dB
(Pmin) des jeweiligen Piloten aufweist und es kann mit den zwei verbleiben-
den Signalen die Position des tatsächlichen Maximums (nakq,max) bestimmt
werden. Für die endgültige Bestimmung des Frequenzoﬀsets innerhalb der






k = nakq,max − 1, nakq,max, nakq,max + 1
(5.21)
Durch das vom Frequenzoﬀset hervorgerufene ICI konzentriert sich die Leis-
tung des ursprünglichen Frequenzpiloten nun nicht mehr an der nominellen
Position des Piloten, sondern die Leistung verteilt sich überwiegend auf die
beiden benachbarten Träger. Aufgrund der Entfernung der Piloten zueinan-


































Bild 5.8 Vergleich der Spektren der Signale XFPn,avg (oben) und nach der
Mittelung XFPn,avg (unten) bei einer Übertragung nach DRM-Kanalmodell
1 und einem Signal-zu-Rausch-Verhältnis von 30 dB
alle Piloten annähernd gleich auswirkt, lässt sich (5.21) durch







darstellen [38]. Für die weitere Betrachtung werden folgende Substitutionen
eingeführt.
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ρ− =
√






V (nakq,max + 1)
(5.23)
Hanzo et al. [23] geben damit folgende Berechnungsvorschrift für die verfei-






ρ+ − ρ− + 2ρ0 − 1 < ν < 0√
ρ+ − ρ−
ρ+ − ρ− − 2ρ0 0 ≤ ν < 1






(5.24) stellt im Prinzip einen Vergleich des aus der Steigung zwischen ρ−
bzw. ρ+ linear interpolierten Wertes und des Maximums (V (nakq,max)) dar.
Zur Vermeidung der Fallunterscheidung aus (5.24) und zur Verbesserung der
fehlerhaften Schätzung in den Randbereichen des möglichen Werteintervalls




· ρ+ − ρ−
2ρ0 − ρ− − ρ+ (5.25)
Bild 5.9 zeigt den Vergleich der hier vorgestellten Akquisitionsmethode (5.25)
und des Verfahrens nach (5.24). Im oberen Teil sind die Ergebnisse der
Schätzung (ν˜) der beiden Verfahren gegenübergestellt. Als tatsächlicher Fre-
quenzoﬀset wurde dem Empfangssignal ±50% vom Abstand zweier Fre-
quenzträger überlagert.
Es lässt sich gut erkennen, dass gerade an den Intervallgrenzen der Fehler
der Schätzmethode nach Hanzo reduziert werden konnte.
Anhand der aus der Funktion XFPn,avg detektierten Position des Maximums
und des daraus resultierenden Abstandes zur nominellen Lage des Frequenz-
piloten kann mit Hilfe von ν˜ der endgültige Akquisitions-Wert f˜akq des Fre-
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Bild 5.9 Vergleich der entwickelten Akquisitionsmethode (5.25) mit dem






·∆fk,avg + ν˜ ·∆fk,avg. (5.26)
Erweiterung des Synchronisationsbereichs
Der beschriebene Algorithmus für die Frequenzakquisition hat, aufgrund der
Teilband-Bandbreite (BTP ), die Fähigkeit Frequenzoﬀsets von ±375Hz zu
detektieren bzw. zu kompensieren. Die von der ETSI deﬁnierten minimalen
Anforderungen an einen DRM-Empfänger [8] deﬁnieren einen Fangbereich
der Frequenzsynchronisation von ±500Hz. Dieser Oﬀset rührt von der Rea-
lisierung von Simulcast-Systemen her. Dies bedeutet, dass bei der Kombi-
nation eines DRM-Signals und eines AM-Signals mit gleichem Informations-
inhalt das DRM-Signal hinsichtlich der nominellen Empfangsfrequenz eine
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Bild 5.10 Erweiterung des Fangbereichs der Frequenzakquisition
Bild 5.10 spiegelt die drei möglichen Situationen wider, in denen sich der
Empfänger beim Start der Synchronisation beﬁnden kann.
• Liegt der Frequenzoﬀset im Wertebereich −BTP2 ≤ fO ≤ BTP2 (obere
Graﬁk), beﬁndet sich, nach der Mittelung, in jedem Teilband-Signal
XFPn,avg ein deutliches Maximum und der Wert der Akquisition kann
berechnet werden.
• Für Frequenzoﬀsets, die sich im Bereich BTP2 < fO < 3BTP2 (mittlere
Graﬁk) bewegen, ﬁndet sich nach der Mittelung nur ein deutliches Ma-
ximum im Teilband-Signal XFP3,avg. Unterscheidet sich das Ergebnis
nach dem Neustart der Akquisition nicht vom Vorhergehenden, wird
die Mischfrequenz am analogen Front-End (fV CO), abhängig vom mo-
mentan verwendeten Mischungskonzept (Aufwärtsmischung (4.1) oder
Abwärtsmischung (4.2)), um ±BTP2 korrigiert. Danach wird die Ak-
quisition neu gestartet. Maximal wiederholt sich dieser Vorgang ein
weiteres Mal.
• Für den Fall einer Verschiebung im Bereich von − 3BTP2 < fO < −BTP2
(untere Graﬁk), liegt das einzige signiﬁkante Maximum in XFP2,avg
5.2 Frequenzsynchronisation 95
und es wird ebenfalls eine Korrektur an der Mischerfrequenz des ana-
logen Front-Ends durchgeführt.
Somit erhöht sich der Bereich für zulässige Frequenzoﬀsets auf ± 3BTP2 . Für
den konkreten Fall sind dies ±1125Hz, womit die minimalen Anforderung
an den DRM-Empfänger von ±500Hz erfüllt werden.
Basierend auf dem verbleibenden Rest-Frequenzoﬀset (fO − f˜akq) wird nun
das Frequenzoﬀset-Tracking ausgeführt.
Frequenzoffset-Tracking
Ohne jegliche zeitliche Synchronisation startet die Trackingphase zum Zeit-
punkt nt. Basierend auf der Redundanz eines OFDM-Signals, die auf der Ein-
führung des Schutzintervalls beruht, beﬁnden sich innerhalb eines OFDM-
Symbols zwei gleiche Signalanteile. Bei bekanntem Übertragungsmode und
somit bekannter Länge des Schutzintervalls (NG) bzw. des Nutzanteils (NU ),










Der erste Wert der Diﬀerenz beschreibt die Kreuzkorrelation zwischen dem
vermeintlichen Schutzintervall und dessen Kopie im Nutzanteil. Bei ungestör-
ter Übertragung handelt es sich um die Autokorrelation und somit um die
Energie des Schutzintervalls. Den zweiten Teil bildet die Summe der Ener-
gien aus dem Schutzintervall und dem Originalsignal. Bei fehlender Störung
nimmt die Diﬀerenz den Wert Null an. In allen anderen Fällen ist der Wert
der Kreuzkorrelation geringer und das Ergebnis wird negativ.
In [31], [49], [55] wird gezeigt, dass sich eine Suche nach Maxima mit regel-
mäßigen Abständen innerhalb der Funktion λ(nt) (5.27) dazu eignet, den
Beginn eines OFDM-Symbols zu detektieren. Die Position eines Maximums




Weiterhin kann anhand der Position des Maximums die Phase der Kreuz-
korrelation zwischen Schutzintervall und Orginalsignal berechnet werden.
Bei ungestörtem Empfang ist das Ergebnis der Korrelation reell und somit
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die Phase gleich Null. Ansonsten kann nach [55] mit Hilfe des Phasenanteils











In Bild 5.11 werden die Ergebnisse des Frequenztrackings zusammengefasst.
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Bild 5.11 Ergebnis des Frequenztrackings für ein DRM-System im
Robustness-Mode B, AWGN-Kanal und 20 dB Signal-zu-Rausch-Verhältnis.
Im unteren Bild wird die Phase in [rad] dargestellt.
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Nach der Detektion des Maximums von λ(nt) kann die Phase des Korrelati-
onsergebnisses bestimmt werden. Zur Veranschaulichung ist im unteren Teil
von Bild 5.11 der Phasenverlauf über mehrere Werte von nt dargestellt. Für
den Fall, dass bei der Korrelation keine Werte des eigentlichen Schutzinter-
valls in die Berechnung einﬂießen, kommt es zu schlagartigen Schwankungen
der Phase. Im Bereich des Schutzintervalls verhält sich der Phasenverlauf
annähernd konstant.
Bei ungünstigen Funkkanal-Bedingungen und hohem Rauschen liefert die
Schätzung des Trackers stark schwankende Werte. Durch den Einsatz eines
Reglers (Diﬀerenzengleichung (5.30)) wird nur ein geringer Teil des aktuellen
Schätzwerts auf den Korrekturwert zurückgekoppelt. Durch den Faktor a
wird die Zeitkonstante des Reglers bzw. die Konvergenz-Geschwindigkeit der
Regelung eingestellt.
f˜trac(k) = f˜trac(k − 1) + a · f˜trac,est(k) (5.30)
5.2.4 Ergebnisse
Dieser Teilabschnitt beschreibt die Qualität der unter Abschnitt 5.2.3 vorge-
stellten Algorithmen zur Frequenzoﬀset-Schätzung. Dabei liegt das Haupt-
augenmerk auf dem entwickelten Akquisitions-Algorithmus. Zur Vervollstän-
digung der Betrachtung wird das bereits bekannte Tracking nach [31] mit
einbezogen.
Simulations- und Verifikationsumgebung:
Die Veriﬁkation ﬁndet einerseits innerhalb der realisierten DRM-
Simulationsumgebung statt. Dabei werden die Störungen durch den Kanal
nach dem in 2.3.3 beschriebenen Kanalmodell modelliert. Die Einﬂüsse des
analogen Front-Ends, hinsichtlich des Frequenzoﬀsets, werden durch eine An-
ordnung ähnlich Bild 5.1 innerhalb der Simulationsumgebung berücksichtigt.
Auf der anderen Seite ﬁndet die Veriﬁkation der Simulationsergebnisse durch
Messungen mit dem nach Kapitel 4 realisierten DRM-Empfänger statt. Die
Stimulation bzw. Auswertung erfolgt nach einer in Bild 5.12 dargestellten
Anordnung. Als Signalgenerator bzw. Kanalsimulator wird ein spezielles
DRM-Testequipment [6] eingesetzt. Es besteht die Möglichkeit, die durch
den ETSI-Standard deﬁnierten Kanalmodelle [4] zu simulieren, aber auch
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jegliche weitere Kombination von realistischen Kanalparametern zu untersu-
chen. Des Weiteren verfügt das Gerät über eine Schnittstelle für das speziﬁ-
zierte RSCI-Protokoll [3], mit dessen Hilfe der Empfänger gesteuert werden












Bild 5.12 Veriﬁkationsumgebung für die Analyse der entwickelten Algo-
rithmen auf der DRM-Empfänger-Plattform
Signal-zu-Rausch-Verhältnis-Definition:
Neben den deﬁnierten Kanalmodellen und dem Frequenzoﬀset des analo-
gen Teils des DRM-Empfängers spielt der Einﬂuss von additivem weißen
Rauschen für die Beurteilung der Leistungsfähigkeit der entwickelten Algo-
rithmen eine große Rolle. Für die theoretischen Untersuchungen wäre eine
Deﬁnition des Signal-zu-Rausch-Verhältnisses über das Verhältnis EbN0 sinn-
voll. Da die Untersuchungen am realen Empfänger keine Möglichkeit zur De-
ﬁnition bzw. Messung des EbN0 -Verhältnisses bietet, wird die Rauschleistung









Der DRM-Standard erlaubt eine hohe Anzahl an Konﬁgurationsmöglichkei-
ten für das gesamte System. Für eine übersichtliche Darstellung der Ergeb-
nisse beschränkt sich die Simulation bzw. Veriﬁkation anhand des realisierten
DRM-Empfängers auf folgende Systemparameter:
Parameter Wert
Mode B




Interleaving long (2,4 s)
Modulation 64-QAM
Protection Level 0
Average Coding Rate 0,5
Tabelle 5.3 Verwendete Systemparameter für die Simulation bzw. die Ve-
riﬁkation des realisierten DRM-Empfängers
Charakterisierung des Synchronisationsbereichs:
Im ersten Schritt ﬁndet die Untersuchung der Genauigkeit der Akquisition
unter Einﬂuss der DRM-Kanalmodelle 1-5 statt. Dazu wurde unter einem
konstanten Signal-zu-Rausch-Verhältnis von 50 dB simuliert. Da die Akqui-
sition unabhängig vom verwendeten Übertragungsmodus ist, gelten für die
Simulation folgende Parameter: die FFT-Akquisitionslänge (Nakq) beträgt
1024 Punkte, die Teilbandlänge (NTB) ist 32 und die gemittelten Akquisiti-
onslänge (Nakq,avg) hat einen Wert von 256. Hieraus ergibt sich nach (5.20)
das Periodizitätsintervall (∆fk,avg) der Akquisition von ±1,46Hz.
Das Ergebnis (Bild 5.13) bestätigt das auf Grund theoretischer Überle-
gungen Vorausgesagte und in Bild 5.9 dargestellte Ergebnis. Da für den




















































Bild 5.13 Mittlerer Fehler der Frequenzoﬀset-Akquisition bzgl. eines de-
ﬁnierten Frequenzoﬀsets bei 50 dB Signal-zu-Rausch-Verhältnis und DRM-
Kanalmodellen 1-5
handen ist, verschiebt sich die Fehlerkurve um den mittleren Oﬀset des
Funkkanals. Die Schwankungen des mittleren Fehlers (z.B. Kanal 5) lassen
sich durch die vorhandene Inter-Symbol-Interferenz (ISI) erklären, da das
OFDM-Schutzintervall für die Akquisitionsphase nicht aus dem Datenstrom
herausgetrennt wird.
Überprüfung des gesamten Akquisitionsbereichs:
Für die Zuverlässigkeit des DRM-Empfängers ist eine schnelle bzw.
vom Signal-zu-Rausch-Verhältnis weitgehend unabhängige Frequenzoﬀset-
Akquisition notwendig. Zusätzlich sollte der Empfänger für einen weiten
Temperaturbereich (für Automobil-Anwendungen -40◦C bis 85◦C) einsetz-
bar sein. Hieraus resultieren, bezogen auf die Bandbreite BS des Signals,
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hohe Anforderungen an den Synchronisationsbereich des Empfängers.



















-1000 -750 -375 0 375 750 1000











Bild 5.14 Typische Werte des Schätzfehlers der Akquisition bei einem Fre-
quenzoﬀset im Bereich von ± 1 kHz bei einem Signal-zu-Rausch-Verhältnis
von 50 dB.
Die minimalen Anforderungen an den Synchronisationsbereich eines DRM-
Empfängers [8], sie beﬁnden sich momentan noch in der Speziﬁkationsphase,
werden hierzu einen Wert von ±500Hz vorschreiben. Für die Simulation
und die Betrachtung innerhalb des realen Empfängers wurden die DRM-
Kanalmodelle 1 (AWGN) und 5 ausgewählt. Aufgrund der Unabhängigkeit
vom Übertragungsmodus wurde der in Tabelle 5.3 beschriebene Robustness-
Mode B gewählt. Da die Abhängigkeit vom tatsächlichen wirksamen Signal-
zu-Rausch-Verhältnis erst im nächsten Abschnitt untersucht werden soll,
wird für die aktuelle Untersuchung ein konstanter Wert von 50 dB verwendet.
Anhand von Bild 5.14 (oben) lässt sich erkennen, dass die Akquisition für
einen Frequenzoﬀset aus dem Bereich von ±1 kHz ausnahmslos zur erfolg-
reichen Synchronisation führt. Für einen im DRM-System möglichen Fre-
quenzoﬀset von ±500Hz (vgl. 5.2.3) kann somit der Empfänger einen durch
das analoge Front-End hervorgerufenen Oﬀset von weiteren ±500Hz kom-
pensieren.
In Bild 5.14 ist der nach der Akquisition verbleibende Frequenzfehler (fO −
f˜akq) beispielhaft für die beiden verwendeten Kanalmodelle aufgetragen. Es
zeigt sich, dass die Anforderung für die Akquisition, den tatsächlichen Oﬀset
besser als einen halben Unterträgerabstand zu ermitteln, sicher erfüllt wird.
Durch die sehr genauen Werte der Akquisition wird die Konvergenzzeit des
anschließenden Frequenz-Trackings reduziert, was somit zu einer, gegenüber
anderen bekannten Methoden, sehr kurzen Synchronisationszeit führt.
Verifikation der Signal-zu-Rausch-Verhältnis-Degradation:
Zu Beginn des Kapitels wurde gezeigt, dass ein verbleibender Frequenzoﬀ-
set bei der Demodulation eines OFDM-Signals zu additivem Rauschen führt
(Gleichung (5.8)). In diesem Abschnitt wird untersucht, wie sich bei idealer
Kanalschätzung die Bitfehlerrate für ein System mit bzw. ohne Frequenzoﬀ-
set verhält. Nach der in Abschnitt 5.2.2 aufgestellten Anforderung an die
Genauigkeit der Frequenzoﬀset-Schätzung ﬁndet die Betrachtung für ver-
schiedene Frequenzoﬀsets statt. Als Basis des Vergleichs wird ein AWGN-
Kanal bzw. DRM-Kanal 5 und 64-QAM verwendet.
Vor der Bitfehlerraten-Betrachtung wird die Variation der Schätzwerte der
gesamten Frequenzsynchronisation untersucht. Hierzu wird der Synchroni-
sationsfehler am Ausgang des Frequenzoﬀset-Trackers analysiert. Im rea-
len System wird dieser Wert über einen Tiefpass auf die vorgeschaltete
Frequenzoﬀset-Korrektur (AFC2 vgl. Bild 5.3) rückgekoppelt. Aufgabe des
Tiefpasses ist es, hochfrequente Störungen im Schätzwert des Oﬀset-Trackers
zu unterdrücken.
Bild 5.15 zeigt jeweils das 2σ-Konﬁdenzintervall für die Frequenzfehler in Ab-
hängigkeit vom Signal-zu-Rausch-Verhältnis und für die DRM-Kanalmodelle
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Bild 5.15 Konﬁdenzintervall des Schätzwerts der Frequenzsynchronisati-
on, abhängig vom Signal-zu-Rausch-Verhältnis. Die Graﬁk zeigt das Simu-
lationsergebnis für die DRM-Kanalmodelle 1 und 5 bei einem Umfang von
10000 Schätzwerten pro Signal-zu-Rausch-Verhältnis-Wert.
lers aufgetragen. Anhand der oberen Graﬁk zeigt sich, dass im AWGN-Kanal
der nach der Synchronisation verbleibende Frequenzfehler nahezu verschwin-
det. Durch die Superposition von zwei Signalpfaden beim DRM-Kanal 5
verbleibt, selbst bei hohen Signal-zu-Rausch-Verhältnissen, eine annähernd
konstante Standardabweichung des Frequenzfehlers. In der unteren Graﬁk
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ist das Konﬁdenzintervall am Ausgang der rückgekoppelten Regelschleife
dargestellt. Die gestrichelten grünen Linien geben hierbei die Grenzen des
maximal tolerierbaren Frequenzfehlers nach Kapitel 5.2.2 Tabelle 5.1 an. Für
ein Signal-zu-Rausch-Verhältnis größer als 5 dB liegt das Synchronisationser-
gebnis mit ausreichend hoher Wahrscheinlichkeit innerhalb der vorgegebenen
Toleranzmaske.
Nun ﬁndet die Untersuchung der Bitfehler-Abhängigkeit des Gesamtsystems
hinsichtlich des verbleibenden Frequenzfehlers nach der Frequenzsynchroni-
sation statt. Wie bei der vorherigen Betrachtung werden wieder 64-QAM
und die DRM-Kanalmodelle 1 und 5 verwendet.
Im oberen Teil von Bild 5.16 wird die Bitfehlerrate des DRM-Systems für
den AWGN-Kanal und den DRM-Kanal 5 dargestellt. Zum einen wird das
System ohne Frequenzoﬀset (fO = 0) und ausgeschalteter Frequenzsynchro-
nisation simuliert. Im zweiten Fall wird die gleiche Simulation für einen Fre-
quenzoﬀset, 10% des Unterträgerabstands ∆fk,akq nach Gleichung (5.16),
untersucht. In den beiden unteren Graﬁken wird der Bereich der jeweiligen
Bitfehler-Kurve im Bereich um eine Rate von 10−4 vergrößert dargestellt.
Anhand der gemessenen Degradation der Dekodierungs-Güte (∆γ1 und∆γ5)
zeigt sich, dass das Entwurfkriterium aus Kapitel 5.2.2 (∆γ<0,1 dB) eben-
falls erreicht wird.
Frequenzsynchronisation im realen Empfänger:
Zur Demonstration und Validierung der Funktion der gesamten Frequenz-
synchronisation wird der Schätzwert f˜akq + f˜trac über eine längere Zeit auf-
gezeichnet. Um die Einﬂüsse einer sich ändernden Umgebungstemperatur
auszuschließen, wird der DRM-Empfänger innerhalb einer Wärmekammer
bei konstanter Temperatur von 20◦C betrieben.
Bild 5.17 zeigt das Ergebnis der Frequenzoﬀset-Schätzung beim realen Emp-
fang eines DRM-Signals. Die Übertragung fand zwischen Sines in Portugal
und Ulm in Deutschland (Entfernung 2600 km) statt, was mindestens eine
Reﬂexion innerhalb der Ionosphäre zur Folge hat. Die Übertragung nutzte ei-
ne Mittenfrequenz von fRF=15,44MHz. Da das Ergebnis der Schätzung kei-
ne wesentliche mittlere Verschiebung aufweist, kann davon ausgegangen wer-
den, dass keine Doppler-Verschiebung (Dsh) wirksam ist. Die Schwankungen
des Schätzwerts sind auf die Varianz der wirksamen Doppler-Verschiebung,
den Doppler-Spread Dsp zurückzuführen.
Weitere Ergebnisse und Betrachtungen zur realisierten Synchronisation des
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Bild 5.16 (Oben) Bitfehlerratenmessung für einen AWGN-Kanal bei idea-
ler Kanalschätzung und inaktiver Synchronisation bzw. aktiver Synchroni-
sation. (Unten) Vergrößerung zur Analyse der Signal-zu-Rausch-Verhältnis-
Degradation für aktive Synchronisation.
5.3 Kanalschätzung
Aufgrund der in Kapitel 2 vorgestellten Eigenschaften des Mobilfunkkanals
kommt es zu frequenz- bzw. zeitselektivem Fading. Dies führt zu Signal-
einbrüchen sowohl in Zeit- wie auch in Frequenzrichtung der eintreﬀenden
OFDM-Symbole. Da in den meisten modernen Kommunikationssystemen,





























Bild 5.17 Gemessene Werte der Frequenzoﬀset-Schätzung bei einer Signal-
übertragung von Sines (Portugal) nach Ulm (Deutschland) bei einer Sende-
frequenz von fRF=15,44MHz
aufgrund der für die jeweilig angestrebten Applikationen notwendigen ho-
hen Datenraten, kohärente Modulationsverfahren einsetzten werden, ist ei-
ne Kanalentzerrung zwingend notwendig. Die hierfür erforderlichen Koef-
ﬁzienten für das Entzerrersystem können einerseits ohne jegliches Wissen
des Kanals anhand von geeigneten Fehlerfunktionen ("blinde" Methoden)
geschätzt werden. Andererseits können zur Kanalschätzung Referenzdaten,
die vom Sender in das übertragene Signal eingebettet werden, herangezogen
werden. Man erhält hieraus Messwerte des Übertragungskanals. Ziel ist es,
das Verhalten des Kanals an den Stellen der Nutzträger zu ermitteln bzw. zu
schätzen. Die Ermittlung der Kanalübertragungsfunktion erfolgt mit Hilfe
von Interpolation oder Filterung der bekannten Messwerte. Abhängig von
den aktuellen bzw. den zu erwartenden Änderungen der den Kanal beein-
ﬂussenden Parameter Delay-Spread und Doppler-Spread, wird eine geeignete
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Methode im Empfänger ausgewählt.
Dieser Abschnitt beschreibt den Vergleich verschiedener referenzdatenge-
stützter Kanalschätzmethoden hinsichtlich ihres verbleibenden Restfehlers
bzw. des für die jeweilige Methode notwendigen Berechnungsaufwandes bei
der Umsetzung auf der Empfänger-Plattform aus Kapitel 4.
5.3.1 Grundlage der Kanalschätzung
Die Entzerrung des Kanals erfolgt mit Hilfe der diskreten Kanalübertra-
gungsfunktion H(k, l) bzw. deren Schätzung H˜(k, l) an den Stellen des k-ten
Unterträgers im l-ten OFDM-Symbol. Zur Schätzung der CTF sind an den
Positionen (kp, lp) sog. Piloten (Referenzdaten) in die OFDM-Symbole inte-
griert. Die Piloten sind in regelmäßigen Abständen, hinsichtlich der Träger
der OFDM-Symbole, angeordnet. Abhängig vom Übertragungsmodus (A-
D) erhöht sich die Anzahl der Piloten, um die Interpolationsreichweite zu
verkleinern. Bild 5.18 zeigt einen Auszug aus der Rahmenstruktur für den






























Bild 5.18 Anordnung der Piloten für die Kanalschätzung beim Übertra-
gungsmodus B
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Einhaltung des Abtasttheorems
Die Abstände der Piloten für die vier möglichen Übertragungsmodi in Zei-
trichtung (Dl) bzw. in Frequenzrichtung (Dk) sind in Tabelle 5.4 zusammen-
gefasst. Abhängig vom Abstand der Piloten kann auf die maximal zulässigen
Werte der Kanalparameter Delay-Spread und Doppler-Spread, die anhand
der Piloten rekonstruiert werden können, geschlossen werden. Dabei wird
anfangs davon ausgegangen, dass durch die vorgegebenen Abstände der Pi-







Tabelle 5.4 Abstände der Pilot-Träger in Frequenz- und Zeitrichtung
In Kapitel 2.2 wurde gezeigt, dass die Kohärenz-Bandbreite für die Frequenz-
selektivität des Kanals verantwortlich ist. Sie wird bestimmt durch die maxi-
mal vorhandene Umwegelaufzeit. Legt man für eine kausale Darstellung die




2 ), muss zur Einhaltung
des Abtasttheromes in Frequenzrichtung gelten:




Ähnliches wie für die Kohärenz-Bandbreite gilt für die Kohärenz-Zeit des
Funkkanals, die durch den maximal vorhandenen Doppler-Spread Dspmax
bestimmt wird. Hierbei wird ein zweiseitiger Doppler-Spread zu Grunde ge-





gilt. Unter Bezug auf die Tabellen 3.2 und 5.4 bzw. die Formeln (5.32) und
(5.33) lassen sich für den jeweiligen Übertragungsmodus folgende Grenzwerte
hinsichtlich Delay-Spread und Doppler-Spread angeben.
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Übertragungsmodus ∆fk TS τmax Dspmax
A 41,64Hz 26,67ms 1,2ms 3,75Hz
B 46,88Hz 26,67ms 3,6ms 6,25Hz
C 68,18Hz 20ms 3,7ms 12,5Hz
D 107,14Hz 16,67ms 3,1ms 10,0Hz
Tabelle 5.5 Maximal zulässige Werte für die Parameter Delay-Spread und
Doppler-Spread
Tabelle 5.5 zeigt, dass im Prinzip kein Übertragungsmodus für die Kanal-
modelle 5 bzw. 6 (Tabelle 2.3) geeignet wäre, die eine maximale relative
Umwegelaufzeit von 4 bzw. 6ms aufweisen. Der maximale Doppler-Spread
von 7Hz lässt sich jedoch mit dem Pilotmuster beherrschen. Es besteht die
Möglichkeit, bei der Berechnung der pilotgestützten Kanalschätzung, auf
der Basis von OFDM-Rahmen, prinzipiell eine zweidimensionale Methode
zur Kanalschätzung einzusetzen bzw. Zeit- und Frequenzrichtung separat zu
betrachten [30], [23]. Wird die Interpolation in Zeitrichtung zuerst ausge-
führt, ergibt sich für die nachfolgende Schätzung in Frequenzrichtung eine
ausreichende Anzahl von Interpolationsstützstellen, durch die eine Reduzie-
rung des jeweiligen Abstandes von Dk nach Dkν (Bild 5.19) möglich wird.
Dadurch können mit Hilfe der Kanalschätzung auch höhere Delay-Spreads
kompensiert werden.
Die nun zulässigen Kanalparameter, bei gleichbleibender Symboldauer TS
bzw. Trägerabstand ∆fk, sind in Tabelle 5.6 zusammengefasst.
Übertragungsmodus Dkν τmax Dspmax
A 4 6,0ms 3,75Hz
B 2 10,7ms 6,25Hz
C 2 7,3ms 12,5Hz
D 1 9,3ms 10,0Hz
Tabelle 5.6 Maximal zulässige Werte für die Parameter Delay-Spread und
Doppler-Spread mit zuerst durchgeführter Interpolation in Zeitrichtung





























Bild 5.19 Anordnung der Piloten und interpolierten Träger für die Ka-
nalschätzung in Frequenzrichtung nach der zeitlichen Interpolation für den
Übertragungsmodus B
Struktur innerhalb des Empfängers
Es werden in dieser Arbeit Methoden für zwei unabhängige, eindimensionale
Interpolationen für Zeit- bzw. Frequenzrichtung untersucht. Bezeichnet man
das Empfangssignal im Frequenzbereich mit R(k, l), das Sendesignal mit
S(k, l), die Übertragungsfunktion des Kanals mit H(k, l) und das additive
weiße Rauschen mit N(k, l) so lässt sich schreiben:
R(k, l) = S(k, l) ·H(k, l) +N(k, l) (5.34)
Die Pilot-Träger beﬁnden sich dabei an den Stellen kp und lp im jeweiligen
OFDM-Rahmen (vgl. Bild 5.18). Da im synchronisierten Empfänger die Pilo-
ten R(kp, lp) und die gesendetenWerte S(kp, lp) bekannt sind, kann die durch
additives weißes Rauschen überlagerte Kanalübertragungsfunktion Ĥ(kp, lp)









Durch die abgetastete CTF Ĥ(kp, lp) und unter Einhaltung des Abtasttheo-
rems lässt sich die geschätzte CTF H˜(k, l) an allen Stellen k und l durch
Interpolation berechnen. Abhängig vom verwendeten Interpolationsverfah-
ren verändert sich die empfängerseitige Bitfehlerrate (BER).
Um das Empfangssignal R(k, l) kohärent demodulieren zu können, muss ei-
ne Entzerrung mit der geschätzten CTF stattﬁnden. Das Blockdiagramm in
Bild 5.20 verdeutlicht die Anordnung der einzelnen Funktionen innerhalb der
Kanalschätzung. Die Entzerrung des Empfangssignals lässt sich mathema-





















H(k, l) N(k, l)
S(k, l) Laufzeit-
ausgleich
Bild 5.20 Realisierte Kanalschätzung und Kanalentzerrung im DRM-
Empfänger
Bewertung der Interpolationsverfahren
Es werden zwei Bewertungskriterien für die Qualität der untersuchten Algo-
rithmen zur Interpolation verwendet.
Zum einen wird die simulierte Bitfehlerrate innerhalb des Empfängers ermit-
telt. Verglichen wird der Wert dann mit der Bitfehlerkurve bei idealer Kanal-
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schätzung und gleichem Rauscheinﬂuss. Die Simulation des Mobilfunkkanals
bei DRM erfolgt mit Hilfe des Tapped-Delay-Line Kanalmodells (Bild 2.5).
Da bei der Simulation keine deterministischen Rauschquellen zur Erzeugung
des Doppler-Spreads und des AWGN-Rauschens verwendet werden, ist die
tatsächliche CTF H(k, l) nicht bekannt.
Da das Sendesignal innerhalb der Simulation aber bekannt ist, kann im
Empfänger die verrauschte Kanalübertragungsfunktion Ĥ(k, l) an allen Po-
sitionen k und l berechnet werden. Um die exakte CTF H(k, l) zu erhal-
ten, wird dem Empfänger das vom Kanal verzerrte Sendesignal ohne Rau-
schen (AWGN) zugeführt. Der Zusammenhang zwischen Sendesignal S(k, l)
und rauschfreiem Empfangssignal Rnn(k, l) lässt sich folgendermaßen aus-
drücken:
Rnn(k, l) = S(k, l) ·H(k, l) (5.36)
Da im Gegensatz zu (5.34) das AWGN hier nicht auftritt, kann H(k, l) direkt
berechnet werden. Nach der Entzerrung erhält man das Empfangssignal bei
idealer KanalschätzungRe,ideal(k, l), das jetzt nur noch vom Systemrauschen
N(k, l) abhängig ist, d.h. es gilt




Hieraus lässt sich die ideale Bitfehlerkurve, abhängig vom eingestellten
Signal-zu-Rausch-Verhältnis-Wert, berechnen und als Referenz zur Bitfeh-
lerkurve des jeweils untersuchten Interpolationsverfahrens darstellen.
Zum anderen ﬁndet auch noch eine Betrachtung hinsichtlich des mittleren
quadratischen Fehlers MSE (engl.: Mean Square Error) bei der Interpolation
statt. Dieser wird nach folgender Vorschrift berechnet:
MSE =
1





[∣∣∣H(k, l)− H˜(k, l)∣∣∣2] (5.38)
Hierbei beschreibt K die Anzahl der verwendeten Datenträger, also ohne
Piloten, innerhalb eines OFDM-Symbols. L gibt an, über wieviele OFDM-
Symbole der MSE berechnet wird. Bild 5.21 zeigt den Signalpfad der idealen
Kanalschätzung, aus dem die ideale Bitfehlerkurve und die Referenz zur
Berechnung des MSE gewonnen werden kann.
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Kanal











Bild 5.21 Blockdiagramm der idealen Kanalschätzung innerhalb des Emp-
fängers. Sie wird nur zur Ermittlung des idealen Verlaufs der Bitfehlerkurven
benötigt.
5.3.2 Verfahren zur Kanalschätzung
Zur Interpolation von unbekannten Werten zwischen Stützstellen gibt es ei-
ne Vielzahl von Verfahren. Werden keine zusätzlichen Informationen über
die statistischen Eigenschaften des Kanals genutzt bzw. sind keine Informa-
tionen bekannt, so bieten sich die Verfahren der linearen bzw. kubischen
Interpolation sowie die Interpolation mittels DFT-Methode an. Bei geeigne-
ter Implementierung von Schätzverfahren für die den Kanal beschreibenden
Parameter Delay-Spread und Doppler-Spread stellt das Wienerﬁlter das op-
timale lineare Filter zur Interpolation zwischen den Stützstellen dar. Es wird
hierbei von einer optimalen Parameterschätzung ausgegangen und Einﬂüsse
hinsichtlich der verwendeten Filterlänge, Neuberechnungsrate der Filterko-
eﬃzienten und Implementierungsaufwand werden verglichen. Die Güte des
jeweiligen Algorithmus wird anhand des MSE bzw. der resultierenden Bit-
fehlerrate verglichen. Grundsätzlich können alle angesprochenen Verfahren
jeweils für die Interpolation sowohl in Zeit- als auch Frequenzrichtung ver-
wendet werden. Die DFT-Methode eignet sich allerdings nur für die Fre-
quenzrichtung; dies wird im zugehörigen Teilabschnitt näher erläutert.
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Lineare Interpolation
Die lineare Interpolation stellt, für nicht allzu schnelle Änderungen des Funk-
kanals, eine zuverlässige Schätzmethode bei vergleichsweise geringem Re-
chenaufwand dar. Die zu schätzenden Positionen der CTF werden hierbei
durch lineare Interpolation der beiden am nächsten gelegenen Pilotwerte,
jeweils für Zeit- oder Frequenzrichtung, ermittelt.
Für die zuerst durchgeführte Interpolation in Zeitrichtung gilt
H˜(k, l) =Ĥ(kp, lp) +
Ĥ(kp, lp+1)− Ĥ(kp, lp)
lp+1 − lp · (l − lp),
mit k = kp und lp < l < lp+1.
(5.39)
Da durch die geringen Abstände der Piloten in Zeitrichtung zumeist eine
Überabtastung der Kanalübertragungsfunktion vorliegt, liefert die lineare
Interpolation gerade bei der Schätzung in Zeitrichtung gute Ergebnisse.
Die anschließende Interpolation in Frequenzrichtung wird nach
H˜(k, l) =Ĥ(kν , l) +
Ĥ(kν+1, lp)− Ĥ(kν , lp)
kν+1 − kν · (k − kν),
mit kν < k < kν+1
(5.40)
berechnet.
Der rechnerische Aufwand bei der Implementierung der linearen Interpola-
tion liegt bei 2 Multiplikationen und 4 Additionen pro zu interpolierender
Stützstelle.
Spline Interpolation
Diese Interpolation teilt das zu schätzende Signal in kleine, gleich große In-
tervalle auf. Auf jedes wird eine Interpolation mit Hilfe eines Polynoms 3.
Ordnung angewendet [63]. Dabei wird berücksichtigt, dass die Kurve, wel-
che durch die Polynome berechnet wurde, die Randpunkte jedes Intervalls
kontinuierlich durchläuft. Die vier Bedingungen zur Lösung des charakteris-
tischen Polynoms 3. Ordung erhält man zum einen aus den beiden Werten
der Randpunkte, zum anderen muss die Funktion mindestens zweimal stetig
diﬀerenzierbar sein, um einen glatten Kurvenverlauf zu erhalten, wodurch die
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Werte der ersten bzw. zweiten Ableitung an den Randpunkten des jeweiligen
Intervalls übereinstimmen.
Gerade durch den Einﬂuss der Frequenzselektivität des Kanals liefert die
Spline-Methode für die Interpolation in Frequenzrichtung bessere Ergebnisse
als die vorher beschriebene lineare Interpolation. Ein Vergleich der Methoden
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Bild 5.22 Vergleich der linearen bzw. Spline Interpolation für die Kanal-
schätzung in Frequenzrichtung
Der Rechenaufwand für die Spline Berechnung ist im Gegensatz zur linearen
Interpolation wesentlich höher und lässt sich mit 14 Multiplikationen und 17
Additionen pro Punkt der Kanalschätzung angeben.
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DFT-Interpolation
Die Interpolation mit Hilfe der DFT-Methode wird, aufgrund des erhöh-
ten Rechenaufwandes, nur für die Schätzung der CTF in Frequenzrichtung
verwendet. Das nach der Kanalschätzung in Zeitrichtung vorliegende Signal
Ĥ(kν , l) wird mit Hilfe der IDFT in den Zeitbereich transformiert. Man
erhält hieraus die unterabgetastete Kanalimpulsantwort (engl.: Channel Im-
pulse Response CIR). Nach dem Einfügen von Nullen, was einer zeitlichen
Verlängerung der CIR entspricht, wird unter Verwendung der DFT die CTF
mit einer höheren Auﬂösung berechnet. Da die Umwegelaufzeiten des Kanals
nicht zwangsläuﬁg Vielfache der Abtastzeit darstellen, wird durch geeignete
Fensterung der Leck-Eﬀekt gemindert.
Weil die Interpolation in Frequenzrichtung für jedes OFDM-Symbol sepa-
rat erfolgt, wird bei der folgenden Beschreibung des Algorithmus auf den



















Bild 5.23 Blockdiagramm der Kanalschätzung mit Hilfe der DFT-
Interpolation
Die abgetastete und zeitlich interpolierte CTF Ĥ(kν) wird zur Vermeidung




Ĥ(kν) · w(kν) (5.41)
Hierfür wurde als Fenster eine Gaußfunktion mit α = 1, 6 gewählt [33].






mit 0 ≤ kν ≤ Kν − 1 (5.42)
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Untersuchungen mit weiteren Fensterfunktionen sind in [67] zu ﬁnden. Mit








j2pikνκ/Kν , mit κ = 0, ...,Kν − 1. (5.43)
Um die Auﬂösung im Frequenzbereich zu erhöhen, werden in das Zeitsignal
Nullen eingefügt (5.44), deren Anzahl gleich der benutzten Unterträgeran-
zahl K (vergleiche Tabelle 3.3) minus der Stützstellenanzahl Kν ist.
h˜w(κ) =

ĥw(κ) für 0 ≤ κ ≤ (Kν/2)− 1,
0 sonst,
ĥw(κ−K +Kν) für K −Kν/2 ≤ κ ≤ K − 1.
(5.44)
h˜w(κ) wird mit Hilfe einer DFT wieder in den Frequenzbereich überführt





−j2pikκ/K , k = 0, ...,K − 1 (5.45)
Um die geschätzte Übertragungsfunktion zu erhalten, muss die Gewichtung











und 0 ≤ k ≤ K − 1
(5.46)
rückgängig gemacht werden.
Der Berechnungsaufwand für die DFT-Methode ist wesentlich höher als bei
der linearen bzw. Spline Interpolation. Bei sich sehr schnell ändernden Kanä-
len liefert die DFT-Methode vergleichbare Ergebnisse dem Wienerﬁlter (vgl.
Kapitel 5.3.3).
Wienerfilter
Die genaueste Möglichkeit für die Interpolation der zweidimensionalen Ka-
nalübertragungsfunktion ist das 2D-Wienerﬁlter. Das Wienerﬁlter ist ein
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Optimalﬁlter, dessen Entwurfskriterium auf der Minimierung des MSE zwi-
schen der tatsächlichen und der geschätzten CTF beruht. Um den Schätz-
wert für eine Stützstelle der CTF zu ermitteln, wird ein gewichtetes Mittel
der am nächsten liegenden Piloten berechnet. Piloten, die der zu schätzen-
den Position am nächsten liegen, werden stärker gewichtet. Die Gewichtung
nimmt mit der Entfernung ab. Die Anzahl der verwendeten Piloten kann
bei der Berechnung der CTF unterschiedlich sein, wobei die Genauigkeit
mit der Anzahl der Piloten steigt. Im gleichen Maße steigt jedoch auch der
Berechnungsaufwand. Allgemein lässt sich sagen, dass der Aufwand für die
Berechnung einer 2D-Kanalschätzung sehr hoch ist.
Um den Aufwand der Filterung zu reduzieren, kann das zweidimensionale
Filter in zwei eindimensionale Filter zerlegt werden [29], [23]. Es ﬁndet dabei
eine separate Filterung für Zeit- und Frequenzrichtung statt, was der An-
ordnung aus Bild 5.20 entspricht. Der Qualitätsverlust gegenüber der zwei-
dimensionalen Filterung wird zu Gunsten des reduzierten Berechnungsauf-
wands in Kauf genommen.
Das Wienerﬁlter berücksichtigt bei der Schätzung die Eigenschaften des
Übertragungskanals. Da es sich hier um ein WSSUS-Kanalmodell (vgl. Kapi-
tel 2.3) handelt, können die Kanaleigenschaften mit Hilfe der Zeit-Frequenz-
Korrelationsfunktion
ϕHH(∆f,∆t) = E {H(f, t) ·H∗(f −∆f, t−∆t)} (5.47)
ϕHH(∆f,∆t) (vergleiche Bild 2.10) bestimmt werden.
Setzt man ∆f = 0, erhält man die Zeit-Korrelationsfunktion ϕHH(∆t), wel-
che die inverse Fouriertransformierte des Dopplerleistungsdichtespektrums
ΦTT (fD) ist.
Setzt man hingegen ∆t = 0, erhält man die Frequenz-Korrelationsfunktion
ϕHH(∆f), welche die Fouriertransformierte des Verzögerungsleistungsdich-
tespektrums Φhh(τ) darstellt.
Es kann gezeigt werden, dass sich die Zeit-Frequenz-Korrelationsfunktion
in Form eines Produkts der Frequenz- und der Zeit-Korrelationsfunktion
separieren lässt [17], d.h. es gilt
ϕHH(∆f,∆t) = ϕHH(∆f) · ϕHH(∆t). (5.48)
Dies ist die Voraussetzung für die Aufteilung des zweidimensionalen in zwei
eindimensionale Filter.
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Wienerfilter in Zeitrichtung: Im Folgenden wird der Ansatz des eindi-
mensionalen Wienerﬁlters in Zeitrichtung erläutert. Da bei der Betrachtung
in Zeitrichtung die Unterträger k ohne Relevanz sind, wird dieser Index nicht
beachtet.
Die geschätzte Kanalübertragungsfunktion in Zeitrichtung H˜(l) berechnet
sich mit Hilfe des Wienerﬁlters wie folgt.
H˜(l) = wT (l) · p(l) (5.49)
Hierbei ist wT (l) ein Filterkoeﬃzientenvektor der Dimension (1 xN) und
p(l) ein Pilotenvektor der Dimension (N x 1). Für die Schätzung werden
N Piloten in der Nähe des zu schätzenden Wertes H˜(l) ausgewählt. Die
Filterkoeﬃzienten berechnen sich folgendermaßen:
wT (l) = rTHHP (l) ·
[





rTHHP (l) ist der Kreuzkorrelationsvektor der Dimension (1 xN). Er be-
schreibt die Korrelation zwischen der idealen CTF H(l) und der abgetas-
teten CTF Ĥ(lp). RHPHP (l) ist die Autokorrelationsmatrix der Dimension
(N xN), welche die Korrelation von Ĥ(lp) mit sich selber beschreibt. σ2n ist
die Rauschleistung des additiven Rauschens und I die Einheitsmatrix der
Dimension (N x N).
Da die ideale CTF nicht bekannt ist, wird zur Berechnung von rTHHP (l)
und RHPHP (l) die statistische Beschreibung des WSSUS-Kanals herangezo-
gen. Wie oben schon erwähnt, ist die Zeit-Korrelationsfunktion die inverse
Fouriertransformation des Dopplerleistungsdichtespektrums. Das Doppler-
leistungsdichtespektrum ist bei einem DRM-System gaußverteilt [4], woraus
sich die Zeit-Korrelationsfunktion
ϕHH(∆l) = e




Daraus ergibt sich der Kreuzkorrelationsvektor rTHHP (l) für die zu schätzende
Stelle l und mit dem Einﬂuss von N Stützstellen wie folgt:
rTHHP (l) =
(
ϕHH(∆lp1) ϕHH(∆lp2) . . . ϕHH(∆lpN−1) ϕHH(∆lpN)
)
120 Kapitel 5 DRM Basisband Algorithmen
(5.52)
∆lpn ist der Abstand zwischen der zu schätzenden Zelle an der Position l
und dem n-ten, in die Schätzung mit einbezogenen Piloten an der Position
pn.
Die Autokorrelationsmatrix lässt sich folgendermaßen ausdrücken:
RHPHP (l) =

ϕHH(∆p1p1) ϕHH(∆p2p1) . . . ϕHH(∆pNp1)





ϕHH(∆p1pN) ϕHH(∆p2pN ) . . . ϕHH(∆pNpN )
 (5.53)
∆pipj ist der Abstand zwischen dem i-ten und j-ten Piloten der Schätzung.
Im Gegensatz zu den anderen Methoden interpoliert das Wienerﬁlter nicht
nur die Stellen zwischen den Piloten, sondern reduziert auch das den Pi-
loten überlagerte Rauschen [63]. Aus diesem Grund werden die Piloten mit
geﬁltert. Das bedeutet, dass die geschätzte Kanalübertragungsfunktion weit-
gehend vom Rauschen befreit wird. Der Algorithmus realisiert ein Tiefpass-
ﬁlter. Anhand des Optimierungskriteriums zur Minimierung des MSE der
CTF werden die Filterkoeﬃzienten jeweils neu berechnet. Wird die Grenzfre-
quenz des Filters zu gering gewählt, indem σd in (5.51) zu groß angenommen
wird, reduziert sich einerseits die Rauschleistung und andererseits wird die
originale CTF nicht mehr so gut interpoliert. Im Gegenzug erhöht sich die
Rauschleistung, falls die Grenzfrequenz wesentlich höher als der maximale
Doppler-Spread gewählt wird.
Wienerfilter in Frequenzrichtung: Die Interpolation in Frequenzrich-
tung erfolgt im Prinzip gleich wie die Interpolation in Zeitrichtung. Anstatt
des Index l wird der Index k verwendet. Da die Interpolation in Zeitrichtung
der in Frequenzrichtung vorausgeht, basiert die Schätzung auf H˜(kν). Hier-
bei handelt es sich um die Kanalübertragungsfunktion an den Positionen
der Piloten und der Stützstellen, welche durch die Zeitinterpolation hinzu-
gekommen sind.
H˜(k) berechnet sich entsprechend (5.49) und wT (k) entsprechend (5.50).
Zur Berechnung von rTHHP (k) und RHPHP (k) wird die Frequenz-Korrela-
tionsfunktion, welche die Fouriertransformierte des Verzögerungsleistungs-
dichtespektrums ist, herangezogen. Dieses ist bei einem DRM-System im
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Bereich 0 ≤ τ ≤ τmax annähernd gleichverteilt und außerhalb dieses In-
tervalls Null. Daraus ergibt sich durch Fouriertransformation die Frequenz-
Korrelationsfunktion
ϕHH(k) = sinc(2piτmax∆fk). (5.54)
Aus der Frequenz-Korrelationsfunktion lässt sich, analog zu (5.52) und
(5.53), der Kreuzkorrelationsvektor rTHHP (k) und die Autokorrelationsma-
trix RHPHP (k) berechnen.
Da für die Interpolation in Frequenzrichtung eine feste Kanalbandbreite und
somit eine endliche Anzahl von Unterträgern auszugleichen ist, lässt sich
ein Rand-Interpolations-Problem hier nicht vermeiden. Die Filterung in Fre-
quenzrichtung ist daher in zwei Fälle unterteilbar.
• Der erste Fall entspricht genau der Vorgehensweise wie bei der Fil-
terung in Zeitrichtung. Es werden immer nur die Stellen, welche in
unmittelbarer Nähe der Mitte des Filters liegen, geschätzt. Dieser Fall
kann angewandt werden, solange zur Schätzung der jeweiligen Position
links- und rechtsseitig genügend Piloten zur Verfügung stehen.
• Fall zwei tritt ein, wenn sich die Schätzposition einem Rand nähert.
Das Filter kann nun nicht mehr weiter verschoben werden. Dies führt
dazu, dass sich die Schätzposition immer weiter aus der Filtermitte
entfernt. Mit steigender Filterordnung nimmt dieses Problem zu.
5.3.3 Ergebnisse
Beim Vergleich der Ergebnisse wird auf die bekannten Kanalmodelle aus
Kapitel 2 und die Deﬁnition des Signal-zu-Rausch-Verhältnisses aus Kapitel
5.2.4 zurückgegriﬀen. Es wird untersucht in wie weit es sinnvoll ist, rechen-
intensive Methoden zur Interpolation einzusetzen, um eine Reduktion der
Bitfehlerrate zu erreichen. Um einen umfassenden Überblick zu erlangen,
werden folgende Kombinationen von Methoden für die Interpolation in Zeit-
bzw. Frequenzrichtung untersucht.
Die Ergebnis-Kurven der nächsten Abschnitte zeigen die Bitfehlerraten, ab-
hängig vom Signal-zu-Rausch-Verhältnis und den DRM-Kanalmodellen. Da-
bei wurden für jeden dargestellten Wert im Minimum 10000 Bitfehler simu-
liert. Dies bedeutet einen Umfang von 100 Millionen simulierter Bits für eine
Bitfehlerrate von 1·10−4. Die Legenden der einzelnen Graﬁken setzen sich










Tabelle 5.7 Aufstellung der untersuchten Interpolations-Methoden für
Zeit- und Frequenzrichtung als Basis für die Kanalschätzung
immer aus der Methode für die Interpolation in Zeit- und Frequenzrichtung
zusammen.
Kanal 1
Für die simulierten Bitfehlerraten im DRM-Kanal 1, der dem klassischen
AWGN-Kanal entspricht, lassen sich nur geringe Unterschiede der einzelnen
Verfahren erkennen. Es zeigt sich, dass die Spline-Interpolations-Methode,
unabhängig davon ob eine Anwendung in Zeit- oder Frequenzrichtung statt-
ﬁndet, zu den schlechtesten Ergebnissen führt. Da im AWGN-Kanal alle
Stützstellen der abgetasteten Übertragungsfunktion unabhängig voneinan-
der sind und nur vom Rauschen beeinﬂusst werden, lieferte die Interpolation
mit Hilfe eines kontinuierlichen Kurvenzuges ein unbefriedigendes Ergebnis.
Sämtliche Untersuchungen, unter Zuhilfenahme der Wiener-Methoden, zei-
gen die niedrigstenWerte bei der Bitfehlerrate. Durch Einbezug des geschätz-
ten Signal-zu-Rausch-Verhältnis-Wertes bei der Berechnung der Wiener-
Koeﬃzienten (5.50) wird die Grenzfrequenz des Interpolations-Filters so
angepasst, dass so wenig Rauschen wie möglich berücksichtigt wird. Auf-
grund der geringen Unterschiede wäre die lineare Interpolations-Methode
für Zeit- und Frequenzrichtung im Kanal 1 vollkommen ausreichend. Zu-
gleich erfordern diese Methoden den geringsten Rechenaufwand und somit



















Bild 5.24 Vergleich verschiedener Interpolations-Methoden bei der Kanal-
schätzung für DRM-Kanalmodell 1
DRM-Empfängers.
Kanal 2
Bei den im DRM-Kanal 2 wirksamen zwei Übertragungspfaden ist der
Doppler-Einﬂuss sehr gering, weswegen eine regelmäßige und zeitlich kon-
stante Interferenzstruktur für die Kanalübertragungsfunktion auftritt. Somit
ist das additive Rauschen bei der Übertragung der wesentlich beeinﬂussen-
de Faktor. Aus diesem Grund gelten die selben Schlussfolgerungen wie bei
DRM-Kanal 1.


















Bild 5.25 Vergleich verschiedener Interpolations-Methoden bei der Kanal-
schätzung für DRM-Kanalmodell 2
Kanal 3
Die Anforderungen an die Kanalschätzung sind im DRM-Kanal 3 äußerst
hoch. Hier setzt sich das Empfangssignal aus vier Komponenten von vier
unabhängigen Übertragungspfaden zusammen. Folgt man den Signal-zu-
Rausch-Verhältnis-Werten der Planungsparameter für ein DRM-System [2],
so spiegeln diese ebenso die Schwierigkeiten dieses Funkkanals wider. Anhand
von Bild 5.26 ist bereits eine leichte Tendenz zu erkennen, dass eine lineare
Interpolation in Frequenzrichtung zu höheren Fehlerraten führt. Durch die
größeren Umwegelaufzeiten im DRM-Kanal 3 verringert sich die Kohärenz-
Bandbreite Bc, wodurch sich die Anzahl von Fading-Einbrüchen innerhalb
des Spektrums der Kanalübertragungsfunktion erhöht. Somit wird durch die




















Bild 5.26 Vergleich verschiedener Interpolations-Methoden bei der Kanal-
schätzung für DRM-Kanalmodell 3
Kanal 4
Beim DRM-Kanal 4 sind, wie bei Kanal 2, nur zwei Übertragungspfade
wirksam, jedoch erhöht sich der Einﬂuss der Doppler-Spreizung Dsp. Auf-
grund der regelmäßigeren Einbrüche im Frequenzbereich, gegenüber Kanal
3, verbessern sich die Simulationsergebnisse etwas. Ansonsten ähneln die
Ergebnisse denen aus der vorherigen Betrachtung. Allgemein lässt sich fest-
stellen, dass die Spline-Interpolations-Methode nun zu besseren Ergebnissen
führt und nur eine unwesentliche Verschlechterung gegenüber den Wiener-
Methoden zu erkennen ist.


















Bild 5.27 Vergleich verschiedener Interpolations-Methoden bei der Kanal-
schätzung für DRM-Kanalmodell 4
Kanal 5
Beim DRM-Kanal 5 verdoppeln sich, gegenüber Kanal 4, die Einﬂüsse der
Umwegelaufzeit sowie des Doppler-Spreads. Anhand von Bild 5.28 lassen
sich nun drei Gruppen von Interpolations-Methoden unterscheiden. Die Un-
terteilung basiert auf der Interpolations-Methode in Frequenzrichtung. Die
lineare Interpolation erweist sich hierbei als völlig unzureichend und liefert
selbst bei sehr hohen Signal-zu-Rausch-Verhältnis-Werten noch Bitfehlerra-
ten von mehr als 1·10−2. Die Spline-Methode erreicht bereits bessere Er-
gebnisse, erfüllt allerdings die Anforderungen an eine befriedigende Audio-
Qualität ebenfalls nicht. Nur eine Kanalschätzung mit Wiener- oder DFT-
Interpolation im Frequenzbereich liefert die von der Speziﬁkation geforderten



















Bild 5.28 Vergleich verschiedener Interpolations-Methoden bei der Kanal-
schätzung für DRM-Kanalmodell 5
Umsetzung im realen DRM-Empfänger
Wie bereits mehrfach erwähnt, gilt es bei der Implementierung eines kom-
merziellen DRM-Empfängers den Rechenaufwand hinsichtlich einer geringen
Leistungsaufnahme bzw. Rechenzeit des eingesetzten Prozessors zu minimie-
ren. Dabei sollte sich jedoch die Leistungsfähigkeit des Gesamtsystems nicht
wesentlich verschlechtern.
In Bild 5.29 ﬁndet sich eine Gegenüberstellung des Berechnungsaufwands
für jede mögliche Kombination aus Interpolation in Zeit- und Frequenzrich-
tung. Für die Betrachtung wurde jeweils die Summe aller Additionen und
Multiplikationen (jeweils eine Operation) für die Interpolation eines OFDM-
Symbols gebildet. Für die Interpolation mit Hilfe des Wiener-Verfahrens wird
zunächst davon ausgegangen, dass für jedes Symbol ein neuer Satz Filterko-
eﬃzienten berechnet wird. Die Anzahl der Filterkoeﬃzienten in Zeitrichtung




























Bild 5.29 Vergleich des Berechnungsaufwands der einzelnen Kombinationen
für die Interpolations-Methoden in Zeit- und Frequenzrichtung.
beträgt 9 und in Frequenzrichtung 15. Um die direkte Berechnung einer
Matrixinversion nach (5.50) zu umgehen, wurde die Levinson-Durbin Re-
kursion implementiert und deren Berechnungsaufwand zusätzlich zum FIR-
Filtervorgang bewertet. Es lässt sich leicht erkennen, dass der Aufwand für
eine Wiener-Filterung mit kontinuierlicher Koeﬃzientenberechnung einen er-
heblich höheren Aufwand gegenüber den anderen Methoden darstellt. Um-
fangreiche Simulationen und Messungen am DRM-Empfangssystem haben
gezeigt, dass eine Neuberechnung der Filterkoeﬃzienten, basierend auf dem
Abstand Dl des wiederkehrenden Pilotmusters, zu nahezu identischen Er-
gebnisse wie die kontinuierliche Koeﬃzienten-Berechnung führt. Der somit
reduzierte Berechnungsaufwand ist ebenfalls in Bild 5.29 dargestellt. Die Ka-
nalschätzung mit Hilfe des Wiener-Ansatzes wurde in dieser Form bei der
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Realisierung des DRM-Empfängers umgesetzt.
Die folgende Graﬁk zeigt die Bitfehlerratenbetrachtung des realen DRM-
Empfängers. Die nach [2] minimal erreichbaren Signal-zu-Rausch-Verhältnis-
















Bild 5.30 Messung am realen DRM-Empfänger für eine Kanalschätzung
mit Wiener-Interpolation in Zeit- und Frequenzrichtung
Vergleicht man die Ergebnisse mit den in [43] dargestellten Werten,
zeigt sich eine verbesserte Leistungsfähigkeit des hier vorgestellten DRM-
Empfängersystems.
Weitere Ergebnisse und Betrachtungen zur realisierten Kanalschätzung in-
nerhalb des DRM-Empfängers ﬁnden sich in [24].
Im Rahmen des Forschungsprojekts wurden die in dieser Arbeit vorgestell-
ten Erkenntnisse in einer DRM-Empfängerplattform realisiert. Aufgrund der
Rahmenbedingungen des Projekts wurde der Formfaktor eines Autoradios
gewählt. Bild 5.31 zeigt den DRM-Empfänger mit den wesentlichen Kom-
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ponenten analoges Front-End, AD-Wandler und Basisband-Prozessor. Die
funktionale Validierung unter Laborbedingungen ist, wie durch die Ergebnis-
se bestätigt, abgeschlossen. Zurzeit ﬁnden weitere Untersuchungen im Frei-






Bild 5.31 Realisierter DRM-Empfänger
Anhang A
Doppler-Spread Rauschprozess
Basierend auf der Deﬁnition des Leistungsdichtespektrums, Gl. (2.18), kann
die Impulsantwort für die Realisierung des Kanalmodells abgeleitet werden.
Φctct(f) = N0 · |W (f)|
2








Mit Hilfe des Zusammenhangs Dsp = 2σd lässt sich A.1 umschreiben in:














Mittels inverser Fourier-Transformation lässt sich anhand von Gl. (A.2) die
Impulsantwort des Filters zur Generierung des farbigen Rauschens ableiten.
Wie in Bild 2.11 dargestellt ist, wird der komplexe Rauschprozess durch
reelle Filterung zweier unabhängiger Rauschquellen erzeugt. Des weiteren
wird angenommen, dass die Übertragungsfunktion nur positive Werte an-
nimmt. Aus diesen Gründen wird |W (f)| =W (f) gesetzt. Es ﬁndet somit die
Formung des Leistungsdichtespektrums statt. Die geforderten statistischen
Eigenschaften, rayleighverteilter Betrag bzw. gleichverteilte Phase, werden
durch die Kombination der beiden reellen Rauschprozesse erreicht. Es folgt
nun die Rücktransformation in den Zeitbereich.






























df = du ·Dsp
(A.4)


















































Mit Hilfe des Cauchy-Integral-Theorems lässt sich das Integral (A.6) um-
formen. Integriert man die e-Funktion entlang eines geschlossenen Weges,








du = 0 (A.7)
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BTB Bandbreite der Synchronisationsteilbänder
BZF Bandbreite des ZF-Signals
beff Eﬀektive Auﬂösung des AD-Wandlers
b(k) Binärer Datenstrom
c0 Lichtgeschwindigkeit
ck(t) Doppler-Spread Rauschprozess des k-ten Pfads
Dk Abstand der Pilotträger in Frequenzrichtung
Dkν Abstand der Pilotträger in Frequenzrichtung
nach Interpolation in Zeitrichtung
Dl Abstand der Pilotträger in Zeitrichtung
Dshk Mittlere Doppler-Verschiebung des k-ten Pfads
(Doppler-Shift)
Dspk Mittlere Doppler-Verbreiterung des k-ten Pfads
(Doppler-Spread)
Dspmax Maximale Doppler-Verbreiterung aller vorhan-
denen Pfade
D(τ, fD) Dopplervariante Impulsantwort
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Abkürzung Beschreibung
δ(t) Dirac-Impuls





Eb Energie pro gesendetem Bit
e Elementarladung
Φctct(f) Leistungsdichtespektrum des Prozesses c
ΦDD(τ, fD) Scattering Funktion
Φhh(τ,∆t) Verzögerungs-Kreuzleistungsdichtefunktion
Φhh(τ) Verzögerungs-Leistungsdichtefunktion
ΦTT (∆f, fD) Doppler-Keuzleistungsdichtefunktion
ΦTT (fD) Doppler-Leistungsdichtefunktion
f˜akq Schätzwert der Frequenzakquisition
fbb Referenztakt für den Basisbandprozessor
fDAC Audiotaktrate am DA-Wandler Eingang
ϕE Elevationswinkel des Senders
fe Frequenzfehler nach der Synchronisation
femax Maximal tolerierbarer Frequenzfehler
fFPk Frequnz des k-ten Frequenzpiloten
ϕHH(∆f,∆t) Zeit-Frequenz-Korrelationsfunktion
ϕhh(τ,t)(τ,∆t) Verzögerungs-Zeit-Korrelationsfunktion
fk Frequenz eines OFDM-Trägers
∆fk,akq Erhöhte Auﬂösung für die Frequenzoﬀset-
Akquisition
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Abkürzung Beschreibung
∆fk,avg Trägerabstand für die ﬁnale Frequenzoﬀset-
Akquisition
∆fk Unterträgerabstand innerhalb eines OFDM-
Symbols
fkr Kritische Frequenz der Ionosphäre
fLUF Niedrigste verwendbare Übertragungsfrequenz
fmax Maximaler Frequenzanteil im Nutzsignal
fMUF Maximal verwendbare Übertragungsfrequenz
fO Gesamter Frequenzoﬀset im Empfänger
∆foff Tatsächliche Frequenzverschiebung zwischen Tx
und Rx
fref Referenztakt des lokalen Oszillators
fRF Empfangsfrequenz am Antenneneingang
fs Abtastfrequenz (engl. sampling rate)
fsAP Taktrate des Applikationsprozessors
fsBB Abtastrate des dezimierten Basisband-Signals
fsDAC Taktrate für den Audio DA-Wandler
fsp Spiegelfrequenz
fsSP Taktrate des Signalprozessors
fsUSB Taktrate für die USB-Schnittstelle
fT Sendefrequenz
φ(t) Argument des jeweilig komplexen Signals
f˜trac,est Schätzwert des Frequenztrackings innerhalb ei-
nes OFDM-Symbols
f˜trac Finaler Schätzwert des Frequenztrackings
fV CO Lokal generierte Mischerfrequenz
fZF Zwischenfrequenz
γICI Maximal erreichbares Signal-zu-Rausch-
Verhältnis bei Frequenzfehler femax
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Abkürzung Beschreibung
∆γmax Maximal zulässige Reduktion des Signal-zu-
Rausch-Verhältnisses
γopt Gefordertes Signal-zu-Rausch-Verhältnis für ei-
ne Bitfehlerrate von 10−4
HCIC Übertragungsfunktion des CIC-Filters
H˜(k, l) Schätzwert der Kanalübertragungsfunktion
H(f, t) Zeitvariante Übertragungsfunktion
Ĥ(kp, lp) Messwert der Kanalübertragungsfunktion
hSchicht Höhe der Reﬂexionsschicht
h(τ, t) Zeitvariante Kanalimpulsantwort
I(t) Inphase-Teil des jeweilig komplexen Signals
K Anzahl der genutzten Träger in einem OFDM-
Symbol
k Index in Frequenzrichtung
kFPn Position des n-ten Frequenzpiloten
kmax Index für OFDM-Träger am linken Rand des
Spektrums
kmin Index für OFDM-Träger am rechten Rand des
Spektrums




Nakq,avg Signallänge des gemittelten Signals xFPn,avg
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Abkürzung Beschreibung
Nakq Signallänge für die Frequenzoﬀset-Akquisition
Ne Elektronendichte
NFIR Anzahl der FIR-Filterkoeﬃzienten im digitalen
Front-End
NG Anzahl Abtastwerte im Schutzintervall
NICI Rauschanteil, hervorgerufen durch ICI
NTB Länge eines Synchronisationsteilbandes
NU Anzahl Abtastwerte im Nutzteil eines OFDM-
Symbols
nakq,max Position des Maximums im Signal V (k)
nI Brechungsindex
n(t) AWGN im Basisband
ν˜ Bewertungsfaktor zur Berechnung von f˜akq
ωO Gesamter Frequenzoﬀset im Empfänger
ωO,AFE Frequenzoﬀset des analogen Front-Ends
ωO,δ Partitoneller Anteil des Frequenzoﬀsets
ωO,DFE Frequenzoﬀset des digitalen Front-Ends
ωO,DOP Frequenzoﬀset des Kanals
ωO,m Ganzzahliger Anteil des Frequenzoﬀsets
P l,k Pilot-Träger
p Pilotenvektor
Q(t) Quadratur-Teil des jeweilig komplexen Signals
RBB(k, l) Empfangenes OFDM-Symbol im Frequenzbe-
reich
RCIC Dezimationsrate des CIC-Filters
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Abkürzung Beschreibung
Re,ideal(k, l) Empfangssignal bei idealer Kanalschätzung
RFIR Dezimationsrate des FIR-Filters
RTHPHP Autokorrelationsmatrix der Pilotträger
Rnn(k, l) Kanalbehaftet und rauschfreies Empfangssignal
ρk Relative Verstärkung des k-ten Pfads
rBB(t) Empfangssignal im komplexen Basisband
rBP (t) Empfangssignal in Bandpasslage
re Erdradius
rHHP Kreuzkorrelationsvektor
rRF Empfangssignal am Antenneneingang
rZF (t) Empfangssignal auf Zwischenfrequenz fZF
S Signalleistung




sBB(t) Sendesignal im komplexen Basisband
sBP (t) Sendesignal in Bandpasslage
σd Varianz des Doppler-Spread Rauschprozesses
Tc Kohärenz-Zeit
T (f, fD) Dopplervariante Übertragungsfunktion
TG Zeitliche Länge des OFDM-Schutzintervalls
TS Zeitliche Länge des gesamten OFDM-Symbols
TU Zeitliche Länge des Nutzanteils eines OFDM-
Symbols
∆τ Laufzeitdiﬀerenz zweier Übertragungspfade
τmax Maximale Laufzeitdiﬀerenz aller Pfade
τmin Kürzeste Laufzeitdiﬀerenz aller Pfade
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Abkürzung Beschreibung
τk Laufzeitverzögerung über den k-ten Pfad
(Delay-Spread)
ϑ(l, k) Phasenlage eines DRM-Pilotträgers
V (k) Signal zur Berechnung des Akquisitionswertes
W (f) Übertragungsfunktion des Doppler-Spread
Rauschﬁlters
wT Filterkoeﬃzientenvektor
w(t) Impulsantwort des Doppler-Spread Rauschﬁl-
ters
X Tiefe des Modulationsverfahrens
Xakq Spektrum der Frequenzoﬀset-Akquisitions Be-
rechnung
XFPn,avg Gemittelte Darstellung der Frequenzpiloten
XTBn Teilbandsignale der Akquisitionsphase
xFPn Teilbandsignal der Akquisitionsphase im Zeitbe-
reich
xFPn,avg Gemitteltes Teilbandsignal der Akquisitions-
phase im Zeitbereich
Y l Einzelner Träger im OFDM-Symbol




AFC Automatic Frequency Correction
AFS Automatic Frequency Switching
AGC Automatic Gain Control
AM Amplitudenmodulation
API Application Programming Interface
AWGN Additive White Gaussian Noise
BB Baseband
BER Bit Error Rate
Cordic COordinate Rotation DIgital Computer
CTF Channel Transfer Function
DA Digital Analog
DAB Digital Audio Broadcasting
DC Direct Current
DMA Direct Memory Access
DMT Discrete Multitone Technology
DRM Digital Radio Mondiale
DVB Digital Video Broadcasting
FAC Fast Access Channel
FIR Finite Impulse Response
FP Frequenz Pilot
GSM Global System for Mobile Communication









ITU International Telecommunication Union
KW Kurzwelle
LNA Low Noise Ampliﬁer
LO Local Oscillator
LW Langwelle
MSC Main Service Channel
MSR Multi-Standard-Rundfunkempfänger
MW Mittelwelle
NCO Numerically Controlled Oscillator
NVIS Near Vertical Incidence Skywave
OFDM Orthogonal Frequency Division Multiplexing
OIRT Organisation Internationale de Radiodiﬀusion
et de Télévision
OSR Oversampling Ratio
PAPR Peak to Average Power Rate
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Abkürzung Beschreibung
PB Passband
PDS Power Density Spectrum
PLL Phase Locked Loop
PRBS Pseudo-Random Binary Sequence
QAM Quadrature Amplitude Modulation
RF Radio Frequency
Rx Empfänger
SAW Surface Acoustic Wave
SDC Service Description Channel
SNR Signal-zu-Rausch-Verhältnis
SOC System on a Chip
SPI Serial Peripheral Interface
TB Teilband
Tx Sender
UEP Unequal Error Protection
UHF Ultra High Frequency
UKW Ultrakurzwelle
UMTS Universal Mobile Telecommunications System
USB Universal Serial Bus
UV Ultraviolett
VCO Voltage Controlled Oscillator
VGA Variable Gain Ampliﬁer
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Abkürzung Beschreibung
WLAN Wireless Access Network
WSSUS Wide Sense Stationary Uncorrelated Scattering
ZF Zwischenfrequenz
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Verwendete Notation
Notation Beschreibung




x̂ Messwert der Variablen x
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