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Nonlinear waves that collide with localized defects exhibit complex behavior. Apart from re-
flection, transmission, and annihilation of an incident wave, a local inhomogeneity can activate
internal modes of solitons, producing many impressive phenomena. In this work, we investigate
a two-dimensional sine-Gordon model perturbed by a family of localized forces. We observed the
formation of bubble-like and drop-like structures due to local internal shape modes instabilities. We
describe the formation of such structures on the basis of a one-dimensional theory of activation of
internal modes of sG solitons. An interpretation of the observed phenomena, in the context of phase
transitions theory, is given. Implications in Josephson junctions with a current dipole device are
discussed.
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I. INTRODUCTION
Nonlinear wave propagation in inhomogeneous media
is of great importance in many branches of the natural
sciences. Most physical systems are nonlinear and inho-
mogeneous. Therefore, realistic models usually require
to introduce weak nonlinearities and inhomogeneities on
its description [1].
The propagation of solitons has been widely investi-
gated in the literature due to its important applications
[2]. The study of the disturbances on traveling solitons
by the presence of spatial inhomogeneities, like localized
defects or boundary interphase walls, are of great interest
in physics and biophysics [3–5]. Depending on the geo-
metrical size and shape of such inhomogeneities, there
can be annihilation or reflection of an incident nonlin-
ear wave. These disturbances on the propagation regime
may have important consequences for the behavior of
the system [3, 5]. For instance, propagation of fluxons
in Josephson junctions (JJ’s) may be affected by spatial
heterogeneities in the junction created by a current dipole
device [6–8]. However, transmission, reflection, and anni-
hilation are far from being the only possible phenomena
that may occur when solitary waves collide with localized
spatial inhomogeneities.
The particle-like behavior of solitons is a well-known
property [2, 9]. Moreover, it has been proved that soli-
tons behave more as extended objects rather than point-
like particles. The activation of internal modes under
the action of a family of topologically equivalent in-
homogeneous forces was proved analytically for φ4 and
sine-Gordon (sG) models [10, 11]. Such internal modes
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can lose stability, leading to very exciting phenomena as
breaking of solitons, the creation of kink-antikink pairs
and formation of multikinks as the two-kink soliton[12–
14].
The sG model has been applied in many branches of
physics as particle physics and condensed matter theory.
The model can describe many phenomena in solid state
physics as domain walls in ferromagnets and fluxons in
long JJ’s [6, 8, 15]. In high energy physics and cosmol-
ogy, topological defects in Klein-Gordon (KG) systems
are relevant in brane world scenarios and to describe
phase transitions in the early universe [16–22].
In this work, we investigate the effect on the inter-
nal structure, and therefore on the dynamics, of a two-
dimensional sG line solitons due to space-localized inho-
mogeneities. The study is based on an analytical model
of solitons externally excited by a family of topologically
equivalent forces in one dimension [11, 12]. We show that
the soliton dynamics is highly enriched by the interplay
between the activation of internal modes and the kink-
antikink interactions. Shape modes instabilities lead to
the formation of stable bubbles and drops. These are
sustained by the presence of the inhomogeneity itself,
being unstable otherwise. We also show that two-kink
solutions[14, 23] can be also formed in two-dimensional
systems, creating stable two-kink bubbles. The remain-
der of this paper is organized as follows. In section II
we give a brief overview of the analytical theory of the
activation of internal shape modes in one-dimensional sG
solitons. We also introduce the two-dimensional model of
the system and the numerical methods employed. In sec-
tion III we show and discuss the results from numerical
simulations. The robustness of the observed phenomena
is discussed in section IV, and an interpretation of our re-
sults in the context of phase transitions is given. Finally,
in section V we present our concluding remarks.
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2II. TWO-DIMENSIONAL MODEL AND THE
ONE-DIMENSIONAL THEORY OF ACTIVATION
OF SHAPE MODES
Consider the two-dimensional perturbed sG equation
∂ttφ(r, t) = ∇2φ(r, t)−sinφ(r, t)−γ∂tφ(r, t)+F (r), (1)
where r = (x, y), γ is a linear-damping coefficient and
F is an external space-dependent force. Line solitons,
pulsons, ring solitons, and breathers are some examples
of the many soliton solutions of equation (1) for F (r) = 0
[24–26].
In one dimensional systems, when the inhomogeneous
force is given by F (x) = ±2(B2 − 1)sinh(Bx)sech2(Bx),
the perturbed sG equation has the exact solutions
φ±(x) = 4 arctan exp (±Bx) [11]. Here, φ+ and φ− reads
for the kink and antikink, respectively. F (x) is an an-
tisymmetric spatial function that vanishes exponentially
for x→ ±∞ and has a single zero at x∗ = 0. It is known
that the zeros of the external force act as equilibrium
positions for the soliton motion [10]. Thus, x∗ is an equi-
librium position. In particular, if F (x) possesses only one
zero (F (x∗) = 0) and ∂F (x)/∂x
∣∣
x=x∗
> 0, then the point
x = x∗ is a stable (unstable) equilibrium position for the
kink (antikink). Otherwise, if ∂F (x)/∂x
∣∣
x=x∗
< 0, the
equilibrium position x = x∗ is unstable (stable) for the
kink (antikink). Thus, B is a parameter that controls the
extension of the force, its maximum amplitude, and the
sign of its derivative at x∗.
For the following discussion we consider the case
φ(x, 0) = 4 arctan exp (Bx) and F (x) = 2(B2 −
1)sinh(Bx)sech2(Bx). For this force function, the stabil-
ity analysis for kink internal modes can be solved exactly
[11, 12]. For B2 > 1, F (x) has a positive slope around
x∗, the translational mode is stable and there are no in-
ternal shape modes. In this regime, the soliton is trapped
at the stable equilibrium position x∗. If 1/3 < B2 < 1,
F (x) has a negative slope around x∗. The translational
mode of the kink is unstable. Still, no internal modes
are present. The soliton moves from its equilibrium po-
sition without shape deformations. For 1/6 < B2 < 1/3,
the first stable internal shape mode arises, while for
B2 < 1/6 many other internal modes can appear. For
B2 < 2/[Λ∗(Λ∗ + 1)], where Λ∗ = (5 +
√
17)/2, the
first internal mode becomes unstable, leading to a soliton
breakup and shape instabilities [10–12].
Following up the one-dimensional case, we will con-
sider only line soliton solutions for the two-dimensional
system, Eq.(1). To control the spreading of the inhomo-
geneous force in the y-direction we introduce a smooth
decaying function. Consequently, the internal modes of
the soliton will be activated locally, i.e., in a certain re-
gion of the kink front. Any rapidly decaying function
can be used for this purpose, e.g. a Gaussian function, a
superposition of Heaviside functions, or some spline poly-
nomial. In our model, we have used a Gaussian function,
since it is a physically realizable force. Therefore, the
FIG. 1. (Color online) Inhomogeneous force of equation 2 for
B = 0.1 and σ = 15. The inset show the static line soliton
used as initial condition.
inhomogeneous force F (x, y) is given by
F (x, y) = ±2(B2 − 1) sinh(Bx)
cosh2(Bx)
e−y
2/σ2 , (2)
where B and σ acts as control parameters. Given that
σ is a measure of the Gaussian width, it plays a control-
ling role of the local stability of the front. Force (2) is
displayed in Figure 1. The perturbation of fluxons by
dipole current devices in JJ’s is a typical example of a
strong and local external influence with the same topo-
logical form as expression (2) [8]. This forcing term may
be also relevant for 1D models of biological molecules,
like DNA chains, where 1D sG systems have been con-
sidered as a suitable model to explain the formation of
open states or bubbles in the double helix [27–29]. Thus,
results obtained in this work can be generalized to other
topologically equivalent systems [11].
In the present paper, all numerical simulations are per-
formed using a kink as the initial condition, and the per-
turbation F (x, y) = 2(B2−1)sinh(Bx)sech2(Bx)e−y2/σ2 .
However, recall that the coefficient 2(B2 − 1) becomes
negative for B2 < 1. This change will lead to the in-
stabilities that we have discussed above. We have used
finite differences of second order of accuracy to numer-
ically solve equation (1) with no-flux boundary condi-
tions. For the explicit difference schemes, we have used
a regular mesh of size l × l, with l = 1200. The
space intervals are ∆x = ∆y = 0.1, and the time in-
crement is ∆t = 0.02. The initial conditions are given
by φ(x, y, 0) = 4 arctan exp(x/L) and ∂tφ(x, y, 0) = 0,
where L is an arbitrary parameter. This represents a
stationary kink located at the equilibrium point x∗ (see
inset Fig.1). Under these conditions, we avoid any scat-
tering effect, focusing our attention on the dynamics of
3FIG. 2. (Color online) Locally unstable soliton (B2 = 0.5 and σ = 15). (a) Snapshots from numerical simulations, taken each
1110 time iterations. (b) Time evolution of the x-profile of the soliton (y = 0). The value of the field φ is indicated in color
scale.
the soliton internal structure. Notwithstanding, any sta-
tionary soliton located near the stable equilibrium point
x∗ can be attracted and trapped by the inhomogeneity,
setting up an initial condition as well. The damping term
in equation (1) is introduced to dissipate the phononic
excitations emitted by the mesh.
III. NUMERICAL SIMULATIONS
In this section, we summarize the main results ob-
tained from numerical simulations. As previously stated,
B and σ act as control parameters. Thus, our parame-
ter space is {B, σ}. It is expected that for a value of σ
large enough, we recover the one-dimensional results by
varying B. For smaller values of σ, however, activation
of internal modes will be only local.
A. Stability of the translational mode
To check the numerical method, we started our simula-
tions setting the following parameter values, B = 1.2 and
σmax = 15. This value reproduces an extended enough
force in comparison with the mesh size l and it represents
our σ upper limit. According to the one-dimensional the-
ory, for B2 > 1, it is expected that the translational
mode to be stable, whereas no shape internal modes are
present. Indeed, the line soliton translational mode is
stable for B = 1.2. No front motion is observed.
Next, we decrease the value of B. According to the
1D theory, for 1/3 < B2 < 1 the translational mode is
locally unstable.
Two-dimensional numerical simulations show that for
1/3 < B2 < 1, the localized force always destabilizes the
translational mode of the soliton, despite the value of σ.
This is a surprising result since one would expect that
a sufficiently localized perturbation could not destabilize
an extended object. The lattice coupling would prevent
the kink front motion if the perturbation is sufficiently
local. However, this is not the case.
In figure 2 we show the results obtained for B2 = 0.5
and σ = 15. The soliton translational mode is locally
unstable around the origin, as expected from the one-
dimensional theory. Since the force is localized in space,
the kink front turns unstable locally. In figure 2(a) we see
that this local instability travels in the y-direction with
a certain velocity, destabilizing the whole kink front pro-
gressively. The perturbation eventually reflects on the
boundaries, and travels backward. In figure 2(b), we
display the x-profile for y = 0. We can observe that the
line soliton core experiences a small oscillation before the
whole front begins to move. Such oscillation, which am-
plitude is decaying in time, is produced by an interaction
between the local destabilization and the lattice. Even-
tually, the local instability overcomes the lattice coupling
coefficient and the front starts to move after around 2000
time iterations. Figure 2(b) also reveals a curvature ef-
fect, exhibited by the small return of the front to the
origin. Such effect will be described more extensively in
the subsequent section. The last bursting is produced by
the reflection of the perturbation in the walls.
B. Bubble and drop formation
For 1/6 < B2 < 1/3, the stable first internal
shape mode arises, which becomes unstable for B2 <
2/[Λ∗(Λ∗ + 1)], where Λ∗ = (5 +
√
17)/2. Consequently,
for 0 < σ ≤ σmax, the line soliton will exhibit more com-
4Bubble
Front
FIG. 3. (Color online) Bubble formation for B = 0.27 and σ = 15. (a) Snapshots from numerical simulations, taken each
1000 time iterations. (b) Time evolution of the x-profile of the soliton for y = 0. (c) Bubble-like structure after 30000 time
iterations. The value of the field φ is indicated in color scale.
plex phenomena due to the local destabilization of an
internal shape mode. Effectively, the local instability of
the shape mode leads to a local break-up of the front.
This initial breaking travels through the lattice, develop-
ing finally a stable bubble-like structure. In figure 3(a), we
can observe the formation of a stable bubble-like struc-
ture for B = 0.27 and σ = 15. Initially, we observe the
formation of an elliptic-like structure that grows around
the inhomogeneity. The initial small oscillation is not
present because the instability is strong enough to over-
come rapidly the lattice coupling coefficient. In this sce-
nario, the curvature of the structure plays an important
role in the dynamics. The radial velocity decreases such
that a maximum size of the elliptic structure is reached,
and then the structure collapses backward. This effect is
known in the literature as the return-effect [30], and is
produced entirely by the curvature of the elliptic front.
During this collapse, the elliptic structure separates from
the front in two breaking points (BP) showed in figure
3(a).
Formation and time-evolution of the bubble-like struc-
ture can also be seen in figure 3(b). We show the x-profile
of the soliton at y = 0 as a function of time. We can see
that around the first 5000 time iterations, the elliptical-
type form grows and collapses, following by the forma-
tion of the bubble. The bubble-like structure is formed
in the positive region of x and its size is initially oscillat-
ing due to reminiscent perturbations produced during its
formation. These oscillations decrease in time, and the
structure remains stable with a fixed size and shape (fig.
3(c)). The oscillating process is depicted in Fig.4.
To evaluate the role of parameter σ and B over the
formation of bubble-like structures, we proceed to vary
both parameters separately. Figure 4 shows the tempo-
ral evolution of the major Ry and minor Rx semi-axis
of the elliptical structure. We observe that the bubble
formation process is the same in all cases but not the
bubble final size. In Fig. 4(a) we have varied parameter
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FIG. 4. (Color online) Evolution of the semi-axis of bubbles as
a function of time for different values of parameters B and σ.
(a) Evolution of Rx and Ry (inset) for σ = 15. (b) Evolution
of Rx and Ry (inset) for B = 0.27.
B leaving σ = 15 fixed. We can observe that both Rx
and Ry oscillate on time. However, after this initial tran-
sient state, the system evolves to a determined size. It
is clear that as we increase B, Rx and Ry decrease, re-
ducing the final bubble area. On the contrary, when we
vary σ, leaving B fixed, the opposite occurs. Figure 4(b)
shows the temporal evolution of Rx and Ry of the bubble
structure for B = 0.27 fixed. As σ gets smaller, we can
see that the final bubble area also decreases.
However, if we continue diminishing σ, leaving B in the
range where the first internal mode is unstable, the pre-
ferred structure is one with the reverse polarity–in terms
of the topological charge–a drop-like structure. Figure
5(a) shows the formation of a stable drop-like structure
for B = 0.28 and σ = 8.9. As we can observe, the
mechanism of drop formation is similar to that of the
bubble-like structure. After the collapse of the elliptical
form, a stable drop-like structure is formed in the neg-
ative region of x, in contrast with the bubble formation
(see Fig. 5(b)). From inset in Fig. 5(b) is clear that the
drop-like formation is produced after the total collapse of
the initial bubble, suggesting a kink-antikink collision be-
tween the bubble walls. Subsequently, the kink-antikink
merge with the same velocity but a phase shift, enhanc-
ing a drop-like structure. In Fig. 5(c), we depicted the
final stage of the drop-like structure.
From this result, we can infer that the final bubble
area, and therefore σ and B, are playing an impor-
tant role in determining which kind of structure will be
formed, either bubble or drop-like. This will be further
discussed in section III D.
C. Bubble-drop bound states
Until now we have observed the formation of isolated
drops or bubbles in a certain range of the parameter
space {B, σ}. Still, further diminishing the value of B,
with fixed σ, we have found a coexistence region where a
bubble and a drop merge in a stable structure–a bubble-
drop bound state. In figure 6(a) we display the bubble-
drop bound state formation for B = 0.2 and σ = 10.
From the one-dimensional theory, it is known that below
B = 0.2564, the formation of two-kink solitons occurs.
As expected, the typical elliptic-like structure grows to
exhibit a two-kink profile. One two-kink connects the
states 2pi and 0, and also the states 0 and −2pi, as it
can be seen in figure 6(b). Meanwhile, an additional
two-kink connects the states 4pi and 0, passing through
2pi. However, after a transient, this last state breaks, the
0 − 2pi kink moves along the negative x-direction while
the 2pi − 4pi kink forms a drop. Conversely, both kinks
in the positive x-direction remain oscillating around their
positions until reach a stable state–a two-kink bubble. Fi-
nally, we get a two-kink bubble and a single drop forming
a stable bound state (see Fig.6(c)). We have observed
also multi-structures, like a multi-kink bubble, for smaller
values of B.
D. Discussion
We can understand the formation of bubbles and drops
by considering the following mechanism. The initial con-
dition used in our simulations is a 2pi-kink connecting two
stable states in phase space, namely φ0 = 0 and φ1 = 2pi.
Since the inhomogeneous force is localized around the
origin, the internal modes of the soliton become unstable
only in a neighborhood of the origin. The instability of
the internal shape mode leads to a kink-antikink pair for-
mation. The local antikink remains steady in the origin
and it will constitute part of the bubble. This kink zone
will propagate until the localized forced is weak enough
to the return effect and kink-interaction come to play. At
this stage, the ellipse walls start to move backward. If σ
is large enough or B small, the walls will reach a steady
position, forming a stable bubble. The final area of this
bubble will depend on both parameters, σ and B. Under
a critical value of the elliptical area, the kink-antikink in-
teraction is strong enough to produce the bubble collapse.
As we have mentioned before, this enables the formation
of a drop-like structure due to a phase shift during the
6FIG. 5. (Color online) Drop formation (B = 0.28 and σ = 8.9). (a) Snapshots from numerical simulations, taken each 700
time iterations. (b) Time evolution of the x-profile of the soliton for y = 0. Inset: Zoom of the kink-antikink collision during
bubble collapse. (c) Drop-like structure after 30000 time iterations. The value of the field φ is indicated in color scale.
kink-antikink collision. Therefore, the value of parame-
ters B and σ will determine which kind of structure will
be formed.
The external force F (x, y) sustains the bubble and it
acts as an opposite force of the kink-antikink interac-
tion. The interplay between both forces: one pulling
inwards–kink-antinkink interaction–and the other pulling
outwards–external force–create a stable equilibrium-the
bubble state. In fact, F (x, y) is predominant in the bub-
ble final shape. Based on this, we can infer that Rx
is controlled by the force (2) for y = 0. Thus, the
semi-minor axis Rx will be proportional to the decay-
ing coefficient of F0(x) ≡ F (x, 0), dx = 1/B, therefore
Rx ∼ 1/B. Meanwhile, Ry is controlled by the Gaus-
sian function. The maximum of F (x, y) is located at
xM = 2.94. This represents the point where the Gaus-
sian function has its maximum extension. The decaying
coefficient of FM (y) ≡ F (2.94, y) is dy = 1/
√
1/σ2 = σ.
Thus, Ry ∼ σ. As we can see, FM (y) possesses a slower
decaying tail than F0(x), hence, the elliptical form of the
bubble. Figures 4(a) and 4(b), respectively, corroborate
these statements.
We also notice that the shrinking force due to return
effect, along with the external inhomogeneous force, pro-
duce an oscillation of the two-kink pairs in the two-bubble
structures. However, they finally stabilize forming two-
kink bubbles (see figure 7).
We performed numerical simulations for several com-
binations of values of B and σ and obtained the quali-
tative parameter space map showed in figure 8. All dif-
ferent kind of structures has been depicted. We notice
that for large σ, the results are in good agreement with
the predictions of the one-dimensional theory. This is an
expected result since the system behaves as a quasi-one-
dimensional system in this region of parameter space. We
notice in figure 8 that there are no stable structures below
a certain value of σ. We have calculated this minimum
value σc by considering the kink-antikink interaction en-
7FIG. 6. (Color online) Pair bubble-drop formation (B = 0.2 and σ = 10). (a) Snapshots from numerical simulations, taken
each 1000 time iterations. (b) Time evolution of the x-profile of the soliton (y = 0). The formation of multikinks is clearly
seen. (c) Pair bubble-drop structure after 30000 time iterations. The value of the field φ is indicated in color scale.
ergy, Eint(a) = −16(sinh(a) + a) sinh−1(a)(cosh(a) +
1)−1, where a is the distance between cores [31]. The
kink-antikink interaction tends to collapse the bubbles,
while F0(x) tends to sustain them. Thus, we expect
that stable structures can be formed when one equili-
brates the other. Indeed, the function F0(x) intersect
Fint = dEint/da only in a certain interval [σc,∞). By a
careful analysis of the intersection interval, we obtained
that σc ' 3.7, which is in agreement with the results de-
picted in figure 8. Under this minimum value, any struc-
ture will eventually collapse, since the inhomogeneity F
never equilibrates the kink-antikink attractive force.
IV. FORMATION OF BUBBLES AND DROPS
IN RELATED SYSTEMS
It is noteworthy that the formation of bubbles and
drops in our system is a robust phenomenon. Results
similar to the ones presented in this article can be ob-
tained in other systems using other external perturba-
tions with the same topological properties of force (2). In
the following, we briefly discuss some theoretical studies
that corroborate these findings.
A. Robust phenomena in dynamical systems
The sG equation (1) is a particular case of the more
general nonlinear KG equation
∂ttφ(r, t)−∇2φ(r, t) + γ∂tφ(r, t)−G(φ) = F (r), (3)
where G(φ) = −∂U(φ)/∂φ, and the nonlinear potential
U(φ) possesses at least two minima separated by a bar-
rier. These two minima are fixed points of the associ-
ated dynamical system, and it is well known that kink
solutions are heteroclinic trajectories joining such fixed
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FIG. 7. (Color online) Separation of kinks in a two-kink
bubble as a function of time for B = 0.24. The distance d
between the cores of the kinks (inset) evolve in time before
reaching a constant value. Although the final separation is
a small value compared to the total size of the system, the
structure is clearly stable.
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FIG. 8. (Color online) Qualitative view of the parameter
space map, obtained on the basis of numerical simulations.
Six main zones are observed, each one corresponding to dif-
ferent kind of structures. Bubbles and drops become more
complex as increasing σ and decreasing B.
points [32]. Therefore, a complete investigation of equa-
tions of type (3) can be performed using the so-called
qualitative theory of dynamical systems [33]. Knowing
the behavior of kink solutions in the neighborhood of
fixed points and separatrices, it is possible to construct
other functions with the same general properties of the
exact solutions of equation (3). Thus, it is possible to
generalize the results to other equations that are topo-
logically equivalent to those with the exact solutions [34].
Therefore, we conclude that the same structure forma-
tion reported in this article can be observed qualitatively
using more general forces expressed as follows:
F (x, y) = f(x)g(y), (4)
where g(y) is an exponentially decaying function such
that limy→±∞ g(y) = 0. Thus, the general topological
properties of f(x) are the following: (a) f(x) should have
a zero accompanied by a local minimum and a local max-
imum. (b) Must be localized, i.e. limx→±∞ f(x) = 0.
Note that the function given by equation (2) is a par-
ticular case of this class of functions. The relevant pa-
rameters are the slope of the function at the equilibrium
point x = x∗ and the values of the maximum and the
minimum.
To give a particular example of the above discussion,
let us briefly consider in the force (4) the functions
f(x) = A
[
− 1coshp[b(x+d)] + 1coshp[b(x−d)]
]
, (5)
g(y) = sech
(
y
s
)
. (6)
Notice that with these functional profiles, force (4) ful-
fills all required properties. Parameters A and d con-
trol the value of the local maximum of F (x, y) and its
x-coordinate position, respectively. The spread of the
force in the x direction is controlled by parameters b and
p, while in the y-direction is controlled by s. In figure 9
we reproduce qualitatively the same results discussed in
this work for the reported values of parameters.
Giving that the discussed phenomena can occur for
more general forces, we conclude that f(x) does not have
to be exactly F (x) = 2(B2 − 1)sinh(Bx)sech2(Bx). For
example, the F (x, y) discussed in this work is a very good
approximate model of the current dipole device created
by Ustinov and collaborators [7, 8], which can be imple-
mented in JJ’s experiments. The technique of insertion of
fluxons into annular JJ’s proposed in [7] can be theoret-
ically understood as the creation of a fluxon-antifluxon
pair due to internal modes instabilities. The develop-
ment of methods that allow for the construction of exact
solutions to the equation (3) for a general F (r) and the
investigation of the topological influence of the actual
shape of the experimental forcing is an open problem
that requires more research work in the future.
B. Sine-Gordon solitons in phase transitions
Equation (3) also appears in the description of struc-
tural phase transitions, where a central question is
whether the system can be driven to a new phase by
some instability [13, 35].
In the vicinity of a first order phase transition, a
metastable state of matter can be obtained by means
of nonlinear excitations. The main phenomenon is that
of nucleation, where bubbles and drops can grow or dis-
appear. A critical germ is commonly considered for the
development of a given instability that is energetically
above a nucleation barrier, in order to produce a transi-
tion from one phase to another. If the field configuration
φ(r, t) has a radius larger than the critical germ, the in-
stability will grow and a phase transition will occur [36].
9(a) (b)
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FIG. 9. (Color online) Kink-dynamics and formation of localized structures in a topologically equivalent sG system (equations
(1), (4), (5) and (6)). (a) Time evolution of the x-profile of an initially-at-rest kink placed at xo = 0.6 for A = 1.05, b = 1,
d = 0.5, p = 2 and s = 10. The point x∗ = 0 is a stable fixed point for the kink. The soliton performs damping oscillations
around x∗. (b) Time evolution of the x-profile of a locally unstable kink for A = −0.9, b = 0.1, d = 2.0, p = 200 and s = 0.5.
A change of stability occurs due to the change of sign in the derivative of the force at x∗, and the fixed point is now unstable
(see equivalent phenomenon in figure 2). (c) A bubble-like structure at t = 4000 for A = −1.2, b = s = 0.28, p = 2 and d = 10
(see equivalent phenomenon in figure 3). (d) A multistructure (bound state) at t = 4000 for A = −1.5, b = s = 0.28, p = 2 and
d = 10 (see equivalent phenomenon in figure 6).
In the case of the sG system (1), the potential is given
by U(φ) = 1 − cosφ [2], and we have several barriers, i.
e., unstable states, that separate stable states. Unstable
stationary solutions that connect any two of these stable
states are, indeed, kink-antikink pairs with a drop-like or
bubble-like structure. These solutions play the role of a
critical germ for the transition from one state to the other
[10, 35, 37]. Unstable regions in parameter space can be
interpreted as intervals for parameters σ and B where
the force produces drops and bubbles with a smaller size
than the critical germ, so they collapse. In the case where
these structures are larger than the critical germ, the
attractive force between kinks and antikinks are balanced
by the external force, so the structure is sustained by
the inhomogeneity. This property has been used in real
experiments of controlled transport of bubbles using laser
beams in weak absorbing liquids [13], where a first-order
liquid-vapour phase transitions are induced. We expect
that a time-dependent force with a spatial profile similar
to equation (2) would be useful to transport the bubble-
like and drop-like structures reported in this work.
V. CONCLUSIONS AND FINAL REMARKS
By means of numerical simulations, we have shown
that the internal structure of two-dimensional sine-
Gordon solitons affects the dynamics of the wave when
interacting with localized inhomogeneities. We have ob-
served the formation of bubble and drop-like structures
that are sustained by the force, being unstable otherwise.
The formation of these structures are entirely due to in-
10
ternal mode instabilities of the solitary wave, and it has
no relation with any scattering effect. We have given a
qualitative explanation of the formation of such struc-
tures using an analytical model of the breaking of soli-
tons by topologically equivalent inhomogeneities. From
our simulations, we have demonstrated that the two-kink
solutions can be also stable in two-dimensional systems.
For the observed phenomena, we have given an interpre-
tation in the context of the phase transitions theory. We
expect to observe the formation of bubbles and drops in
related solitonic systems, like the φ4 model. Of course,
the existence of multi-structures will depend on the ex-
istence of many stable states in phase space. Thus, we
do not expect to find a two-kink bubble structure in a
two-dimensional φ4 model, as well as it is not expected
to find multikinks in the one-dimensional model [14].
As a final remark, the phenomena observed in
this work may have important implications in two-
dimensional JJ’s devices. The formation of bubbles in
the junction due to a dipole current and the trapping
and breaking of such structures by such localized inho-
mogeneities may produce important effects on the func-
tioning of the device. Moreover, the study of the stabil-
ity and transport of such bubbles can shed light on the
design of built-in heterogeneities and control of perturba-
tions in the junction. Fluxon transmission in JJ’s devices
can also be regulated by the application of this kind of
external perturbations.
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