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Chapter 1
Introduction and Background
Phonetics and phonology have had a strained relationship since Trubetzkoy (as
cited in (Kohler, 1991)) separated the two, suggesting that phonology is the
study of sounds within the framework of the humanities while phonetics is the
same study using techniques of the empirical sciences. Recently, criticism of that
division, based on evidence from reduction and assimilation, has become increas-
ingly common i.e. (Cohn, 1993; Flemming, 2001; Kohler, 1991, 2000; Mielke
et al., 2003), especially within psycholinguistics i.e. (Mitterer, Yoneyama, &
Ernestus, 2008; Gaskell, Hare, & Marslen-Wilson, 1995; Fitzpatrick & Wheel-
don, 2000), and particularly as new explanations for phenomena are proposed
that seem to work equally well within either framework (Cohn, 1993; Flemming,
2001). Phonetics research has generally been quicker to adopt and develop new
toolsbe it actual equipment, experimental methodology or statistical tools.
The articial divide between phonetics and phonology has hindered phonolo-
gists from adopting these tools. While there is certainly a trend against this
(consider the formation of the Association for Laboratory Phonology in 2010),
it has by no means been universally accepted as the future of the discipline, or
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even as desirable at all1. Regardless, there is certainly deserved support for the
use of experimental techniques in the examination of sound and sound systems.
Another recent trend in the way we study sound systems is a focus on per-
ception. Lindblom suggests the reason that linguistic research has historically
focused on production was the technical diculty of gathering reliable percep-
tual data about language (Hume & Johnson, 2001). The equipment needed for
perceptual measurements was bulky, expensive, fragile and dicult to trans-
port. Recent advances in technology, however, mean that even undergraduates
can collect and analyze production data. (Consider the ease in collecting reac-
tion time data on a computer instead of using a stereo, piece of paper, pencil and
stop-watch.) This new emphasis on perceptual investigations is an important
step forwards since there is evidence that input and output phonology are inde-
pendent of each other (Martin, Lesch, & Bartha, 1999; Fitzpatrick & Wheeldon,
2000). Therefore, studying only articulation would have left our knowledge of
phonology crucially incomplete.
Finally, there is yet another strong trend towards the study of connected
speech which, after all, forms the vast majority of all speech events. By studying
speech exclusively as it occurs or is heard in the laboratory (usually the cita-
tion forms of words) linguists may be missing something important (Johnson,
2004). Studying connected speech in controlled settings requires new experimen-
tal techniques and there has already been quite a bit of work on the problem
(Cohn, 2011).
With these three points in mindthe necessity of using empirical and percep-
1Consider, for example, the recent and very public debate between Pullum and Brenchley,
where one of the main points of contention was the place of empirical evidence in the study
of poverty of the stimulus and linguistics as a whole(Pullum, 2011; Brenchley, 2011). We can
think of this as an argument between those who favor mathematical models and those who
wish to bring an empirical, evidence-based viewpoint into the discussion. Both are valuable
and there is certainly no reason why we, as linguists, should not be able to reconcile both
methodologiesconsider the relationship between theoretical and experimental physics as a
model. However, there is currently more resistance to empirical methods, so they require
more support to ensure their incorporation.
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tual data and of considering conversational speechthis study brings together
these methodological philosophies to examine the perception of a phenomenon
which has traditionally been described one way in phonetics (using phonetic
techniques) and another in phonology. In particular, it seeks to see which cur-
rent school of phonological theoryrule-based or usage-basedmakes predictions
which are borne out by empirical evidence.
1.1 Rule-Based Phonology
I am using rule-based phonology here to refer to a variety of formal phono-
logical models: generative phonology (Chomsky & Halle, 1968), autosegmen-
tal phonology (Goldsmith, 1979) and Optimality Theory (Prince & Smolensky,
1993). Though each model uses dierent techniques, they all make the same
underlying supposition: that individual sounds (such as the ap) are irrelevant
and it is the rules that make the grammar (Hale & Reiss, 2000). Further, these
rules should ideally apply across not only one language, but (particularly in the
case of Optimality Theory constraints) across all languages.
Rule-based phonology certainly has its uses. It was the earlier model and
seeks particularly to model those parts of language use that are innate to hu-
mans and therefore universal. The apping rule discussed below is itself one
of the products of rule-based phonology. Where this conceptual model is weak
is when rules does not appear to accurately describe language phenomena that
nonetheless occur. While Chomsky argued for a model which distinguished be-
tween competency and performance and modeled only the former (Chomsky,
1965) the fact remains that rule-based phonology cannot accurately describe all
language use.
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1.2 Exemplar Theory
Exemplar Theory is the theory that I am using to represent usage-based models.
According to Exemplar Theory, listeners keep track of all the linguistic data
they are presented with and that information aects their judgments as a tool
to deal with variance in speech signals (Johnson, 1997). The more listeners
hear a string of sounds, the more likely they are to accept it in both production
and perception. This results in self-reenforcing clusters of data points that
produce the same speech production patterns as rule-based methods, and deal
equally well with the relatively small amount of information children are exposed
to(Pierrehumbert, 2003).
While it may seem unfair to group all rule-based models together and only
address one usage-based model (I am not looking at cognitive or construction
grammar, for instance), Exemplar Theory is uniquely well-suited to deal with
non-phonological reduction (see 1.3). In addition, it deals specically with the
mechanisms of perception; most rule-based models are more concerned with
production.
1.3 Coronal Stop to Flap Reduction in American
English
There is a well-known process of intervocalic alveolar apping in English (Giegerich,
1992, p. 226), classic examples of which include the homophones of rider and
writer and atom and Adam. (A ap is characterized by a quick motion
of the tongue which is similar to the creation of a full stop, but with a much
shorter duration.) The most-cited form of the rule is that oral alveolar stops
(/t/ and /d/) are reduced to a ap in American English when they occur after
a stress vowel and before an unstressed vowel, potentially even when /ô/, /d/ or
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/n/ occurs after the stressed vowel but before the sound itself (De Jong, 1998)2.
For example, this process reduces atom and Adam to a homophonic pair,
where both alveolar stops are reduced to aps. This type of apping, which
happens predictably and in a constrained environment, is what I will refer to as
phonological reduction from here on.
However, in connected speech coronal stops surface as aps or approximants
a large percentage of the time and in an unpredictable manner (Aguilar, Ble-
cua, Machuca, & Mann, 1993; Warner & Tucker, 2010; Raymond, Dautricourt,
& Hume, 2006). So listeners are exposed to a large number of instances of
situations where coronal stops do not surface as their phonologically predicted
forms. This is what I refer to as non-phonological reduction, which makes
a particularly good test subject for a study. This is in contrast to ndings by
Warner and Tucker (2010). Their data was collected by having participants call
friends on their cellular telephones while in a sound booth and recording the
participants' conversations, as well as by using the traditional isolated word lists
and a story-reading task. They found that in spontaneous speech, less often in
the story-reading task, and very rarely in the word-list task, stop-to-ap and
even stop-to-approximant reduction was widely found, but not in a predictable
way. As they put it, Phoneme identity, speech style, word frequency, and per-
haps speaker characteristics determine how strongly consonants are reduced, but
stress does not. In other words, they discovered a process of reduction that
standard phonology cannot account for, and yet which has a high frequency. It
is this process that I refer to as non-phonological reduction.
To recap, I am using reduction of coronal stops to look at listener's judg-
ments of non-phonological reduction. Non-phonological reduction diers from
phonological reduction in several key ways which are summed up in the table
2For the purposes of this paper, only stops which were intervocalic were used as examples
of apping.
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Table 1: Dierences Between Phonological and Non-Phonological Reduction
(Rule-based) Phonological Reduction Non-phonological Reduction
Occurs predictably Unpredictable
x -> y x -> y, z, p, q, r, etc.
Not aected by speech style or rate Aected by speech style/rate
Occurs in one environment Occurs in multiple environments.
Rules-based Cannot be described by rules,
statistically describable
below.
The table shows productive characteristics of both phonological and non-
phonological reduction. Phonological reduction is the only type of reduction
that can be well accounted for using rule-based phonology models; a stop sur-
facing in the same environment as either a full stop, ap or approximant is
extremely dicult to model if your model consists of a single rule. On the other
hand, if each instance occurs a predictable percentage of the time, that can be
modeled very easily using Exemplar Theory. Rule-based phonological models
are intended to model a speaker's knowledge of language, rather than their per-
formance (Chomsky & Halle, 1968). If this is so, then we would expect that
listeners, using their linguistic competence as a guide, would always reject an ut-
terance that didn't follow their internal rules. While Exemplar Theory predicts
much the same result as rule-based phonology in most instances, reduction is a
special case. Because listeners encounter non-phonological reduction so often in
their speech environments, they have a high number of exemplars that do not
conform to rule-based phonology. If Exemplar Theory is an accurate model,
then this should be borne out empirically.
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Chapter 2
Experiment 1
This experiment was designed to determine whether listeners found the presence
of non-phonologically predicted word-medial stops or aps troubling enough to
aect their goodness judgments of the word. When presented with a word
which did not meet their phonologically-conditioned expectations, how do lis-
teners react? If their internal sound systems are in line with what is predicted
by Exemplar Theory and phonetic production data, then they should not nd a
mismatch troubling. If, instead, they are judging utterances against their com-
petencies rather than their performance, as discussed above, then any mismatch
between their phonological-expectations should negatively aect their goodness
judgment of words. To test this, I looked at participants reactions to tokens
in which reduction should and should not occur, according to the apping rule
outlined in section 1.3 above, with and without reduction.
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2.1 Methodology
2.1.1 Items
Item Selection To balance the words for frequency, I used frequency data
from the English Lexicon Project (Balota et al., 2007). All of my tokens were
drawn from items that occurred either 49 or 50 times in the corpus. This
balanced the need for a large number of items which fullled my phonological
criteria with a desire to use words that would hopefully be somewhat familiar
to undergraduate college students1. From there, the list of possible tokens was
further reduced to only include three syllable words. Stress was not controlled
for at this point. Next, all words with non-coronal word-medial stops were
selected for use as ller items. Words with only one word-medial coronal stop
were divided into three categories: 1) those which should undergo stop-to-ap
reduction, words where the coronal stop occurred directly after the vowel which
bears the primary stress of the word; 2) those which should not undergo stop-
to-ap reduction, where the coronal stop occurred intervocalically but not after
the vowel which carries primary stress or where the coronal stops occurred after
a fricative; and 3) the rest, which were discarded. For examples, see list below
and see Appendices 1 through 3 for the complete item list.
Filler: ovenproof - "@v@npôuf
Reduction expected: inedible - In"E[d/R]Ib@l
Reduction not expected: redirect - ôidaI"ôEkt
This ensured that eects such a nasalization or lateralization would not
interfere with perception of reduction, as coronal stops which occur directly
after nasals or laterals are articulatory distinct from those that do not (Zue
1A verbal examination of participants after the experiment revealed that they were familiar
with most words. Only Rococo and rapacious were mentioned as troublesome, and both
tokens were ller. Future experimental work might be improved by using frequencies based
on a conversational corpus, such as the Buckeye corpus (Pitt et al., 2007), to ensure that
participants are not distracted by unfamiliar items.
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& Laferriere, 1979). This yielded a total of ten each of the reduced and non-
reduced groups. A list of all tokens is included in the appendix.
Item Recording These tokens were then recorded in a sound booth by the
researcher, a native speaker of American English, on an AT2020 cardioid con-
denser microphone using a pop lter. The tokens were recorded, without reduc-
tion, using Audacity (A. Team, 2011) as a single sound le that was later seg-
mented into individual word les and then renamed by hand in Praat (Boersma,
2001). Each word was then edited to remove pops and other extraneous noise
as well as silence. To create reduced tokens, the rst word-medial stop (in the
ller words) as well as the word-medial coronal stop in the target words was
cut so that approximately half of the stop was removed, as well as the release
burst. For the coronal stops, this meant that the sound closely resembled that
of naturally-produced aps, as described by(Zue & Laferriere, 1979). Using the
same technique on the non-coronals ensured that participants wouldn't be able
to single out the non-ller words. All cuts were made at the zero crossing, with
every eort made not to create too sharp of a transition in the wave form. The
full and clipped versions of Broadening can be seen in Figure 2.1 below.
Using the same token and then manipulating it to mimic reduction ensured
that no outside factors such as changes in pitch or tempo would aect listener's
judgments. The tokens were then played for a number of linguistically-untrained
listeners, who were unable to detect any electronic manipulation in the sounds.
So there were six groups of tokens, four combination of factors and the two
levels of ller words:
 Reduction present, reduction expected = derided with a ap; dI"ôaIR@d
 Reduction present, reduction unexpected = redirect with a ap; ôiRaI"ôEkt
 Reduction not present, reduction expected = derided without a ap;
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Figure 2.1: Broadening  Full and Clipped Versions
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dI"ôaId@d
 Reduction not present, reduction unexpected = redirect without a ap;
ôidaI"ôEkt
 Filler words without reduction = rapacious; ô@"peIS@s
 Filler words with reduction = rapacious with the /p/ shortened ; ô@"peIS@s
At this point, all sound les were converted to .mp3 les, as that was the
only sound format accepted by the presentation software. Presentation order
was created by rst completely randomizing the tokens using an on-line list
randomization service (Haahr, 2011) and then rearranging the order by hand so
that no target (non-ller) words occurred in the rst ten items, no target words
occurred within four items of each other and no target words occurred next to
each other.
2.1.2 Procedure
Participants were tested en masse in a classroom setting, so the sounds les
were presented as an electronic slide presentation and responses were collected
using scantron forms. To present the sound les, Sliderocket was used (S. Team,
2011). The rst few slides were instructions, which were also repeated verbally.
Participants were informed of their rights, and then told that they would be
listening to words and should rate each one on a ve point scale, where a ve
meant that the listener judged that the item sound[ed] like it was correctly
produced by a native speaker of American English and a one indicated that it
did not. Each slide, after the instructions were presented, was white with the
item number written in black in the center of the screen, and with a reminder
of the scale at the bottom to assist the participants. The target sound played
followed by three seconds of silence and then automatically advanced to the
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next slide. Every ten items, when participants reached the bottom of a column
of bubbles, there was a ve second break followed by a tone. Participants were
exposed to each token with a word-medial coronal stop twice, once with the stop
reduced to a ap and once with it fully articulated. Exit questions indicated
that this pace was not too fast for participants and that the task was relatively
easy.
2.1.2.1 Participants
Participants were twenty students in an introductory linguistics class. All were
monolingual native speakers of American English without speech or hearing
impediments and over 18 years old. (Four speakers' data sets were discarded
because they were not monolingual native speakers of American English without
speech or hearing disorders so that, though twenty-four informed participants
took the study, only twenty data sets were considered). Those who chose to
attend the experiment, whether or not they participated, were given extra credit
for their time (a sign-in sheet was provided at the beginning of the session
and all those whose names were on it were awarded the extra credit). While
no participants deduced the purpose of the experiment, several did mention
stops specically and they were already familiar with the process of apping
in American English. In addition, several indicated that they were not familiar
with all of the words in the token set, and that some of the tokens did not sound
like real words of English (this was unsurprising as many of the word-medial
stops in the ller items were clipped enough to be perceived as dierent stops).
For example, rapacious sounded more like rabacious due to the reduced
length of the closure.
Though data was collected anonymously, each participant was instructed to
indicate their gender, native language, monolingual status and whether they
had any speech or hearing disorders, as well as to create a unique six digit
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identication number so that data could be tracked by participant.
2.2 Results
Data was analyzed in SPSS (Norusis & Soci, 1994). Next, the average rating
for each item was computed, and that data was then used to run a by-subjects
two-way analysis of variance (ANOVA), with expected reduction (reduced or
unreduced) and observed reduction (reduced or unreduced) as the factors. There
was no main eect of reduction F(1, 19) = .050, p = .825 and no main eect
of expected reduction F(1, 19) = .219, p = .643. However, there was a highly
signicant interaction F(3, 19) = 5.588, p = .024. See Figure 2.2 for a graph
of the interaction. When reduction was expected, reduced tokens were judged
as better than unreduced ones. When reduction was not expected, unreduced
tokens were judged as better than reduced ones.
2.3 Discussion
The results indicate that participants are capable of detecting a mismatch be-
tween phonologically predicted and perceived stops. This suggests that phono-
logical rules aect listeners' goodness judgments more than their experience of
non-phonological reduction in connected speech. In other words, competence-
based phonological rules appear to be perceptually real for listeners. This is
in keeping with rule-based phonological models, but somewhat troubling for
Exemplar Theory.
Though this interaction is very strong, there is a potential room for error.
Since the participants were linguistics students who were familiar with the pro-
cess of apping in American English, it is possible that they may have been
more sensitive to this sound change and reacted accordingly. In addition, many
15
Figure 2.2: Graph of interaction between expected and observed reduction in
Experiment 1
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participants did not the use full scale, so it was dicult to determine whether
they were unsure about their answers or really thought that many of the tokens
were marginally acceptable. As you can see in Figure 2.2, even stops occurring
where phonologically-predicted aps should be were still, on average rated no
lower than a three on a ve-point scale. In order to ensure that these potential
methodological problems were not signicantly skewing the results, a second
experiment was performed.
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Chapter 3
Experiment 2
The second experiment was extremely similar to the rst, however it was mod-
ied somewhat to improve the methodology and ensure that the results of the
rst experiment were repeatable. The main dierence was that the second group
of participants were linguistically untrained and were asked to rate the tokens
on a two point scale instead of a ve point scale. By forcing participants to make
a decision one way or the other, I hoped to get at any biases that they might
have been withholding due to social stigmas attached to negative responses.
3.1 Methodology
3.1.1 Items and Procedure
The methodology for the second experiment was precisely the same as for the
rst experiment, using the same items and presentation, except for two things:
points two, three and four were removed from the scale (so that a participant
could only answer 1 or 5, essentially on a two-point scale) and the judgments
were ipped. In the second experiment a judgment of 5 was the least favorable.
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This was an attempt to balance any eect of assigning high or low numbers to
either judgment. The data collection procedure was also the same as in the rst
experiment.
3.1.2 Participants
Participants were thirty-three members of a science ction and fantasy club
who arrived before a scheduled meeting in order to participate. Thirty-ve
participated, but two were not native monolingual speakers of English, resulting
in thirty three total participants. Though there was no reward for completing
the experiment mentioned beforehand, the author brought cookies to the next
meeting. Most subjects were students at the College of William and Mary, and
all were between 18 and 28 years old. Again, verbal exit questions revealed
that participants did not nd the task too dicult, as well as many of the same
reactions as the linguistics class. One or two mentioned the 't' sound or the
'd' sound as being a little strange, but none were familiar with the phonological
category of a stop.
3.2 Results
The data were analyzed using the percentage of participants who judged each
utterance favorably. Thus, a category might have had a possible maximum ac-
ceptance rate of 100% (if all participants judged all items as acceptable) and
a minimum acceptance rate of 0% (if all participants judged all items as unac-
ceptable).
A two-way ANOVA was preformed with reduction (reduced vs. not reduced)
and expectation (reduction expected vs. reduction not expected) as the factors.
There was no main eect of expected reduction F(1, 32)=2.376, p = .132 and no
main eect of actual reduction F(1, 32)=1.902, P = .176. Once again, there was
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Figure 3.1: Graph of interaction between expected and observed reduction in
Experiment 2
a strong interaction: F(3, 32)=0.503, p = .004 (see Figure 3.1). Again, where
reduction was expected, reduced utterances were judged as better than unre-
duced utterances and where reduction was not expected, unreduced utterances
were judged as better than reduced utterances.
3.3 Discussion
The interaction in this experiment was precisely the same as it was in the rst.
Participants found a mismatch between their phonological expectations and the
phonetic reality troubling enough that it eected their judgment of the tokens.
Because of this we can conclude that this is a robust eect which was not
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unintentionally created due to any of the factors included above. Again, this
suggests that phonology is on some level perceptually real for listeners, whether
they realize that it is or not.
3.4 Discussion of Experiments 1 and 2
The results from these experiments are both unsurprising and troubling. On
the one hand, they serve as very strong empirical support for the perception of
phonology and, specically, the ability of listeners to determine whether or not
an utterance conforms to their phonological expectations. (On the other hand,
the fact that listeners are capable of determining whether or not a ap should
be present is a little unsettling, since they encounter mismatches between their
expectations and reality very often in connected speech.) The above experi-
ments suggest very strongly that their goodness judgment of a word becomes
less favorable when they encounter a mismatch. Do, therefore, they see all mis-
matches between phonologically-predicted reduction and observed reduction as
speech errors?
The data suggest that this is not the case; that listeners do not consider
this type of mismatch an actual error. Note that, in both instances, there
was a strong tendency to say that the target utterances were correct. The
average judgment for the rst and second experiments, respectively, were 3.2 on
a ve point scale and 62% acceptable, which were both higher than the null
response of 3 or 50% approval. So in each case, participants were far more
likely to judge any given utterance as correct, even if it did deviate from their
phonological expectation. This seems to suggest that Exemplar Theory cannot
be dismissed; we would expect that listeners are more likely to accept things
that they have heard before, and as native English speakers they have heard a
large amount of non-phonological reduction. However, the fact that there was
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an interaction between expectations and reality suggests that listeners do not
simply accept all utterances; there is an awareness of correct and incorrect,
which is more consistent with rule-based phonology. This still leaves us with the
problem, however, of whether speakers judge these mismatches as incorrect in
all situations, particularly in connected speech.
It is possible that listener's judgments were so consistent because the tokens
were all produced slowly and without reduction. They are clearly the citation
form of the words, and as the citation forms they are presumably expected to
conform to all phonological ruleseven in an Exemplar Theory model. This
may not be the case in connected speech, however. Corpus analysis focusing
on ing variation and reduction suggests that speech style is extremely impor-
tant with regard to reduction, with reduction increasing as formality decreases
(Abramowicz, 2007). Very informal speech contains the highest amount of re-
duction, while formal speech (such as the citation forms of words) contains the
least. There is evidence that stop reduction works along similar lines (Warner &
Tucker, 2010). In order to determine whether listeners nd a mismatch between
their phonology and the phonetic production of a word unsettling in a connected
speech setting, it would be optimal to embed the target tokens in a conversa-
tion. There are inherent diculties in attempting to access phonetic judgments
of individual words, let alone individual phonemes, in a conversational setting
(Cohn, Fougeron, & Human, 2011)but a possible workaround is discussed in
the section on future work (See Chapter 5).
So we can conclude that listeners are capable of detecting a mismatch be-
tween their phonological expectations when words are produced in their citation
forms. The question remains, though, whether they are capable of making that
same distinction in connected speech? It seems likely that they may have more
diculty perceiving the mismatch due to the fact that they encounter it much
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more often; if Exemplar Theory is correct and their exemplars take speech style
into account.
As mentioned above, the optimal situation for obtaining listeners' judgments
of words embedded in a conversational setting is dicult at best. There is, how-
ever, a potential work-around. Conversational speech has two main attributes:
speed of production and degree of reduction (Dalby & Club, 1986). Since reduc-
tion is the phenomenon currently being studied, speech rate was manipulated
to approximate connected speech. Embedding the target words in a frame sen-
tence, also produced at the fast rate, would also yield more conversation-like
items.
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Chapter 4
Experiment 3
This experiment attempted to determine to what degree increasing the speed of
speech aected participants' judgment. There are three possible outcomes for
this experiment.
The rst is that changing the speed of the utterance would have no eect
whatsoever on the judgments of the participants, as rule-based phonology would
predict.
The other, which would be in keeping the Exemplar Theory, is that the
rate of production would have an eect on participants' judgments. Exemplar
Theory posits that listeners remember everything about an utterance, including
its degree of reduction and the speed at which it was produced. Since production
data indicates that natural speech is produced more quickly and has a greater
rate of reduction (Dalby & Club, 1986; Kohler, 2000; Warner & Tucker, 2010),
listeners tend to hear these two traits together more often. Conversely, they
also tend not to hear reduction in very slow speech. So fast utterances tend
to be reduced and slow utterances tend to be fully articulated. The greater
density of data points in these regions means that listeners are more likely
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Figure 4.1: Eects of Speed and Degree of Reduction on Utterance Goodness
to accept utterances that fall within them. If this is so, then listeners must
also be more likely to reject utterances that fall outside of this region; slow
utterances with reduction and fast utterances without it. See Figure 4.1 for a
visual representation of this. The lines represent the limits of what a listener
would consider acceptable. Slow but reduced utterances would fall in the upper
left hand corner and therefore be rejected. Increasing the speed of the tokens
moves them to the upper right hand corner, which is within the acceptable limits
of this individual's experience.
4.1 Methodology
4.1.1 Items and procedure
The full and reduced items from the previous two experiments were used again
in this experiment, as were copies of those items with their duration decreased
by approximately 50% to simulate the faster speaking rate found in natural
conversation. (Osser & Peng, 1964) found that the average monologue produc-
tion rate of speakers of American English was 595.7 phonemes per minute, or
approximately 10 phonemes per second. The fully-produced tokens were all ap-
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proximately a second in length and between ve (Apache) and nine (adornment)
phonemes. A rate twice as fast as their initial rate, approximately 5 phonemes
per second, was chosen to mimic the conversational rate. They were individually
manipulated in Praat (Boersma, 2001) in order to ensure that the manipula-
tion was not aurally apparent. The data were presented using a Praat multiple
forced choice experiment, with participants using a mouse to respond. Partici-
pants were asked to rank each utterance on a scale of 1 to 5, with 1 being poor
and 5 being good. They were given no other criteria in order to avoid intro-
ducing experimenter bias. The experiment was administered in isolated closets
using over-ear, sound isolating headphones. Otherwise, the methodology was as
in the above experiments.
4.1.2 Participants
Participants were thirty undergraduates at the College of William and Mary
currently enrolled in introductory psychology classes. They received class credit
for participating. None had a history of hearing or speech disorders and all were
native, monolingual speakers of English.
4.2 Results
The data was rst analyzed using a three-way ANOVA in order to determine
whether there was a three-way interaction between the factorsexpectation (re-
duction expected vs. reduction not expected), reduction (reduced vs. not re-
duced) and speed (fast vs. slow). There was no three way interaction between
reduction, expectation and speed F(5, 29) = .007, p = .933.
After this was determined, two-way ANOVA's were run to determine whether
either the speed/reduction interaction or the reduction/expectations interaction
was signicant. We would expect, if the Exemplar Theory model posited above
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was correct, that as speed increased, the preference for reduction would increase.
If the rule-based phonology model is the correct one, however, there should
be no interaction between speed and judgment. The reduction/expectation
interaction is the one that we have observed previously, and we would expect
the same interaction here, that those utterances that match expectations with
reduction are judged as better than those which did not.
There was an interaction between speed and reduction, F (1, 29) = 10.159,
p = .001 as well as an interaction between reduction and expectations, F (1, 29)
= 6.419, p = .011. These can be seen in the graph Figure 4.2 for the interaction
between speed and reduction, and Figure 4.3 for the interaction between reduc-
tion and elicitation. Figure 4.2 shows that listeners were more likely to accept
reduced speech in a slow setting and more likely to accept unreduced speech at
faster speeds. This is troubling, and is discussed at greater length in Chapter
5. On the other hand, reduction was more likely to be accepted when it was
expected and rejected when it was not, in keeping with earlier results.
4.3 Discussion
As you can see, the interaction between expectations and reduction was the same
as in all previous experiments: subjects preferred tokens which matched their
expectations. This was unsurprising. What was surprising was the interaction
between speed of utterance and reduction. Neither of the predicted outcomes
was the observed one. Instead reduced utterances were actually judged as being
worse in the fast condition. This is at odds with what Exemplar Theory would
predict since, as explained earlier in Chapter 4, listeners are more likely to have
more tokens that are fast and show reduction (even when it's not expected).
It is possible, of course, that because the fast, reduced token were the ones
which had undergone the most digital manipulation, listeners honed in on that
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Figure 4.2: Interaction of Reduction and Speed on Judgments on Experiment 3
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Figure 4.3: Interaction of Reduction and Expectation on Judgments in Experi-
ment 3
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manipulation and judged it as less acceptable. If that were the case, however,
we might expect them to judge any manipulated token as less good than a
similar un-manipulated token. Since they judged reduced tokens as being better
than fully articulated tokens in the slow condition, however, we can reject this
hypothesis.
Why then would they react in this way? The eect was statistically signi-
cant and the sample size large enough that random variation is an unlikely reason
for the interaction. The dierence must be one between fast and slow speech.
What is the process of listening to fast speech like? Obviously, listeners have less
time to parse the speech stream, and reduction is more prevalent. This means
that listeners must grasp at every bit of information they have to accurately
hear what is being said (Mattys, White, & Melhorn, 2005). Without context
clues to rely onsince they were hearing these tokens in isolationlisteners were
forced to rely on only phonological cues. Reducing those phonological clues
meant that they had less speech information to work with, which would make
understanding what was said more dicult. This diculty might have trans-
lated to a lower judgment. It was not that they found the way that the word
was produced at odds with their internal grammars, but that it interfered with
their comprehension. (In other words, they judged slow utterances based on
how well they t their phonological models, and fast utterances on how easy
they were to understand.) Further work is needed to determine if the criteria
really was dierent at dierent speech rates, but it does seem likely.
To summarize: there was an interaction between speed and reduction, so
rule-based phonology is not the dominate model here, but Exemplar Theory
does not seem to completely describe the data either. A preference for reduced
tokens even in the reduced state and, again, the fact that there was a main eect
of speed do seem to support Exemplar Theory more than rule-based phonology.
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However, there was another force at work on listener's judgments. A greater
focus on comprehension at higher speech speeds is one possibility, but that
hypothesis requires more experimentation.
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Chapter 5
Conclusion
So, to return to the original question, will experiments which use perceptual
judgments of connected speech support rule-based phonology or Exemplar The-
ory? The results of this series of experiments are somewhat mixed. Experi-
ment one clearly showed that participants are capable of dierentiating between
phonological and non-phonological reduction, lending empirical support to the
idea that phonological change is perceptually real for listeners. Experiment two
conrmed that this ability is found in non-linguists as well, and that method-
ological aws were not responsible for the results of the rst experiment. These
results could support either Exemplar Theory or rule-based phonology, as both
posit that listeners have an internal mechanism for judging sound change. The
main dierence is how that internal mechanism is formed. In rule-based phonol-
ogy it is described as a series of switches set in childhood, never to be moved
again (Kenstowicz & Kisseberth, 1979). In Exemplar Theory, however, the
mechanism is constantly being formed and added to, which allows for speaker's
judgments to reect the speech they encounter everyday (Pierrehumbert, 2003).
The former will not allow judgments to be aected by the speed of the utter-
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ances (since speed is not part of a competency model), while the latter will. In
fact, because Exemplar Theory is statistically based itself, it is very well-suited
to dealing with the type of non-phonological reduction discussed here.
Experiment three should have settled the debate. If judgments were statisti-
cally based, then reduction in fast speech should not have troubled listeners. If
they were rule-based, then speed should have no eect on listener's judgments.
On the surface, it would seem that the presence of a main eect of speed (F(1,
29) = 20.188, p < .001.) on judgments means that rule-based phonology is
insucient to describe the perceptual phonological model underlying listeners'
judgments. However, the interaction between speed and reduction was the op-
posite of what Exemplar Theory would predict. As discussed above, it seems
likely that the listeners' criteria for judgment changed based on the speed condi-
tion. At the slower speed, they were more concerned with correctness, while at
the faster speed comprehensibility seems to be the more important factor. Due
to this apparent switching of criteria, it is dicult to tease apart more details of
the listener's phonological models. However, the strength of the eect of speed
does strengthen the argument for a statistically-based model, i.e.; Exemplar
Theory.
Future work would do well to focus on ensuring a consistent judgment strat-
egy on the part of the participants. This could be done through embedding
the target words in sentences, thus reducing the amount that comprehension
rested only on the sound signal of the individual word. Alternatively, partic-
ipants could be instructed to focus on how a word sounds. Regardless, this
work shows that the traditional divide between phonetics and phonology can be
safely closed, even when looking at perceptual data for connected speech. Ex-
periments 1 and 2 support the existence of phonological rules, and Experiment
3 shows that there is still much to learn from experimental data.
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Appendices
Appendix 1: Words with word-medial stops with phono-
logical stop-to-ap reduction (Reduction Expected)
1. derided - dI"ôaId@d
2. denoted - dI"noUt@d
3. curated - kjU@"ôeIt@d
4. collated - k@"leItId
5. catalogs - "kæt@l6gz
6. broadening - "bôO:d@nI­
7. attitude - "ætItju:d
8. translating - tôA:ns"leItI­
9. inedible - In"EdIb@l
10. impeding - Im"pi:dI­
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Appendix 2: Words with word-medial stops without phono-
logical stop-to-ap reduction (Reduction Not Expected)
1. adornment - @"dOônm@nt
2. redirect - ôidaI"ôEkt
3. redesign - ôidI"zaIn
4. mystied - "mIst@faId
5. loftily - "lOftIli
6. listlessly - "lIstlIsli
7. infested - In'fEst.@d (syllabication keeps environment from being right for
reduction)
8. earnestness - "3ônIstnIs
9. divestment - dI"vEst.m@nt (syllabication keeps environment from being
right for reduction)
10. bestial - "bist.I.@l (syllabication keeps environment from being right for
reduction)
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Appendix 3: Non-coronal ller items
1. Apache - @"pætSi
2. apogee - "æp@UdZi
3. appealing - @pi'lI­
4. booksellers - "bUksEl@ôzs
5. carcases - 'kAôk@sez
6. compelling - k@m"pEli­
7. conqueror - "k6­k@ô@ô
8. disliking - dIs"laIki­
9. evictions - I"vIkS@nz
10. lexicons - "lEksIk@nz
11. ovenproof - "@v@npôuf
12. pugnacious - p@g"neIS@s
13. rapacious - ô@"peIS@s
14. reclining - ô@"klaInI­
15. refurbished - ôi"f@ôbIS@d
16. rococo - ôoU"koUkoU
17. truculent - "tô2kjUl@nt
18. worshipful - "w3ôSIpfUl
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