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We show that time induces a dynamical renormalization of the system-environment coupling
in open quantum system dynamics. The renormalizability condition, of the interactions being
either local, or, alternatively, defined on a finite continuum support, is generally fulfilled for both
discrete and continuous environments. As a consequence, we find a Lieb-Robinson bound to hold
for local and, surprisingly, also for non-local interactions. This unified picture allows us to devise a
controllable approximation for arbitrary non-Markovian dynamics with an a priori estimate of the
worst case computational cost.
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Introduction The interaction with its environment
causes a quantum system to loose energy and phase –
this is termed decoherence [1]. Decoherence poses a se-
vere challenge to the application of quantum technolo-
gies since a quantum system can never completely be
isolated from its environment. On the other hand, the
effect of the environment is not necessarily detrimen-
tal and can likewise be used for robust implementation
of quantum processes [2]. A rigorous treatment of de-
coherence is challenging because the system and envi-
ronmental degrees of freedom become entangled due to
their interaction. This entanglement is neglected when
invoking the Markov approximation [1]. However, non-
Markovian effects are abundant, in particular in the con-
densed phase. Examples of current interest include me-
chanical oscillators close to their ground state [3], car-
bon nanotubes and graphene [4], excitons of the light-
harvesting complex [5], and solid state devices based on
quantum dots [6], superconducting junctions [7], or nitro-
gen vacancy centers in diamond [8, 9]. A correct treat-
ment of the non-Markovian dynamics is important for ap-
plication of these systems in quantum technologies which
require a sufficient amount of control. Controllability is
expected to be better for non-Markovian than Markovian
systems due to the equivalence of non-Markovianity and
information backflow from the environment to the sys-
tem [10]. Currently, non-Markovian dynamics are tackled
with stochastic methods provided certain assumptions
can be made [11–13]. Alternatively, one can simulate
the non-Markovian dynamics for finite times, starting
from a microscopic model for system and environment
and truncating the number of environmental degrees of
freedom. This approach is particularly interesting in view
of quantum devices which always operate in finite time.
It has been successfully employed in the context of semi-
conductor quantum dots [6], hydrogen diffusion [14] and
femtosecond photochemistry at surfaces [15, 16], spin dy-
namics in NMR [17] and the spin-boson toy model [18].
The observation that the truncation approach works for
such diverse systems suggests an underlying general prop-
erty of quantum dynamics: Apparantly it takes time to
establish correlations between system and environment.
Proving such a conjecture would allow one to rigorously
quantify the necessary ingedredients for an accurate and
and efficient simulation of open quantum systems.
Here, we prove this conjecture and show that it yields
a general approach to model decoherence. Our proof
allows us to answer the question why a comparatively
small number of environmental degrees of freedom of-
ten turns out to be sufficient [6, 14–18]. Moreover, we
show that no specific structure of the environment and
system-environment interaction is required for the trun-
cation approach to be applicable. This allows for simu-
lating arbitrary open quantum system dynamics with a
prespecified accuracy, employing only a finite number of
environmental modes.
Our proof is based upon a fresh look on decoher-
ence by combining the Lieb-Robinson bound known in
many-body physics [19, 20] with the surrogate Hamil-
tonian method developed in physical chemistry [14–16].
Technically, for discrete environments, the Lieb-Robinson
bound translates the inherent locality of quantum dy-
namics into a quantitative estimate for the information
propagation speed. We show that the notion of an ef-
fective light cone can be used to set up a dynamical
renormalization procedure for the generator of the ’sur-
rogate’ evolution. For continuous environments, the in-
teractions are generally non-local. We show that the con-
cept of quasi-finite resolution represents the equivalent of
quasi-locality for discrete environments. In both cases,
time naturally induces a renormalization of the system-
environment interaction.
Discrete environments: quasi-locality of quantum dy-
namics We first consider the environment to be com-
prised of discrete degrees of freedom. Assuming the inter-
actions between system and environment to be bounded
and, for simplicity, bilinear, the total Hamiltonian can be
defined on a generic lattice in arbitrary dimensions,
Hˆ = HˆS +
NintS∑
i=1
NintB∑
j=1
ΦˆSBij +
NB∑
i≤j=1
ΦˆBij (1)
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2with NS and NB the system and environmental de-
grees of freedom (DOF), NB → ∞. In Eq. (1), each
DOF is defined on a finite-dimensional Hilbert space, Hi.
N intS ≤ NS (N intB ≤ NB) are those system (environmen-
tal) DOF that interact with the environment (system).
The interactions Φˆij can be expressed in terms of linear
operators Oˆi ∈ B(Hi),
Φˆij =
dim(B(Hi))−1∑
µ=0
dim(B(Hj))−1∑
ν=0
Jµνij Oˆ
µ
i Oˆ
ν
j ,
with |Jµνij |<∞. Our goal is to truncate the sums over
the environmental DOF in Eq. (1) in a well-defined man-
ner. To this end, we need to quantify the influence of
the DOF upon each other, i.e., we need to introduce
a metric. A suitable metric arises naturally by repre-
senting the Hamiltonian Hˆ as a graph G. The set of
nodes of the graph is composed of all the system and
environmental DOF, N = {NS + NB}, i.e., a possibly
infinite number of elements. The edges of the graph are
made up by all non-zero elements of the coupling ma-
trix Jij =
[∑
µν(J
µν
ij )
2
]1/2
, E = {Jij 6= 0}. The bare
structure of the graph is encoded in the adjacency matrix
A = A(G) whose entries Aij (Aij = 0, 1) represent the
edges connecting two nodes i and j. The metric induced
by Hˆ on G is defined as the shortest path connecting two
nodes,
d(i, j) := min{n ∈ N0 : [An]ij 6= 0} .
A walk of length n from node i to j is a sequence of n
adjacent nodes. Their weight is
∏n−1
k=1 Jik,ik+1 with the
weight of the zero-length walk set equal to 1. Then the
overall weight of all paths of length n between i and j is
[Jn]ij , and the weight of the shortest path(s) is [J
d(i,j)]ij .
Equipped with the metric d(i, j), we can order the envi-
ronmental DOF according to their graph distance from
the system, i.e., their minimum distance from a node in
{N intS }. For the sake of simplicity, we consider a single
system node S; the generalization to NS > 1 is straight-
forward. Reordering the environmental DOF is expressed
by rewriting Hamiltonian (1),
Hˆ =
∞∑
d=0
(
hˆd + hˆd,d+1
)
, (2)
where hˆd groups the interactions between DOF at dis-
tance d from the system , i.e., those in the dth layer.
hˆd,d+1 contains the interactions between DOF in two suc-
cessive layers, e.g., HˆS = hˆ0 and HˆSB = hˆ0,1.
The dynamical evolution of a generic system operator
AˆS ∈ B(HS) is given by AˆS(t) = eiHˆtAˆSe−iHˆt. Using the
Baker-Campbell-Hausdorff formula, AˆS(t) can be written
in terms of nested commutators,
AˆS(t) = AˆS +
∞∑
d=1
(−it)d
d!
Cˆd , (3)
where Cˆd = [Hˆ, Cˆd−1] and Cˆ0 = AˆS . We show in the
Supplementary Material [21] that Cˆd has non-vanishing
commutators only with those terms in Hˆ that act on
DOF in the layers d′ ≤ d, including hˆd,d+1. This implies
Cˆn = [Hˆ, Cˆn−1] ≡ [Hˆn, Cˆn−1] at the nth perturbative
order, where
Hˆn =
n−1∑
d=0
(
hˆd + hˆd,d+1
)
(4)
is the truncation of the full generator Hˆ to the first n lay-
ers of the graph. In other words, terms corresponding to
bath DOF at distance n from the system start contribut-
ing to the system dynamics only at the nth perturbative
order. The system dynamics is thus appreciably affected
by those bath modes only after a time that is sufficiently
long to make the corresponding perturbative term non-
negligible.
In order to make this statement quantitative, we con-
sider the error made by truncating the full evolution,
AˆS(t), at the nth perturbative order, Aˆ
n
S(t), i.e., the er-
ror made by replacing Hˆ by the truncated generator (4),
R(n) =
∥∥∥AˆS(t)− AˆnS(t)∥∥∥. This error corresponds to the
remainder of the series in Eq. (3) when it is truncated at
order n [21],
R(n) ≤
∥∥∥AˆS∥∥∥ ∞∑
d=n+1
(2tO)d
d!
∑
i,j∈Id
[Jd]ij ,
where O = max(i,j)∈N ;µ,ν
∥∥∥Oˆµi Oˆνj ∥∥∥, and Id = {i ∈ N :
d(s, i) ≤ d} represents the set of DOF at distance at
most d from the system.
∑
i,j∈Id [J
d]ij is the weight of
all paths of length d involving DOF at distance at most
d from the system. If the graph is locally finite, i.e., if
each DOF interacts with a finite number of other DOF,
then ‖J‖ <∞ [22]. In this case, we can bound the sum,∑
i,j∈Id [J
d]ij ≤
(
c¯2‖J‖)d, where c¯ denotes the maximum
connectivity of a node on the graph. This leads to the
following Lieb-Robinson bound [19, 20, 23, 24]∥∥∥AˆS(t)− AˆnS(t)∥∥∥ ≤ ∥∥∥AˆS∥∥∥ e−(n−vt) (5)
with v = 2Oc¯2‖J‖e [21]. Equation (5) states quasi-
locality of the quantum dynamics of an open quantum
system. It implies the existence of an effective light-cone
for the system that spreads at most at speed v. Bath
DOF outside of the effective light cone give only an ex-
ponentially vanishing contribution to the evolution of AˆS .
The full bath is therefore needed only in the limit of in-
finite time.
Continuous environments: quasi-finite resolution of
quantum dynamics We now consider the interaction of
a central system with a continuous environment. The
3corresponding Hamiltonian is generically expressed by
Hˆ = HˆS + Oˆ
I
S
∫ xmax
0
J(x)
(
cˆx + cˆ
†
x
)
dx
+2
∫ xmax
0
∫ xmax
x
K(|x− x′|)
[
cxc
†
x′ + c
†
xcx′
+c†xcˆxc
†
x′ cˆx′
]
dx dx′ +
∫ xmax
0
g(x)cˆxcˆ
†
xdx , (6)
where x denotes the relevant bath variable such as energy
or position, xmax <∞ is a finite cut-off, and OˆIS a generic
system operator. We require the annihilation (creation)
operators of bath modes, cˆx(cˆ
†
x), to be bounded, i.e.,
‖c‖ = maxx∈[0,xmax] ‖cˆx‖ <∞. J(x) denotes the system-
bath coupling, K(|x − x′|) the intra-bath coupling, as-
sumed symmetric under exchange of x and x′, and g(x)
is the bath dispersion. The Hamiltonian (6) does not
obey local finiteness, since the system interacts with all
bath DOF which, in turn, all may interact among them-
selves. This corresponds to a graph where all bath DOF
are at distance 1 from the system, such that the results
of the previous section cannot be used directly to trun-
cate the Hamiltonian. If the bath is made up of normal
modes, K(|x − x′|) ≡ 0, then (6) can be mapped onto a
semi-infinite chain with the system at one end [25, 26],
thus recovering local finiteness. However, this requires
the bath Hamiltonian to be quadratic and is thus not
general. Here, we derive a generally applicable bound
equivalent to Eq. (5) for continuous environments, em-
ploying the concept of a ’surrogate Hamiltonian’ [14].
We choose a sequence of n points {xi}n−1i=0 , in the in-
terval [0, xmax], with xi < xi+1, thus defining a partition
Pn = {δxi} of the interval with δxi = xi+1 − xi. Denot-
ing the norm of Pn by |Pn| = maxi<n(δxi), a sequence of
partitions {Pn} obeying the condition |Pn+1| < |Pn| can
be constructed. This defines a sequence of Hamiltonians
{HˆPn} with
HˆPn = HˆS + Oˆ
I
S
n−1∑
i=0
J˜i(cˆi + cˆ
†
i ) +
2
n−1∑
i<j=0
K˜ij
[
cˆ†i cˆj + cˆ
†
j cˆi + cˆ
†
i cˆicˆ
†
j cˆj
]
+
n−1∑
i=0
g˜icˆ
†
i cˆi, (7)
where cˆi = cˆxi , J˜i = J(xi)δxi, K˜ij = K(|xi−xj |)δxiδxj ,
and g˜i = g(xi)δxi are the rescaled couplings at the n
sampling points. Equation (7) can be viewed as Riemann
sums built on Pn approximating the corresponding inte-
grals in Eq. (6). By construction, the sequence {HˆPn}
converges with limn→∞ HˆPn = Hˆ.
When estimating the error that is made by time evolv-
ing AˆS using HˆPn instead of Hˆ, R(Pn) = ‖AˆS(t) −
Aˆ
HPn
S (t)‖, we need to compare two series of the kind (3),
one for AˆS(t) and one for Aˆ
HPn
S (t). The triangle in-
equality can be used to split the error into two parts,
R(Pn) ≤ R1(Pn) + R2(Pn) [21]. The first term evalu-
ates the error made in replacing exp[−iHˆt] exp[iHˆPnt]
by exp[−i(Hˆ − HˆPn)t], i.e., assuming Hˆ and HˆPn to
commute. This contribution is bounded by a second or-
der polynomial in t2
∥∥∥[Hˆ, HˆPn ]∥∥∥. At finite times R1(Pn)
vanishes in the limit n → ∞ due to the convergence of
Riemann sums. The second contribution to the error,
R2(Pn) represents the distance between AˆS and its evo-
lution under Hˆ − HˆPn . As final estimate we obtain∥∥∥AˆS(t)− AˆHPnS (t)∥∥∥ ≤ R1(Pn) (8)
+
∥∥∥AˆS∥∥∥(e2‖Hˆ−HˆPn‖t − 1) ,
with R1(Pn) given in Eq. (34) of the Supplementary Ma-
terial [21]. Equation (8) states quasi-finite resolution of
quantum dynamics: At finite times one can reproduce the
system-bath dynamics within arbitrary accuracy by em-
ploying an effective generator, Eq. (7), that is constructed
on a finite number of sampling points with rescaled cou-
plings. The full continuum of environmental modes is re-
solved only in the limit of infinite time. Given a specific
form for the couplings in the Hamiltonian (6), a clever
choice of the sampling can prolong convergence times.
Equations (5) and (8) provide an upper bound to
the error made by replacing the full generator, Hˆ, by
an effective one, Hˆd or HˆPn . The bounds are general.
They are therefore also very conservative. In some spe-
cific cases, tighter model-dependent bounds can be de-
rived [27, 28]. For certain classes of initial states, the
scaling with time can be dramatically reduced [28, 29].
Extension of the bounds, Eqs. (5) and (8), to k-linear
interactions is straightforward [21]. However, extension
to Hamiltonians containing unbounded operators, i.e.,
O = ∞, is possible only for certain classes of opera-
tors [30, 31].
Correspondence between discrete and continuous en-
vironments The Hamiltonian for a system interacting
with a continuous environment, Eq. (6), corresponds to
an infinite graph whose environmental nodes are all at
distance 1 from the system. The Hamiltonians (2) and
(6) thus represent the two opposite extremes of an infinite
graph – with the infinite number of environmental nodes
concentrated in a single layer or distributed over infinitely
many layers. In both cases, the system-bath coupling can
be defined as the weight JSB of the paths needed by the
system to explore all of the environment. For continu-
ous environments, JSB =
∫ xmax
0
J(x)dx, which is finite
because the support of the integral is finite. For dis-
crete environments, JSB =
∑∞
n=0
∑
j:d(s,j)=n[J
n]sj , and
local finiteness ensures that JSB can be made finite by
rescaling the coupling matrix, e.g., by setting J˜ = J/r
with r ≥ c¯‖J‖. This amounts to penalizing longer paths
and allows for bounding all quantities on the graph. The
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FIG. 1: (color online) Dynamical renormalization of the system-environment coupling. Discrete environments (left): The
effective generator Hˆd is updated by adding the interaction with all environmental degrees of freedom in the d+ 1st layer and
the new local terms. Continuous environments (right): The effective generator HˆPn is updated to HˆPn+1 by adding sampling
points in the interval [0, xmax] and rescaling the couplings.
dynamics in Hilbert space remains unaffected since any
rescaling of the coupling matrix is cancelled out by a cor-
responding rescaling of time (t → t˜ = rt). Local finite-
ness and the finite cutoff xmax thus play the same role for
the two representations of infinitely large environments,
with infinitely long paths the discrete counterpart of in-
finitely close modes.
Dynamical renormalization This unified picture for
discrete and continuous environments implies that in
both cases time naturally induces a dynamical renormal-
ization over the system-bath interaction. It is expressed
by the bounds, Eqs. (5) and (8), which provide a recursive
update rule for the effective generators, as illustrated in
Fig. 1. For discete environments, the number of required
bath modes is obtained as function of time, n = n(t),
by specifying the desired accuracy and inverting Eq. (5).
Defining J˜ (n(t)) = ∑n(t)d=0∑j:d(s,j)=d [J˜d]
sj
, the renor-
malization flow is expressed as limt→∞ J˜ (n(t)) = J˜SB .
For continuous environments, given a desired accuracy
and simulation time, the required resolution is obtained
from Eq. (8) as |Pn| = |Pn(t)|. The renormalization
flow corresponds to the convergence of Riemann sums,
J (Pn(t)) =
∑
i∈Pn(t) J˜i as limt→∞ J (Pn(t)) = JSB .
Due to Eqs. (5) and (8) the dynamics of any open
quantum system can be simulated efficiently on a quan-
tum computer: Once the generator is defined on a fi-
nite Hilbert space, it can be approximated by a Suzuki-
Trotter decomposition [32–35]. This represents a quan-
tum circuit, i.e., a sequence of elementary quantum gates
for each time step. The cost of simulating the effective
generator scales only polynomially in time and the num-
ber of effective degrees of freedom [21]. The resources
required on a classical computer are, however, exponen-
tial in the number of effective environmental degrees of
freedom. This is due to the exponential scaling of the
system plus bath state that needs to be stored. It is
in contrast to uncontrollable approximations such as the
Markov approximation where the environment is com-
pletely eliminated from the reduced dynamics such that
the computational resources are constant with time and
only depend on the size of the system Hilbert space. The
exponential scaling of the computational resources with
the number of effective degrees of freedom can be reduced
to a polynomial one by employing further controlled re-
strictions of the size of the effective Hilbert space [15–
17, 36–38].
Conclusions We have shown that the reduced dynam-
ics of an arbitrary open quantum system can be ob-
tained reliably and accurately, employing only a finite-
dimensional effective Hamiltonian. This is due to time
inducing a dynamical renormalization of the system-
environment interaction, i.e., the system interacts pro-
gressively with the environmental degrees of freedom
rather than with all of them at once. The required renor-
malizability condition, locality of the interactions for dis-
crete environments and finite support of the interactions
for continuous environments, is generally fulfilled. While
the Lieb-Robinson bound has been discussed in the con-
text of dissipative dynamics before [39, 40], it was never
employed for the full system-bath evolution. Carrying
out this very natural application of the bound, we have
generalized the notion of quasi-locality of quantum dy-
namics to non-local interactions. In spin dynamics, the
Lieb-Robinson bound provides the theoretical founda-
tion of truncation-based algorithms such as t-DMRG [24].
Similarly, our results allow to assess the worst case com-
putational cost of truncation-based algorithms for non-
Markovian dynamics and certify a priori their accuracy
versus computational complexity.
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QUASI-LOCALITY OF QUANTUM DYNAMICS
FOR DISCRETE ENVIRONMENTS
In this section we prove the quasi-locality of quantum
dynamics for a system interacting with an environment
comprised of discrete degrees of freedom (DOF). In this
case, the total system+environment is defined on a lat-
tice. The starting point is the Hamiltonian, Eq. (3) in the
main text, written in terms of hˆd, grouping the interac-
tions between DOF at graph distance d from the system
region, i.e., in the dth layer, and hˆd,d+1, comprising the
interactions between DOF in two successive layers. With
these definitions, HˆS ≡ hˆ0 and HˆSB ≡ hˆ0,1. If the sys-
tem is made up of more than a single node, the graph
distance is calculated as the minimum between a bath
and a system DOF.
The dynamics of a generic system operator, AˆS ∈
B(HS), is described by
AˆS(t) = e
iHˆtAˆSe
−iHˆt .
Using the Baker-Campbell-Hausdorff formula, this can
be expressed in terms of nested commutators, cf. Eq. (4)
of the main paper, where the commutator Cˆn,
Cˆn = [Hˆ, Cˆn − 1] ,
appears at the nth order, and Cˆ0 = AˆS . The truncation
of the sum in Eq. (4) of the main paper can be iden-
tified, to the nth order in a perturbative treatment, by
restricting the Hamiltonian to n graph layers using the
graph-distance based ordering of the DOF, cf. Eq. (5)
of the main paper. The error made by evolving AˆS with
Hˆn instead of the full generator Hˆ can be evaluated as
the remainder of the truncated series,
∥∥∥AˆS(t)− AˆnS(t)∥∥∥ =
∥∥∥∥∥
∞∑
d=n+1
(−it)d
d!
Cˆd
∥∥∥∥∥ ≡ R(n) , (9)
where AˆnS(t) = exp(iHˆnt)AˆS exp(−iHˆnt). The triangular
inequality yields
R(n) ≤
∞∑
n+1
td
d!
∥∥∥Cˆd∥∥∥ . (10)
In order to estimate
∥∥∥Cˆd∥∥∥, we need to consider the fol-
lowing commutators between operators in Hˆ,
[
hˆd , hˆd′ + hˆd′,d′+1
]
=
[
hˆd , hˆd,d+1
]
δd,d′ +
[
hˆd , hˆd−1,d
]
δd−1,d′ (11)[
hˆd,d+1 , hˆd′ + hˆd′,d′+1
]
=
[
hˆd,d+1 , hˆd
]
δd,d′ +
[
hˆd,d+1 , hˆd+1 + hˆd+1,d+2
]
δd+1,d′ +
[
hˆd,d+1, hˆd−1,d
]
δd−1,d′ .(12)
’Local’ operators hˆd, i.e., terms involving interactions be-
tween DOF within the same layer, have non-vanishing
commutators only with operators connecting the dth
layer with the neighbouring layers, d ± 1, cf. Eq. (11).
Since the (d+1)st layer is already accounted for in hˆd,d+1,
commutators of ’local’ terms hˆd, Eq. (11), do not intro-
duce further layers. In other words, these commutators
do not increase the size of the bath Hilbert space that
is ’seen’ by the system. Terms involving interactions be-
tween the dth and the (d + 1)st layer, i.e., hˆd,d+1, have
non-vanishing commutators at most with terms in the
same, the previous or the (d + 2)nd layer. Therefore,
commutators involving the non-local terms, hˆd,d+1, add
operators from one additional layer, i.e., they enlarge the
system ’view’ by one graph layer at each perturbative or-
der. Examining the generic structure of the Cˆd’s, we find
for Cˆ1,
Cˆ1 =
[
Hˆ , AˆS
]
≡
[
hˆ0 + hˆ0,1 , AˆS
]
.
We can rewrite
hˆ0 + hˆ0,1 =
∑
i,j:
d(S,i)=0;
d(S,j)≤1
∑
µ,ν
Jµνij Oˆ
µ
i Oˆ
ν
j ,
7using Eq. (2) of the main text and the definition of Φˆij ’s.
This highlights the fact that hˆ0 + hˆ0,1 groups all inter-
actions within the system and between system and bath.
It implies
Cˆ1 =
∑
i,j:
d(S,i)=0;
d(S,j)≤1
∑
µ,ν
Jµνij
[
Oˆµi Oˆ
ν
j , AˆS
]
=
∑
j
∑
µ,ν
JµνSj
[
OˆµSOˆ
ν
j , AˆS
]
(13)
In the second line, we have used that only commutators
between operators which act at least on one common
DOF do not vanish, assuming, for the sake of clarity,
that AˆS acts on a single system DOF. Should AˆS act on
multiple system DOF, a sum over these DOF needs to
be included additionally. Introducing
O = max
ij∈N ;µ,ν
‖Oˆµi Oˆνj ‖ ,
the norm of Cˆ1 can be estimated,
‖Cˆ1‖ ≤ 2‖AS‖O
∑
j
JSj ,
where Jij =
[∑
µν(J
µν
ij )
2
]1/2
denotes the coupling ma-
trix on the graph. In the following, we drop the indices
µ, ν, accounting for the corresponding sums in the cou-
pling matrix J , and denote the system operator that en-
ters the system-bath interaction by OˆIS . Due to Eqs. (11),
(12), Cˆ2 is written as
Cˆ2 = [hˆ0 + hˆ0,1 + hˆ1 + hˆ1,2, Cˆ1] .
Using Eq. (13) and following the same argument we find
Cˆ2 =
∑
p,q:
d(S,p)≤1
d(S,q)≤2
∑
j:d(S,j)≤1
JpqJSj
[
OˆpOˆq ,
[
OˆISOˆj , AˆS
]]
=
∑
j,p:
d(S,j)≤1
d(S,p)≤2
JpjJSj
[
OˆpOˆj ,
[
OˆISOˆj , AˆS
]]
. (14)
So Cˆ2 groups the commutators along paths of length 2
that either depart from the system without returning to
it (j 6= S, p 6= S), or that pass through it one or two
times (j = S and/or p = S). Analogously to the norm of
C1, we can estimate
∥∥∥Cˆ2∥∥∥,
∥∥∥Cˆ2∥∥∥ ≤ ‖AS‖ (2O)2 ∑
i,j∈I2
[
J2
]
ji
,
where I2 = {i ∈ N : d(S, i) ≤ 2} denotes the set of nodes
at distance at most 2 from the system, and
∑
i,j∈I2 [J
2]ji
is the weight of all paths of length 2 that exist between
DOF in I2. Iterating this procedure, the general form of
the Cˆd’s is found to be
Cˆd =
∑
(i1,j1)∈I1
...
(id,jd∈Id)
∏
k∈[1,d]
Jik,jk
[
OˆidOˆjd ,
[
Oˆid−1Oˆjd−1 ,
[
· · ·
[
Oˆi1Oˆj1 , AˆS
]
· · ·
]]]
. (15)
The set Ik = {i ∈ N : d(s, i) ≤ k} contains the DOF be-
longing to the first k layers of the graph. Thus Ik ⊆ Ik+1.
Due to the presence of the commutators and Eqs. (11),
(12), the only non-vanishing terms in the sums over the
Ik are those where all adjacent pairs of indices have at
least one element in common, i.e., those of the general
form
∑
αd−1∈Id−1
∑
αd−2∈Id−2
· · ·
∑
α0∈I0
Ji,αd−1
∏
k=0,d−2
Jαk+1,αk
with i ∈ Id. Each of these terms represents a path of
length d within the first d layers of the graph. We can
therefore estimate∥∥∥Cˆd∥∥∥ ≤ ∥∥∥AˆS∥∥∥ (2O)d ∑
i,j∈Id
[
Jd
]
ij
, (16)
where the sum accounts for all paths of length d between
two DOF that are at most at distance d from the system.
Hence, we can rewrite the remainder, Eq. (10),
R(n) ≤
∥∥∥AˆS∥∥∥ ∞∑
d=n+1
(2tO)d
d!
∑
i,j∈Id
[
Jd
]
ij
.
If the graph is locally finite, i.e., if each DOF is connected
8to a finite amount of other DOF, then
‖J‖ ≤ max
i∈N
∑
j
Jij ≤ ∞ . (17)
Labeling the maximum connectivity of a node on the
graph by c¯, we can estimate∑
i,j∈Id
[
Jd
]
ij
≤ (c¯2 ‖J‖)d , (18)
since the relevant part of the coupling matrix Jd contains
at most c¯2d elements, each of them less than or equal to
‖J‖d. Under the assumption of local finiteness, we thus
obtain the following Lieb-Robinson bound [19, 20, 23, 24]
R(n) ≤ |S|
∥∥∥AˆS∥∥∥ ∞∑
d=n+1
(
2tOc¯2 ‖J‖ eµ)d
d!
e−µd
≤ |S|
∥∥∥AˆS∥∥∥ e−µ(n−vt) , (19)
where
v = 2 ‖O‖ c¯2 ‖J‖ eµ/µ ,
and |S| accounts for OˆS acting on several system nodes.
The factor eµn with µ > 0 has been introduced in v to
emphasize the exponential decay of the error with the
number of layers taken into account. Minimizing R(n)
as a function of µ leads to the choice µ = 1 and hence
Eq. (6) of the main text.
QUASI-FINITE RESOLUTION OF QUANTUM
DYNAMICS FOR CONTINUOUS
ENVIRONMENTS
We start from the generic Hamiltonian, Eq. (7) in the
main text, describing the interaction of a system with a
continuous environment. The goal is to bound the error
made by evolving a generic system operator AˆS(t) em-
ploying the surrogate Hamiltonian HˆPn , Eq. (8) in the
main text, instead of the full generator Hˆ. Using the
unitary invariance of the norm, i.e., ‖Uˆ AˆUˆ+‖ = ‖Aˆ‖,
and the triangle inequality, the error is expressed as
∥∥∥AˆS(t)−AˆHPnS (t)∥∥∥ = ∥∥∥e−iHˆPn teiHˆtAˆSe−iHˆteiHˆPn − AˆS∥∥∥
≤
∥∥∥e−iHˆPn teiHˆtAˆSe−iHˆteiHˆPn − ei(Hˆ−HˆPn )tAˆSe−i(Hˆ−HˆPn )t∥∥∥+ ∥∥∥ei(Hˆ−HˆPn )tAˆSe−i(Hˆ−HˆPn )t−AˆS∥∥∥
≡ R1(Pn) +R2(Pn) . (20)
The strategy is now to bound each of the two terms,
R1(Pn) and R2(Pn).
We first consider R1(Pn) and define a function
F (λ) [34],
F (λ) = 1− eiλHˆe−iλHˆPn e−iλ(Hˆ−HˆPn ), (21)
with F (0) = 0. Derivation with respect to λ yields
∂F (λ)
∂λ
= eiλHˆ
[
e−iλHˆPn , Hˆ
]
e−iλ(Hˆ−HˆPn ) . (22)
Applying the Kubo identity [1],
[
Hˆ , e−iλHˆPn
]
= i
∫ λ
0
e−i(λ−µ)HˆPn
[
Hˆ , HˆPn
]
e−iµHˆPndµ.
we can rewrite Eq. (22), obtaining
∂F (λ)
∂λ
= −i
∫ λ
0
dµeiλHˆe−iµHˆPn
[
Hˆ , HˆPn
]
e−i(λ−µ)HˆPne−iλ(Hˆ−HˆPn ) . (23)
Integrating, using the initial condition F (0) = 0 and Eq. (21), yields
e−i(Hˆ−HˆPn )t − e−iHˆteHˆPn t = −i
∫ t
0
dλ
∫ λ
0
dµeiλHˆe−iµHˆPn[Hˆ, HˆPn ]e
−i(λ−µ)HˆPn e−iλ(Hˆ−HˆPn ) . (24)
9Estimation of the norms and of the integrals in Eq. (24) leads to [34, 35]∥∥∥e−i(Hˆ−HˆPn )t − e−iHˆteiHˆPn t∥∥∥ ≤ t2
2
∥∥∥[Hˆ , HˆPn]∥∥∥ . (25)
Equation (25) allows the following estimate for R1(Pn)
R1(Pn) =
∥∥∥e−iHˆPn teiHˆtAˆSe−iHˆteiHˆPn − ei(Hˆ−HˆPn )tAˆSe−i(Hˆ−HˆPn )t∥∥∥
≤ 2
∥∥∥e−iHˆPn teiHˆtAˆS (e−iHˆteiHˆPn − e−i(Hˆ−HˆPn )t)∥∥∥
+
∥∥∥(eiHˆte−iHˆPn − ei(Hˆ−HˆPn )t) AˆS (e−iHˆteiHˆPn − e−i(Hˆ−HˆPn )t)∥∥∥
≤
∥∥∥AˆS∥∥∥ t2
2
∥∥∥[Hˆ , HˆPn]∥∥∥(2 + t22 ∥∥∥[Hˆ , HˆPn]∥∥∥
)
. (26)
We thus find that R1(Pn) is bounded by a second order
polynomial in t2
∥∥∥[Hˆ, HˆPn ]∥∥∥. For finite t, R1(Pn) is deter- mined by the commutator of Hˆ and HˆPn which vanishesin the limit n→∞. In particular, we find
[
Hˆ , HˆPn
]
=
[
HˆS , Oˆ
I
S
]{n−1∑
i=0
J˜i
(
cˆi + cˆ
+
i
)− ∫ xmax
0
J(x)
(
cˆx + cˆ
+
x
)
dx
}
+
(
OˆIS
)2 [∫ xmax
0
J(x)(cˆx + cˆ
+
x )dx ,
n−1∑
i=0
J˜i(cˆi + cˆ
+
i )
]
+ OˆIS
[∫ xmax
0
J(x)
(
cˆx + cˆ
+
x
)
dx ,
n−1∑
i=0
g˜icˆ
+
i cˆi
]
+
[∫ xmax
0
g(x)cˆ+x cˆxdx ,
n−1∑
i=0
J˜i
(
cˆi + cˆ
+
i
)]
OˆIS +
[∫ xmax
0
g(x)cˆ+x cˆxdx ,
n−1∑
i=0
g˜icˆ
+
i cˆi
]
+OˆIS
∫ xmax
0
J(x)(cˆx + cˆ
+
x )dx , 2
n−1∑
i<j=0
K˜ij
(
cˆicˆ
+
j + cˆicˆ
+
j + cˆ
+
i cˆicˆ
+
j cˆj
)
+
[
2
∫ xmax
0
∫ xmax
x
K (|x− x′|) (cˆxcˆ+x′ + cˆ+x cˆx′ + cˆ+x cˆxcˆ+x′ cˆx′) dxdx′ , n−1∑
i=0
J˜i
(
cˆi + cˆ
+
i
)]
OˆIS
+4
∫ xmax
0
∫ xmax
x
K (|x− x′|) (cˆxcˆ+x′ + cˆ+x cˆx′ + cˆ+x cˆxcˆ+x′ cˆx′) dxdx′ , n−1∑
i<j=0
K˜ij
(
cˆicˆ
+
j + cˆ
+
i cˆj + cˆ
+
i cˆicˆ
+
j cˆj
)
+2
[∫ xmax
0
∫ xmax
x
K (|x− x′|) (cˆxcˆ+x′ + cˆ+x cˆx′ + cˆ+x cˆxcˆ+x′ cˆx′) dxdx′ , n−1∑
i=0
g˜icˆ
+
i cˆi
]
+
∫ xmax
0
g(x)cˆ+x cˆxdx , 2
n−1∑
i<j=0
K˜ij
(
cˆicˆ
+
j + cˆ
+
i cˆj + cˆ
+
i cˆicˆ
+
j cˆj
) . (27)
Any commutator acting on the bath degrees of freedom has the generic form [Aˆx, Bˆx′ ] = [Aˆx, Bˆx]δx,x′ . Therefore
commutators between local bath operators vanish,(
OˆIS
)2 [∫ xmax
0
J(x)
(
cˆx + cˆ
+
x
)
dx ,
n−1∑
i=0
J˜i(cˆi + cˆ
+
i )
]
= 0 ,[∫ xmax
0
g(x)cˆ+x cˆxdx ,
n−1∑
i=0
g˜icˆ
+
i cˆi
]
= 0 ,
OˆIS
[∫ xmax
0
J(x)(cˆx + cˆ
+
x )dx ,
n−1∑
i=0
g˜icˆ
+
i cˆi
]
+
[∫ xmax
0
g(x)cˆ+x cˆxdx ,
n−1∑
i=0
J˜i
(
cˆi + cˆ
+
i
)]
OˆIS = 0 ,
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and we are left with those terms in Eq. (27) that involve non-local bath operators,
CˆJK = Oˆ
I
S
∫ xmax
0
J(x)
(
cˆx + cˆ
+
x
)
dx , 2
n−1∑
i<j=0
K˜ij
(
cˆicˆ
+
j + cˆ
+
i cˆj + cˆ
+
i cˆicˆ
+
j cˆj
) (28)
−2
[∫ xmax
0
∫ xmax
x
K (|x− x′|) (cˆxcˆ+x′ + cˆ+x cˆx′ + cˆ+x cˆxcˆ+x′ cˆx′) dxdx′ , n−1∑
i=0
J˜i
(
cˆi + cˆ
+
i
)]
OˆIS ,
CˆK = (29)
4
∫ xmax
0
∫ xmax
x
K (|x− x′|) (cˆxcˆ+x′ + cˆ+x cˆx′ + cˆ+x cˆxcˆ+x′ cˆx′) dxdx′ , n−1∑
i<j=0
K˜ij
(
cˆicˆ
+
j + cˆ
+
i cˆj + cˆ
+
i cˆicˆ
+
j cˆj
) ,
CˆgK = 2
[∫ xmax
0
∫ xmax
x
K (|x− x′|) (cˆxcˆ+x′ + cˆ+x cˆx′ + cˆ+x cˆxcˆ+x′ cˆx′) dxdx′ , n−1∑
i=0
g˜icˆ
+
i cˆi
]
(30)
−2
∫ xmax
0
g(x)cˆ+x cˆxdx ,
n−1∑
i<j=0
K˜ij
(
cˆicˆ
+
j + cˆ
+
i cˆj + cˆ
+
i cˆicˆ
+
j cˆj
) .
Using these definitions of CˆJK , CˆK , CˆgK and the triangular inequality, the norm of the commutator of the full
generator and the surrogate one can be rewritten,∥∥∥[Hˆ, HˆPn ]∥∥∥ ≤ ∥∥∥[HˆS , OˆIS ]∥∥∥ 2RJ(Pn) +‖CˆJK‖+‖CˆKK‖+‖CˆgK‖ , (31)
where
RJ(Pn)≤
∑
i
(∥∥∥∥J(xi)δxi(ci + c+i )−∫
δxi
J(x)(cx + c
+
x )dx
∥∥∥∥)
bounds the error made by evaluating the integral over J(x)(cx + c
+
x ) in terms of the Riemann sum built on the
partition Pn. This error vanishes in the limit |Pn| → 0, where |Pn| = maxi≤n δxi. The norm of the remaining terms
in Eq. (31) can be evaluated analogously. To this end, we rewrite CˆJK in Eq. (28),
CˆJK = 2Oˆ
I
S
∑
i6=j
J(xi)K˜ij
[
cˆi + cˆ
+
i , cˆicˆ
+
j + cˆ
+
i cˆj + cˆ
+
i cˆicˆ
+
j cˆj
]
(32)
−2OˆIS
∫ xmax
0
∑
i:xi 6=x
K (|x− xi|) J˜i
[
cˆi + cˆ
+
i , cˆicˆ
+
x + cˆ
+
i cˆx + +cˆ
+
i cˆicˆ
+
x cˆx
]
dx ,
such that we can estimate
‖CJK‖ ≤ 2‖OˆIS‖RJK(Pn) , (33)
where
RJK(Pn) =
n−1∑
j=0
∑
i 6=j
δxi
∥∥∥∥∥
∫
δxj
K (|x− xi|) J(xi)
[
cˆi + cˆ
+
i , cˆicˆ
+
x + cˆ
+
i cˆx + cˆ
+
i cˆicˆ
+
x cˆx
]
dx (34)
−δxjK (|xj − xi|) J(xi)
[
cˆi + cˆ
+
i , cˆicˆ
+
j + cˆ
+
i cˆj + cˆ
+
i cˆicˆ
+
j cˆj
] ∥∥∥∥∥
bounding the error made by evaluating the integral over x by the corresponding Riemann sum over Pn. Analogously
we obtain
‖CˆgK‖ ≤ 2RgK(Pn) (35)
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with
RgK(Pn) =
n−1∑
j=0
∑
i 6=j
δxi
∥∥∥∥∥
∫
δxj
g(xi)K (|x− xi|)
[
cˆ+i cˆx′ + cˆ
+
i cˆicˆ
+
x′ cˆx′ , cˆ
+
i cˆi
]
dx (36)
−δxjg(xi)K(|xi − xj |)
[
cˆ+i cˆj + cˆ
+
i cˆicˆ
+
j cˆj , cˆ
+
i cˆi
] ∥∥∥∥∥
and
CˆK = 4
∫ xmax
0
dx
∑
i6=j
i:xi 6=x
K(|x− xi|)K˜ij
(
dˆ1 + dˆ2 + dˆ3 + dˆ4 + dˆ5
)
, (37)
where
dˆ1 = cˆx
[
cˆ+i , cˆi
]
cˆ+j − cˆj
[
cˆ+i , cˆi
]
cˆ+x , (38a)
dˆ2 = cˆ
+
j cˆj
[
cˆi , cˆ
+
i cˆi
]
c+x − cˆxcˆ+x
[
cˆi , cˆ
+
i cˆi
]
c+j ,(38b)
dˆ3 =
[
cˆi , cˆ
+
i cˆi
] (
cˆ+j cˆjc
+
x − cˆ+x cˆxc+j
)
, (38c)
dˆ4 = cˆx
[
cˆ+i , cˆ
+
i cˆi
]
cˆ+j cˆj − cˆj
[
cˆ+i , cˆ
+
i cˆi
]
cˆ+x cˆx ,(38d)
dˆ5 =
(
cˆ+j cˆjc
+
x − cˆ+x cˆxc+j
) [
cˆi , cˆ
+
i cˆi
]
. (38e)
Equations (38) imply that CˆK depends on the partition
along x, i.e., it would vanish if
∑
j →
∫
dx. Its norm can
consequently be bounded as
‖CˆK‖ ≤ 2RK(Pn) (39)
where
RK(Pn) = 5
∑
j
∑
i 6=j
∣∣∣∣∣δxiδxj
∫
δxj
K (|x− xi|)K (|xi − xj |) max(‖dˆ1‖, ‖dˆ2‖, ‖dˆ3‖, ‖dˆ4‖, ‖dˆ5‖)
∣∣∣∣∣ dx. (40)
Using Eqs. (31), (33), (35) and (39), the final estimate can be written∥∥∥[Hˆ, HˆPn ]∥∥∥ ≤ 2(∥∥∥[HˆS , OˆIS]∥∥∥RJ(Pn) + ∥∥∥AˆS∥∥∥RJK(Pn) +RgK(Pn) +RK(Pn))
= 2
(∥∥∥[HˆS , OˆIS]∥∥∥RJ(Pn) +RB(Pn)) , (41)
where RB(Pn) comprises of all the errors due to
discretization of the integrals involving K(|x − x′|),
J(x)K(|x − x′|) and g(x)K(|x − x′|). Since J(x) rep-
resents energy relaxation, RJ(Pn) vanishes for pure de-
phasing. Similarly, RB(Pn) captures the intra-bath inter-
actions and vanishes for normal modes. Using Eqs (41)
and (26) one obtains
R1(Pn) ≤
∥∥∥AˆS∥∥∥ t2 (∥∥∥[HˆS , OˆIS]∥∥∥RJ(Pn) +RB(Pn)) [2 + t2 (∥∥∥[HˆS , OˆIS]∥∥∥RJ(Pn) +RB(Pn))] (42)
thus showing that at finite times the error R1(Pn) de-
pends on how well the integrals are approximated by the
Riemann sums.
The second contribution to the error, R2(Pn) in
Eq. (20), represents the distance between AˆS and its time
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evolution under Hˆ − HˆPn . It can be estimated
R2(Pn) =
∥∥∥ei(Hˆ−HˆPn )tAˆSe−i(Hˆ−HˆPn )t − AˆS∥∥∥
≤
∞∑
k=1
tk
k!
∥∥∥CˆH−HPnk ∥∥∥ (43)
with
Cˆ
H−HPn
k =
[
Hˆ − HˆPn , CˆH−HPnk−1
]
and Cˆ
H−HPn
0 = OˆS using the Baker-Campbell-Hausdorff
formula and the triangular inequality. Since∥∥∥CˆHˆ−HˆPn1 ∥∥∥ = ∥∥∥[Hˆ − HˆPn , AˆS]∥∥∥ ≤ 2 ∥∥∥AˆS∥∥∥∥∥∥Hˆ − HˆPn∥∥∥ ,
we obtain for Cˆ
Hˆ−HˆPn
k ,∥∥∥CˆH−HPnk ∥∥∥ ≤ 2k ∥∥∥AˆS∥∥∥∥∥∥Hˆ − HˆPn∥∥∥k . (44)
Substituting this into Eq. (43) yields the following esti-
mate for R2(Pn),
R2(Pn) ≤
∥∥∥AˆS∥∥∥(e2‖Hˆ−HˆPn‖t − 1) . (45)
For finite time, the error R2(Pn) vanishes in the limit
n→∞.
We conclude from Eqs. (26), (41) and (45) that, for
a fixed finite time t, the error R(Pn) can be made arbi-
trarily small by proper choice of the partition. It is thus
sufficient to represent a continuous bath with infinitely
many DOF by a finite set of ’surrogate’ modes. Note
that in our derivation no assumption on the system-bath
interaction or intra-bath couplings were made.
As a final remark we note that, as long as the full
Hamiltonian contains bounded operators, the bounds,
Eq. (19) for discrete DOF and Eq. (45) for continuous
DOF, depend only on the coupling structure and not the
specific algebraic form of Hˆ.
THE SUZUKI-TROTTER DECOMPOSITION
At finite t the effective generator of the reduced system
evolution has the generic form
HˆXn =
∑
i,j∈Xn
hˆij .
where without loss of generality we assume two-body in-
teractions. The set Xn is that of the relevant DOF on
which HˆXn acts and hˆij is the generic interaction between
two DOF. At t <∞ the effective propagator generated by
HˆXn can be approximated by applying a Suzuki-Trotter
expansion [2, 32]
e−iHˆXn t ≈
 ∏
{i,j}∈Xn
e−ihˆij∆t
mn , (46)
where ∆t = t/mn. The generator HˆXn contains Kn ≤
|Xn|2 two-body terms. The error introduced by approx-
imating e−iHˆn∆t within each ∆t by a product of Kn
terms is of the order 2 ≤ 12O2K2n(∆t)2 [34, 35]. A pre-
specified error 2/2 for the whole time t is achieved by
taking mn = O2t2K2n/2 Trotter steps, i.e., by choosing
∆t = 2/(tO2K2n). The product formula in Eq. (46) can
be generalized to generators exhibiting arbitrary time-
dependence [35].
EXTENSION TO k-BODY INTERACTIONS
Extension of the dynamical bounds
A generic generator defined on a discrete set and con-
taining k-body interactions is written as
Hˆ =
∑
i1,i2,··· ,ik
hˆi1,i2,··· ,ik , (47)
where i1, · · · , ik ∈ (0,∞), and hˆi1,··· ,ik is a generic k-
body interaction. This Hamiltonian defines a hyper-
graph, i.e., an ordered pair G = (N,E) with the set of
nodes N made up of all the degrees of freedom Hˆ acts
upon and E comprising the set of non-empty subsets of
N , called hyperedges or links, for which ‖hˆi1,··· ,ik‖ 6= 0.
Since all interactions are k-local in Eq. (47), all hyper-
edges have size k, and the hypergraph is k-uniform. A
graph can therefore be regarded as a 2-uniform hyper-
graph. The adjacency matrix Ahij of a hypergraph G
is defined as the matrix whose entries Ahij correspond
to the number of hyperedges containing both degrees of
freedom i and j [3]. The connectivity of a node ci is
given by the number of hyperedges involving the node,
ci =
∑
j A
h
ij . The hypergraph is therefore locally finite if
maxi∈N ci = c¯i < ∞. One can then define the coupling
matrix J on the hypergraph,
Jij =
√√√√√√√∑
µν
 ∑
i1,··· ,ik:
∃(k,k′):ik=i,ik′=j
[Jµνi1,··· ,ik ]
2
 ,
and consequently bound its norm by ‖J‖ ≤
maxi∈N
∑
Jij . This implies that Eq. (6) in the main text
holds in the same form with O = maxi1,··· ,ik ‖hˆi1,··· ,ik‖.
Equation (9) in the main text holds formally unaltered as
well, with the Riemann sums calculated for the relative
k-body terms.
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Suzuki-Trotter decomposition
The propagator for a k-body effective generator of the
form Eq. (47) is decomposed as
e−iHˆXn t ≈
 ∏
{i1,··· ,ik}∈Xn
e−ihˆi1,··· ,ik t
mn .
The error estimate in the previous section holds formally
unaltered with Kn ≤ |Xn|k. One could then use the
Solovay-Kitaev algorithm [4] to further decompose each
k-unitary into a product of one- and two-body unitaries
chosen from a suitable set. To achieve an accuracy  for
each k-unitary transformation, nSK = a log
b
2(
−1) oper-
ations are required with a, b constants. If one chooses
 = 2/(2nd), the effective propagator is simulated with
an accuracy 2 employing n
′
d = and log
b
2(nd/2) one-
and two-body unitaries, i.e., with a computational effort
that scales polynomially in time and number of effective
DOF [35].
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