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1 o INLEIDING 
We bescho~wen het volgende probleem: 
n 
P(b) max I c.x. 
j=1 J J 
n 
( 1 ) onder I a.x. < b 
j=1 J J = 
0 < x. < u. j= 1,o••,n = J = J 
x. geheel j= 1,ooo,n 
J 
Dit probleem zullen we aanduiden als het rugzak:probleem met bevengrenzeno 
We onderscheiden twee speciale versies van dit probleemo Als alle boven-
grenzen u. = 1 zijn, spreken we over het knapzakprobleem KP(b) met 
J 
knapzakfunctie K(a), 0 ~a.::_ b: 
n 
KP(b) K(b)= max I 
j=1 
(2) onder I 
c.x. 
J J 
a.x. < b 
J J = 
x. = o, 1 
J 
Het tweede geval, het rugzakprobleem, treedt opals de bovengrenzen geen 
beperking vormen, d.w.z* u. > b/a .• 
J = J 
De rugzak:fun~tie is gedefinieerd a.ls: 
n 
RP(b) R(b)= max I c.x. 
j=1 J J 
n 
(3) onder I a.x. < b J J = j=1 
x. > o, geheel j= 1,ooo,n 
J 
2 
We nemen aan dat a. (j=1, ••• ,n) en b natuurlijke getallen zijn en dat 
J 
c. (j=1,.oo,n) niet-negatief en reeel is. 
J 
We gebruiken in het vervolg de notaties: 
H( .)(b) is de maximale waarde van probleem HP(b), p,q 
met x 1= ••• = xp_ 1= 0 en xq+1= ••• = xn = O; 
is de maximale waarde van pr0bleem HP(b), 
met xd = O; 
[y] is het greotste gehele getal niet groter dan y; 
d.;. c,. /a. is de relatieve waardedichtheid van variabele x .• 
J· J J J 
Als toepassingen vermelden we het investeringsselectieprobleem [18] en 
het snijprobleem [7],.waarin de rugzakalgoritme een subroutine is van 
het LoP.-probleem. Aan de meer theoretische kant is te noemen: 
- Het groepenprobleem,dat ontstaat bij de groepentheoretische aa.npak 
van het geheeltallige programmeringsprobleeml18J, kan worden gefor-
muleerd als een rugzakprobleem met bovengrenzen. 
Bij de reductie van stelsels vergelijkingen in geheeltallige varia-
belen ontstaat een knapzakprobleem, waarin de bijveorwaarde een ge-
lijkheid is [2] • 
- De sneden in snede-algoritmen voor het geheeltallige programmerings-
probleem kunnen worden versterkt door het oplossen van een rugzak-
probleem [1]. 
Twee oplossingsmethoden worden behandeld: 
dynamische programmering in hoofdstuk 2 en branch-and-bound in 
hoofdstuk 3. . 
Geen aandacht wordt gegeven aan kniapzakalgoritmen, die de toegelaten 
hoekpunten van de eenheidskubus genereren [3] [13]. 
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2. DYNAMISCHE PROGRAMMERING 
2.1 De rugzak.algoritmen van Hu en Nemhauser 
Uitgangspunt voor toepassing van dynamische programmer1ng is het 
model: 
(4) F0(a) = 0 
F. (a) - max {c.x. + F. 1 ( a-a .x.)}, j=1, ••• ,n J Qc<x.< [a/a.] J J J- J J = J=' J 
z. ( a) x.' als F. (a) = C .x. + F . 1 (a-a. x. ) , j=1,eoo,n J J J J J J- J J 
, a=O , 1 , ••• , b 
Door herhaalde substitutie van deze definitie volgt Fj(a)= R(,,j)(a) 
en in het bijzonder Fn(b) = R(,,n)(b) = R(b). 
Een oplossing die F (b) realiseert wordt recursief teruggevonden als~ n 
(6) x. = z. (b -
J J 
j=n,n-1, ••• ,1. 
Het model {4) - (5) heeft twee, voor practisch gebruik onoverkomen-
lijke, bezwaren: Het aantal te vergelijken beslissingen is zeer 
groot - bij benadering nb + ~b 2 f 1/a. - en de functies z 1, •• jzn j=1 J 
moeten voor O .::_a< b worden bewaard om de optimale strategie terug 
te vinden. 
Een iets andere aanpak. (Hu [ 12]) komt aan deze bezwaren tegemoet. 
We definieren: 
(a) - 00 a < 0 HO = 0 a > 0 
t 7) = 
H. (a) - max {H. 1(a), C. + H. (a-a.)} J J- J J J 
, j= 1, ••• ,n 
10 (a) - 0 
(8) 
·J als H. (a) > H. 1 ( a) i. (a) ' - J J-J · i. 
1 





H.(a) = R( 1 .)(a)' J ,J 
veor O <a< b = = en < no = 
.Als a~ 2a. zijn de definities (4) en (7) identieko 
J •· 
.Als paj <a< (p+1)aj' p > 2 volgt door substitutie~ 
H.(a) = max {H. 
1
(a), c. + max {H. 
1
(a-a.), c.+H.(a-2a.)}} 
J I J- J J- J J J J 
J 
I 
= max {H. 
1
ta), c. + H. 
1
(a-a.),a •• ,pc.+H. 
1
(a-pa.)} 
J- J J- J J J- J 
- F. ( a) = R( 1 . ) ( a) o J ' ,J 
Om een oplossing die H (b) realiseert terug te vinden, is alleen n 
in (a), a=O, o o., b nodig. Stel a
0
:::0 en bepaal recursief de indexverzar.neling 
I(b) = {j
1




o•• -a. ), ••• }. 
Jm-1 
De waarde van xJ. in een opti.male o:plossfng van RI;>.(b) is de cardinalitei-t 
- . i l 
van j in I(b) o 
Het aantal te vergelijken beslissingen bij deze methode is bij benadering 
nb. De registratie van de optim~ oplossing vergt slechts een array met 
lengte b. 
De algoritme van Hu (procedure 1 van appendix C) is gebaseerd op de 
functionaalvergelijkingen (7) en (8)0 Vooraf wordt nagegaan of bepaalde 
eenvoudige vormen van dominantie (zie appendix A) optreden. De daarna 
resterende variabelen worden gesorteerd naar niet-stijgende relatieve 
dichtheden. De berekening (7) van de rugzakfunctie .voor variabele J 
wordt slechts uitgevoerd, indien c. > R( 1 • 1 )(a.). J ,J- J 
De functies H. ( a) zijn monotoon niet-dalende trapfuncties, die in prin-
J 
cipe alleen op de sprongpunten berekend behoeven te worden (Nemhauser 
[18] )o De algoritme van Nemhauser (procedure 2 van appendix C) is in 
opbouw gelijk aan de algori tme van Hu, met dien verstande dat alleen 
sprongpunten geadministreerd worden. 
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2.2 RUgzakalgoritmen van Gilm0re & Gom0ry 
In de voorgaa.nde alg0r1tmen is de rekentijd evenredig met het produk.t .. 
van het aa.ntal variabelen n en het rechterlid b van de bijvoorwaarde o 
In principe staan dus twee wegen open om tot effectievere algoritmen te 





( 11 ) 
Voor de r. z.f Rla), 0 < a,;:;,. b geldt: 
R(a) > 0 
R(a.)> c. 
J = J 
R(a) > R(a') 
, j=1,.oo,n 
' a. > a' 
( 1 2 J R ( a+a 1 ) > R ( a) + R ( a 1 ) 
Bewijs (12): De som van de optimale oplossingen van RP(a) en RP(a') is 
een toegelaten, maar niet noodzakelijk optimale oplossing 
van RP(a+a') • 
Lemma 3: 
( 13 J 
( 14) 
Bewijs: 
.Als x > 0 in een oplossing die R(a) realiseert, da.n: 
p 
R(aJ = R(a-apJ + R(ap) 
R(a) = c 
p p 
n 
ZiJ. R'a) = ' c x x > 0 Een toegelaten opLossing voor \ I.. J. J"' p • 
j=1 








' J ;t p 
' j = P• 
Uit lemma 2 velgt nu l 13): 
R(a) > R(a-a) +-R(a) = p p 
n 
> \ = l 
j=1 
* c.x. + c = R(a). 
J J p 
Door (13) als definitie van R(a) te beschouwen, volgt (14): 
p 
n 
c < R(a ) < l 






* C.X. = C 
J J p 
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Gevolg 1:(0ptimaliteit van substrategien) 
Als (x
1
, ••• ,xn) R(b) realiseert, 







< a < == == 
n 
}: a.y. + (b -






Gevolg 2: De r.z.f R(a) voldoet aan de functionaalvergelijking: 
( 15) 
R(O) = 0 
!.. R(a) = max· {R(a-aj) + cj) lo ~ j ~ n, aj ~ a} , voor a> o, 
waarbij de verschilvariabele x0 gedefinieerd is door a0=1 en 
co= o. 
De algoritme 1 A van Gilmore & Gomory [9] (procedure 3 van appendix C) 
is gebaseerd op functionaal vergelijking ( 15) , geschreven aJ:s: 
(16) R(a) = max {R{y) + c)y = a - aj, aj ~a, 0 ~j ~n}, a> O. 
Er zijn twee arrays met lengte bin gebruik: array r bevat na afloop de 
rugzakfunctie R, in array i staat op plaats a een beslissing j, waarvoor 
R(a) = R(a-a.) + c .• 
J J 
De algoritme exploiteert het feit dat alleen sprongpunten van de 
r.z.f R(a) in aanmerking behoeven te worden gen~~~J#~s y in ( 16). Als 
voor y = a - ~, k > 0 geldt: R(y) = R(y-1), dan volgt: 
R(y) +ck= R(y-1) +ck+ c0 < R(y + ~ - 1) + c0 = R(a-1) + c0 , 
zodat de term voor j =kin het rechterlid van (16) gemajoreerd wordt 
door de term voor j = O. 
We nemen aan dat voor alle variabelen geldt O <a.< b en a.~ ak voor 
J .... J 
j ¢ k, en dat de variabelen geindiceerd zijn naar stijgende a .• 
J 
Algoritme 1 A luidt: 
o. Initialiseer·r(a) = 0 voor 0 < a < b. 
== -
Initialiseer r(a.) = C. en i(a.) = j voor j = 1 , ••• ,n. 
J J J 
Stel i( 0) = 0 en y = 1. 
1. Als r(y) ~ r(y-1), kies dan als optimale beslissing 
i(y) = 0 en stel r(y) = r(y-1) •. 
2. (Controleer op dominantie). 
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3 • .Als i(y) = o, ga dan naar 5. 
4. Bereken voor a= y + aj , j = 19 000,n met aj .::.:_min (y,b-y), r(yJ+cjo 
.Als r(y) + c. > r(a), stel dan r(a) = rty) + c. en i(a) = jo 
J J 
5. .Als y < b, verhoog dan y met 1 en ga naar stap 1 • 
6. Bereken de oplossing, die r(b) realiseert door backtracking in 
array i vanuit a= max { y I O < y < b, ily) > 0 }. Stop. 
Opmerkingen: 
1. Dominantie van variabele j kan worden geconstateerd in stap 2 als 
y = a .• .Als ily) .f j, bestaat een combinatie van variabelen, waarin 
J 
J. niet voorkomt, met r(a.) > c.: elimineer variabele J .• J = J 
2o In stap 3 mag gelden: aj < y, om vergelijkingen tussen oplossingen, 
die bij backtracking de volgorde j, ••• ,i(y), resp. i(y), ••• ,j zouden 
opleveren, te ver'mijden. 
3. Afgezien van de beperking tot sprongpunten van R(a) is algoritme 1 A 
wat betreft aantal vergelijkingen (n x b) en benodigde geheugenruimte 
gelijkwaardig aan de algoritme van Hu. 
Een functiewaarde R(a) wordt mogelijk door verschillende oplossingen 
gerealiseerd. We willen aan a een unieke oplossing x(a) toekennen bij 




, ••• ,xn. We 
kiezen als deze unieke x(a) de lexicografisch grootste oplossing die 
R(a) realiseert: als x .f x(a) eveneens R(a) realiseert, bestaat een 
getal p met x. = x.(a) voor j <pen x < x (a)o We definieren voorts 
J J p p 
de functie i(a) als 
i ( 0) _ n+1 
(17) 
i(a) - min { j I O < j .:_ n , R(aJ= R(a-a.J + c.} , 
J J 
i(a) wijst de variabele met de laagste index aan, die positief is in een 
of andere oplossing die R(a) realiseert (lemma 3), moa.wo 
i(a) = min {j I x.(aJ > O} • 
J 
.Als we backtracken in array i, met i(a) = J, vinden we derhalve alleen 
indices, die niet kleiner zijn dan j. 
Want stel i(a-a.) = p < j. In de unieke oplossing x(a-a.) is dan 
'° J J 
x (a-a.)> O. Maar x(a-a.), aangevuld met eenmaal variabele j, realiseert 
p J J 




We hebben aangetoond: 
Lemma 4 [9] : Als i(a) = J , dan i (a-a. ) > j 
J 
voor a > O. 
Gevolg 3:. De r.z.f. R(a) voldoet aan: 
{ 
R(O) :_ 0 
R(a) max {R(a-aj) + cj IO< j < i(a-aj), aj ~a}, a> O, 
waarbij i gedefinieerd is door (17). 
Het aantal vergelijkingen volgens (18) is minder dan volgens (15). Een 
verdere reductie kunnen we bereiken door op te merken dat een beslissing 
alleen optimaal kan zijn, als hij ook optimaal was in een "eerdere ver-
gelijkbare situatie": 










Bewijs: Triviaal voor p = J• Neem aan p > j. In xta) zijn x.(a) en 
J 
x (a) positief. Uit lemma 3 volgt: 
p 
R(aJ = c. + c + R(a-a.-a) = c + R(a-a ), 
J p J p p p 
ofwel R(a-a) = c. + R(a-a.-a ). 
p J J p 
Uit de definitie (17) van de i-functie volgt i(a-a) ::_' j. 
p 
Stel i(.a-a )= q < j. 
p 
R(a) = c + R(a-a) = c + c + R(a-a -a)< c + R(a-a ), p p p q pq=q q 
m.a.w. R(a) wordt gerealiseerd door een oplossing, waarin 
x > o, q < j = i(a), in strijd met de definitie van i(.a). 
q 
Gevolg 4: De r.z.f. R(a) voldoet aan: 
(19) l R(.0) : 0 R(a) max {R(a-a. )+c - I O.:sj~i (a-a.), j=ila-a. ( ) ) , J J - - J i a-a. 
a . < a J } , a>O , 
J = 
waarbij i gedefinieerd is door (17). 
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Opmerking: Bij toepassing van gevolg 4 moet i(a-a.( )) bekend zijn 
i a-a. 
in a-a., d.w.z. a.< a. 1 ) voor j < i(a-a.): J J J = i,a-a. = . J 
J 
de variabelen moeten naar stijgende a. worden geindiceerd. 
J 
Behalve door vermindering van het aantal te vergelijken beslissingen, 
kan ook winst geboekt worden door verkleining van het interval, waar-
over R(a) berekend moet worden. Als i(a) = 1 voor a' <a< a", met 
a" - a' :- mJx aj, komen voor a > a" alleen nog beslissingen x 1 (en x0 ) 
in aanmerking (lemma 4). De vraag is of en hoe we naar zo'n situatie 
kunnen toewerken. Intuitief verwacht men dat variabelen met een grote 
relatieve dichtheid "op den duur" de voorkeur genieten. Deze verwachting 
wordt gepreciseerd in 
Lemma 6: 
Bewijs: 
Als voor xp geldt: dp.;;;, dj voor alle j, p < J < n, dan bestaat 
een getal a(p), z6, dat voor alle a.:... a(p): 
voor een a' < a(p) en a' + a" < a. = 
Zij v. en w. geheel, met 
J J n 
We kiezen a(p) = l 
j=p+1 
v.a. = w.a voor j= p+1, ooo,no 
J J J p 
v .a. 0 R(a) kan met herhaald toepassen 
J J 
van lemma 3 gesplitst worden in twee stukken, met alle variabe-
len x., j >pin het eerste stuk: 
J 
R(aJ = R(p+, ,n) (a') + R(O,p) (a"). 
We moeten nog aantonen dat a' < a(p). Als a' > a(p), is er een 
variabele x, 
q 
en x door x' 
p p 
q > p, met x 
q 
= X + W • Dit p q 
warden herhaald, totdat alle 
a•< a(p). 
v. Vervang x door x' = x - v 
q q q q q 





• Bijgevolg is tenslotte 
Gevolg 5: Als voor x1 geldt d 1 > dj, 1 < j < n (x 1 is een "turnpike" 
variabele), dan voldoet R(a) voor a> a(1) aan: 
R(a) = Rl 2 ,n)(a') + [(a-a')/ a 1Jc 1 voor een a' < a(1), 
R(a) = R(a-a1) + c1• 
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R(a) is voor a> a(1) periodiek met periodelengte a 1 en een niveauver-
schil c 1 tussen twee opeenvolgende perioden. Als we een turnpike varia-
bele index 1 geven, zijn op den duur alleeR nog beslissinge~ x
1 
toege-
laten. Zodra dat het geval is - gewoonlijk voor een a(1)<< r v.a. -, 
·=2 J J 
kan R(a) verder door extrapolatie worden gevonden. J 
Algoritme l B van Gilmore & Gomory [9] / Shapiro & Wagner [20] (procedure 
4 van appendix C) is gebaseerd op f'unctionaalvergelijking (19) en de 
periodiciteit van de rugzakfunctie. De structuur van de algoritme is 
identiek aa.n algoritme 1 A. In stap 4 echter warden alleen beslissingen 
met j ~ i(y) en j = i(a-ai(y)) beschouwd. In stap 5 wordt gestopt, zodra 
een a bereikt is, waarboven de rugzakfunctie periodiek wordt, d.w.z. als 
voor alley> a in stap 4 alleen beslissing 0 of 1 is toegelaten. 
We nemen aan dat variabele 1 een turnpike variabele is en dat de overige 
variabelen geindiceerd zijn naar stijgende a .• De algoritme luidt: 
J 
0. Initialiseer r(a) = i(a) = 0 voor 0 ~a~ b. 
Initialiseer r(a.) = c. en i(a.) = j voor_j= 1, ••• ,n. 
J J J 
Stel i(0) = n+1 en y = 1. 
1. Als r(y) ~ r(y-1), kies dan als optimale beslissing 
i(y) = 0 en stel r(y) = r(y-1). 
2. ( Controleer op dominantie) • 
3. Als i(y) = 0, ga dan naar 5. 
4. Bereken voor a= y +a.met j= 1, ••• ,i(y), a< b en j=i(a-a.( )), 
J == i y 
r(y) + c .• Als r(y) + c. > r(a), stel dan r(a) = r(y) + c. en 
J J J 
i(a) = J. 
5. Bepaal bmax = max {a I i(a) > 1}. 
Als y < bmax, verhoog dan y met 1 en ga naar stap 1 • 
6. Bepaal de oplossing, die r(b) realiseert, door extrapolatie voor 
b > bmax + a 1 en backtracking veor het resterende gedeelte. Stop. 
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2.3 Knapzak.algoritmen 
De knapzak.functie voldoet aan de eigenschappen (9) - (11) van de rug-
zak.functie: K(a) > O, K(a.) > c. en K(a) > i(a') als a> a', maar niet = J==J ""' = 
aan eigenschap (12;). Als x(a.), resp. x(a') de functiewaarden K(a), 
resp. K(a') realis,eren, dan hoeft x(a) + x(a') geen toegelaten oplos-
sing van KP(a + a') te zijn. Het is dus niet mogelijk knapzak.algoritmen 
af te leiden, analoog aan de rugzak.algoritmen van Gilmore & Gomory. 
We kunnen K(b) als volgt recursief uitdrukken: 
KO(y) - 0 O~y~b 
io(Y) - 0 , O~y~b 
( 21 ) K.(y) - K. 1 (y) J J-
max {K. 1 (y) , K. 1 (y-a.) + c.} J- J- J J 






0 ~y< a. 
J 
a. ~y < b 
J 
0 ~ y ~ b 
1 ~ j ~ n. 
K(b) is gelijk aan K (b) en n 
bepaald als : x . = i . ( b -
J J 
de bijbehorende oplossing wordt recursief 
! ax), j= n,n-1, ••• ,1. 
p=j+1 p p 
In tegenstelling tot het rugzakprobleem zijn nu alle n functies 1. 
J 
nodig om de oplossing terug te vinden. 
De knapzakalgoritme van Hu (procedure 5 van appendix C) is gebaseerd 
op de functionaalvergelijking (21). De variabelen warden gesorteerd op 
niet-stijgende relatieve dichtheid, omdat wijziging van de functie-
waarde in k(y) meer handelingen vereist dan een gelijkblijvende functie-
waarde. De knapzak.functie K( 1,j)(a) wordt berekend over het interval 
[O,min {b, 
De algoritme luidt: 
O. Sorteer de variabelen op niet-stijgende c./a .• 
J J 
1. Stel k(O) = O, bmax = 0 en j = 1. 
2. Als bmax < b, bepaal dan b' = min {bmax + a. , b} , 
J 








de waarde k(y-a.) + c .• 
vo0r y = bmax, bmax - 1, ••• ,a. 
J 
Als k(y-a.) + c. > k{y) 
J J J J 
stel dan k(y) = k(y-a.) + c .• 
J J 
Leg in array i de omslagpunten van de functie i.(y), gedefinieerd 
J 
volgens (21) vast, d.w.z. alley waarvoor i.(y) ~ i.(y+1). 
J J 
Als j < n verhoog dan J met 1 en ga naar 2. 
Als bm.ax < b, stel dan b = bmax. 
Bepaal de oplossing die k(b) realiseert d00r backtracking in 
array i middels telling van het aantal omslagpunten van de 







Gerhardt [6 J ondervangt het bezwaar dat alle n functies i. bewaard 
J 





i. 1 (y) 
J-
io (y) = o. 
J 
, als K.(y) > K. 1(y) J J-
, anders ' J > 1 = 
De oplossing van KP(b) wordt bepaald door backtracking in i (y), zolang 
n 
de daarbij aangetroffen indices van de variabelen monotoon dalen. 
• I • Als echter J 2·.:::.. J 1, dan 
Kn(b2) > Kj _1(b2) en in(b2) = j 2 ~ ij _1(b2). In dat geval moeten 1 1 
K-j _ 1 (b2 ) en ij _1 (b2 ) opnieuw berekend warden door het knapzakprobleem 
1 1 
KP(b2) voor j 1-1 variabelen op te lossen. Het voordeel dat minder ge-
heugenruimte nodig is kan het nadeel meebrengen, dat een - moeilijk 
voorspelbaar - aantal keren een knapzakprobleem moet worden opgelost. 
De knapzakalgoritme van Gerhardt (procedure 6 van appendix C) is in 
opzet gelijk aan de algoritme van Hu. De verschillen betreffen de 
ini tialisering in stap 2, de registratie van de functie i. (y) in stap 4 
J 
en het bac]rtrackproces in stap 7. Deze stappen luiden voor de algoritme 
van Gerhardt: 
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2. Als bmax < b, bepaal dan b' = min {bmax + a., b} , 
J 
initialiseer k(y) = k(bmax) en i(y) = i(bmax) voor y = bmax, ••• ,b' 
en stel bmax = b'. 




voor y = 







7d. Ga naar 7a. 
bmax-1 , ••• , a .• 
J 
X = 1 en verminder b met a . n n 
ga dan naar 8. 
verminder dan n me~ 1 en ga naar 1 • 
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3. BRANcH:..ANn:..:BoUND 
3.1 Algemeen .. 
We houden ons bezig met het algemene probleem P(b). We nemen in het ver-
volg aan dat de variabelen geindiceerd zijn naar niet-stijgende rela-
tieve dichtheden, d.w.z. c./a. > ck/a. als j < k, en dat O < a. < b voor 
J J= K - J== 
alle variabelen. 
Zij ·_ de verza.meling van alle toegelaten oplossingen van P(b). We bekij-
ken deE;!lverza.melingen X die worden gekarakteriseerd door een vector 
met n componenten x = (x1, ••• ,xn), met xj ~ -1 en geheel. Een variabele 
j is in X gefixeerd op de waarde x. als x.> O, en vrij in X als x. = -1,· 
J J=== J 
we noteren X wel als X = {(x
1
, ••• ,xn)}. De vector x bepaalt bij X een 
indexverza.meling van vrije variabelen N(X) ~ {j I x. = -1} , en twee 
J 
getallen: de som c(X) van de waarden van de gefixeerde variabelen: 




en het herziene_rechterlid b(X): 




Een bovengrens UB(X) van X, in de zin van de branch-and-boundtheorie 
[17], kan worden berekend door de eis van geheeltalligheid van de vari-
abelen te verwaarlozen: 
n 
UB(X) = max I C .X, • 
j=1 J J 
n 
onder I a.x. < b J J = j=1 
0 < X, < u. 
' J € 
N(X) .... J - J 
- N \ N(X), X, = x. J € J J 
ofwel: 
(23) UB(X) = c(X)+ max { l c.x. I l a.x. ~ b(X), 0 ~ xJ. ~ uJ., jEN(X)}. 
jEN(X) J J jEN(X) J J 
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De optimale oplossing van dit L.P.-probleem is eenvoudig te bepaleno 
De variabelen x.,j€N(X), krijgen de waarde u. in volgorde van index, 
J J 
zolang l a111.i < b(X). De variabele met de laagste index, zeg xf, 1€N(X) 
l.sj 
waarvoer het linkerlid b(X) overtreft, krijgt waarde 




de overige variabelen x., j€N(X) worden 0 
J 
We definieren op het branch-and-bound proces de ondergrensfunctie LB 
als de waarde van de beste tot dusver bekende oplossing van P(b), die 
we in het vervolg de pretendent zullen noemen. 
Een verzameling X heet gepeild, als UB(X) < LBo Een niet-lege deelver-
zameLing kan gepeild wordeno 
1o door de optimale oplossing van X te bepalen; als de waarde hiervan 
groter is dan LB, registreer dan deze oplossing als pretendent en 
stel LB gelijk aan deze waarde; 
2. door rechtstreekse ber.ekening van een bovengrens UB(X)< LB; 
3o door splitsing van X in disjuncte deelverzamelingen x
1
,x2 , ••• en 
peiling van deze deelverza.melingen: 
UB(X) 2.. max UB(X ) ~ LB. 
- p>1 p -
Als de eerste manier van peilen te moeilijk is - voor is dit het 
eigenlijke probleem - en rechtstreekse berekening van UB(X) niet tot 
resultaat leidt, wordt het splitsingsprincipe te hulp geroepen: 
X wordt indirect gepeild door peiling van een aantal disjuncte deel-
verzamelingen, in de hoop dat deze verzamelingen gemakkelijker recht-
streeks gepeild_kunnen worden. De peiling van deze deelverzamelingen 
kan onmiddellijk na de splitsing dan wel op een later tijdstip worden 
uitgevoerd (zie kanttekening 2 in par.3.4). 
Probleem P(b) is equivalent met het peilen van , waarbij na afloop 
LB de waarde heeft van de optimale oplossing van P(b), die gegeven 
wordt door de pretendent. 
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RugzakaJ_goritme 
In het rugzakprobleem kunnen de bovengrenzen op de variabelen ais on-.. 
eindig greet worden beschouwd. De bovengrens van een deelverzameling X 
is dan 
UB{X) = c(X) N(X) = ¢ 
c(X)+ ~b(X) N(X) ~ ~,k = rrun {j I jEN(X)} • 
X wordt zonodig gesplitst in deelverzamelingen x0 , ••• ,~ door de in X 
vrije variabele met de laagste index, de splitsingsvariabele, zeg xk, 
in X te fixeren op waarde p, d.w.z. 
p 
De nieuw gegenereerde deelverzamelingen x
0
, ••• ,~ kunnen ais volgt ge-
peild worden: 
1 • .Als er in XM nog vrije variabelen een gehele positieve waarde kunnen 
aannemen, stel dan p =Men ga naar 3. 
. . . * . * -x. J t N(X) De in XM optimaie oplossing x is xj = J 
0 J E N(X) 
.Als c(XM) > LB, stel dan LB = c(~) me~ waarde c(~). 
* x ais pretendent • 
en registreer 
.Als UB(~) = c(XM), d.w.z. ais XM geen vrije variabelen meer heeft 
of b(XM) = O, is~ (en impliciet ~_1, ... ,x0 ) gepeild; ga dan 
naar 8. 
Vervolg anders met peiling van de eerstvolgende niet-lege deelver-
zameling X, d.i. stel p = [(b(X) min a.)/8:k_] en ga naar 7. 
p jEN(X) J 
3. Bereken UB(XP) • .Als UB(XP) ~LB bevat XP (en a fortiori XP_ 1, ••• ,x0) 
geen eptimaie oplossing: ga naar 8. 
4. Bereken de vrije variabele x met de kleinste index die in X waarde s p 
1 kan aannemen: s = min {j I J. E N(X ), a.< b(X )} • 
p J = p 
.Als s > k+1, kunnen ~+1, ••• ,xs_ 1 in Xp ai1een waarde nul hebben: 
verander in dat gevai de karakteristieke vector van X in 
p 
(x1, ••• ,~,0, ••• ,0, xs,•••,xnJ' verscherp de bovengrens tot 
UB(X) = c(X) + d b(X) en ga naar stap 6 ais deze bovengrens p p s p 
UB(X) < LB. p = 
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Splits X in 1 + [b(X )/a J deelverzamelingen door x als 
p p s s 
splitsingsvariabele voor X te nemen en peil deze nieuw gegene-
p 
reerde groep deelverzamelingeno 
6. X is gepeild, verminder p met 1o 
p 




De rugzakalgoritme (procedure 7 van appendix C) [7] initialiseert LB=O, 
kiest x1 als splitsingsvariabele van (deel)verzameling 
0' • 0 0 ' [b / a 1 ]° 
en peil t 
Opmerking: In procedure 7 worden LB en c(X) niet afzonderlijk berekend, 
maar alleen het verschil LB - c(X). 
3o3 Knapzakalgoritme 
We kunnen bij knapzakproblemen een deelverzameling 
X = { (i,,. u ,~, -1, o 0G ,-1)} splitsen in x
1 
= {xlxEX,xs= 1,s > k} en 
XO = {x I XEX, XS =O, s > k} ' analoog aan de rugzakalgori tme 0 
Een andere manier om X te splitsen is in deelverzamelingen, die onder-
scheiden worden door de in X vrije variabele met de laagste index die 





, ••• ,~, O,••o••o••••••••o•••••oO)}, 
dan is n+1 xP X = en 
p=k+1 
Als we zo splitsen in 
n+1 . 
en nieuw gegenereerde deelverza-
melingen telkens verder splitsen in volgorde van stijgende index, is 
het resulterende proces een lexicografische aftelling van oplossingen 
van KP(b) o Omdat aftelling van een deelverzameling slechts voortgezet 
behoeft te worden, zolang deze niet gepeild is, kan de aftelling voor 
een groot deel impliciet geschieden. 
De bovengrens UB(X) op X = {(i
1
,.u,~=1,-1,.oo,-1)} is volgens (23): 
f-1 f-1 
UB(X) = c(X) + I cl + df {b(X) - I 8J_} " 
(24) l=k+1 l=k+1 
- c' (X) + df o b' (X) 
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Omdat berekening van deze bovengrens meer werk is dan bij het rugzak-
probleem, is het zaak deze berekening zo weinig InOgelijk uit te voeren 
en een eenmaal berekende bovengrens zoveel mogelijk te benutten: 
a. 
b. 
Als a > b(X), dan xP = ¢. 
p 
k+1 n . (- -Als X = ..• = X = ¢, dan is x 1, ••• ,.x,,_, optimaal in X en is X rechtstreeks gepeilu. 
. .n+1 
O, ••• ,O)i=:.X. 
c. UB(X~) is een monotoon niet-stijgende functie van p. 
A p . . . . p+1 n+1 . . ls X gepeild is, ziJn ook X , ••• ,X gepeild, overeenkomstig 
de definitie van gepeilde deelverzameling. 
d.1 Als xk+ 1 # ¢, dan UB(Xk+1) = UB(X). 
d.2 Als na spli tsing x4 de eerste niet-lege deelverzameling is, 
Xk+1 = ••• = xq-1 = ¢ en x4 # ¢, dan geldt: 
UB(X4) < CI (X) + d b' (X), - q 
UB(X4) 
s-1 




als UB(X4) = c(Xg_) + I c1 + ds b' (Xg_) • l=g_+1 
De bovengrens van de "eerste" niet-lege deelverzameling van een 
nieuw gegenereerde groep deelverzamelingen kan dus overschat of 
berekend worden met behulp van de bovengrens van de moederver-
zameling. 
e. Binnen een groep deelverzamelingen kunnen schattingen en boven-
grenzen op soortgelijke wijze doorgegeven worden tussen twee na 
elkaar onderzochte deelverzamelingen. 
e.1 Als (xP)P+ 1 I ¢, d.w.z. in xP kan variabele xp+
1 
waarde 1 aanne-
men, dan 00k xP+ 1 #¢.De bovengrensfUnctie daalt van xP naar 
p+1 . 
X met tenminste c - d~. Een eenvoudige overschatting van 
+1 p p 
UB(xP ) , die vooral kracht heeft als f » p, is 
UB(Xp+ 1) < UB(xP) - c + d a= {c'(xP)-c }+ d {b'(XP) + b }. 
- p fp p £ p 
UB(Xp+ 1), die volgens (24) gevonden wordt als 
UB(Xp+ 1) = c'(Xp+ 1) + d b'(Xp+1), 
s 
ka.n ook via enkele correcties op UB(XP) bepaald worden: 
UB(xP+ 1) =· {c 1 (xP) - c } + sf cl+ d b'(Xp+1). 




X = ••• q-1 = X = ¢ en x 4 f ¢, dan is een 
overschatting voor UB(X4 ): 
UB(x4 ) < UB(xP) - C + d .a = p q p 
= {c'(xP)- c } + a. {b'(xP) +a} , 
p q p 
en kan UB(X4 ) warden berekend als 
s-1 
UB(x4 ) = {c'(XP) - c } + l a
1 
+ dsb'(X4 ). 
p l=q 
Onder de veronderstelling dat minstens een vrije variabele in 
X = {(x 1, ••• xk, -1, ••• ,-1)} waarde 1 kan aannemen, d.w.z. 
n 
xP f ¢, kunnen we X als volgt "aftellen tot peiling": 
p=k+1 
1. Als Xk+l f ¢, stel dan p = k+1 en ga naar 5. 
Initialiseer p = k+1. 
2. Bepaal de eerstvolgende niet-lege, nag niet gepeilde deelverzame-
ling xP, d.w.z. stel p = min {l I a
1 
~ b(XJ, 1 > p} • 
*t---,3. Bereken UB(XP) met behulp van d.of e.en stel f gelijk aan de index 
van de fractionele variabele in (24). 
Als UB(xP) ~ LB, is xP(en a fortiori Xp+l, ••• ,:x?)gepeild: ga naar 80 
4. Als de oplossing, die UB(XP) realiseert, geheeltallig is, i.e. 
6. 
7. 
UB(xP) = c'(XP), registreer dan deze oplossing 
(x1, ••• ,~,0, ••• ,0,xp = 1, 1, ••• ,xf-l = J,O, ••• ,O) als pretendent, 
stel LB= c'(XP) en ga naar 8. 
Als er in xP nag vrije variabelen waarde 1 kunnen aannemen - hetzij 
f > p+1, hetzij min {a. I j > f} < b(XP) -, pas dan het aftelproces 
J - . 
toe op xP en ga naar 2. 
Als c'(XP) >LB, registreer dan de oplossing, die c'(XP) realiseert, 
als pretendent en stel LB= c'(XP). 
Als ·. ~ x1 f ¢, i.e. min {a. I j > p} > b(XP) + a , ga dan naar 2. 
l=p+1 J p 
8. Stop: p+1 n X , ••• ,X zijn gepeild. 
De k.napzakalgoritme (procedure 8 van appendix C) [7] [12] initialiseert 
LB= 0 en peilt door impliciete aftelling. 
Als de overschatting voor UB(XP), gebaseerd op d. of e. hier-
boven, LB niet overtreft, ga dan naar 8. 
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3.4 Kanttekeningen 
1. In bovenstaande algoritme kan als split~ingsvariabele warden beschouwd 
de vrije variabele met de laagste index. Greenberg en Hegerich [11] 
splitsen op de fractionele variabele in een deelverzameling, d.i. de 
variabele die bij oplossing van het L.P.probleem (23) ter bepaling 
van de bovengrens een niet-gehele waarde aanneemt. Hun algoritme 
(procedure 9 van appendix C) is equivalent aan de algoritme van 
Land and Doig [15] voor het algemene geheeltallige lineaire program-
meringsprobleem, als deze algoritme wordt gebruikt om KP(b) op te 
lossen. 
2. Alle boven beschreven algoritmen onderzoeken gegenereerde deelver-
zamelingen volgens de LIFO-regel de laatst gegenereerde deelver-
zameling wordt het eerst gepeild. Voordelen van deze aanpak. zijn 
een eenvoudige, automatische ad.ministratie van nog te peilen deel-
verzamelingen en een gering aantal handelingen tussen twee opeenvol-
gend onderzochte deelverzamelingen. Nadeel is de starheid, waardoor 
eventueel meer deelverzamelingen gegenereerd warden dan strikt nood-
zak.elijk, door splitsing van deelverzamelingen met een bovengrens, 
die kleiner is dan de waarde van de optimale oplossing. 
Dit bezwaar vervalt, als we een prioriteitsregel gebruiken, waarbij 
we steeds proberen de nog niet-gesplitste deelverzameling met de 
hoogste bovengrens te peilen. 
Terwijl ioh.a. een compromis tussen de LIFO-regel en een prioriteits-
regel wordt aanbevolen [5], is onze ervaring, in overeenste:mming met 
Greenberg en Hegerich [11], dat voor knapzak.problemen de LIFO-regel 
de voorkeur verdient. 
3. Procedure 10-van appendix C (rucksackubbb) is een algoritme voor het 
rugzak.probleem met bovengrenzen. 
De algoritme is met inachtneming van de bovengrenzen op de variabelen 
opgebouwd als procedure 7 voor het rugzakprobleem zonder bovengrenzen. 
4. Cabot [4] gebruikt de eliminatiemethode van Fourier-Motzkin om 
branch-and-bound algoritmen voor het rugzak.probleem af te leiden. In 
deze algoritmen kunnen de splitsingsvariabelen in elke willekeurige, 
zij het vaste volgorde, warden gekozen. Wordt gesplitst naar dalende 
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relatieve dichtheid, dan resulteert de boven beschreven rugzakalgo-
ritme. Cabot rapporteert de beste resultaten bij splitsing naar stij-
gende range van de variabelen, waarbij 4ij de range bepaalt als het 
verschil tussen de maximale en minimale waarde van een variabele in 
een toegelaten oplossing, die een hogere kriteriu.mwaarde heeft dan 
een heuristisch bepaalde beginoplossing. 
4. REKENRESULTATEN 
De ALGOL-procedures 1 - 10 (appendix C) zijn getest op de EL-X8 computer 
van het Mathematisch Centrum aan de hand van 4 series testproblemen 
(appendix B), waarvan de moeilijkheidsgraad toeneemt van serie A naar 
serie D. 
4. 1 Rugzakalgori tmen 
Tabel 1 geeft aanleiding tot de volgende opmerkingen: 
1. De algoritme van Nemhauser is langzamer dan de algoritme van Hu, uit-
gezonderd voor serie A. De problemen van serie A bezitten een dusda-
nige dominantie, dat slechts weinig (1-10) variabelen niet gedomi-
neerd worden. Andere hier niet opgenomen testproblemen met 10~n~25 
wijzen eveneens uit dat de beperking van de administratie tot sprong-
punten alleen bij kleine n voordeel kan opleveren. 
2. De rekentijden van de algoritmen van Hu en Gilmore & Gomory 1a zijn 
ongeveer gelijk, zeals te verwachten is, omdat beide een zelfde aan-
tal vergelijkingen uitvoeren. 
3. Onder de algoritmen, die dynamische program:mering gebruiken,, is al-
goritme 4 van Gilmore & Gomory 1b / Shapiro & Wagner superieur. De 
invloed van d~ wijzigingen t.o.v. algoritme 3 kan worden afgeleid 
ui t tabel 2•. In de C-serie speel t periodici tei t geen rol; alle winst 
is het gevoig van een kleiner aantal vergelijkingen. Bij een groot 
rechterlid b telt a.it voordeel zwaarder, omdat de turnpike variabele 
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T.ABEL 1: REKENTIJDEN VOOR RUGZAKPROBLEMEN (in seconden) 
ALGORITME 
PROBLEEM 1 2 3 4 7 
Hu Nemhauser GG 1 a GG1b/S.W. B.& B. 
A- 250 - 19 .3 .3 .3 .3 .3 
25 2.4 2.7 2.8 .4 .3 
50 4.5 5.1 5.6 .5 .3 
500 - 19 .5 .5 .4 .4 .4 
25 3.4 2.0 2.8 .7 .5 
50 6.3 3.4 5. 1 .9 .5 
1000 - 19 .9 1.0 .8 .8 .9 
25 9.3 7.2* 9.8 1.4 1.0 
50 17.1 - * 18.9 1 .8 1.0 
B - 250 - 01 4 5 3 2 1 
05 19 32 17 4 2 
500 - 01 9 14 7 3 2 
05 44 98 42 4 3 
1000 - 01 16 28 12 3 4 
05 80 158 66 3 4 
* 14 C - 250 - 11 (55) 70 30 10 
21 ( 160) 189 96 24 34 
500 - 11 (220) (275) 118 52 34 
21 (630) (750) (350) 95 190 
1000 - 11 (900) ( 1100) (450) 199 130 
21 (2500) (3000) ( 1200) 377 1394 
D - 10 - 08 1.3 .6 14.6 
10 1.9 .7 3.9 
20 4.9 .9 171.4 
40 11.0 1. 1 10.6 
60 19.0 1.4 .4 
25 - 08 3.7 .8 173. 1 
10 5.2 .8 1.0 
20 12. 1 1.0 20.3 
40 27.3 1.2 2113.6 
60 43.9 1.4 >1800 
* schatting 
! overschrijding geheugencapaciteit 
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TABEL 2. VERGELIJKING ALGORITMEN 3 EN 4 
R(a) perio- REKENTIJD(sec) PROBLEEM b diek vana.f .. ALG.3 ALG.4 
B-1000-01 1016 12 3 
-05 5076 350 66 3 
C-1000-11 3308 (450) 199 
-21 6315 >11000 ( 1200) 377 
D- 25-10 1010 5 .8 
-60 6060 658 44 1.4 
relatief vaker optimaal is naarmate de rugzakfunctie R(a) het perio-
dieke deel van zijn domein nadert: de verhouding tussen de rekentij-
den voor de twee C-problemen is 3 bij algoritme 3 en 2 bij algoritme 
4. In de B- en D-serie wordt de stijging van de rekentijden in algo-
ritme 3 sterk afgevlakt in algoritme 4 door de vroeg optredende 
periodici teit. 
4. In de C-serie neemt de relatieve dichtheid langzaam toe bij stijgen-
de a .• Op den duur, bij grote b, zullen de variabelen met grote a. 
J J 
de voorkeur hebben. Bij de in procedure 4 gehanteerde volgorde naar 
stijgende a. moet het grootste deel van de variabelen doorlopen wor-
J 
den volgens functionaalvergelijking (19), als de beslissing i(a) 
een hoge index heeft. Op voorhand verwacht men dat een algori tme, 
dat de variabelen omgekeerd nu.mmert, minder vergelijkingen heeft uit 
te voeren. Het tegendeel bleek echter; de oorzaak hiervan is de 
kleine waarde van b t.o.v. de grootste a. in de C-serie, waardoor de 
J 
situatie, dat variabelen met grote a. optimaal zijn, zelden kan 
. J 
voorkomen. Daarnaast heeft omkering van de volgorde het bezwaar, dat 
de controle op dominantie niet meer in de algoritme past en dat 
lemma 5 niet toegepast kan worden. 
Hoewel f'unctionaalvergelijking (19) een willekeurige permutatie van 
de variabelen, bv. naar dalende relatieve dichtheden, toestaat, heb-
ben de twee bovengenoemde permutaties het voordeel, dat, zodra bij 
~en vergelijking geconstateerd is dat b overschreden wordt, de overi-
ge vergelijkingen nagelaten kunnen worden. 
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5. De rekentijden van algoritme 4 en branch-and-bound algoritme 7 ont-
lopen elkaar niet veel voor de series A,B en C. Wanneer algoritme 4 
sneller is betreft het problemen, waarin het bovengrensmechanisme 
slecht functioneert: 
- In aerie C zijn de verschillen tussen de relatieve dichtheden van 
de variabelen uiterst gering: iedere deelverzam.eling heeft nage-
noeg dezel~de bovengrens; de diepte van de boom van gesplitste 
deelverzam.elingen blijft gelijk, bij stijgende b, :maar de breedte 
neemt toe en daarom ook de rekentijd. 
- In serie-D komen geen variabelen met-kleine a. voor (a.> 100). 
J J 
Bij somrnige waarden van b zijn de combinaties van relatief hoog-
waardige variabelen slecht passend, terwijl de resterende slack 
niet kan worden opgevuld met kleine a .• Bijgevolg ligt de waarde 
J 
van de pretendent LB ver af van UB("l.) en moet de aftelling lang 
worden voortgezet. Voor een dergelijk s00rt problemen fluctueren 
de rekentijden van de branch-and-bound algoritme sterk, als been 
interval doorloopt. 
Voor de gemakkelijker problemen van aerie A en B heeft de branch-
and-bound algoritme 7 de prettige eigenschap dat de rekentijden niet 
van b afhangen. De rekentijden van algoritme 4 nemen regelmatig toe 
bij stijgende b, zolang R(b) nog niet periodiek is, om daarna prac-
tisch constant te blijven (afgezien van een lichte stijging voor 
initialisering van r(a), 0 ~a~ b). 
Een ander vergelijkingspunt is de benodigde geheugenruimte. 
Nadeel van de dynamische progra.mmeringsmethode is dat veel geheugen-
ruimte nodig is: ook bij een andere programmering van de algoritme 
zijn minimaal vereist 2 arrays, met een lengte gelijk aan de grootste 
a., in het kerngeheugen, plus 1 array met een lengte, gelijk aan het 
J 
niet-periodiek.e interval van R(a), in een extern geheugen. De 
branch-and-bound algoritme heeft dit bezwaar niet. 
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4.2 Knapzakalgoritmen 
Tabel 3 (zie blz.26) geeft aanleiding tot fte volgende opmerkingen~ 
1: De tijden voor de algoritmen van Hu en Gerhardt zijn ongeveer gelijko 
In alle hier opgenomen testproblemen behoeft Gerhardt slechts een 
knapzak.probleem op te lossen, voor enkele andere problemen moesten 
twee knapzakproblemen worden opgelost, maar Lhoa. schijnt de prijs 
voor het geringer gebruik van geheugenruimte (vgl.probleem C-250-05) 
zelden betaald te hoeven worden. Men moet evenwel bedenken dat in de 
optimale oplossingen van de series Ben C slechts enkele variabelen 
positief zijn. 
2. De algoritme van Greenberg en Hegerich is voor de geteste problemen 
geen verbetering t.o.v. algoritme 8; de oorzaak. hiervan ligt in de 
sterke toename van de administratieve bezighedeno 
3. Vo0r knapzakproblemen is de branch-and-bound algoritme 8 te prefe-
reren, uitgezonderd voor problemen, waarbij kleine a. ontbreken 
J 
(serie D). Voor dergelijke problemen falen in feite al.le algoritmen 
bij een groter aantal variabelen. 
Wat betreft het gedrag van de rekentijden van algoritme 8, afhanke-:-
lijk van de grootte van b, kunnen dezelfde opmerkingen gemaak.t worden 
als voor de branch-and-bound rugzak.algoritme. 
5. CONCLUSIES 
Zowel voor het rugzak.probleem als voor het knapzak.probleem kan niet een 
algoritme als uniform het beste voor al.le soorten problemen beschouwd 
worden. 
Wanneer naast de biJ"voorwaarde \ a.x. < b andere voorwaarden vervuld 
l J J = 
moeten worden, komen branch-and-bound algoritmen het eerst in aanmerking, 
enerzijds omdat deze het eenvoudigst aan het probleem zijn aan te passen, 
anderzijds, omdat de eigenschappen, waarop goed werkende rugzak.algoritmen 
m.b.v. dynamische progra.mmering zijn gebaseerd, dan Lh.a. niet meer 
gelden. 
Voor,l{napzakproblemen, waarin geen variabelen met kleine a. voorkomen, 
J 
werkt geen van de behandelde algoritmen bevredigend. 
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5 6 8 9 
Hu Gerhardt B. & B. B.& B. (GH) 
A - 250 - 19 2 2 1.3 15 
25 70 60 2.0 45 
50 114 99 2.3 10 
500 - 19 3 3 2.5 43 
25 275 235 4.9 33 
50 454 390 4.6 12 
1000 - 19 8 7 6.7 953 
25 > 800 927 9.0 513 
50 9.4 
- 1--- .. --------
B - 250 - 01 12 12 2 223 
05 110 97 2 263 
500 - 01 44 5 
05 5 
1000 - 01 7 I I 
05 8 I ' 
··--·•·· I-·-·-·--------- -"'·-·- •n•••••-•- •••••-• -- .. 
C - 250 - 01 49 47 9 
05 ** 114 29 
500 - 01 187 34 
05 162 
1000 - 01 125 
05 11.65 
•·------. 
D - 25 - 08 5.2 5.3 34.6 > 500 
10 6.4 6.5 150.4 
20 10.8 11 • 1 49.3 
40 * 12.4 13.0 .2 
60 * 12.9 13.0 .2 
* probleem triviaal 
** overs chrij ding geheugencapaci tei t 
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APPENDIX A: Dominantie 
Bij rugzakproblemen zijn soms variabelen aan te wiJzen' die in geen 
enk.ele oplossing van RP(b) voorkomen, bv. x. als aj =~en C. < ck. J J 
We nemen aan dat onder de variabelen geen duplicaten voorkomen, d. w. z. 
a.# a of c. # ck als j # k, en dat O <a.< b voor j=1, .•• ,n. 
J k J J = 
Algemeen definieren we: 
Def.: Een variabele x. wordt in een gegeven rugzakprobleem gedomineerd 
J 
als c . < R . ( a . ) • 
J = -J J 
Stelling: R(b) kan warden gerealiseerd door een oplossing zonder 
gedomineerde variabelen. 







die R(a) realiseert, d.w.z. 
a =max {a.Ix.> O, c. < R .(a.)}. 
max J J J = -J J 
c < R (a ) is strijdig met de optimaliteit van x. max -max max 
Omdat geen duplicaten voorkomen, is dan de grootste variabele 
die positief is in een oplossing y die R (a ) realiseert, 
-max max 
kleiner dan x . Na substitutie van x maal deze oplossing max max 
y, geldt voor de nieuwe oplossing x' van RP(b), of x' bestaat max 
niet, of a 1 < a max max 
Na ten hoogste n-1 substituties bevat 































Een variabele x. wordt bv. gedomineerd door ~ (en xl) als: J 
a. =~en c. < C 
J J k 
C. < max { ck k 'F J, ~ < a. 
} ; 
J J 
a. = p a en C. < p C (p > 2 en geheel) ; 
J k J = k 
C. < max {pck I k # j, p~ < aj' p > 2 en geheel} ; J = 
c. < max {cl+ pck I k 'F j, 1 'F j' a + p~ < a . , p > 1 en geheel}. J = 1 = J = 
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In soill!ll1ge algoritmen (boVo rugzakalgoritmen van Gilmore & Gomory) is 
dominantie tijdens de u.itvoering van de algoritme gemak.kelijk vas-t; te 
stellen; in andere is dat niet mogelijk en.moet men zich ertoe beperken 
om voeraf eenvoudige vormen van dominantie na te gaan (branch-and-bound 
rugzakalgoritme, rugzakalgoritme van Hu) en eventueel ingewikkelder 
vormen tijdens de uitvoering (rugzakalgoritmen van Hu)9 
De voor deze centroles benodigde tij d is meestal gering in verhouding 
tot de totale rekentijd of de verkregen tijdwinsto 
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APPENDIX B: Testproblemen 
.. 
Bij het testen van de procedures van appendix C zijn 4 series testpro-
blemen gebruikt. Een probleem wordt aangeduid door probleemnummer E-n-p: 
- de letter E identificeert de serie; 
- n is het aa.ntal variabelen van het probleem; 
- p is een getal dat problemen met verschillend rechterlid in de-
zelfde serie E en met hetzelfde aantal variabelen n van elkaar 
onderscheidt. 
Tabel 4 beschrijft de manier waarop de problemen gegenereerd zijn en 
geeft enige karakteristieken van de series. (zie app.B 2) 
Tabel 5 geeft de grootte van het rechterlid b van de bijvoorwaarde, 
waarboven de rugza.kfunctie R (b) periodiek is, zoals bepaald door algo-
ri tme 4 van appendix C. 
TABEL 5: PERIODICITEIT VAN RUGZAKFUNCTIES 
~ A B C D 
10 927 
25 658 
250 19 815 2289 
500 29 970 5963 
1000 26 350 > 11000 
~ 




I Serie B Serie C Serie D 
n 250-500-1000 250-500-1000 250-500-1000 ho-25 
p 19-25-50 01-05 11-21 J8-10-20-40-60 
----------· ---- .... 
* ti. j + 15 { 3j+8, j oneven 100 + j a. < 5 + 20t > 
J 3j+7, j even 
< 500+2000t >/100 
V < 100a. 1•001 >/100 
C • < aj ( 100+fn ( t-.5)) > 100 + 2j 
J J 
100 
b [ 19 p=
1 9 pa + 1 < pa /10 > pa, 
5[3np/100]t4. p#19 n n 
-· 
min a. 5 16 11 101 
J 
J 
a. dicht opeen, verschill,,,nd ver~chillend, met verschillend 
J deels gelijk grotere intervallen 
dan serie B 
c. la. 7.eer Rterk varierend varierend 
.001 stijgend van 1 a. 
J J J tot 1+n/( 100+n) I 
b/max a. [ 1 , p=19 p/10 p/(1+.01n) • J .oo6np, p;,{19 
p 
J 
dominantie zeer sterk: 1 a 2 % sterk: + 30 geen geen 
niet-gedomineerde niet-gedomineerde 
variabelen variabelen 
*tis de waarde van een aselecte trekking uit een homogene 0-1 verdeling 
ti.< y > = [y+.5] 





APPENDIX C; ALGOL-procedures 
1 • Rugzakalgori tme van Hu 
2 o Rugzakalgori tme van Nemhauser 
3o Rugzakalgoritme van Gilmore & Gomory 1A 
4o Rugzakalgoritme van Gilmore & Gomory 1B / Shapiro & Wagner 
5o Knapzakalgoritme van Hu 
6. Knapzakalgoritme van Gerhardt 
7o Branch-and-bound rugzakaJ.goritme 
8. Branch-and-bound knapzakaJ.goritme 
9. Branch-and-bound knapzakalgoritme van Greenberg & Hegerich 































































A 7101J,30 IJLAGEWEG 2 1 • Rugzak.aJ.gori tme van Hu 
a,ab eBQc,aYBE RUCKSACKDP(N,C,A,a,x,, 
~AbUE N,BI !~IE§EB N,EI BtAL 6BBAX Cl !~I&§&B ABB6~ A;x1 
§t~!~ !~!&GEB J, K, AJ, v, AMAXI BEAL CJ, RVI 
!~?&GEB ABBA~ P[11NI, l[Q:Bll ABBAX R[OIBJ, Oi11N]I 
eBo,,ouaE SORTP(LO,VP)J 




YALUi LO,UPI !MIE§EB LO,UPJ 
Ml JI ■ P!LOJ; CJIP Q[Jll Ml• UPI 
LO• 1 SIEe 1 U~I!b M QQ !E Q[P[l<JJ S CJ ·t~E~ 
EQB Ml= M SIEE •1 U~IiL I< 00 !~ Q[PIMJJ ~ CJ '%~EM 
BEG!tj VIII P[Kll P[I0:11 PIMJI P[MJ:11 VJ Ml• M ,,. 11 
Ml= K • 11 GQIO !NI 
SORTPI 
~EXTl<I £~DI 
INI P!LOII= P[M1J P!MJI= JI !E·M •LO> UP• M I~E~ 
s,G!~ SORTP!M + 1,UP)J UPI~ M • 1 E~Q ELSE 
IEi!~ SORTP(LO,M • 1)1 LOIM M + 1 E~QI GOia rTtR 
E~Q ELSE 
!E UP>LO I~E~ 
'BEG!~ Kt~ P[LOJI Jla P!UPJI 
!E Q[Kl ~ Q[JJ ?~E~ BEG!~ ~[LOJI• JI PtUPJ:• I< E~D 
E~Q 
GQIQ NEXTK E~CII 
E0B VI• B SIE! •1 U~IlL D QQ RIVJI ■ 01 AMAX:a 01 
EQB JI• N SIEe •1 U~I!L 1 QQ !E A[JJ > B I~E~ x!JJID O ELSE 
S~l!lll CJ:n C[Jll AJ:a AIJ]J XIJJI= OJ !£ AJ ► AMAX I~~~ AMAXI• AJJ 
J.E RIAJl<CJ I~E~ 8E9!~ R(AJJ1= CJI IIAJlt• J ElllD 
EliDI 
CJIB 01 NI• 01 
E0B AJI• 1 SIEe 1 UliI!L AMAX gg lE R[AJJ > CJ I~Eli 
8E6!~ CJI• R[AJ11 !E l[AJl>O I~Eli 
8E9!~ NI ■ N+11 JI ■ PIN]:n l[AJJJ Q[JJl ■ CJ(AJj R[AJII ■ 01 
VI• AJJ RVla CJ+CJJ EQB VI• V+AJ W~!LE VSAMAX Q0 
lt RIVl>RV I~Eli RVI= R[Vl+CJ ELSE 




E0B VI ■ AMAX SIE! •1 U~I!~ 0 QC RIVJ:• 01 
EQB l<IJ 1 SIE! 1 UliI!~ N 00 . 
SUJ.lll JI• p[-l(J I CJ:a C[JI I AJI• .A[JJ I 
U RI AJ I '< CJ I~E~ EQB VI a AJ SIU 1 l,lliI!b B QQ . --- --- -:--· .... -
!E RIV• AJl +CJ·> HIV! I~Elll BEG!li RIVII• R!V • AJJ~• CJJ JIVJta ~ Eli~ 
£~QI 
RUCKSACKDPI• R[Bll 
EQB v:: 0, V + 1 l~!LE RIVl a O QQ l[VJlc 01 


































































A 7101J.30 BJLAGEWEG 3 2. Rugzakalgoritme van Nemhauser 
Bt6L eaa,CQYBE RUCKSACKOPNEM(N,C,A,B,X)J 
~ALU£ N,el lt:1I£§£B N,B1 aBBAX CJ !t:II~GtB ABBAX A,XI 
a£Glt:1 it:IIfGEB AJ,AMAX,NEXTA,V,INOEX,J,K,Nl,B11 BEAL CJ,RV,INF,INP2l 
lt:!!&2£8 8BB6X P[1lNJ,1,N&XT[U:B•1JJ ABB6X RI01B•1J,Q[1:Nll 
eBCSEQYBE SORTP(LO,UP)J 
1TER: 1E UP>L0 ♦ 1 I~&t:1 
~ALU~ Ln;u,, 1t:IIE»EB LO,UPI 
SORTPJ 
ar.;GUI it:IU:GU Ml JI: P(LOJI CJ:• Q[JJI Ml= UPI 
EQB Kl: 
llUlt:I 
LO·• 1 SIEf 1 Ut:II!~ M QQ 1E Q[P(KJJ S CJ ·I~Ej 
EQB Mt= M liIEe •1 IJt:II!L I< QQ .LE QIP[Ml l ~ .CJ .:Cl:!Etl. 
llEG1tl YI'• PIKJJ P[l(]:a PIMII P!Mll• VI Ml= Ill• 11 ·li0%Q NEXTK .Ef:11:11 
Ml• K • 1l GQIQ INI 
NEXTKI l',;t:,Q; 
IN: P[LOII• PtMJJ P[MJI= JJ if M •LO> UP• M I~Et:1 
llEGlt:I SORTP(M + 1,UP)J UPI= M • 1 Et:IQ ELSE 
llEilt:I SORTP(L0,1 • 111 LOI~ M + 1 Et:IQl GQI~ ITER 
Et:ID ELSE 
1E UP>LO IbEt:1 
§EGit:I l(ID P{LOJJ Jla PtUP]; 
if QtKl < QIJ] ?~Et:! aEG1t:I P[LOJlq JI PtUPII• K .Et:10 
Et:10 ' 
AMAXI~ •11 fQB JID N ~IEe •1 Ut:l!lL 1 QQ lf A[J]>B I~Et:I XIJJts O ELSE 
!lEGlt:1 CJI• C[JII AJI: A!Jl1 X[JJI= OJ !f AJ>AMAX I~Eli 
tt:1121 
ar.;G1t:1 EQB AMAX:= AMAX+1 SIEe 1 Ut:II!L AJ QQ R(AMAXll• o, AMAXIM AJ .Et:IQJ 
!E R(AJJ<~J I~Et:1 aEGlt:I RIAJl:= CJJ l!AJ]t: J &t:,Q 
CJI" 01 NI= 01 
fQB AJIO 1 ~r,e 1 Uti!l~ AMAX QQ !E R[AJ)>CJ Il:!&tl 
11,§lt:1 CJI• R!AJll !E ltAJJ~O !~Et:1 
. llEGlt:1 NI• N+U J::i P[Nlt• I (AJJJ Q[JJlaCJ(AJ: R[AJll:a 01 
vi• ~JI RVI• CJ•CJJ EOB YI ■ V♦ AJ W~1LE Y~AMAX 120 
if RIVl>RV I~Et:I RVI= R[Yl•CJ tLSE 
Et:10 
HU.ti R[YJla RVI RVI: RY+CJI l[Yll• 0 tt:IQ 
Ef:11:11 • 
S0RTP(1,N)I 1IOJ1• 01 111:• 6•11 NEIIT[OJI ■ IS1J R[B1Jl:i iNl"I• 116001 R[OJI ■ OJ INP21 ■ 115001 
EOB Kl• 1 &Ie:e 1·ut:1I1L N QQ 









1E R[AJJ~CJ I~Etl §C!U NEM7J INDEXI= OJ NEXTAl• NE:XT[O)J Yla AJI 
RVI• CJ•RIV•AJJ; !E MV<R[NEXTAJ Il:!Etl GQIQ 1E Y<N!XTA 'I~Et:I NEM3 EL~E NEM61 
1E NEXTA<V I~Etl INOEx:= NEXTAJ NEXTA:a NEXT(NEXTA]J, 
1E R[NEXTAlSRY I~Et:I ~gIQ NEM2l 1f V?NEXTA I~Et:1 §QIQ NEM6I 
NI: ■ NEXT[ INOEXJJ 1E Nl~V I~Et:I §QIQ NEM5J 
• NII• NEXT[Nill lE NISV I~E~ GQ!Q NEM4J . 
NEXT(Vl:= NI; NEXTIINOEX]I ■ INOEXI• VJ R!V]I: RVJ l!VJi: JI 
YI• AJ+NEXT(V•AJJ; 1! V~B I~Etl GOIQ NEM11' -
lE R(NEXTAlsr~,2 I~Et:I 
EQB,NEXTAI• NEXTA,NeXTINEXTAJ ~~lLE R!NEXTAlSINF2 QC INDEX:• NEXTAl,NE:XT(INDEXll• a11 
RUCl<SACKOPNEMI= R(INOEX]J 



































































A 7101J,30 IJLAGEWEG 4 3. Rugza.k.aJ.goritme van Gilmore & Gomory 1A 
8EAk eBQctOUBE RUCKSACKDPGG1A(N,C,A,tl,X)I 
~&kUE N,BI l~IE§EB N,BI ABBAX c; ltlIEGEB ABBAX A,x, 
aE§l~ l~IEGEB Y,AJ,AMAX~BMAX,ARC,J,N11 BEAL CJ,RMAXJ 





B SIEe •1 UtlilL O DC R[Y)IM o; RMAXI= 01 ·N1:= 11 
N SI&e •1 U~I1L 1 QC 
CJI& C[Jll AJI= A[JlJ X!JJI= O; 
1E 1E AJ$8 I~Elil CJ>R[AJl ELSE EALSE I~Elil 
llEG1111 R[AJl:= CJ; llaJll= J+N EIIID 
E:09 v:a 1 SIEe 1 UIIIIlk B QQ 
1£ R[Yl$RMAX I~Elil l[YJ:: 0 ELSE 
BEG1111 RMAX:: R[YII 1E I IYJ>N I~Elil 
EtlOI 
llEGllil P[N11:= l[Yl•N; ltYll= Nil AP[N1]111 VI CP[N1]1:s RMAXI N11• N1+1J AP[N111'1 B .. EIIIOI 
AMAX:= Y~VI 1E AMAX~B I~Elil AMAXI= Bl J::s 11 
ECB ARC:: V+AP[Jj ~~1LE ARC,AMAX QC 
lf RMAX+CP[Jl$R[ARCJ I~Etl JI: J•1 ELSE 
BE!illll R[ARC]:: RMAX+CPIJJI l[ARCJI• JJ JI• J ♦l EIIIQ 
EQ!I JI: 1[8] ~~!LE J:0 QQ Bin e~11 RUCKSACKDPGG1AI= R[BJJ 




































































A 7101J,30 BJLAGE~EG 5 4. RugzakaJ.goritme van 
Gilmore & Gomory 1B / Shapiro & Wagner 
B&Ab eagc&DUBE RUCKSACKOPGG1BSW(N,C,A,B,X)J 
~AbUE N,BI ltlIE§EB N,81 ABBAX CJ ltlIEGEB ABBAX A,XI 
§E§l~ !tlIEGEB Y,AJ,AOPTiBMAX,ARC,J,IY,11,N1,AP111 BEAb CJ,COPT,RMAXJ 
!tlIEGEB ABB4X P[1fN•1J,AP[O:N•11,l!O:B)I 6BBAX~CP[1:N) 1 R[O:BIJ 
E0B v:: e SIEe •1 UtlilL O QQ 8EG1tl R[YJI= 01 l[Yll• 0 EtlDI 
cOPT:: RMAXI= OJ AOPT:= aMAX:= "' 
EQB J:: N SIEe •1 UtlilL 1 QQ 
aEGl~ CJ:= C[JII AJI: A[J!J XIJJI= 01 lt lt AJie I~E~ CJ>R[AJl E~SE ~ALSE I~ttl 
EtlDI 
5EG1~ R(AJJ:: CJI 1 [AJ]:P J+NJ CJ:: CJ/AJI lE CJ>COPT ·I~Ctl 
EtlD 
5E§!tl lt AO~T>B~AX I~Etl BMAX:D AOPTI CoPTla CJJ AOPTI• AJ EtlD £~SE 
lE AJ>BMAX I~Etl BMAX:: AJ 
COPT:11 R(AOPTJ l P[1J :a I [AOPTJ•Nl N1:= I [AOPT] :• 11 I [OJ I• N+11 
EQB v:a 1 SIEe 1 UtlI!L BMAX UQ 
!E R[Yl$RMAX I~Etl l[YJI= 0 fLSE 
aEGltl RMAX:= R[YlJ .1v:~ I [Yll ARC:: V+AOPTJ 
NE)(Ty: 
EtlDI 
!E !E ARC~B I~Etl RMAX•COPTaR[ARCl CbSt E4bSE I8Etl 
8E§!tl R(ARCJ:= RMAX+COPTJ I [ARC]lc 11 lE ARC:BMAX !~~ti 
EQB 11: = 1, 1 [ B~AX I lll~lLE I 1S1 00 BMAX: = BMAX•1 
E!:101 
!E IY$1 I~E~ GOIQ N~XTYI lC IV>N I~E~ 
8t;;§lfll N11= N1+1l Pl"11J:" IY•NJ IVI" I [Yll= N11 AP[N1ll ■ YI :CPIN1JI• RMAX E!:ltll 
AJ:z AP(IY]l Illa IV•11 APl1:: APtl1JJ AP[11J:,. BJ J: ■ 21 
EQB ARCJ: V+APIJJ lll~!bE ARCSB QQ 
lE RMAX+CPIJISRIARCJ I~E!:I J:c J+1 E~St lE l[ARC•AJJ•J X~E!:1 
DE§l!:I R[ARCJ:= RMAX•CP[J]J I [ARCJla 11:= JI JI: J+1 EtlD t~St JI: J+1J 
lE 11SIY I~E!:I atil!:I ARCI• V+AP[l1ll lE ARC>BMAX I~Ctl !!MAXI= ARCJ 111• )v+1 t!:101 
AP [ 11 J I• AP 11 l 
BACK: !E BMAX+AOPT~B I~ttl COPTJ: ~ ELSE . 
aEGl~ XIP11llt= !YI: (B-~MAX)1AOPTJ Bl• B•IV•AOPTJ COPTl• IY•CoPT ·et101 
E0B IYJa 1[B] lll~l~t IVaO 00 ijJ: B•11 RUCKSACKQpGG1BSWI: COPT • R[BJJ 
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A 7101J,30 UJLAGEWEG 7 6. Knapzak.algoritme van Gerhardt 
BEAL eBacEQUBE KNAPSACKDP&ER(N,C,A,B,X)J 
~!LUE N,el l~IE§EB N,Bl BEAL !BBAX CJ l~IEIEB. ABBAX A,XI 
~Eilt:1 BEAL CJI J.t:IIEwEB AJ,J,JO; 
l~IEGEB ABBAX P11:NJ,IIO:el1 ABBAX K1•111~- B~N It:!E~ 8 tLSE NII 
esa,EQUBE SORTP(LO,UP)J ~ALU~ LO,UPI .l.t:IIEGEB LO,UPI 
1TER1 .1.E UP>L0•1 It:!Et:I 
SORTPl 
§E§.1.t:I J.~IEGEB Ml JI: PIL0ll CJIP K[Jll Ml ■ UPI 
EQB JO:= LO+l SIEe 1 Ut:II.1.L M QC .I.E K[P[JOllSCJ ·r~Et:1 
§E§l~ tCB M:= M 3IEf •1 U~I!L JO QC lE K[P!MlllCJ ±~E~ 
§EGlt:1 AJI= P[JOll P[JOll• PIMIJ P!Mll• AJJ M:= M•1I §~ta NEXTJO Et:IQJ 
M:= J0•11 ~QIQ INJ 
NEXTJOI Ei:101 
'iNI P[LO]:: PIM}1 P[MJI= JJ H. M•LO>UP•M :Ct:!E:t:1 
BEG.1.t:I SORTP(M+l,UP)l UPI= M•l Et:10 f:LSE 
BEG.l.t:I SORTP(LO,M•lli LOI: M+1 Et:101 §Q:CQ JTER 
Et:10 ii:LSE 
.I.E UP>LO It:!Et:I· 
§E§J.t:I • JOI= P[L0ll J;: P[UP]I .1.E K[JOl<K[Jl It:!Et:I 
BEG.l.t:I P[LOJ:= JI P[UP)IP JO E~Q 
Et:10 
J.~IEGEB eea,EOUBE KNAP(N)l ~aLUE NI lt:IIEGEB NJ 
DEllt:1 .1.!iIE§EB v,J,JO,BMAXl BEAL KVJ 
BMAXI• 01 K[OJ:: 01 
ECB JOI= 1 iIE! 1 Ut:IIJ.L N QQ 
DEG.I.~ JI• P[JOJI CJ:: C[Jll AJ:a A[J]J .1.E BMAX<e I~E~ 
E:!iOI 
8Elilt:1 KV: ■ K[AMAX]; JI: l[BMAXIJ YID BMAXl 
~MAX;: BMAX+AJJ .1.f BMAX>B I~E;f:1 BMAX:= 91 
[QB v1= V+1 ~IEe 1 Ut:IIlL BMAX aa §Ei.l.t:I K[vJ:~ KVJ l[VJl•·J .Et:IQ 
E!iOI 
v:a BMAXJ .1.E V~AJ I~Et:1 
fQB KY:: K[V•AJJ+CJ W~l~E Y~AJ gg 
J.f KV,K[Yl I~Et:I Y:• Y•1 ELSE 
BEli.1.!i K(Vl la KYI I !YI la JOI YI: Y•1 Et:ID 
.I.[ BMAX<B I~E~ Bl= BMAXI KNAPlm ![BJ 
Et:10 KNAPJ 
JI• NJ NI• 01 EQB Jl= J iIE:e •1 Ut:II.I.L 1 QQ 
BElilt:1 AJI• klJJI CJ:: C[J)J X!JJI= 01 lE AJ~B •· CJ>O :C~E~ 
BEli.l.t:I NI= N+11 P[N):a JJ K!JJI• CJ/AJ Et:10 
Et:101 
S0RTP(1,N)I 
KNAP(N)I KNAPSACKDPGER:: K[a]1 NI= N+ll 
ECB Bi= B,B•A[JJ ~b.1.LE K[Bl>O OQ 

































































A 7101J,33 BJLAGEWEG 2 7. Branch-and-bound rugzakaJ.gori tme 
BE6L eBQCECUeE RUCKSACKBB(N,C,A,6,Xl: 
~ALUE N,Rl lMIEGEe N,Bl BEAL ABBAX C; lMIEGEB ABBAX A,x, 
6LG1lll eEAL CK, RYI !!::IIE§EB J,K,Y,AK,TP,TKI !lllIEGEB ajeax P(1:NJI 
BEG!t:I 'BEAL aeeax Q[1:NJ, R,1:~11 lt:IIEGEB ABBAX I [1:B]I 
eeCCEQUBE SCRTP(LO,IIP)I ~ALU! LO,UP; !!:IIEGEB LO,UPJ 
ITEF<: 
SORTPI 
lE UP> LO+ 1 !t:IE!::I 




Ece J:: LO+ 1 SIEe 1 Ut:IIJ.L M QQ J.E Q[?(JlJ, CK It:IE!:1 
~EGl~ EQB M:= M SIEe •1 Ut:IIlL J DQ !E OIP[MJI l CK I8E~ 
6EGlt:I Y:: P[JJ; P[J]:: P[MJI P[MJI: VI MID M • 11 GQIQ NEXTJ Et:IQI 
M:2 J • 11 !iiQIQ !NI 
ECID: 
P[LOJ:= P[MJ; P[MJ:: Kl lE M •LO> UP• M It:!Et:1 
YE§l~ SORTP(M + 1,UP); UP:= M - 1 E!::ID ELSE 
~EGl~ snRTP(LO,M • 1); LO:= M + 1 E!::IQI GQIQ 1TER 
~L.SE 
J.E UP> LO :t:1Et:I 
6ES.!lll K:: ~(LO]; J1: P[UP]: 
J.E ~(Kl < Q[Jl It:!Elll 6EGJ.t:I P[LO]:a JI P[UPJ:~ K E!:IQ 
E!:ID 
Tp:: 01 ECB K:: N SI~e •1 UISIJ.L 1 QQ !E A[Kl > B I~E!:I XIKJ:= 0 ELSE 
6EGllS CK:: C[K): AK:= A(KJ; X[K]:: 01 
Et:1D: 
!E AK>TP I~~IS 3EG!IS EQB TP:: TP+1 SIEe 1 UISI!L AK Qg_R[TP]:• DI TPI= AK .EISQI 
J.E R(AK] < CK !~EIS 6ES.!!:I R[AKJ:: CKI l[~K]:: K E~Q 
CK:c Oi N:: O: 
EQB AKI: 1 SIEe 1 UUXJ.L TP QQ J.f R[AKJ > CK I~E!:I 
~EGlt:I CKI: R[AK]l LE l[AK] > 0 It:IE!:1 
BE!iillS Nl= N + 11 K:= P[N]:: ![AKJI Q[K]I= CK/AKl 
E!:ID 
YI: ~Kl RYI= CK+ CKJ EQB v:: V • AK ~~!~EV$ TP QQ 
J.E R(YI > RY I~EIS RY:=.R[V] + CK EL5E 
~ES.l~ R[Y]J: RVJ RV:: RV·• CK; I [YJ:= 0 EISQ 
E!::!Dl 
50RTP(1 1 N) 
EISD DOMSORT: 



































































A 7101J,3J 6JLAGEWEG 
IHi:SiHl 
3 
D00LEAt:! POK: BEAL CPK, QPLI lt:!IEG&B APK, XK, LI 






v:: Bl APK; XK:: lE K = N ¥ B = Y * APK I~Et:! ~1 ELaE CB• MINAP[K])/APK ·• ,4999991 
.!.t Y > XK It:!!;!:! 
llE!alt:! RV:: v * CPK; lE RV> CK I~!:;t:! 





.LE B * 
.BE!alt,J 
EOB Jl= TK SIEe -1 Ut:!I!L 1 QQ aEGlt:! RP[JJl= RK!Jll XPRP[J)l: XKRK[Jl .Et:!Q 
!:;!;!Q: 
lE XK <.O It:!Et:! ~OIO OUT 
+ ll Q~L.:: QP[L]; POK:: XK > O: 
Il:m~ 
CK:: CK• XK * CPKl B:: B • XK * APKJ TK!= TK + 11 RK[TK)la KJ X~RK[TK]lz XK .Et,JgJ 
CPL. > CK It:!l::t:! 
K:= ~: ~OBJ:: K ~t:!!LE B < AP[Jl 120 Kl: J + 11 
.LEK: L I~~t,J RUCK ELSE .LE B * OP[KJ > CK I~f;t,J RUCKI 
.LE POK :t:!Et:! 
~E!a!t:! XKI= XK • 1: POK!: XK > Ol 
f;[':jQ 
CKI= CK + CPK; B:: 8 + APKI lE POK It:!l;:t:! XKRKITKJ:• XK ELSE ·TKI: TK - 11 
!aOIQ IN 
f;t,lQ f:LSE 
lE POK It:!Et,J 
BCG.Lt,J tK:: CK+ XK * CPKl B:: B + XK * APK: TK:: TK ·• 1 EtlC!I 
f;t,Q RUCK: 
v: = .. 7, 
llEG.1.tl 
f;tlQl 
EOB J:: N S!~e •1-U~I.LL 1 QQ 
Kl: P[J); C~LJ]:: CK:= C[Kll AP[JJ:: AK:= A[K]; 
QP[J]l: CK/AKI MJNAP[JJI: YI !E AK<Y I~E~ y:: AK 
TK:: Ol CK:: 01 K:= ll RUCK; RUCKSACKBB!: CK: 































































A 7101J,3J BJLAGEWEG 4 8. Branch-and-bound knapzakaJ.gori tme 
BE6h eBQCEQUBE KNAPSACKBB(N,C,A,B,X); 
~ALUE N,e; l!:IIEGEe N,Bl BEAh ABBAX c; l~IEGEB ABBAX A,XI 
BEG!U BEAh CK,CF,LBl l~IEGEB J,K,AK,TP,TK; l!:IIEGCB ABBAX P[11N]J 
BEG!~ ~EAL ABBAX 0(1:NJ: 
eac,tQUliE SORTP(~O,Ul')I ~ALUE LO,UPI !UIEGEB LO,UPJ 
ITERI !E UP> LO+ 1 !!:!EU 
BEGlU· lUIE~EB M; K:= P[LO]; CK:: Q[K]l M:• UPI 
EQB J:= LO+ 1 SIEe 1 uUI!L M co lE Q[P[Jll ~ CK I~EU 
~~G!~ EQB M:= M S!Ee -1 U~I!h J QQ le Q[P(M]l ~ CK I~E~ 
8!!J 
BEG!U TP:: P{Jll P[J]:: P[Mll P[M]I• TPJ Ml= M • 11 GQIQ NEXTJ EUCJ 
M:a J • 1l GCIQ INl 
NEXTJ: t:uc: 
INI P!LOJ:: P[MJ; P(M]:: K; lE M •LO> UP• M I~E~ 
gEG!~ S1RTP(M + 1,UP); UP:: M • 1 EUC EhSE 
BEG!!:! SORTP(LO,M • 1); LO:: M + 1 EUCl GCIO ITER 
EUC ~hSE 
lE UP > LO I!:!EU 
Bi;;!al!:1 K:: I' {L 1]; J:: P(UP]; 
!E 01Kl < Q[Jl l!:!EU BEGl!:I P(LOJ:a JI P[UPJ:= K E!:10 
E!:10 
SQRTPl 
K1: NI N:= 01 EQB K:: K SIEe •1 U!:II!L + 00 
BEGl~ X[KJ:: O; CK:• C[Kll AKI: A[KJl lE CK> 0 ~ AK SB I~Eij 
DEG!U N:: N + 1: P[N]:~ Kl G[KJI: CK/AK EijQ 
Et!Cll 
SOR1P(1,Nll J:: N + l 
E!:10 SORTJ 
Bt!ilU 6BB6X CP(11NJ,QP[l1Jil LUI£GEB ABBA~ AP[1:Jl,XP,XK,MIN~P!iiNfi 
eaOCECUBE KNAP(BK,CK,F)I ~AhUf l:SK,CK,F; L~IEGEB BK,Fl BEAh CK) 
gf!iL!:1 L~IEGEB APK,L: BEAL CPKI 
TK:: TK+1: L:= K+1l lE f~L I!:!EU GCI0 BRANCHI L:= L+1J 
NEXTK: EQB APK:: A~(Ll W~lhf APK>BK DC LI= L+1l 
LE CK+BK*QP[L]SLB I!:lf!:I GOIO our: K:= F:= LI 
NEXTF: E0B ~PK:: AP(Fl W!:llhE APKSBK DC 
BEG!~ BK:: 3K•APK; CK:: CK+CP[F]; F:: F+1 f~Ql 
CFI: QP[FJ•1KJ lE CK+CFSLB I~E~ GCIQ OUTJ 
~:= L•ll LE LFsn I~EU 
eE!il~ ~B:: r.K: TP:: TK+f-LJ 




































































EQB J:: F•L S!Ef •1 UHilL 0 QQ XP[TP•JJ:• .K+JJ GQIC.OUT 
BRA~CHl XK[TK]:: Kl APK:= AP[KJI CPKlc CP[Kll l~. F>L I~EH 
eE~l!::1 K:~ L: KNAP(BK,CK,F); x:= L: 
BK:: BK+APKl CK:: CK•CPK; 
l,;QIQ ~E CK+BK*QP[Fl>LB I~E!::I NEXTF ELSE OUT 
E!::IQ; 
AK:: BK•MINAP[K11 1E AK~O I~E!::1 KNAP(BK,CK,K) ELSE 
lE CKSLB !~El::! GOIQ 1E AK+APK~O I~EH BACK ELSE OUT .ELSE 
6E§l!::I EOB J:: TK ~IEE •1 Ul::!IlL 1 QQ XPIJJ:= XKIJ]I 
~a:: CK: TP:: TK; 1E AK+APK<O I~E!::I iCic OUT 
E!::112: 
BACK: BK:: BK+APK; ex:= CK-CPK; GOIQ NEXiKl 
ouT: TK:: TK-1 
E!::!ll KNAP; 
Qp I J l: ~ 
EQB J:: 
~; TP:: AP[JJ:: -71 
N S!Ee ·l U~!1L 1 QQ 
SE!,;J.U Kl= P[J]; c~,JJ:= CK:= C[~l: APIJ]:= Ax:= A[K]; 
QP(J]l: CK/A~; MINAP[J]I: TP; lE AK<TP !~EH TP:: AK 
E!::!lll 
~9:: Ol Kl= •ll TK:: Ol 
lE N:0 !~El::! TP:: 0 ELSE KNAP(B,U,•l)l KNAPSACKsB:c 

































































A 71P1J,33 BJLAGEWEG 6 9. Branch-and-bound knapzakalgoritme 
van Greenberg & Hegerich 
BEAL fBQCEQUBE KNAPSACKBBGH(N,C,A,B,XJI 
~~L~E N,ijl !l:IIEGEB N,B: BEAL 6BBAX C; !~!EGEB ABBAX A,XI 
aEG!ti BE~L LB,CJ,QPJ, !l)l!E§EB H,J,K,AJ,APJ,BJ,TPl !NIEGEB 6BB4X P[11NII 
aEli.!.l:I BEAL 4BBAX Q£1:NJ; 
ea0CEQUBE SORTP(LO,U~): ~6LUE LO,UPI !l:IIEGEB LO,UP; 
1TEN: !E UP> LO+ 1 :t:tEl:I 
aEG!l:I !NIEYEB Kl J:: P[LO]; QPJ:: Q[J]; Kl: UPi 
EQB H:= LO+ 1 SIEe 1 Ul:II!L K QQ !E Q[p[Hll -~ QPJ It:IEl:I 
~E~!ti E08 Kl: K SIEe •1 Ul)l!.!.L H QQ !E O[P!Kll :~ QPJ !t:!E~. 
e, 
eEG!ti TP:a P[H]I P[H]:: P[KII PIK]:= ·TPJ _Kl= K • 11 GQ!Q NEXTW El:IDI 
K:: H • 11 GC!Q !NI 
NEXTH: Etitl: 
IN; P[LOJ:= P[KJ; P[K]:: J; !EK• LO> UP• K It:!El:I 
g£\i!N S~RTP(K + 1,UP); UP:: K • 1 El:IQ ELSE 
UEG!N SORTP(LO,K • 1); LO:: K + 1 El:IQl -GQIQ I TER 
EtiQ • f;LSE 
!E UP> LO It:IEl:I 
eEG!ti 11:: l'[LO]J J:: P[UP]; 
!E QlHl <.O[Jl It:!El:I atG!l:I PILO]l: Jl P(UP]:: H El:ID 
£1)112 
SORTPJ 
J:= NJ N:= o: cca J:= J s1Ee -1 u1:1±!L 1 cc 
aEG!l:I cJ:: C[JJ; AJ:= A[JJ1 !E CJ>O ~ AJ$B I~l~ 




llE!';!l:I !~IEGEB BFREE: aaaax CP[O:N),OPl11N]: !t:IIEGEB ABBAX AP,x~.xi;Mi~~Pt~:Nl~ 
ea0,1QUBE UPOATE(K,CK)I ~6LUE K,CKJ !HIEGEB Kl BEAL CK1 
~EG~l:I EQB TPI: N sx,e -1 UNI!L 1 QQ XP[TPJ:: XK[TP]l 
TPI: K; LB:: CK+-•7 
Et!Dl 
eac,tQUBE KNAP(K,aK.~K)I ~ALUE K,BK,CK: !HIEGEB K,BKI BEAL CKJ 
aEGlti !HIEiEB APK: XK{KJI: O; !E MINAP[Kl$BfREE It:!Eti 
JIG!~ BJ:: BKI CJI: CKJ 




































































APJ:: AP[Jll !E APJ~BJ I~C~ 
5EGl~ lE CJ•QP[Jl*BJ<LB I~E~ GQIQ RIGHTI 
E~Ql 
lE APJ>BJ !~E~ KNAP(J,BJ,CJ) E~&E UPDATE(J,CJ+CP[Jl)J 
GQ!Q RIGHT 
BJl= BJ•APJJ CJl: CJ+CP[J] 
lE CJ>L~ I~E~ UPOATE(N,CJ) 
E~Q E~5E lE LK>LB I~E~ UPDATE(K•l,CK)I 
R!GHTl APK:: AP(KJ; lE APK>BFREE I~E~ GOIO OUT! BK:= BK•APKJ CK!= CK+CP[K]I 
EQB J:: K•l ~IE~ •1 U~IlL 1 QQ lE XK[Jl=~1 I~E~ 
5E~l~ 6K:: BK+AP(J]l CKl= CK-CP[Jll lE BK?O I~C~ 
sEGl~ lE CK+QP[Jl*BK<LB !~E~ ~QIQ CUTI, 
E~Q 
E~Q; 
ouT: XK[KJ:: -1 
E~Q KNAP; 
lE BK=O I~E~ 5EGl~ UPDATE(J,CK); ~OIQ OUT E~QJ 
BFRlEl= BFREE•APK; XK[K]:: ll KNAP(J,BK,CK)l 
BFREEl= BFREE+APK; ~OIO OUT 
CPIOJ:: LB:: ••7l AP10J:: XK[O]:: MINAP[OJ:: •11 BJ:= ~71 BFREtl ■ Bl 
EOB Hl= N SIEf ·l U~YlL 1 00 
aE~!~ J:: P[~]; CP(H):: CJ:: C[J]l AP[HJ:: AJI: A[JJ; XKfHJl• •11 
QP[H]l: CJ/AJl ~INAP[H]l: BJ; lE AJ<BJ I~t~ BJ:: AJ 
E~Ql 
lE ~=O I~t~ TP:: 0 ELSE KNAP(O,B,Oll KNAPSACKBBGH:2 LB~N•7l 
EQB J:: TP S!Ee •1 U~!!L 1 CO X[P[J]J:: ABS(XP[Jll: 


































































A 7101J,33 BJLAGEWEG e 10. Branch-and-bound algoritme 85 
voor rugzakproblemen met bovengrenzen 
Bt6L esgctDUBE ~UCKSACKUBBB(N,C,A,U,U,X)I 
~ALUE N,a; !~Ig§EB N,e; BEAL ABBAX C; l~!E§EB &BB&X A,U,XI 
llEG!li BtAL CK, RVI .LtiIEGEB J, K, AK, TP, TKJ .LtiIElitB. 6BBAX P[1:Nll 
et!i.Lti BE6L ABBAX Q{l:NJ: 
eaD,EQUBE SORTP(LO,U~): ~ALUE LO,UP; .LHIEGEB LO,UPJ 
ITER: .LE UP> LO+ 1 !tlEti 
BEG!li .LliIE~EB M; K:: P[LOJ; cK:: Q[Kll Ml• UPI 
EQB JI= LO+ 1 Site 1 UtiI.LL MDC .LE Q[P!JII $ CK ItlEIII 
BEG.Lli ECB Ml• M SIEe •1 UIIII!L J 00 !f Q[P!Mll l CK I~Eti 
BEG.Lti TP:• P[JJI PIJJi: P[MII P[MJ:• TPI Ml= M • 11 .liQIQ NEXTJ EIIIDI 
M:• J • 11 GCIQ INl 
NEXTJI ttiC: 
INf P(L01:= P[M]; P[M]I= Ki .LEM• LO> UP• M ItlEti 
BEG.Lti snRTP(M + 1,UP); UP:• M • 1 EtiD ELSE 
BEG.Lti SORTP(LO,M • 1)J LO:: M + 1 ttiQI liQIQ ITER 
UID El.SE 
.LE UP> LO ItlEIII 
IIEli.Llll K:: ~[LOil J:: P[UP]I 
.LE Q1KI < Q[Jl ItlEIII BEG.LIii PILOJ:• JI P[UP]I• K EIIIQ 
EtiD 
SORTPI 
K:• NJ N:= O: ECB K:: K SIEe •1 UIIII!L 1 DQ 
llEG.Lti XIKJ:: OJ CK:: C[K)l AK:: AIKJI 
.LE CK> 0 •AK~ B • U[K] 2 1 I~E~ _ .. 
llEi!!:I NI: N + 11 P!NJ:a Kl Q[KJI: CK/AK Elllg 
E!:101 
SOR1PC1,N)l JI: N + 1 
Elll0 SORTt . 
BE!i.L!:1 BEA~ ABBAX CP, UPCP[i:N1, CP[11J)l !tiIEliEB 6BB~X UPAPl11Jl~.AP,.UP, MINAP, RP, RK, XPRP, XKRKl11NJJ 
eaCCEDUBE RUCKI 
OElil!:I llQD~EAti POKJ BEAL CPK, CMJ. !~IEGEB APK, BM, XK, L, Ml· 
CPK:: CP[KII APK:: APIKII 
AKI: .Lf 6 < UPAP[Kl I~E~ B 1 APK EL5E UP[Kll 
x~:: .LEK= N ~ 6 ~AK• APK I~E!:I •1 E~SE (B • MINAP!Kl)/APK •· ,49~9991 

































































A 7101J,33 BJLAGEWEG 9 8!5. 
ln:li.l.tl RVI= AK• CPKl lE RV> CK I~Et:I 
~EGlli CKI= RVJ TP:: TK ♦ 11 RP[TPll• Kl XPRPITP!I= AKI 




lf X~ < 0 I~Et:I §QIQ OUT 
tt:IQl 
1f XK > AK IbEt:I XKI= AKI POKI= XK > OJ 
1E POK IbEt:I 
aEGltl ex:= CK• XK • CPKJ B:= B - XK • APKJ TKI: TK ♦ 11 RK[TKII• Kl XKRK[TKJl• XK 
MJ: LI: K + ll CM:~ 01 BM:: BJ 
fQB AKI= UPAP[M! Wti1LE BM~ AK Qg 
SEG!t:I CM:: CM• UPCP[M]l BM:: BM• AKI Ml• M + 1 Et:IDI 
lE BM* QP[~J >CK• CM I~Et:1 
8Ei1t:I K:: L: 
1E A~ AP[Kl I~Et:I RUCK EL5E 
SEGlli K:• K + 11 fCB J:= K W~lLE B < AP[Jl DD Kl• J • 11 
lf B * QP[KJ > CK I~Et:I RUCK 
~!:ID: 
lE PUK !~Et:! 
QEGlt:I XK:: XK • 11 POK:= XK > 01 
Et:IQ 
CK:: CK+ CPKJ B:= B + APKJ lE POK I~Et:I XKRK!TK]I• XK tL&E TKI: TK • 11 
BMI: BM+ APKJ GQIQ IN 
Et:10 ELSE 
lE POK IbEt:I 
Stilt:! CK:: CK+ XK * CPKJ Bl: B + XK • APKl TKI: TK • 1 Et!DI 
Etlll RUCK; 
QP[J]:: Ol UPAP(J]l: TP:: ~7: E08 J~= N SIEe •1 UtlI1L 1 DC 
SEG1tl Kl= P[J]l CP(J]:: CK:= C(Kll AP[J]:: AKI: A(K]; UPjJ]l• TK:: U!Kll 
Et!QJ. 
QP[J]:: CK/AK; UPCP[JJ:: TK • CK; UPAP(J]I: TK • AKI ~INAP[J]: ■ TPJ lf AK< 'TP I~,~ TP:a ,AK 
EtjD; 
,Kl: Ol TKI: O; K:= ll ~UCKJ RUCKSACKUBBBl= CK; 
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