Quantitative genetic models of aging predict that additive genetic variance for fitness components should increase with age. However, recent studies have found that at very late ages, the genetic variance components decline. This decline may be due to an age-related drop in reproductive effort. If genetic variance in reproductive effort affects the genetic variance in mortality, the decline in reproductive effort at late ages should lead to a decrease in the genetic variance in mortality. To test this, we carried out a large-scale quantitative genetic analysis of age-specific mortality and fertility in virgin male Drosophila melanogaster. As in earlier studies, we found that the additive variance for age-specific mortality and fertility declined at late ages. Also, recent theoretical developments provide new predictions to distinguish between the mutation accumulation (MA) and antagonistic pleiotropy (AP) models of senescence. The deleterious effects of inbreeding are expected to increase with age under MA, but not under AP. This prediction was supported for both age-specific mortality and male fertility. Under AP, the ratio of dominance to additive variance is expected to decline with age. This predicition, too, was supported by the data analyzed here. Taken together, these analyses provide support for both the models playing a role in the aging process. We argue that the time has come to move beyond a simple comparison of these genetic models, and to think more deeply about the evolutionary causes and consequences of senescence.
Introduction
Beginning with Fisher and Haldane, a distinguished line of evolutionary biologists have argued that the root cause of senescence lies in the age-related decline in the force of selection (Fisher, 1930; Haldane, 1941; Williams, 1957; Hamilton, 1966; Charlesworth, 2000) . But the underlying genetic mechanisms that shape the patterns of senescence are far from agreed upon (Wachter and Finch, 1997) . Two competing mechanisms have been proposedmutation accumulation (MA) and antagonistic pleiotropy (AP). Under MA, the declining force of selection leads to the accumulation of late-acting deleterious mutations from one generation to the next (Medawar, 1952; Charlesworth, 1990) . Alternatively, under the AP model, late-acting deleterious mutations may be favored by selection if they have early-acting beneficial (or 'antagonistically pleiotropic') effects (Williams, 1957) .
Theoreticians have been able to derive explicit quantitative genetic predictions for each of these models. For example, an early prediction by Charlesworth (1990) was that MA should lead to an age-related increase in the additive genetic variance for fitness components. This is based on the recognition that the degree to which fitness is reduced by a deleterious mutation (ie, 'sensitivity') decreases as the age at onset of the mutation's effects increases (Hamilton, 1966) . Charlesworth's model shows that genetic variance components have an inverse relationship with sensitivity due to mutation-selection balance. As the sensitivity decreases with age, the additive variance is predicted to increase. This prediction was supported in a study of mortality rates in the fruit fly, Drosophila melanogaster (Hughes and Charlesworth, 1994) . But subsequently, Charlesworth and Hughes have shown that a similar pattern could also be seen if AP underlies senescence (Charlesworth and Hughes, 1996) . In this light, they have derived two new predictions that allow us to distinguish between MA and AP. According to their theoretical analysis, the effects of inbreeding depression on age-specific fitness traits should increase with age under the MA model, but be age independent under the AP model. Inbreeding depression is predicted to increase under MA because it is inversely related to sensitivity. In contrast, under AP, inbreeding depression is unrelated to sensitivity, so inbreeding depression is expected to influence fitness in a manner irrespective of age.
Additionally, Charlesworth and Hughes (1996) predict that the age-related change in the ratio of dominance to additive variance (V D /V A ) for fitness would differ under the effects of MA versus AP. Under MA, the dominance variance is inversely related to sensitivity squared, while the additive variance is inversely related to sensitivity. As sensitivity decreases with age, the ratio of V D /V A would be expected to increase. However, under AP, while the additive variance is inversely proportional to sensitivity, all other genetic variance components are independent of sensitivity. Over time, the additive variance should increase, but the dominance variance may not. Thus, if senescence is due to genes with antagonistic pleiotropic effects, V D /V A should decrease with age. These predictions were tested recently by Hughes et al (2002) using measures of mortality rates and reproductive success in flies. Again, they found strong support for MA, but not for AP.
Another traditional test of MA and AP relies on the estimates of covariance for fitness parameters between ages. The models of AP predict that early-and late-age fitness traits will exhibit negative genetic correlations (Rose and Charlesworth, 1980) , while at least some models of MA predict positive genetic correlations between ages (Charlesworth, 2001 ). Many of the attempts to test these theoretical predictions empirically have focused on analyses of age-specific mortality (eg, Hughes and Charlesworth, 1994; Promislow et al, 1996; Shaw et al, 1999) . While the mortality rates are obviously of direct relevance to studies of aging, quantitative genetic analyses of mortality rates present a unique set of challenges Promislow and Tatar, 1998; Shaw et al, 1999) . Mortality rates are binomially or beta-binomially distributed within genetically identical, same-aged cohorts, log-normally distributed across genotypes, and increase exponentially with age (for further discussion of these statistical issues, see Promislow and Tatar, 1998; Vaupel et al, 1998; Pletcher and Geyer, 1999; Promislow et al, 1999; Shaw et al, 1999) . Moreover, the error variance of mortality rates reaches minima both early in life, when the intrinsic mortality is low so few individuals die, and late in life, when few individuals are alive so few individuals die Pletcher and Curtsinger, 2000) .
To alleviate at least part of this problem, in their test of the MA model of senescence, Promislow et al (1996) use very large sample sizes to estimate the genetic variance components for mortality. They find that additive genetic variance for mortality rates increases early in life, but then, contrary to the theoretical expectation, shows a significant decline later in life. Promislow et al (1996) propose several alternatives to account for this unexpected decline in the additive variance at late ages. One suggestion is that the observed decline in the additive variance could have been due to the age-related decline in reproductive investment seen in Drosophila (Partridge and Fowler, 1992) . In contrast to Hughes and Charlesworth's (1994) original study, Promislow et al (1996) measured mortality in mixed-sex cohorts. If variation among genotypes in mortality rates was due to genetic variation in reproductive effort, then as reproductive effort declined late in life, so too would the genetic variation in mortality rates.
Here, we test the hypothesis that the age-related decline in reproductive effort leads to a decline in the genetic variance for mortality rates by estimating quantitative genetic variance components for age-specific mortality rates in 33 221 virgin male D. melanogaster, including both inbred and outbred genotypes. The use of virgin flies minimizes investment in reproductive effort, and so should greatly reduce any genetic variation for survival that is due to costs of reproduction. By comparing these results with previous work , we can examine the influence of variation in reproductive effort on variation in mortality. In addition, we also measure age-specific fertility in a subset of these males. Our measurements of mortality and fertility give us the opportunity to test not only earlier predictions regarding age-related changes in additive variance and genetic covariance, but also Charlesworth and Hughes's (1996) more recent predictions for both MA and AP models.
Materials and methods

Stocks
We created a large, outbred population of D. melanogaster from flies caught in August of 1998 from a peach orchard in Watkinsville, GA, USA (referred to hereafter as GA98). We maintained lines derived from these flies both in 40 Â 25.5 Â 30 cm 3 plexiglass population cages and in bottled populations for approximately 1 year. To maintain cage populations, we kept 14 half-pint plastic bottles (Applied Scientific) with 50-60 ml of standard yeastagar-molasses-cornmeal medium, with two bottles replaced biweekly. The densities were consistently greater than 3000 flies per cage. We waited 1 year until beginning the experiments described here to allow for acclimation to the lab culture. We kept the other wild caught flies (referred to hereafter as TW1) in half-pint plastic bottles (Applied Scientific) with 60 ml of standard yeast-agar-molasses-cornmeal food per bottle, and reapportioned flies between bottles every 2-3 weeks. All flies were kept at 241C on a 12L/12D schedule.
To estimate genetic variance components, we carried out a North Carolina II partial diallel design (Comstock and Robinson, 1952) , using lines that were homozygous for different second chromosomes. We extracted second chromosomes from the GA98 caged population, using the SM1/Bl balancer stock, which had been crossed with GA98 to place the balancers on a GA genetic background. We crossed SM1/Bl males from this balancer stock to females from GA98 and then used standard procedures to generate F 3 progeny that were homozygous for the second chromosome (eg, Hughes, 1995) . In all, we created 22 lines homozygous for the second chromosome. Ideally, one would place the balancer stock on the genetic background from which the chromosome will be extracted. In the present case, the genetic variation at chromosomes X, III and IV includes alleles from both the GA98 and balancer stock backgrounds, but is distributed randomly within and among genotypes, so it should not bias our overall estimates of genetic variance components for the second chromosome.
We selected 10 of these lines at random and crossed them using the North Carolina II partial diallel design (Comstock and Robinson, 1952) . In this design, males and females of each of the five lines were crossed reciprocally with males and females of each of the other five lines. These crosses generated 25 heterozygous genotypes, with each cohort of flies identically heterozygous for the second chromosome. We also carried out within-line crosses to generate 10 lines that were fully homozygous for chromosome II, for a total of 35 lines. Offspring from each cross were raised in 12 half-pint plastic bottles. As part of a separate experiment, we also generated a series of lines identically heterozygous for the second and third chromosome and homozygous for the dominant brown eye color mutation (bw D ) to assay sperm competitive ability (see below). We obtained these flies from a cross between two chromosome extraction lines, C57 and C288, derived from our GA98 population, each of which was homozygous for both the second and third chromosome and the brown dominant mutation. We maintained these flies in half-pint plastic bottles as described above in a 12L/12D schedule.
Assays
Mortality: To measure mortality in the 35 lines described above, we collected an average of 9497132 (means7SD) males per line. We apportioned virgin males from each line into five mortality cages, with an average of 203725 flies per cage. We created the mortality cages from 32 oz. plastic containers with mosquito netting in the center of the snap-on lid, which allowed for airflow. In the side, we cut a hole 2 cm in diameter near the bottom of the container. We fit a piece of plastic pipe approximately the circumference of an 8-dram vial, into which we inserted vials with 3 ml of standard yeast-agar-molassescornmeal food. Opposite the plastic pipe, we cut a small hole and fit it with a gusset through which we removed dead flies. Every other day, we replaced the food and removed and counted all dead flies. We maintained a cage until five or fewer flies remained.
To calculate the age-specific mortality rates for each genotype, we grouped the number of dead flies into 10-day bins. We calculated the instantaneous mortality at age
where N x is the number of flies alive at day x and Dx is the bin size (in days) over which mortality is calculated (Lee, 1992) . For the variance component analyses, we calculated mortality separately for each cage. For the inbreeding load analysis (see below), we pooled all cages within a genotype to calculate the mortality. We used Winmodest (Pletcher, 1999) , a maximumlikelihood estimator of parametric mortality models, to fit age at death data to the Gompertz model
and the Logistic-Makeham model,
Under the Gompertz model, on a natural log scale, ln(A) is the intercept and B is the slope of ln(instantaneous mortality) versus age, x. The Makeham parameter, M, (equation (3)) provides an estimate of the age-independent extrinsic mortality. Large-scale demographic analyses have found that at very late ages, the age-related rate of increase in the mortality rates may slow (Carey et al, 1992; Curtsinger et al, 1992; Vaupel et al, 1998) . The values of S in equation (4) measure the degree to which mortality rates decelerate at late ages. Winmodest provided log-likelihood (LL) estimates for each of these models. We used equations (3) and (4) For one assay, at 15 days, we saved the mated females after they had laid eggs to test for female genetic variance in male sperm competitive ability. At 4 days after the original mating, we remated each female to a male with the dominant eye color mutation bw D . After 24 h, we transferred the female to a new vial to lay eggs. After 4 days, we transferred the female to another vial and allowed her to lay eggs for 7 more days, after which the female was discarded. At 17 days after the eggs were laid, we collected the progeny from all the vials. We scored the progeny for eye color and counted them. We estimated the sperm competitive ability of the wild-type flies as P 1 , the proportion of the total progeny of each female that were wild type (Boorman and Parker, 1976) .
Statistical analysis
Mortality rates typically increase exponentially with age after an initially declining or flat period (eg, Promislow et al, 1996) . This exponential increase leads to a positive mean-variance correlation among mortality estimates at different ages. To determine the relative contribution of additive and dominance genetic variance to mortality rates at different ages, we first need to remove this meanvariance correlation, which can lead to a spurious increase in the genetic variance components even if the true relative additive genetic variance is constant (Lynch and Walsh, 1998) . One previous approach has been to transform the data such that each age class has a mean mortality of 1 (eg, Hughes and Charlesworth, 1994) . Given that the mortality rates are log-normally distributed among genotypes within an age class, and that the genetic and experimental manipulations appear to act additively on the logarithm of mortality (Promislow and Tatar, 1998) , we log transformed the mortality data to remove the significant mean-variance correlation .
The genetic variance components for mortality (m) were estimated using the Quercus computer package, written and developed by Shaw (1992, 1994) at the University of Minnesota. We used the nf6 restricted maximum-likelihood program to estimate the variance and covariance components for the mortality data, using a three-parameter model with additive variance, dominance variance and environmental variance (V A , V D and V E ). In the few cases where the three-parameter model would not converge to a solution for the maximum likelihood, we added a fourth parameter (maternal variance, V M ) to the model, after which the model converged. We tested for the significance of each parameter using the LL ratio test, where twice the absolute value of the difference in LL between models with and without the k parameters of interest is distributed as w 2 with k degrees of freedom. Even with very large sample sizes, low numbers of death at early and late ages can lead to biased estimates of genetic variance Pletcher and Curtsinger, 2000) . To correct for this sampling bias, Shaw et al (1999) developed a new statistical approach. The challenge is to come up with a model that accounts for the fact that (a) mortality rates among genotypes are roughly log-normally distributed ; (b) within a specific age cohort of a given genotype, the sampling variance for mortality is binomial or betabinomial (Searle et al, 1992) ; and (c) among age classes, the mortality rates increase exponentially with age, but the increase decelerates at late ages (Carey et al, 1992; Curtsinger et al, 1992; Vaupel et al, 1998) .
The model developed by Shaw et al (1999) addresses these concerns by fitting a parametric model to the genotype-specific mortality data (the Gompertz-Logistic model, which is equivalent to equation (4) with M ¼ 0; Vaupel, 1990) . The fitting process itself uses a Markov chain Monte-Carlo (MCMC) maximum-likelihood approach. The MCMC model provides continuous estimates of means and genetic variances for mortality rates, along with 95% confidence limits for the variance estimate. The MCMC approach facilitates finding maximum-likelihood solutions for complex models. The power of the model lies in its ability to account for sampling bias in the mortality data. However, as it currently stands, the MCMC method is limited to estimates of additive and environmental variance, so we also provide variance component estimates from Quercus. The use of both the models allows us to present unbiased and perhaps more biologically correct estimates of additive and environmental variance from MCMC, as well as the more complete model, including V D and V M , provided by Quercus, at the cost of some sampling bias.
To test for age-related changes in the ratio of V D to V A , we fit log(1 þ V D /V A ) versus age using first-order linear regression, where V D and V A were measured with Quercus using 10-day bins. The V D /V A ratio was log transformed to ensure that residuals from the model were normally distributed.
We also used longevity data to calculate the mean life expectancy. We used Winmodest to correct for censored data (ie, where known-age flies escaped during handling). As with mortality data, we estimated the genetic variance components for life expectancy in Quercus using a full six-parameter model (V A , V D , V M , V P , V I and V E ), where V P is the paternal variance and V I is the variance due to nuclear by extranuclear epistatic interactions, as well as subsets of this model.
For the variance component analysis of fertility, the data tended to be left skewed. To normalize these data, we transformed them using the equation
, where f i is the proportion of eggs that survive to adulthood for male i. For samples where all eggs survived to adulthood, fertility equals one, and f 0 ¼ ln (0) is undefined. Thus, if there was no egg-adult mortality, we arbitrarily set f i ¼ 0.98. The male fertility data sets (which were substantially larger than the mortality data sets, since data were obtained from individual flies, rather than aggregate cohorts) would not arrive at convergent solutions in Quercus. Accordingly, we estimated the additive variance for fertility based on the among-sire component from type III sums of squares using the PROC GLM procedure in SAS (SAS Institute, 2000) . The additive variance was calculated as four times the sire mean square.
We tested for age-related changes in inbreeding depression for both mortality and fertility. Following Charlesworth and Hughes (1996) , we calculated inbreeding depression as
where z O,x and z I,x are the average values at age x among all outbred lines and all inbred lines, respectively, for the negative of log mortality and absolute fertility (-ln(m x ) and f x , respectively). However, these estimates are biased by the fact that the denominator (z O ) decreases with age for both -ln(m x ) and f x . Thus, we may expect I(x) to increase with age for mortality and fertility. Accordingly, we also estimated inbreeding depression as z O Àz I . For the mortality analysis, we only included data up to 72 days, as only one of the 10 inbred lines had high survivorship beyond that age. We included fertility measures up to age 63 days. For both mortality and fertility, we tested for significant relationships between inbreeding load and age using least-squares regression. Finally, to determine whether the variation in male fertility among genotypes could be explained by the variation in sperm competitive ability, we used Quercus to calculate the additive genetic covariance between fertility and sperm competitive ability for the data from 15-day-old males. We also tested for genotypic correlation using linear regression to compare fertility and sperm competitive ability across mean values for the 25 heterozygous genotypes, and across mean values for the 10 inbred genotypes.
Results
Age-specific mortality Mortality rates followed a pattern similar to that found in previous studies of mortality in flies (Figure 1) . The data are well described by the Gompertz-Makeham model (equation (3)), albeit with a slight initial decrease in mortality. Based on the LL ratio tests in Winmodest, there is only moderate evidence for mortality deceleration late in life. Significant deceleration was more common among inbred lines (5/10) than outbred lines (6/25). There appeared to be a strong genetic component to the leveling off (Table 1) , as the six outbred lines that showed deceleration were products of crosses involving two particular lines (lines 8 and 10). This result suggests a strong influence of dominant alleles. Furthermore, in some cases where lines 8 and 10 were crossed with lines 34 and 47, no deceleration was seen. Lines 34 and 47 were among the few inbred lines that did not show deceleration. Among the pooled outbred lines, there is little evidence of deceleration (Figure 1, inset) , although there does appear to be some deceleration among inbred lines. In contrast to previous studies with laboratory lines (eg, Pletcher and Curtsinger, 1998) , late-age mortality rates are relatively high, with m x between 0.3 and 0.5 (-1.2 to -0.7 on a natural log scale) (Figure 1) .
Based on the Quercus analysis, we found that the additive genetic variance (V A ) for age-specific mortality rates increased to a maximum value at age 50 days, after which it declined steadily (Figure 2 ). Maternal variance showed a similar pattern, with no detectable variance in most early ages, and then highly significant variance from ages 40 to 80 days, although the levels were somewhat lower than for the additive variance. Dominance variance was significant at the earliest age, and also at middle ages, although V D explained a much lower proportion of the total genetic variance than did V A . Heritabilities range as high as 40% at age 50 days. After correcting for the fact that we are analyzing variation only for the second chromosome, this gives a heritability of close to 100%. The meaning of this heritability is questionable, given that the mortality rate is an aggregate measure of a large number of individuals, so we greatly underestimate the variance due to environmental effects and measurement error among individuals.
In contrast to the Quercus analysis of mortality, results based on Shaw et al's (1999) MCMC approach showed a monotonic decline in additive variance across all age classes (Figure 3) . Overall, the V A estimates were high. However, the MCMC model does not provide estimates for the dominance variance. The differences between the Quercus and MCMC models are explored further below.
In our test of inbreeding load using equation (5), we found an overall age-related increase in the difference 
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between inbred and outbred mortality rates (F 1,11 ¼ 85.9, r 2 ¼ 0.89, P ¼ 1.6 Â 10 À6 , Figure 4 ). This pattern was also seen when we defined inbreeding load as the difference between ln(m x ) for the average of inbred and outbred lines, I ¼ ln(m x ) inbred Àln(m x ) outbred (F 1,11 ¼ 19.76, r 2 ¼ 0.64, P ¼ 0.00099). Note that at later ages, there was no evidence of an effect of inbreeding on mortality (see Figure 1 , inset). To test predictions from the AP model, we estimated the age-related change in the ratio of V D / V A . We plot the log-transformed ratios of (1 þ V D /V A ) (to increase linearity of the fit), which show a highly significant decline as a function of age ( Figure 5 ) (least-squares regression, r 2 ¼ 0.58, P ¼ 0.0103). A nonparametric analysis gives similar results (Kendall's t ¼ À0.629, P ¼ 0.013). This decline is predicted by Charlesworth and Hughes' (1996) model of AP.
AP models also predict a negative correlation between early-and late-age fitness traits, but we found no such pattern. Of 35 pair-wise comparisons across all ages, only three were negative and none significantly so. Statistically significant covariances tended to be positive, and clustered across older age classes, suggesting that genes that decrease mortality late in life often have effects across several age classes (Figure 6 ). While only two comparisons remained significant after correction for multiple comparisons (Holm, 1979) , this is probably an overly conservative test, because 12 of the 35 comparisons were significant at least at the 5% level before correction. The observed positive correlations are consistent with the findings from previous analyses of covariance for mortality rates across ages .
We also estimated genetic variance components for life expectancy. The full six-parameter Quercus model would not provide a convergent solution. However, we were able to fit two smaller models, one with five parameters including additive, dominance, environmental, maternal and paternal variance (A, D, E, M and P) and one with four parameters, including additive, dominance, environmental and interaction variance (A, D, E and I). In the five-parameter model, neither maternal nor paternal variance is significant (P40.15, based on an LL ratio test). The four-parameter model provided evidence for significant additive variance (w 1 2 ¼ 5.38, P ¼ 0.020) and significant nuclear Â extranuclear interaction variance (w 1 2 ¼ 15.1, P ¼ 0.0001).
Figure 3 Age-specific additive genetic variance with 95% upper and lower confidence limits. These estimates are based on an MCMC maximum-likelihood model, which fits a parametric Gompertz-Logistic to the mortality data for all genotypes (Shaw et al, 1999) . Only estimates for additive genetic variance are available (see text).
Figure 4
Inbreeding load for male mortality, based on the difference between average mortality among all inbred and all outbred lines for each of thirteen age-classes (equation (5)). Inbreeding load increases significantly with age (P ¼ 1.6 Â 10
À6
). 
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Fertility
The mean fertility levels were very high, with averages close to 90% for males at most early ages (Figure 7) . The data are non-normally distributed, with a strong left skew, due to the high number of males with relatively high fertility. This situation was improved substantially by the ln(Àln(f x )) transformation. In our Quercus analysis, we found no significant variance components for male fertility at any age (data not shown). However, the high fertility rates led to relatively low statistical power in Quercus, and the likelihood analysis frequently failed to converge. Based on type III sums of squares analysis using PROC GLM in SAS, we found significant additive variance at both early (9 days) and later (36 and 51 days) ages, with a general trend of initial decline followed by subsequent increase to age 61 (Figure 8 ).
However, we cannot test for a decline at very late ages, as was seen in our mortality analysis, because males were no longer fertile after about 9 weeks of age. Inbreeding depression (equation (5)) for fertility was positively correlated with age (F 1,7 ¼ 47.8, r 2 ¼ 0.87, P ¼ 0.00023) (Figure 9 ), as predicted by MA theory. This pattern is also seen if we define inbreeding depression, I ¼ f O Àf I (F 1,7 ¼ 24.3, r 2 ¼ 0.78, P ¼ 0.0017). Finally, although we only measured the sperm competitive ability for males at 15 days, we found a significant positive correlation between 15 days fertility Variance (open squares) and coefficient of additive variance (solid squares) for age-specific male fertility. *Po0.05, **Po0.01. Figure 9 Inbreeding load for male fertility, based on the ratio of asin (square-root)-transformed mean male fertility values for inbred and outbred genotypes (see text for details). Inbreeding load increases significantly with age (P ¼ 0.00018).
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and P1, the ability of males to 'defend' against insemination from a subsequent male. This correlation appeared to be due to dominance covariance (likelihood ratio test: w 2 1 ¼ 8.90, P ¼ 0.0028).
Discussion
Mortality rates typically approximate a Gompertz or Gompertz-Makeham function (Finch et al, 1990; Promislow, 1991; Ricklefs, 1998) . Consistent with these previous studies, the mortality curves in this study show a clear Gompertz-Makeham pattern, although we see a slight dip in mortality early in life (Figure 1 ). This initial drop in mortality at early ages, giving the so-called 'bathtub shape' mortality pattern, is common among many species, including humans (eg, Promislow, 1991) . Larger-scale studies of age-specific mortality rates have found that at very late ages, the increase in mortality begins to decelerate (eg, Curtsinger et al, 1992; Vaupel et al, 1998) and late-age mortality rates can sometimes even decline with age (Carey et al, 1992) . Numerous explanations have been put forward to explain these observations. In this study, we found some evidence for mortality deceleration in inbred lines, but very little evidence for this phenomenon in outbred lines.
Most studies that have found leveling off of mortality at late ages have used lab-adapted lines of flies (Promislow and Tatar, 1998) . It may be that deceleration at late ages is somehow caused by the genetic architecture that evolves under laboratory culture, although we also see deceleration in other types of populations, including nematodes and humans (Vaupel et al, 1998) . Others have suggested that deceleration may be related to the costs of reproduction (Sgró and Partridge, 1999; Charlesworth, 2001) . Our results are consistent with this latter hypothesis, as the flies analyzed here were held as virgins and did not show extensive deceleration. However, we cannot determine whether this is causally related to the lack of leveling off, as we did not maintain control cages with reproductively active flies.
In their analysis of age-specific genetic variance for mortality, Promislow et al (1996) found that the additive genetic variance declined at late ages. As one explanation for this unexpected decline, they suggested that variation in mortality may simply be a reflection of variation in reproduction. If reproduction leads to a direct and immediate increase in the mortality rate, genotypes with relatively high reproductive effort at a given age will have relatively high mortality rates at that age. However, as individuals reach postreproductive ages, investment in reproduction declines, and so variation in mortality declines. To test this hypothesis, we replicated the largescale approach used by Promislow et al (1996) , but filled our mortality cages with only virgin males. As with earlier large-scale demographic studies, we found that the additive variance for mortality rates still declined at late ages. Thus, it is unlikely that the decline in the genetic variance is due to decreasing costs of reproduction at late ages. We assume here that virgin males pay a considerably lower cost of reproduction than males in a mixed sex environment. However, as the males in this experiment still had testes and produced sperm and accessory gland proteins, not all costs of reproduction were eliminated.
Two separate statistical approaches, Quercus and MCMC, detected a significant decline in the additive variance late in life. Surprisingly, the MCMC analysis revealed a pattern of a steady decline in V A throughout life. The high initial additive variance that we observed was also seen in Shaw et al's (1999) reanalysis of data from Promislow et al (1996) and from one of the five independent experiments carried out by Hughes and Charlesworth (1994) . There are fundamental differences between these two types of analyses, each with its own strengths and weaknesses. The Quercus analysis estimates genetic variance components at discrete and independent time intervals, making no assumption about the underlying age-specific trajectory of mortality rates or variance components. However, it fails to account for differences in error variance due to age-related changes in the sample size. Shaw et al's (1999) MCMC method controls for sampling effects, but relies on fitting a family of parametric curves to the data, thus smoothing over differences among age classes.
The fact that the Quercus and MCMC methods both show a decline in late-age additive variance gives us confidence that this pattern is real. Whether early additive variance is relatively high, as suggested by the MCMC method and consistent with some earlier studies (eg, Tatar et al 1996) , or low, as suggested by the Quercus approach, remains an open question.
Nevertheless, results from both Quercus and MCMC analyses should be considered with due caution. Pletcher and Curtsinger (2000) point out that in a heterogeneous population, the decline in the additive variance could be a sampling artifact, as individuals with intrinsically high mortality rates die off the soonest. While traditional methods have been subject to extensive simulation analysis to test for bias (Pletcher and Curtsinger, 2000) , no such tests have been carried out on the newer MCMC method. Furthermore, the MCMC method has only been implemented to detect environmental and additive genetic variance.
As a final note regarding survival, it was of some interest to find significant variation for nuclear Â extranuclear interaction. This pattern has not been explored in previous quantitative genetic assays of mortality. To the extent that this term is influenced by interactions between a father's nuclear genotype and a mother's mitochondria, this result is consistent with the suggestions from diverse fields that mitochondria may play an important role in the aging process (Harman, 1972; Avise, 1993; Kann et al, 1998) .
In our analysis of additive variance for male fertility, we found an initial decline, followed by a steady increase. This pattern was similar to that observed in earlier studies of female fecundity (eg, Tatar et al, 1996) . The high early additive variance could be due to variation not in fertility per se, but in the age at maturity of males. Moreover, while the steady increase in additive variance at later ages is consistent with MA, we were not able to collect data on fertility at very late ages, when the males were still alive but no longer fertile. These results are limited by the fact that egg sample sizes per vial were typically on the order of 30 eggs. Thus, we could not observe egg mortality levels lower than 1/30, or approximately 3%. In the cases where no egg mortality was observed, we arbitrarily set the level at 2%. Future studies of fertility will need to use substantially larger sample sizes to increase the statistical power.
Until recently, an age-related increase in the additive genetic variance was taken as evidence for MA, although AP could also give rise to this pattern. Recent theoretical advances offer a pair of novel tests that might allow us to distinguish between the MA or AP models of senescence. First, the ratio V D /V A should decrease with AP and increase with MA (Charlesworth and Hughes, 1996) . Our results show that even at late ages, when V A decreases to near 0, the V D /V A ratio still decreases, consistent with the AP model. This suggests that the decline in this ratio is not simply due to an age-related increase in V A as expected under MA. Unfortunately, dominance estimates are not provided by the unbiased MCMC model, so we need to bear in mind that variance component estimates at late ages for both additive and dominance components may be biased by sampling error.
Interestingly, at the same time that we found strong evidence for AP from V D /V A ratios, we also found support for the MA model of senescence. Charlesworth and Hughes' (1996) second prediction is that inbreeding depression should increase with MA but not with AP. For both mortality and fertility, age-specific inbreeding load increased, offering strong support for the MA model. These results are in line with Charlesworth and Hughes' (1996) earlier study. We should note that our analysis calculated the inbreeding load for log-transformed measures of mortality, although the original model (Charlesworth and Hughes, 1996) was based on the analysis of age-specific survival rate. Given that the mortality rates increase linearly with age on a logarithmic scale, we would expect the inbreeding load to appear to increase for survival for scaling reasons alone (see Promislow et al, 1999) . In fact, the inbreeding load for survival rates increases exponentially with age (data not shown). In any case, the male fertility rates, which do not suffer from this scaling problem, also show an agespecific increase in inbreeding depression, lending further support to the model. These scaling issues are central to how we interpret results from quantitative genetic studies of mortality. The scale of mutational effects can influence the expected pattern of variance under MA. Consider Charlesworth's (2001) model for the evolution of senescence. In his model, the age-specific mortality rate at age z, m(z), is described by
where g is a measure of the rate of aging, n is the density of new mutations for each age (arbitrarily set to 1 in Charlesworth (2001) ) and b is approximately the age at onset of demographic senescence. Charlesworth goes on to show that the age-specific variance for the mortality rate is a monotonically increasing function of age, VðmðzÞÞ / dme gðzÀbÞ ð7Þ (from equation (A.2) in Charlesworth, 2001 ), where dm is the age-independent effect of mutations on mortality.
We can use the Delta method to determine the expected age-related change in the variance for log (mortality):
If we assume that mutations act additively on mortality (ie, dm is independent of age), then variance increases initially, reaching a maximum at approximately b, and then declines. This pattern is similar to what we observed in our data. However, previous studies suggest that mutations act additively on the logarithm of mortality (Promislow and Tatar, 1998) . In this case, we note that dm is a function of age, such that dm(z) ¼ Km(z). Substituting dm(z) into equations (7) and (8) and taking the first derivative of V(log(m(z)) with respect to z, it is straightforward to show that the variance of log(mortality) is a monotonically increasing function of age. Thus, it is premature to conclude that our results are truly inconsistent with MA models for the evolution of senescence. We need further evidence for the effects of novel mutations on mortality rates, and a formal model that assumes multiplicativity rather than additivity of mutational effects.
Even for traits other than age-specific mortality rates, scaling effects continue to dog our efforts to test aging theory using quantitative genetic assays. In a recent test of Charlesworth and Hughes's (1996) model, Hughes et al (2002) used a crossing design similar to the one used here to estimate genetic variance components for reproductive success (measured as the number of offspring produced by five males and five females). Reproductive success is approximately Poisson distributed, so as the mean declines with age, so does the total variance. To remove the mean-variance relationship that could confound their analysis, Hughes et al (2002) square root transformed the data, and then standardized the data so that each block and age had a mean of 1.0. For Poissondistributed data over a broad range of values (0.1o x xo50), this procedure of transformation and standardization creates a negative correlation between the variance and the mean, with s 2 ¼ 1 2
x x À5=4 . Given that the mean declines with age, the variance will thus appear to increase for the transformed, standardized data, even if no such increase actually occurs biologically.
Taken together, our results lead us to consider two distinct possibilities. First, we might conclude that aging in some fitness traits is due primarily to MA, while aging in other traits is due primarily to AP. For example, the genetic variance in traits related to male reproductive fitness (in particular, sperm competitive ability) appears to be due primarily to dominance variance (Hughes, 1995; Mack, 2001) , while the genetic variation for mortality appears to be due primarily to additive variance (eg, Hughes and Charlesworth, 1994; Promislow et al, 1996) .
What might lead to such differences among traits? In the case of fertility-related traits, their underlying genetic structure may be shaped in part by the conflict of interest between males and females (Svensson and Sheldon, 1998) . This conflict could lead to the maintenance of variation for fitness traits through the effect of genes with sexually antagonistic pleiotropic effects (Clark et al, 1995; Chippindale et al, 2001) . At the same time, segregating variation may be due in part to alleles that are maintained through mutation-selection balance. In the case of mortality rates in this study, we find evidence for the influence of both MA and AP. Quantitative traits such as survival are likely to be influenced by an enormous number of genes (Price and Schluter, 1991) , and many of these are likely to affect aging (Rose, 1991) . It is unlikely that all these aging-related genes act in the same manner, or have arisen due to identical selective pressures in the past.
The last 20 years have seen continued attempts to determine which of these two basic evolutionary genetic models can explain the origin and maintenance of senescence (Rose and Charlesworth, 1980; Hughes and Charlesworth, 1994; Charlesworth and Hughes, 1996; Promislow et al, 1996; Tatar et al, 1996) . The work we have presented leads us to conclude that both processes may well play a role in the origin and maintenance of genetic variation for aging. These conclusions should not lead us to stop our inquiry into the evolutionary genetics of aging. Rather, we suggest that the time has arrived for alternative approaches to the standard tests of AP and MA. First, as we apply the power of modern molecular genetics to identify specific genes or gene regions that influence aging (eg, Johnson, 1990; Lin et al, 1998 Lin et al, , 2000 Rogina et al, 2000; Clancy et al, 2001; Tatar et al, 2001) , we may be able to examine directly whether MA or AP maintains variation at individual loci. Second, we need to explore variation in patterns of aging in natural populations. Finally, as we focus so much of our energy on the genetic causes of aging, so too should we consider the evolutionary and ecological consequences of aging. Using the strengths of all these areas will allow us to more completely understand the underlying genetic architecture and evolution of aging.
