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We propose a ground-state ansatz for the Ohmic spin-bosonmodel that improves upon the variational treatment
of Silbey and Harris for biased systems in the scaling limit. In particular, it correctly captures the smooth
crossover behavior expected for the ground-state magnetization when moving between the delocalized and
localized regimes of the model, a feature that the variational treatment is unable to properly reproduce, while it
also provides a lower ground-state energy estimate in the crossover region. We further demonstrate the validity
of our intuitive ground-state by showing that it leads to predictions in excellent agreement with those derived
from a nonperturbative Bethe-ansatz technique. Finally, recasting our ansatz in the form of a generalized polaron
transformation, we are able to explore the dissipative two-state dynamics beyond weak system-environment
coupling within an efﬁcient time-local master equation formalism.
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I. INTRODUCTION
The thermodynamics and nonequilibrium dynamics of
quantum systems in contact with environmental degrees of
freedom is a topic of primary importance in physics and
chemistry,1–4 and is also becoming increasingly relevant in
biology for systems in which quantum effects may play an
important role.5–10 In typical experiments, it is impossible to
observe the degrees of freedom of the environment. The un-
measured correlations which build up between the system and
environment then lead to an effectively irreversible, nonunitary
dynamics of the reduced state of the quantum system. This is
often classiﬁed into two fundamental processes, the intuitive
relaxation of the system to thermal equilibrium, caused by
energy exchange with the environment, and the destruction
of quantum mechanical coherence between classical system
states, known as decoherence.
In situations where the environment is weakly coupled to
the system, methods such as Redﬁeld or Lindblad theory
can be applied,11 and the dynamics of the reduced state
can be described using simple time-local master equations.
However, when the coupling is strong, or if the decay of
environmental correlations is slow, then the Born-Markov
approximation on which these techniques are based will fail,
and amore sophisticated treatment of system-bath correlations
and bath-memory effects is required. The development of
methods to treat such cases has recently been necessitated
by interest in a wide range of quantum systems in which
the environmental interactions and dynamics are nontrivial,
leading to complex reduced system state dynamics which
are intermediate between semiclassical energy relaxation and
purely quantum coherent (wavelike) motion. Important exam-
ples include superconducting and spin quantum dot qubits
for quantum computation12–14 and the recently discovered
long-lasting wavelike motion of excitons in photosynthetic
pigment-protein complexes.5–10
The extensively studied spin-boson model has established
itself as perhaps the most important system for developing
theoretical concepts and numerical techniques through which
wemay understand themicroscopic behavior of open quantum
systems in all of the regimes mentioned above. The model
consists of a quantum two-level system (TLS) that is coupled
to an environment made up of a bath (continuum) of harmonic
oscillators. The environment and its couplings to the system
are characterized by a spectral function J (ω), to be deﬁned
later. In many important applications, the spectral function
behaves as a power-law at low frequencies J (ω) ∝ ωs , and this
is often used to classify system-environment coupling types
into three distinct groups: sub-Ohmic (s < 1), Ohmic (s = 1),
and super-Ohmic (s > 1). Despite its apparent simplicity,
the dynamics of the spin-boson problem cannot be solved
exactly, and the extremely interesting, and as yet unexhausted,
physics in the model continues to drive research into its
properties and the potential implications for quantum devices
and biocomplexes.14–21
The super-Ohmic case is arguably the simplest to de-
scribe and applies to a wide variety of physical systems,
such as in the electron-phonon interactions of impurities
in solids2,22 and quantum dots,23–26 and in atom-photon
interactions.11 However, even in this case a crossover from
coherent to incoherent dynamical behavior is expected as
the environmental inﬂuence becomes strong,22,27,28 and the
simplest weak system-bath coupling treatments will then
fail. The sub-Ohmic case leads to strongly non-Markovian
dynamics and also contains a quantum phase transition in the
ground state.29–38 Sophisticated numerical methods, capable
of treating the many-body correlations which drive these
phenomena,32,33,39–44 are often required to look at this case,
and several artiﬁcial systems have been proposed in which
these effects could be observed.45,46 The Ohmic case lies
on the boundary of the non-Markovian, many-body physics
of the sub-Ohmic regime and the effectively Markovian
(although not necessarilyweak-coupling)22,27,28 physicswhich
emerges in the super-Ohmic case. Its importance lies in the
combination of its nontrivial dynamical properties, which
encapsulates a number of different phases, and the many
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physical realizations of this type of environment.1,2,11 A
particularly topical example is found in exciton transport
in pigment-protein complexes, where the (Ohmic) over-
damped Brownian oscillator model is widely employed as
a simpliﬁed way to model solvent environments and protein
ﬂuctuations.16,47
To treat the dynamics of the spin-boson model, various ad-
vanced numerical and analytical methods have been proposed
and applied.1,2 Amongst these, a popular and powerful ap-
proach has been the polaron transformation technique,4,22,48,49
which uses a unitary transformation of the spin-boson Hamil-
tonian to treat part of the system-bath coupling nonperturba-
tively, and then employs perturbation theory in the residual
system-bath couplings to derive a dissipative master equation
for the TLS.27,28,50–55 The perturbative treatment of residual
interactions essentially drives thermalization among the renor-
malized states of the nonperturbative part of the transformed
Hamiltonian, and at low temperatures it is important that
the transformation correctly captures the ground state of the
system embedded in the environment. Unfortunately, the naive
application of standard polaron theory to Ohmic environments
fails, as all coherent matrix elements are renormalized to zero
in the nonperturbative part of the Hamiltonian for all coupling
strengths. This leads to purely incoherent dynamics in a time-
local master equation approach,56 even though more sophisti-
cated numerical and analytical techniques, as well as common
sense, show that damped coherent dynamics take place at
sufﬁciently weak coupling.57 An improvement on the standard
polaron theory is the variational polaron treatment of Silbey
and Harris (SH),58–60 in which the zeroth-order Hamiltonian
may describe coherent dynamics for weak coupling. However,
for biased TLSs this theory predicts an unphysical, discon-
tinuous crossover to incoherent dynamics at a ﬁnite coupling
strength.60
The failure of these approaches lies in the improper choice
of the zeroth-order Hamiltonian, which at low temperatures
results in the system relaxing to a ground state which is
qualitatively different from the true ground state. In this paper
we propose a new ground-state ansatz for the biased Ohmic
spin-boson model and show that it predicts results in excellent
agreement with nonperturbative treatments based on the Bethe
ansatz for this problem.61 As well as being conceptually
simpler than these often costly techniques, our ansatz is
itself based on a generalized polaron-type transformation
that permits the nonequilibrium dynamics of the TLS to be
explored using many of the advances recently made in polaron
theory.51–55,62–64
The paper is set out as follows: In Sec. II we introduce the
spin-boson model and formulate the problem. We then present
our microscopic ansatz for the ground state and compare
it to the SH theory and the exact Bethe-ansatz solutions
of an equivalent theory. In Sec. III we demonstrate how
the ansatz can be recast as a unitary transformation of the
original problem, and derive the effective Hamiltonian with
which we then compute the TLS dynamics. These results and
the comparison with the other theories are then discussed.
In Sec. IV we brieﬂy comment on the application of our
ansatz to non-Ohmic spectral densities, before summarizing
in Sec. V.
II. MODEL
The spin-boson Hamiltonian can be written as
H = 
2
σz − 2 σx +
∑
k
ωkb
†
kbk + σz
∑
k
gk(b†k + bk), (1)
describing a TLS characterized by a bias  and tunneling
amplitude  between basis states |1〉 and |0〉, linearly coupled
to a harmonic oscillator bath of mode frequencies ωk, with
strengths gk (assumed real). The standard Pauli operators used
above are σz = |0〉〈0| − |1〉〈1| and σx = |1〉〈0| + |0〉〈1|. As
has been well established by previous studies,1,2 for Gaussian
initial states the effects of the environment on the reduced state
of the TLS in this model are completely determined by the
spectral function J (ω), deﬁned as J (ω) = ∑k g2kδ(ωk − ω).
In this paper we will consider the Ohmic spectral density,
which we parametrize as
J (ω) = (α/2)ωθ (ωc − ω), (2)
with α being a dimensionless measure of the system-
environment coupling strength, while θ (x) is the Heaviside
step function that provides a cutoff to the spectral function at
a typical frequency of ωc.
A. Ground-state ansatz
For computing nonperturbative dynamics in a standard
polaron-type theory, it is essential that the zeroth-order Hamil-
tonian possesses a ground state which is a very good approxi-
mation to the true ground state. We shall ﬁrst construct such a
ground-state ansatz and present an equivalent generalized po-
laron transformation in Sec. III. The ansatz is composed from
the basis {|0〉∏k D(αk,0)|vac〉,|1〉∏k D(αk,1)|vac〉}, where|vac〉 denotes the vacuum state of the bosonic bath andD(αk)=
exp[αk(b†k − bk)] are bosonic displacement operators.65
In the new (restricted) basis, we may write the spin-boson
Hamiltonian as
˜H = ( + A0 − A1)
2
σ˜z − r2 σ˜x +
(A0 + A1)
2
, (3)
where σ˜z = |0〉
∏
k D(αk,0)|vac〉〈vac|
∏
k D(−αk,0)〈0| −|1〉∏k D(αk,1)|vac〉〈vac|∏k D(−αk,1)〈1|, A0 =∑
k αk,0(ωkαk,0 + 2gk), A1 =
∑
k αk,1(ωkαk,1 − 2gk),
and the tunneling term has been renormalized such that
r = 〈vac|
∏
k
D( ± (αk,0 − αk,1))|vac〉
=  exp
[
−1
2
∑
k
(αk,0 − αk,1)2
]
. (4)
At this point, the effective Hamiltonian of Eq. (3) can be
diagonalized and the ground-state energy minimized as a
function ofαk,0 andαk,1 to ﬁnd an optimal set of displacements
in the ground state. For sub-Ohmic baths with s < 0.5, this
procedure has been shown to correctly capture the physics
of the mean-ﬁeld quantum phase transition of this model,
and reproduces results obtained by nonperturbative numerical
techniques.35 However, for Ohmic systems we ﬁnd that this
procedure is unstable and deviates from the well-established
results for the Ohmic case for α > 1/2. The cause for this is
currently under investigation. Curiously, the correct behavior
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is found for the unbiased case ( = 0) by the variational
transformation of Silbey and Harris,58 in which the constraint
αk,0 = −αk,1 is imposed. However, as will be discussed
further in Sec. II B, the SH procedure fails for the biased case.
We now propose a nonvariational ansatz for the mode
displacements for the biased Ohmic spin-boson model, appro-
priate for the scaling limit (/ωc  1), which incorporates
features of both the sub-Ohmic and SH ground states, yet ﬁxes
the pathologies associated with both theories in this case. The
proposed displacements are given by66
αk,0 = gk( − ωk)
ωk(ωk + χ ) , (5)
αk,1 = gk( + ωk)
ωk(ωk + χ ) , (6)
where χ = (2r + 2)1/2. This leads to a self-consistent equa-
tion for the renormalized tunneling given by
r =  exp
(
−2
∫ ∞
0
dω
J (ω)
(ω + χ )2
)
, (7)
which for J (ω) of Eq. (2) becomes
r = 
(
χ
χ + ωc
)α
eαωc/(χ+ωc). (8)
Equation (7) self-consistently predicts the renormalized tun-
neling matrix element r . It should be noted that, in the
presence of a bias, the integral is essentially cut off at low
frequencies by the dynamical energy scale χ , which is always
nonzero for  = 0. This means that, in the biased case, a ﬁnite
solution to Eq. (8) can always be found, and r is thus a
continuous function of α. Similarly, we ﬁnd [again for J (ω)
of Eq. (2)]
A0 =
∫ ωc
0
dω
J (ω)( − ω)(2χ +  + ω)
ω(ω + χ )2
= αωc
2χ (χ + ωc) [
2 + χ (2 − ωc)], (9)
A1 =
∫ ωc
0
dω
J (ω)( + ω)( − ω − 2χ )
ω(ω + χ )2
= αωc
2χ (χ + ωc) [
2 − χ (2 + ωc)], (10)
which gives R = A0 − A1 = 2αωc/(χ + ωc). Hence, we
may now write the ground-state energy in the Ohmic case
as
λ0 = 12
(
αωc(2 − χωc)
χ (χ + ωc) − η
)
, (11)
where η = {2r + 2[1 + 2αωc/(χ + ωc)]2}1/2, while the
ground-state magnetization M = 〈σz〉 and coherence 〈σx〉
become
M = − [1 + 2αωc/(χ + ωc)]
η
, (12)
and
〈σx〉 =
√
1 − M2
(
r

)
. (13)
The approximate ground state itself is written simply as
|0〉 = − R +  − η√
2r + (R +  − η)2
|0〉
∏
k
D(αk,0)|vac〉
+ r√
2r + (R +  − η)2
|1〉
∏
k
D(αk,1)|vac〉.
(14)
B. Comparison with the Silbey-Harris approach
We shall now compare our ground-state ansatz [Eq. (14)]
to that given by the variational treatment of Silbey and
Harris.58–60,67 In the present formalism, the SH varia-
tional ground state is obtained by setting αk,0 = −αk,1 =
−gk/(ωk + 2SH/χSH) in Eqs. (3) and (4), where SH is the
renormalized tunneling element found in the SH theory, and
χSH = (2SH + 2)1/2. These displacements can be obtained
by minimizing the ground-state energy of the Hamiltonian of
Eq. (3) with respect to αk,0 and αk,1 subject to the constraint
αk,0 = −αk,1 (which implies that R → 0). In doing so the
self-consistent equation for SH becomes
SH =  exp
(
−2
∫ ωc
0
dω
J (ω)(
ω + 2SH
/
χSH
)2
)
, (15)
which leads to
SH = 
(
2SH
2SH + χSHωc
)α
exp
[
αχSHωc
2SH + χSHωc
]
, (16)
again in the Ohmic case. Note that the low-energy cutoff scale
is now given by 2SH/χSH which can self-consistently vanish
above a critical coupling strength. This is the essence of the
SH theory at strong coupling. The SH ground-state energy is
given by
λSH = 12
(
αχSHω
2
c(
2SH + χSHωc
) − χSH
)
, (17)
while we also ﬁnd MSH = 〈σz〉SH = −/χSH and 〈σx〉SH =
2SH/χSH.
In Fig. 1(a) we plot the magnetization of the present
spin-boson ground-state ansatz [from Eq. (12)] as a function
of the dimensionless coupling α and compare with that given
by the SH method for various values of the bias . As is
now well known, for small  the SH magnetization MSH
displays an unphysical discontinuous “jump” to MSH = −1
(corresponding to a fully localized ground state) for some
value of α < 1. This behavior can in turn be attributed to a
discontinuous change from nonzero SH to SH = 0 in the
SH theory as α is varied. From Fig. 1(a), however, we see that
the ansatz presented in this work leads to no such “jumps” in
the behavior ofM , and themagnetization smoothly approaches
−1 with increasing α. This behavior is in agreement with that
found from various advanced numerical methods,32,33,68,69 as
we shall show explicitly below using results derived from the
Bethe ansatz.
In Fig. 1(b) we plot the difference in ground-state energies
predicted by the two theories, λSH − λ0, as a function of α,
for the same values of the bias as in part (a). We see that for
224301-3
AHSAN NAZIR, DARA P. S. MCCUTCHEON, AND ALEX W. CHIN PHYSICAL REVIEW B 85, 224301 (2012)
0.0 0.2 0.4 0.6 0.8 1.0
1.0
0.8
0.6
0.4
0.2
0.0
M
z
0.0 0.2 0.4 0.6 0.8 1.010
13
10 11
10 9
10 7
10 5
0.001
SH
0
(a)
α
α
(b)
FIG. 1. (Color online) (a) Magnetization M as a function of
system-bath coupling α for the Ohmic spin-boson ground state.
Results from the Silbey-Harris variational treatment are shown as
open circles, while the solid curves are plotted using the ansatz
presented in this work [see Eqs. (12) and (14)]. Part (b) shows the
difference in the ground-state energies predicted by the Silbey-Harris
theory and the present ansatz (both of which are negative). In both
plots  = 10−2ωc, with the arrows indicating values of  = 0.5
(blue),  = 0.1 (red),  = 10−2 (green),  = 10−4 (orange), and
 = 10−8 (purple) in decreasing order.
all parameters considered here, the present ansatz corresponds
to a ground-state approximation with lower energy than that
given by the SH theory (both λSH and λ0 are negative for
these parameters), suggesting that the state given by our ansatz
is indeed a better approximation to the true ground state.
Interestingly, we see that the difference in the two ground-state
energies is maximized through the crossover region, where
MSH is changing most rapidly. We also note that the unusual
behavior of λSH − λ0 near the peak difference is due to the
discontinuities present in the values of MSH and SH as α is
increased.
C. Comparison with the Bethe ansatz
As discussed in Refs. 1,2,61,68 and 70–73, a mapping
exists in the scaling limit (/ωc  1) between the Ohmic
spin-boson model, the anisotropic Kondo model, and a range
of interacting resonance-levelmodels. Exploiting thismapping
and the existence of exact Bethe-ansatz solutions for the
resonance-level model, explicit formulas for the properties
of the biased spin-boson model can be obtained. To compare
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(a)
FIG. 2. (Color online) Magnetization M as a function of system-
bath coupling α calculated from the present ansatz (solid curves)
and calculated using the exact scaling-limit expressions obtained via
the Bethe ansatz (crosses), presented in Ref. 61. The arrows indicate
decreasing values of /, as in Fig. 1. The two plots correspond to
different values of /ωc, as indicated.
to the present ansatz results, we ﬁrst take the Bethe-ansatz
expressions for 〈σz〉 given in Eq. (C1) of Ref. 61.
In Fig. 2 we plot a comparison of the magnetization
predicted by our ansatz (solid curves) and that given by the
Bethe ansatz (crosses) for the same parameters as in Fig. 1. We
see that the agreement between the two methods is generally
very good, although there are small deviations in the crossover
behavior at the weakest biases in Fig. 2(a). However, if we
move further into the scaling limit, by reducing the ratio/ωc
as in Fig. 2(b), we ﬁnd excellent agreement across all bias
values. This improvement with reducing ratio of /ωc is not
too surprising, as we expect both the present ground state
and the Bethe ansatz to be most valid in the scaling limit. In
the former case, due to the restricted basis from which the
present ground state is constructed, in the latter case due to
the mapping that is utilized from the spin-boson model to
the anisotropic Kondo model, which is only valid in the limit
that /ωc becomes very small.61,70–72 Still, it is remarkable
how well the two methods agree, particularly over the sharp
crossover region, given the simplicity of our proposed ground
state [Eq. (14)] in comparison to the full Bethe ansatz.
Similar behavior is seen for the ground-state spin coherence
〈σx〉, as shown in Fig. 3. Here, our ansatz leads to good
qualitative agreement with the Bethe ansatz but consistently
predicts slightly lower coherences. Again, these deviations
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FIG. 3. (Color online) Ground-state spin coherence 〈σx〉 as a
function of system-bath coupling α calculated from the present ansatz
(solid curves) and calculated using the exact scaling-limit expressions
obtained via the Bethe ansatz (crosses), presented in Ref. 61. The
arrows indicate the bias values  = 0.5 (blue),  = 0.1 (red), and
 = 10−2 (green), in decreasing order. The two plots correspond to
different values of /ωc, as indicated.
become smaller as we move further into the scaling limit. We
note that the slightly weaker agreement for these quantities
is likely to be due to the fact that they are nonuniversal and
vanish in the scaling limit.2 The ﬁnite values we obtain thus
depend on details of the high-frequency cut-off procedure.
While the Bethe-ansatz results for the Kondo and resonance
level models are still exact, the correspondence between
them and the spin-boson model results is also dependent
on the details of the high-frequency regularization used in
the mapping that links them in the scaling limit. As these
details do not necessarily coincide for our ansatz and the
Kondo mapping, numerical differences in coherences are
likely to occur. However, as shown below, the leading-order
functional forms of the nonuniversal properties are the same,
and the numerical agreement for themagnetization (a universal
property) is extremely good.
We can also compare the ground-state energy predicted by
our ansatz [Eq. (11)] with that given by the Bethe ansatz [see
Eqs. (C3)–(C9) of Ref. 61]. Examples are shown in Fig. 4,
where we need to add a term equal to αωc/2 to Eq. (11) to be
consistent with the ground-state energy deﬁnition in Refs. 1,61
and 70–72. Once more, we see that the agreement improves as
the ratio /ωc decreases.
0.0 0.2 0.4 0.6 0.8 1.0
0.6
0.5
0.4
0.3
0.2
0.1
0.0
α
λ
0.0 0.2 0.4 0.6 0.8 1.0
0.6
0.5
0.4
0.3
0.2
0.1
0.0
α
λ
(a)
(b)
ωc
10 2
ωc
10 4
FIG. 4. (Color online) Ground-state energy λ as a function of
system-bath coupling α calculated from the present ansatz (solid
curves) and calculated using expressions obtained via the Bethe
ansatz (crosses), presented in Ref. 61. The arrows indicate the bias
values  = 0.5 (blue),  = 0.1 (red), and  = 10−2 (green), in
decreasing order. The two plots correspond to different values of
/ωc, as indicated.
1. Analytical results
Figures 2–4 suggest that, in the scaling limit at least, the
present ansatz provides a very good approximation to the true
ground state of the Ohmic spin-boson Hamiltonian. We now
investigate this further by comparing the analytic expressions
obtained from this work with those presented in Ref. 61. To
recap, the magnetization of the ground state in the present
theory takes the form
M = − [1 + 2αωc/(χ + ωc)]
η
,
where η = {2r + 2[1 + 2αωc/(χ + ωc)]2}1/2 and χ =
(2r + 2)1/2. In the scaling limit, χ/ωc → 0, simple forms
for the magnetization and other parameters such as r can be
obtained. When   r , we obtain to lowest order in /ωc
M = −(1 + 2α)
r
. (18)
The self-consistent equation for r in the scaling limit for
weak bias is
r ≈ eα
(
r
ωc
)α
,
224301-5
AHSAN NAZIR, DARA P. S. MCCUTCHEON, AND ALEX W. CHIN PHYSICAL REVIEW B 85, 224301 (2012)
which can be solved analytically and substituted into Eq. (18)
to get
M ∝ −
(

TK
)
, (19)
where we have used the deﬁnition of the Kondo temperature,
TK = (/D)α/1−α , and the further relation between D
and ωc given in Eq. (C8) of Ref. 61 to facilitate an easier
comparison with the Bethe-ansatz results. In this limit, we
also obtain for the coherences,
〈σx〉 ≈ TK

[
1 + α
2
(

TK
)2 ]
. (20)
For strong bias ( 
 TK ), we ﬁnd that
r ≈ 
(

ωc
)α
,
and the magnetization and coherence become
M + 1 ∝
(

ωc
)2 (

ωc
)2α−2
, (21)
and
〈σx〉 ∝ 
ωc
(

ωc
)2α−1
, (22)
respectively, where, by our choice of notation, M = −1 is
the magnetization of the TLS in the absence of bath coupling
in the limit / 
 1. In both limits, these functional forms
for the observables of the TLS coincide with the predictions
of the Bethe ansatz, and the cumbersome numerical prefactors
we have omitted appear from our comparisons in Figs. 2–4 to
be very close as well.
III. UNITARY-TRANSFORMATION APPROACH
Having now shown that |0〉 given in Eq. (14) can provide
an excellent approximation to the ground-state properties of
the Ohmic spin-boson model, let us return to the original
spin-boson Hamiltonian of Eq. (1) to explore a unitary-
transformation approach to the problem. We shall show how
this can be made equivalent to the ground-state ansatz method
outlined above, and how the transformation also provides a
basis for computing the dynamics of the TLS beyond weak
system-bath coupling.
We perform the unitary transformation, H ′ = eSHe−S ,
where
e±S = |0〉〈0|
∏
k
D(±δk,0) + |1〉〈1|
∏
k
D(±δk,1), (23)
to give
H ′ = 
2
σz − r2 σx +
∑
k
ωkb
†
kbk −

2
(σxBx + σyBy)
+ |0〉〈0|(Bz,0 + A′0) − |1〉〈1|(Bz,1 − A′1). (24)
Here,
Bx = B+ + B− − 2B2 , By =
B− − B+
2i
,
Bz,0 =
∑
k
(gk − ωkδk,0)(b†k + bk),
and
Bz,1 =
∑
k
(gk + ωkδk,1)(b†k + bk),
while
A′0 =
∑
k
δk,0(ωkδk,0 − 2gk),
A′1 =
∑
k
δk,1(ωkδk,1 + 2gk),
and the renormalized tunneling is now given by r = B,
where we have deﬁned B = trB(B±ρB), in terms of B± =∏
k D( ± (δk,0 − δk,1)) and a thermal equilibrium bath state
ρB = exp[−β
∑
k ωkb
†
kbk]/trB(exp[−β
∑
k ωkb
†
kbk]). The in-
verse temperature is β = 1/kBT .
Immediately, we see that if we choose δk,0 = −αk,0 and
δk,1 = −αk,1, we get the same deﬁnitions ofA0 andA1 as those
used previously (i.e., A′0 → A0, A′1 → A1). Hence, we take
δk,0 = −αk,0 = gk(ωk − )
ωk(ωk + χ ) , (25)
δk,1 = −αk,1 = − gk(ωk + )
ωk(ωk + χ ) , (26)
where χ = (2r + 2)1/2 as before. With these deﬁnitions, the
renormalized tunneling becomes
r =  exp
(
−1
2
∑
k
(δk,0 − δk,1)2 coth βωk2
)
=  exp
(
−2
∫ ωc
0
dω
J (ω)
(ω + χ )2 coth
βω
2
)
, (27)
in the continuum limit, which is a ﬁnite temperature
generalization of Eq. (7).
Let us now split the transformedHamiltonian asH ′ = H ′0 +
H ′I , where
H ′0 =

2
σz − r2 σx +
∑
k
ωkb
†
kbk + |0〉〈0|A0 + |1〉〈1|A1,
(28)
and
H ′I = −

2
(σxBx + σyBy) + |0〉〈0|Bz,0 − |1〉〈1|Bz,1, (29)
which ensures that 〈H ′I 〉H ′0 = tr[H ′I e−βH
′
0/tr(e−βH ′0 )] = 0.
The Feynman-Bogolioubov upper bound on the
free energy,74AB = −(1/β) ln[tr(e−βH ′0 )] + 〈H ′I 〉H ′0 +
O(〈H ′2I 〉H ′0 ), then becomes
AB ≈ A0 + A12 −
1
β
ln
[
2 cosh
(
βη
2
)]
, (30)
where η = [2r + (R + )2]1/2, with R = A0 − A1, exactly
as before, and we ignore contributions from the free-bath
Hamiltonian as we are interested only in the free energy of the
TLS. In the zero-temperature limit (β → ∞) Eq. (30) becomes
AB → λ0 = 12 (A0 + A1 − η), (31)
in agreement with the ground-state energy of Eq. (11).
Furthermore, approximating the thermal state density op-
erator in the transformed frame as ρth = e−βH ′0/Z, where
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Z = tr(e−βH ′0 ), we ﬁnd that the thermal expectation values
of the Pauli spin operators may be written
〈σi〉 = tr(eSσie−Sρth). (32)
Hence, we ﬁnd at ﬁnite temperature
〈σz〉 = − (R + )
η
tanh
(
βη
2
)
, (33)
and
〈σx〉 = 
2
r
η
tanh
(
βη
2
)
, (34)
both of which agree with our previous expressions [Eqs. (12)
and (13), respectively] in the zero-temperature limit.
A. Dynamics: Master equation derivation
The advantage of the unitary-transformation approach is
that we are now in a position to efﬁciently explore the reduced
TLS dynamics within the model by deriving a master equation
in the transformed representation. The general philosophy
is that, given that we have shown that our zeroth-order
Hamiltonian H ′0 provides a good approximation to the model
ground state over a wide range of system-bath coupling
strengths, we should expect (at low temperatures at least)
that the effects of the perturbation H ′I remain small over this
parameter range, too. Thus, we shall treat HI in low-order
perturbation theory within the scaling limit and derive a
second-order master equation that should be valid at strong
system-environment coupling as well as in the more usual
weak-coupling regime.
Using our partitioning of the total Hamiltonian given by
Eqs. (28) and (29), together with the time convolutionless
projection operator technique,11 we obtain an interaction
picture time-local master equation of the form
∂ρ˜v(t)
∂t
= −
∫ t
0
dτ trB{[H ′I (t),[H ′I (t − τ ),ρ˜v(t)ρB]]}, (35)
valid to second order in H ′I . Here, ρ˜v(t) is the reduced
density operator of the TLS degrees of freedom in the
transformed frame interaction picture, and the interaction
Hamiltonian is H ′I (t) = eiH
′
0tH ′I e
−iH ′0t = −(/2)[σx(t)Bx(t)
+ σy(t)By(t)] + σz(t)Bz(t) + 1BI (t), where we have de-
ﬁned the bath operators Bz = (1/2)(Bz,0 + Bz,1) and BI =
(1/2)(Bz,0 − Bz,1). We write σi(t) = eiH ′S tσie−iH ′S t and
Bi(t) = eiHBtBie−iHB t , for i = I,x,y,z (where σI = 1), with
H ′S = [( + R)/2]σz − (r/2)σx and HB =
∑
k ωkb
†
kbk. In
deriving Eq. (35), both the reference state in the projection
operator and the environment initial state (in the transformed
frame) are chosen to be the thermal equilibrium state ρB ,
resulting in the absence of any inhomogeneous terms.11,52,53,63
We now insert the interaction Hamiltonian into Eq. (35),
take the trace over the environment, and make a secular
approximation to remove fast-oscillating terms.11 This last
simpliﬁcation is made in order to ensure that our system
relaxes to its ground state in the long-time limit (at zero
temperature), which is appropriate given the close agreement
we ﬁnd between the properties of our ansatz ground state and
those of the Bethe ansatz. Moving back to the Schro¨dinger
picture, we then ﬁnd
ρ˙v = − i2[( + R)σz − rσx,ρv]
− 
2
4
∑
λ
{[Ax,λ,A†x,λρv]xx(λ,t)
+ [Ay,λ,A†y,λρv]yy(λ,t) + H.c.}
− 
2
∑
λ
{([Ay,λ,A†z,λρv] − [Az,λ,A†y,λρv])yz(λ,t)
+ δλ,0[Ay,λ,ρv]yI (λ,t) + H.c.}
−
∑
λ
{[Az,λ,A†z,λρv]zz(λ,t)
+ δλ,0[Az,λ,ρv]zI (λ,t) + H.c.}, (36)
where δλ,0 is the Kronecker delta, and we have decomposed
the system operators as σi(t) =
∑
λ e
iλtAi,λ, for λ = 0,±η.
In terms of θ = arctan( r
+R ), we have Ax,0 = sin θ (sin θσx +
cos θσz), Ax,η = cos θ2 (cos θσx + iσy − sin θσz), Ay,0 = 0,
Ay,η = − i2 (cos θσx + iσy − sin θσz), Az,0 = cos θ (sin θσx +
cos θσz), Az,η = sin θ2 (− cos θσx − iσy + sin θσz), while
Ai,−η = A†i,η. The bath response functions
ij (λ,t) =
∫ t
0
dτeiλτij (τ ), (37)
are deﬁned in terms of the correlation functions ij (τ ) =
trB(Bi(τ )Bj (0)ρB), for i,j = I,x,y,z.
We proceed by writing the transformation parameters as
δk,0 = ζk,0 gk
ωk
, (38)
δk,1 = ζk,1 gk
ωk
, (39)
such that ζk,0 = (ωk − )/(ωk + χ ) and ζk,1 = −(ωk +
)/(ωk + χ ) for our ansatz [see Eqs. (25) and (26)]. We may
now rewrite the renormalized tunneling as
r =  exp
(
−1
2
∑
k
g2k
ω2k
(ζk,0 − ζk,1)2 coth βωk2
)
=  exp
(
−1
2
∫ ωc
0
dω
J (ω)
ω2
ζ−(ω)2 coth βω2
)
, (40)
where ζ±(ω) = ζ0(ω) ± ζ1(ω), with ζ0(ω) = (ω − )/(ω + χ )
and ζ1(ω) = −(ω + )/(ω + χ ) in the continuum limit. In
terms of ζ±(ω) the correlation functions are found to read
xx(τ ) = 12
[
C(τ ) + G(τ ) − 2B2] , (41)
yy(τ ) = 12 [C(τ ) − G(τ )] , (42)
where
C(τ ) = exp
{
−
∫ ∞
0
dω
J (ω)
ω2
ζ−(ω)2
× [(1 − cosωτ ) cothβω/2 + i sinωτ ]
}
,
(43)
G(τ ) = exp
{
−
∫ ∞
0
dω
J (ω)
ω2
ζ−(ω)2
× [(1 + cosωτ ) cothβω/2 − i sinωτ ]
}
,
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and B = r/, while
yz(τ ) = −B
∫ ∞
0
dω
J (ω)
ω
ζ−(ω)
(
1 − ζ−(ω)
2
)
× (sinωτ cothβω/2 + i cosωτ ),
yI (τ ) = +B
∫ ∞
0
dω
J (ω)
ω
ζ−(ω)ζ+(ω)
2
× (sinωτ cothβω/2 + i cosωτ ), (44)
zz(τ ) =
∫ ∞
0
dωJ (ω)
(
1 − ζ−(ω)
2
)2
× (cosωτ cothβω/2 − i sinωτ ),
zI (τ ) = −
∫ ∞
0
dωJ (ω)ζ+(ω)
2
(
1 − ζ−(ω)
2
)
× (cosωτ cothβω/2 − i sinωτ ),
and we have already used the fact that xy(τ ) =
yx(τ ) = xz(τ ) = zx(τ ) = xI (τ ) = Ix(τ ) = 0 in de-
riving Eq. (36). We note that Eq. (36) and the subsequent
deﬁnitions are quite general, and the (secular) master equation
corresponding to any polaron-like transformation on the
Hamiltonian can be obtained by the appropriate choice of the
functions ζ0(ω) and ζ1(ω). For example, the master equation
corresponding to the SH transformation62,63 is given by set-
ting ζ SH0 (ω) = ω/(ω + SH/χSH) and ζ SH1 (ω) = −ω/(ω +
SH/χSH), which we shall use for comparison to our ansatz
below.
We now solve the ansatz master equation numerically to
determine the dissipative spin dynamics, concentrating on the
zero-temperature limit. At zero temperature, and for an Ohmic
spectral density, the correlation functions deﬁned above do not
decay on a rapid timescale compared to the system dynamics
we wish to capture. As such, in the following we cannot extend
the integration limits in Eq. (37) to inﬁnity. We consider the
system to be initialized in state |0〉 at time t = 0.
In Fig. 5 we plot the population dynamics, 〈σz〉t =
tr(σzρv(t)), using (a) our present ansatz, and (b) the SH theory,
as a function of the relevant scaled time (i.e., rt and SHt ,
respectively). The solid curves in Fig. 5(a) show coupling
strengths ranging from α = 0.1 to α = 0.6 for the present
ansatz, while in Fig. 5(b) the range α = 0.1 to α = 0.5 is
plotted using the SH theory (in this case the α = 0.6 curve
is not plotted as SH = 0 already for the SH theory). The
other parameters are  = 10−2ωc,  = 10−2, and T = 0,
which correspond to the central green curve in Fig. 1. For
the smallest coupling strength (α = 0.1), we see that the
dynamics calculated from the present ansatz and from the SH
transformation agree almost perfectly. This is unsurprising,
as we know from our previous comparisons that, for these
parameters, the ground states given by the two methods are
very similar. Nevertheless, discrepancies do begin to become
apparent between the two methods at larger α, as shown by
the curves corresponding to α = 0.25, α = 0.4, and α = 0.5.
In particular, we see that, in these cases, the ansatz steady
states settle at long times to slightly lower values of 〈σz〉 than
the SH dynamics predicts. This is to be expected, given the
corresponding ground-state magnetization behavior shown in
Fig. 1 and the fact that the two-state system relaxes toward the
0 5 10 15 20 25
1.0
0.5
0.0
0.5
1.0
r t
z t
0 5 10 15 20 25
1.0
0.5
0.0
0.5
1.0
SHt
z t
(a)
(b)
FIG. 5. (Color online) Magnetization dynamics 〈σz〉t computed
within the secular approximation as a function of (a) rt for the
present theory and (b) SHt for Silbey-Harris theory. Solid curves:
the arrows indicate the coupling strengths α = 0.1 (blue), α = 0.25
(red), α = 0.4 (green), α = 0.5 (orange), and α = 0.6 (purple, shown
for our ansatz only) in increasing order. The dotted curves correspond
to the exact (scaling-limit) solution at α = 0.5, extracted from a
mapping to the ToulouseHamiltonian and computed from the formula
given in Ref. 2. The dashed curves show the same exact solution, but
now plotted in units of Tkt , where Tk = 2/ωc is the Kondo scale for
the Toulouse problem.2 Other parameters:  = 10−2ωc,  = 10−2,
and T = 0.
relevant ground state at long times for T = 0 in the secular
master equation.
At coupling strengths beyond α ∼ 0.55, the SH theory
predicts a complete renormalization of the tunneling strength
to zero (i.e., SH → 0), while for α < 1 the tunneling always
remains nonzero when using the present ansatz. Hence,
signiﬁcant differences emerge in the population dynamics,
with the two approaches disagreeing on both the population
decay rates and steady states. In particular, as a consequence
of SH → 0 for α > 0.55, the SH theory always incorrectly
predicts a system steady state that is completely localized in
this regime, which is not the case for our ansatz. For biased
systems at T = 0, this failing is also well known to be true
of the noninteracting blip approximation (for all α < 1).1,2
Again, the problem can be traced back to the incorrect choice
of zeroth-order Hamiltonian in the SH theory (and in effect
within the noninteracting blip approximation as well).
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1. The Toulouse point
We have shown that our unitary-transformation approach
(correctly) leads to signiﬁcant changes in the spin dynamics at
strong coupling compared to the SH theory. However, to assess
the accuracy of the new dynamics, we now compare these
results to the exact expressions that are known at the Toulouse
point of the spin-boson model, which occurs at α = 0.5. At
this coupling, the spin-boson model becomes equivalent to a
noninteracting resonance level model in the scaling limit, and
the spin dynamics can be solved exactly.1,2
The dotted curves in Fig. 5 show the exact analytical
solution for α = 0.5 taken from Ref. 2, as a function of scaled
timert in Fig. 5(a) andSHt in Fig. 5(b).We see that the ﬁnal
value of 〈σz〉 within our ansatz coincides with that of the exact
Toulouse point solution in Fig. 5(a), while, as expected, the
SH theory dynamics in Fig. 5(b) tends to a substantially less-
magnetised, and incorrect, ﬁnal state. We observe, however,
that the dynamics of the Toulouse point solution appears to be
slower than that predicted by our master equation approach.
We suggest that the origin of these different decay rates could
be related to the nonuniversal factors which appear in the
ansatz predictions for r . Speciﬁcally, the exponential factor
that appears in the self-consistent equation for r [Eq. (8)]
is not a universal feature, in the sense that it depends on the
way that integrals over the bath spectral function are cut off for
ω > ωc. For instance, using an exponential cutoff in theOhmic
spectral function, J (ω) = (α/2)ωe−ω/ωc , yields the following
self-consistent equation for r in the scaling limit:
r = 
(
χ
ωc
)α
eα(1+γ ), (45)
where γ ≈ 0.577 is the Euler-Mascheroni constant, as com-
pared to r = (χ/ωc)αeα for J (ω) = (α/2)ωθ (ωc − ω).
In the absence of a bias, we see that the solution of the
self-consistent equations then leads to an effective Kondo
temperature TK = r = (f/ωc)α/(1−α), where f is a nu-
merical factor (≈e) which depends on the form of the cutoff.
The factor f is nonuniversal, and this is also true of SH theory.
In the exact solution presented in Ref. 2 for the Toulouse
point, the Kondo temperature that appears has f = 1 and is
therefore smaller than the Tk predicted by our ansatz or SH
theory. Therefore, when we plot dynamics in units of rt or
SHt , computed from Eqs. (8) and (16), respectively, we are
not using the natural units for the Toulouse point solution.
The dashed curves in Fig. 5 show the Toulouse point
solution when plotted as a function of 2t/ωc, which is the
appropriate Kondo temperature at α = 0.5. The ansatz and
Toulouse point curves in Fig. 5(a) now show much closer
agreement, whereas SH theory still captures neither the right
dynamical timescale nor, of course, the ﬁnal magnetization.
These results suggest more generally that variational or
ansatz-based polaron methods of the kind explored here
may suffer from artifacts arising from the treatment of low-
frequency modes, which lead to dependencies of the effective
Hamiltonian parameters on the details of the high frequency
cut-off procedure. As far as we are aware, this is usually
neglected. We have seen here, however, that this may have
a material effect on the dynamics of the system and would
therefore be an interesting issue to explore in future work.
IV. NON-OHMIC SPECTRAL DENSITIES
In this section we brieﬂy comment on the application of
our generalized polaron theory to non-Ohmic environments.
However, for reasons to be set out below, we believe that the
particular form of our ansatz is likely only to be useful in
the Ohmic case. Although the sudden collapse of coherent
tunneling is not an issue with super-Ohmic baths, we could
expect that our ansatz may still lead to different dynamics
in such a case compared to the SH theory; for example,
through the change in dynamical cutoff in the renormalized
tunneling matrix element and the bath-induced bias (which
does not feature in SH theory at all). However, repeating the
calculations of Sec. II A for spectral densities of the form
J (ω) ∝ ωs (with s > 1) shows that the effects of asymmetric
displacements in the renormalized tunneling amplitude and
bath-induced magnetization vanish in the scaling limit. As
renormalization effects converge to those predicted by adia-
batic renormalization or, equivalently, standard polaron theory
(as they also do in SH theory), we therefore expect this theory
to coincide with full polaron theory for super-Ohmic baths as
ωc → ∞.
As we have previously mentioned, the asymmetric dis-
placement terms are extremely important in the sub-Ohmic
case and may appear spontaneously even without a bias at
strong coupling and T = 0.35 Repeating the calculations of
Sec. II A shows this time that the effective bias induced by the
environment is proportional to (ωc/χ )1−s and thus diverges in
the scaling limit. This would predict complete localization for
any α and would be inconsistent with the known existence
of a quantum phase transition in sub-Ohmic systems.29–38
However, the variational ansatz proposed by Chin et al. in
Ref. 35 regulates this pathology and could also be used as the
basis for a variational unitary transformation that is similar to
the dynamical approach pursued here. This will be discussed
in a forthcoming work.
V. CONCLUSIONS
We have presented a new ansatz for the ground state of
the biased Ohmic spin-boson model which is of lower energy
than the Silbey-Harris state and cures the problem of the dis-
continuous collapse of the coherent tunneling matrix element
as the coupling strength to the environment is increased. The
key differences between our ansatz and the SH variational
state result from the different forms of the displacements αk,0
and αk,1 which are taken in these ground states. First, the
SH ground state has strictly (anti) symmetric displacements
and the bias only appears in the low-frequency energy scale
2SH/χSH. In our ansatz the displacements are asymmetric
due to the inclusion of the bias in the numerators of Eqs. (5)
and (6). Similar asymmetric displacements were shown to be
essential for describing the spontaneous magnetization of the
unbiased sub-Ohmic spin-boson model which characterizes
its quantum phase transition and in effect causes an extra
bath-induced bias to be seen by the TLS.35,38 Moreover, we
have shown explicitly that asymmetric displacements lead to
the appearance of the correct dynamical low-energy cutoff (χ )
in the self-consistent equation for r for the biased Ohmic
case. The close agreement of results obtained through our
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ansatz and the Bethe ansatz provides evidence that our ansatz
is capturing a considerable amount of the essential physics of
the problem. However, the detailed links between the rather
simple form of the spin-boson model ground state we have
given and that of the equivalent Kondo model remain to be
analyzed, particularly for nonuniversal observables, such as
the spin coherence, and outside of the scaling limit.
Importantly, by showing that this ground state can be
obtained via a unitary transformation technique, it is now
possible to treat the dynamics of the Ohmic spin-boson model
using master equation techniques from polaron theory. The
examples given in this article already illustrate the dramatic
differences in relaxation behavior, particularly in terms of
steady states, when the zeroth-order Hamiltonian correctly
preserves a coherent tunneling matrix element at all coupling
strengths. This may be of relevance for parameter regimes
found in some biomolecular complexes, where biases,
environmental coupling strengths, and (bare) tunneling
amplitudes are comparable,47 conditions under which the
differences between SH theory and the present theory are
greatest (at T = 0). Although some deviation was found
between our results and the nominally exact dynamics at the
Toulouse point, it is clear that our theory still performs better
than SH theory at this point, and we were able to understand
where these differences arise. While our ansatz cures one of
the most important problems associated with SH theory in
biased Ohmic systems, insights such as those given above
also point the way to future reﬁnements of the present theory.
Finally, our ansatz could also be applied using the more
advanced, non-Markovian master equation techniques, such as
those presented and analyzed in Refs. 52,53,63 and 75, which
can also include bath-relaxation effects. These improvements
in the handling of the dynamics could go someway to reducing
some of the differences we found with the Toulouse solution
and, along with effects due to ﬁnite temperatures and moving
beyond the scaling limit, are interesting areas for investigation
in the near future.
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