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Chapter 1 
General Introduction  
Rationale of this thesis 
Oscillations arise from the rhythmic and periodic firing of nervous cells or 
neurons connected in a local circuit or between groups of cells closely or distantly 
located from each other, creating cell associations or cortical circuits able to 
operate collectively. Neurons mutually synchronize their firing rates and become 
simultaneously active during oscillations, constituting themselves in a 
characteristic feature of the brain’s activity in many organisms. (Berger 1929; 
Llinas and Ribary 1993; Buzsaki and Draguhn 2004).  
Experimental evidence in rats (Chrobak and Buzsáki 1998), primates 
(Bressler 1995) and humans (Llinás, Ribary et al. 1998) show that oscillations are 
correlated with behavioural and cognitive functions. (Brunel 2000; Kopell, 
Ermentrout et al. 2000; Kopell, Pervouchine et al. 2007). Neurons in different 
cortical areas can become functionally connected, forming large-range networks 
that are required for complex cognitive operations (Reid and Alonso 1995; 
Roelfsema, Engel et al. 1997; Corbetta, Akbudak et al. 1998; Achard, Salvador et 
al. 2006). In humans, simultaneous rhythmic activation of multiple regions in the 
cortex involving oscillatory activity is important for memory formation and 
retrieval,(Fortin, Wright et al. 2004; Whitlock, Heynen et al. 2006), spatial 
localization, learning and even allow the transition between different states of 
consciousness (Buzsaki and Draguhn 2004).  
Studies of the last twenty years have shown that cortical oscillations (with 
frequencies ranging from 0.1Hz to 200Hz) are produced by periodic and 
synchronous firing of large numbers of cells (Buzsaki and Draguhn 2004; 
Börgers, Epstein et al. 2005; Womelsdorf and Fries 2007) and that synaptic 
interactions are crucial for the genesis of oscillations (Fetz, Chen et al. 2000). 
Nevertheless, many aspects of cortical oscillations and the mechanisms 
underlying them are still not well understood. One such poorly understood 
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phenomenon is fluctuations in oscillation amplitude during ongoing oscillations. 
For the understanding of the mechanisms underlying these amplitude fluctuations 
it is important to consider that neurons have complex internal electrical dynamics 
and communicate with each other through synaptic contacts, and that synchrony 
means temporal coordination between their firing activities. Oscillations emerge 
from single cell, synaptic and network properties, each of which have non-linear 
characteristics (Buzsaki 2009). Therefore, reaching an understanding of the 
mechanisms underlying amplitude fluctuations is far from trivial. 
  Solving this may have important implications for understanding brain 
disorders. Recent findings have emphasized the role that oscillations play in 
patients with neuronal disorders and altered states of consciousness, like in 
schizophrenia; showing for example that changes in both the frequency and the 
power of certain oscillations may account for symptoms and be useful for early 
detection (Uhlhaas, Haenschel et al. 2008). Abnormal dynamics of brain 
oscillations normally has normally consequences in cognition and daily tasks 
performance, showing an association between the disease and a widespread deficit 
in the generation and maintenance of synchrony in multiple areas of the cortex. 
For example people with GABA production deficits (responsible for the beta and 
gamma rhythm pacemakers) are unable to hold attentive states or present 
hyperactivity disorders (Edden, Crocetti et al. 2012). Since GABA concentrations 
significantly govern the inhibitory dynamics in cortical circuits and thus, the 
strength (power) of the related oscillations; deep understanding of the oscillation’s 
amplitude fluctuations mechanism, and how they are modulated in amplitude, 
might explain why the transmitter deficit originate lack of attention leading among 
other disorders to hyperactivity.  
Another phenomenon that is only partially understood concerns synaptic 
interactions between neighbouring brain areas during oscillatory activity. For 
instance, Bibbig et al. (Bibbig, Middleton et al. 2007) have shown that regions 
CA3 and CA1 in the hippocampus can independently produce oscillations, but 
that during encoding of information and by means of feed-forward synaptic 
projections, oscillatory activity in CA3 can drive activity in CA1 so that CA1 
neurons shift their local firing times to match the imposed rhythm of CA3. Similar 
observations have been reported from in-vitro experiments with slices of the 
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prefrontal cortex (PFC) of rats (van Aerde, Mann et al. 2009). In those conditions, 
after artificially inducing oscillations, principal cells of layer V were able to 
follow activity of the local field potential (LFP) for two different frequencies, 
non-harmonic of each other, while the same type of cells in layer VI succeeded in 
following only the slowest rhythm. Despite these experimental observations, the 
mechanisms underlying the locking of single cells or circuits to the activity of one 
or the other oscillation are not clear. For instance, concerning the last example in 
which the same cells behave differently depending only on their location, it is 
expected that synaptic connectivity plays an important role in explaining the 
phenomenon, which requires a thorough characterization of the type of 
connections involved and their synaptic strength. 
In order to study this problem, we propose from a computational 
perspective, a two networks model of cells, each consisting of inhibitory and 
excitatory neurons. The cells are able to connect cells in the local circuit but also 
in the other. Our goal is to broadly explore the set of synaptic parameters such a 
strength and type of the connections that lead to entrainment of the activity in one 
network into the activity of the other. This manner by focussing on synaptic 
properties we can explain how cells in a certain region synchronize their firing to 
respond in different manners to different stimuli, without changing their structural 
and functional properties, making a direct link with the phenomenon of amplitude 
modulation formerly described. 
 
Structure and information processing in the cortex 
The structural units of the nervous system involved in information processing are 
the neurons. In contrast to somatic cells, neurons do not undergo mitotic division 
and their membranes are electrically excitable (Hille 2001), which enables them to 
interact with each other by sensing, encoding and conveying information in the 
form of electrical signals of current and voltage. The membrane is usually held at 
a certain voltage or “resting” potential generated by ionic fluxes between the 
cell’s internal and external environments and by the spreading of axial currents 
inside the cell. Changes in membrane potential underlie the generation and 
propagation of action potentials, the signals by which neurons communicate with 
each other (Hodgkin and Huxley 1952; Hodgkin and Huxley 1952; Kandel, 
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Schwartz et al. 2000). The flow of information between neurons relies on synaptic 
contacts which can be ligand- or voltage dependent (Kandel, Schwartz et al. 2000; 
Hille 2001), carrying a quick and precise firing pattern from one cell to the other 
and in none of the cases imply physical contact of the cells When the neurons in a 
certain circuit (from local to columnar) fire they encode information in both the 
individual firing rate and phase code or mixes of both (McLelland and Paulsen 
2009). 
The processing of information in the cortex is not a random process but 
follows a clear hierarchy in the transmission pathway. Such a dynamics aims to 
optimize the communication among cortical areas that evoke response of the 
neurons at the arrival of a certain stimulus. For this reason a precise knowledge of 
the flow of information in the cortex is crucial to characterize and understand the 
mechanisms and consequences of the anomalous dynamics that induce erroneous 
activation of the cortical pathways in a stimulus-dependent manner. 
The mammalian brain consists of three main parts: the forebrain, midbrain, 
and hindbrain. The forebrain consists of the cerebrum, thalamus, and 
hypothalamus. The midbrain is formed by the tectum and tegmentum, while the 
hindbrain is divided into cerebellum, pons and medulla. The midbrain, pons, and 
medulla together are usually combined in a bigger structure commonly known as 
the brainstem (Kandel, Schwartz et al. 2000). The largest part of the brain is the 
cortex or cerebrum. In humans, it controls the voluntary and sensory response of 
the body but also higher cognitive functions; converts external stimuli that arrive 
in the form of sounds, visual inputs, odours, tact, etc., into meaningful 
information, suitable for the brain to be used during ongoing performance or to be 
stored in the form of (short- and/or long-term) memories. Even though the cortex 
behaves as a whole structure, there is functional specificity in relation to what 
kinds of stimuli evoke a dominant type of response of the neurons in a local 
circuit, cortical column or even a larger area involving multiple structures 
(Buchsbaum and Silverman 1968).  
Two regions of the cortex in which we will focus our study are associated 
to cognitive performance and respond to external stimuli generating oscillatory 
activity (periodic and synchronous firing of the neurons) in multiple frequency 
bands are the prefrontal cortex (PFC) and the hippocampus (Kopell, Ermentrout et 
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al. 2000; Tiesinga, Fellous et al. 2001; Tiesinga, Fellous et al. 2001; Bibbig, Traub 
et al. 2002; Bibbig, Middleton et al. 2007; Kopell, Pervouchine et al. 2007). The 
PFC corresponds to the anterior part of the frontal lobes of the brain, placed in 
front of the motor and premotor areas and is functionally linked to spatial 
exploration, personality expression, decision making and working memory 
(Traub, Miles et al. 1992; Traub, Whittington et al. 1996; Tiesinga, José et al. 
2000; Tiesinga, Fellous et al. 2001; Stam, Jones et al. 2006).The hippocampus is 
in turn one of the substructures of the limbic system, a larger brain structure that 
supports functions like emotions processing, behaviour or motivation. The 
hippocampus is responsible for storing and encoding information related to spatial 
navigation and declarative memories, in addition, the hippocampus plays a key 
role in long-term memory formation, consolidation and retrieval, as well as in 
working memory (Izquierdo and Medina 1997; Laroche, Davis et al. 2000; 
Tiesinga, Fellous et al. 2001; Bibbig, Traub et al. 2002; Bibbig, Middleton et al. 
2007; Heistek, Timmerman et al. 2010; Heistek, Ruiperez‐Alonso et al. 2013) 
In order to understand how collective activity in a cortical circuit is 
processed at single cell level a brief description will be presented in the next 
section. 
 
Synaptic connectivity and neuronal cross-talking 
Neurons are not directly connected to each other but transmit information to each 
other by means of synapses (Hodgkin and Huxley 1952; Hille 2001).These 
structures allow neurons to communicate using chemical and electrical stimuli at 
specific locations, which are placed on axons and dendrites or on small 
protrusions distributed along the dendritic membrane called “spines”(Gray 1959). 
In the case of chemical interactions, substances called “neurotransmitters” 
mediate the communication. Once the action potential has reached the synaptic 
terminal, specific neurotransmitters travel from the pre- to the post-synaptic 
neuron, open ligand-gated ion channels and trigger flows of ions, depending on 
the type of “ionic channels” and the presence of other intrinsic channels. These 
ionic fluxes produce changes in the electrical potential of the membrane of the 
postsynaptic neuron, and these potential changes may drive the postsynaptic 
neuron to generate action potentials on its turn (Kandel, Schwartz et al. 2000; 
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Hille 2001). 
In contrast, voltage-dependent ionic channels open by directly sensing the 
potential difference between the inner and outer media of the postsynaptic cell 
across the membrane. This mainly depends on the change in the balance between 
the concentrations of Na+ and K+ ions in each medium leading to the sudden 
influx of Na+ followed by an outward K+ flux, to end up with a refractory period 
where the ionic concentrations are restored to their original values, responsible for 
the resting state of the membrane potential (Kandel, Schwartz et al. 2000; Hille 
2001).  
When the presynaptic action potential is signalled by neurotransmitters to 
the postsynaptic cell, one of two opposite effects may occur. In the first place the 
membrane potential of the postsynaptic neuron could increase in a graded fashion 
from around -70mV (rest state) to more depolarized levels, generating an 
excitatory postsynaptic potential (EPSP). When the depolarization is strong 
enough, it could increase in an all or none fashion and grow from around -70mV 
(resting state) to almost +50mV in a fraction of milliseconds, generating an action 
potential. On the other hand the postsynaptic membrane can be driven to 
potentials more negative than the rest value about -75/-80mV (hyperpolarized 
state), generating an inhibitory postsynaptic potential (IPSP). On the basis of the 
depolarizing or hyperpolarizing effect onto their postsynaptic targets, neurons are 
classified as excitatory or inhibitory.  
Every neuron receives thousands of synaptic contacts from other neurons 
either in the surrounding environment or from distant locations. The connectivity 
and the specific firing dynamics of the cells depend on their spatial location and 
function within these circuits. However, neuronal firing patterns depend not only 
on the interaction between cells, but are also influenced by the cell’s intrinsic 
properties and their own morphology (Van Ooyen, Van Pelt et al. 1995; 
Turrigiano 1999; Durstewitz, Seamans et al. 2000; van Ooyen, Duijnhouwer et al. 
2002; van Elburg and van Ooyen 2010). In turn, neuronal activity is a determinant 
factor for neurite outgrowth and network formation (Van Ooyen, Van Pelt et al. 
1995; van Ooyen 2011), so that a complex reciprocal interaction exists between 
the development of neuronal morphology and network connectivity on one hand 
and single cell and network activity on the other hand. 
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Because of the connectivity structure and the morphology and intrinsic 
properties of their cells, each circuit is specific for the type of information it can 
process and convey, although the general mechanisms and regulatory principles 
are similar in different brain areas. For example, the neuronal dynamics associated 
with sensory perception in invertebrates (Greenspan and Van Swinderen 2004; 
Borst, Haag et al. 2010; Tuthill, Chiappe et al. 2011) is similar as that which 
encodes cognitive performance in humans (Felleman and Van Essen 1991; Javitt, 
Doneshka et al. 1993; Sarter and Bruno 1997), both at the single cell and the 
network level. For that reason, a clear understanding of the dynamics in simple 
neuronal circuits is highly relevant for a thorough comprehension of the 
information processing in much more complex systems. 
Contrary to intuition, action potential’s propagation in the cortex has no 
significant attenuation, irrespectively of whether the distance between source and 
target sites is short or long (Gold, Henze et al. 2006) but depending on the activity 
and the need for the sites to be functionally or physiologically connected and 
showing how efficiently information propagates across the brain and nervous 
system in general. As a result, and in line with Hebb’s theory (Hebb 2002) 
intricate activity-dependent networks in the nervous system might be formed and 
maintained. However, due to the complexity of the cells, the connectivity schemes 
between neurons and like a consequence of the networks responsible for specific 
cognitive operations, this activity most likely demands high levels of coordination 
between neurons and networks in order to maintain the integrity (proper content) 
of the information. 
One of the coordination strategies the brain uses may be the synchronized 
activation of the cells, the so called “cortical oscillations”. When neurons are 
engaged in oscillations, they periodically fire action potentials within short 
intervals of about ±0.5ms-2ms, with periods of silence that vary from tenths of 
milliseconds to some milliseconds, producing a multiplicity of cortical rhythms 
sorted on a frequency-based dynamics of the oscillations whose main 
characteristics and functional and cognitive correlate will be deployed in the next 
section. 
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Figure 1. Schematic representation of some types of cortical oscillations. The four bands 
shown in the figure represent from top to bottom: beta (15,30 Hz), alpha (8-12 Hz), theta (4,8 Hz) 
and the slow delta (0.5,4 Hz).Apart from features like oscillation frequency and power, the cortical 
areas where oscillations occur are key factors to understand their role in behavioural or cognitive 
functions (Buzsaki and Draguhn 2004). 
 
Cortical oscillations 
In the cortex and thalamus, cortical oscillations have drawn special attention from 
researchers during the last thirty years. These rhythmic changes in electrical 
activity arise as a result of reciprocal interactions between inhibitory neurons or 
between excitatory and inhibitory neurons (Brunel and Hakim 1999; Brunel 2000; 
Kopell, Ermentrout et al. 2000; Whittington, Traub et al. 2000; Tiesinga, Fellous 
et al. 2001; Kopell, Pervouchine et al. 2007; Tohidi and Nadim 2009). 
Synchronized activity of a large number of neurons is the cause of macroscopic 
oscillations in electrical activity (Buzsaki and Draguhn 2004; Börgers, Epstein et 
al. 2005; Womelsdorf and Fries 2007), which can be measured in the form of 
local field potentials (LFP), as observed for example in EEG recordings (Berger 
1929; Haas 2003; Niedermeyer and Da Silva 2005). 
The number of synchronously firing cells is an important determinant of 
the amplitude (power) of the oscillations. Oscillations are linked to cognition and 
behaviour and seem to be relevant for information processing during learning 
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(Miltner, Braun et al. 1999; Caplan, Madsen et al. 2001) attention (Fries, 
Reynolds et al. 2001; Dehaene and Changeux 2005; Buia and Tiesinga 2006), 
spatial exploration (Kahana, Sekuler et al. 1999; Ekstrom, Kahana et al. 2003), 
memory formation (Axmacher, Mormann et al. 2006; Sederberg, Schulze-
Bonhage et al. 2007), memory consolidation (Hasselmo 1999; Paré, Collins et al. 
2002) and retrieval (Osipova, Takashima et al. 2006), and even for activity during 
sleep states, (Wang, Golomb et al. 1995; Sejnowski and Destexhe 2000), just to 
mention some examples. 
Based on the characteristic frequency (see Figure 1) of the rhythm, the 
oscillations in the cortex can be classified as slow delta (0.5 - 4 Hz), theta (4 - 8 
Hz), alpha (8 - 12 Hz), beta (15 - 30 Hz) and gamma (30 - 100+ Hz). Interestingly 
rhythms in different bands might be associated to a certain behavioural or 
cognitive task in a very defined structure; however the same pattern is present in 
another cortical region or structure might be nested within a slower oscillation and 
be responsible for a completely different dynamics than before. (Chrobak and 
Buzsáki 1998; Caplan, Madsen et al. 2001; Lakatos, Shah et al. 2005; Lakatos, 
Chen et al. 2007; Buzsaki 2009; Headley and Weinberger 2011). 
Cortical oscillations are ubiquitous phenomena. Experimental reports 
mention local and long range synchronization between neurons in a single or 
different structures needed (according to the complexity of the information) to 
convey the message. Some of these mechanisms have been identified and 
characterized for synchronized activity in the prefrontal cortex (van Aerde, 
Heistek et al. 2008), hippocampus (Bibbig, Middleton et al. 2007), visual (Gray 
and Singer 1989) and auditory cortices (Lakatos, Chen et al. 2007), whose 
connections may refer to both, superficial and deep layers and multiple neuronal 
columns. 
Since cortical columns must not necessarily be associated to the same 
structure neuronal circuits are not restricted to synchronize locally but one region 
may be able to set its rhythm onto the cells in another region (van Aerde, Mann et 
al. 2009). Nevertheless the neuronal coding does not only depend on whether cells 
are or not synchronized but on whether the cells physiology and synaptic 
dynamics is strong enough to warranty the reliability of the information (Eytan 
and Marom 2006). While the origins of oscillations are related to particular 
16 
 
features like the excitatory or inhibitory nature of the neurons, the specific 
composition of the membrane i.e. the type of ionic channels present in the 
membrane, or their susceptibility to different kinds of stimuli might also modify 
the fine structure of the firing dynamics, leading for instance to a new 
phenomenon, not mention till now called resonance. In a resonant state the 
activity of the individual membranes is such that sine-wave stimuli are able to 
amplify the fluctuating potential when the membrane is around the resting state, 
and evoke firing response which in a coordinated manner may induced 
synchronization between the cells of a network and oscillatory activity (Bliss and 
Lømo 1973; Bibbig, Traub et al. 2002; Chevaleyre and Castillo 2002; Muresan 
and Savin 2007; Gastrein, Campanac et al. 2011). 
We have mentioned so far that the induction of synchronization and 
cortical oscillations are the result of excitatory and/or inhibitory cells cross 
talking. Neural oscillatory activity can be generated in many ways, whose 
mechanisms range from single pacemakers localized within individual neurons to 
inter-cellular interactions. In the first case, oscillations occur due to intrinsic ionic 
mechanisms of the membrane that induce rhythmic patterns of action potentials 
which propagate to other neurons through synaptic contacts. Furthermore, this 
type of mechanisms can be strongly influenced by other intrinsic properties like 
subthreshold resonance. (Pape 1996; Neuhoff, Neu et al. 2002; Otmakhova and 
Lisman 2004; Muresan and Savin 2007). 
To introduce the concept of resonance, it is necessary to understand how 
the characteristic times at cellular scale are created. In the first place and due to 
capacitive and resistive properties, the membrane exhibits filtering properties; 
thus, it is able to respond only when stimulated with action potential trains of 
frequencies higher than 0.5Hz and lower than 100Hz. The so called “subthreshold 
resonance”, which more precisely should be referred to as band-pass dynamics, 
can produce small jumps around the resting membrane potential and can 
potentially interfere with the rhythm generators of the membrane (Hutcheon, 
Miura et al. 1994; Hutcheon, Miura et al. 1996; Neuhoff, Neu et al. 2002; Brager 
and Johnston 2007; Tohidi and Nadim 2009). 
In the same manner as intrinsic properties of the cells yield resonant 
dynamics, the massive interplay of individual cells firing synchronously generate 
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patterns of oscillations (Whittington, Traub et al. 2000). When a group of cells fed 
by tonic currents and action potentials, interact synaptically with other inhibitory 
and/or excitatory cells, in principle in a feed-forward fashion, they create and 
sustain a volley of rhythmic activity as previously described in models of gamma 
oscillations (Börgers, Epstein et al. 2005), experimentally verified in networks of 
connected inhibitory cells (Traub, Whittington et al. 1999). However the fine 
structure of the rhythm in an oscillatory circuit may also depend on dynamic 
variables such as the connection strengths and the speed of change in the 
concentrations of the ionic species flowing between the internal and external 
environments of the membrane. Significant variations of any of these parameters 
may rapidly modify the resulting firing rate of the cells by shortening or enlarging 
the periodicity of the rhythm and by this means, induce activity-dependent 
strengthening or retraction of synaptic contacts thus maintaining a homeostatic 
balance in the dynamics of the affected cortical circuit (Golowasch, Casey et al. 
1999). 
 
Fluctuations in oscillation power 
As mentioned above, many of the factors leading to rhythmogenesis or its 
alterations are broadly known, as well as the functional roles they might play for 
behaviour and cognition. However, there are a number of issues that still remain 
elusive. One of them is the cause of the fluctuating power of ongoing oscillations. 
These power fluctuations have been observed in-vivo in human EEG/MEG 
recordings, as well as in in-vitro measurements of stable rhythms in cortical slices 
(Linkenkaer-Hansen, Nikouline et al. 2001; Montez, Poil et al. 2009; van Aerde, 
Mann et al. 2009). Although the qualitative profiles of oscillations and oscillation 
fluctuations may look similar in different brain areas, the underlying mechanisms 
might not be the same. For example, the oscillations observed in slices of the 
prefrontal cortex (PFC) differ profoundly from those observed in thalamocortical 
circuits (Contreras, Destexhe et al. 1997; Destexhe, Contreras et al. 1999; 
Sejnowski and Destexhe 2000). Compared to the oscillations in local areas of the 
hippocampus or PFC, the thalamocortical spindle oscillations (7–14 Hz) show a 
number of important differences: (1) spindles are not locally produced but arise 
from the mutual interactions between thalamic reticular (RE) cells in the cortex 
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and thalamocortical (TC) neurons in the thalamus; (2) spindle-related IPSPs in TC 
cells are produced by GABAergic thalamic reticular cells; (3) TC cells fire 
rebound bursts when the IPSPs imposed by RE cells are enough hyperpolarized to 
remove inactivation of the low threshold Ca2+ spike; and (4) TC spike-bursts are 
transferred to cortex and induce rhythmic EPSPs, which are the origin of the EEG 
spindle waves (Contreras, Destexhe et al. 1997). 
Although the hippocampus or PFC might have interactions with thalamic 
circuits in the intact brain, similar oscillations and amplitude (power) fluctuations 
to those observed in the in-vivo situation take place in decorticated slices, where 
the connectivity to other regions has totally been removed (van Aerde, Mann et al. 
2009). The PFC and hippocampus can generate oscillations locally (Mann and 
Paulsen 2005; Colgin, Denninger et al. 2009; Mann and Mody 2009; van Aerde, 
Mann et al. 2009). Also the cause of the amplitude fluctuations might be found 
locally in the PFC or hippocampus. 
The power fluctuations might also be caused by the activation of 
intracellular mechanisms responsible for subthreshold dynamics of the membrane 
potential, such as adaptation currents (Oren, Mann et al. 2006). These currents 
may depend on neurotransmitters like acetylcholine (ACh) in the case of the 
metabotropic nicotinic acetylcholine receptor channel (mAChR) (Verveen and 
Derksen 1965; Toth, Hajnik et al. 2012; Wen, Peng et al. 2013). Alternatively, 
adaptation currents might be generated by ionic fluxes through channels activated 
by membrane depolarization during the recovery phase after the generation of 
action potentials, i.e., voltage-dependent gates that carry multiple ionic species. 
An example forms the so-called after-hyperpolarization currents or h-currents (ih), 
which have been proposed to enhance subthreshold activation of the membrane 
and for that reason have been linked to intrinsic resonance (Pape 1996). These 
currents are usually due to the combined flux of K+ and Na+ ions through the h-
channels, M-currents (Champagnat, Jacquin et al. 1986; Bal, Nagy et al. 1994) 
and persistent sodium currents (Tazerart, Vinay et al. 2008; Harris-Warrick 2010). 
Nevertheless looking at the first, the possible contribution of h-currents to 
amplitude fluctuations remains unclear. Also the potential relationship between 
single cell response by activation of h-channels, and the network dynamics during 
synchrony states (oscillations) is unknown. 
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Figure 2. Cortical oscillations at the hippocampus. (a.) Multi-array system of 64 electrodes on 
top of the hippocampal surface of mice slices. (b) Fourier spectrum of the electrodes placed in 
three different regions of the CA3 stratum radiatum (red), CA3 stratum pyramidale (blue) and CA1 
stratum pyramidale (purple). (c) Comparison of the voltage trace in every region. Adapted from 
(Heistek, Ruiperez‐Alonso et al. 2013). 
 
Theoretical and experimental studies have shown that cells in the CA3 
region of the hippocampus are able to entrain cells of the CA1 region (Bibbig, 
Traub et al. 2002). Neuronal circuits in CA1 and CA3 are able to produce 
oscillations by their own. However, when synaptic feed-forward synapses are 
projected from CA3 to CA1, the CA1 can follow the rhythm of the CA3 (Heistek, 
Ruiperez‐Alonso et al. 2013) (see Figure 2). Similarly, by measuring the 
extracellular mean field potential (MFP) and the individual activity of the 
principal cells in both the prelimbic (PrL) and infralimbic (IL) circuits, Van Aerde 
et al. (van Aerde, Heistek et al. 2008; van Aerde, Mann et al. 2009) have shown 
that pyramidal cells in layer V are capable of exhibiting two different oscillation 
frequencies, whereas those in layer VI only show the slow component recorded 
also in cells from layer V. How the interactions between the different circuits can 
produce these dynamics is, however, not clear. To what extent is this dependent 
on the connectivity within and between the networks? What kind of synaptic 
projections are necessary? Or how strong should certain projections be? All of 
these questions are still unresolved and will be addressed and systematically 
studied in this thesis. 
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Why are oscillations relevant? 
Oscillations are present in a multiplicity of biological systems and involve 
time scales that range from less than milliseconds to hours and even days (Paulsen 
and Sejnowski 2006). However, despite the broad involvement of oscillations in 
processes such as breathing, locomotion and even cognition, the existence of 
different models and physiological descriptions has not been enough to fully 
understand the mechanisms that explain their action in each of these systems. 
Some theoretical works grant oscillatory dynamics with at least three not mutually 
exclusive roles: In the first place oscillations contribute to representation of 
information, another perspective is that oscillations rather than representing 
information as such, regulate the flow of information in neural circuits. Finally a 
third role is that oscillations assist in the storage and retrieval of information in 
neural circuits (Paulsen and Sejnowski 2006; Sejnowski and Paulsen 2006). One 
particular approach links cortical oscillations with time- dependent synaptic 
plasticity (Sejnowski 1976; Sejnowski and Destexhe 2000; Sejnowski and Paulsen 
2006) which in agreement with Hebb’s rule (Hebb 1949), reinforces the idea that 
any two connected cells or systems of connected cells that are repeatedly active at 
the same time will tend to form or strengthen their mutual connectivity. This 
implies that the information in neuronal assemblies is contained not only in the 
individual firing rate of the cells but also in the patterns of synaptic connectivity 
and in the synchronization properties of a certain circuit. 
As a result of Hebbian dynamics, oscillations might influence synaptic 
strengths when, due to repetitive and periodic activation of a cells assembly, more 
neurotransmitters might be released, more channels might be expressed or even 
the sensitivity of single channels might be enhanced. Consequently, in connected 
neurons or networks, the activity of single cells and populations of cells both at 
the short and long term will undergo alterations as compared to a disconnected 
case. The firing rate and firing pattern of cells can change, e.g., bursting or even 
halting cells from firing, as has been reported in one study about gamma activity 
in the primary auditory cortex (Headley and Weinberger 2011), and generalized 
by Buzsaki et al. (Buzsaki and Draguhn 2004). 
Theta activity is characterized by frequencies in the range of 4-8Hz, and 
seems to be related to alertness or arousal states (Kemp and Kaada 1975). Huerta 
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and Lisman showed a specific example of this Hebbian relationship (Huerta and 
Lisman 1995). If during theta oscillations of the external local field potential 
(LFP) a brief train of spikes is delivered with a certain phase relative to the peak, 
this might result in long-term potentiation (LTP), whereas when the spikes are 
delivered at a different phase, the same stimulus weakens the synaptic 
connections. 
Cortical representations: Some researchers claim that cortical 
representations (the meaningful information they represent) might be established 
by synchronized neuronal firing (Engel, König et al. 1992; Singer 1993; Fries, 
Reynolds et al. 2001). The temporal code herein (the information content 
conveyed in the rhythm) then might sustain multiple representations by enabling 
the formation and coexistence of neuronal assemblies (cortical circuits with 
specific connectivity), each corresponding to a certain representation with no 
temporal relationship to each other (von der Malsburg 1986). 
Temporal binding: Other researchers claim that, even though oscillations 
might not have any direct representational function, they might be responsible for 
the temporal binding of representations i.e. create links between meaningful 
pieces of information, for instance connecting different features of a single object 
(e.g., colour, shape, size) (Engel, König et al. 1992). This plethora of studies 
suggest that a necessary requirement in the comprehension of the brain’s 
functioning, is a clear understanding of what the role of oscillations is not in an 
isolated or generalized manner but in the frame of each problem, concerning how 
information is processed in every region and whether oscillations are responsible 
for encoding, storing and retrieving it or for setting the processing context as such. 
 
Computation and neurosciences 
The development of quantitative models of electrical conduction in excitable 
membranes (Destexhe, Mainen et al. 1994; Kandel, Schwartz et al. 2000; Hille 
2001) and the rapid growth of the power of computers during the twentieth 
century, gave a strong impulse to the genesis of theoretical approaches to 
neurophysiological problems as a complement to the experimental techniques. As 
a result, the number of studies that combines quantitative and computational 
models together with experiments has had an exponential growth. (Koch 1984; 
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Cooper and Scofield 1988; Destexhe, Contreras et al. 1994; Destexhe, Mainen et 
al. 1994; Van Ooyen, Van Pelt et al. 1995; Hines and Carnevale 1997; Destexhe, 
Mainen et al. 1998; Paulsen and Moser 1998; Kopell, Ermentrout et al. 2000; 
Dayan and Abbott 2001; Tiesinga, Fellous et al. 2001; Van Pelt, Van Ooyen et al. 
2001; Kopell and Ermentrout 2002; van Ooyen, Duijnhouwer et al. 2002; Brette, 
Rudolph et al. 2007; van Elburg and van Ooyen 2010; van Ooyen 2011). 
Research on cortical oscillations has not escaped this trend. For instance, 
Whittington et al. (Whittington, Traub et al. 2000) have developed mathematical 
models to propose mechanisms for gamma and beta rhythms based on the 
specificity of synaptic interactions. During the last thirty years, extensive 
experimental and theoretical approaches have complemented each other. This 
way, while sophisticated experimental setups have sped up the discovery and 
identification of new morphological properties of neurons and networks, modern 
numerical and computational methods have become versatile and powerful tools 
for neuroscientists to analyse experimental findings and to explain them using 
model-based approaches (Sejnowski 1976; Brunel 2000; Bazhenov, Timofeev et 
al. 2002; Börgers, Epstein et al. 2005; Börgers and Kopell 2005). 
Models can be classified in two major groups depending on the level of 
description used to characterize the physiology and morphology of cells and 
networks: (Hines and Carnevale 1997; Dayan and Abbott 2001; Brette, Rudolph 
et al. 2007) Detailed and reduced. The first type uses analytical expressions that 
include as much information as possible to simulate the different structural 
compartments and electrical properties of the neurons, as well as the gating 
dynamics of individual channels, compartment by compartment if required. 
Similar detail is involved in the integration of signals in order to compute synaptic 
currents. 
Concerning the network configuration, these models try to reproduce 
characteristics like the number of cells in a single column, or the type and density 
of connections, in order to study their impact on rhythmogenesis. The relevance of 
this approach can be observed in one of the most ambitious projects presently 
running in neuroscience: the “Blue Brain Project”. Its goal consists of creating a 
synthetic brain by reverse-engineering the mammalian brain down to the 
molecular level (Markram 2006). More specific examples of this approach applied 
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to the study of activity in structures like the hippocampus are the works of Traub 
et al (Traub, Miles et al. 1992; Traub, Whittington et al. 1996; Traub, Bibbig et al. 
2005). 
Reduced models, in contrast, are intended to catch basic properties of the 
neurons and cells necessary to reproduce specific phenomena of interest, allowing 
thorough exploration of the sensitivity of different model parameters to the 
dynamics under investigation. Such extensive sensitivity studies may be difficult, 
or even impossible, in experimental setups. Concerning oscillations, these 
approaches involve mean field models, able to deal with average values of the 
dynamical variables, instead of looking at the activation of individual cells. And 
instead of detailed compartmentalized models of the cells, they usually deal with 
integrate and fire neurons, in which a single variable represents the whole 
electrical activation of the cell. Mean field models (Rauch, La Camera et al. 
2003), as well as (Rauch, La Camera et al. 2003) conductance-based models in 
which the current and voltage are integrated using formalism such as that of 
Hodgkin and Huxley (Hodgkin and Huxley 1952; Hodgkin and Huxley 1952), but 
disregard excessive specificity of the morphologies and biophysical dynamics of 
the membrane, have given valuable predictions about neuronal interactions 
(Cooper and Scofield 1988; Destexhe, Mainen et al. 1994; Destexhe 1997; 
Destexhe, Mainen et al. 1998; Brunel and Hakim 1999; Destexhe and Pare 1999; 
Brunel 2000; Geisler, Brunel et al. 2005; Bibbig, Middleton et al. 2007). 
In addition, Fourier decomposition, auto and cross correlation, wavelet and 
Gilbert transforms are among the most used mathematical tools for extracting and 
analysing the information content of the signals obtained through advanced 
electrophysiological measurements such as electroencephalography (EEG), 
magnetoencephalography (MEG), and most recently by means of imaging 
techniques such as functional magnetic resonance (fMRI), positron emission 
tomography (PET). The manner in which the results obtained using these 
techniques are analysed interestingly can be applied to those obtained from 
modelling work, and in order to perform quantitatively precise comparisons, as 
long as possible, it is a good practice to quantify modelling dynamics and make 
predictions on experimental studies by reproducing analysis as close as possible to 
the real case. In consequence a deep knowledge of the experimental techniques 
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and analysis tools is essential to validate a method and produce unbiased results in 
both modelling and experimental studies. 
 
Modelling network interactions: Mechanisms of 
oscillations 
 In order to understand how neurons interact with each other to produce 
synchrony, we will introduce two basic mechanisms broadly accepted to explain 
the dynamics observed in structures like the hippocampus (Tiesinga, Fellous et al. 
2001; Tiesinga and Sejnowski 2009) or prefrontal cortex (Whittington, Traub et 
al. 2000; van Aerde, Mann et al. 2009). Two mechanisms have been proposed to 
explain the generation of synchrony in cortical circuits; each considering either 
mutual synaptic inhibition between inhibitory cells in a feedback design (ING 
rhythm); or reciprocal interaction between excitatory and inhibitory cells (PING 
rhythm) also in a feedback design. 
As shown in computational models (Brunel 2000; Jensen, Goel et al. 2005; 
Bibbig, Middleton et al. 2007), the interaction between either only inhibitory cells 
or between inhibitory and excitatory cells may synchronize cells and produce 
oscillations. These two different ways of generating oscillations are called 
Interneuron Gamma (ING) and Pyramidal Interneuron Gamma (PING), 
respectively (Whittington, Traub et al. 2000; Börgers, Epstein et al. 2005; 
Tiesinga and Sejnowski 2009). Even though these “reduced” models (Figure 2) do 
not take into account the full complexity of the morphology of the cells or their 
connectivity structure in the intact brain, they suffice to capture the essence of 
rhythmogenesis in cortical circuits. 
Since the dynamics of oscillations has its main foundation on the 
interaction between multiple pairs of neurons, most of the proposed models opt 
for an intermediate approach in which cells are not so complex that unreasonable 
computational times are required to simulate their dynamics, but also not so trivial 
that their internal and complex machinery becomes insignificant. These models 
consist, for example, of spikes generators representing the cells on the basis of 
fundamental electrical ionic activity across the membrane. They have gained 
special attention due to their versatility in reproducing experimental observations 
and are examples of minimal but not simplistic representations of the cells, so 
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called integrate-and-fire models (Brunel and Hakim 1999). Given the wide 
applicability of these models, many predictions about the dynamics of the cells 
have been verified. 
Another approach studies activity from a more mechanistic perspective. 
This kind of models belongs to the so-called conductance-based types. Their 
particularity consists in individually integrating the differential equations that 
represent the opening and closing dynamics of the ionic gates, computing for each 
case the current and finally summing up the resulting effect, to calculate the total 
amount of depolarization or hyperpolarization experienced by the membrane 
(Destexhe 1997). Depending on the characteristics of the problem, one of the two 
types of models is the most suitable to study cellular and network dynamics. 
Robust simulators in the field of computational neurosciences such as Nest 
(Dupuy, Schwartz et al. 1990), Genesis (Bower, Beeman et al. 2002) or Neuron 
(Hines and Carnevale 1997) have been developed in order to simplify and make 
these models more intuitive and user-friendly. In fact, the use of these tools and 
other models coded in computer languages such as C, java or python have opened 
the way, in the case of oscillations, to propose mechanisms like ING and PING 
(Börgers, Epstein et al. 2005; Börgers and Kopell 2005), which are not limited to 
gamma frequencies but can be easily generalized to other bands like beta and even 
alpha. 
Given the nature of the network to be investigated in this thesis, we will 
use the PING principles to create the structure of the connectivity; first to identify 
the mechanism responsible for power fluctuation and then, to study the emerging 
patterns of feed-forward entrainment of the rhythm of a network into that of 
another; such that their frequencies are different and non-harmonic of each other. 
For a better understanding of the dynamics of each of these patterns we 
will focus the next section on describing the main features of both mechanisms of 
synchrony. 
 
Interneuron-Gamma oscillations (ING) 
As we previously introduced, gamma activity corresponds to oscillations 
with frequencies between 30 and 80Hz or higher. They are related to cognitive. 
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Figure 3.. Example of locally generated PING and ING activity in cortical structures. (a) 
(Left) Scheme of the laminar structure of the feedforward pathway in V1. The feedforward (FF, 
bottom-up) pathway projects to the E and I cells in layer 4 (L4), which in turn sends an excitatory 
projection to L2/3 cells. The L2/3 cells also receive feedback (FB, top-down) inputs from other 
cortical areas (such as V2). (a) (Right) In both layers, there are reciprocally connected networks of 
E and I cells (PING) and only mutually connected I cells (ING). E cells are drawn in red and I 
cells in blue. (b) The synchrony mechanisms are as follow. For ING, the I cells are sufficiently 
excited to spike in the absence of excitatory network activity. Synchrony arises because E cells 
ready to spike shortly after the first volley will be stopped by the resulting inhibition, whereas the I 
cells synchronize the E cells. For PING rhythms, a synchronous excitatory volley is necessary to 
elicit a synchronous volley from the I cells. The light-brown lines with the stop sign indicate the 
period during which the network is inactive due to the high value of the inhibitory conductance. 
Adapted from Tiesinga et al. (Tiesinga and Sejnowski 2009). 
 
processes like exploration learning and working memory (Chrobak and Buzsáki 
1998; Buzsaki and Draguhn 2004; Axmacher, Mormann et al. 2006; van Aerde, 
Mann et al. 2009)The Interneuron Gamma activity (ING) emerges from the 
mutual interactions between inhibitory (I) interneurons. Thus, once the I cells 
become active through tonic stimulation, they can set, depending on the 
connectivity strength between the inhibitory neurons, regular volleys of inhibition 
onto each other, and induce synchronous and periodic activation of the network 
(Whittington, Traub et al. 2000). In the ING scheme, excitatory (E) cells, if 
present, just follow the rhythm generated by the inhibitory population. A 
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contrasting situation occurs when the pyramidal (excitatory) cells are part of the 
generating mechanism of synchrony, as in the Pyramidal Interneuron Gamma 
(PING) scheme. 
In an ING scheme (figure 3. top), the frequency of the resulting 
oscillations depends crucially on the magnitude of tonic excitation received by the 
interneurons and the kinetics and magnitude of the inhibitory postsynaptic events 
(Ainsworth, Lee et al. 2011)). In these rhythms, the period of the oscillations is 
determined by the recovery of the I cells, which to a large extent depends on the 
decay time of the inhibitory synaptic conductance. Synaptic heterogeneity and 
synaptic noise have been shown to reduce the synchrony of firing in ING 
networks (Tiesinga, Fellous et al. 2001; Börgers, Epstein et al. 2005). The ING 
model accurately reflects the activity observed in the CA1 region of the 
hippocampus, with respect to oscillation frequencies in the gamma range. 
 
Pyramidal-Interneuron Gamma oscillations (PING) 
The second way of generating oscillations and synchrony in networks of E and I 
cells is the PING mechanism. In this scheme and as shown in figure 3 (bottom), 
the excitatory cells also play a key role, being responsible for driving and 
synchronizing the inhibitory population, whereas inhibitory cells gate and 
synchronize the excitatory cells. This mechanism is richer in dynamics but 
potentially also more unstable. 
In the case of weak PING oscillations (Börgers, Epstein et al. 2005), in 
which E cells not necessarily participate at every oscillatory cycle, because of 
synaptic asynchronous inhibition, the rhythm emerges when synaptic inhibition 
produced by the firing of I population abruptly halts spiking of the E-cells. As the 
inhibition decays, the most depolarized of the stochastically driven E-cells begin 
to reach threshold and spike again. The resulting volley of E-cell spikes quickly 
triggers a new I-cell population spike, which again halts E-cell spiking, initiating 
the next cycle. The weak PING oscillations seem to be more stable than the strong 
PING oscillations, in which E cells participate in every oscillation cycle. As 
formerly mentioned this mechanism will be implemented in our simulations to 
generate the basic patterns of synchrony. 
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Aim of this thesis 
In the present work we aim to understand three phenomena: i. Power 
fluctuation of ongoing oscillations (HAE/LAE), ii. the effects of single cell’s Ih 
properties on the HAE/LAE dynamics patterns and finally, iii. the leading 
conditions of a cortical circuit required to entrain its activity into that of another 
by solely projecting feed-forward synaptic inputs. 
 During control conditions cortical rhythms usually show activity with at 
least a frequency with strong but fluctuating power. Although these power 
fluctuations have been studied and explained for structures like the thalamus, this 
activity seems to be more general and to occur in local circuits of structures like 
the hippocampus, prefrontal (van Aerde, Mann et al. 2009) or entorhinal cortex 
(Schreiber, Erchova et al. 2004). 
How fluctuations in the oscillatory power occur and how they are 
generated is not fully understood. When neurons are able to encode information 
via these fluctuations, a good understanding of the mechanisms by which they 
arise may shed more light on the encoding process itself. Can power fluctuations 
be generated by synaptic interactions? And if so, are there specific mechanisms 
responsible for the phenomenon such as those earlier introduced for subthreshold 
resonance contributing to power fluctuations? 
It is well known that during cortical oscillations different regions of the 
brain get active (as an example see Figure 4). Furthermore, although different 
brain regions can generate oscillations in isolation, for example regions CA3 and 
CA1 of the hippocampus (Bibbig, Traub et al. 2002), in order to send and receive 
information one manner developed and used by the cortex consist in encoding it in 
the form of rhythmic firing patterns (oscillations) produced in the different areas. 
Such that the oscillations generated in both areas need to be tuned to each other. 
This may explain the coordination of activity between and within areas and how 
neurons collect information not only in their firing rate. We asked ourselves for 
the conditions that lead two interacting networks to modulate each other’s 
oscillations, depending on the connectivity schemes between two oscillatory 
networks. 
Thus, the main focus of this thesis already mentioned above covers three 
main  issues grouped in two  domains: one  related to  the  mechanisms underlying  
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Figure 4:. In-vivo example of correlated oscillation in the cortex (Left) seed region. (right) 
correlated areas. The figure shows human MRI measured at rest, and emphasizes the coordinated 
activation of different cortical regions even though the activity emerges within the left side of the 
motor cortex (Modified from Buckner R L PNAS 2010;107:10769-10770) 
 
the generation of fluctuations in the amplitude of oscillation (power fluctuations), 
and the effect of intrinsic membrane properties (resonance) on power fluctuations; 
and a second one related to the impact of inter-network connectivity on the 
transmission of synchronous activity across different regions in the cortex. 
In Chapter two we addressed the question of what the generating 
mechanisms are that could explain the modulation of oscillation amplitude in a 
network of excitatory and inhibitory cells. In this approach, we regard the synaptic 
interaction of the cells through excitatory AMPA receptors and inhibitory 
GABAA receptors and used connectivity schemes and parameters reported by 
previous studies in the literature. We designed and implemented a computational 
model of a neuronal network consisting of excitatory (E) and inhibitory (I) cells 
with mutual synaptic connectivity. The cells in the network also receive external 
input (e.g., from areas external to the network) in the form of trains of action 
potentials, as well as tonic currents representing cholinergic inputs. In this model, 
we investigate whether and how external input can modulate the synchrony of cell 
firing and thus oscillation amplitude. Our computational findings are evaluated 
with experimental data from PFC and rat hippocampus slices. 
Concerning the interdependence between membrane properties and 
network dynamics, in chapter three we address the question whether mechanisms 
responsible for subthreshold resonance of the membrane may be relevant in 
setting or modifying the oscillatory dynamics of neuronal networks, and if so, 
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what the underlying mechanisms are and whether they influence multiple 
frequency bands or are restricted to one specific set of frequencies. In particular, 
we asked ourselves whether h-channels involved in sub-threshold oscillations, 
might affect the amplitude fluctuations. Does their presence enhance or suppress 
the amplitude of the oscillations? Does the sub-threshold resonance increase or 
decrease the stability of the network firing during oscillations? At the single cell 
level, we find that the h-current (Ih) increases the membrane depolarization and 
enhances the subthreshold response to input currents with frequencies in the 
resonance domain. At the network level, we find that introducing h-currents 
indeed affects the oscillation frequency and the duration of high-amplitude 
episodes. 
In Chapter four, we addressed the question whether and how oscillatory 
activity in interconnected networks can influence each other. We replaced the 
input that represents external spikes in chapter two by a second network that is 
able to interact with the first, using multiple schemes of connectivity. We assess 
the whole spectrum of connectivity from the E and I populations in the source 
network onto the E and I populations in the target network and investigate for 
which connectivities the source network succeeds in imposing its rhythm onto the 
target network. Each network was able to generate oscillatory dynamics on its 
own, but with different frequencies. Taking the fast network as the source 
network, we investigate how the fast network can influence the oscillations in the 
slow network. Likewise, taking the slow network as the source network, we study 
what the impact of the slow network is on the oscillations in the fast network. In 
both cases, we systematically study how the effect of one network on the other 
depends on the strength and type of the connections between them.  
In addition, providing a link between the chapters two and three with a 
broader oscillatory dynamics depicted in chapter four, we addressed the question 
of under what conditions the activity in one network can interfere with the 
oscillations in the other network such that the oscillation fluctuates in amplitude 
producing intervals of high power followed by others with reduced power as 
described in Avella Gonzalez et al (Avella Gonzalez, van Aerde et al. 2012). 
Finally, in the General Discussion of the thesis, we outline and discuss the main 
findings of our study, and suggest possible directions for future research.  
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Chapter 3 
The impact of Ih on the 
synchronization of cortical oscillatory 
circuits 
 
O.J. Avella Gonzalez1, H. Mansvelder1, J. van Pelt1 and A. van Ooyen1. 
1Department of Integrative Neurophysiology, VU University Amsterdam, the 
Netherlands. 
 
Abstract 
Cortical electrical oscillations critically depend on connectivity and synaptic 
strength between neurons, but intrinsic dynamics of cellular membrane potentials 
may also contribute. The amplitude of subthreshold fluctuating potential dynamics 
can depend on frequency, which also determines the neuron’s resonance 
properties. One of the voltage-dependent ionic currents responsible for resonance 
behaviour of membrane potential responses is the hyperpolarization-activated 
current, Ih. How h-currents modify firing activity during network oscillations is 
still poorly understood. We addressed this question using a computational model 
of oscillating networks with excitatory and inhibitory neurons, driven by constant 
depolarizing currents and innervated by external action potentials. We show that 
when Ih is present in excitatory cells, the resulting shortening of the 
hyperpolarized states by Ih activation accelerates depolarisations to firing 
threshold, increases the firing probability of the cell, and disrupts the synchrony-
timing between pairs of neurons while leading to loss of rhythmicity in the 
activity of the network. We find that expression of Ih in excitatory neurons alters 
the regularity and fluctuations of oscillation amplitude and duration. Thus, effects 
of Ih are not restricted to subthreshold membrane potential dynamics, but 
significantly determine synchronous activity in neuronal networks. 
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Introduction 
Oscillations in electrical activity of neuronal networks are ubiquitous in 
the brain and have been associated with cognition and behaviour. Various studies 
have shown different mechanisms underlying generation of oscillations depending 
on brain area, frequency and function (Kopell, Ermentrout et al. 2000; Bibbig, 
Traub et al. 2002; Csicsvari, Jamieson et al. 2003; Buzsaki and Draguhn 2004; 
Bazhenov, Rulkov et al. 2005; Bibbig, Middleton et al. 2007; Kopell, Pervouchine 
et al. 2007). For all oscillation types, intrinsic excitability properties of neuronal 
membranes determine the firing of cells during oscillations. Voltage-gated ion 
channels provide neuronal membranes with non-linear properties, not only to 
generate action potentials, but also to provide the cells with so-called resonant 
properties. As a result, neurons respond to stimuli stronger within a certain 
frequency range, in which the depolarization of cells becomes sufficiently large to 
elicit action potentials, while outside that range only subthreshold responses are 
elicited (Hutcheon, Miura et al. 1994; Hutcheon, Miura et al. 1996). This 
resonance behaviour can emerge from the presence of ion currents such as Ih, slow 
K+s currents and persistent Na+p currents (Richardson, Brunel et al. 2003; 
Narayanan and Johnston 2008; Gastrein, Campanac et al. 2011). It is poorly 
understood how resonant properties of neurons affect synchronous action potential 
firing during oscillations. Here, we addressed this question and studied how h-
currents affect network oscillations. 
H-currents (Ih) flow through hyperpolarization-activated cyclic-nucleotide-
gated channels (HCN) or simply h-channels that are permeable to Na+ and K+ and 
are present in axons and dendrites of neurons (Gauss, Seifert et al. 1998). They 
appear in a variety of subunit compositions, resulting in a range of kinetic 
properties. The h-channels belong to the hyperpolarization-activated cation 
channels family and, when activated, cause the neuron to depolarize. Ih currents 
activate and deactivate but do not show inactivation: current amplitudes are 
sustained both during hyperpolarizations and following long depolarizing steps 
(Pape 1996). Ih can provide cell membranes with high-pass filtering properties, 
and thereby introduce resonant properties in the subthreshold domain (Hutcheon, 
Miura et al. 1994; Hutcheon, Miura et al. 1996). 
In a recent computational study (Avella Gonzalez, van Aerde et al. 2012), 
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mechanisms were explored that resulted in fluctuations in the power (or 
amplitude) of stable oscillations. Specific mechanisms and physiological 
conditions were identified for amplitude modulations in these oscillations. The 
question whether h-channels may also impact on amplitude modulations requires 
understanding of how the Ih depolarizing effect in single cells interferes with their 
voltage fluctuations by the network wide oscillations. Our research includes the 
following steps: (i) Study of the responses of a single cell in the absence and 
presence of Ih to an oscillating depolarizing input with a regular temporal sweep 
of frequencies between 0.05 and 10 Hz; (ii) Study of the responses of a single cell 
in the absence and presence of Ih to an input of both regular excitatory trains of 
APs and regular or irregular inhibitory APs; and (iii) Study of the dynamics of a 
network (as used in (Avella Gonzalez, van Aerde et al. 2012)) in the absence and 
presence of Ih, and with emphasis on the alternation of high and low-amplitude 
(HAE/LAE) transitions. Our results show that Ih currents not only affect single 
cell membrane potential properties, but also network oscillations. 
 
Methods 
In our previous work (Avella Gonzalez, van Aerde et al. 2012), we demonstrated 
that a network of excitatory and inhibitory cells generates amplitude fluctuations 
in oscillatory electrical activity, with high-amplitude episodes (HAEs) alternating 
irregularly with low-amplitude oscillations episodes (LAEs), as a result of 
external action potential input onto inhibitory cells. In this study, we investigated 
how h-channels modulate this HAE/LAE dynamics. Understanding the possible 
effect of h-channels on network dynamics requires insight into the impact of h-
channels on single cell activity, so we examined, in addition to a network of cells, 
two different scenarios with a single cell in isolation. In single cell scenario I, the 
cell was stimulated by an oscillating depolarizing current. This allowed us to 
determine the cell’s resonant frequency and its dynamics in voltage-current space 
in the presence and absence of h-channels. In single cell scenario II, the cell was 
stimulated by excitatory and inhibitory synaptic inputs from trains of action 
potentials. Thus, in this scenario, as compared to the previous scenario, the 
fluctuating input was provided in a more physiological way, as it would be in a 
network of cells, by action potentials delivered at a given frequency.  
34 
 
The cells and the network were implemented in the simulation 
environment NEURON (Hines and Carnevale 1997), and the results of the 
simulations were analyzed in MATLAB. We first describe the cells and the 
network and then the two single cell scenarios.  
  
Cells 
Both excitatory and inhibitory cells were defined as one-compartment, 
conductance-based models, with a length and diameter of 20 µm. The membrane 
contained the Na+ and K+ channels responsible for action potential generation, as 
well as leakage channels. The leakage channels were modeled as a simple 
resistive component, whereas the Na+ and K+ channels followed the Hodgkin-
Huxley formalism (Hodgkin and Huxley 1952; Hodgkin and Huxley 1952). Since 
h-channels have mostly been reported in excitatory cells (Aponte, Lien et al. 
2006; Bartos, Vida et al. 2007), h-channels were inserted only into excitatory 
cells. The change in membrane potential V (in mV) was given by 
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where t is time in ms; 610−=C F/cm2 is the membrane capacitance; 
800K =g pS/µm2 and 100K −=E mV
 
are the maximal conductance and reversal 
potential of the K+ channels; =gNa 1000 pS/µm2 and 50Na =E mV are the 
maximal conductance and reversal potential of the Na+ channels; 1L =g  pS/µm2
 
and 67L −=E mV are the conductance and reversal potential of the leakage 
channels; and 25.1h =g  pS/µm2
 
and 30h −=E mV are the maximal conductance 
and reversal potential of the h-channels. Each cell could receive synaptic input 
from other cells in the network, with AMPAg  and AMPAE  the synaptic conductance 
and reversal potential of the excitatory AMPA channels; and GABAg  and GABAE  
the synaptic conductance and reversal potential of the inhibitory GABAA channels 
(for parameter values, see Network). In addition, each cell could receive two kinds 
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of external input: a constant depolarizing current CDCI and a train of external 
action potentials impinging onto an excitatory synapse, with synaptic conductance 
APg  and reversal potential APE  (for parameter values, see External drive). 
Parameter values were based on (Wang, Tegner et al. 2004; Jensen, Goel et al. 
2005). Parameter values of the h-channels were obtained from (Magee and 
Carruth 1999). In all simulation scenarios, the cells were initialized with a 
membrane potential of -70 mV. The dynamics of the gating variables n, m and h 
(collectively denoted by z) of the Na+ and K+ channels were given by 
 
zVzV
dt
dz
zz )()1)(( βα −−=
      (2) 
 
where )(Vzα and )(Vzβ  are the voltage-dependent opening and closing rate 
constants. For the n, m and h variables (note that h denotes a gating variable here, 
not an h-channel), these functions were (Wang, Tegner et al. 2004; Jensen, Goel et 
al. 2005): 
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The dynamics of the gating variable l of the h-channels was given by ((Magee 
1998), (Migliore, Messineo et al. 2004)): 
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Thus, )(Vlτ has a bell-shaped form with a maximal value at V = -75 mV. The 
function )(Vl
∞
 has a sigmoidal shape with a half-maximum at V = -81 mV.  
 
Network 
The network consisted of 80 excitatory (E) cells and 20 inhibitory (I) cells, 
reflecting the ratio of excitatory to inhibitory cell numbers found in most cortical 
areas (Markram, Toledo-Rodriguez et al. 2004). The network was large enough to 
capture the network dynamics, yet small enough to be able to run many 
simulations of 40 s duration for different input conditions and ion-channel 
compositions (i.e., with and without h-channels). 
The network was built by giving each cell a probability to connect to any other 
cell. As in (Avella Gonzalez, van Aerde et al. 2012), E cells connected to I and E 
cells with probabilities 65.0EI =P  and 3.0EE =P , respectively; whereas I cells 
connected to E and I cells with probabilities 6.0IE =P  and 55.0II =P , 
respectively. A connection consisted of a single synapse with a synaptic 
conductance as described below.  
With these values, the network generated oscillations by a PING (Pyramidal 
Interneuron Network Gamma) mechanism (Whittington, Traub et al. 2000). In this 
mechanism, underlying most beta and gamma oscillations in the brain, the E cells 
(pyramidal cells) activate the I cells (interneurons), which in turn suppress the E 
cells. The PING mechanism depends on strong connectivity from E to I cells, 
strong connectivity from I to E cells, and, to promote synchronous firing, 
connectivity from I to I cells (Whittington, Traub et al. 2000).  
In the network, the E cells projected excitatory AMPA synapses onto E or 
I cells, and I cells made inhibitory GABAA synapses onto E or I cells. For both 
excitatory and inhibitory synapses, the time course of the synaptic conductance 
was given by a mono-exponential function. The synaptic delay for both types of 
synapses was 1ms (Bazhenov, Rulkov et al. 2008). The AMPA synapses had a 
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conductance 1EIEE, =g
 
pS/µm2, reversal potential AMPAE = 0 mV and decay time 
constant 2E =τ ms (Börgers, Epstein et al. 2005; Geisler, Brunel et al. 2005; 
Bibbig, Middleton et al. 2007). The AGABA  synapses had conductances 10II =g
 
pS/µm2
 
and 32IE =g  pS/µm2, reversal potential GABAE = -80 mV, and decay time 
constant 10I =τ ms (Jensen, Goel et al. 2005). These parameters values were as in 
(Jensen, Goel et al. 2005; Bibbig, Middleton et al. 2007) and resulted in rhythmic 
network activity with a frequency of about 18 Hz, within the frequency range 
reported for prefrontal cortex and CA1/CA3 hippocampal areas (Bibbig, 
Middleton et al. 2007; van Aerde, Heistek et al. 2008; van Aerde, Mann et al. 
2009). 
 
External drive 
As in (Börgers, Epstein et al. 2005), each cell could receive two kinds of external 
input (see eqn. 1): (i) a constant depolarizing current CDCI , representing 
cholinergic input required to induce the oscillations generated by the synaptic 
interactions between excitatory and inhibitory cells (Tiesinga, Fellous et al. 2001; 
Widmer, Ferrigan et al. 2006); and (ii) a train of external action potentials , 
representing background input from outside the network (Whittington, Traub et al. 
1997; Börgers, Epstein et al. 2005). As shown in our previous work (Avella 
Gonzalez, van Aerde et al. 2012), the minimal condition for producing HAE-LAE 
alternations is excitatory input from external trains of action potentials (APs) to I 
cells and a constant depolarizing current (CDC) to both E and I cells. This input 
protocol was also used for the network studied here. 
For each E and I cell, the amplitude of the current was randomly chosen 
from a uniform distribution, but fixed for the duration of a simulation. Because 
oscillation power may change nonlinearly with CDC strength (Kopell, Ermentrout 
et al. 2000; Tiesinga, Fellous et al. 2001; Börgers, Epstein et al. 2005; Avella 
Gonzalez, van Aerde et al. 2012), we considered both a low and a high CDC input 
condition. In the low CDC condition, the amplitude was in the range of [6.0-8.9] 
pA for E cells and [3.0-4.0] pA for I cells. In the high CDC condition, the 
amplitude was in the range of [10.1-11.3] pA for E cells and [3.8-6.3] pA for I 
cells. These values were based on (Johansson, Friedman et al. 1992; Börgers, 
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Epstein et al. 2005).  
Each I cell received a train of external APs impinging onto an excitatory 
synapse with conductance AP,g = 2.6 pS/µm2, reversal potential APE = 0 mV and 
decay time constant 2AP =τ ms. The train of external action potential was 
characterized by its randomness and mean firing rate. The randomness (rand) was 
denoted as a fixed number in the interval [0, 1], with 0 indicating no randomness 
and 1 indicating full randomness of the Poisson-distributed spike train. The mean 
firing frequency was equal to 1/isi, where isi is the mean interspike interval. The 
firing time of the first external spike was set at ontt = ; the firing times of all 
subsequent spikes were computed using 
 
())1(1 errandisirandisirandtt nn ××+×−+=+  
  
where ()errand  is a random number drawn from an exponential distribution in 
the interval [0,1]. Unless stated otherwise, the first spike was generated at 80on =t  
ms. All cells received external trains of APs independently from each other.  
 
Single cell scenario I 
In this scenario, we studied the dynamics of a single cell in isolation. The cell had 
no synaptic input from other cells (AMPA and GABA input) and no AP input. To 
verify whether the model cell with h-channels exhibited resonance properties, we 
replaced the constant CDCI  by a ZAP current (i.e., a sine wave current whose 
frequency increases linearly with time) and determined the cell’s transfer 
impedance for a broad range of frequencies, using (as in (Hutcheon, Miura et al. 
1996)) the impedance tool from NEURON available at 
www.neuron.yale.edu/ftp/ted/neuron/izap.zip. The impedance is the complex ratio 
of the voltage to the current in an alternating current circuit; impedance thus 
extends the concept of resistance to situations with alternating currents. The ZAP 
current fluctuated in a sinusoidal way between 0.8 and 1.2 pA and was applied 
100 ms after the start of the simulation; the whole simulation lasted 600 ms. The  
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Figure 1: A ZAP current application produces a band of maximum activation in the 
frequency response curve (frc) between 4 and 10 Hz due to h-channels activation. The transfer 
impedance of a single cell’s membrane was computed after stimulating the cell with a ZAP current 
whose frequencies varied linearly with time in the interval fZAP=[0.1-320] Hz. In the control 
condition (blue) the frc showed the typical low-pass filtering by passive properties of the 
membrane. By inserting h-channels i.e. with-Ih condition (red) the frc additionally exhibited clear 
band-passing properties with a peak at about 6.3 Hz and a window of about [4-10] Hz 
 
frequency of the ZAP current varied over time from 0.1 to 320 Hz.  
In addition to determining impedance, we looked at the cell’s dynamics in 
voltage-current space. For this, a sine wave current with a fixed frequency, again 
fluctuating between 0.8 and 1.2 pA, was applied for 600 ms. In general, it is 
expected that a cell will depolarize more strongly if its transfer impedance is 
higher (Hutcheon, Miura et al. 1994; Hutcheon, Miura et al. 1996; Richardson, 
Brunel et al. 2003; Biel, Wahl-Schott et al. 2009). The response of the cell was 
studied for a number of distinct frequencies (0.01, 0.1, 1, 2.5, 5, 10, and 15 Hz), 
which included the cell’s resonance frequency found in the experiment with the 
ZAP current. 
 
Single cell scenario II 
In this scenario, there was no fluctuating input current ( CDCI  was constant). 
Instead, the cell was stimulated by two different trains of external action potentials 
(APs): one train impinged onto an excitatory synapse, and the other onto an 
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inhibitory synapse. The excitatory synapse had a conductance 
 EAP,g = 10 pS/µm2, 
reversal potential 
 EAP,E = 0 mV and decay time constant 2 EAP, =τ ms. The 
inhibitory synapse had a conductance I AP,g = 50 pS/µm2, reversal potential I AP,E = 
-80 mV and decay time constant 10I AP, =τ ms. In addition to the synaptic input, 
the cell received, as in the network model, a constant depolarizing current CDCI = 
0.95 pA. 
 
Results 
Single cell response to combined excitatory and inhibitory 
synaptic input is modulated by the presence of h-
channels.  
The strength and timing of excitatory and inhibitory synaptic inputs 
determine the integration properties of the membrane. However, it remains 
unknown to what extend those properties might be modulated by activating Ih 
currents. 
With the “impedance tool” of the simulation environment NEURON (see 
Methods), frequency response curves (frc) were obtained after applying ZAP 
currents with frequencies ranging fZAP=[0.1-320] Hz to a single cell (Figure 1).  
The model cell in the control condition (without Ih), was a single 
compartment containing only leakage, Na+ and K+ channels; the typical low-pass 
behaviour of the membrane was caused by passive properties (Figure 1, blue 
curve). The membrane depolarization showed a quick and strong reduction with 
high frequency currents and slight at low frequencies. The impedance curve in the 
with-Ih condition shows an elevated value of the transfer impedance around 6 Hz, 
the resonance peak frequency in Figure 1. For frequencies above 10 Hz, the 
transfer impedance curve matched the control values. 
Below 4 Hz, the transfer impedance became smaller for frequencies down 
to about 0.5 Hz and stayed constant at still lower frequencies. When raising the 
membrane’s conductance the transfer impedance was reduced at frequencies 
lower than 10 Hz due to the opening of h-channels (Figure 1 red curve). In line 
with the predictions about the behaviour of the model cell (McCormick and Pape 
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1990; Hutcheon, Miura et al. 1994; Hutcheon, Miura et al. 1996; Magee 1998), Ih 
activation led to a band of optimal frequency response to periodic inhibitory AP 
trains with AP-mfr in the range ~4-10 Hz. By belonging to the low frequency 
band of the ZAP (~4-10 Hz), and because of the cell resonant properties, the APs 
are more likely to produce larger depolarizations of the membrane while inducing 
synchronous firing of the whole network even within the subthreshold domain. 
 
 
Ih amplifies the cell’s depolarization for low frequency 
sine-wave currents  
So far our study shows evidence of a frequency–dependent response of the cell to 
external AP stimuli. Nevertheless, at what extent the specific dynamics of the 
membrane that relies on the quasi-harmonic fluctuation of the current, is enhanced 
by Ih? Here the membrane was stimulated with low amplitude sine-wave currents 
for a broad range of frequencies (0.01-15Hz). The conductance-based model cell, 
contains leakage, K+, and Na+ channels, sufficient to produce suprathreshold 
activation of the membrane. The voltage time course was measured as the 
response to the injection of small sine-wave currents of different frequencies with 
amplitude A1=0.2 pA, above an offset of 1 pA. These amplitudes produce only 
sub-threshold membrane depolarization. The cut-off frequency for the low pass 
filter i.e., inverse of the characteristic time, is determined by fstim<< 1/τ =1/RC, i.e. 
fstim<<100Hz, with (R) the resistance and (C) the capacitance of the membrane. 
This corresponds to characteristic times τ much larger than 1 ms. 
The membrane depolarization due to the applied currents (Figure 2) was 
calculated for the first 600 ms of simulation after the onset of the stimulus. In this 
time period a 15 Hz oscillation makes 9 cycles, while a 0.01 Hz oscillation makes 
only a fraction of 0.006 of a cycle. Thus, the current trajectories n Figure 2 
observed for the various frequencies depend of the effective amount of change in the 
respective sinusoidal trajectories within a total 600 ms duration. On behalf of 
visualization of the trajectories, those of the higher (> 5 Hz) frequencies were only 
plotted for the first 200 ms after the stimulus onset. Once in the periodic 
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Figure 2: Ih increases the membrane depolarization and enhances the subthreshold response 
to input currents with frequencies in the resonance domain (4-10Hz). A small sine-wave 
current with frequencies between 0.01 and 15Hz is applied, that moves the membrane voltage 
toward a periodic cycle around -65.5 mV, well below the firing threshold (-65 mV). for the control 
situation with minimum and maximum voltages around -65.7 mV and -65.2 mV respectively. For 
the with-Ih condition this range was shifted about 1mV (-64.5 mV and -63.8) in the depolarized 
direction. Both plots show the response of the membrane potential in the V-I space to the injection 
of one 600 ms depolarizing-oscillatory current. (a.) Control condition (without h-channels), and 
(b.) with-Ih condition. For fstim >5 Hz the trajectories are displayed for the first 200 ms only 
deviation in membrane potential) especially for frequencies ≥ 2.5 Hz; suggesting that h-channels 
activation accounts for both higher excitability of the membrane and larger depolarization by weak 
injection of tonic stimuli. During the initial phase of the I-V trajectories towards the stable periodic 
trajectories, the slope of the curves increased for lower frequencies of the stimulus. With Ih, further 
frequency reduction of the sine-wave current produced larger slopes (see Figure 2b), maintaining 
the new I-V periodic trajectories between -65 and -64 mV. In the medium-low frequencies range 
simulations (particularly for fstim ~2.5 Hz), a single AP was quickly evoked using a brief stimulus 
of 47 ms duration (note the short brown curve in Figure 2b). In order for the cell to fire APs while 
reducing the input frequency, longer periods of stimulation are required. Even though the voltage 
did not cross the firing threshold for all simulations, note that a tiny depolarization was sufficient 
to drive the cell into a persistent firing state, leaving the periodic trajectory.  
 
trajectory the membrane potential oscillates in the control condition between a 
maximum of -65.2 mV and a minimum of -65.7 mV around an operational voltage 
of about -65.5 mV (Figure 2a).  
Ih adds a small depolarizing current (~0.5pA, see Figure 3) due both K+ 
and Na+ fluxes, and induce a sudden resting potential increase, which slightly 
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Figure 3: The combination of random inhibitory APs and Ih activation induces faster after-
hyperpolarization recovery of the cells, leading the membrane to increase its excitability. The 
time course of Na+ and K+ current across the cellular membrane is shown as a function of the 
amount of randomness (rand), present in the input. The cell was stimulated with AP-mfr(E)=22 Hz 
and AP-mfr(I)=22 Hz for (a) the control condition and (b) the with-Ih condition, for fully regular E 
and I spikes, producing stronger fluctuations in the Na+ current as a consequence of the Ih 
activation. Fully random AP-mfr(I) and fully regular AP-mfr(E) with AP-mfr(E)=51 Hz and AP-
mfr(I)=11 Hz, produced in the control condition (c) noisy dynamics of the membrane with more 
pronounced fluctuations in the Na+ current but lower amplitude in the K+ current. In the presence 
of Ih (d) the combination with the high excitatory and low inhibitory firing rates of the input, 
allowed the cell to filter spikes of the excitatory train riding on top of the h-channels peak 
activation inducing the firing or one AP. 
 
moves closer to the firing threshold, with the highest impact on enough 
hyperpolarized cells (whose voltage lies around -65mV thus, the firing threshold). 
In this state, due to their kinetics, the h-channels have an open-state probability of 
about 0.1. Upon current injection the membrane will depolarize to lower voltages 
than in the control case, as shown in Figure 2. With Ih, the periodic trajectories 
have qualitative similar dynamics but show a larger spread than in the control 
condition (~1 mV more depolarized). The membrane potential oscillates between 
a maximum of -63.8 mV and a minimum of -64.7 mV around an operational 
voltage of about -64.5 mV, thus 0.8 mV more positive than for the control. The 
maximum depolarization in the periodic trajectory occurred at 5 Hz, i.e., the 
closest frequency to the peak of the subthreshold resonance (6.7Hz). Higher and 
lower frequencies resulted in lesser depolarizations or sudden firing respectively. 
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According to the results in Fig. 2, the trajectories with Ih current had about 
1.5 mV and 0.9 mV larger vertical upper and lower limits of the periodic orbit 
respectively than for the control, i.e. (maximal deviation in membrane potential) 
especially for frequencies ≥ 2.5 Hz; suggesting that h-channels activation accounts 
for both higher excitability of the membrane and larger depolarization by weak 
injection of tonic stimuli. During the initial phase of the I-V trajectories towards 
the stable periodic trajectories, the slope of the curves increased for lower 
frequencies of the stimulus. With Ih, further frequency reduction of the sine-wave 
current produced larger slopes (see Fig. 2b), maintaining the new I-V periodic 
trajectories between -65 and -64 mV. In the medium-low frequencies range 
simulations` (particularly for fstim ~2.5 Hz), a single AP was quickly evoked using 
a brief stimulus of 47 ms duration (note the short brown curve in Fig. 2b). In order 
for the cell to fire APs while reducing the input frequency, longer periods of 
stimulation are required. Even though the voltage did not cross the firing threshold 
for all simulations, note that a tiny depolarization was sufficient to drive the cell 
into a persistent firing state, leaving the periodic trajectory. 
The membrane dynamics shows an attractor state for the subthreshold 
voltage. For a frequency of the sine-wave stimulus fstim>5 Hz, Figures 2a,b show 
I-V curves ending up into a trajectory within more depolarized voltages, with 
broader vertical range before reaching a periodic trajectory. For lower frequencies 
fstim the trajectories become steeper and for ultra-low frequencies (fstim ≤ 2.5 Hz) 
the membrane voltage suddenly jumps to the highest potential such as it would 
occur in a current-clamp configuration. For fstim frequencies ≥5Hz the I-V curves 
describe periodic trajectories around an operational voltage of about -65.5mV for 
the control condition and about -64.5mV for the with-Ih condition. After the 
simulations onset, the membrane depolarization becomes larger; h-channels close 
and Ih current decay (see Figure 3). The remaining small Ih component accelerated 
the Na+ influx, forcing the membrane to depolarize with the same duration but 
larger voltage amplitudes. The V-I space trajectories are qualitatively similar with 
and without Ih current, but the voltage raises quicker with Ih current towards the 
periodic trajectory around the attractor state as seen in Figure 2 (both panels), 
while sine-wave current injections enhance depolarization and shortens the 
interval to reach the firing state. 
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Figure 4: Ih accelerates the repolarization of the membrane, producing the highest rate of 
recovery for inhibitory APs inputs with mfr in the theta band. One regular train of excitatory 
spikes with AP- mfr=22 Hz, and one regular inhibitory train with AP- mfr of : a. 4 Hz. b. 9 Hz, c. 
18 Hz and d. 33 Hz stimulated the cell. For each of the four scenarios, the figure shows the 
corresponding time course of the membrane potential. The vertical scale in each panel was set as 
to show significant activity changes of the membrane potential. Note that the most significant 
response of the cell occurred for the lowest inhibitory AP-mfr (4 Hz). This condition enhanced Ih 
effect to depolarize the membrane and evoked firing already in the absence of randomness (i.e. 
AP-rand=0), while further increase of AP-mfr, irrespectively of the randomness, produced only 
subthreshold fluctuations. 
 
 
Ih enhances evoked firing of the cells for low frequency 
and high randomness of the inhibitory APs stimuli.  
In real systems neurons operate in the presence of multiple firing rate inputs with 
large amounts of noise. In this section we study the extent at which the interplay 
of synaptic inhibition and excitation and particularly, how the mean firing rate 
(AP-mfr) and randomness (AP-rand) of the stimuli optimize or not Ih action. We  
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Figure 5: The presence of Ih accelerates the rhythm of the network and induces the 
occurrence of small jumps of the peak frequency of the oscillation inside the region of 
resonance. Every panel in the figure represents one value of randomness. For ten different values 
of the AP-mfr (Hz)=[0.1, 1, 2.5, 5, 6.7, 10, 11.11, 18, 25, 33.3] we plotted the respective peak 
frequency of the oscillation. For the with-Ih condition in both scenarios (a.) low-CDC scenario and 
(b.) high-CDC, with- Ih condition (red) showed faster response to the same AP-mfr compared to 
the control condition (blue). Furthermore the presence of Ih in the cells produces a steeper response 
for AP-mfr close to the single cell resonance domain, which becomes more or less relevant 
depending on the amount of randomness (AP-rand) in the train of spikes onto I cells. 
 
modelled excitatory and inhibitory stimuli as two simultaneous and independent 
trains of external action potentials (APs); each characterized by the mean value 
and the randomness of its interspike intervals (isi). We created a inhibitory GABA 
synapse on the cell able to deliver transient hyperpolarizations with either fully  
regular (rand=0) or fully irregular APs (rand=1) with isi=[30, 55, 110, 250] 
seconds and a mean firing rate mfr=1/isi i.e., AP-mfr=[33 Hz, 18 Hz, 9 Hz, 4 Hz]. 
The trains of excitatory APs in turn were delivered through an AMPA synapse, 
with mfr=22 Hz and rand=0. Typical responses of the single cell are shown in 
Figure 4.  
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Figure 6: Stimulation of the network with fully random (AP-rand=1) inhibitory AP trains 
with AP-mfr=6.7 Hz (peak frequency of resonance of the single cell membrane) in presence 
of Ih produces decay in the power of the oscillation and a modest shift in the frequency of the 
cortical rhythm. The Fourier spectrum and the wavelet transform for the low and high-CDC 
scenarios are shown for four representative simulations. In the wavelet, warm colours represent 
higher synchrony and colder colours low or none synchrony. (a.) In the low-CDC scenario the 
average frequency (Fourier spectrum) of the with-Ih condition slightly raises (0.4 Hz) in relation to 
the control condition for intermediate randomness (AP-rand=0.55). (b.) Further increase of the 
randomness in the inhibitory train (AP-rand=1) for the same CDC scenario reduces the power of 
the oscillation due to HAE/LAE activity. In contrast, the frequency of the oscillation in relation to 
a. doesn’t change. (c.) In the high-CDC scenario for AP-rand=0.55 the frequency change rounds 
0.8 Hz. For an inhibitory train with AP-rand=1 (d.) the heterogeneity led to HAE/LAE, while 
masking the effect of Ih and producing a increase in frequency about 0.4 Hz. 
 
The cell fired the most for low rates of the inhibitory stimuli during Ih 
active states (see Figure 4) with AP-rand=1 and only in one case (AP-mfr=4Hz) 
also for AP-rand=0. Cell’s firing pattern depended on both the ISIs within the 
stimulus train and its randomness (AP-rand), (see Figure 4) such that the larger 
the AP-rand parameter the more evoked spikes. With fully random inputs 
(rand=1), Ih currents produced significantly more spikes than with regular inputs 
(rand=0). For instance, as shown in the case of AP-mfr=4 Hz (Figure 4a), twice as 
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many spikes occurred for rand=1 than for rand=0. The dynamics of the membrane 
currents (Figure 3) significantly changes in the Na+ and K+ amplitude and time 
course, when stimulated with regular (rand=0), excitatory (AP-mfr(E)=22Hz) and 
inhibitory (AP-mfr(I)=22Hz) stimuli, and randomly chosen AP-mfr. In the control 
condition (Figure 3a) the amplitude of Na+ and K+ currents increased about three 
fold; however the Na+ influx was not enough to evoke supra-threshold activity. In 
a second scenario for an excitatory train with AP-rand=0, AP-mfr(E)=51 Hz and 
an inhibitory train with AP-rand=1, AP-mfr(I)=11 Hz (Figure 3c) the Na+ current 
rose about 0.5 pA but it was still not enough to evoke firing. 
 The activation of Ih (red trace in Figure 3b) produced an elevation of the 
Na+ current amplitude twice as large as in the control condition (~1 pA), still short 
to evoke firing. Interestingly (as shown in Figure 3d), the randomization of the 
firing combined with Ih activation generated much larger Na+ amplitudes leading 
the cell to fire. Thus in the presence of noise Ih induced faster Na+ influx which 
rapidly elevated the membrane potential and forced a much quicker recovery of 
the cell as shown in Figure 3d. Randomness (AP-rand) was critical in balancing 
inhibition onto the cell, by changing the duration and the kinetics of the inhibitory 
states during post-spike recovery phases, which in turn delayed evoked spikes and 
halted the membrane potential from firing. External inhibition role was to screen 
external excitatory trains. When the amount of inhibition decayed enough the 
cell’s firing was restored and the after-hyperpolarizing recovery was enhanced by 
the Ih action, which amplified recurrent excitation.  
The main aspects of membrane activation dynamics can be described as 
follows: In the presence of external excitation, Ih provided extra depolarization, 
such that when summing the Na+ and K+ fluxes through h-channels and the 
synaptic Na+ fluxes through the selective voltage-dependent channels (responsible 
for AP’s initiation), the membrane was slowly but steadily led to reach the firing 
threshold. In this conditions and in spite of the opposing effect of Na+ and K+ 
fluxes on the membrane potential, we observed a strong summation of the 
incoming currents through h-channels, and voltage-dependent Na+-selective gates, 
such that the depolarization was maximized, so that the inhibition during the 
recovery phase drastically dropped or even stopped. 
In the absence of Ih enough current is needed to drive the membrane 
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potential above the threshold and fire. With active Ih, much less current yielded 
almost instantaneous amplification of small stimuli and the membrane fired. 
Suggesting that although h-channels become active during hyperpolarized states 
their action is depolarizing and strongly counteracts the inhibitory input effect. 
Even though inhibition in general modifies the instantaneous opening states of the 
gates, it is not strong enough to produce large jumps of the potential toward 
extremely low voltages (>-80 mV) with only high enough opening probabilities of 
the h-channels. Despite the apparent contradiction Ih shifts (advance or delay but 
mostly advance) the periods of membrane inhibition while the inhibitory train of 
APs induces optimal firing of the cell but for low AP-mfr(I). Furthermore, the 
membrane largely depolarizes for isii < τh with τh the decay time of the h-
channels. Once the cell was reset to its resting state, ionic fluxes were restored and 
the process subsequently repeated, producing regular firing with frequency of 
about 6-7 Hz, as already mentioned, unless the excitation was removed. 
 
Network Dynamics 
Ih facilitates HAE/LAE dynamics for high CDC and 
inhibitory AP-mfr close to the single cell’s resonance 
domain. 
Although Ih activation in isolated cells showed significant increase in the firing 
probability specially enhancing weak stimuli, it does not directly imply similar 
response of a cortical network. Our next step consisted in investigating whether or 
not Ih modified the existing synchrony or whether it induced synchrony in a 
network of I and E cells. 
The results of our set of simulations suggest that network’s synchrony 
indeed suffers alterations in the manner described in a previous work (Avella 
Gonzalez, van Aerde et al. 2012), leading at the first glance to alternation between 
high- and low amplitude episodes of the oscillation. We observed that, depending 
on Ih activation phases, either enhancement or extinction of network synchrony 
occurs, affecting also the amplitude and duration of the HAE/LAE events. 
By comparing the frequency of the oscillation (~18 Hz) in the control 
condition (Ih inactive) with the cases in which Ih was active, we observed an 
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acceleration of the network’s response for the second. Even though the difference 
was not always significant, since it also depended on how depolarized was the 
cell, the amount of AP-rand and the speed of the AP-mfr, (concerning APs onto I 
cells) were determinant for this behaviour. 
As shown in a previous work (Avella Gonzalez, van Aerde et al. 2012), 
synchronous firing of the network occurred after tonic injection of CDCs into the 
cells of both populations; while transitions from high to low amplitude episodes in 
the oscillation (HAE/LAE) occurred by only stimulating the inhibitory population 
with depolarizing APs.  
The results shown in Figure 5, 6 and 7 suggest that the efficacy of both, 
AP-rand and AP-mfr of the depolarizing spikes onto I cells to determine the 
dynamics of the network, was drastically influenced by the activation of Ih. Such 
an effect was mainly represented in the enlargement of the peak frequency and the 
shortening of the mean HAE duration for different scenarios. In the Fourier 
spectrum of the network’s evoked response, the red points representing the peak 
frequency in the with-Ih condition appear above the blue points (control 
condition). This behaviour shows that, AP-rand and AP-mfr are able to either 
damp or amplify Ih resonant action according to the amount of depolarization of 
the cells that is whether the cells are stimulated in the low- or high-CDC scenarios 
(see Methods- Constant depolarizing Currents). 
In each scenario, the amplitudes of the CDCs were randomly chosen from 
a uniform distribution with CDCI=[3-4] pA and CDCE=[6.8-9] pA, and for the 
high-CDC scenario with CDCI=[3.7-6.3] pA and CDCE=[10-11.3] pA, with E and 
I denoting the excitatory and inhibitory population, respectively. Unless otherwise 
stated we present results only for the E population, since the behaviour of both the 
excitatory (E) and inhibitory (I) population in the network was quite similar. 
The low-CDC scenario in Figure 5 corresponds to the network’s response 
in Figure 5.a while the high-CDC scenario is shown in Figure 5.b (see Methods –
Constant Depolarizing Currents). In the control conditions (blue curves), the peak 
frequencies of the network oscillation increased gradually with higher values of 
the AP-mfr of the external spikes onto the inhibitory population going from 18Hz 
up to 21Hz. This trend was stronger for higher values of the randomness in the AP 
spike trains (AP-rand). 
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In the presence of Ih (red curves), the peak frequencies were systematically 
higher than in the control condition. Thus Ih systematically increased the firing 
rate of most cells if not all in the network, showing a direct link between single 
cell dynamics and network response. For instance, in the low CDC scenario 
(Figure 5a) with fully regular trains of spikes onto the inhibitory cells (AP-
rand=0), the network oscillations in the with-Ih condition had a mean peak 
frequency of 16.63±0.07 Hz compared with a mean peak-frequency of 15.93±0.09 
Hz for the control condition. In both conditions the peak frequencies did not 
depend on the AP-mfr but on AP-rand and on the intrinsic frequency of resonance 
for Ih activation in single cells. 
Another change of the membrane’s properties was the increase of the cell's 
excitability due to the faster recovery from hyperpolarization by the Ih dynamics, 
suggesting that depending on the relative amount of depolarization in relation to 
the firing threshold, the cells might or not be prepared to respond at certain AP-
input but if so, they should fire quicker due to the stimulus. So, each cell sums its 
effect to other cells to systematically alter in turn the timing of the synchrony. 
As mentioned, most panels in Figure 5 show a moderate increase of peak 
frequency with AP-mfr in the range of AP-mfr=[0.1-18] Hz (irrespective of the 
AP-rand value), and a sudden change to a higher slope for AP-mfr=25, 33.3 Hz, 
that occurred for both, control and with-Ih conditions, was mainly caused by the 
disrupting depolarization of the inhibitory activity by excitatory APs which, when 
interfering with the timing of the oscillation, induced HAE/LAE transitions 
(Avella Gonzalez, van Aerde et al. 2012). 
According to this mechanism, two stages characterize the early recovery of 
the cells from refractoriness to fire due to external APs. First the entrainment (by 
driving the potential close to the threshold at almost the same time), and 
synchronization of the single cells (once the cells are in the firing state the 
oscillation pacemaker is turned on) during HAEs; and secondly the shortening of 
the after-hyperpolarization recovery once the network synchrony was regained 
(during LAEs). The increased excitability by Ih is also a co-factor that reduces the 
time towards the evoked response of the cells in the network at every cycle.  
For AP-rand>0.55 in both high/low-CDC scenarios (Figure 5a,b), raising 
the value of the applied AP-mfr onto I cells (horizontal axis of each panel), led to 
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a slightly larger peak frequency of the network’s evoked response for AP-
mfr≤11.11Hz, with a small difference between the controls (blue lines) and with-Ih 
conditions (red lines). Furthermore, this trend gains significance when passing 
from AP-mfr=18Hz to AP-mfr=25Hz, where the peak frequency raises about 
30%.  
In contrast, further increase of AP-mfr (~33Hz) in the presence of Ih 
disturbed the network rhythm (see the last two (red) points of each panel in the 
bottom rows of Figure 5a,b) leading to a decay of the peak frequency, comparable 
to and even lower than that obtained for the control condition (blue points). This is 
depicted for AP-rand≥0.55 in both high/low CDC conditions of Figure 5a,b. This 
indicates the existence of a frequency-range for which the single cell properties 
influence the dynamics of the network, creating a range of resonance for the 
network evoked response.  
Note that an abnormal increase in the peak frequency (but not coexistence 
of frequencies) of the evoked response is normally related to loss of rhythmic 
firing, since in the absence of resonance the Fourier analysis only records a small 
amount of synchronized cells and biases/conditions the results in terms of that 
limitation. As an example see Van Aerde et al. Figure 2a (van Aerde, Mann et al. 
2009). 
With this consideration in mind, for AP-rand=0.55 and AP-mfr=33Hz as a 
representative state in both CDC-scenarios, the rhythm was similarly disrupted (as 
shown in Figure 5a,b -AP-rand=0.55) for the control and with-Ih conditions. This 
suggests that, high AP-mfr will desynchronize a rhythmic firing of the network 
and that a sudden frequency increase indicates the loss in synchrony, which might 
be the case in most of the panels in Figure 5, even if the strength of the synchrony 
depends on the amount of randomness present in the external input. In the case of 
High-CDCs the disturbance was larger and much enhanced by Ih activation. This 
is consistent with the drastic drop of the mean HAE duration showed in Figure 7.  
With the premise that our results correspond to the average dynamics of a 
statistical dataset across 40 s simulations, it must be noted that any variation on 
these quantities should not be immediately discarded; because it may reflect a 
systematic trend of the network dynamics under a certain (optimal) configuration. 
Following this reasoning, the with-Ih condition, Figure 5b interestingly 
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shows that by stimulating all the I cell in the circuit with a fully regular train of 
depolarizing spikes (AP-rand=0) and AP-mfr=5Hz and 6.7Hz the frequency of the 
evoked oscillation in the whole network increased from 18Hz to about 20Hz, 
while for the other values of this parameter the frequency was stable. This 
transient elevation corresponded to two frequencies in the single cell’s 
subthreshold resonance domain, and is consistent with the single cell description 
in Figures. 3 and 4 related to amplification of coincident inputs inside the range of 
frequencies of the single cell’s subthreshold resonance.  
The observation that the peak frequency of the evoked oscillation for AP-
mfr≤18Hz (that is below the natural frequency of the network’s oscillation), did 
not significantly change for neither the control (blue) or the with-Ih (red) 
conditions in both CDC scenarios, but did for AP-mfr~25Hz with low AP-rand 
(0≤AP-rand≤0.55) (Figure 5a,b) supports the thesis that, randomness is 
determinant for either enhancing or hiding the effect of Ih (depending of the 
intensity of the CDC). 
As a step further, we explored how the contribution of Ih significantly 
changes of the synchronous network’s behaviour. In addition to low or high 
amounts of CDC supplied to the cells, excitatory APs were delivered to the I cells 
with an AP-mfr equal to the single cell subthreshold resonance peak (6.7 Hz). This 
frequency had the strongest effect on the cells irrespectively of the amount of 
external depolarizing current received by each of them as shown in Figure 1 
(maximum of the red curve). Results are shown in Figure 6 for control and with-Ih 
conditions and for two AP-rand values: AP-rand =0.55 and 1.  
For each condition, Figure 6 shows the Fourier spectrum of the network’s 
oscillation and the corresponding wavelet transform (bottom) representing the 
momentary state of the oscillation for the whole period of activity. 
 The control condition with low-CDC scenario and AP-rand=0.55 (Figure 
6a left side) produced a very stable oscillation around the natural frequency of the 
network (~18Hz). However, a fully random pattern of spikes (AP-rand=1) 
disrupted the rhythm with a strong desynchronization of the cells and reduction of 
the power (Figure 6b left side). In the high-CDC scenario the AP-rand was as 
disruptive as the effect of AP-rand=1 (Figure 6d left side). Figure 6c shows the 
dynamics of the network in the high-CDC scenario, with an AP-mfr=6.7 Hz, 
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coincident with the subthreshold resonance peak frequency for the single cell. In 
the case of AP-rand=0.55 of the with-Ih condition (Figure 6c left side) the AP’s 
induced fluctuating power even though the oscillation’s frequency remained 
around 18Hz compared with the control.  
Conversely, for the low-CDC scenario in the with-Ih condition, compared 
to the control, the frequency of the oscillation didn’t change but also the 
oscillation pattern was almost as regular as that. For AP-rand=1 (Figure 6b right 
side) the power fluctuated irregularly, producing a reduction in the amplitude of 
the peak’s frequency in the Fourier spectrum and an interrupted pattern in the 
wavelet transform.  
In the high-CDC scenario, Ih disrupted the evoked oscillation with 
fluctuating power in both AP-rand=0.55 (Figure 6c right side) and AP-rand=1 
(Figure 6d right side) conditions. Simultaneously, at peak frequency the 
oscillation showed a broader shape and reduced amplitude (power) compared to 
the control. Also in the with-Ih condition a small shift from 18Hz to ~19Hz 
occurred in the peak frequency only when AP-rand=1, compared with the AP-
rand=0.55 case, while its power dropped about 40%. 
Three elements: the broadening of the spectral peaks, the power reduction 
and the increase of frequency in the average dynamics (Fourier spectrum) of the 
oscillation are responsible for the acceleration of the after-hyperpolarization 
recovery in the with-Ih condition.  
Here we show that, depending on how depolarized cells are, they may 
enter into a preparatory state to fire. This allows the cells to receive the stimuli 
and choose in a time-basis the relevant temporal ordering of the input according to 
the internal dynamics of the membrane and not vice versa, leading to a 
filtering/discrimination of the input by the cell. 
 In consequence, high-CDC amplitudes enhance inhibitory activity beyond 
the level required to just synchronize the network, which combined with the 
stimulus, drives the cells synchrony towards strong HAE/LAE dynamics.  
As observed in the single cell simulations, the change in the after-
hyperpolarization recovery period with Ih enhanced the excitability of the cell, and 
advances the spiking (early post-refractory recovery) by shortening the period 
(and increased frequency) of the oscillation. It means that modulating the  
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Figure 7: Change in the excitability of the cells caused by the presence of Ih enhances 
HAE/LAE transitions and reduces the mean HAE duration. (a.) In the low-CDC scenario the 
presence of Ih causes desynchronization of the cells and induces few LAE episodes. In the with-Ih 
condition (red lines) the mean HAE duration monotonically decreased for AP-rand>0.4; whereas 
for lower AP-rand this trend is partial and occurs only for high AP-mfrs. The control condition in 
contrast exhibits a very irregular pattern for low AP-rand meaning that irrespective of the AP-mfr 
the cell is equally insensitive unless too high frequencies or randomness are contained in the 
stimulus, as seen in the five bottom panels of a. In the High-CDC scenario (b.), in all the 
conditions except for AP-rand=0, the control curves show after an initially stable level a 
decreasing duration of mean HAE for increasing AP-mfr. 
 
temporal structure of the AP’s input onto the I cells in presence of Ih raises the 
probability of the input to interfere with the E-I (PING) rhythm-generating 
mechanism (Börgers, Epstein et al. 2005; Tiesinga and Sejnowski 2009), because 
a shorter recovery of the cell due to depolarizing spikes increases their firing 
probability and, when locked to a network rhythm, the network’s activity gets into 
a “noisier” oscillation.  
This way, the randomness in the input onto I cells is fully responsible for 
HAE/LAE transitions but also sets the background activity necessary to reinforce 
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and optimize the effect of Ih (see Fig 6) modulating both, the frequency and power 
of the evoked network response. 
 As shown in Avella et al. (Avella Gonzalez, van Aerde et al. 2012), 
depolarizing AP’s onto the inhibitory cells advances or delays their firing 
whenever the potential is close to the firing threshold. Ih leads to a faster after-
hyperpolarization recovery, raising the probability for external stimuli to interact 
with the firing of the cell. As seen in Figure 2, the faster recovery also induced a 
shift in the resting potential towards less depolarized voltages. This is the main 
reason for the increased excitability in the with-Ih conditions. The effect of h-
channels on the temporal pattern of the HAE/LAE transitions can be illustrated by 
quantifying the HAE/LAE alternations. This proceeds by creating an envelope of 
the firing rate histogram for a given simulation, setting the HAE-threshold and 
computing the distribution of durations for the total number of HAEs present in 
each of them (see Methods). 
The mean HAE duration has been computed for each of the four hundred 
simulations, obtained for 10 different values of AP-mfr (i.e. 0.1 Hz, 1 Hz, 2.5 Hz, 
5 Hz, 6.7 Hz, 10 Hz, 11.11 Hz, 18 Hz, 25 Hz, 33.3 Hz), 10 different values of AP-
rand (i.e., 0,0.08, 0.15, 0.25, 0.4, 0.55, 0.67, 0.75, 0.87 and 1), for low-CDC and 
high-CDC conditions, and for control and with-Ih conditions (Figure 7). We also 
computed the median of the distribution of HAE durations for each simulation, 
but despite some slight numerical differences in relation to the mean, the 
qualitative behaviour was identical to that of the mean.  
 
In the control condition (without Ih) external stimuli 
produce HAE/LAE dynamics but no time resetting of the 
evoked response of the cells (blue curves in Figure 7): 
As formerly explained HAE/LAE transitions occurs in response to the combined 
effect of APs and CDCs. Nevertheless, how and at what extent Ih modifies 
HAE/LAE transitions? To solve this point, the mean HAE duration was plotted in 
Figure 7 for the high-CDC scenario (all panels in Figure 7a) and for the low-CDC 
(all panels in Figure 7b) as a function of the input AP-mfr, while AP-rand 
remained constant in each panel. The changes in HAE/LAE transitions indicate 
stability, variability in the strength and even repeatability of the dynamics of the 
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network’s oscillation, the figure also shows the points of inflection of the power 
transition for HAE/LAE in the cases they are present. 
In the control condition (blue curves) of the low-CDC scenario (Figure 
7a), the drop from long to short HAE duration occurred at lower AP-mfr by 
increasing the AP-rand parameter. The transient drop for AP-rand=0.08 and 0.15 
occurred at about 18 Hz, a frequency close to the firing rate of the circuit in the 
control condition (see Figure 7).  
As long as the amount of noise (AP-rand) in the stimulating AP’s raises, 
the mean HAE duration gradually and proportionally decreased at lower AP-
mfr’s. In contrast, for the high-CDC scenario the (blue) control curves showed a 
faster decay of the mean HAE duration at lower AP-mfr without a clear 
dependence on the AP-rand parameter. 
The activity in the control condition (blue lines) and with-Ih (red lines), for 
the high-CDC scenario (Figure 7b), strongly fluctuated for AP-rand=0 and AP-
mfr≤11.11 Hz, case in which the large magnitudes of the CDC didn’t lead to any 
clear trend in the mean durations of the HAEs by raising AP-mfr. In the remaining 
cases (Figure 7a,b), the mean HAE duration monotonically decayed with AP-mfr 
increase. 
 
Ih currents destabilize the oscillation for the high/low-
CDC scenarios and reduce the duration of the Mean HAE 
episodes but the effect is counteracted by large AP-rand 
To understand how the interaction between Ih and AP-rand modify HAE/LAE 
dynamics, we plotted the mean HAE duration as a function of the AP-mfr. In the 
with-Ih condition (red curves Figure 7a) of the low-CDC scenario a much 
disorganized behaviour occurred, irrespective of the amount of noise AP-rand 
with AP-mfr≤11.11Hz. For AP-mfr>11.11Hz the mean HAE duration 
monotonically decayed reaching a minimum of ~200ms coincident with the 
dynamics obtained for AP-rand≥0.87 in the control condition. In the high-CDC 
with-Ih condition, the mean HAE duration rapidly dropped to less than 10s already 
for AP-mfr<5Hz, and when AP-rand≥0.87 and AP-mfr>10Hz it was shorter than 
0.5s, coinciding with the dynamics of the control condition for all AP-mfr values 
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and AP-rand=1. 
Under both control and with-Ih conditions the HAE durations became 
shorter by increasing AP-mfr in a roughly sigmoid pattern. For the with-Ih 
condition, however, the reduction in HAE duration already occurred at lower 
values of AP-mfr compared to the control condition. These results indicate that for 
large CDC’s the amount of noise in the external input is not crucial for the pattern 
of power fluctuation of a network’s oscillation; while Ih strongly enhances the 
rhythm. Moreover, since the power of the oscillation does not get reduced (see 
Figure 6) particularly for AP-mfr in the range of resonance of the cells, the 
activation of h-channels accelerates the frequency of the ongoing. In the case of 
low CDC’s the presence of Ih destabilizes the network and slowly but with no 
particular temporal structure, produce shorter mean HAEs; nevertheless for high 
AP-rand (AP-rand≥0.87) the effect of Ih seems to be non-significant and the 
network dynamics is fully dictated by the noisy structure of the external input, as 
suggested by the coincidence between the curves of the control (blue) and with-Ih 
condition (red) (see Figure 7b bottom-right). 
In this context, the combination of the depolarizing effect of Ih and the 
interference of the external APs with the network activity on one hand, and the 
applied CDCs on the other create a membrane potential offset around the firing 
threshold. Thus, for APs with either slow or fast AP-mfr the filtering  
effect generated by the activation of h-channels (resonant dynamics) is completely 
counteracted by the AP-rand. 
The evoked response of the network due to the combined stimuli (APs and 
CDCs) and the activation of Ih, whose sum lead to early synchronization of the 
network while shortening the periods of collective activation, agrees the non-
linear response idea of the individual cells; in other words an increase of the 
single cells firing not necessarily implies a lineal increase of the global rate of 
firing of the network. 
From the observations in Figure 7 and depending on how depolarized is 
the membrane of the I-cells, Ih may enhance resonance and accelerates the 
oscillation, also depending on the AP-mfr for low-CDCs and independent of it for 
high-CDC’s producing in addition HAE/LAE transitions. It implies that 
HAE/LAE dynamics optimally occurs as a result of synaptic interactions between 
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I-cells and external inputs with a noisy temporal structure, constraining the effect 
of potential changes in the cell excitability due to activation of the h-channels. In 
consequence, the probability of synchronous firing and its particular dynamics 
strongly depends on AP-rand, moderately on the AP-mfr, with background on the 
instantaneous depolarization produced by the interaction between Ih and the 
constant CDCs. 
 
Discussion 
H-channels are significantly involved in a number of phenomena concerning 
single cell properties and cortical circuits (Gauss, Seifert et al. 1998; Bender and 
Baram 2008; Biel, Wahl-Schott et al. 2009), and tightly associated to the 
subthreshold resonance of the membrane (Hutcheon, Miura et al. 1996). We show 
that h-channels activation has two different effects, (i) Enhancement of the 
membrane’s, by increasing its sensitivity for partially incoherent APs, producing 
strong HAE/LAE activity, and (ii) Advancement of the postsynaptic spikes 
triggering (evoked response) by shortening the after-hyperpolarization recovery 
time. By applying E and I APs to both types of cells, a low firing rate of the 
external inhibitory input enables a single cell to integrate the regular excitatory 
spikes with a small extra depolarization supplied by the Ih contribution during the 
hyperpolarized state after each action potential. According to Gastrein et al. 
(Gastrein, Campanac et al. 2011), the duration of the EPSP at 90% of its maximal 
amplitude significantly increased when h-channels were blocked. 
Our model explains the relation between the activation of h-channels and 
the changes in stable patterns of synchrony. The model shows that excitatory AP 
input applied to the inhibitory cells caused Ih-dependent firing of the network to 
induce a particular rhythm; whereas the same input onto the excitatory cells did 
not result in the activation of Ih. 
Although it is well known that a general condition for subthreshold 
resonance is the existence of a sufficient slow variable that opposes the voltage 
changes due to the synaptic influx and outflow of Na+ and K+ creating a band-pass 
filter (Richardson, Brunel et al. 2003), and that such requirement is fulfilled not 
only by cells containing h-channels but by both slow K+s channels and persistent 
Na+p channels; our model shows that the single cell response depends also on the 
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speed of the recovery of the cell after the arrival of an AP train and on the range 
of voltages at which the repolarization occurs with highest probability and speed 
(which for h-channels lies around the resting potential of the cell), which 
determines the time-course of the membrane and facilitates the emergence of 
structured HAE/LAE dynamics.  
However and as stated by Richardson et al. (Richardson, Brunel et al. 
2003), noise is required to unmask the preferred frequencies of the cells by 
amplifying the firing rate of certain input only for the relevant periodic 
components in the signal. Consistent with this and earlier work by Bulsara et al., 
(Bulsara, Jacobs et al. 1991), our results show that despite in this singular 
dynamical scheme, the network’s properties of synchrony are driven by Ih when 
active, noise (AP-rand) was essential to enhance and amplifying this effect. While 
in single cells noise (AP-randI) may increase the individual firing probability in a 
network, it produces a deviation from the usual properties of synchrony, and 
several examples have been presented across this document. 
When a single cell was stimulated with external trains of excitatory action 
potentials, Ih became primarily active during the recovery period of every cell 
from refractoriness after an excitatory spike but not during the direct 
hyperpolarization caused by an input of inhibitory spikes. While in the first case Ih 
favours the membrane potential to repolarize and allows it to get closer to the 
firing threshold, in the second case, an inhibitory spike produces larger 
hyperpolarization of the cell than the level required to recruit sufficient h-channels 
and repolarize the membrane, such that the potential is incapable of reaching the 
firing threshold without contribution of the Na+ channels which at too 
hyperpolarized voltages remain closed (Hille 2001). 
In the model network, Ih altered the synchrony of the global firing (by 
changing the frequency and keeping the power), and modified HAE/LAE 
dynamics (Avella Gonzalez, van Aerde et al. 2012), Thus, depending on both 
CDC amplitude and AP-mfr/AP-rand, Ih was able to increase the frequency of the 
ongoing oscillation and to shorten the mean duration of HAE’s (high amplitude 
episode of oscillation). This behaviour occurred when only E cells but not I cells 
contained h-channels. We characterized these changes of the network activity by 
assuming a match of the oscillation’s frequency in a cortical circuit with the AP-
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mfr of resonance in single cells. It led to an increased firing probability of the cells 
during the up-phase of the oscillation, having strong synchronizing effects among 
the cells in the network. 
 It must be noted that the higher probability of the network’s cells to fire 
was not caused by the match between the oscillation’s frequency and the firing 
rate of the external stimulus (AP-mfr) within the range of frequencies for optimal 
Ih subthreshold activation, but by the match between the AP-mfr of the excitatory 
stimulus onto the I cells and the spectrum of resonant frequencies produced by Ih, 
in the single E cells membrane.  
When E and I spike trains were simultaneously delivered to the single cell 
model, it produced more spikes when 30Hz regular synaptic excitation (i.e AP-
mfr(E)=30Hz and AP-rand(E)=0) was combined with regular and low firing rate 
inhibitory spikes (AP-mfr(I)<4 Hz and AP-rand(I)==0). Only for active Ih the cell 
was able to produce action potentials by this input. This finding suggests that the 
timing between inhibitory and excitatory spikes works as a synchronization factor 
whenever Ih is active, by setting a temporal window in which the inhibitory 
stimulus partially silences the excitatory stimulus (if that is faster) and maximizes 
the depolarizing activity at regular intervals, in order to amplify the Ih action.  
For Poisson distributed inhibitory APs, the cell with Ih fired even at higher 
rates of inhibitory input (mfr(I)<18 Hz). In this case, the AP-rand provided many 
more instances of required phase differences between excitatory and inhibitory 
inputs for the cell to fire (i.e., when the cell is recovering faster from inhibition by 
the Ih contribution during the refractory period). The level of synchronization 
among the cells in the network is thus the outcome of a number of interacting 
mechanisms, among which the h-channel induced resonance in the individual 
cells. The interplay of the emerging dynamics with the external stimulation 
disrupted the stability of the network oscillation by modulating its amplitude, 
produced HAE/LAE transitions (Avella Gonzalez, van Aerde et al. 2012). 
 
Ih modulates single cell‘s excitability 
We showed that Ih modulates the excitability of the cell membrane, introduces 
additional sensibility of the membrane and changes the integration of concurrent 
external inputs in the time domain. The presence of Ih results in shorter post-
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spikes recovery times, and magnifies periodic AP stimuli that are in phase with 
the time points of maximal subthreshold depolarizations. Ih acts by altering (i) the 
instantaneous level of depolarization of the cell and (ii) the joint integration effect 
of channel kinetics and timing of inhibitory and excitatory inputs. Excitatory 
inputs are enhanced by the activation of h-channels, with small but significant 
changes in the membrane potential around the resting level. Inhibitory inputs 
regulate the firing of the cell mainly through both their intrinsic firing rate and 
amount of randomness. Thus h-channels kinetics helps in setting the maximum 
time interval between subsequent external depolarizing spikes onto I cells 
permitted by the membrane to integrate inputs and evoke the firing. 
The mechanism by which Ih regulates the firing of the cells in the 
suprathreshold domain depends on the time relation between the excitatory and 
inhibitory inputs, on the integration time, and on the faster recovery from 
refractoriness due to Ih activation. The cell will fire under favourable conditions of 
these factors. Although h-channels are activated by hyperpolarization of the 
membrane, we observed that inhibitory spikes did not produce strong enough 
hyperpolarization (in both CDC scenarios and for every possible combination of 
AP-rand and AP-mfr considered in this study) needed for a significant raise of the 
Ih amplitude. In other words, the density of open h-channels was not sufficient to 
generate the short recovery necessary to evoke cell’s firing. Instead of that, 
excitatory inputs provided to the I cells produced firing once the stimulus reset the 
firing time, which when summed over all the cells, modified the power and 
frequency of the oscillation This manner, instead of triggering the cell firing, 
excitatory spikes onto inhibitory cells regulate the time among successive spikes. 
While the activation of Ih induces larger influx of Na+ than in the control 
condition, extra excitation induces even larger incoming Na+ current while forcing 
the cell to rapidly depolarize and reach the firing threshold. The effect of external 
stimulation is twofold: (i) it determines the onset of the Ih activation and thus the 
time of enhanced membrane depolarization, shortening the time of the next 
evoked response, and (ii) it sets the period of integration of the inhibitory spikes 
for which excitatory APs can be unmasked and evoke a further response. We 
suggest that in real neurons the presence of noise during Ih activation play a role in 
distinguishing the relevance (in relation to frequency or intensity) of incoming 
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signals, such that those events might be used as cues to indicate the starting and 
stopping point of rhythmic activity bursts. 
 
Ih enhances the occurrence of HAE/LAE transitions 
It is presumed that during synchronous activity of the network, the enhancement 
of the depolarizing phases (in the recovery phases) by Ih allows the circuit to 
prolong its period of synchronous firing. As an interesting finding Ih enhanced the 
occurrence of HAE/LAE transitions. The activation of h-channels led to faster 
recovery of the membrane potential from hyperpolarization, advancing the cells 
firing and making them to get closer to the firing threshold by increasing the 
probabilities of subsequent spiking. This also indicates that for certain AP-mfr of 
the excitatory stimulus onto inhibitory cells and the corresponding randomness, 
there is a drastic change in the activation dynamics of the cells. Thus in the high-
CDC scenario the recovery is fast enough and the cells are so depolarized that 
even low excitatory AP-mfr onto the inhibitory stimulus succeeds in producing 
strong HAE/LAE dynamics. This phenomenon is more obvious for low levels of 
randomness onto the inhibitory cells. 
As mentioned, noise is key to enhance Ih action (Shadlen and Newsome 
1994; Ermentrout, Galán et al. 2008), probably as a part of the stimulus and until 
now there is no agreement in relation to its effect. We suggest that noise in the 
synaptic input, represented in our simulations by the AP-rand of the interspike 
interval between subsequent external depolarizing spikes onto the I cells, lead to a 
preparatory state of the network in which the phases of firing for all the cells are 
reset, destabilizing the membrane’s dynamics and inducing temporal loss of 
synchrony. However such membrane destabilization underlies the alternation of 
periods of high amplitude and low amplitude oscillations (HAE/LAE dynamics) 
and modifies the HAE duration of the oscillation. It means that the amount of 
noise (AP-rand parameter) is critical in determining the temporal structure of the 
non-synchronous states and the distribution of HAE durations. 
In our view the resonant effect produced by Ih was critical in creating 
HAE/LAE profiles, in that external APs onto I cells with AP-mfr<10 Hz led the 
cells to faster post-spike recovery (without disturbing the oscillation generator), 
and increased network oscillation frequency, while the power remained constant. 
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When the power decays as shown in Figure 6 the sole increase in frequency, as 
indicated for high AP-mfr (>18Hz in our model), is due to the loss of synchrony 
between the cells, and doesn’t correspond to the phenomenon here described. 
In line with this idea, and based on the fact that the summed effect of Ih, 
CDC and synaptic depolarization in the model, moved the potential around the 
resting state close enough to the firing threshold (even for weak APs stimuli onto 
the inhibitory cells), we conclude that the network behaves not only as a detector 
of coincident inputs but it is also able to amplify weak stimuli representing the 
context of the processed information. 
 
Final comments  
The present study of the Ih impact on synchronous activity of small cortical 
circuits has revealed two aspects of influence. These are the subthreshold 
dynamics of the membrane and the integration of signals in the suprathreshold 
range, both aspects having different underlying mechanisms. The first aspect 
concerns the filtering properties of the membrane due to the kinetics of h-channel 
activation and caused by the temporal interaction between the external inputs and 
the activation of the h-channels. The second aspect concerns the change in 
excitability of the cell due to h-channel’s activation kinetics, resulting in 
acceleration of Na+ dynamics, increased spike precision and faster oscillations 
with strong HAE/LAE activity. 
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Chapter 5 
General Discussion 
Cortical oscillations have a profound correlate to behaviour and/or cognitive 
performance in animals and humans (Brunel and Hakim 1999; Buzsaki and 
Draguhn 2004; Börgers, Epstein et al. 2005). They occur in multiple cortical 
regions and cover a broad range of frequencies including theta (4-6 Hz) (Kim, 
Uchikawa et al.), alpha (8-13 Hz) (Linkenkaer-Hansen, Smit et al. 2007), beta 
(14-30 Hz) (Van Aerde, Mann et al. 2009), and gamma (25-80 Hz) (Mann and 
Mody 2009) bands.  
Cortical oscillations are produced by periodic and synchronous firing of 
either small or large numbers of cells (Buzsaki and Draguhn 2004; Börgers, 
Epstein et al. 2005; Womelsdorf and Fries 2007), and they are crucially dependent 
on the mechanisms of synaptic interactions between pairs of neurons (Fetz, Chen 
et al. 2000). The amplitude of these oscillations is tightly related to its power 
(which accounts for how strong is the oscillation) and depends on various aspects 
such as the amount of synchronicity between the cells in the network or on how 
action potentials (AP) from other sources, so as depolarizing currents, the latter 
induced by the action of neuromodulators, interact with the ongoing activity of the 
network. In last two cases the timing in the evoked response of the cells is altered, 
and forces the global firing to go out of rhythm while inducing temporal 
fluctuations in the amplitude of the oscillatory pattern.  
Despite the existence of multiple evidences and different approaches, the 
question about what the mechanisms of fluctuations are, or what kind of 
information (if any) it conveys, is still unresolved. Moreover the involvement of 
elements like how network connectivity and membrane properties affects the 
generation of cortical oscillations, remains elusive and concerns more elaborated 
observations like how the oscillation in a network is perturbed when the network 
is innervated by another oscillating network. 
In this thesis, these questions have been studied by means of a 
computational approach, and the results are compared with experimental findings. 
We first identified potential mechanisms that give rise to fluctuations in the power 
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of stable cortical oscillations. Secondly, we studied the dynamics in a system of 
two networks, providing non-symmetrical feed-forward connections from one to 
the other. Each network consisted of excitatory and inhibitory neurons able to 
produce oscillations by their own. In a broad exploration of the connectivity 
space, we performed a systematic search for plausible feed-forward connectivity 
patterns concerning oscillation-related activity, most likely related to structures 
like the prefrontal cortical (Van Aerde, Mann et al. 2009) and hippocampal 
networks (Bibbig, Traub et al. 2002; Bibbig, Middleton et al. 2007). This manner, 
we describe connectivity schemes with realistic topology and physiologically 
plausible activity in which one network receiving feed-forward innervations is 
able to: a. adapt its firing rate to the frequency of another circuit, b. sustains two 
different rhythms one locally generated, and one imposed, c. halts the intrinsic 
firing of the constituent cells or d. in which the random firing of the cells lead to 
the deletion of synchrony traces. Finally, we explored the effect of Ih currents, 
already known as the source mechanism of sub-threshold resonance, but whose 
effect on supra-threshold firing of action potentials remained elusive. 
In the simulated systems the neurons were driven by external inputs in the 
form of constant depolarizing currents (CDC) and by external action potentials. 
The depolarizing currents represented tonic depolarizations as induced by 
neuromodulators like carbachol (CCh). They consisted of currents applied to each 
cell in the network, with a given distribution of current amplitudes, independent of 
their excitatory or inhibitory nature. 
 
Amplitude fluctuation of cortical oscillations 
The neuronal network model in our study was able to generate strong fluctuations 
in oscillation amplitude, with high-amplitude episodes (HAEs) alternating with 
low-amplitude episodes (LAEs). This response occurred when the network was 
simultaneously stimulated with both constant depolarizing currents (CDC) and 
trains of action potential (APs). Pronounced alternation between high- and low-
amplitude episodes occurred only with CDC+AP input to the inhibitory cells and 
CDC input (with or without AP input) to the excitatory cells. The occurrence of 
alternating episodes of high- and low-amplitude oscillations was robust to changes 
in network properties, including the total number of cells in the network, the ratio 
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of excitatory to inhibitory cell numbers, the connectivity structure of the network 
as determined by the connection probabilities between excitatory and inhibitory 
cells, the decay time constants of the synaptic conductances, the duration of the 
synaptic delay, and cellular properties such as the channel conductances 
underlying the generation of action potentials (Avella Gonzalez, Van Aerde et al. 
2012). 
We conclude that amplitude fluctuations can be a general property of 
oscillatory neuronal networks, able to arise through background input from areas 
external to the network. Episodes of high-amplitude oscillations reflect periods of 
synchronized firing. Since synchronized firing between cells is important for 
correlation-based Hebbian learning, HAEs provide favourable conditions for 
synaptic strength modification. As we have shown here, external input to a 
network can modulate the duration of HAEs and thus may influence periods of 
learning and memory formation. 
 
Two interacting networks with feed-forward connectivity 
Although external input to oscillating networks has been shown to influence their 
oscillation frequency (Gieselmann and Thiele 2008) and amplitude (Avella 
Gonzalez, Van Aerde et al. 2012), little is known to what extent oscillations in 
one network can affect the oscillations in another network and how interacting 
networks may contribute to the highly diverse patterns of oscillatory activity 
observed in the brain (Draguhn and Both 2009). Thus, instead of using a train of 
action potentials delivered to either inhibitory or excitatory cells of what from 
now on we will call the target network, we used another cortical circuit (from now 
on source network) that provided feed-forward input to the cells in the target 
network as before (Avella Gonzalez, Van Aerde et al. 2012). Both model 
networks consisted of excitatory and inhibitory cells. One network was tuned to 
produce slow oscillations on its own, and the other one was tuned to generate fast 
oscillations (one rhythm within the beta and other within the gamma ranges). We 
then systematically explored how adding uni-directional connections from the 
slow to the fast network or from the fast to the slow network, affected the 
oscillatory activity in the target network. We showed that this afferent input can 
dramatically change the frequency spectrum in the target network and thereby 
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generate a wide range of complex temporal patterns of oscillations similar to those 
observed in brain networks such as the prefrontal cortex. A typical example is that 
the rhythm of the source network could be imposed onto the target network, 
which was dependent on (i) whether the target network bears a faster or slower 
oscillation than the source network, on (ii) the type of the main connection in 
every scheme and on (iii) the relative synaptic weight of these inputs. Other 
examples include the full silencing of the oscillation in the target network, the 
coexistence of the source and the internal rhythm in the target, or even the 
alternation between periods of high and low-amplitudes of the oscillation 
(HAE/LAE transitions). In general, the slow network was more effective at 
imposing its rhythm on the fast network than the fast network was at imposing its 
rhythm on the slow network. The power by which the base frequency of the slow 
network was represented in the fast network depended on the strength of the 
connections from the slow to the fast network. 
 
Effect of Ih on suprathreshold oscillatory activity 
The activation of h-channels in the membrane of excitatory cells produced 
fluctuations of the membrane’s resting potential and in some cases induced 
sudden firing of the single cells. This response was strongly dependent on the 
amount of tonic depolarization received from the external environment by the 
cells, and on the mean firing rate (mfr) and randomness (rand) of the external 
spike trains (APs) received by the inhibitory cells (but not excitatory). Similar 
results were reported by Pinto et al., while studying the changes in frequency of 
the activity in a cortical circuit and the correlate to different behavioural states 
(Pinto, Jones et al. 2003). In this respect we report the existence of a range of the 
external APs-mfr , around 8Hz and 18Hz, for which the cells recovered faster 
after the refractory period of every evoked spike (without disturbing the 
oscillation pacemaker), which translated into the network’s response represented 
an elevation of the rhythm frequency, while the power remained constant; 
otherwise we also show that the solely increase in frequency, without further 
power increase as indicated for high AP-mfr (>18Hz in our model), results from 
the loss of synchronous firing of the cells. In addition Ih contributed to create 
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metastable states was critical in creating HAE/LAE profiles when AP-mfr onto I 
cells was lower than 10 Hz and the input held temporal coherence.  
Even though all these predictions still require confirmation, experimental 
evidence is easy to collect, and in case of confirming this dynamics, our model 
may explain how interaction between different brain areas evoke a specific 
responses in others, and how certain mechanisms such as Ih flow responsible for 
resonant dynamic of single cells, interact with a global circuit dynamics to 
produce significant changes in the synchronization properties of the cells in the 
target areas, concerning feed-forward loops.  
 
Implications for behaviour and cognition 
Computational and experimental studies have shown that oscillations can emerge 
in circuits containing excitatory-inhibitory cells with internal connections between 
the neurons of the same and different types (Tiesinga, José et al. 2000; Tiesinga, 
Fellous et al. 2001; Tiesinga and Sejnowski 2009). The emergence of oscillations 
mainly depends on the anatomy and functional role of the cells in a certain 
cortical area which in turn may be associated to behavioural or cognitive skills of 
the organism (Bibbig, Traub et al. 2002; Buzsaki and Draguhn 2004; Börgers, 
Epstein et al. 2005; Bibbig, Middleton et al. 2007; Mann and Mody 2009). 
The relevance of our findings consists in showing for the first time (to our 
knowledge) how oscillatory activity patterns in a cortical network can be 
influenced by excitatory AP streams (representing an environmental stimulus or 
external activity emerging from another network) and limited in frequency by the 
action of internal membrane mechanisms such as the after hyperpolarization 
currents Ih associated to resonant activity of single cells, recalling that the 
fluctuation in the amplitude of the oscillations, the uni-directional connectivity 
between networks and the supra-threshold effect of the after hyperpolarization 
currents Ih on the oscillatory dynamics occur independently from each other and 
their well differentiated mechanisms of action, have consequences onto both the 
frequency and the power of the emerging oscillation. 
The separated analysis of these three elements represents an improvement 
in the design of experiments, since it provides a null-hypotheses respect to the 
type of expected firing of single cells or the network. This way it is possible to 
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evaluate and quantify the stability and the power of the ongoing rhythm in a 
cortical circuit. 
Based on their experimental observations, Van Aerde et al., (Van Aerde, 
Mann et al. 2009) suggested that the simultaneous occurrence of two frequencies 
in layer V but not layer VI of the PFC could imply parallel processing of two 
different streams of information in layer V. In addition, they hypothesise that, 
when the specific connectivity scheme is known that give rise to that activity, it 
could be possible to uncover, at least partially, the behavioural correlate of such a 
dynamics. Our study shows that depending on the properties of a stream of 
excitation onto inhibitory cells in a cortical network such as firing rate, 
randomness, type and even synaptic strength of the connections, the target circuit 
is able to oscillate in different manners producing either, multi-frequency firing or 
rhythmic activity with fluctuating power as described by Van Aerde et al., 
showing a tight relation between structure of the input’s firing rate (the frequency) 
and the synchronous response of a cortical circuit. Synchrony and frequency 
transitions depend on the instantaneous interaction between networks which, 
according to Van Aerde’s observations, reflects and even modulates the 
momentary behavioural state of the animal in particular states of alertness. In 
agreement with other works (Pinto, Jones et al. 2003), we present evidence from 
our simulations that the rhythmic firing of a circuit can be dominantly shaped and 
understood by looking on one hand at the drive provided by excitatory contacts 
onto inhibitory cells due to an external input, and on the other at the action of 
neuromodulators such as carbachol (CCh) on ionic conductances (synaptic 
strength) combined with additional membrane mechanisms. This way, the timing 
of the evoked response of the cells so as frequency of the respective network 
oscillation is modified, leading to transitions particularly between gamma and 
beta rhythms (Traub, Whittington et al. 1999) or coexistence of two rhythms as 
observed by Van Aerde, which in the cognitive and behavioural domain correlates 
to changes in arousal states (Haenschel, Baldeweg et al. 2000; Pinto, Jones et al. 
2003). 
Even though we did not directly studied nor focused on optimization 
strategies for cortical connectivity, our model consistently reflects these kinds of 
phenomena from two perspectives: the modulation of both stable (long enough) 
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periods of synchronous activity and in the way cells in the target network 
participated in the synchronous firing of one or the other oscillation. This 
dynamics correlates in real circuits to attentive, exploratory and memory 
formation/consolidation states, and its disruption also has proven implications in 
degenerative diseases/disorders like Schizophrenia, Authism (Uhlhaas and Singer 
2007; Uhlhaas, Haenschel et al. 2008; Uhlhaas, Pipa et al. 2009; Uhlhaas and 
Singer 2010) or Epilepsy (Da Silva, Blanes et al. 2003). 
 
Further perspectives 
As described by pinto et al., (Pinto, Jones et al. 2003) Synchronous firing in 
cortical circuits plays different roles depending on two main factors: their 
anatomical location and the functional correlate to behaviour or cognition. 
Following this reasoning any change in behavioural states might be modelled 
according to known effects of ACh (or its agonists like carbachol –CCh-) on 
cortical neurons (McCormick 1992; Hasselmo 1995; Détári, Rasmusson et al. 
1999), represented in our model by constant depolarizing currents; however a 
more realistic dynamics must be implemented in order to understand finer details. 
Our findings provide a step forwards in the understanding of the behavioural and 
cognitive correlates of oscillations, because the association of individual 
properties of the oscillation to a given characteristic of a behavioural state, 
simplifies the analysis of the evoked response to a serial composition of elements, 
each referred to either the amplitude of the oscillation, power, frequency, duration 
of episodes, or duration and strength of desynchronization periods etc.  
A step further may consist in investigating the impact of varying the levels of 
synchronization of the instantaneous synaptic integration of inputs in single cell 
membranes, related to more complex dynamics concerning adaptation phenomena 
such as facilitation/depression rules in the network interactions. These 
mechanisms are interesting because their activation depend on the moment to 
moment history of the membrane state, and not on averages contributions of the 
intervening mechanisms. A good understanding of the concerted effect of synaptic 
facilitation and depression, and varying levels of synchronization in the network 
might be essential to better explain sudden transitions between rhythms and even 
simultaneous occurrence of them. With the characterization of the activity 
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described in this thesis, and the cortical response during oscillations, applied to an 
optimized model network, it would be possible to study in an integrative manner 
the moment to moment evolution of a cortical circuit response and its correlates to 
behavioural or cognitive tasks. With complimentary experimental approaches for 
studying single cell and collective changes in the structure of oscillatory responses 
it would add to our understanding of how facilitation or depression modulate and 
stabilize the synchronous firing of the circuit as a homeostatic means to reliably 
convey information in the cortex. 
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