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Abstract
The definition of ‘classical state’ from [3], used e.g. in [7] to prove a decomposition theorem internally in
the language of State Property Systems, presupposes as an additional datum an orthocomplementation
on the property lattice of a physical system. In this paper we argue on the basis of the (ε, d)-model on
the Poincare´ sphere that a notion of topologicity for states can be seen as an alternative (operationally
foundable) classicality notion in the absence of an orthocomplementation, and compare it to the known
and operationally founded concept of classicality.
Keywords: State Property System, orthocomplementation, property lattice, closure space, clas-
sical property
1 Introduction
In earlier work we have proven that it is possible to distinguish the ‘classical parts of a general State
Property System’, and more specifically to derive a general decomposition theorem (Aerts [1]; Aerts, Deses
and D’Hooghe [7]). This decomposition theorem splits off the part of the State Property System consisting
of the classical properties and classical states. A classical property a is a property such that a is actual
or the orthocomplemented property a⊥ is actual for any state of the State Property System. This means
that the classical part that is split off by means of the decomposition theorems in Aerts [1] and Aerts et al.
[7] is a ‘deterministic part’. Indeed, for such a classical property a we can consider a test α such that the
inverse test α˜ is a test of the orthocomplemented property a⊥, and then α gives with certainty the answer
‘yes’ or gives with certainty the answer ‘no’ for any state of the considered physical system. Hence there
is no uncertainty for such a test α.
Often it is claimed about classical mechanics that it is a deterministic theory. The situation is however
more complex, as we have observed in Aerts, Coecke, Durt and Valckenborgh [5], more specifically in
section 9 of this article, where we have analyzed in which way we can regain the standard topology on the
sphere in the case of our considered model of a quantum spin-12 -system on the Poincare´ or Bloch sphere.
The situation is indeed more complex in case one considers classical mechanics ‘plus’ its concrete role as
a theory to describe real macroscopical physical systems in the real world. Such real systems can be in
states where it is difficult to give a meaning to the notion of ‘determined value of a physical quantity’.
What we mean are the states of unstable equilibrium. Of course, formally, like their name indicates,
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states of unstable equilibrium are states of equilibrium, meaning that the system is in equilibrium in such
states, and hence values of physical quantities have determined outcomes. In practice however, i.e. for
real existing macroscopic system, such unstable equilibrium states are not really equilibrium states, since
any perturbation — in quantum language one would say any effect of context — will push the system
outside of such states. As a consequence a dynamics of positive feedback comes into existence, which
means that the system is pushed even further away from its original state, which is the reason why the
equilibrium is called ‘unstable’. Of course, classical mechanics as a formal theory ‘does not contain a model
derived from first principles’ about this positive feedback mechanism for states of unstable equilibrium.
When engineers however ‘use’ classical mechanics, the contextual effect in the case of unstable equilibrium
states is certainly taken into account explicitly. If this would not be done, i.e. if these states of unstable
equilibrium would be considered by engineers as states with a determined value for physical quantities,
mechanical building constructions could be attempted that would collapse under the influence of a little
breeze. What is interesting, and what we showed in Aerts et al. [5], is that in this model such a state of
unstable equilibrium is effectively the ‘remaining of what in quantum mechanics is a superposition state,
for the case where the fluctuations due to effects of measurements become infinitesimally small’. This
means that in case we want to consider classical mechanics as a limit of quantum mechanics, the unstable
equilibrium states would result as the leftover of the superposition states, the uncertainty being reduced
in this specific way.
The analysis in Aerts et al. [5] is made on the Poincare´ sphere as a model for a quantum spin-12 -system,
and we had not yet tried to generalize this finding for the case of a general system in a quantum axiomatic
setting. It has remained, however, one of the goals we had set for ourselves with respect to the problem
of capturing classical and quantum within an axiomatic approach. Indeed, in our opinion it entails a very
promising approach to study the way in which classical mechanics can be considered as a limit case of
quantum mechanics. It could mean a big step ahead in the age-old ‘classical limit problem’, a problem
for which almost no progress has been made during the many years of quantum physics research. From
the study of this situation in Aerts et al. [5] we can deduce some aspects that give us hints of how to
approach the problem in a general way. (i) Most importantly is that the standard topology of the sphere
is retrieved in Aerts et al. [5] for this ‘classical limit that consists in expressing that the fluctuations due
to measurements can be made as small as one wants’. (ii) We know that State Property Systems are
categorically equivalent to closure spaces (Aerts, Colebunders, Van der Voorde and Van Steirteghem [6]).
(iii) Additionally it is the linear closure of a Hilbert space what makes a Hilbert space State Property
System a closure which is strictly not a topology. Taking into account (i), (ii) and (iii), we believe that
if we introduce the requirement ‘that the closure which is equivalent to the State Property System is a
topology’, that this is a way to express the type of classicality which we have observed and studied in Aerts
et al. [5] for the specific case of the Poincare´ sphere. Concretely this means that we demand that for two
properties a and b also the set union of the set of states contained in a and the set of states contained
in b corresponds to a property, let us denote it a ∪ b. And we introduce this requirement for any finite
collection of properties, hence asking that for (ai)
n
i=1 also ∪ni=1ai is a property. We will call properties
satisfying this requirement ‘topological properties’. In the present article we want to investigate whether
it is possible to split off in a way similar than what we have done for classical properties a part of a general
State Property System for such topological properties. We also want to make this investigation for the case
of a State Property System which is not necessarily orthocomplemented. Indeed, for the decomposition
theorem we proved in earlier work (Aerts [1] and Aerts et al. [7]), an orthocomplementation of the State
Property System was necessary. Parallel to our motivation for finding a more general way of approaching
the problem of the classical limit, we want to investigate the role of the axiom of orthocomplementation
with respect to the possibility of a decomposition theorem.
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2 State Property Systems and Closure Space
Definition 1. ([1, 3]) A State Property System is a triple (Σ,L, ξ) with Σ a pre-ordered set (the states
of the physical system), L a complete lattice (the properties of the physical system; we denote its top and
bottom by 1, resp. 0) and ξ : Σ −→ P(L) satisfying the following conditions for all p, q ∈ Σ, all a, b ∈ L
and (ai)i∈I an arbitrary family in L with I a non-empty set:
1. 1 ∈ ξ(p), 0 6∈ξ(p),
2. p ≤ q ⇔ ξ(q) ⊆ ξ(p),
3. a ≤ b⇔ (∀r ∈ Σ : a ∈ ξ(r)⇒ b ∈ ξ(r)),
4.
∧
i∈I ai ∈ ξ(p)⇔ ∀i ∈ I : ai ∈ ξ(p).
The statement a ∈ ξ(p) is interpreted as the property a being actual if the considered physical system is in
state p.
For a given State Property System (Σ,L, ξ), the map
κ : L −→ P(Σ) : a 7→ {p ∈ Σ | a ∈ ξ(p)}
is called the Cartan map. We note in passing that, with an appropriate notion of morphisms, the category
Sps of State Property Systems is naturally equivalent to the category Cls of closure spaces (where the
closure is not necessarily additive like e.g. the closed linear span in a Hilbert space) and continuous maps
(see Aerts et al. [6]).
Within the Geneva-Brussels approach, State Property Systems are used for the study of physical sys-
tems. An important feature of this approach is that it can be operationally founded by making use of tests
= ‘yes’-‘no’ experiments. It often is assumed that L, moreover, admits an orthocomplementation, i.e. a
map
·′ : L −→ L
which satisfies
(a′)′ = a, a ≤ b⇒ b′ ≤ a′ , a ∧ a′ = 0 and a ∨ a′ = 1
for all a, b ∈ L. Also recall from Aerts [3] that an operational justification for the existence of an ortho-
complementation on the property lattice can be given by using the notion of inverse to a given test and
the notion of ortho-test. (One can show that L admits an orthocomplementation if every property can be
tested by an ortho-test). In fact, one can argue that orthocomplementation is one of the key ingredients in
most of the mathematical axiomatic approaches to quantum mechanics (see e.g. Aerts and Pulmannova´
[9], Beltrametti and Casinelli [10], Birkhoff and von Neumann [11], Birkhoff [12], Dorfer,Dvurecˇenskij and
La¨nger [15], Dvurecˇenski and Pulmannova´ [16], Foulis and Randal [17], Greechie [19], Harding [20], Jauch
[21], Kalmbach [22], Mackey [23], Piron [24, 25], Pta´k and Pulmannova´ [26] and Sole`r [27]). The notion of
classicality in this setting is defined by:
Definition 2. ([3]) Let (Σ,L, ξ) be a State Property System, for which L admits an orthocomplementation
·′. Then a property a ∈ L is called a classical property if κ(a) ∪ κ(a′) = Σ.
We recall from [3] that the notion of being a classical property can be given an operational underpinning
as follows: call a test a classical test if in any state, either this test or its inverse is true (= gives the outcome
‘yes’ with certainty); the properties of the property lattice (which is constructed out of operational data,
namely the tests) that can be tested by a product test of a family of classical tests are precisely the classical
properties.
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If (Σ,L, ξ) is a State Property System for which L admits an orthocomplementation, we write C for
the set of all classical properties and for every p ∈ Σ,
ω(p) :=
∧
a∈ξ(p)∩C
a
is called the classical state of the considered physical system if it is in state p. The set of all classical states
is denoted Ω and it is shown in [3] that (under the conditions of Theorem 1 below) it can be augmented
to a State Property System (Ω, C, ξc).
Within this approach one can effectively model e.g. quantum systems with superselection rules as is
shown in the following decomposition theorem:
Theorem 1. ([3]) If (Σ,L, ξ) is a State Property System, for which L admits an orthocomplementation,
then
(Σ,L, ξ) '
⊕
ω∈Ω
(Σω,Lω, ξω)
where all the summands are totally non-classical (i.e. top and bottom are the only classical properties).
It is important to note, however, that the notion of a classical property is only present on the level of
the State Property System in the presence of an orthocomplementation on the property lattice!
Note that in absence of an orthocomplementation on L, one still can consider the set Cop of operationally
classical properties, i.e. properties which can be tested by a test such that in any state either this test or
its inverse is true, and along with it, operationally classical states
ωop(p) :=
∧
a∈ξ(p)∩Cop
a
for all p ∈ Σ. One can now prove an operationally founded version of the Theorem 1 (see [2]).
3 A motivating example
We consider the (ε, d)-model on the Poincare´ sphere S2 ⊆ R3 which was proposed in [5, 8] to study axiomat-
ically ‘in between quantum and classical’ situations and the classical limit, and which is an elaboration of
the spin models developed in Aerts [2], and also studied in Czachor [13] and Garola, Pykacz and Sozzo
[18].
Assume a particle at point p ∈ S2 (this is the state of the system). For a vector u ∈ S2, ε ∈ [0, 1] and
d ∈ [−1+ε, 1−ε], consider the following test α(u, ε, d). Attach an elastic of length 2ε centered at coordinate
d along the [−u, u]-axis. Now orthogonally project p onto the elastic. Then randomly cut the elastic at a
point λ, where the stochastic variable λ is uniformly distributed over the interval [d−ε, d+ε]. If p is pulled
towards u, the outcome of α(u, ε, d) is set to ↑; if p is pulled towards −u, the outcome of α(u, ε, d) is set
to ↓. For every ε ∈ ]0, 1], let Lε be the collection of all the eigen-closed subsets of S2 for the experiments
α(u, ε, d) (all u, d), ordered by inclusion. Consider the State Property System Sε := (S
2,Lε, ξε), with
ξε(p) = {a ∈ Lε | p ∈ a} (all p ∈ S2) . Note that the eigensets (= sets of all states for which the experiment
yields a certain given outcome) corresponding to the outcome ↑ (resp. ↓) for α(u, ε, d) are the spherical
caps containing u (resp. −u) cut off from S2 by the plane perpendicular to the [−u, u]-axis at coordinate
d+ ε (resp. d− ε).
It is shown in [5] that for the classical limit, i.e. taking the limit for ε→ 0 (which corresponds to taking
the categorical limit lim←−Sε in Sps, or the categorical limit of the associated eigen-closures in Cls ), one
recovers the Euclidean topology on the Poincare´ sphere. This limit corresponds to the ‘zero-fluctuation’
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Figure 1: A ‘hidden measurement model’ on the Poincare´ sphere
case for the measurement interaction in the sense of the Hidden Measurement Formalism for quantum
mechanics [4] and therefore rightfully can be seen as an example of a classical deterministic system.
This naturally leads us to proposing topologicity = additivity, i.e.
∀A,B ⊆ Σ : c(A ∪B) = c(A) ∪ c(B),
of the closure operator c corresponding to the State Property System (in the aforementioned natural
equivalence Sps ' Cls) as a notion of classicality of a system. It is important to note that this notion, which
we will call T-classicality, does not assume an orthocomplementation on the property lattice. In D’Hooghe
[14] explicit examples are given of physical systems for which the associated property lattice of eigenclosed
sets of states does not allow for any orthocomplementation. This underlines the necesssity of defining a
suitable concept of classicality which does not presuppose an orthocomplementation on the property lattice
of a State Property System. Apart from introducing such a notion, we also try to give an operational
foundation for it and investigate how it compares with the usual one in case an orthocomplementation is
given.
4 Topological states and T-classical systems
The next proposition shows that in general the fact whether or not the property lattice of a system admits
an orthocomplementation is not preserved when ‘taking the classical limit’ in Sps like in the example of the
Poincare´ sphere model described in the previous paragraph. This provides another motivation for defining
classicality independently of the notion of orthocomplementation. In fact, we show that for the lattice
of closed subsets of a topological space, demanding the existence of an orthocomplementation is rather
restrictive.
Proposition 1. Let (X,OX) be a topological space and denote the collection of closed subsets of X by CX .
Then the following assertions are equivalent:
1. (CX ,⊆) allows an orthocomplementation,
2. (CX ,⊆) is a Boolean algebra,
3. CX = OX .
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Proof: We write cX for the closure operator associated with (X,OX). For A ∈ OX , A∗ :=
⋃{B ∈ OX |
A∩B = ∅} is called the pseudo-complement of A in (OX ,⊆) and it is easy to see that A∗ = X\cX(A). Since
(OX ,⊆) is a distributive lattice, the complement of A is unique if it exists and in that case has to be equal
to A∗. One then easily obtains that A is complemented in (OX ,⊆) if and only if cX(A) ∩ cX(X \ A) = ∅
or, equivalently, if and only if A ∈ OX ∩ CX . In the same way, C ∈ CX is complemented in (CX ,⊆) if
and only if X \ C is complemented in (OX ,⊆), if and only if C ∈ OX ∩ CX . The implication 3. ⇒ 1. is
obvious because if 3. holds, ·′ : CX → CX : C 7→ X \ C defines an orthocomplementation. Also 1. ⇒ 2. is
clear since if 1. holds, (CX ,⊆) is a complete (hence bounded) distributive lattice in which every element
is complemented, i.e. a Boolean algebra. Finally, assume 2. holds. By the preceding remark this implies
that CX ⊆ OX , or equivalently, CX = OX . 
Note that the condition CX = OX does not imply that CX = OX = 2X , the topological space
(R, {∅,R+,R−0 ,R}) being an easy counterexample. It is also strictly stronger than (X,OX) being zero-
dimensional (i.e. that OX is
⋃
-generated by a collection of open + closed subsets) as is demonstrated by
the topological space on R where the topology is
⋃
-generated by {∅,R} ∪ {[a, b[| a, b ∈ R, a < b}.
Definition 3. Let (Σ,L, ξ) be a State Property System. We call a property a ∈ L a topological property
if
∀b ∈ L : κ(a ∨ b) ⊆ κ(a) ∪ κ(b)
or equivalently, if
∀b ∈ L : κ(a ∨ b) = κ(a) ∪ κ(b).
We write T for the set of all topological properties. For every p ∈ Σ,
τ(p) :=
∧
a∈ξ(p)∩T
a
is called the topological state of the considered physical system if it is in state p, and we write T for the
set of all topological states. The map
κt : T −→ P(T ) : a 7→ {τ(p) | p ∈ κ(a)}
is called the topological Cartan map.
Proposition 2. Let (Σ,L, ξ) be a State Property System. Then for every state p ∈ Σ we have that
τ(p) =
∨
q∈κ(τ(p))
τ(q).
If, moreover, the condition T ⊆ Cop holds, then also
τ(p) =
∨
q∈κ(τ(p))
ωop(q) (1)
κ(τ(p)) =
⋃
q∈κ(τ(p))
κ(ωop(q)). (2)
Proof: By definition of τ(p), the following implication holds:
q ∈ κ(τ(p))⇒ (∀a ∈ T : p ∈ κ(a)⇒ q ∈ κ(a)),
6
hence τ(q) ≤ τ(p) for all q ∈ κ(τ(p)). Therefore we have that∨
q∈κ(τ(p))
τ(q) ≤ τ(p)
and since p ∈ κ(τ(p)), we have equality. If, moreover, T ⊆ Cop, we have that
ωop(q) =
∧
a∈ξ(q)∩Cop
a ≤ τ(p)
for all q ∈ κ(τ(p)), so ∨
q∈κ(τ(p))
ωop(q) ≤ τ(p) and
⋃
q∈κ(τ(p))
κ(ωop(q)) ⊆ κ(τ(p))
and the last inclusion becomes an equality because q ∈ κ(ωop(q)) for all q. It therefore follows that
κ(τ(p)) =
⋃
q∈κ(τ(p))
κ(ωop(q)) ⊆ κ
 ∨
q∈κ(τ(p))
ωop(q)
 ⊆ κ(τ(p)),
and because state property systems satisfy property determination,∨
q∈κ(τ(p))
ωop(q) = τ(p).

Concerning an operational foundation of the concept topological test, we have the following. We call a
test α a topological test if it satisfies the following condition:
∀β : (∀γ : (α ≤ γ and β ≤ γ)⇒ γ true)⇒ (α true or β true).
Then the properties of the operationally constructed property lattice that can be tested by a product test
of a family of topological tests, are exactly the topological properties.This can be checked (elaborately but
in a straightforward way) by going through the construction of the property lattice L from the equivalence
classes of tests performed in great detail in [3]. The line of reasoning is analogous to the proof of the
similar fact concerning classical properties being those testable by a product test of a family of classical
tests, which is proved in [3] and alluded to right after Definition 2 in this paper.
Definition 4. A State Property System the associated closure operator of which (in the correspondence
Sps ' Cls) is additive, i.e. a topological closure, is called a T-classical State-Property-System.
Theorem 2. Let (Σ,L, ξ) be a State Property System. Then arbitrary meets (taken in L) of topological
properties are again topological and therefore T is a complete lattice with the same order and meets as L
(but in general different joins). If we, moreover, define
ξt : T −→ P(T ) : τ(p) 7→ ξ(p) ∩ T .
Then (T, T , ξt) is a T-classical State Property system.
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Proof: Obviously 0, 1 ∈ T . Suppose I is an arbitrary (non-empty) set and ai ∈ T for all i ∈ I. Then
we have for all b ∈ L and i ∈ I that κ(ai ∨ b) = κ(ai) ∪ κ(b), so (
∧
i∈I ai) ∨ b ≤ ak ∨ b for all k ∈ I, and
hence κ((
∧
i∈I ai) ∨ b) ⊆ κ(ak ∨ b) = κ(ak) ∪ κ(b) for all k ∈ I. Hence
κ
((∧
i∈I
ai
)
∨ b
)
⊆
⋂
i∈I
(κ(ai) ∪ κ(b)) =
(⋂
i∈I
κ(ai)
)
∪ κ(b) = κ
(∧
i∈I
ai
)
∪ κ(b).
This proves that
∧
i∈I ai ∈ T . Note that 0 ∈ T , since κ(0 ∨ b) = κ(b) ⊆ ∅ ∪ κ(b) = κ(0) ∪ κ(b) for b ∈ L,
and also 1 ∈ T , because κ(1 ∨ b) = κ(1) = Σ = Σ ∪ κ(b) = κ(1) ∪ κ(b) for b ∈ L.
The foregoing proves that τ(p) ∈ T for p ∈ Σ, and hence T ⊆ T . It easily follows from the third axiom
in Definition 1 that ξt is well defined. Define
κt : T −→ P(T ) : a 7→ {τ(p) ∈ T | a ∈ ξt(τ(p))}.
Suppose I is an arbitrary (non-empty) set and ai ∈ T for all i ∈ I. Then we have κt(
∧
i∈I ai) =
{τ(p) | p ∈ κ(∧i∈I ai)} = {τ(p) | ∀i ∈ I : p ∈ κ(ai) } = ⋂i∈I κt(ai). We have κt(0) = {τ(p) | p ∈ κ(0)} = ∅,
and κt(1) = {τ(p) | p ∈ κ(1) = Σ} = T .
This proves that (T, T , ξt) is a state property system. We have not yet investigated ‘what happens
with the supremum’ in the lattice T . Consider a, b ∈ T and c ∈ L. We have κ((a ∨ b) ∨ c)) = κ(a ∨
(b ∨ c)) = κ(a) ∪ κ(b ∨ c) = κ(a) ∪ κ(b) ∪ κ(c) = κ(a ∨ b) ∪ κ(c) which proves that a ∨ b ∈ T , and
we have κ(a ∨ b) = κ(a) ∪ κ(b). From this follows that the supremum ∨ni=1ai of a finite number of
elements ai ∈ T is also an element of T , and κ(∨ni=1ai) = ∪ni=1κ(ai) by induction. Indeed, suppose
that this is satisfied for n − 1, let us prove it for n. We have κ(∨ni=1ai ∨ c) = κ(∨n−1i=1 ai ∨ an ∨ c) =
κ(∨n−1i=1 ai) ∪ κ(an ∨ c) = κ(∨n−1i=1 ai) ∪ κ(an) ∪ κ(c) = κ(∨ni=1ai) ∪ κ(c), which proves that ∨ni=1ai ∈ T . We
have κ(∨ni=1ai) = κ(∨n−1i=1 ai ∨ an) = κ(∨n−1i=1 ai) ∪ κ(an) = ∪n−1i=1 κ(ai) ∪ κ(an) = ∪ni=1κ(ai).
However, for an infinite number of elements ai ∈ T we do not necessarily have this equality. The
supremum of such an infinite number of elements ai ∈ T , which we denote
∨˜
, since it does not necessarily
coincide for an infinite number of elements with
∨
which is the supremum in L, is given by∨˜
i∈Iai =
∧
{b ∈ T | ∀i ∈ I : ai ≤ b} (3)
The foregoing shows that ∨˜ = ∨ for a finite number of elements. Consider a, b ∈ T , then we have
κt(a∨˜b) = κt(a) ∪ κt(b) (4)
and also for a finite number of elements ai ∈ T we have
κt(∨˜ni=1ai) = ∪ni=1κt(ai) (5)
which proves that the closure corresponding to the state property system (T, T , ξt) is topological. 
Let us now take a look at what this means for a standard quantum mechanical State Property System
(Σ(H),L(H), ξH) (i.e. H is a Hilbert space, Σ(H) is formed by the rays in H, L(H) is the lattice of all
closed subspaces of H and ξH is defined by subspace inclusion). If a ∈ L(H) such that κ(a∨c) = κ(a)∪κ(c)
for all c ∈ L(H), we have either a = 0 or a = 1. Hence T (H) = {0, 1} and T (H) = {1}, so the topological
State Property System corresponding to a Hilbert space is always the trivial one given by ({∗}, {0, 1}, ξ)
with ξ(∗) = {1}.
Theorem 3. Let (Σ,L, ξ) be a State Property System.
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1. If L admits an orthocomplementation ·′ : L −→ L, then the following assertions are equivalent for
every property a ∈ L:
(a) a is classical,
(b) a is topological.
2. If (Σ,L, ξ) is a State Property System for which L admits an orthocomplementation and if, moreover,
L is atomistic, then (a) and (b) are equivalent to
(c) a is central, i.e. ∀b ∈ L : b = (b∧ a)∨ (b∧ a′). (The implication (a)⇒ (c) even holds without the
supplementary assumption of atomisticity.)
Proof: Recall that under the extra assumption of atomisticity of L, the equivalence of (a) and (c) was
proved in Aerts [3] as Proposition 33, whereas it was shown in Proposition 27 of [3] that classical elements
are always central, even without the assumption of atomisticity. So we only need to prove 1. Here the
implication (b)⇒ (a) is obvious since for a ∈ T ,
Σ = κ(1) = κ(a ∨ a′) = κ(a) ∪ κ(a′).
To prove the remaining implication, assume that a ∈ C and b ∈ L arbitrary. According to Proposition 27
in [3], we have that
κ(a ∨ b) = κ((b ∨ a) ∧ a) ∪ κ((b ∨ a) ∧ a′) = κ(a) ∪ κ((b ∨ a) ∧ a′).
But since a ∈ C, obviously a′ ∈ C, so applying Proposition 29 from [3] yields that
(b ∨ a) ∧ a′ = (b ∧ a′) ∨ (a ∧ a′) = b ∧ a′
and hence
κ(a ∨ b) = κ(a) ∪ κ(b ∧ a′) ⊆ κ(a) ∪ κ(b)
so a is topological. 
We show with a counterexample that the equivalence from 1. (where one then has to replace ‘classical’
by ‘operationally classical’) in general can fail if L does not admit an orthocomplementation. To do so,
consider the (ε, d)-model for ε = d = 0. It was shown in [5] that in this case L is the closure structure
generated by (i.e. the saturation of this collection w.r.t. arbitrary intersections)
{B(u, pi/2) | u ∈ S2} ∪ {∅, S2}
where for every u ∈ S2,B(u, pi/2) stands for the half-sphere with u as its pole and the big circle in the
plane perpendicular to the u-axis. Then for every u ∈ S2: au := B(u, pi/2) is operationally classical but
not topological, since for bu := {−u}, we have that
au ∨ bu = S2.
5 Conclusions
• Condition 3 in Proposition 1 is strictly stronger than (X,OX) being zero-dimensional and there are
non-trivial examples where condition 3 holds and for which OX 6= P(X). This shows that demanding
existence of an orthocomplementation on a T-classical state property system is very restrictive.
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• A careful examination of the proof of Theorem 1 shows that it crucially depends upon the fact
that we have an orthocomplementation in order to obtain that {κ(ω(p)) | p ∈ Σ} is a partition of
Σ. This is needed to construct the Sps-isomorphism in Theorem 1. Without the presence of an
orthocomplementation, {κ(τ(p)) | p ∈ Σ} is not necessarily a partition of Σ, as can be observed from
Proposition 2.
• Poincare´ sphere models can be used to construct an example of a State Property System in which
the property lattice L does not allow an orthocomplementation and in which there exist operationally
classical properties that are not topological.
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