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Abstract: Occupants’ visual comfort is an important consideration in sustainable building design. To help create 
visually comfortable environments, building designers need an easy-to-use method to predict visual discomfort 
through simulations. This paper aims to present a proof-of-concept predictive method that analyses the contrast 
ratios of multi-region luminance-based images. 
Grasshopper and Radiance were used to develop an analysis algorithm that examines per-pixel luminance values 
of a high-resolution, 180-degree fisheye High Dynamic Range image (HDRi) and represents the luminance 
information at different (lower) resolutions relative to the average luminance value of the task.  
The proposed framework succeeded in reducing the complexity of the data by segmenting the HDR image into 
lower resolution without compromising the minimum luminance detail needed to identify the main glare 
sources.  
Illustrating the luminance distribution pattern of the visual field in lower resolutions opens opportunities in 
simplified data analysis and the visual communication of luminous conditions. Preliminary analysis suggest that 
this multi-region contrast method could be used as a simple and fast glare source detection method. This 
method will be further developed and validated using field data, then it will be published as a tool for practical 
application by building designers in the near future. 
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Introduction 
The field of lighting simulation is growing among diverse types of users (including researchers, 
architects, physicists, lighting designers, and interior designers), as it provides them with fast 
and flexible information about design choices. For example, lighting simulation yields 
accurate and sophisticated results much faster than solving lighting equations by hand. In 
addition, not only is it more flexible than rigid-scale models, but it can also store multiple 
design iterations with its lighting performance (which can be visualized as well) (Ochoa et al., 
2012). In 2004, Reinhart and Fitz (2006) conducted an online survey for more than 185 
individuals from a building simulation mailing list, and they found that 79% of participants 
were using computer simulation for daylighting analysis. These figures only increase over time, 
as building codes and green rating tools  require sophisticated ways to demonstrate 
compliance with their codes (Ibarra and Reinhart, 2009). Demonstrating compliance typically 
requires the sound use of good daylight strategy that can simultaneously accommodate 
sufficient light for the workplace and produce a comfortable visual environment with minimal 
discomfort glare (Ibarra and Reinhart, 2009). 
Discomfort glare is subjective, as it is related to users’ individual responses, and for this 
reason it is a difficult phenomenon to predict or simulate. Algorithms for glare detection and 
prediction have been developed and incorporated into simulation tools to evaluate glare 
based on image assessment (Wienold and Christoffersen, 2006). Currently, the most widely 
used glare assessment tools are Findglare and Evalglare.  
Findglare analyses HDR images in Radiance format. Based on the luminance distribution 
recorded for a specific observer view, the software seeks to identify glare sources and 
calculate the vertical illuminance. Thresholding is the main approach used by this tool, an 
analysis method where glare sources are detected when the luminance value within a 
potential glare source region exceeds an identified threshold. This threshold is a multiple of 
the average luminance of the visual field. The default glare threshold multiple is 7 times the 
average field luminance, although it can be adjusted manually (Ward, 1992). 
Evalglare is another Radiance-based evaluation tool that analyses glare according to a 
range of common glare prediction metrics (Wienold and Christoffersen, 2006). The software 
uses image processing algorithms to detect the pixels with luminance exceeding a given 
threshold, identifying the excessive luminance regions as glare sources and subsequently 
calculating the average luminance minus the glare region within the picture. Multiple image 
processing options can be adjusted in Evalglare, including the luminance threshold, as well as 
the search distance between pixels and the task location. It can identify glare sources and 
present them in different, random colours. It can detect and assess glare in various lighting 
scenes, either from HDR captured images or simulated Radiance pictures (Wienold and 
Christoffersen, 2006). However, this method is slower than Findglare and limited to two types 
of image projection methods (angular and hemispherical). Due to code limitation Evalglare 
can handle a maximum image dimension of 1200 x 1200 pixels.  
Predicting visual discomfort through the use of simulations is a promising technique; 
however, choosing the appropriate metric and cut-off threshold is crucial to ensure reliability. 
By calibrating these metrics and modifying their cut-off threshold based on what we know 
from the post-occupancy evaluation (POE), we can enhance these metrics’ prediction power. 
A number of studies have found that occupants reported discomfort from glare in green 
buildings (Baird and Thompson, 2012, Hirning et al., 2014, Hirning et al., 2017). Moreover, 
this discomfort sensation can distract office workers, and has a significant impact on 
occupants’ satisfaction (Rodriguez et al., 2016). When building occupants’ subjective 
responses are compared to the predicated visual discomfort level as a result of the current 
glare metrics, most of these metrics lack a strong correlation with their responses (Van Den 
Wymelenberg and Inanici, 2016). The main reasons for this are centred on other factors such 
as the architecture, the environment, and human variability, which are not included in most 
glare equations aside from the photometric parameters (i.e., position and luminance of the 
glare source, background luminance, etc.) (Altomonte et al., 2016). 
Simulation methods are much less equipment-expansive than field studies or 
controlled-laboratory studies. The key advantage of simulation is the fact that the simulation 
outcomes calibrate with the field or experimental outcomes; this gives the calibrated 
simulation technique the ability to evaluate different scenarios that can enrich the analysis 
phase. The advantages of the simulation techniques are amplified when combined with 
parametric tools and techniques that incorporate optimization and exhaustive search 
algorithms (Wagdy and Fathy, 2015). With the tools available, it is easy to generate large 
volumes of simulated data on the luminous conditions in any environment. Given the 
abundance of information that can be obtained through the simulation process - it would be 
useful to develop a method of analysis that reduces the complexity of the data. An approach 
that reduced the resolution (volume) of the data but did not compromise on the quality (i.e. 
still had sufficient detail to identify the necessary glare sources) could open opportunities in 
simplified data analysis and the visual communication of luminous conditions. 
This paper introduces a simplified and easy-to use analysis framework that allows for 
rapid assessment of luminance information from HDR images forming per pixel luminance 
maps. This post processing method enables simple and fast glare source detection methods 
and may aid in the identification of luminance patterns that lead to visual discomfort. 
Methodology 
The development of the new post-processing framework was based on High Dynamic Range 
images (HDRi), as they can store both luminance information and color values for a captured 
scene. These values can be displayed by selecting a single pixel, or by highlighting a region of 
interest on screen, which calculates the average luminance of the selected area. To reduce 
the resolution of luminance data from a captured HDRi, a grid of tessellated regions must be 
created. However, extracting the average luminance values over a grid of equally-sized 
regions (squares or circulars) can be quite challenging, as the only way to highlight these areas 
is by hand, for example, by using the wxfalsecolor tool in Radiance. This presents a challenge, 
as we need to store all these values over a new false color image and repeat this process over 
hundreds of other images. Therefore, a new parametric method is needed to extract the per-
pixel luminance values, calculate the average luminance for grid-based regions across the 
image and post-process these values to generate custom multi-region luminance and contrast 
maps. This procedure consists of four consecutive steps and can be summarized as follows: 
1. Extracting the per-pixel luminance values from a HDR image.
2. Segmenting the HDRI image into smaller equally sized regions (solid angles).
3. Calculating the per-region luminance value for each region.
4. Performing contrast analysis between regions using multiple region resolutions.
To develop and validate the new simplified method for both simulated and captured HDR 
images, the proposed method should have the ability to deal with different image projection 
methods. However, the first (current) version of this method is limited to equidistance 
projected images. This image projection was chosen to match the fisheye lens configuration 
used in an associated field study, which will be used to determine thresholds of discomfort. 
However, the present paper presents the proposed methodology using just one simulated 
image to demonstrate the process and proof-of-concept which will later be applied to field 
data. 
Step 1: Extracting Per-Pixel Luminance and illuminance Values 
In order to develop a parametric method for extracting the per-pixel values, Grasshopper 
0.090076 and Radiance 5.0.a.11 for windows 64 system were used to create an in-house 
algorithm, which processes the HDRi files inside Grasshopper and generates and executes a 
separate Radiance code to obtain the required results. This step outputs a series of per-pixel 
luminance and illuminance values, loading them back into Grasshopper to start the post-
processing procedures. Since the per-pixel luminance and illuminance values were saved into 
a text file, custom 2D or even 3D luminance maps could be generated using these values (as 
shown in Figure 1). These 3D luminance maps may provide invaluable data for various lighting 
analyses, and present new glare evaluation techniques. 
Figure 1. 2D and 3D luminance maps showing per-pixel luminance values in exploded form. 
It worth noting that luminance values are available for the both captured and simulated HDR 
images. However, only the simulated images can have Illuminance values if the “–i” option of 
rpict parameter in Radiance is activated. In this case, each pixel carries an illuminance value 
rather than luminance value. This method has the potential to be scaled up to simulate the 
annual assessment for visual comfort. 
Step 2: Evaluating Lower luminance distribution resolution in the field of view 
The next step involved altering the image resolution and dividing the image into smaller 
regions; this was done on Grasshopper to create multi-region masks at different resolutions 
(region size), with the aim of finding the most effective size that can predict visual discomfort 
based on the contrast ratio between these regions. The algorithm should consider each region 
as a singular masked area of the picture, and separate all luminance data for further post-
processing analysis. Figure 2 shows a sample of how these regions can be defined in different 
resolutions. 
Figure 2. Lower luminance distribution resolution in the field of view of different resolutions. 
Clearly, this overall approach intentionally reduces the resolution of the image and 
subsequently there is a risk of missing very small glare sources as the regions get larger. 
However, this workflow is designed to evaluate at what resolution the risk of losing fidelity 
balances the benefits of using a simplified and low-resolution prediction method. The 
selection of equal circular regions is acceptable for analysis of equidistance projected images; 
but cannot be applied in the case of all computer-simulated images which use angular fisheye 
or hemispherical projection methods. Therefore, further development is still under progress 
which aims to provide multiple projections that will require modification of circular shapes in 
order to match the available projections methods.  
Step 3: Post-Processing the Per-Region Luminance Data 
The third step focused on the method used to post-process the per-region luminance data. 
Two methods were implemented to calculate the per-region luminance value and can be 
descried as follows: 
1- The first method selected the luminance value of the pixel located at the centre of 
each region. The advantage of this method is that it is able to highlight the boundaries where 
regions of high luminance are adjacent to dark areas (i.e., glazing area relative to window 
frames or to the monitor), as shown on the right image of Figure 3. In addition, it can be 
helpful to identify the luminance variation in a per-region scale, especially with high-
resolution regions of a smaller region size as shown in the left-hand side of the image on the 
left side in Figure 3.  
2- In contrast, the second method considered not only the luminance value of the pixel 
located at the centroid, but also the other values in the region. This method calculates the 
average luminance of all per-pixel luminance values in each region, and provides a smoother 
luminance ratio than the first method. There is one major drawback to the second method, 
however — the resultant gives an average luminance of both bright and dark areas in the 
region, which may underestimate the negative effect of the bright pixels that are a source of 
glare.  
The centroid method (the first method) was found to be superior to the average method 
in detecting edges and the boundaries of regions with similar luminance, as evidenced in the 
left image of Figure 3. This highlights the potential application of the centroid method for 
detecting the specific regions in an image (including glare sources). Once regions have been 
mapped, the average value or the median can then be used to represent the average 
luminance value of each identified region. 
Figure 3. Example of the first method of calculating the luminance value of each region on the left and the 
second method on the right 
Circles were chosen to represent the regions as they are the best presentation of the 
solid angles. Tessellating a 180 degree hemisphere with equally sized solid angles results in 
gaps, as circles do not tessellate. To minimize gaps, the circular regions were mapped inside 
a hexagonal grid as shown in the right image of Figure 3, each covering 90.7% of the total area 
of each hexagonal grid. There is a possibility that very small high intensity glare sources might 
fall between the gaps, however, this situation is not a priority in this study where the main 
focus is analysing glare from windows. This risk is reduced with the higher resolution data, 
and further exploration of the technique will assess whether this proves to be an issue. 
However, further investigation may include Tregenza or Klems patches, using smaller regions, 
or using adaptive region sizes may be useful for minimising error. 
Step 4: Performing Per-Region Contrast Analysis 
In the next step, contrast ratio analysis is performed. This process starts after calculating the 
luminance value of each region. These values were rendered as a multi-region false colour 
map, as shown in Figure 4. In addition, the luminance value of each region was compared to 
the average luminance of the task area in order to plot multi-region contrast maps and multi-
region glare source maps 
Figure 4. Three types of luminance and contrast analyses (false colour map, cut-off and contrast ratio analysis) 
Presenting the multi-region luminances as a multiple of the central task luminance is useful 
as a simple to understand, at-a-glance way of communication of the extent of luminous 
conditions in the field of view.  
Discussion and Conclusion 
This paper has introduced a new parametric method that can extract and evaluate 
luminance information from HDR images to enable multiple visual contrast analyses. The 
simplified method can easily segment the HDRi image into small regions and evaluate the 
luminance information of all pixels found inside the region. The image resolution can be 
reduced and the image divided into smaller regions to calculate the contrast ratios between 
these regions based on both absolute and relative glare thresholds. This method can produce 
various types of outputs to inform design decision making, including false colour maps, 
contrast-based maps and grid-based maps. Reducing the complexity of images can facilitate 
the rapid assessment of luminance patterns, which shows great potential and could be 
investigated for use with low-resolution imaging techniques. The goal of this approach is to 
achieve a balance between accuracy and simplicity, and this study details a method that can 
be applied as a simplified method for predicting visual discomfort based on low-resolution 
data analysis. 
However, defining the threshold between comfort and discomfort is still under 
examination using HDR images captured from field studies. As a part of ongoing research, the 
new proposed analysis method can be coupled with detailed glare analysis made in Evalglare 
and Diva-for-Rhino as shown in Figure 5. This step allows further development of the new 
simplified method by calibrating its output with the established glare ratings.  
Further steps will be taken to validate and calibrate the simplified simulation protocol in order 
to enhance the predictability of the new visual discomfort during the early design phase. 
Figure 5. series of HDRi luminance analysis using false colour maps in the upper part of the image (Diva-for-
Rhino), the pre-region contrast analysis in the middle (new simplified method using grasshopper) and detailed 
glare analysis in the lower part of the image (Evalglare). 
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