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Abstract Sufficient conditions guaranteeing the exis-
tence of three Heteroclinic solutions of a class of bilateral
difference systems are established using a fixed point the-
orem. It is the purpose of this paper to show that the
approach to get Heteroclinic solutions of BVPs using
multi-fixed-point theorems can be extended to treat the
bilateral difference systems with the nonlinear operators
x ! D½p/ðDxÞ and y ! D½qwðDyÞ.
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Introduction
Difference equations appear naturally as analogues and as
numerical solutions of differential and delay differential
equations having applications in applied digital control [1–
3], biology, ecology, economics, physics and so on.
Although difference equations are very simple in form, it is
extremely difficult to understand thoroughly the behaviors
of their solution [25]. In recent years, there have been many
papers interested in proving the existence of positive
solutions of the boundary value problems (BVPs for short)
for the finite difference equations since these BVPs have
extensive applications, see the papers [5–17] and the ref-
erences therein.
Contrary to the case of boundary value problems in
compact domains, for which a very wide literature has
been produced, in the framework of unbounded intervals
many questions are still open and the theory presents
some critical aspects. One of the main difficulties consists
in the lack of good priori estimates and appropriate
compact embedding theorems for the usual Sobolev
spaces.
Recently, the authors [18–22] studied the existence of
solutions of the boundary value problems for infinite dif-
ference equations. In [19], the existence of multiple posi-
tive solutions of the boundary value problems for second-
order discrete equations
D2xðn  1Þ  pDxðn  1Þ  qxðn  1Þ þ f ðn; xðnÞÞ ¼ 0; n 2 N;
axð0Þ  bDxð0Þ ¼ 0;
lim
n!þ1 xðnÞ ¼ 0
8
>
<
>
:
ð1:1Þ
was investigated using the cone compression and expan-
sion and fixed point theorems in Frechet spaces with
application, where N ¼ f0; 1; 2; . . .g the set of all non-
negative integers, a [ 0; b [ 0, p [ 0; q [ 0 and f is a
continuous function and DxðnÞ ¼ xðn þ 1Þ  xðnÞ.
In paper [22], it was considered the existence of solu-
tions of a class of the infinite time scale boundary value
problems. It is easy to see that the results in [22] can be
applied to the following BVP for the infinite difference
equation
D2xðnÞ þ f ðn; xðnÞÞ ¼ 0; n 2 N;
xð0Þ ¼ 0;
xðnÞ is bounded:
8
><
>:
ð1:2Þ
The methods used in [22] are based upon the growth
argument and the upper and lower solutions methods.
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In [23], motivated by some models arising in hydrody-
namics, Rachunek and Rachunkoa studied the second-order
non-autonomous difference equation
DxðnÞ ¼ n
n þ 1
 2
Dxðn  1Þ þ h2f ðxðnÞÞ ; n 2 N;
which can be transformed to the following form:
Dðn2Dxðn  1ÞÞ ¼ h2ðn þ 1Þ2f ðxðnÞÞ; n 2 N;
where h [ 0 is a parameter and f is Lipschitz continuous
and has three real zeros L0\0\L, conditions for f under
which for each sufficiently small h [ 0 there exists a ho-
moclinic solution of the above equation were presented.
The homoclinic solution is a sequence fxðnÞg1n¼0 satisfying
the equation and such that fxðnÞg1n¼0 is increasing, xð0Þ ¼
xð1Þ 2 ðL0; 0Þ and limn!1 xðnÞ ¼ L.
We note that the difference equations discussed in [19,
22, 23] are those ones defined on N ¼ f0; 1; 2;   g. The
existence of homoclinic solutions for second-order discrete
Hamiltonian systems have been studied in [24, 26] by using
fountain theorem.
Motivated by above mentioned papers, the purpose of
this paper was to investigate the following boundary value
problem of the second-order bilateral difference system
using a different method
D½pðnÞ/ðDxðnÞÞ þ f ðn; xðnÞ; yðnÞÞ ¼ 0; n 2 Z;
D½qðnÞwðDyðnÞÞ þ gðn; xðnÞ; yðnÞÞ ¼ 0; n 2 Z;
lim
n!1 xðnÞ 
Pþ1
n¼1
anxðnÞ ¼ 0;
lim
n!1 yðnÞ 
Pþ1
n¼1
cnyðnÞ ¼ 0;
lim
n!þ1/
1ðpðnÞÞDxðnÞ  P
þ1
n¼1
bnDxðnÞ ¼ 0;
lim
n!þ1w
1ðqðnÞÞDyðnÞ  P
þ1
n¼1
dnDyðnÞ ¼ 0;
8
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ð1:3Þ
where
(a) Z denotes the set of all integers,
DxðnÞ ¼ xðn þ 1Þ  xðnÞ,
(b) pðnÞ; qðnÞ[ 0 for all n 2 Z satisfying
Xþ1
s¼1
1
/1ðpðsÞÞ ¼ þ1;
X0
s¼1
1
/1ðpðsÞÞ\þ1;
Xþ1
s¼1
1
w1ðqðsÞÞ ¼ þ1;
X0
s¼1
1
w1ðqðsÞÞ\þ1;
(c) an; bn; cn; dn  0 for all n 2 Z and satisfy
Xþ1
n¼1
an\1;
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ\þ1;
Xþ1
n¼1
bn
/1ðpðnÞÞ\
1
/1ð1 þ bÞ with b [ 0;
and
Xþ1
n¼1
cn\1;
Xþ1
n¼1
cn
Xn1
s¼1
1
w1ðqðsÞÞ\þ1;
Xþ1
n¼1
dn
w1ðqðnÞÞ\
1
w1ð1 þ dÞ with d [ 0;
(d) f ; g : Z  ½0;þ1Þ  ½0;þ1Þ ! ½0;þ1Þ, both f
and g are Caratheodory functions (see Definition 1
in ‘‘Main results’’), and for each n0 2 Z, f ðn; 0; 0Þ2 þ
gðn; 0; 0Þ2 6 0 for n n0,
(e) / is defined by /ðxÞ ¼ jxjs2x with s [ 1, and
wðxÞ ¼ jxjt2x with t [ 1, their inverse functions are
denoted by /1 and w1; respectively.
A pair of bilateral sequences fðxðnÞ; yðnÞÞg is called a
Heteroclinic solution of BVP (1.3) if xðnÞ; yðnÞ sat-
isfy all equations in (1.3), xðnÞ 0; yðnÞ 0 for all n 2 Z
and either xðnÞ[ 0 for all n 2 Z or yðnÞ[ 0 for all
n 2 Z.
We establish sufficient conditions for the existence of at
least three Heteroclinic solutions of BVP (1.3). This paper
may be the first one to study the solvability the boundary
value problems of bilateral difference systems. The most
interesting part in this article is to construct the nonlinear
operator and the cone; this constructing method is not
found in known papers.
The remainder of this paper is organized as follows: in
‘‘Main results’’, we first give some lemmas, then the main
result (Theorem 1 in ‘‘Main results’’) and its proof are
presented. An example is given in ‘‘An example’’ to
illustrate the main result.
Main results
In this section, we present some background definitions in
Banach spaces, state an important three fixed point theorem
[4] and prove some technical lemmas. Then the main result
is given and proved.
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Denote
Pn ¼ 1 þ
Xn1
s¼1
1
/1ðpðsÞÞ ; Qn ¼ 1 þ
Xn1
s¼1
1
w1ðqðsÞÞ :
Definition 1 F is called a Caratheodory function if it
satisfies that
ðx; yÞ ! F n; Pnx; Qnyð Þ
is continuous, and for each r [ 0 there exists a nonnegative
bilateral real number sequence f/rðnÞg withPþ1
n¼1 /rðnÞ\þ1 such that
F n; Pnx; Qnyð Þj j /rðnÞ
for all n 2 Z; jxj  r; jyj  r.
As usual, let E be a real Banach space. The non-
empty convex closed subset P of E is called a cone in E
if ax 2 P and x þ y 2 P for all x; y 2 P and a 0, and
x 2 E and x 2 E imply x ¼ 0. A map u : P ! ½0;þ1Þ
is a nonnegative continuous concave ( or convex )
functional map provided u is nonnegative, continuous
and satisfies
uðtx þ ð1  tÞyÞ ( or  ) tuðxÞ þ ð1  tÞuðyÞ for all
x; y 2 P; t 2 ½0; 1:
An operator T ; E ! E is completely continuous if it is
continuous and maps bounded sets into relatively compact
sets.
Let E be a real Banach space, P be a cone of E, u :
P ! P be a nonnegative convex continuous functional.
Denote the sets by
Pc ¼ fx 2 P : jjxjj\cg; Pc ¼ fx 2 P : jjxjj  cg
and
Pðu; b; dÞ ¼ fx 2 P : uðxÞ b; jjxjj  dg:
Lemma 1 Suppose that E is a Banach space and P is a
cone of E. Let T : Pc ! Pc be a completely continuous
operator and let u be a nonnegative continuous concave
functional on P. Suppose that there exist 0\a\b\d c
such that uðyÞ jjyjj for all y 2 Pc and
(C1) fy 2 Pðu; b; dÞjuðyÞ[ bg 6¼ ; and uðTyÞ[ b for
y 2 Pðu; b; dÞ;
(C2) jjTyjj\a for jjyjj  a;
(C3) uðTyÞ[ b for y 2 Pðu; b; cÞ with jjTyjj[ d.
Then T has at least three fixed points y1, y2 and y3 such
that jjy1jj\a, uðy2Þ[ b and jjy3jj[ a with uðy3Þ\b.
Choose
X ¼ fxðnÞ : n 2 Zg :
xðnÞ 2 R; n 2 Z;
there exist the limits
lim
n!þ1
xðnÞ
Pn
; lim
n!1
xðnÞ
Pn
8
>
<
>
:
9
>
=
>
;
:
Define the norm
jjxjjX ¼ jjxjj ¼ sup
n2Z
jxðnÞj
Pn
; x 2 X:
It is easy to see that X is a real Banach space.
Choose
Y ¼ fyðnÞ : n 2 Zg :
yðnÞ 2 R; n 2 Z;
there exist the limits
lim
n!þ1
yðnÞ
Qn
; lim
n!1
yðnÞ
Qn
8
>
<
>
:
9
>
=
>
;
:
Define the norm
jjyjjY ¼ jjyjj ¼ sup
n2Z
jyðnÞj
Qn
; y 2 Y :
It is easy to see that Y is a real Banach space.
Let E ¼ X  Y be endowed with the norm
jjðx; yÞjj ¼ maxfjjxjj; jjyjjg; ðx; yÞ 2 E:
Then E is a real Banach space.
Let hðnÞ 0 for every n 2 Z be a bilateral sequence with
Pþ1
n¼1
hðnÞ converging. Consider the following BVP:
D½pðnÞ/ðDxðnÞÞ þ hðnÞ ¼ 0; n 2 Z;
lim
n!1 xðnÞ 
Pþ1
n¼1 anxðnÞ ¼ 0;
lim
n!þ1/
1ðpðnÞÞDxðnÞ Pþ1n¼1 bnDxðnÞ ¼ 0:
8
>
<
>
:
ð2:1Þ
Lemma 2 Suppose that (b), (c) and (e) hold. Then x 2 X
is a solution of BVP (2.1) if and only if
xðnÞ ¼ 1
1  P
þ1
n¼1
an
Xþ1
1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Ah þ
Xþ1
t¼s
hðtÞ
 !
þ
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Ah þ
Xþ1
t¼s
hðtÞ
 !
;
ð2:2Þ
where Ah 2 0; 1b
Pþ1
s¼1 hðsÞ
h i
such that
/1ðAhÞ ¼
Xþ1
n¼1
bn
/1ðpðnÞÞ/
1 Ah þ
Xþ1
s¼n
hðsÞ
 !
: ð2:3Þ
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Proof Step 1. We prove that there a unique Ah 2
0; 1b
Pþ1
s¼1 hðsÞ
h i
such that (2.3) holds. In fact, let
GðuÞ ¼ 1 
Xþ1
n¼1
bn
/1ðpðnÞÞ/
1 1 þ 1
u
Xþ1
s¼n
hðsÞ
 !
:
It is easy to see that G is continuous and increasing on
ð1; 0Þ and ð0;þ1Þ respectively.
One sees from (c) that
lim
u!1 GðuÞ ¼ 1 
Xþ1
n¼1
bn
/1ðpðnÞÞ [ 0;
lim
u!0
GðuÞ ¼ þ1;
lim
u!0þ
GðuÞ ¼ 1;
G
1
b
Xþ1
s¼1
hðsÞ
 !
 1 
Xþ1
n¼1
bn
/1ðpðnÞÞ/
1 1 þ bð Þ 0:
Then there is a unique Ah 2 0; 1b
Pþ1
s¼1 hðsÞ
h i
such that
(2.3) holds.
Step 2. Prove that x satisfies (2.2)–(2.3) if x is a solution
of (2.1).
If x is a solution of (2.3), then there exist the limits
lim
n!þ1/
1ðpðnÞÞDxðnÞ ¼ c; lim
n!1/
1ðpðnÞÞDxðnÞ
and
/1ðpðnÞÞDxðnÞ ¼ /1 c þ P
þ1
s¼n
hðsÞ
 
:
So
DxðnÞ ¼ 1
/1ðpðnÞÞ/
1 c þ
Xþ1
s¼n
hðsÞ
 !
:
Since
P0
n¼1
1
/1ðpðnÞÞ\þ1 , then limn!1 xðnÞ ¼ d 2
R such that
xðnÞ ¼ d þ
Xn1
s¼1
1
/1ðpðsÞÞ/
1 c þ
Xþ1
t¼s
hðtÞ
 !
: ð2:4Þ
From the boundary conditions in (2.1), we get
d ¼ 1
1  P
þ1
n¼1
an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 c þ
Xþ1
t¼s
hðtÞ
 !
ð2:5Þ
and
/1ðcÞ 
Xþ1
n¼1
bn/
1 c þ
Xþ1
t¼n
hðtÞ
 !
¼ 0:
By Step 1, we see that c ¼ Ah. We now prove that
lim
n!þ1
xðnÞ
1 þPn1s¼1
1
/1ðpðsÞÞ
¼ c: ð2:6Þ
In fact, if c ¼ 0, then for any  [ 0 there exists H [ 0 such
that
/1ðpðnÞÞjDxðnÞj\ 
2
; nH:
It follows that
jxðnÞj  jxðHÞj þ
Xn1
s¼H
jDxðsÞj  jxðHÞj
þ 
2
Xn1
s¼H
1
/1ðpðsÞÞ ; nH:
Then
jxðnÞj
1 þPn1s¼1 1/1ðpðsÞÞ
 jxðHÞj
1 þPn1s¼1 1/1ðpðsÞÞ
þ 1
1 þPn1s¼1 1/1ðpðsÞÞ

2
Xn1
s¼H
1
/1ðpðsÞÞ
\
jxðHÞj
1 þPn1s¼1 1/1ðpðsÞÞ
þ 
2
; nH:
Since
P1
s¼1
1
/1ðpðsÞÞ ¼ 1, we can choose H0 [ H large
enough so that
jxðnÞj
1 þPn1s¼1 1/1ðpðsÞÞ
 jxðHÞj
1 þPn1s¼1 1/1ðpðsÞÞ
þ 
2
\; nH0;
which implies that
lim
n!1
xðnÞ
1 þPn1s¼1 1/1ðpðsÞÞ
¼ 0:
If c 6¼ 0, then lim
n!1 /
1ðpðnÞÞDxðnÞ  c  ¼ 0. It follows
that
lim
n!1/
1ðpðnÞÞD xðnÞ  c
Xn1
s¼1
1
/1ðpðsÞÞ
" #
¼ 0:
Then we get similarly that
lim
n!1
xðnÞ  cPn1s¼1
1
/1ðpðsÞÞ
1 þPn1s¼1
1
/1ðpðsÞÞ
¼ 0:
Together with
P1
s¼1
1
/1ðpðsÞÞ ¼ 1, it follows that (2.6)
holds. Then lim
n!1 xðnÞ ¼ d, (2.4), (2.5) and (2.6) imply
that x 2 X and x satisfies (2.2) and (2.3).
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Step 3. Prove that x 2 X and is a solution of (2.1) if x
satisfies (2.2) and (2.3). The proof is simple and is omitted.
The proof is complete. h
Let hðnÞ 0 for every n 2 Z be a bilateral sequence with
Pþ1
n¼1 hðnÞ converging. Consider the following BVP:
D½qðnÞwðDyðnÞÞ þ hðnÞ ¼ 0; n 2 Z;
lim
n!1 yðnÞ 
Pþ1
n¼1
cnyðnÞ ¼ 0;
lim
n!þ1w
1ðqðnÞÞDyðnÞ  P
þ1
n¼1
dnDyðnÞ ¼ 0:
8
>
>
><
>>
>
:
ð2:7Þ
Lemma 3 Suppose that (b), (c) and (e) hold. Then y 2 Y
is a solution of BVP (2.7) if and only if
yðnÞ ¼ 1
1  P
þ1
n¼1
cn
Xþ1
n¼1
cn
Xn1
s¼1
1
w1ðqðsÞÞw
1 Bh þ
Xþ1
t¼s
hðtÞ
 !
þ
Xn1
s¼1
1
w1ðqðsÞÞw
1 Bh þ
Xþ1
t¼s
hðtÞ
 !
;
ð2:8Þ
where Bh 2 0; 1d
Pþ1
s¼1 hðsÞ
 
such that
w1ðBhÞ ¼
Xþ1
n¼1
dn
w1ðqðnÞÞw
1 Bh þ
Xþ1
s¼n
hðsÞ
 !
: ð2:9Þ
Proof The proof is similar to that of Lemma 2 and is
omitted. h
Let k1; k2 2 Z with k1 þ 2\k2. Denote
l ¼ min Pk1
Pk2
;
1
Pk2
;
1
/1ðpðk1  1ÞÞPk2
;
(
Qk1
Qk2
;
1
Qk2
;
1
w1ðqðk1  1ÞÞQk2
)
:
ð2:10Þ
Choose
P ¼ ðx; yÞ 2 X :
xðnÞ 0; yðnÞ 0 for all n 2 Z;
min
n2½k1;k2
xðnÞ
Pn
 l sup
n2Z
xðnÞ
Pn
;
min
n2½k1;k2
yðnÞ
Qn
 l sup
n2Z
yðnÞ
Qn
:
8
>
>>
<
>
>>
:
9
>
>>
=
>
>>
;
;
It is easy to see that P is a nontrivial cone in X.
Define the nonlinear operator T on P by
ðTðx; yÞÞðnÞ ¼ ðT1ðx; yÞðnÞ; T2ðx; yÞðnÞÞ
with
T1ðx; yÞðnÞ ¼ 1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1
 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
þ
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
;
T2ðx; yÞðnÞ ¼ 1
1 Pþ1n¼1 cn
Xþ1
n¼1
cn
Xn1
s¼1
1
w1ðqðsÞÞw
1
 Bg þ
Xþ1
t¼s
gðt; xðtÞ; yðtÞÞ
 !
þ
Xn1
s¼1
1
w1ðqðsÞÞw
1 Bg þ
Xþ1
t¼s
gðt; xðtÞ; yðtÞÞ
 !
;
where Af 2 0; 1b
Pþ1
s¼1
f ðs; xðsÞ; yðsÞÞ
 	
such that
/1ðAf Þ ¼
Xþ1
n¼1
bn
/1ðpðnÞÞ/
1 Af þ
Xþ1
s¼n
f ðs; xðsÞ; yðsÞÞ
 !
ð2:11Þ
and Bg 2 0; 1d
Pþ1
s¼1 gðs; xðsÞ; yðsÞÞ
 
such that
w1ðBgÞ ¼
Xþ1
n¼1
dn
w1ðqðnÞÞw
1 Bg þ
Xþ1
s¼n
gðs; xðsÞ; yðsÞÞ
 !
:
ð2:12Þ
Lemma 4 Suppose that (b)–(e) hold. Then T : P ! P is
well defined, ðx; yÞ 2 P is a positive solution of BVP (1.3)
if ðx; yÞ is a fixed point of T , and T is completely
continuous.
Proof For ðx; yÞ 2 P, we know that there exist r [ 0 such
that
0 xðnÞ
1 þPn1s¼1 1/1ðpðsÞÞ
¼ xðnÞ
Pn
 r; n 2 Z;
0 yðnÞPn1
s¼1
1
w1ðqðsÞÞ þ 1
¼ yðnÞ
Qn
 r; n 2 Z:
Since f and g are nonnegative Caratheodory functions, we
know that there exists a nonnegative sequence /nðnÞ withPþ1
n¼1 /rðnÞ\þ1 such that
0 f ðn; xðnÞ; yðnÞÞ ¼ f n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
/rðnÞ; n 2 Z;
0 gðn; xðnÞ; yðnÞÞ ¼ g n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
/rðnÞ; n 2 Z:
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By the definitions of T1 and T2, we get that
T1ðx; yÞðnÞ 0; T2ðx; yÞðnÞ 0; n 2 Z ð2:13Þ
and
D½pðnÞ/ðDT1ðx; yÞðnÞÞ þ f ðn; xðnÞ; yðnÞÞ ¼ 0; n 2 Z;
D½qðnÞwðDT2ðx; yÞðnÞÞ þ gðn; xðnÞ; yðnÞÞ ¼ 0; n 2 Z;
lim
n!1 T1ðx; yÞðnÞ 
Pþ1
n¼1
anT1ðx; yÞðnÞ ¼ 0;
lim
n!1 T2ðx; yÞðnÞ 
Pþ1
n¼1
cnT2ðx; yÞðnÞ ¼ 0;
lim
n!þ1/
1ðpðnÞÞDT1ðx; yÞðnÞ 
Pþ1
n¼1
bnDT1ðx; yÞðnÞ ¼ 0;
lim
n!þ1w
1ðqðnÞÞDT2ðx; yÞðnÞ 
Pþ1
n¼1
dnDT2ðx; yÞðnÞ ¼ 0:
8
>>
>
>
>
>
>
>>
><
>
>
>
>
>
>
>
>
>:
ð2:14Þ
Since D½pðnÞ/ðDT1ðx; yÞðnÞÞ ¼ f ðn; xðnÞ; yðnÞÞ 0 for
all n 2 Z, we see that pðnÞ/ðDT1ðx; yÞðnÞÞ is decreasing.
Then /1ðpðnÞÞDT1ðx; yÞðnÞ is decreasing. It is easy to see
that
lim
n!þ1/
1ðpðnÞÞDT1ðx; yÞðnÞ ¼
Xþ1
n¼1
bnDT1ðx; yÞðnÞ
¼
Xþ1
n¼1
bn
/1ðpðnÞÞ/
1ðpðnÞÞDT1ðx; yÞðnÞ

Xþ1
n¼1
bn
/1ðpðnÞÞ limn!þ1/
1ðpðnÞÞDT1ðx; yÞðnÞ:
Then (c) implies that
lim
n!þ1/
1ðpðnÞÞDT1ðx; yÞðnÞ 0:
Hence
/1ðpðnÞÞDT1ðx; yÞðnÞ 0; n 2 Z:
It follows that DT1ðx; yÞðnÞ 0 for all n 2 Z. So T1ðx; yÞðnÞ
is increasing. We consider two cases:
Case 1: there is n0 2 Z such that
sup
n2Z
T1ðx; yÞðnÞ
Pn
¼ T1ðx; yÞðn0Þ
Pn0
:
For n1; n; n2 2 Z with n1\n\n2, Since /1ðpðnÞÞ
DT1ðx; yÞðnÞ is decreasing, we get
/1ðpðsÞÞDT1ðx; yÞðsÞ/1ðpðkÞÞDT1ðx; yÞðkÞ
for all s k. So there there is k such that
/1ðpðsÞÞDT1ðx; yÞðsÞ k/1ðpðkÞÞDT1ðx; yÞðkÞ;
s n [ k:
Then we get
Pn  Pn1ð Þ
T1ðx; yÞðn2Þ  T1ðx; yÞðnÞ
Pn2  Pn
¼
Pn  Pn1ð Þ
Pn21
s¼n
1
/1ðpðsÞÞ/
1ðpðsÞÞDT1ðx; yÞðsÞ
Pn2  Pn
¼
Pn1
s¼n1
1
/1ðpðsÞÞ
Pn21
s¼n
1
/1ðpðsÞÞ/
1ðpðsÞÞDT1ðx; yÞðsÞ
Pn21
s¼n
1
/1ðpðsÞÞ

k
Pn1
s¼n1
1
/1ðpðsÞÞ
Pn21
s¼n
1
/1ðpðsÞÞ
Pn21
s¼n
1
/1ðpðsÞÞ
¼
k
Pn21
s¼n
1
/1ðpðsÞÞ
Pn1
s¼n1
1
/1ðpðsÞÞ
Pn21
s¼n
1
/1ðpðsÞÞ

Pn21
s¼n
1
/1ðpðsÞÞ
Pn1
s¼n1
1
/1ðpðsÞÞ/
1ðpðsÞÞDT1ðx; yÞðsÞ
Pn21
s¼n
1
/1ðpðsÞÞ
¼ T1ðx; yÞðnÞ  T1ðx; yÞðn1Þ:
So
Pn  Pn1ð Þ
T1ðx; yÞðn2Þ  T1ðx; yÞðnÞ
Pn2  Pn
þT1ðx; yÞðn1Þ  T1ðx; yÞðnÞ 0:
It follows that
T1ðx; yÞðnÞ Pn2  Pn
Pn2  Pn1
T1ðx; yÞðn1Þ þ Pn  Pn1
Pn2  Pn1
T1ðx; yÞðn2Þ:
ð2:15Þ
If n0 ¼ k1, we get
min
n2½k1;k2
T1ðx; yÞðnÞ
Pn
 T1ðx; yÞðk1Þ
Pk2
¼ T1ðx; yÞðn0Þ
1 þPn01s¼1 1/1ðpðsÞÞ
1 þPk11s¼1 1/1ðpðsÞÞ
1 þPk21s¼1 1/1ðpðsÞÞ
 Pk1
Pk2
supn2Z
T1ðx; yÞðnÞ
1 þPn1s¼1 1/1ðpðsÞÞ
 l sup
n2Z
T1ðx; yÞðnÞ
1 þPn1s¼1 1/1ðpðsÞÞ
:
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If n0 [ k1, choose n1 ¼ k1  1, n ¼ k1 and n2 ¼ n0, by
using (2.15) we have
min
n2½k1;k2
yðnÞ
Pn
 T1ðx; yÞðk1Þ
Pk2

Pn0  Pk1
Pn0  Pk11
T1ðx; yÞðk1  1Þ þ Pk1  Pk11
Pn0  Pk11
T1ðx; yÞðn0Þ
Pk2

Pk1  Pk11
Pn0  Pk11
T1ðx; yÞðn0Þ
Pk2
¼
Pn0
Pk1  Pk11
Pn0  Pk11
Pk2
T1ðx; yÞðn0Þ
Pn0
 1
/1ðpðk1  1ÞÞPk2
T1ðx; yÞðn0Þ
Pn0
 l sup
n2N0
T1ðx; yÞðnÞ
Pn
:
If n0\k1, we have
min
n2½k1;k2
T1ðx; yÞðnÞ
Pn
 T1ðx; yÞðk1Þ
Pk2
 T1ðx; yÞðn0Þ
Pk2
¼ Pn0
Pk2
T1ðx; yÞðn0Þ
Pn0
 1
Pk2
T1ðx; yÞðn0Þ
Pn0
 l sup
n2N0
T1ðx; yÞðnÞ
Pn
:
Case 2: sup
n2Z
T1ðx;yÞðnÞ
Pn
¼ lim
n!þ1
T1ðx;yÞðnÞ
Pn
. Choose n0 [ k2,
similarly to Case 1 we can prove that
min
n2½k1;k2
T1ðx; yÞðnÞÞ
Pn
 l T1ðx; yÞðn
0Þ
Pn0
:
Let n0 ! þ1, one sees
min
n2½k1;k2
T1ðx; yÞðnÞÞ
Pn
 l sup
n2N0
T1ðx; yÞðnÞ
Pn
:
Case 3: sup
n2Z
T1ðx;yÞðnÞ
Pn
¼ lim
n!1
T1ðx;yÞðnÞ
Pn
. Choose n0\k1,
similarly to Case 1 we can prove that
min
n2½k1;k2
T1ðx; yÞðnÞÞ
Pn
 l T1ðx; yÞðn
0Þ
Pn0
:
Let n0 ! 1, one sees
min
n2½k1;k2
T1ðx; yÞðnÞÞ
Pn
 l sup
n2N0
T1ðx; yÞðnÞ
Pn
:
From Cases 1, 2 and 3, we get
min
n2½k1;k2
T1ðx; yÞðnÞÞ
Pn
 l sup
n2N0
T1ðx; yÞðnÞ
Pn
: ð2:16Þ
Similarly we can prove that
min
n2½k1;k2
T2ðx; yÞðnÞÞ
Qn
 l sup
n2N0
T2ðx; yÞðnÞ
Qn
: ð2:17Þ
From (2.13), (2.16) and (2.17), we know that Tðx; yÞ 2 P.
Thus T : P ! P is well defined.
From (2.14), we get DT1ðx; yÞðnÞ 0 for all n 2 Z. So
T1ðx; yÞðnÞ is increasing. Then
lim
n!1 T1ðx; yÞðnÞ ¼
Xþ1
n¼1
anT1ðx; yÞðnÞ

Xþ1
n¼1
an lim
n!1 T1ðx; yÞðnÞ:
It follows that
1 
Xþ1
n¼1
an
 !
lim
n!1 T1ðx; yÞðnÞ 0:
So the assumption (c) implies that lim
n!1 T1ðx; yÞðnÞ 0.
Similarly, we can prove that lim
n!1 T2ðx; yÞðnÞ 0. If there
exists n1; n2 such that T1ðx; yÞðn1Þ ¼ 0 and T2ðx; yÞðn2Þ
¼ 0, then T1ðx; yÞðnÞ ¼ T2ðx; yÞðnÞ ¼ 0 for all
n minfn1; n2g. Hence (2.14) shows us that f ðn; 0; 0Þ ¼ 0
and gðn; 0; 0Þ ¼ 0 for all n minfn1; n2g, a contradiction
to assumption (d). Hence we know that ðx; yÞ 2 P is a
positive solution of BVP (1.3) if and only if ðx; yÞ 2 P is a
fixed point of T .
Now, we prove that T is completely continuous. It
suffices to prove that both T1 : P ! X and T2 : P ! Y are
completely continuous. So we need to prove that both T1
and T2 are continuous on P, map bounded subsets into
relatively compact sets. We divide the proof into three
steps:
Step 1: Prove that both T1 and T2 are continuous. For
Xk 2 Eðk ¼ 0; 1; 2;   Þ with Xk ! X0 as k ! þ1, we
prove that TðXkÞ ! X0 as k ! þ1. Suppose that
XkðnÞ ¼ ðxkðnÞ; ykðnÞÞ. Then
T1ðXkÞðnÞ ¼
Pþ1
n¼1 an
Pn1
s¼1
1
/1ðpðsÞÞ/
1 Afk þ
Pþ1
t¼s f ðt; xkðtÞ; ykðtÞÞ
 
1 Pþ1n¼1 an
þ
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Afk þ
Xþ1
t¼s
f ðt; xkðtÞ; ykðtÞÞ
 !
;
T2ðXkÞðnÞ ¼
Pþ1
n¼1 cn
Pn1
s¼1
1
w1ðqðsÞÞw
1 Bgk þ
Pþ1
t¼s gðt; xkðtÞ; ykðtÞÞ
 
1 Pþ1n¼1 cn
þ
Xn1
s¼1
1
w1ðqðsÞÞw
1 Bgk þ
Xþ1
t¼s
gðt; xkðtÞ; ykðtÞÞ
 !
;
where Afk 2 0; 1b
Pþ1
s¼1 f ðs; xkðsÞ; ykðsÞÞ
h i
such that
/1ðAfkÞ ¼
Xþ1
n¼1
bn/
1 Afk þ
Pþ1
s¼n
f ðs; xkðsÞ; ykðsÞÞ
 
/1ðpðnÞÞ ;
k ¼ 0; 1; 2; . . .
ð2:18Þ
and Bgk 2 0; 1d
Pþ1
s¼1
gðs; xkðsÞ; ykðsÞÞ
 	
such that
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w1ðBgkÞ ¼
Xþ1
n¼1
dnw
1 Bgk þ
Pþ1
s¼n gðs; xkðsÞ; ykðsÞÞ
 
w1ðqðnÞÞ ;
k ¼ 0; 1; 2; . . .:
ð2:19Þ
We know that there exist r [ 0 such that
0 xkðnÞ
1 þPn1s¼1 1/1ðpðsÞÞ
¼ xkðnÞ
Pn
 r; k ¼ 0; 1; 2; . . .; n 2 Z;
0 ykðnÞPn1
s¼1
1
w1ðqðsÞÞ þ 1
¼ ykðnÞ
Qn
 r; k ¼ 0; 1; 2; . . .; n 2 Z:
Since f and g are nonnegative Caratheodory functions,
we know that there exists a nonnegative sequence /nðnÞ
with
Pþ1
n¼1 /rðnÞ\þ1 such that
0 f ðn; xkðnÞ; ykðnÞÞ ¼ f n; Pn xkðnÞ
Pn
; Qn
ykðnÞ
Qn
 
/rðnÞ; n 2 Z;
0 gðn; xkðnÞ; ykðnÞÞ ¼ g n; Pn xkðnÞ
Pn
; Qn
ykðnÞ
Qn
 
/rðnÞ; n 2 Z:
We first prove that Afk ! Af 0 as k ! þ1 and Bgk !
Bg0 as k ! þ1. It is easy to show that
0Afk  1b
Xþ1
s¼1
f ðs; xkðsÞ; ykðsÞÞ
 1
b
Xþ1
s¼1
/rðnÞ; k ¼ 0; 1; 2; . . .; n 2 Z:
Without loss of generality, suppose that Afk ! A 6¼ Af 0.
Then there exist two subsequences A1fki and A
2
fki
with
A1fki ! A1 and A2fki ! A2 as i ! þ1. From
/1ðAjfkiÞ ¼
Xþ1
n¼1
bn
/1ðpðnÞÞ/
1 Ajfki þ
Xþ1
s¼n
f ðs; xkiðsÞ; ykiðsÞÞ
 !
/1 1
b
Xþ1
s¼1
/rðnÞ þ
Xþ1
s¼1
/rðsÞ
 !
Xþ1
n¼1
bn
/1ðpðnÞÞ :
Let i ! þ1, we get
/1ðAjÞ ¼
Xþ1
n¼1
bn
/1ðpðnÞÞ/
1 Aj þ
Xþ1
s¼n
f ðs; x0ðsÞ; y0ðsÞÞ
 !
:
Together with (2.18), we get A1 ¼ A2 ¼ Af 0. Then
Afk ! Af 0 as k ! þ1. Similarly, we can prove that
Bgk ! Bg0 as k ! þ1. These together with the con-
tinuous property of f imply that T1 is continuous at X0.
Similarly, we can prove that T2 is continuous at X0. So T
is continuous at X0.
Step 2: For each bounded subset X 	 P, prove that TX
is bounded. In fact, for each bounded subset X 
 D, and
ðx; yÞ 2 X. Then there exists r [ 0 satisfying
jjðx; yÞjj ¼ max sup
n2Z
jxðnÞj
Pn
; sup
n2Z
jyðnÞj
Qn

 
 r:
Since f and g are nonnegative Caratheodory functions,
we know that there exists a nonnegative sequence /nðnÞ
with
Pþ1
n¼1 /rðnÞ\þ1 such that
0 f ðn; xðnÞ; yðnÞÞ ¼ f n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
/rðnÞ; n 2 Z;
0 gðn; xðnÞ; yðnÞÞ ¼ g n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
/rðnÞ; n 2 Z:
The method used in Step 1 implies that there exist
constants M [ 0 such that jAf j M for all ðx; yÞ 2 X.
Then
jT1ðx;yÞðnÞj
Pn
¼ 1
Pn
1
1Pþ1n¼1 an

Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt;xðtÞ;yðtÞÞ
 !
þ 1
Pn
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt;xðtÞ;yðtÞÞ
 !
 1
Pn
1
1 P
þ1
n¼1
an

Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 M þ
Xþ1
t¼1
/rðtÞ
 !
þ 1
Pn
Xn1
s¼1
1
/1ðpðsÞÞ/
1 M þ
Xþ1
t¼1
/rðtÞ
 !
 1
1Pþ1n¼1 an
/1 M þ
Xþ1
t¼1
/rðtÞ
 !
:
Similarly, one has that
jT2ðx; yÞðnÞj
Qn
 1
1  P
þ1
n¼1
cn
w1 M þ
Xþ1
t¼1
/rðtÞ
 !
:
It follows that TX is bounded.
Step 3: For each bounded subset X 	 P, prove that
TX is relatively compact. We need to prove that both
fT1ðx; yÞðnÞ : ðx; yÞ 2 Xg and fT2ðx; yÞðnÞ : ðx; yÞ 2 Xg
are uniformly equi-convergent as n ! 1. We
have
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T1ðx; yÞðnÞ
Pn

Pþ1
n¼1 an
Pn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Pþ1
t¼s f ðt; xðtÞ; yðtÞÞ
 
1  P
þ1
n¼1
an
















 1
Pn
1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !




 1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !




þ 1
Pn
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
 1  Pn
Pn
1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 M þ
Xþ1
t¼1
/rðtÞ
 !
þ /1 M þ
Xþ1
t¼1
/rðtÞ
 !
Xn1
s¼1
1
/1ðpðsÞÞ
¼ /1 M þ
Xþ1
t¼1
/rðtÞ
 ! P
þ1
n¼1
an
Pn1
s¼1
1
/1ðpðsÞÞ
1 Pþ1n¼1 an
þ 1
2
6
6
4
3
7
7
5
Xn1
s¼1
1
/1ðpðsÞÞ
! 0 uniformly as n !1:
Furthermore, we have
T1ðx; yÞðnÞ
Pn
 /1 Af
 








 1
Pn
1
1  P
þ1
n¼1
an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1
 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
þ 1
Pn
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
 /1ðAf Þ










 1
1  P
þ1
n¼1
an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 M þ
Xþ1
t¼1
/rðtÞ
 !
1
Pn
þ 1
Pn
Xn1
s¼1
/1 Af þ
Pþ1
t¼s f ðt; xðtÞ; yðtÞÞ
  /1ðAf Þ




/1ðpðsÞÞ
þ /1ðAf Þ
Pn1
s¼1
1
/1ðpðsÞÞ
Pn
 1












 1
1  P
þ1
n¼1
an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 M þ
Xþ1
t¼1
/rðtÞ
 !
1
Pn
þ 1
Pn
Xn1
s¼1
/1 Af þ
Pþ1
t¼s f ðt; xðtÞ; yðtÞÞ
  /1ðAf Þ




/1ðpðsÞÞ þ /
1ðMÞ 1
Pn
:
Since jAf j M, Af þ
Pþ1
t¼s f ðt; xðtÞ; yðtÞÞ



M and
/1 is uniformly continuous on ½M; M, then for any
 [ 0 there exists r [ 0 such that u1; u2 2 ½M; M and
ju1  u2j\r imply that j/1ðu1Þ  /1ðu2Þj\. Since
Af þ
Pþ1
t¼s
f ðt; xðtÞ; yðtÞÞ  Af








Pþ1
t¼s
/rðtÞ ! 0
uniformly as s ! þ1;
then there exists S [ 0 such that
Af þ
Pþ1
t¼s
f ðt; xðtÞ; yðtÞÞ  Af







\r; s [ S; ðx; yÞ 2 X:
So
/1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
 /1ðAf Þ










\; s [ S;
ðx; yÞ 2 X:
It follows that
1
Pn
Xn1
s¼1
/1 Af þ
Pþ1
t¼s f ðt; xðtÞ; yðtÞÞ
  /1ðAf Þ




/1ðpðsÞÞ
 1
Pn
Xn1
s¼Sþ1

/1ðpðsÞÞ þ
XS
s¼1
/1 Af þ
Pþ1
t¼s f ðt; xðtÞ; yðtÞÞ
  /1ðAf Þ




/1ðpðsÞÞ
" #
 1
Pn
Xn1
s¼Sþ1

/1ðpðsÞÞ þ 2/
1 Mð Þ
XS
s¼1
1
/1ðpðsÞÞ
" #
 þ
2/1 Mð ÞPSs¼1 1/1ðpðsÞÞ
Pn
! 0 uniformly as n ! þ1:
Hence
T1ðx; yÞðnÞ
Pn
 /1 Af
 







! 0 uniformly as n !1:
One knows that T1ðXÞ is relatively compact. Similarly
we can prove that T2ðXÞ is relatively compact. Hence
TðXÞ is relatively compact.
From Steps 1, 2 and 3, we know that T is completely
continuous. The proof is ended. h
For positive constants a; b; c; d and integers k1; k2 with
k1\k2, denote
Q ¼ min / c 1 
Pþ1
n¼1 an
 
1 Pþ1n¼1 an þ
Pþ1
n¼1 an
Pn1
s¼1
1
/1ðpðsÞÞ
0
@
1
A d
3 þ 3d ;
8
<
:
w
c 1 Pþ1n¼1 cn
 
1 Pþ1n¼1 cn þ
Pþ1
n¼1 cn
Pn1
s¼1
1
w1ðqðsÞÞ
0
@
1
A b
3 þ 3b
9
=
;
;
W ¼ max / bPk2Pk11
s¼1
1
/1ðpðsÞÞ
0
@
1
A 1Pk2
t¼k1
1
2jtj
; w
bQk2
Pk11
s¼1
1
w1ðqðsÞÞ
0
@
1
A 1Pk2
t¼k1
1
2jtj
8
<
:
9
=
;
;
E ¼ min / a 1 
Pþ1
n¼1 an
 
1 Pþ1n¼1 an þ
Pþ1
n¼1 an
Pn1
s¼1
1
/1ðpðsÞÞ
0
@
1
A d
3 þ 3d ;
8
<
:
w
a 1 Pþ1n¼1 cn
 
1 Pþ1n¼1 cn þ
Pþ1
n¼1 cn
Pn1
s¼1
1
w1ðqðsÞÞ
0
@
1
A b
3 þ 3b
9
=
;
:
Theorem 1 Suppose that (b)–(e) hold. Choose k1; k2 2 N
with k1\k2. Let l be defined by (2.10). Furthermore,
suppose that there exist 0\a\b\ bl \c such that
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(A1): f n; Pnu; Qnvð Þ Q2jnj for all n 2 Z; u; v 2 ½0; c;
g n; Pnu; Qnvð Þ Q2jnj for all n 2 Z; u; v 2 ½0; c;
(A2): f n; Pnu; Qnvð Þ W2jnj for all n 2 ½k1; k2; u; v 2 ½b; bl;
g n; Pnu; Qnvð Þ W2jnj for all n 2 ½k1; k2; u; v 2 ½b; bl;
(A3): f n; Pnu; Qnvð Þ E2jnj for all n 2 Z; u; v 2 ½0; a;
g n; Pnu; Qnvð Þ E2jnj for all n 2 Z; u; v 2 ½0; a.
Then BVP (1.3) has at least three positive solutions
x1; x2; x3 such that
sup
n2Z
x1ðnÞ
Pn
\a; sup
n2Z
y1ðnÞ
Qn
\a;
min
n2½k1;k2
x2ðnÞ
Pn
[ b; min
n2½k1;k2
y2ðnÞ
Qn
[ b;
either sup
n2Z
x3ðnÞ
Pn
[ a or sup
n2Z
y3ðnÞ
Qn
[ a;
either min
n2½k1;k2
x3ðnÞ
Pn
\b or min
n2½k1;k2
y3ðnÞ
Qn
\b:
ð2:20Þ
Proof Let E, P and T be defined above. We complete the
proof using Lemma 1. Define the functional on u : P ! R
by
uðx; yÞ ¼ min min
n2½k1;k2
xðnÞ
Pn
; min
n2½k1;k2
yðnÞ
Qn

 
; ðx; yÞ 2 P:
It is easy to see that / is a nonnegative continuous convex
functional on the cone P. Choose d ¼ bl : Then
0\a\b\d\c. Now we prove all assumptions in
Lemma 1 are satisfied.
(1): Prove that uðx; yÞ jjðx; yÞjj for all ðx; yÞ 2 Pc. It is
easy to see that uðx; yÞ jjðx; yÞjj for all
ðx; yÞ 2 Pc.
(2): Prove that TðPcÞ 
 Pc. For ðx; yÞ 2 Pc, we have
jjðx; yÞjj  c, then
max sup
n2Z
xðnÞ
Pn
; sup
n2Z
yðnÞ
Qn

 
 c:
Then
0 xðnÞ
Pn
 c; 0 yðnÞ
Qn
 c; n 2 Z:
From (A1), we get
f n; xðnÞ; yðnÞð Þ ¼ f n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
 Q
2jnj
; n 2 Z;
g n; xðnÞ; yðnÞð Þ ¼ g n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
 Q
2jnj
; n 2 Z:
So
T1ðx; yÞðnÞ
Pn
¼ 1
Pn
1
1 Pþ1n¼1 an

Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
þ 1
Pn
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
 1
Pn
1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1
 1 þ d
d
Xþ1
t¼1
Q2jtj
 !
þ 1
Pn
Xn1
s¼1
1
/1ðpðsÞÞ/
1
 1 þ d
d
Xþ1
t¼1
Q2jtj
 !
\ 1 þ 1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ
" #
/1
1 þ d
d
Xþ1
t¼1
Q2jtj
 !
 c:
Similarly we get
T2ðx; yÞðnÞ
Qn
¼ 1
Qn
1
1 Pþ1n¼1 cn

Xþ1
n¼1
cn
Xn1
s¼1
1
w1ðqðsÞÞw
1 Bg þ
Xþ1
t¼s
gðt; xðtÞ; yðtÞÞ
 !
þ 1
Qn
Xn1
s¼1
1
w1ðqðsÞÞw
1 Bg þ
Xþ1
t¼s
gðt; xðtÞ; yðtÞÞ
 !
 c:
Hence Tðx; yÞ 2 Pc. Then TðPcÞ 
 Pc.
(3): fðx; yÞ 2 Pðu; b; dÞjuðx; yÞ[ bg 6¼ ; and
uðTðx; yÞÞ[ b for ðx; yÞ 2 Pðu; b; dÞ. Since
b
l [ b, one sees that fðx; yÞ 2 Pðu; b; dÞ
juðx; yÞ[ bg 6¼ ;. For ðx; yÞ 2 Pðu; b; dÞ, we have
max supn2Z
xðnÞ
Pn
; sup
n2Z
yðnÞ
Qn

 
 d ¼ b
l
;
and
min min
n2½k1;k2
xðnÞ
Pn
; min
n2½k1;k2
yðnÞ
Qn

 
 b:
Then
b xðnÞ
Pn
;
yðnÞ
Qn
 b
l
; n 2 ½k1; k2:
It follows from (A2) that
f ðn; xðnÞ; yðnÞÞ ¼ f n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
 W
2jnj
; n 2 ½k1; k2;
gðn; xðnÞ; yðnÞÞ ¼ n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
 W
2jnj
; n 2 ½k1; k2:
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Hence
min
n2½k1;k2
T1ðx; yÞðnÞ
Pn
 T1ðx; yÞðk1Þ
Pk2
¼ 1
Pk2
1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1
Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
þ 1
Pk2
Xk11
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
 1
Pk2
Xk11
s¼1
1
/1ðpðsÞÞ/
1 X
þ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
[
1
Pk2
Xk11
s¼1
1
/1ðpðsÞÞ/
1 X
k2
t¼k1
f ðt; xðtÞ; yðtÞÞ
 !
 1
Pk2
Xk11
s¼1
1
/1ðpðsÞÞ/
1 X
k2
t¼k1
W
2jtj
 !
 b:
Similarly, we have
min
n2½k1;k2
T2ðx; yÞðnÞ
Qn
[
1
Qk2
Xk11
s¼1
1
w1ðqðsÞÞw
1

Xk2
t¼k1
gðt; xðtÞ; yðtÞÞ
 !
 1
Qk2
Xk11
s¼1
1
w1ðqðsÞÞw
1 X
k2
t¼k1
W
2jtj
 !
 b:
Hence uðTðx; yÞÞ[ b for ðx; yÞ 2 Pðu; b; dÞ.
(4): jjTðx; yÞjj\a for jjðx; yÞjj  a. For jjðx; yÞjj  a, we
have
max supn2Z
xðnÞ
Pn
; sup
n2Z
yðnÞ
Qn

 
 a:
Then
0 xðnÞ
Pn
 a; 0 yðnÞ
Qn
 a; n 2 Z:
From (A3), we get
f n; xðnÞ; yðnÞð Þ ¼ f n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
 E
2jnj
; n 2 Z;
g n; xðnÞ; yðnÞð Þ ¼ g n; Pn xðnÞ
Pn
; Qn
yðnÞ
Qn
 
 E
2jnj
; n 2 Z:
So
T1ðx; yÞðnÞ
Pn
¼ 1
Pn
1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1
 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
þ 1
Pn
Xn1
s¼1
1
/1ðpðsÞÞ/
1 Af þ
Xþ1
t¼s
f ðt; xðtÞ; yðtÞÞ
 !
 1
Pn
1
1  P
þ1
n¼1
an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ/
1
 1 þ d
d
Xþ1
t¼1
E2jtj
 !
þ 1
Pn
Xn1
s¼1
1
/1ðpðsÞÞ/
1 1 þ d
d
Xþ1
t¼1
E2jtj
 !
\ 1 þ 1
1 Pþ1n¼1 an
Xþ1
n¼1
an
Xn1
s¼1
1
/1ðpðsÞÞ
" #
/1
 1 þ d
d
Xþ1
t¼1
E2jtj
 !
 a:
Similarly, we get
T2ðx; yÞðnÞ
Qn
¼ 1
Qn
1
1 Pþ1n¼1 cn

Xþ1
n¼1
cn
Xn1
s¼1
1
w1ðqðsÞÞw
1 Bg þ
Xþ1
t¼s
gðt; xðtÞ; yðtÞÞ
 !
þ 1
Qn
Xn1
s¼1
1
w1ðqðsÞÞw
1 Bg þ
Xþ1
t¼s
gðt; xðtÞ; yðtÞÞ
 !
\a:
Hence jjTðx; yÞjj\a.
(5): uðTðx; yÞÞ[ b for ðx; yÞ 2 Pðu; b; cÞ with
jjTðx; yÞjj[ d. For ðx; yÞ 2 Pðu; b; cÞ with
jjTðx; yÞjj[ d, we have uðx; yÞ b and
jjðx; yÞjj  . Then
min min
n2½k1;k2
xðnÞ
Pn
; min
n2½k1;k2
yðnÞ
Qn

 
 b;
max sup
n2Z
xðnÞ
Pn
; sup
n2Z
yðnÞ
Qn

 
 c;
and
max sup
n2Z
T1ðx; yÞðnÞ
Pn
; sup
n2Z
T2ðx; yÞðnÞ
Qn

 
[ d:
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So
uðTðx; yÞÞ ¼ min min
n2½k1;k2
xðnÞ
Pn
; min
n2½k1;k2
yðnÞ
Qn

 
 l max sup
n2Z
T1ðx; yÞðnÞ
Pn
; sup
n2Z
T2ðx; yÞðnÞ
Qn

 
[ ld ¼ b:
Then T has at least three fixed points ðx1; y1Þ, ðx2; y2Þ and
ðx3; y3Þ such that jjðx1; y1Þjj\a, wðx2; y2Þ[ b and
jjðx3; y3Þjj[ a with wðx3; y3Þ\b. Then ðx1; y1Þ, ðx2; y2Þ
and ðx3; y3Þ satisfy (2.20). The proof is completed. h
An example
In this section, we present an example to illustrate effi-
ciency of Theorem 1.
Example 1 Consider the following boundary value
problem of the bilateral difference system:
D½pðnÞDxðnÞ þ f ðn; xðnÞ; yðnÞÞ ¼ 0; n 2 Z;
D½qðnÞDyðnÞ þ gðn; xðnÞ; yðnÞÞ ¼ 0; n 2 Z;
lim
n!1 xðnÞ ¼ 0;
lim
n!1 yðnÞ ¼ 0;
lim
n!þ1 pðnÞDxðnÞ ¼ 0;
lim
n!þ1 qðnÞDyðnÞ ¼ 0;
8
>
>>
>
>
>
<
>>
>
>>
>
>:
ð3:1Þ
where pðnÞ ¼ qðnÞ ¼ 2n, f ; g : Z  ½0;þ1Þ2 ! ½0;þ1Þ
are defined by
f ðn; u; vÞ ¼ 2jnj½f1ð2nuÞ þ f2ð2nvÞ
gðn; u; vÞ ¼ 2jnj½g1ð2nuÞ þ g2ð2nvÞ
with
f1ðuÞ ¼ f2ðuÞ ¼ 2jnj
1
24
u; u 2 ½0; 96;
4 þ 235595  4
140  96 ðu  96Þ; u 2 ½96; 140;
235595; u 2 ½140; 3688200;
235595  eu3688200; u 3688200;
8
>
>
>
<
>
>
>
:
g1ðuÞ ¼ g2ðuÞ ¼ 2jnj
1
24
u; u 2 ½0; 96;
4 þ 235595  4
140  96 ðu  96Þ; u 2 ½96; 140;
235595; u 2 ½140; 3688200;
235595  eu3688200; u 3688200:
8
>
>
>
<
>
>
>
:
Then (3.1) has at least three positive solutions ðx1; y1Þ;
ðx2; y2Þ and ðx3; y3Þ satisfying
sup
n2Z
x1ðnÞ
2n
\96; sup
n2Z
y1ðnÞ
2n
\96;
min
n2½10;12
x2ðnÞ
2n
[ 140; min
n2½10;12
y2ðnÞ
2n
[ 140;
either sup
n2Z
x3ðnÞ
2n
[ 96 or sup
n2Z
y3ðnÞ
2n
[ 96
either min
n2½10;12
x3ðnÞ
2n
\140 or min
n2½10;12
y3ðnÞ
2n
\140:
ð3:2Þ
Proof Corresponding to BVP (1.3), pðnÞ ¼ qðnÞ ¼ 2n,
ai ¼ bi ¼ ci ¼ di ¼ 0 for i ¼ 1; 2;    ; n, /ðxÞ ¼ wðxÞ ¼ x
with /1ðxÞ ¼ w1ðxÞ ¼ x, and
Xþ1
n¼1
bn
/1ðpðnÞÞ ¼ 0\
1
/1ð1 þ bÞ with b ¼ 1 [ 0;
Xþ1
n¼1
dn
w1ðqðnÞÞ ¼ 0\
1
w1ð1 þ dÞ with d ¼ 1 [ 0:
One sees that (b), (c), (d) and (e) hold.
By direct computation, we know that
Pn ¼ Qn ¼ 1 þ
Xn1
s¼1
2s ¼ 2n:
Choose the constant k1 ¼ 10; k2 ¼ 12, a ¼ 96; b ¼ 140;
c ¼ 3688200. It is easy to see that
l ¼ min Pk1
Pk2
;
1
Pk2
;
1
/1ðpðk1  1ÞÞPk2
;
Qk1
Qk2
;
1
Qk2
;
1
w1ðqðk1  1ÞÞQk2
( )
¼ 212;
Q ¼ min / c 1 
Pþ1
n¼1 an
 
1 Pþ1n¼1 an þ
Pþ1
n¼1 an
Pn1
s¼1
1
/1ðpðsÞÞ
0
B
B
@
1
C
C
A
d
3 þ 3d ;
8
>
<
>
:
w
c 1 Pþ1n¼1 cn
 
1 Pþ1n¼1 cn þ
Pþ1
n¼1
cn
Pn1
s¼1
1
w1ðqðsÞÞ
0
B
B
B
@
1
C
C
C
A
b
3 þ 3b
9
>>
=
>
>;
¼ 614700;
W ¼ max / bPk2Pk11
s¼1
1
/1ðpðsÞÞ
0
@
1
A 1Pk2
t¼k1
1
2jtj
; w
bQk2
Pk11
s¼1
1
w1ðqðsÞÞ
0
@
1
A 1Pk2
t¼k1
1
2jtj
8
<
:
9
=
;
¼ 10  215;
E ¼ min / a 1 
Pþ1
n¼1 an
 
1 Pþ1n¼1 an þ
Pþ1
n¼1 an
Pn1
s¼1
1
/1ðpðsÞÞ
0
@
1
A d
3 þ 3d ;
8
<
:
w
a 1 Pþ1n¼1 cn
 
1  P
þ1
n¼1
cn þ
Pþ1
n¼1
cn
Pn1
s¼1
1
w1ðqðsÞÞ
0
B
B
B
@
1
C
C
C
A
b
3 þ 3b
9
>
>=
>
>;
¼ 16:
So
f n; Pnu; Qnvð Þ ¼ 2jnj½f1ðuÞ þ f2ðvÞ;
g n; Pnu; Qnvð Þ ¼ 2jnj½g1ðuÞ þ g2ðvÞ:
It is easy to check that
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(A1): f n; Pnu; Qnvð Þ 3075302jnj for all n 2 Z; u; v
2 ½0; 3688200; g n; Pnu; Qnvð Þ 3075302jnj for all
n 2 Z; u; v 2 ½0; 3688200;
(A2): f n; Pnu; Qnvð Þ 52152jnj for all n 2 ½10; 12;
u; v 2 ½140; 573440; f n; Pnu; Qnvð Þ 52152jnj for all
n 2 ½10; 12; u; v 2 ½140; 573440;
(A3): f n; Pnu; Qnvð Þ 82jnj for all n 2 Z; u; v 2 ½0; 96;
f n; Pnu; Qnvð Þ 82jnj for all n 2 Z; u; v 2 ½0; 96.
Then by Theorem 1, BVP (3.1) has at least three positive
solutions ðx1; y1Þ; ðx2; y2Þ and ðx3; y3Þ satisfying (3.2). The
proof is completed. h
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