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Abstract—An enginereed micro-CT scanner for in vivo imag-
ing of small animals (Xalt, which stands for X-ray AnimaL
Tomograph) has been recently built at the Institute of Clinical
Physiology of the National Research Council (IFC-CNR, Pisa,
Italy), in partnership with the University of Pisa. The Xalt
scanner is a cone beam micro-CT based on a 2-dimensional flat-
panel detector and microfocus x-ray source. The magnification
and detector orientation can be manually varied to select the
spatial resolution, field of view (FoV) and sensitivity that match
the needs of several different imaging protocols for mice, rats
and test tubes. Even with high precision mechanical assembly,
recalibration for geometric misalignments is necessary after each
modification of the scanner geometry. To avoid the burden of
geometric recalibration, a semi-automatic cone beam calibration
method has been applied and integrated in the reconstruction
software. The calibration method does not require measurements
on specific phantoms, as it is based on the recovery of redundan-
cies in the projection data of generic objects that are lost when the
scanner components are out of alignment. By using this method,
our variable geometry micro-CT can be realigned at each scan by
analyzing the projection data set (or part of it), without additional
phantom measurements. To assess the reliability of our method
we have made several acquisitions on a phantom, each carried
after mechanical stress of the positioning system. We showed
that the semi-automatic calibration method is an effective aid
for a fast and reliable scanner realignment, without additional
acquisitions.
Index Terms—MicroCT, geometrical calibration, variable ge-
ometry scanners
I. INTRODUCTION
High resolution x-ray micro-computed tomography (micro-
CT) is an unrivaled tool for morphological imaging of small
sized animals and specimen. Many mechanical/geometrical
designs have been developed, with spatial resolutions ranging
from 100 µm down to less than 1 µm, depending on the
characteristics of the detector and the x-ray source. The
sharpness of the reconstructed image relies strongly on the
relative alignment between the focal spot, the axis of rotation
(AoR) and the detector; hence, the accurate measurement of
geometrical misalignment of the system is necessary to ensure
proper image quality. Several authors have investigated the
problem of the geometrical calibration in cone beam CT, de-
veloping algorithms for the measurement of the misalignment
parameters of the system [1]-[3], and for image reconstruction
with known geometric misalignments [4]. In case of variable
geometry systems, allowing for selection of source-to-axis
distance (SAD) and axis-to-detector distance (ADD) in a given
Fig. 1. The Xalt micro-CT scanner at IFC-CNR, Pisa, Italy
range, the problem of geometric calibration arises each time
one or both of the above distances are changed.
The aim of this work is to assess the capability of a
previously published cone beam calibration method [1] to
reduce the burden of recalibration after modifications of the
geometry setup. The method has been applied on a novel small
animal micro-CT scanner with variable geometry, which was
recently built in the framework of a collaboration between the
Institute of Clinical Physiology (IFC-CNR) and the Functional
Imaging and Instrumentation Group (FIIG) of the Department
of Physics ”E. Fermi” - University of Pisa. The micro-CT
scanner was designed to be compatible with the YAP-(S)PET
scanner (ISE s.r.l., Vecchiano, Italy), which is installed in the
same molecular imaging laboratory at IFC-CNR. This enables
us to perform efficient multimodal PET/SPECT/CT imaging
on small animals.
II. METERIALS AND METHODS
A. Variable geometry micro-CT scanner
The Xalt scanner (X-ray AnimaL Tomograph) is a dedicated
in vivo small animal cone beam micro-CT, designed to provide
flexible geometry setup and scanning modality. The x-ray
source is a microfocus tube with 50 kV maximum voltage,
1 mA maximum current and 35 µm nominal focal spot size.
The source power supply is equipped with a system for fast
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on/off swicth via external trigger. The flat panel detector is
composed by a CMOS sensor with 2048×1024 square pixels
of size 48 µm, for a total active area of 10×5 cm2; the
scintillator is a Gd2O2S:Tb (Gadox) layer with plastic backing.
The intrinsic spatial resolution of the flat panel detector is
8.5 lp/mm @ 10% MTF.
The source and the detector are mounted on the rotating
gantry in such a way that the SAD and the ADD can be
changed independently by a simple manual operation; this
allows to change the magnification in the range 1.13-2.60.
The mechanical system for the shift of the detector and the
source is ready to be motorized, to allow for a future im-
plementation of software-controlled geometry modifications.
The rectangular detector can also be skewed by 90 degrees
about its central axis: this permits to select between wide
transaxial field of view (FoV) and long axial FoV, according
to the needs of the specific imaging protocol. Depending on
the geometry setup, the maximum transaxial FoV is 80 mm
in diameter, the maximum longitudinal FoV is 79 mm (for a
single circular scan) and the minimum voxel size is 18.5 µm.
Both continuous rotation and step-and-shoot scanning modes
are possible. The device is fully shielded for x-ray leakage:
the dose rate at each point of its external surface is always
less than 1 µSv/h as requested by official radiation protection
regulatory statements.
The scanner is controlled by dedicated software with user-
friendly graphical interface for control/acquisition and ana-
lysis/reconstruction. The acquisition program allows to edit
the imaging protocol parameters and animal information, to
acquire scout views at arbitrary angles before tomographic
acquisitions and to acquire flat-field and offset calibration data.
It also provides continuous monitoring of the hardware status.
B. Data preprocessing and tomographic reconstruction
The analysis/reconstruction program is a modular program
for preprocessing of the raw data, automatic geometric ca-
libration and volumetric reconstruction. In the preprocessing
module, the raw data are corrected for dark signal and flat
field normalization. The output of this module is a corrected
dataset that is ready for tomographic reconstruction. Before
reconstruction, the corrected dataset can be used as input
of the geometric calibration module for the semi-automatic
measurement of the misalignment parameters of the system,
as described below. After the geometric calibration, the volu-
metric reconstruction module is used; this module implements
a modified Feldkamp algorithm with perspective correction
[4]. The misalignment parameters used in the reconstruction
module are those obtained in the geometric calibration module.
Before starting the recontruction of the whole volume, three
preview images along the main orthogonal planes can be
checked to ensure that all parameters are correct. The preview
slices can be reconstructed at arbitrary distance from the me-
dian planes. The program allows the choice of reconstruction
filter, and provides ring artifact reduction, cupping correction
and Hounsfield Unit (HU) normalization. The volumetric
reconstruction module is optimized for cache memory usage,
it exploits symmetries to reduce the backprojection time and
it was parallelized with OpenMP to take advantage of modern
multi-core processors. All voxels outside of the acquisition
FoV are excluded from the backprojection to reduce further
the computation time. The backprojection time from a dataset
of 720 projection of 2048×1024 pixels is <2 minutes for a
volume of 5123 voxels and <30 minutes for a volume of
10243 voxels, using a desktop PC equipped with 2 Intel Xeon
3.0 GHz quad-core CPUs.
C. Semi-automatic cone beam geometric calibration
The method for cone beam geometric calibration is de-
scribed in detail in [1]. The overall misalignemt of the
cone beam system is parametrized with the 6-tuple δ =
(δu; δv; δD;φ; η;λ). The parameters δu and δv represent
the transversal shift and longitudinal shift of the detector,
respectively; the parameter δD is the deviation of the actual
SDD from the nominal value; the three angles φ, η and λ are
the detector skew, slant and tilt, respectively. The misalign-
ment parameters of the cone beam scanner are obtained by
minimizing a geometry-dependent cost function:
c(δ) =
∑
θ,ut,i
e2θ(ut, δ)|ROIi . (1)
In the above equation, the function eθ(ut, δ) is the error
projection at angle θ which is computed as follows:
eθ(ut, δ) = gθ(ut)− gθ+pi−2γ(Hδut). (2)
In practice, the error projection is computed by subtracting
from each line integral gθ(ut), measured at a given point ut
of the misaligned detector plane and for a gantry angle θ, the
corresponding redundant line integral gθ+pi−2γ(Hδut). The
operator Hδ is a generalized reflection operator that depends
on δ, as explained in [1]. The computation of c is restricted to a
small number of ROI’s in the error projection, for the reasons
explained below. It has been shown that the redundancy of
the projection data from a full scan, well known in 2D fan-
beam geometry for all object functions [5], exists also in cone
Fig. 2. Reconstructed slice of the multimodal CT-PET mouse phantom (level
= 750 HU; window = 3500 HU; voxel size = 37 µm)
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Variance (inside ROIs) = 34252
Error projection
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Error projectionProjection data
Computation
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Fig. 3. Computation of the error projection and selection of the ROI’s to be included in the computation of the cost function. The arrows indicate sharp
edges on the error projection, that disappear when the optimal misalignment parameters of the system are found. When the optimal parameters are found, the
cost function (strictly related to the ROI variance) reaches a minimum. The images refer to experiment n. 4.
beam geometry for objects that are uniform along z and/or
invariant for rotations about the AoR. For those objects, the
error projection computed at an arbitrary gantry angle with
the true misalignment parameters δtrue is a null function (for
noiseless and continuously sampled data). For real data from
generic objects it was shown that, if c is computed in some
properly selected ROI’s on the error projection, a minimum
is obtained at δ = δtrue. Hence, the geometric calibration of
the system can be set as an optimization problem. We use the
simplex method of Nelder and Mead [6] for the minimization
of the cost function (1). The user can select the ROI’s and the
number of projection angles to be included in the computation
of the cost function via a graphical user interface.
D. Phantom measurements
In order to study the impact of geometry setup modifications
on the misalignment parameters of the system, we have done
six experiments on a cold multimodal PET/CT mouse phantom
(4 cm diameter) (Isotope Products Laboratories, Valencia,
CA). A reconstructed slice of the phantom is shown in
Figure 2. The main parameters of each experiment are reported
in Table I. Four experiments have been performed with the
same setup, each after mechanical stress (repositioning) of
the system. The mechanical stress consisted in moving back
and forth the x-ray tube and the detector supports, and by
temporarily changing the detector orientation, in order to check
After geometric calibration Before geometric calibration
Fig. 4. Details of the reconstructed image of the phantom (experiment n. 1),
before and after geometric calibration. The sharp thin detail is a label tape
placed on the external surface of the phantom.
the reproducibility of the mechanical positioning. The other
two experiments were done on different positions. Among all
the possible geometric configurations, only three were selected
to get a FoV size suitable for the chosen test object (i.e., with
transaxial FoV size > 5 cm). In all experiments, the detector
orientation was in wide transaxial FoV mode (large side in
transverse direction). All scans were done with the following
parameters: 50 kV, 0.5 mA, 2 mm Al filtration, 720 projections
over 360 degrees, 0.5 s/projection.
The calibration module was used to find the misalignment
parameters of the system. As explained in [1], only the
three parameters (δu;φ; η) were determined. The remaining
parameters δv, δD and λ) were all fixed to 0. Because
these latter parameters have less impact in the final image
quality, the accuracy of the mechanical positioning system was
sufficient to leave them uncorrected without significant image
artifacts. Four ROI’s on the error projections were placed
upon sharp edges arising from the phantom and the bed, as
shown in Figure 3. In all experiments, the cost function (1)
was computed using N = 2 · 105 points from a single error
projection, at θ = 0. A greater amount of data could be
selected for the computation of the cost function in a full
2pi scan. We have chosen to include only the data from the
first error projection for two reasons: first, the error projection
at θ = 0 is the only one that is available also for short
scans; second, a reduced number of line integrals included
in the computation of (1) lead to a speed-up of the calibration
process, even if this could reduce the robustness with respect to
noise. In all cases, the initial point of the iterative minimization
process was set to δ0 = (0; 0; 0); hence, no prior estimates of
the actual geometric misalignment of the system were used.
For each experiment n, two reconstructions with Ram-
Lak filter were done: the former was reconstructed with the
misalignment parameters δn−1 measured on the dataset of the
preceding experiment (no recalibration), and the latter with the
parameters δn measured on the dataset of experiment n itself
(with recalibration). This was useful to evaluate the impact of
the mechanical stress between two consecutive experiments, as
well as the capability of the calibration method in identifying
the correct misalignment parameters each time the system is
modified. For the first experiment, δn−1 = δ0 = (0; 0; 0).
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TABLE I
GEOMETRIC SETUP OF PHANTOM EXPERIMENTS AND CALIBRATION RESULTS
Exp. number n SAD/ADD (mm) Vox. size (µm) Transv. FoV. size (mm) FoV length (mm) δn = (δun;φn; ηn) Calib. time (s)
1 270/56 39.7 80.5 34.6 (-6.075; -0.365; 0.282) 28
2 (-4.751; -0.364; 1.634) 29
3 (-5.526; -0.362; 0.313) 26
4 (-6.479; -0.369; 0.306) 41
5 186/76 34.0 62.4 29.0 (-4.001; -0.367; 0.837) 60
6 186/56 36.9 60.8 31.6 (-6.006; -0.405; -0.098) 34
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Fig. 5. Profiles of the reconstructed images along the lines shown in Figure 4,
before and after geometric calibration.
After each reconstruction, a line profile along a thin detail of
the phantom (Figure 4) was evaluated to check the correctness
of the measured misalignment parameters. The profiles were
made all on slices far from the midplane and the AoR, in order
to highlight residual artifacts due to wrong values of skew and
slant, if present.
III. RESULTS
The optimal misalignment parameters from each dataset n
are reported on Table I. For the first four experiments at SAD
= 270 mm and ADD = 56 mm, the measured δu was in the
range [-6.479 pixels; -4.751 pixels]; φ varied in the range [-
0.369 degrees; -0.362 degrees] and η was in the range [0.282
degrees; 1.634 degrees]. The variations of the misalignment
parameters are on the same order of magnitude also for the
other two experiments. These variations, even if small, have
lead to a deterioration of the image quality when the system
was not recalibrated. This is apparent in Figure 5, were the line
profiles highlighted in Figure 4 are compared for δn−1 (before
recalibration) and δn (after recalibration). Except for n = 3,
the peak of the thin detail after recalibration appears always
sharper and higher than that obtained before recalibration.
In the third experiment, the profile appeare almost identical
before and after recalibration. In all cases, an average time
of 36 s was spent for the iterative minimization of the cost
function.
IV. DISCUSSION AND CONCLUSIONS
We have built a micro-CT scanner with variable geometry
for high resolution in vivo imaging on small animals. Due to
the strong sensitivity of the image quality upon small varia-
tions of the misalignment parameters, a recalibration of the
system is necessary after modifications of the geometry setup.
We have shown that our semi-automatic calibration method is
effective in reducing the burden of recalibration. Less than 1
minute was spent to find the optimal misalignment parameters
on each dataset. This time could be reduced by parallelization
of the algorithm for the computation and minimization of
the cost function. The only task requested to the user is the
selection of the ROI’s on the error projections to be included
in the computation of the cost function. As it is expected, the
accuracy of the calibration result can depend on the choice of
these ROI’s. A possible solution is to add fixed sharp details
on the acquisition FoV (e.g., on the animal bed) on which
the ROI’s could be automatically placed by the software that
implements the method.
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