In this paper, we consider a multi-user full-duplex (FD) massive multiple-input multiple-output (MIMO) system. The FD base station (BS) is equipped with large-scale antenna arrays, while each FD user is equipped with two antennas (one for transmission and the other one for reception). We assume that the channel state information (CSI) is imperfect, and no instantaneous CSI of loop interference (LI) channel is obtained. On the basis of low-complexity uplink beamforming and downlink precoding techniques, i.e. maximum-ratio combining/maximum-ratio transmission (MRC/MRT) and zero-forcing reception/zero-forcing transmission (ZFR/ZFT), the asymptotic expressions of signal-to-interference-plusnoise ratio (SINR) of uplink and downlink are derived respectively when the number of antennas of the BS tends to infinity. Based on the asymptotic SINR expressions, we first analyse the spectral efficiency (SE) performance assuming that the generalized power scaling scenario is adopted. Through the theoretical derivation, it is shown that the detrimental impact of the LI can be eliminated by the very large number of antennas at the BS if the power scaling scenario is appropriately applied, as well as the interference caused by the imperfect channel estimation, the multi-user interference (MUI) and inter-user interference (IUI). Then, we propose power allocation (PA) scenarios to maximize the energy efficiency (EE) and the sum SE with the constraint of maximum powers at the BS and users. The simulation results verify the accuracy of the asymptotic method, we also validate the effectiveness of the EE and the sum SE maximization PA algorithms. We show that adopting the PA scheme to maximize the sum SE can make the multi-user FD massive MIMO system outperform the half-duplex (HD) counterpart regardless of the level of LI.
Introduction
Now, the fourth generation (4G) wireless system has come to the mature stage, and with the booming development of all kinds of mobile smart terminals, the mobile Internet traffic in the recent years grows exponentially, which will increase by 1000 times beyond 2020. Meanwhile, the ratio of energy consumption in information technology system has been rapidly increasing, making it an urgent mission to decrease the energy consumption of the mobile communication systems. However, the current 4G is unable to satisfy the continuously increasing demands in the *Correspondence: lgdxxukui@sina.com Institute of Communication Engineering, PLA University of Science and Technology, No. 88, Houbiaoying Street, Nanjing, China future mobile communication, which put forward a great challenge to the fifth generation (5G) wireless systems [1] .
Adopting multiple-input multiple-output (MIMO) techniques is an essential way to utilize the wireless spatial resources and improve the spectral efficiency (SE) and energy efficiency (EE). Massive MIMO has been deemed to be one key technology for 5G, which uses large-scale antenna arrays (with orders of magnitude more antennas, e.g., 100 or more) to replace the currently adopted multiple antennas [2] . As the number of antennas grows larger, the simple linear precoder and detector tend to optimal, and the noise along with the uncorrelated interference can be ignored [3] . What is more, the spatial resolution of massive MIMO is remarkably enhanced compared with the conventional MIMO and can focus the signal beam within a narrow range; thus, the interference can be reduced by a wide margin [4] , which as a result can significantly improve SE and EE [5] .
On the parallel avenue, full duplex (FD) is another potential key technology for 5G. FD communication is the technology where signals are transmitted and received at the same time-frequency resource. In the conventional half-duplex (HD) systems, bi-direction link is separated by orthogonal time or frequency resources (the corresponding systems are time-division duplex (TDD) systems and frequency-division duplex (FDD) systems), where theoretically wastes half of the time-frequency resource. Nevertheless, in FD systems, due to the large amplitude difference between received signals and transmitted signals, signals leaking from the output to the input lead to severe loop interference (LI), typically 100 dB [6] . As a result, the primary task to apply FD technique is LI cancellation. With the development of signal processing techniques and hardware processing techniques, various kinds of LI cancellation techniques have been developed, including analog-domain LI cancellation [7] , the cancellation of known signals in digital domain, or the combination of them [8, 9] . Because of the considerable potential of theoretically doubling the SE and making the usage of spectrum more flexible, FD technique has become a hotspot of research at present. For example, [10] analyses the complete achievable rate regions of a small-area radio system where a multipleantennas FD access point serves two multiple-antennas HD devices, and the analytical results characterize the effect of self-interference at the access point and interdevice interference on the achievable rate regions. In [11] , the authors consider the relay selection schemes for FD relaying protocol, over Nakagami-m fading channels, they show that the proposed schemes achieve better outage performance when compared with traditional schemes and are robust to the residual LI caused by the FD operation.
Those attractive benefits discussed above motivate researchers to combine massive MIMO and FD technique together so as to obtain better system performance. For example, FD massive MIMO relaying systems are considered in [12] [13] [14] . [12] considers a multi-pair FD decode-and-forward (DF) relay with maximum-ratio combining/maximum-ratio transmission (MRC/MRT) to process the signals, and the authors propose the use of massive antenna arrays at the relay station to significantly reduce the LI effect. In [13] , a two-way FD relay system with FD users under MRC/MRT and zeroforcing reception/zero-forcing transmission (ZFR/ZFT) processing is considered, and four typical power scaling schemes are applied, then the upper bounds of the sum rates for each power scaling schemes are derived. It is shown that the LI can be decreased through reducing the power of FD relay. However, both [12] and [13] assume that some novel LI mitigation scenarios in [15] are applied, which is impractical in massive MIMO systems, and the reason will be explained in Section 2.
[14] considers a multi-pair FD amplify-and-forward (AF) relaying system with ZFR/ZFT processing. It is shown that adopting low-complexity signal processing techniques can significantly decrease the detrimental impact of LI as well as multi-pair interference if the power scaling scheme is appropriately chosen, and FD systems combined with massive MIMO outperforms the HD counterpart in spectral efficiency even without active LI cancellation.
In this paper, we consider a multi-user FD massive MIMO system where the FD base station (BS) is equipped with large-scale antennas and each FD user is equipped with two antennas (one for transmitting and the other one for receiving) (Fig. 1) . A general power scaling scenario is adopted at the BS or/and users to obtain a better EE performance. Note that the power scaling scenarios applied in [13, 16, 17] are just some special cases. It needs to be mentioned that this paper is different from [12] in several aspects: (a) a different approach is taken to derive the asymptotic expressions of uplink and downlink signal-tointerference-plus-noise ratio (SINR); (b) both the SE and EE are optimized; (c) new power scaling results on the SE and EE of multi-user FD massive MIMO system are obtained with the general power scaling scenario adopted at the BS and users. The main contributions of our work are as follows: • A new asymptotic method is used to derive the asymptotic expressions of uplink and downlink SINR for the k th user, which turns out to be effective.
• We adopt general power scaling scenario at the BS and users, and based on the derived SINR expressions, we analyse how the number of BS antennas and the transmit power of BS and users impact the system performance. To be specific, the transmit powers of users and BS are scaled down by 1/N p and 1/N q , respectively, where 0 ≤ p, q ≤ 1, and N represents the number of BS transmit or receive antennas. We show that as N grows larger, the harmful effect of LI can be wiped out when q > 0 and the multi-user interference (MUI), CSI estimation error and inter-user interference (IUI) can be eliminated when p > 0.
• We consider a power allocation (PA) scenario to control the transmit power at the BS and users so as to maximize the SE and EE, which is under the constraint of the maximum of transmit power.
Notation:
We use boldface uppercase letter A and boldface lowercase letter a to represent matrix and column vector, respectively. E(·), · , (·) * , (·) H , X(·), and Tr(·) stand for the expectation, the Euclidean norm, the conjugate, the conjugate transpose, the spectral radius of a matrix, and trace of a matrix, respectively. [A] ij denotes the ith-row and jth-column entry of matrix A. I N represents the N × N identity matrix. CN μ, σ 2 stands for the complex-Gaussian distribution with mean of μ and variance of σ 2 . e i represents a vector whose ith entry is 1 and the other are 0.
System model
We consider a multi-user FD massive MIMO system, where K users are within a single cell. Both the users and the BS operate in FD mode. We assume that the BS is equipped with two separate large-scale antennas arrays in which N for transmission and N for reception, while each user is equipped with two antennas in which one for transmitting signal and the other for receiving. All the users share the same time-frequency resource.
Let
] ∈ C N×K represent the downlink channel matrix between the transmit antenna array of the BS and the K users and let 
Imperfect channel estimation phase
In [12] and [13] , it made an assumption that the residual LI can be regarded as additive noise after applying some novel LI mitigation scenarios, on the basis of knowing the CSI of G LI to compute the filter matrices [15] . It may work in the conventional MIMO systems where the antennas deployed at the relay or BS are in a small quantity. Nevertheless, with the growth of the number of transmit and receive antennas at the relay or BS, the dimension of G LI increases, and in order to obtain the CSI of G LI , the length of pilot sequence τ should satisfy τ ≥ N which is unprocurable in the massive MIMO systems owing to the limited duration of channel coherent time. Hence, in this paper, we assume that the instantaneous knowledge of G LI is unknown and the CSI of G U and G D are obtained by MMSE estimation.
In order to realize the FD transmission, the informations of G U and G D need to be acquired at the BS 1 . Therefore, during the channel coherent time, a part of the resource has to be assigned to the pilot sequences to do the channel estimation job. During the estimation phase, all the users' antennas transmit the pilot sequences to the BS simultaneously 2 . Then the received pilot signals at the transmit and receive antennas at the BS are written as
respectively, where τ is the length of the pilots, P P denotes the transmit power of each pilot symbol; G RR ∈ C N×K and G TT ∈ C N×K denote the channels from the users' transmit antennas to the transmit antennas of the BS and the users' receive antennas to the receive antennas of the BS, respectively; X R ∈ C K×τ and X T ∈ C K×τ represent the pilot sequences which are transmitted from the receive antennas and transmit antennas of K users, respectively; N R and N T denote the AWGN matrices whose elements are i.i.d. CN(0, 1). Note that all the pilot sequences are assumed to be orthogonal, i.e. X a X H a = I K , a ∈ {R, T}, and
Based on the MMSE estimation, the estimated channel matricesĜ U andĜ D can be expressed aŝ (4) where According to the MMSE estimation, the channel matrices G U and G D can be decomposed as
where G i represents the estimation error matrix. According to the property of MMSE channel estimation, we can conclude thatĜ i and G i are independent and the rows of them are mutually independent which comply with distributions CN(0,D i ) and CN(0, D i ). BothD i and D i are diagonal matrices whose kth diagonal entries are expressed
Data phase
The received signal at the BS can be expressed as
where
T represent the transmit signal vectors of the BS and users, respectively, with E{x a x H a } = I K , (a ∈ {D, U}); n U ∼ (0, σ U I N ) denotes the additive white Gaussian noise (AWGN) vector at the BS; and P D and P U denote the transmit powers of the BS and users, respectively.
The received signals at users, y D , can be expressed as
where n D ∼ (0, σ D I K ) denotes AWGN vector at users. In order to keep the complexity low, the BS adopts linear processing techniques. With the linear beamforming and precoding matrices, the BS can separate the receive and transmit signals into K streams, i.e. y U and y D can be separated into K elements. The received signals of the kth user at the BS, i.e. the kth element of y U is given by
The first term of the right side of (8) is the transmit signal of the kth user. The second term is AWGN at the BS. The third term is the signals transmitted by users except the kth user, which is MUI for the kth user. The last term denotes LI at the BS. The received signal of the kth user can be expressed as
The first term of the right side of (9) is the downlink signal for the kth user. The second term is AWGN at the kth user. The third term is the MUI which is the downlink signal transmitted for other users. And the last term denotes the IUI comes from the signals transmitted by other users.
Before the analysis, we introduce the following lemma which is useful in the field of massive MIMO system.
Lemma 1 [[18], Lemma 1] Let
A be a deterministic n × n complex matrix with uniformly bounded spectral radius for all n. 
almost surely as n → ∞.
Analysis of asymptotic uplink and downlink SINR with MRC/MRT scenario
According to [19] , with MMSE estimation at the BS, the uplink beamforming matrix F and downlink precoding matrix W based on the MRC/MRT scenario are given by
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Analysis of asymptotic uplink SINR

Asymptotic expression of uplink SINR
Substituting (5) and (11) into (8), the received signal for kth user at the BS can be re-expressed as (12) where I MUI U,k , I U,k , and I LI U,k denote the MUI, estimation error, and the LI, respectively, which can be expressed as
According to Lemma 1 in [16] (i.e. the law of large number, LLN), the first two items of the right side of (12) can be obtained bŷ Then, the instantaneous power of MUI for the kth user at the BS can be given by
where the E [·] operator is over x U,k so as the following derivation, andg
H u,i = 1 and (10), we can obtain
According to (16) and LLN, the asymptotic expression of instantaneous power of MUI when the number of antennas at the BS approaches to infinity can be expressed as
We can see from (13) that the expression of I U,k is similar to that of I MUI U,k , and then, it is not difficult to utilize the same method to obtain E I U,k 2 when N → ∞ as
Next, the power of I LI U,k is given by
H , where U is a unitary matrix. We define G LI = G LI U, then (19) is equivalently expressed as (20) where g LI,1 = g LI,1 / g LI, 1 , and the latter equality of (20) 
and based on LLN, we have
Substituting (21) and (22) into (20) , then the power of LI as N approaches to infinity is written as
As a result, substituting (14), (17), (18), and (23) into (10), we can get the asymptotic uplink SINR for the kth user under MRC/MRT scheme as
Uplink power scaling analysis
When the number of BS antennas grows larger, we can scale down P U or/and P D by the number of antennas while maintaining the desired performance. Hence, we consider the generalized scaling scenarios P U = E U /N p and P D = E D /N q , substituting which into (24) we can obtain the power-scaled asymptotic uplink SINR as
where 0 ≤ p, q ≤ 1. We consider four typical power scaling scenarios in this part.
• Case 1, p = q = 0: We assume there is no power scaling at the BS and users. It is obvious that under case 1, the uplink SINR tends to infinity as N → ∞ when there is no power scaling scheme adopted. From (25), we can see that all components (including the MUI, channel estimation error (CEE), LI, and the noise at the BS) which have baneful impact on the k th user diminish when N → ∞, while the desired signal is maintained. The reason is that in the regime of large N, the MUI is averaged. Similarly, due to the sufficient diversity gain and power constraint of the BS, the rest of the unexpected signals at the BS approach to zero when N tends to infinity.
• Case 2, 0 < p ≤ 1, q = 0: Case 2 is the power scaling scheme only adopted at the users. When 0 < p < 1, all the detrimental signals are averaged out as N → ∞, which is similar to case 1. However, when the power of users are scaled down by N, i.e. p = 1, although the harmful effect of MUI and CEE are eliminated as N grows larger, the LI and the noise at the BS cannot be wiped out, which makes the uplink SINR tends to a ceiling value as N → ∞.
• Case 3, p = 0, 0 < q ≤ 1: Case 3 denotes the power scaling scheme adopted at the BS. From Eq. (25), it can be seen that the asymptotic SINR of case 3 becomes infinite when N → ∞, which is similar to case 1. What is more, the 1 N factor before LI indicates that, with power scaling at the BS, the harmful effect of LI which is amplified by the BS can be diminished when N approaches to infinity.
• Case 4, 0 < p ≤ 1, 0 < q ≤ 1: Case 4 represents the power scaling scenario applied both at the BS and users. When q = 1, it can be observed from (25) that the detrimental effect of MUI, CEE, and LI disappear as N → ∞ while the noise at the BS cannot be eliminated, under which situation the noise at the BS poses greater influence to the uplink SE performance when N is large. When 0 < q < 1, all the unexpected signals vanish when N approaches to infinity.
Analysis of asymptotic downlink SINR
Asymptotic expression of downlink SINR
Substituting (5) and (11) into (9), the received signal of the kth user can be rewritten as
where I IUI U,k represents the IUI, which along with I MUI U,k and I U,k can be expressed as
According to LLN, the first item of the right side of (26) can be expressed aŝ
Similar with the derivation of (17) and (18), the instantaneous power of I MUI Dk and I Dk when N tends to infinity for the kth downlink user are expressed as
It is easy to achieve the instantaneous power of the interference introduced by IUI as
Then, substituting (28), (29), (30), and (31) into (26), the asymptotic downlink SINR for the kth user with MRC/MRT processing can be achieved as (32), shown below.
Downlink power scaling analysis
The power-scaled asymptotic downlink SINR is given by (33), shown above. Similarly, we analyse the impact of scaling power on the downlink SINR
• Case 1, p = q = 0: (33) implies that the downlink SINR of case 1 tends to infinity when N → ∞. All the MUI, CEE, IUI, and the noise at the k th user are wiped out as N goes to infinity, and only the desired signal is maintained.
• Case 2, 0 < p ≤ 1, q = 0: From (33), we can see that the downlink SINR of case 2 goes to infinity when N is large enough. Different from case 1, we can conclude that scaling down the transmit power of users can decrease the detrimental effect of IUI which is amplified by it.
• Case 3, p = 0, 0 < q ≤ 1: In case 3, MUI and CEE are eliminated when N is large enough. Nevertheless, when q = 1, due to the remained baneful effect of IUI and AWGN at the k th user, the asymptotic downlink SINR for case 3 tends to be deterministic when N approaches infinity. If 0 < q < 1, the SINR increases without upper bound as N grows.
CEE, and IUI tend to be eliminated. Similar to uplink case 4, when q = 1, the detrimental effect of noise at k th user still remains, the AWGN at the users has more influence to the downlink SE for large N. When 0 < q < 1, all the harmful signals disappear and the downlink SINR tends to infinity when N grows infinite.
Remark: From the above analysis, we can conclude that scaling down the BS power can decrease the adverse effect of LI and cutting down the user power can minish the MUI, CEE, and IUI. However, decrease P U and P D can also decrease the SE, which as a result exits a tradeoff between EE and SE, and we will discuss it in the simulation section.
Analysis of asymptotic uplink and downlink SINR with ZFR/ZFT processing
According to [19] , the beamforming and precoding matrices based on the ZFR/ZFT scenario are given by
Analysis of asymptotic uplink SINR
Substituting (34) into (8), the received signal for kth user at the BS can be rewritten as
where I U,k and I LI U,k are expressed as
According to LLN, the asymptotic expression of the second term of the right side of (35) can be derived as
can be represented as
where the latter equality is according to LLN. Then, the approximate expression of E I D,k 2 can be derived in the method adopted in (15) , which can be obtained as
Next, the power of I LI U,k can be written from (36) as
Then, based on LLN, we can obtain the asymptotic expression of (40) as
We can observe that (41) has the similar form as (19), then using the similar approach of (19) 
In the end, by substituting (37), (39), and (42) into (35), we can obtain the asymptotic uplink SINR with ZFR/ZFT processing as
Since the method of derivation and analysis for the power-scaled ZFR/ZFT scheme is similar to the MRC/MRT cases, therefore, we omit them.
Analysis of asymptotic downlink SINR
Substituting (34) into (9), the received signal of kth user can be expressed as
where I D,k and I IUI D,k are written as
Based on LLN, we havê
According to (46), the asymptotic expression of the power of I D,k in (45) is achieved by
Based on Lemma 1, we can achieve
Nβ D,k a.s.
Hence, according to (48) and (31), the asymptotic downlink SINR of the kth user under ZFR/ZFT scenario is achieved as
Remark: Based on the above analysis, we define the uplink asymptotic SE C U , downlink asymptotic SE C D , and sum asymptotic SE C sum as
respectively. In order to validate the accuracy of the asymptotic method in this paper, we compare our asymptotic SE with the ergodic SE. In Section 6, Monte-Carlo simulation method is adopted to generate the ergodic SE curve in the figures of the simulation results, and we will show that the approximate results are quiet tight even when N is small (e.g., N = 25).
Power control
Obviously, the primary intention of applying FD techniques in wireless communication systems is to enhance the SE performance. It is worth noting that since the uplink and downlink channels transmit simultaneously and LI cancellation techniques are adopted in FD systems; therefore, more energy is consumed than the HD counterpart. Due to the increasing attention to green communications, EE is another metric widely used in many systems to evaluate the performance, especially in massive MIMO systems where enhancing the EE performance is significant [5] . Observing (24), (32), (43), and (49), we can see that the SINR of each user is different due to the different fading channels each user experiences, and in the previous sections, the transmit powers of K users, i.e. P U , are all assumed to be the same, and the powers allocated to the K streams of downlink signals are fixed, which as a result may not achieve the optimal SE/EE performance. Hence, in this section, we assume the transmit power of kth user and the power allocated to the kth downlink stream are different and propose the PA schemes to maximize the sum SE and EE subject to power constraints, which are called SE PA and EE PA for short.
Maximization of the SE
In this section, we assume that the transmit power of kth user and the power allocated to the kth downlink stream are P U,k and P D,k w k 2 , respectively. Then, we can formulate the SE optimization problem as
In order to facilitate the analysis, we first rewrite the asymptotic uplink and downlink SINR as
which represent the unified uplink and downlink SINR expressions of MRC/MRT and ZFR/ZFT, respectively. For more details, with MRC/MRT scheme, we have
For ZFR/ZFT processing scheme, we have
Based on (50), (51), (52), and (53), we can rewrite the SE optimization problem as
where p 1 , p 2 , and p 3 are power constraints given by (51).
We can see that the form of SE optimization problem in (56) is very close to a geometric programming (GP) except for the target which is not in the posynomial form [20] . Fortunately, we can use the technique in [21] to approximate the target so as to use convex optimization tools to solve (56). To be specific, 1 + γ a,k can be approximated by λ a,k γ μ a,k a,k close to a pointγ a,k , where
1 +γ a,k , and a ∈ {U, D}. Thus, (56) can be reformulated as (57), shown below.
In this way, the SE optimization problem in (57) becomes a standard GP which can be solved by the Algorithm 1. 
a,k , where a ∈ {U, D}.
• Solve problem (57) by GP:
Else, set n = n + 1 and go back to step 2.
Maximization of the EE
The EE is defined as
where P cir is the power consumed by the circuits. Then we can formulate the EE optimization problem as
whereC sum denotes the required sum SE. For the sake of illustration, define
According to [22] , solving the EE-maximization problem, we can introduce the following three auxiliary subproblems
Solving the EE maximization problem (59) can be separated into three steps: (a) Check whether the optimal solution of problem Q 1 , i.e., P * is the solution of (59). Otherwise, go to (c), i.e. obtain P * Q 3 of problem Q 3 which is the solution of (59). In this paper, the required sum SEC sum and the power constraints are set to make the EE maximization problem feasible. Next, the detailed solutions to the subproblems Q 2 and Q 3 are introduced in the following subsections.
Solution to problem Q 2
Observing the function of sum SE we can see that C sum can be rewritten as
which is generally non-convex due to the convexity of (64) and (65). In order to make (63) convex, we use the convexity to linearly approximate d (P), i.e., based on log
Here, {P (n−1)
D,i } denote the value of P U,i and P D,i at the (n − 1)th iteration. Therefore, the EE maximization problem at the nth iteration can be formulated as
Based on the fraction form, we can use the Dinkelbachtype algorithm [23] , i.e. by introducing a parameter λ to solve the convex optimization problem for λ ≤ λ optimal
In conclusion, the method to solving the subproblem Q 2 is given in detail by Algorithm 2. 
, and the value of tolerance ε. 2. For the nth iteration:
.
• Solve problem (68) by CVX to obtain the P * and the value of the objective function cvx
Solution to problem Q 3
We can reformulate the Q 3 problem as
It can be observed that we can use the similar asymptotic method of (57), then EE maximization problem can be reformulated as (70), shown below. Since the algorithm solving (70) is similar to Algorithm 1, only the objective function and constraints are different; therefore, we omit the algorithm of solving problem Q 3 due to the page limitation.
Simulation results
In this section, we examine the simulation results of the derivation and analysis conducted in the above sections. In order to validate the accuracy of the asymptotic method in this paper, we compare our asymptotic SE with the ergodic SEC U andC D generated by Monte-Carlo simulation method. The SE of multi-user HD massive MIMO system proposed in [5] is also simulated for comparison, where the BS and users operate in the HD mode, and the sum SE of the system is defined as
and the factor 1/2 is for the HD BS. Since the FD systems take only one time slot to transmit while two time slots are needed in the HD systems, the transmit powers of the BS and users in HD systems are set to 2P D and 2P U for a fair comparison. The length of channel coherence time is set to T = 300 (symbols), and the length of pilot sequence is set to τ = 2K. The number of users is assumed to be K = 10 in this system, and P cir = 1W , Figures 2 and 3 show the uplink and downlink SEs for cases 1∼4 versus N, where we set β LI = 0 dB, D U = D D = I K . As analysed in the above sections, all SEs for cases 1∼4 increase when N grows. From Figs. 2a and 3a, we can see that, if p = q for case 4, the SE increases with the decreasing of p and q and hits the top when p = q = 0 (i.e., case 1). The reason is that when N is large, those unexpected signals are averaged due to large diversity gain, and the desired signal is dominant. From Figs. 2b and 3b we can see that the uplink SE for case 3 improves when q increases and the downlink SE for case 2 increases as p grows. Scaling down the transmit power of BS can diminish the LI which is amplified by it and cutting down the transmit power of users can decrease the detrimental effect of IUI which is amplified by it, which can be found in (25) and (33). Moreover, we can observe that ZFR/ZFT scheme has better performance than MRC/MRT scheme, this is because ZFR/ZFT processing can wipe out MUI while MRC/MRT processing needs the condition of infinite N.
Note that we compare the asymptotic method adopted in this paper with the one used in [12, 13, 16, 25] . From  Figs. 2 and 3 , we can see that our asymptotic results matches the exact results perfectly even when N is small, which means we can predict the exact results of SE through the asymptotic analysis method adopted in this paper even when N is small (N = 25 for example). Nevertheless, the upper bound of each power scaling scheme provided in [13, 16, 25] matches the exact curve only in the large N scenario. This is due to the fact that we use two kinds of law of large number, i.e. Lemma 1 in this paper and Lemma 1 in [16] , to make the asymptotic results quiet tight, while [13, 16, 25] only use Lemma 1 in [16] to get the limit results. From the simulation results, it can also be observed that our asymptotic result is closer to the exact result than the one provided in [12] . Fig. 4 shows the EE versus N for different power scaling schemes under perfect and imperfect CSI in FD systems and imperfect HD systems. Here, we only consider ZFR/ZFT processing for the sake of simplification. It is seen that the more P D and P U are scaled down, the more severely P cir limits the EE performance. Take HD systems with p = q = 1 for example, the EE performance gap between p = q = 1 and p = q = 0.8 decreases as N > 150. Moreover, comparing the FD and HD cases under imperfect CSI, we can see that due to the existence of LI and IUI in FD systems, HD EE outperforms FD EE Asymptotic [12] The upper bound [13, 16, 25] Asymptotic [12] The upper bound [13, 16, 25] when N is small. However, as N goes larger, N > 110 with p = q = 1 for example, FD EE can eventually surpass HD EE. The reason is that when N is small, the harmful effect of LI and IUI at the BS and users cannot be neglected, while those can be reduced by scaling down the transmit powers at the BS and users as discussed previously.
Comparing the above SE and EE performance analysis, we can see that there is a tradeoff between EE and SE. Therefore, Fig. 5 shows the comparison between the EE with EE PA and without EE PA versus the sum SE. In order to match the practical communication environment in a cellular system, we model the large-scale fading by
, where z k follows log-normal distribution whose standard deviation is 8 dB, d r is the reference distance denoting the closest distance between the users and the BS which is set to d r = 100 m, d k denotes the distance between the kth user and the BS which is randomly chosen between 100 and 500 m, and v = 3.8 represents the path loss exponent. As a consequence, the Asymptotic [12] The upper bound [13, 16, 2 ] p=q=0.8 Asymptotic [12] The upper bound [13, 16, 25] 
Besides, in order to satisfy the SE requirement for both uplink and downlink instead of the sum SE, we replace the required sum SE in (69) with the required uplink and downlink SE which are set to be equal (the practical case in the Fig. 5 ). From Fig. 5 , we can see that when C sum < 8, the EEs with PA and without PA are nearly the same and increase as the sum SE grows, which is because P cir dominates the consumed power when the sum SE is small. With the increasing of the sum SE, the users and the BS become the main energy consumer; thus, there is a tradeoff between the sum SE and the EE when the sum SE is high.
The performance improvement after adopting the EE maximization algorithms is encouraging. The optimal EE The main bottleneck of the FD systems is the level of LI. As a result, Fig. 6 shows the comparison between the sum SE with SE PA and without SE PA versus β LI . The largescale fading coefficients are the same as the practical setup for Fig. 5 . It is obvious that when β LI is small, the LI has little impact on the system. However, when β LI increases from −10 dB, the sum SE reduces sharply. Specifically, for the without PA case, when β LI > 5 dB under ZFR/ZFT processing and β LI > 15 dB under MRC/MRT processing, the HD system outperforms the FD system. However, the most encouraging result in Fig. 6 is that when β LI is large, the sum SE performance can be significantly improved after adopting the SE PA. Moreover, the curve with SE PA is beyond the corresponding dotted line for arbitrary β LI , which means adopting the SE PA scheme in FD massive MIMO systems can effectively enhance the ability to resist the LI in FD massive MIMO systems and make the FD systems outperform the HD counterpart regardless of β LI .
Conclusions
In this paper, we consider a multi-user FD massive MIMO system, where the BS is equipped with large-scale antenna arrays, while each FD user is equipped with two antennas (one for transmission and the other one for reception). The linear processing techniques of MRC/MRT and ZFR/ZFT are adopted at the BS to process the signals. Based on the signals processing, the asymptotic expressions of SINR are derived. With a general power scaling scenario at each downlink stream and user, it is shown that the detrimental effect of MUI, CEE, LI, and AWGN can be wiped out as N goes large if the scenario is appropriately chosen. On the basis of the asymptotic expressions of SINR, the PA schemes at the BS and users are proposed to maximize the EE and the sum SE of the multi-user FD massive MIMO system. In the simulation part, we verify the accuracy of the analysis and show the ZFR/ZFT processing is more susceptible to the large-scale fading. Then, we show the effectiveness of our PA schemes. Finally, we show that the SE PA can make the multi-user FD massive MIMO system outperform the HD counterpart no matter how big β LI is.
Endnotes
1 Due to the separate antenna configuration at the BS, therefore, the reciprocity of uplink and downlink channels does not hold. 2 In order to accomplish the channel estimation, the receive antenna of each user and the transmit antenna array of the BS are assumed to be shared antennas, i.e. the transmit and receive radio-frequency chains share the same antenna [8] . 
