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РЕФЕРАТ
Дипломну роботу виконано на 81 аркушi, вона мiстить 2 додатки та
перелiк посилань на використанi джерела iз 35 найменувань. У роботi
наведено 7 рисункiв та 10 таблиць.
Метою даної дипломної роботи є огляд та застосування кубiчних
тестерiв i кубiчних атак до симетричних криптосистем, а також аналiз
проблем та пiдходiв до покращення сценарiїв атак.
Об’єктом дослiдження є iнформацiйнi процеси в системах
криптографiчного захисту.
Предметом дослiдження є кубiчнi тестери, а також сценарiї та
моделi кубiчних атак.
Проведено аналiз криптографiчного метода, який пропонується для
застосування до iснуючих шифрiв у iнформацiйних технологiях для оцiнки
стiйкостi, а також розроблено програмну реалiзацiю для застосування атак
i валiдатор отриманих результатiв, який доступний у виглядi веб-сторiнки.
Для легковiсних блокових шифрiв Simon32/64, Simeck32/64 було
знайдено моделi кубiчних атак, завдяки яким надається можливiсть
повнiстю отримати секретний ключ. В результатi чого, складнiсть
знаходження секрету алгоритму шифрування зводиться до потреби
наявностi вибраних 211.459 та 211.554 вiдкритих текстiв. Що стосується
Speck32/64, то вiн виявився стiйким до кубiчних атак i не може
наблизитися за ефективнiстю до iнших типiв атак.
КУБIЧНI ТЕСТЕРИ, КУБIЧНI АТАКИ, АТАКА ЗА ПОБIЧНИМИ
КАНАЛАМИ, SIMON, SIMECK, SPECK, ВАГА ХЕМIНГА, БIТ
IНФОРМАЦIЇ
РЕФЕРАТ
Дипломную работу выполнено на 81 листе, она содержит 2
приложения и перечень ссылок на использованные источники из 35
наименований. В работе приведены 7 рисунков и 10 таблиц.
Целью данной работы является обзор и применение кубических
тестеров и кубических атак к симметричным криптосистемам, а также
анализ проблем и подходов к улучшению сценариев атак.
Объектом исследования являются информационные процесы в
системах криптографической защиты.
Предметом исследования являются кубические тестеры, а также
сценарии и модели кубических атак.
Проведен анализ криптографического метода, который предлагается
для применения в существующих шифрах в информационных
технологиях для оценки устойчивости, а также разработана программная
реализация для применения атак и валидатор полученых результатов,
который доступен в виде веб-страницы.
Для легковесных блочных шифров Simon32/64, Simeck32/64 были
найдены модели кубических атак, благодаря которым предоставляется
возможность полностью получить секретный ключ. В результате чего,
сложность нахождения секрета алгоритма шифрования сводится к
необходимости наличия выбранных 211.459 и 211.554 открытых текстов. Что
касается Speck32/64, то он оказался устойчивым к кубическим атакам и
не может приблизиться по эффективности к другим типам атак.
КУБИЧЕСКИЕ ТЕСТЕРЫ, КУБИЧЕСКИЕ АТАКИ, АТАКА ПО
ПОБОЧНИМ КАНАЛАМ, SIMON, SIMECK, SPECK, ВЕС ХЭММИНГА,
БИТ ИНФОРМАЦИИ
ABSTRACT
The thesis is presented in 81 pages. It contains 2 appendixes and
bibliography of 35 references. 7 figures and 10 tables are given in the thesis.
The purpose of this paper is to review and apply cube testers and cube
attacks to symmetric cryptosystems, as well as analyze problems and
approaches to improving attack scenarios.
The object is information processes in cryptographic protection systems.
The subject is cube testers, as well as scenarios and models of cube
attacks.
In this thesis, cryptographic method are analyzed, which is proposed for
application in existing ciphers in information technology for stability
assessment, and also developed a software implementation for the application
of attacks and a validator of the results, which is available as a web page.
For the lightweight block ciphers Simon32/64, Simeck32/64, models of
cube attacks were found, thanks to which it is possible to fully obtain the
secret key. As a result, the difficulty of finding the secret of the encryption
algorithm is reduced to the need of having selected 211.459 and 211.554
plaintexts. As for Speck32/64, it turned out to be resistant to cube attacks
and can’t come close in efficiency to other types of attacks.
CUBE TESTERS, CUBE ATTACK, SIDE CHANNEL ATTACK,
SIMON, SIMECK, SPECK, HAMMING WEIGHT, BIT OF
INFORMATION
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8ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
GF(𝑞) — поле Галуа порядку 𝑞
𝐼𝑉 — вектор инiцiалiзацiї
𝑆𝐶𝐶𝐴 — кубiчна атака за побiчним каналом
𝐻𝑊 — вага Хемiнга
⊕ — додавання за модулем 2
𝐴𝑅𝑋 — вiд англ. add, rotate, xor
𝐿𝑆𝐵 — вiд англ. least significant bit
𝑀𝑆𝐵 — вiд англ. most significant bit
≪ ,≫ — зсув бiт лiворуч та праворуч вiдповiдно
≪ ,≫ — циклiчнi зсуви лiворуч та праворуч, вiдповiдно
9ВСТУП
Актуальнiсть дослiдження. На сьогоднiшнiй день розвиток
iнформацiйних систем не зупиняється, через що iнформацiйна безпека
повинна розвиватися iз дня в день. На даний процес покладенi великi
зусилля та залучена широка спiльнота.
Дослiдження алгоритмiв шифрування та криптографiчних
примiтивiв призводить до їхнього покращення, а навiть до кардинального
перегляду методiв побудови. Значний внесок у розвиток криптологiї на
початку 90-х рокiв зробили основоположники диференцiального
криптоаналiзу Бiхам та Шамiр, а також японський криптограф Мiцуру
Мацуї, який розробив лiнiйний криптоаналiз.
У 2008 роцi з’являється новий метод сучасного криптоаналiзу
симетричної криптографiї – кубiчна атака, представлена Дiнуром та
Шамiром [2]. Вона поєднує в собi клас лiнiйних, диференцiальних,
алгебраїчних i кореляцiйних атак. ЇЇ перевага в тому, що кубiчна атака
може бути застосована до будь-якого блокового, потокового шифру або
MAC-коду, про внутрiшню структуру яких нiчого невiдомо.
Мета i завдання дослiдження. Метою роботи є огляд та
застосування кубiчних тестерiв i кубiчних атак до симетричних
криптосистем, а також аналiз проблем та пiдходiв до покращення
сценарiїв атак.
Досягнення поставленої мети передбачає вирiшення таких завдань, якi
були виконанi у роботi:
1) аналiз кубiчних тестерiв;
2) аналiз запропонованої атаки Дiнура та Шамiра;
3) аналiз динамiчних кубiчних атак;
4) аналiз рiзних моделей атак на симетричнi криптосистеми;
5) аналiз практичних проблем при застосуваннi даного типу атак;
6) розробка та реалiзацiя платформи запропонованих моделей атак;
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7) розробка валiдатора результатiв запропонованих моделей атак;
8) застосування атак до конкретних алгоритмiв шифрування та
отримання даних для вiдновлення ключа.
Об’єктом дослiдження є iнформацiйнi процеси в системах
криптографiчного захисту.
Предметом дослiдження є кубiчнi тестери, а також сценарiї та
моделi кубiчних атак.
При розв’язаннi поставлених завдань використовувались такi методи
дослiдження: методи комбiнаторного аналiзу, теорiї складностi алгоритмiв,
теорiї iмовiрностей, методи комп’ютерного моделювання та проектування.
Наукова новизна отриманих результатiв полягає у здiйсненнi
криптоаналiзу блокових легковiсних шифрiв Simon, Simeck, Speck на
основi iнформацiї за побiчними каналами, який дає повнiстю вiдновлений
ключ для перших двох.
Практичне значення результатiв полягає у отриманнi iнформацiї за
побiчними каналами, яка є основою для оцiнювання стiйкостi алгоритмiв
шифрування.
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1 КУБIЧНI ТЕСТЕРИ ТА КУБIЧНI АТАКИ
У даному роздiлi розглядаються необхiднi теоретичнi вiдомостi по
кубiчним атакам та кубiчним тестерам. Загальнi положення та термiни
викладено згiдно [1, 2, 5, 6, 7]
1.1 Вступ
Головною метою криптоаналiзу є розкриття секрету криптосистеми,
порушення конфiденцiйностi i цiлiсностi iнформацiї, а також виявлення
уразливостей криптографiчних примiтивiв. Стiйкiсть криптосистеми не
повинна спиратися на секретнiсть її будови, алгоритму шифрування, а
повинна ґрунтуватися на секретностi ключа при надiйному алгоритмi
шифрування i достатньому розмiрi ключа.
Добре спроектований шифр повинен бути стiйким до усiх вiдомих
атак, включаючи атаки з розпiзнавачами (distinguishing attacks) та з
вiдновленням ключа (key recovery attacks). Цi два типи атак тiсно
пов’язанi, оскiльки у багатьох випадках одна може бути розширена до
iншої. Прикладами може виступати диференцiальний та лiнiйний
криптоаналiз, в яких атакуючий створює розпiзнавач для певного числа
раундiв iтеративного блокового шифру (зазвичай це атаки на ключ
останнього раунду). Цi два типи криптоаналiзу вiдносяться до атак на
основi вибраних вiдкритих текстах.
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Розпiзнавач може бути легко використаний, щоб перевiрити
припущення:
– при правильнiй гiпотезi, частково розшифрованi шифротексти, як
очiкується, будуть виявляти невипадковi властивостi;
– при неправильнiй – це насправдi еквiвалентно додаванню
додаткового раунду шифрування, а отже, розшифрованi шифротексти
ведуть себя випадковим чином.
Це загальна схема сатистичної атаки на ключ останнього раунду.
Такi розпiзнавачi не застосовнi до потокових шифрiв, де вiдсутнє
часткове розшифрування, але застосовнi до iтеративних блокових
шифрiв, що може використовуватися у динамiчних кубiчних атаках [3, 4],
якi будуть розглянутi у пiдроздiлi 1.4.
1.2 Кубiчнi атаки
Кубiчнi атаки [2] є свого роду алгебраїчними атаками, в основi яких
лежать атаки iз вибраними вiдкритими текстами (тобто коли
криптоаналiтику надається доступ не тiльки до шифротекстiв, але i до
вiдповiдних вiдкритих текстiв). Для її застосування необхiдно мати лише
доступ до чорного ящика у який зашита будь-яка симетрична
криптосистема.
Криптосистема може бути описана у виглядi полiнома 𝑝(?⃗?, ?⃗?) над
GF(2), де ?⃗? = (𝑣0, . . . , 𝑣𝑚−1) представляє собою вiдкритi параметри
(вектор iнiцiалiзацiї (initialization vector) або блок вiдкритого тексту для
потокових та блокових шифрiв вiдповiдно), а ?⃗? = (𝑘0, . . . , 𝑘𝑛−1) – секретнi
змiннi, якi є бiтами ключа.
Загалом, кубiчна атака виконується у два етапи:
передобчислювальний (preprocessig phase) та онлайн етап (online phase).
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Для успiшної атаки необхiдно накопичити достатню кiлькiсть незалежних
рiвнянь вiд секретних змiнних на передобчислювальному етапi, потiм
отримати їх праву частину на онлайн етапi та вирiшити сформовану
систему для отримання ключових бiт ефективнiше за повний перебiр
(тобто за часову складнiть < 2𝑛). Накопичувати можливо як лiнiйнi, так i
квадратичнi рiвняння, але це вже призводить до вирiшення системи
нелiнiйних рiвнянь, що значно складнiше за лiнiйну систему.
Для довiльної множини 𝐼 ⊆ {0, . . . ,𝑚− 1}, полiном 𝑝(?⃗?, ?⃗?) може бути
представлений у наступному виглядi:




𝑣𝑖, а 𝑝𝑆(𝐼) – називають суперполiномом (вiд англ. superpoly) для
множини 𝐼.
Визначення 1.1. Терм 𝑡𝐼 називають макстермом (вiд англ. maxterm),
якщо 𝑑𝑒𝑔(𝑝𝑆(𝐼)) ≡ 1, тобто 𝑝𝑆(𝐼) лiнiйний i не констатна.
Визначення 1.2. Будь-яка пiдмножина I розмiру l, яка визначає
iндекси куба, формує l–розмiрний булевий куб 𝐶𝐼 (|𝐶𝐼 | = 2𝑙, де у
кожному векторi множини 𝐶𝐼 пiдвектор який складається iз бiтiв номери
якого належать множинi 𝐼 приймають усi можливi значення, а усi iншi
бiти з номерами 𝑖 ∈ 𝐼 приймають статичне значення – 0 або 1), а
будь-який вектор ?⃗? ∈ 𝐶𝐼 – новий полiном 𝑝(?⃗?, ?⃗?) iз 𝑛 − 𝑙 змiнними.
Пiдсумовуючи такий полiном над усiма можливими векторами iз 𝐶𝐼 ,




Приклад 1.1. Якщо обрати множину 𝐼 = {0,1,2} та 𝑚 = 5, тодi
5-розмiрний булевий куб буде таким:
𝐶𝐼 = {(0,0,0,0,0), (0,0,1,0,0), . . . ,(1,1,0,0,0), (1,1,1,0,0)}.
14
Теорема 1.1. Для довiльного полiнома 𝑝(?⃗?, ?⃗?) i пiдмножини I,
𝑝𝑆(𝐼)(?⃗?) ≡ 𝑝𝐼(?⃗?)𝑚𝑜𝑑 2 (доведення див. у [2]).
Нехай 𝑝𝑆(𝐼)(?⃗?) : {0, 1}𝑛 → {0, 1}, 𝑛 > 0, алгебраїчна нормальна форма








1 . . . 𝑘
𝑖𝑛−1
𝑛−1 , (1.2)
де 𝑎𝑖0...𝑖𝑛−1 ∼ 𝑎𝑖 – коефiцiєнт при вiдповiдному мономi, а 𝑖𝑗 дорiвнює 𝑗-тому
бiту двiйкового представлення числа 𝑖,.
Пошук АНФ можна виконувати за наступним алгоритмом (що є
модифiкацiєю так званого перетворення Мебiуса). Нехай 𝑘𝑖 – вектор, в
якому 𝑖-тий бiт дорiвнює 1, а всi iншi – 0. Тодi, як неважко помiтити,
виконуються такi спiввiдношення:
𝑎0 = 𝑝𝑆(𝐼)(⃗0)
𝑎𝑖 = 𝑝𝑆(𝐼)(𝑘𝑖)⊕ 𝑎0
𝑎𝑖𝑗 = 𝑝𝑆(𝐼)(𝑘𝑖 ⊕ 𝑘𝑗)⊕ 𝑎𝑖 ⊕ 𝑎𝑗 ⊕ 𝑎0
𝑎𝑖𝑗𝑘 = 𝑝𝑆(𝐼)(𝑘𝑖 ⊕ 𝑘𝑗 ⊕ 𝑘𝑘)⊕ 𝑎𝑖𝑗 ⊕ 𝑎𝑖𝑘 ⊕ 𝑎𝑗𝑘 ⊕ 𝑎𝑖 ⊕ 𝑎𝑗 ⊕ 𝑎𝑘 ⊕ 𝑎0
i так далi, тобто коефiцiєнти полiному обчислюються послiдовно, вiд
молодших степенiв до старших.
В основi атаки лежить спостережння, що якщо полiном 𝑝(?⃗?, ?⃗?) має
степiнь 𝑑, то пiдсумовуючи його над усiма векторами iз (𝑑− 𝑖)–розмiрного
куба, де 𝑖 ∈ 1,𝑑− 1 веде до утворення лiнiйних, квадратичних i так далi
суперполiномiв.
Далi наводиться приклад, який демонструє попередньо описанi
вiдомостi.
Приклад 1.2. Нехай 𝑝(?⃗?, ?⃗?) має наступне представлення:
𝑝 (𝑣0,𝑣1,𝑣2,𝑘0,𝑘1,𝑘2) = 𝑣0𝑣1𝑘0 ⊕ 𝑣0𝑣1𝑘2 ⊕ 𝑣1𝑘2 ⊕ 𝑣1𝑘1 ⊕ 𝑣1𝑘0 ⊕ 𝑣0𝑣1
⊕ 𝑣2𝑣1𝑘1𝑘0 ⊕ 𝑣2𝑣1𝑘0𝑘2 ⊕ 𝑣2𝑣1 ⊕ 𝑣1 ⊕ 𝑘1 ⊕ 1
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Обираючи рiзнi множини 𝐼 можна отримати лiнiйнi та квадратичнi
суперполiноми:
1) 𝐼 = {0, 1} дає лiнiйний суперполiном.
𝑝(?⃗?,⃗𝑘) можна подати у виглядi (1.1), де
𝑡𝐼 = 𝑣0𝑣1
𝑝𝑆(𝐼)(?⃗?) = 𝑘0 ⊕ 𝑘2 ⊕ 1
𝑞(?⃗?, ?⃗?) = 𝑣1𝑘2 ⊕ 𝑣1𝑘1 ⊕ 𝑣1𝑘0 ⊕ 𝑣2𝑣1𝑘1𝑘0 ⊕ 𝑣2𝑣1𝑘0𝑘2 ⊕ 𝑣2𝑣1 ⊕ 𝑣1 ⊕ 𝑘1 ⊕ 1
Далi знаходиться 𝑝𝐼 згiдно визначення (1.2) i перевiряється те, що теорема
(1.1) виконується. Знайдемо 𝑝𝐼 згiдно визначення (1.2) i переконаємося, що
теорема (1.1) виконується.
𝑝𝐼 = 0 · 0(𝑘0 ⊕ 𝑘2 ⊕ 1)⊕ 0 · 1(𝑘0 ⊕ 𝑘2 ⊕ 1)
⊕ 1 · 0(𝑘0 ⊕ 𝑘2 ⊕ 1)⊕ 1 · 1(𝑘0 ⊕ 𝑘2 ⊕ 1)
⊕ (0 · 𝑘2 ⊕ 0 · 𝑘1 ⊕ 0 · 𝑘0 ⊕ 0 · 0 · 𝑘1𝑘0 ⊕ 0 · 0 · 𝑘0𝑘2 ⊕ 0 · 0⊕ 0⊕ 𝑘1 ⊕ 1)
⊕ (1 · 𝑘2 ⊕ 1 · 𝑘1 ⊕ 1 · 𝑘0 ⊕ 0 · 1 · 𝑘1𝑘0 ⊕ 0 · 1 · 𝑘0𝑘2 ⊕ 0 · 1⊕ 1⊕ 𝑘1 ⊕ 1)
⊕ (0 · 𝑘2 ⊕ 0 · 𝑘1 ⊕ 0 · 𝑘0 ⊕ 0 · 0 · 𝑘1𝑘0 ⊕ 0 · 0 · 𝑘0𝑘2 ⊕ 0 · 0⊕ 0⊕ 𝑘1 ⊕ 1)
⊕ (1 · 𝑘2 ⊕ 1 · 𝑘1 ⊕ 1 · 𝑘0 ⊕ 0 · 1 · 𝑘1𝑘0 ⊕ 0 · 1 · 𝑘0𝑘2 ⊕ 0 · 1⊕ 1⊕ 𝑘1 ⊕ 1)
⇒ 𝑝𝑆(𝐼)(𝑘𝑖) = 𝑝𝐼(?⃗?)𝑚𝑜𝑑 2 = 𝑘0 ⊕ 𝑘2 ⊕ 1




𝑝(0,𝑤1,𝑤2,𝑘0,𝑘1,𝑘2) = 𝑘0𝑘1 ⊕ 𝑘0𝑘2 ⊕ 1







Загалом, звичайну кубiчну атаку можна подати наступним
алгоритмом (1.1).
Алгоритм 1.1. Кубiчна атака
Вхiд: 𝑞 – максимальная степiнь суперполiному 𝑝𝑆(𝐼)(?⃗?);
{𝑁𝑖}1<𝑖≤𝑞 – число тестiв лiнiйностi/нелiнiйностi;
Вихiд: 𝐾 – множина бiтiв ключа;
𝐶𝐼 – множина пiдмножин 𝐼 (iндексiв кубiчних змiнних)
1 до тих пiр, поки не знайдено достатню кiлькiсть незалежних
суперполiномiв виконати
2 Вибрати випадковим чином розмiрнiсть куба 𝑙 : 1 ≤ 𝑙 < 𝑚,
пiдмножину |𝐼| = 𝑙 та перевiрити 1 ≤ 𝑑𝑒𝑔(𝑝𝑆(𝐼)(?⃗?)) ≤ 𝑞 вiдповiдну
кiлькiсть разiв 𝑁𝑖(алгоритми наведенi у [13, 14]);
3 якщо 𝑝𝑆(𝐼) пройшов тест 𝑑𝑒𝑔(𝑝𝑆(𝐼)(?⃗?)) ≤ 𝑞 тодi
4 𝐶𝐼 ← 𝐼;
5 вiдновити символьний вигляд 𝑝𝑆(𝐼)(?⃗?) (алгоритми наведенi у
[1, 2, 6]);
6 iнакше
7 обрати iншу розмiрнiсть 𝑘;
8 кiнець умови
9 кiнець циклу
10 Знайти праву частину отриманих рiвнянь, пiдсумовуючи 𝑝(?⃗?, ?⃗?) над
знайденими кубами i фiксованим ключем ?⃗? який потрiбно знайти;
11 Вирiшити вихiдну систему та записати рiшення у 𝐾;
12 повернути 𝐾, 𝐶𝐼
У подальших атаках кроки 1-10 пропускаються (тобто
передобчислювальний етап), замiсть цього використовується вже вiдома
множина 𝐶𝐼 та виконуються тiльки кроки 10-11 (онлайн етап).
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Теоретична складнiсть атаки
Розглянемо полiном степiня 𝑑 iз 𝑛 секретними та 𝑚 вiдкритими
вхiдними бiтами. Складнiсть обчислення значень 𝑛 лiнiйних
суперполiномiв оцiнюється щонайбiльше 2𝑑−1𝑛 запитами до оракула.
Складнiсть рiшення системи лiнiйних рiвняння 𝒪(𝑛2) 1.
Таким чином, загальна складнiсть онлайн-атаки 𝒪(2𝑑−1𝑛) +𝒪(𝑛2).
Що стосується етапу попередньої обробки, вiн складається з оцiнки
кубiв, кожна з яких оцiнюється 𝒪(2𝑑−1).
Загальна складнiсть оцiнки нелiнiйних рiвнянь степiня 𝐷,





де 𝜅–кiлькiсть тестiв для знаходження секретних змiнних, а 𝑁–кiлькiсть
таких секретних змiнних. Для бiльшої впевненностi у правильностi роботи
алгоритму, 𝜅 = 300.
В нашому випадку 𝐷 буде обиратися не вище другого степеня, тож
складнiсть вiдновлення суперполiнома другого степiня, складає:
𝜅𝑛2𝑑−1 + 2𝑑−2 + 2𝑑−1𝑁 + 2𝑑
𝑁(𝑁 − 1)
2
Слiд зазначити, що значення 𝑑, як правило, не вiдоме до виконання атаки,
так що верхня межа iснує, але зловмисник не обов’язково знає яка вона.
Покращення кубiчних атак i тестерiв буде описано у наступних
роздiлах, а робочий код можна знайти за посиланнями [21, 22].
1За умови, що матриця лiнiйних рiвнянь невирождена, яка може бути доповнена ще кiлькома суперполiномами
(superpolys), якщо це необхiдно.
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1.3 Кубiчнi тестери
На вiдмiну вiд кубiчних атак, кубiчнi тестери [1] зазвичай є атаками
iз розпiзнавачами, а не атаками iз вiдновленням ключа. Кубiчнi тестери
об’єднуються iз кубiчними атаками за для ефективного встановлення
властивостей полiномiв i можуть бути використанi у знаходженнi
розпiзнавальникiв або щоб виявити випадковiсть у криптографiчних
примiтивах. Такi тестери є гнучкими атакам, вони не вимагають, щоб
атакована функцiя мала низьку степiнь.
Далi у данному пiдроздiлi для спрошення позначень буде iгноруватися
позначення мiж вiдкритими та секретними змiнними, та визначатимуться
вектором ?⃗? = (𝑥0, . . . , 𝑥𝑙−1), де 𝑙 = 𝑚+𝑛. А мастер полiном буде подаватися
у наступному виглядi:
𝑓(?⃗?) = 𝑡𝐼 · 𝑝𝑆(𝐼)(...)⊕ 𝑞(?⃗?).
Також усi змiннi подiляються на 3 множини:
– кубiчнi змiннi (cube variables (CV))
– змiннi суперполiнома (superpoly variables (SV))
– iншi змiннi
Третя множина може мати нульову потужнiсть якщо (|𝐶𝑉 |+|𝑆𝑉 | = 𝑙).
Кубiчнi тестери виявляють випадковiсть, перевiряючи властивостi
суперполiномiв: неформально це пояснюється так, що як тiльки
суперполiном має якусь несподiвану властивiсть, то вiн визначається як
невипадковий.
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Такими властивостями можуть бути :
– Збалансованiсть. Дисбалансом булевої функцiї











Дисбаланс показує, наскiльки iмовiрнiсть одержати одне значення на
виходi булевої функцiї бiльше за iмовiрнiсть одержати iнше.
Очiкується, що випадкова функцiя буде мiстити таку ж кiлькiсть нулiв i
одиниць, що мiститься у таблицi iстинностi. Сильно незбалансовану
булеву функцiя можна вiдрiзнити вiд випадкової, перевiряючи її
дисбаланс. Як правило, не запитується уся таблиця iстинностi, а лише її
випадкова вибiрка.
Якщо змiннi подiляються тiльки на 𝐶𝑉 та 𝑆𝑉 , де |𝐶𝑉 | = 𝐶, а |𝑆𝑉 | = 𝑆,
то даний тест можна описати у виглядi алгоритму (1.2).
Алгоритм 1.2. Тест на збалансованiсть
Вхiд: 𝐶𝑉 = {𝑥0, . . . ,𝑥𝐶−1} та 𝑆𝑉 = {𝑥𝐶 , . . . 𝑥𝑙−1} – множини
вiдповiдних змiнних;
𝑁 < 2𝑆 – число тестiв;
𝒟 – правило перевiрки гiпотези;
Вихiд: 𝒟(𝑐) ∈ {0,1};
1 𝑐← 0;
2 цикл вiд 𝑡 = 1 до 𝑁 виконати
3 обрати випадково i рiвноймовiрно (𝑥𝐶 , . . . 𝑥𝑙−1) ;
4 𝑐 +=
⨁︀
(𝑥0,...,𝑥𝐶−1)∈{0,1}𝐶 𝑓(𝑥0, . . . ,𝑥𝑙−1)
5 кiнець циклу
6 повернути 𝒟(𝑐)
Складнiсть цього iмовiрносного тесту 𝑁2𝐶 , ну а якщо брати
детермiнiстичний, то це 2𝑙.
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– Константнiсть.
Частковий випадок збалансованостi, коли суперполiном 𝑝𝑆(𝐼) максимально
незбалансований (тобто у таблицi iстинностi однi одиницi або нулi). Це
досягається коли 𝑓(?⃗?) має степiнь 𝐶.
– Низька степiнь.
Суперполiном випадкової функцiї має степiнь ≥ 𝑆 − 1 iз великою
вiрогiднiстю. Оцiнити степiнь булевої функцiї можна використовуючи
алгоритми описанi у [13, 14, 27])
Приклад 1.3. 𝑑𝑒𝑔(𝑝𝑆(𝐼)) = 3
𝑓(𝑥0, . . . ,𝑥𝑙−1) = 𝑥0𝑥1(𝑥2𝑥3 ⊕ 𝑥4𝑥5𝑥7 ⊕ 𝑥10)⊕ 𝑞(𝑥0, . . . ,𝑥𝑙−1)
– Наявнiсть лiнiйних змiнних.
Це частковий випадок тесту на перевiрку полiнома на лiнiйнiсть, в якому
спочатку знаходять iндекси з яких складається полiном, а потiм
перевiряють наявнiсть змiнної у ньому за алгоритмом (1.3).
Алгоритм 1.3. Тест на наявнiсть лiнiйної змiнної
Вхiд: 𝑥𝑖 – змiнна яка перевiряється;
𝑁 ≤ 2𝑆−1 – число тестiв;
Вихiд: вiдповiдь – лiнiйна/нелiнiйна;
1 цикл вiд 𝑡 = 1 до 𝑁 виконати
2 обрати випадково i рiвноймовiрно (𝑥0, . . . ,𝑥𝑖−1,#, 𝑥𝑖+1, . . . , 𝑥𝑆) ;
3 якщо






Знайти множину iндексiв можна, розрахуваваши усi коефiцiєнти 𝑎𝑖 у
полiномi (1.2).
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Продемонстрований тест (1.3) являється ймовiрнiсним, який пiдтверджує
лiнiйнiсть змiнної 𝑥𝑖. Вiн є одностороннiм, тобто у ньому вiдсутнi
помилки першого роду: якщо змiнна – лiнiйна, то тест завжди поверне,
що вона лiнiйна. Однак якщо вона – нелiнiйна, то для кожного
можливого вибору вектора (𝑥0, . . . ,𝑥𝑖−1,#, 𝑥𝑖+1, . . . , 𝑥𝑆) тест iз iмовiрнiстю
1
2 поверне помилкову вiдповiдь. Використовуючи 𝑁 прогонiв, помилка
зменшується до 2−𝑁 .
Приклад 1.4. 𝑥4 – лiнiйна змiнна
𝑓(𝑥0, . . . ,𝑥𝑙−1) = 𝑥0𝑥1𝑥2𝑥3(𝑥4 ⊕ 𝑔(𝑥5, . . . ,𝑥𝑙−1))⊕ 𝑞(𝑥0, . . . ,𝑥𝑙−1)
– Наявнiсть нейтральних змiнних.
Аналогiчна технiка iз попереднiм тестом, але перевiряє нейтральнiсть
змiнної у суперполiномi.
Алгоритм 1.4. Тест на нейтральнiсть
Вхiд: 𝑥𝑖 – змiнна яка перевiряється;
𝑁 ≤ 2𝑆−1 – число тестiв;
Вихiд: вiдповiдь – нейтральна/не нейтральна;
1 цикл вiд 𝑡 = 1 до 𝑁 виконати
2 обрати випадково i рiвноймовiрно (𝑥0, . . . ,𝑥𝑖−1,#, 𝑥𝑖+1, . . . , 𝑥𝑆) ;
3 якщо






Приклад 1.5. 𝑥4 – нейтральна змiнна
𝑓(𝑥0, . . . ,𝑥𝑙−1) = 𝑥0𝑥1𝑥2𝑥3 · 𝑔(𝑥5, . . . ,𝑥𝑙−1)⊕ 𝑞(𝑥0, . . . ,𝑥𝑙−1)
22
1.4 Динамiчнi кубiчнi атаки
Атака на потоковi шифри
Вперше динимачнi кубiчнi атаки були представленi у роботi Дiнура i
Шамiра на потоковий шифр Grain-128 [3]. Дана атака представляє
модифiковану версiю кубiчних атак, яка вiдновлює секретний ключ
криптосистеми шляхом використання розпiзнавачiв, якi надаються
кубiчними тестерами.
Головне спостереження яке тут використовується, полягає у тому,
що, коли данi криптосистеми недостатньо замiшуються, стiйкiсть таких
шифрiв до кубiчних тестерiв зазвичай залежить вiд кiлькох нелiнiйних
операцiй, якi виконуються на останнiх етапах шифрування (у раундовiй
функцiї для блокових шифрiв). Вони призводять до утворення доданкiв
вiдносно великого степiня у алгебраїчнiй нормальнiй формi вихiдної
функцiї. Якщо вдається спростити таке представлення промiжного стану
шифрування, наприклад, обнуляючи якийсь бiт входу, то степiнь
полiному може бути набагато нижчим, що робить його бiльш уразливим
для кубiчних тестерiв. В динамiчнiй атацi для потокових шифрiв треба
аналiзувати шифр, для того щоб знайти такий бiт промiжного стану,
який обнулить частину полiному i призведе до спрощення вихiдної
функцiї. Такi бiти називають динамiчними змiнними (dynamic variables).
Так як промiжнi бiти шифрування, як правило, залежать також i вiд
деяких ключових бiтiв, їх необхiдно вгадувати, тобто робити якесь
припущення стосовно значення цих бiт, щоб потiм застосувати атаку. До
кожного припущення застосовуються кубiчнi тестери, для того щоб
вiдрiзнити функцiю вiд випадкової. Для правильної гiпотези, частина
доданкiв у АНФ промiжного стану шифрування обнуляється, а кубiчнi
тестери, швидше за все, виявлять невипадковi властивiстi на виходi. З
iншого боку, для великої частини невiрних гiпотез, кубiчнi тестери навряд
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чи виявлять таку властивiсть. Таким чином, можна ефективно вiдкинути
неправильнi припущення стосовно ключових бiт i вiдновити частину
секретного ключа.
Що кубiчнi тестери, що динамiчнi кубiчнi атаки, обидва
пiдсумовують функцiю за деяким кубом, де кубiчнi змiннi вибираються
серед множини вiдкритих змiнних. Однах якщо першi фiксують значення
усiх публiчних змiнних, якi вiдмiннi вiд кубiчних змiнних у 0 або 1 (такi
змiннi називають стачними), то другi – нi. Замiсть цього цим змiнним, якi
називається динамiчними, призначається функцiя, яка залежить вiд
деяких кубiчних змiнних та деяких секретних змiнних. Кожна така
функцiя ретельно пiдбирається, для того, щоб обнулити частину вихiдної
функцiї, тим самим посилюючи гiпотезу про невипадковiсть, яка
перевiряється кубiчними тестерами.
Динамiчнi кубiчнi атаки дозволяють безпосередньо отримувати
iнформацiю про секретний ключ без вирiшення систем алгебраїчних
рiвняннь, як це було у звичайних кубiчних атаках. Крiм того, ретельний
вибiр динамiчних змiнних покращує складнiсть отримання розпiзнавачiв
за допомогою кубiчних тестерiв. Недолiком цiєї атаки у порiвняннi iз
кубiчними атаками є те, що для перших вимагається складний етап
аналiзу внутрiшньої структури шифру, коли другi такого не вимагають.
Далi наводиться приклад, який демонструє iдею попередньо описаної
атаки.
Приклад 1.6. Нехай мастер полiном 𝑝(?⃗?,⃗𝑘) представляється
наступним чином:
𝑝(?⃗?,⃗𝑘) = 𝑝1(?⃗?,⃗𝑘)𝑝2(?⃗?,⃗𝑘)⊕ 𝑝3(?⃗?,⃗𝑘),
де ?⃗? = (𝑣1,𝑣2,𝑣3,𝑣4,𝑣5), ?⃗? = (𝑘1,𝑘2,𝑘3,𝑘4,𝑘5).
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А полiноми 𝑝𝑖(?⃗?,⃗𝑘), 𝑖 = 1,3, маються такий вигляд:
𝑝1(?⃗?,⃗𝑘) = 𝑣2𝑣3𝑘1𝑘2𝑘3 ⊕ 𝑣3𝑣4𝑘1𝑘3 ⊕ 𝑣2𝑘1 ⊕ 𝑣5𝑘1 ⊕ 𝑣1 ⊕ 𝑣2 ⊕ 𝑘2 ⊕ 𝑘3 ⊕ 𝑘4 ⊕ 𝑘5 ⊕ 1
𝑝2(?⃗?,⃗𝑘) = 𝑟𝑎𝑛𝑑𝑜𝑚
𝑝3(?⃗?,⃗𝑘) = 𝑣1𝑣4𝑘3𝑘4 ⊕ 𝑣2𝑘2𝑘3 ⊕ 𝑣3𝑘1𝑘4 ⊕ 𝑣4𝑘2𝑘4 ⊕ 𝑣5𝑘3𝑘5 ⊕ 𝑘1𝑘2𝑘4 ⊕ 𝑣1 ⊕ 𝑘2 ⊕ 𝑘4
Загалом простежується, що 𝑝(?⃗?,⃗𝑘) веде себе як випадкова функцiя,
та здається, що вона стiйка до кубiчних тестерiв. Однак якщо вдасться
обнулити полiном 𝑝1(?⃗?,⃗𝑘), отримаємо що 𝑝(?⃗?,⃗𝑘) = 𝑝3(?⃗?,⃗𝑘). Так як 𝑝3(?⃗?,⃗𝑘)
доволi проста функцiя, вона може легко бути вiдрiзнена вiд випадкової.
Якщо покласти 𝑣1 = 𝑣2𝑣3𝑘1𝑘2𝑘3⊕𝑣2𝑘1⊕𝑣5𝑘1⊕𝑣2⊕𝑘2⊕𝑘3⊕𝑘4⊕𝑘5⊕1,
а 𝑣4 = 0, можна досягти такого результату, а саме щоб 𝑝(?⃗?,⃗𝑘) = 𝑝3(?⃗?,⃗𝑘):
𝑝(?⃗?,⃗𝑘) = 𝑣2𝑘2𝑘3 ⊕ 𝑣3𝑘1𝑘4 ⊕ 𝑣5𝑘3𝑘5 ⊕ 𝑘1𝑘2𝑘4 ⊕ 𝑣2𝑣3𝑘1𝑘2𝑘3 ⊕ 𝑣2𝑘1 ⊕ 𝑣5𝑘1
⊕ 𝑣2 ⊕ 𝑘3 ⊕ 𝑘5 ⊕ 1.
Тут 𝑣1–визначається як динамiчна змiнна. Далi обравши за кубiчнi
змiннi (𝑣2,𝑣3,𝑣5) або будь-який iнший пiдкуб iз цими змiнними можна легко
вiдрiзнити функцiю 𝑝(?⃗?,⃗𝑘) вiд випадкової.
Однак на практицi неможливо от так зразу встановити значення
змiнної 𝑣1, так як вона залежить вiд ключових бiтiв. Доводиться
вгадувати вирази 𝑘1𝑘2𝑘3, 𝑘1 та 𝑘2 ⊕ 𝑘3 ⊕ 𝑘4 ⊕ 𝑘5 ⊕ 1 та перевiряти
правильнiсть своїх припущень.
Атака на блоковi шифри
Механiзм, за допомогою якого отримуються динамiчнi змiнни досить
рiзний для потокових та блокових шифрiв. Основний пiдхiд атак на
потоковi шифри є використання рекурсивного опису вихiдної функцiї
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шифру для того, щоб спростити/обнулити деякi вiдповiднi промiжнi
змiннi, що призводить до спрощення її алгебраїчного представлення. Цей
процес вимагає складного та кропотливого процесу, що не може бути
повнiстю автоматизованим i передбачає ручну роботу по аналiзу шифру.
Проте для блокових шифрiв [4] ситуацiя вiдрiзняється, так як на
кожному раундi доступна ключозалежна функцiя, яка дає змогу
криптоаналiтику виконувати часткове шифрування/розшифрування у
будь-якому мiсцi шифру, та перевiряти правильнiсть своїх гiпотез
стосовно раундових ключiв/бiт ключа. Ця технiка недоступна у
потокових шифрах.
Незважаючи на дуже складну ручну процедуру динамiчних кубiчних
атак на потоковi шифри, атака на блоковi шифри може бути повнiстю
автоматизована. Iдея полягає у тому щоб поставити 𝑟𝑐-раундового
кубiчного тестера (розпiзнавача) кудись всредину шифру. Таким чином
кубiчнi змiннi вибираються не серед публiчних змiнних ?⃗?, а серед бiтiв
промiжного стану шифрування. Потiм атака протягується на 𝑟𝑢 раундiв
вниз, та 𝑟𝑙 раундiв вгору пiсля розпiзнавача. Обидва розширення
полягають у вгадуваннi бiтiв ключа.
Як i у звичайних кубiчних атак, динамiчнi атаки на блоковi шифри
теж подiляються на два етапи: етап передобчислення та онлайн етап. На
першому етапi зловмисник намагається знайти кубiчного тестера для
пiдмножини ключових бiтiв, а також достатньо багато вiдповiдних
вiдкритих текстiв вiд кубiчних змiнних та знайденої пiдмножини бiтiв
ключа. В онлайн фазi, для кожного припущення щодо бiтiв ключа,
атакуючий запускає кубiчного тестера вiдповiдними запитами до оракула
та перевiряє щоб пара (𝑃,𝐶) вiдповiдала йому. Якщо це так, то
припущення вiдносно ключа правильне i вiн є кандидатом у правильний
ключ, який буде потiм перевiрено.
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Висновки до роздiлу 1
У даному роздiлi проведено аналiз, вiдбiр та узагальнення
теоретичних вiдомостей, необхiдних для подальшого дослiдження. На
основi проведеного аналiзу встановлено, що iснуючий апарат, який
представлений кубiчною атакою, дозволяє отримати секретнi параметри,
навiть, для моделi чорного ящику за допомогою атак iз вибраними
вiдкритими текстами на блоковi та потоковi шифри.
Кубiчнi тестери ж є атаками iз розпiзнавачами. Перевагами їх є:
– вiдсутнiсть складного та довго здiйснюваного
передобчислювального етапу;
– не потребують малого степеня функцiї.
Недолiками ж є:
– дають тiльки розпiзнавач, а не вiдновлення ключа;
– знаходить лише можливiсть атаки на функцiю.
Якщо казати про динамiчнi кубiчнi атаки, то це бiльш загальна
версiя кубiчних атак, в якiй використовуються кубiчнi тестери для того,
щоб визначити, чи є припущення стосовно пiдмножини ключових бiтiв –
правильною чи нi. Та на вiдмiну вiд класичної кубiчної атаки, вони
використовують iнформацiю про структуру шифру. Отже, завдяки цьому
можна потенцiйно досягти кращих результатiв. Однак є рiзниця,
застосовуючи такую атаку на потоковi та блоковi шифри. Якщо у перших
неможливо автоматизувати весь процес, то у других така перевага є.
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2 АНАЛIЗ ЕФЕКТИВНОСТI ЗАСТОСУВАННЯ КУБIЧНИХ
ТЕСТЕРIВ ТА КУБIЧНИХ АТАК
Даний роздiл присвячується аналiзу практичного застосування
кубiчних атак та тестерiв до симетричних шифрiв. Через iнтерес
застосування цiєї технiки до блокових шифрiв, далi будуть розглянутi
суто вони.
2.1 Оцiнка ефективностi кубiчних атак
Якщо казати про блоковi шифри, де використовують достатню
кiлькiсть раундiв, щоб степiнь полiному зростала експоненцiйно, то пошук
кубiв у такому випадку стає дуже складним i наразi вiдсутнiй ефективний
пошук. Тому для цього, як мiнiмум, намагаються використовувати не
повний перебiр, а рандомний, який завдяки змiнi розмiру кубу дає змогу,
на вiдмiну вiд повного перебору, знаходити куби трохи ефективнiше.
Якщо ж вiдома степiнь 𝑑, то знаходження куба може стати легче, через
пошук у меншiй множинi, але це переважно стосується початкових
раундiв тих шифрiв, якi мають просту раундову функцiю. Проте знання
степiня або навiть повний вигляд шифруючої функцiї не гарантнує, що це
суттєво дає перевагу атакуючому i її можна легко зламати.
Коли аналiтик працює у моделi бiлого ящику, тобто знає структуру
алгоритму шифрування, то є можливiсть оцiнити фактичну степiнь або
верхню границю степiня 𝑑 на довiльному раундi. Так як вихiд шифруючого
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перетворення розглядається у GF(2), то
𝑑(𝑋(𝑖)) = max
𝑥𝑖∈𝑋(𝑖)
𝑑(𝑥𝑖) ≤ 𝑚+ 𝑛
𝑑(𝑝𝑆(𝐼)) ≤ 𝑛
де 𝑛 – розмiр ключа у бiтах, 𝑋(𝑖) – внутрiшнiй стан пiсля 𝑖-ого раунду, а 𝑥𝑖
– 𝑖-тий бiт стану 𝑋(𝑖). Цi нерiвностi випливають iз того, що 𝑥2𝑖 = 𝑥𝑖 mod 2.
Далi розглянуто стандартнi операцiї i оцiнка степенi для 𝐴𝑅𝑋 систем,
де використовуються вiдповiднi iз їх назви операцiї, а саме: додавання за
модулем 2, додавання за модулем 2𝑛 та циклiчнi зсуви. Результати подано
у виглядi таблицi (2.1).
Таблиця 2.1 – Оцiнка степеня 𝑑 пiсля виконання бiтових операцiй
Побiтова операцiя Форма у GF(2) Оцiнка степенi
𝑋 ∧ 𝑌 𝑥𝑦 𝑑(𝑋 ∧ 𝑌 ) = 𝑑(𝑋) + 𝑑(𝑌 )
𝑋 ∨ 𝑌 𝑥𝑦 + 𝑥+ 𝑦 𝑑(𝑋 ∨ 𝑌 ) = 𝑑(𝑋) + 𝑑(𝑌 )
𝑋 ⊕ 𝑌 𝑥+ 𝑦 𝑑(𝑋 ⊕ 𝑌 ) = max(𝑑(𝑋),𝑑(𝑌 ))
¬𝑋 1 + 𝑥 𝑑(¬𝑋) = 𝑑(𝑋)
𝑋 ≪ 𝑛 𝑥 𝑑(𝑋 ≪ 𝑛) ≤ 𝑑(𝑋)
𝑋 ≫ 𝑛 𝑥 𝑑(𝑋 ≫ 𝑛) ≤ 𝑑(𝑋)
𝑋 ≪ 𝑛 𝑥 𝑑(𝑋 ≪ 𝑛) = 𝑑(𝑋)
𝑋 ≫ 𝑛 𝑥 𝑑(𝑋 ≫ 𝑛) = 𝑑(𝑋)
В останнiх чотирьох операцiях алгебраїчна стуктура полiнома не
змiнюється, а степiнь у звичайних зсувах може знизитися в результатi
втрати бiтiв, коли довжини регiстру фiксована. Що стосується додавання
𝑋 + 𝑌 за модулем 2𝑛, 𝑛 ∈ Z+, то воно виконується наступним чином:
𝑖 = 0 : 𝑥0 + 𝑦0
0 < 𝑖 < 𝑛 : 𝑥𝑖 + 𝑦𝑖 + 𝑐𝑖−1, 𝑐𝑖 = 𝑥𝑖𝑦𝑖 + 𝑐𝑖−1𝑥𝑖 + 𝑐𝑖−1𝑦𝑖, 𝑐0 = 𝑥0𝑦0
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де 𝑐𝑖 – бiт переносу.
Максимальна степiнь вихiдних бiт буде зростати вiд молодших бiт до
старших. Таким чином степiнь для 0 ≤ 𝑗 < 𝑛 можно оцiнити так:




Для SP-мереж, де використовуються таблицi перестановок та 𝑆-блоки
така оцiнка теж iснує. Степiнь 𝑆-блоку може буде представлена
наступним чином:
𝑑(𝑆(𝑋(𝑖))) ≤ |𝑋(𝑖)| · max
𝑥𝑖∈𝑋(𝑖)
𝑑(𝑥𝑖)
Як вiдомо, 𝑆-блоки нелiнiйна функцiя. То наприклад, якщо вона має
степiнь 𝑡, то пiсля 𝑟 раундiв, вона може зрости до 𝑡𝑟.
Зрозумiло, що для атаки ефективнiше знiмати молодшi бiти та
використовувати їх, як бiт виходу шифратора. Крiм цього для блокових
шифрiв також можна знiмати вагу Хемiнга вiд усього внутрiшнього стану
𝑋(𝑖) роботи алгоритму шифрування або окремого його байту.
Вага Хемiнга визначається кiлькiстю бiт у двiйковому представленнi




а також подається у виглядi вiдображення:
HW : {0,1}𝑙 → {0,1}⌊log2 𝑙⌋+1
Далi наводиться приклад коли знiмається вага Хемiнга вiд байту.
Приклад 2.1. Нехай знято окремий байт внутрiшнього стану 𝑋(𝑖) –
𝑋 = (𝑥7,𝑥6,𝑥5,𝑥4,𝑥3,𝑥2,𝑥1,𝑥0), тодi 𝐻𝑊 (𝑋) буде представлятися у виглядi
чотирьохбiтного значення 𝑌 = (𝑦3,𝑦2,𝑦1,𝑦0).
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Кожен iз чорирьох бiтiв в 𝑌 залежить вiд усiх бiтiв 𝑋, тому кожен
бiт може використовуватися у кубiчних атаках та тестерiв. Але вибiр
окремого з них важливий, так як обираючи бiльш старший бiт в 𝑌 ,
степiнь функцiї яка саме i представляє це значення – зростає. Тому в
бiльшостi випадкiв для того щоб понизити складнiсть атаки, а саме
пошук кубiв, а також необхiдну кiлькiсть вiдкритих текстiв, якi залежать
вiд розмiру кубу, використовують саме наймолодшi бiти. Чим бiльша
розмiрнiсть кубiв, тим бiльше вiдкритих текстiв необхiдно. Але не завжди
обираючи бiт iз найнизчим степiнем можна накопичити достатньо
iнформацiї, тому доводиться обирати i аналiзувати також i iншi.
Отримати степiнь шифруючої функцiї, а також її АНФ пiсля деякого
раунду можна без таблицi iстинностi, як це робиться у [28]. Там
знаходиться символiчне представлення кожного бiту для раундiв 1-6, з
яких можна також отримати систему лiнiйних виразiв. Але на
початкових раундах функцiя наймолодших вихiдних бiтiв ще має
достатньо малу кiлькiсть термiв i необхiжна вiдносно мала частина для
повного збереження її вигляду. Це доволi цiкаво, але на практицi цiкаво
тiльки для отримання iнформацiї, яка може знадобитися якшо є деякий
канал витоку.
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Практична складнiсть пошуку кубiв
Нехай перебираються iтеративно усi куби розмiрностi 𝑖, тодi
складнiсть такого передобчислювального етапу буде складатися iз
перевiрки суперполiнома 𝑝𝑆(𝐼) на лiнiйнiсть або квадратичнiсть, з
подальшим вiдновленням його символьного представлення. Отож
загальна складнiсть є такою:
𝑆𝑖 = 𝐶
𝑖
𝑚(𝑆𝑙𝑖𝑛𝑒𝑎𝑟 + 𝑆𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 + 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒(𝑐𝑢𝑏𝑒))
де
𝑆𝑙𝑖𝑛𝑒𝑎𝑟 = 𝑆𝑙𝑖𝑛𝑒𝑎𝑟𝑇𝑒𝑠𝑡 + 1𝑙𝑖𝑛𝑒𝑎𝑟{𝑆𝑙𝑖𝑛𝑒𝑎𝑟𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦}
𝑆𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 = 𝑆𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐𝑇𝑒𝑠𝑡 + 1𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐{𝑆𝑓𝑖𝑛𝑑𝑆𝑒𝑐𝑟𝑒𝑡𝑉 𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 + 𝑆𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦}
складнiсть лiнiйного та квадратичного аналiзу вiдповiдно.
Для квадратичних рiвнянь спочатку знаходяться iндекси з яких вiн
складається, а потiм перевiряється наявнiсть кожного терму.
Далi розписується складнiсть кожної процедури:
𝑆𝑙𝑖𝑛𝑒𝑎𝑟𝑇𝑒𝑠𝑡 = 𝑁1(𝑔𝑒𝑛(𝑥,𝑦) + 2
𝑖(4𝑆𝑓(𝑝𝑡) + 𝑔𝑒𝑛(𝑝𝑡)))
𝑆𝑙𝑖𝑛𝑒𝑎𝑟𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 = (𝑛+ 1)2
𝑖(𝑆𝑓(𝑝𝑡) + 𝑔𝑒𝑛(𝑝𝑡))
𝑆𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐𝑇𝑒𝑠𝑡 = 𝑁2(𝑔𝑒𝑛(𝑥,𝑦,𝑧) + 2
𝑖(8𝑆𝑓(𝑝𝑡) + 𝑔𝑒𝑛(𝑝𝑡)))







де 𝑆𝑓(𝑥) – складнiсть шифруючої функцiї, pt – вiдкритий текст, 𝑁1, 𝑁2 –
кiлькiсть лiнiйних та квадратичних тестiв вiдповiдно, 𝜅 – кiлькiсть тестiв
для знаходження секретних змiнних, а 𝑐𝑗 – кiлькiсть змiнних з яких
складається квадратичний полiном.
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𝑁1, 𝑁2 переважно дорiвнює 100, 𝑐𝑗 ≤ 26, 𝜅=300, та буде розглядатися
32-бiтний блок вiдкритого тексту, та 64-бiтний ключ, тобто 𝑛=64, 𝑚=32.




𝑆𝑓𝑖𝑛𝑑𝑆𝑒𝑐𝑟𝑒𝑡𝑉 𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 ≤ 2𝑖+15𝑆𝑓
2𝑖+2𝑆𝑓 ≤ 𝑆𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 ≤ 2𝑖+13𝑆𝑓
𝑆𝑖 ≤ 𝐶 𝑖𝑚(2𝑖+9𝑆𝑓 + 1𝑙𝑖𝑛𝑒𝑎𝑟{2𝑖+6𝑆𝑓}+ 2𝑖+10𝑆𝑓 + 1𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐{2𝑖+15𝑆𝑓 + 2𝑖+13𝑆𝑓})
⇓
𝐶 𝑖𝑚2




I це лише складнiсть перебору усiх кубiв розмiрностi 𝑖 для одного
конкретно можливого бiта виходу. А такий бiт може обиратися серед 𝑚
можливих, а також серед бiтiв ваги Хемiнга вiд внутрiшнього стану або
конкретного його байту. Тому складнiсть зростає ще мiнiмум на 𝑚.
Нехай далi будуть розгяладтися шифри iз 32-бiтним блоком, тобто
𝑚 = 32. Тодi сумарна складнiсть 𝑇𝐶𝑐𝑎 передобчислювального етапу



















266𝑆𝑓 < 𝑇𝐶𝑐𝑎 < 2
72𝑆𝑓
Тому важливим фактором для успiшної атаки є пошук номерiв бiтiв,
якi можуть давати достатню кiлькiсть незалежних рiвнянь для
знаходження бiтiв ключа.
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Можна звiсно знаходити також i рiвняння степенi > 2, але складнiсть
атаки збiльшується експоненцiйно. Для пошуку наприклад рiвнянь степенi
≤ 3, складнiсть 𝑇𝐶𝑐𝑎 буде такою:
267𝑆𝑓 < 𝑇𝐶𝑐𝑎 < 2
76𝑆𝑓
Також це збiльшує складнiсть онлайн етапу, на якому знаходяться
вiдповiдна права часина рiвнянь, а також – кiлькiсть вiдкритих текстiв
для атаки, що не є дуже гарним.
Тому для пониження складностi можна використовувати наступнi
можливостi, якi будуть наведенi у наступному пiдроздiлi.
2.2 Покращення ефективностi пошуку кубiв
Через вiдсутнiсть процедур вибору гарних кубiв, необхiдно якось
ефективно здiйснювати їх пошук, де кiлькiсть можливих кубiв – 2𝑚.
Такими процедурами можуть бути:
– розпаралелювання;
– повторне використання таблицi iстинностi;
– розширення 𝑖-раундових кубiв до (𝑖+ 1)-раундових.
Розпаралелювання
Кожен куб перевiряється незалежно один вiд одного, завдяки цьому
перебiр кубiв може бути легко розпаралеленим.
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𝐶𝑖, 𝐶𝑖 ∩ 𝐶𝑗 = ∅
Тодi криптоаналiтик, маючи 𝑠 процесорiв, може для кожного процесору
𝑃𝑖, 𝑖 = 1,𝑠 запустити на перевiрку вiдповiдну множину 𝐶𝑖. Виграш в
середьому у 𝑠 разiв. Якщо ж вибирати для кожного 𝑃𝑖 куби випадково, то
такий шлях може не призводити до покращення часової складностi, у
бiльшостi випадкiв це веде до збiльшення десь у 2 рази.
Повторне використання таблиць iстинностi
Визначення 2.1. Нехай 𝐶𝐼 – l-розмiрний булевий куб. Тодi 𝐶𝐽 –
називається вкладеним кубом, якщо 𝐽 ⊂ 𝐼, а 𝐶𝐼 – обвiдним.
При зростаннi розмiрностi куба, час пошуку зростає експоненцiйно.
Тому хотiлося б зменшити часову складнiсть. Цього можна досягти, якщо
повторно використовувати значення функцiї обвiдного куба для
вкладених кубiв. Для цього необхiдно мати таблицю iстинностi для
обвiдного куба. Наприклад для деякого куба розмiрностi 25, для
перевiрки усiх вкладених кубiв на лiнiйнiсть суперполiнома 𝑝𝑆(𝐼),
необхiдно мати 233 бiт пам’ятi, а це 1GB. Перевiряючи один куб
розмiрностi 25 на лiнiйний суперполiном, необхiдно 233 звернень до
шифруючої функцiї, а для розмiрностi 15 та 20 – 223, 228 вiдповiдно. Якщо
ж перевiряти усi вкладенi куби розмiрностi 15 та 20 без повторного
використання значень функцiї обвiдного куба, необхiдно зробити
𝐶1525 · 223 +𝐶2520 · 228 = 3268760 · 223 + 53130 · 228 ∼ 245 операцiй, що звiсно ж
бiльше за 233. Але для повної ефективностi необхiдний швидкий доступ
до кожного значення таблицi iстинностi, тому що, якщо ж доступ до
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будь-якого елемента буде займати бiльше часу нiж повторне обчилсення
значень функцiї, то це не має сенсу. З iншого боку, при такому пiдходi
для усiх перевiряючих кубiв, значеня 𝑥,𝑦 ∈ {0,1}𝑛, якi выступають у ролi
ключiв в тестах лiнiйностi, будуть однi й тiж самi, що призводить до
погiршення точностi, тобто з’являеться пiдвищений ризик iмовiрнисних
помилок у тестах лiнiйностi, аналогiчно кiлькiсь операцiй та об’єм пам’ятi
оцiнюється i для знаходження квадратичних суперполiномiв, де повторне
використання може суттєво покращити часову складнiсть, але й пам’ятi
потрiбно набагато бiльше, порiвняно iз перевiркою i вiдтворенням
лiнiйних суперполiномiв.
Розширена кубiчна атака
Через пiдвищення складностi пошуку кубiв iз збiльшенням
розмiрностi, хотiлося б мати алгоритм iз вiдносно меншою складнiстю по
вiдношеню до iтеративного перебору по усiм кубам, що дозволить
знаходити куби на наступному раундi. При пошуку нових кубiв на
(𝑖 + 1)-ому раундi можливi варiанти доповнення вже знайдених кубiв на
попередньому 𝑖-тому раундi, додатковими кубiчними змiнними,
об’єднання двох кубiв або навiть зсуви iндексiв множини 𝐼(𝑖) i подальша
їх перевiрка на коректнiсть.
Зсув лiворуч та праворуч множини 𝐼 на значення 𝑠 буде означати
наступне:
𝐼(𝑖) ≪ 𝑠 = {∀𝑖 ∈ 𝐼(𝑖) : 𝑖− 𝑠}
𝐼(𝑖) ≫ 𝑠 = {∀𝑖 ∈ 𝐼(𝑖) : 𝑖+ 𝑠}
Дана технiка представлена у виглядi алгоритму (2.1) для довiльного
раунду 𝑖 ∈ (0,𝑟] . Спочатку атакуючий намагається знайти достатньо кубiв,
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щоб вiдновити якомога багато ключових бiт на 𝑖-тому раундi. Як тiльки це
зроблено, увага переходить на (𝑖 + 1)-раунд i перебираються усi можливi
куби розмiрностей 1 ≤ 𝑘 ≤ 𝑢,∀𝑢 ∈ 2,32− |𝐼(𝑖)|.
Алгоритм 2.1. Розширена кубiчна атака
Вхiд: Множина кубiв C(𝑖) знайдена на 𝑖-ому раундi;
𝑢 – максимальний розмiр доповнюючого куба;
𝑠 – значення зсуву множини 𝐼;
Вихiд: Множина C(𝑖+1) на (𝑖+ 1)-ому раундi
1 для кожного 𝐼
(𝑖)
𝑗 ∈ C(𝑖) виконати
2 цикл вiд 𝑘 = 1 до u виконати
3 для кожного куба 𝑇𝐼𝑡 розмiрностi 𝑘 виконати
4 𝐼
(𝑖+1)
𝑗 ← 𝐼(𝑖)𝑗 ∪ 𝑇𝐼𝑡 ;











пройшов тест лiнiйностi або квадратичностi
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Реалiзацiя кубiчних атак та кубiчних тестерiв написана на мовi
програмування C++ та скомпiльована у середовищi Visual Studio 2017.
CMake збiрка вiдсутня. Код виконувався на Windows 7 x64 iз чотирьох
ядерним процесором AMD A10-5750M 2,5ГГц. Увесь код можна знайти за
посиланням [22], а також у додатку Б.
У попереднiй роботi: «Кубiчнi атаки на блоковi та потоковi шифри»,
код був написаний на C#, який можна знайти у [21]. Вiн є унiверсальним
та застовний до будь-якого шифру. На початку обираються
параметри(кiлькiсть тестiв лiнiйностi, квадратичностi, зашитий у чорний
ящик секретний ключ та iншi) та модель кубiчних атак за допомогою
классу CubeAttackSettings. У ньому представлено 6 алгоритмiв
шифрування: Present, Speck, LED, IDEA, Midori, Piccolo iз рiзними
довжинами блокiв i ключiв, а також тестова функцiя на якiй можно
побачити основнi принципи роботи. Також присутня легка можливiсть
розширення списку шифрiв, але через таку шаблоннiсть атаки
знижується ефективнiсть атаки.
Натомiсть зараз, через вiдсутнiсть iнтересу до аналiзу шифрiв iз
довiльними довжинами, окрiм 32-бiтного блоку та 64-бiтних ключiв,
реалiзацiя атак повнiстю пристосована тiльки до 𝑚 = 32 i 𝑛 = 64 з метою
ефективностi. Наразi платформа представляє 3 алгоритми шифрування:
Speck, Simeck, Simon, перший з яких є ARX криптосистемою, а два iнших
Фейстель подiбними. Але є можливiсть розширювати групу шифрiв,
наслiдуючи iнтерфейс Cipher_32_64.
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Рисунок 2.1 – Структура репозиторiя DCA
Папка CA, що скорочено вiд CubeAttack мiстить: CubeAttack.h/cpp,
CubeAttackManager.h/cpp, CubeFormer.h/cpp. Перший файл представляє
кубiчних тестерiв, а також чисту кубiчну атаку iз пошуком лiнiйних та
квадратичних рiвнянь з подальшим знаходженням їх правої частини i
отримання ключових бiт, третiй - стратегiю вибору кубiв: рандомный
вибiр, перебiр по кубам обраної розмiрностi 𝑑 або iтеративний по усiм
кубам. У першiй стратегiї пошук припиняється пiсля того, як буде
знайдена достатня кiлькiсть незалежних алгебраїчних рiвнянь, у другiй –
пiсля 𝐶𝑑𝑚 iтерацiй, а в останнiй аж пiсля 2
𝑚, де 𝑚 вiдповiдно дорiвнює 32.
Присутня також можливiсть легкої замiни тестiв на будь-якi iншi, якi
приймають один параметр – 32-бiтне значення, що є аналогом множини
кубiчних iндексiв зашитих у uint32_t. Вона складається iз номерiв бiтiв
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параметру, якi встановленi в одиницю. Другий файл мiстить клас, який
запускає паралельно кубiчнi атаки для заданого масиву шифрiв на
максимально можливiй кiлькостi апаратних потокiв.
У папцi Cipher знаходяться реалiзацiя ранiше згаданих шифрiв, з
яких 2 є Фейстель-подiбними шифрами та один – ARX, а у Utils –
допомiжнi функцiї. DCA у перспективi повина мiстити доопрацьовану
версiю динамiчних кубiчних атак згiдно iз [4].
У папцi wasm, що є скороченням вiд WebAssembly знаходяться файли,
якi просто кажучи, необхiднi для виконання коду написаного на C/C++ у
браузерi.
WebAssembly [25] вiдносно новий бiнарний формат. Формально,
WebAssembly виконується JavaScript -рушiєм, а не самим браузером, тому
є й iншi варiанти виконання, наприклад, пiд NodeJS. WebAssembly це
просто вiртуальна машина, що має пам’ять i виконуючi iнструкцiї.
Вiдповiдний веб-застосунок реалiзованої платформи можна знайти за
посиланням [23], який надає можливiсть тестування та перевiрки наявностi
лiнiйних та квадратичних суперполiномiв за обраним кубом (кубiчними
iндексами). Для початку iз списку обирається бажаний шифр, скорочений
до обраної кiлькостi раундiв. Потiм обирається в який спосiб знiмати бiт
виходу шифруючої функцiї. Є 3 варiнати, знiмати конкретний бiт вiд:
– всього вихiдного стану шифрування;
– ваги Хемiнга вихiдного стану шифрування;
– вiд байту ваги Хемiнга вихiдного стану шифрування.
Ну i наостанок вводяться кубiчнi iндекси, якi необхiдно перевiрити.
Деталi роботи та пiдказки можна беспосередньо побачити за вiдповiдним
посиланням [23].
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Iнтерфейс реалiзованого веб-застосунку можна побачити на рисунку
2.2:
Рисунок 2.2 – Веб-застосунок кубiчних тестерiв
Далi на рисунку 2.3 наводиться приклад використання цього
веб-застосунку. Було обрано шифр Simeck iз 32-бiтним блоком вiдкритого
тексту, та 64-бiтним ключем, який скорочено до чотирьох раундiв.
Виходом шифруючої функцiї приймається нульовий бiт ваги Хемiнга вiд
вихiдного стану шифрування. Обираючи за множину кубiчних iндексiв
𝐼 = {26, 29, 30, 31}, що еквiвалентно цiлочисельному представленю
0xE4000000, можна отримати лiнiйний суперполiном 𝑝𝑆(𝐼) = 𝑘4.
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Тож маючи 16 вiдкритих текстiв: 0x00000000, 0x04000000,
0x20000000, 0x24000000, 0x40000000, 0x44000000, 0x60000000,
0x64000000, 0x80000000, 0x84000000, 0xA0000000, 0xA4000000,
0xC0000000, 0xC4000000, 0xE0000000 0xE4000000 iз вiдповiдними
шифротекстами, можна отримати четвертий бiт ключа.
Рисунок 2.3 – Приклад роботи веб-застосунку
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Висновки до роздiлу 2
В даному роздiлi було проведено:
– аналiз практичного застосування кубiчних атак до симетричних
криптосистем;
– оцiнка практичної складностi кубiчних атак;
– пошук покращених методiв для знаходження кубiв;
– розроблено та реалiзовано платформу, яка дозволяє застосовувати
кубiчнi атаки до шифрiв iз 32-бiтним блоком вiдркитого тексту та 64-бiтним
ключем iз рiзними методами перебору на пошуку кубiв.
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3 ЗАСТОСУВАТТЯ ТА ОЦIНКА ЕФЕКТИВНОСТI
КУБIЧНИХ ТЕСТЕРIВ ТА КУБIЧНИХ АТАК ДО
СИМЕТРИЧНИХ ШИФРIВ
Даний роздiл присвячено огляду легковiсних шифрiв, а саме: Simon,
Speck [15, 18], Simeck [20] та аналiзу застосування кубiчних тестерiв та
кубiчних атак до них.
3.1 Опис шифрiв
Simon та Speck – блоковi шифри, якi оптимiзовано для роботи у
апаратнiй та програмнiй реалiзацiї, але якщо перший оптимiзован бiльш
до апаратної, за рахунок вiдмови вiд модульного додавання (+) на
користь логiчного i (⊙), то другий бiльш до програмної реалiзацiї,
використовуючи модульне додавання.
Simon – представляє собою Фейстель подiбний шифр, а Speck
належить до сiмейства ARX систем. Цi два шифри мають декiлька
варiантiв реалiзацiї iз використанням рiзних розмiрiв блокiв та ключiв.
Блок завжди складається iз двох слiв, ключ може складатися iз 2,3 або 4
слiв, а кiлькiсть раундiв залежить вiд розмiрiв блоку та ключа.
Через деякий час з’явився шифр Speck, що є аналогом шифру Simon.
Вiн є швидшим за рахунок скорочення кiлькостi циклiчних зсувiв у
раундовiй функцiї. Для Simon такими значеннями обертань є (1,8,2) то
для Simeck це – (0,5,2), а також – замiнивши ключовий розклад Simon’а,
ключовим розкладом Speck’а (яка базується на раундовiй функцiї).
У Simon та Simeck зберегли значення обертань для рiзних версiй
шифрiв заради унiверсальностi, жертвуючи ефективнiстю. У Speck же
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навпаки, усi значення є однаковими окрiм однiєї версiї шифру: 32-бiтного
блоку та 64-бiтного ключа, у якiй не захотiли збiльшувати кiлькiсть
раундiв заради унiверсальностi.
Операцiї, якi використовуються у шифрах є такими:
для Simon та Simeck це:
– додавання за модулем 2, ⊕;
– логiчне i, ⊙;
– циклiчний зсув лiворуч 𝑆𝑗.
а для Speck це:
– додавання за модулем 2, ⊕;
– додавання за модулем 2𝑛, +;
– вiднiмання за модулем 2𝑛, -;
– циклiчнi зсуви лiворуч та праворуч, 𝑆𝑗 i 𝑆−𝑗, вiдповiдно на 𝑗 бiт.
У шифрах задiяна раундова функцiя 𝑅𝑘, яка параметризована
ключем 𝑘 i виконує функцiю шифрування. Для 𝑘 ∈ GF(2)𝑛 це
вiдображення вигляду:
𝑅𝑘 : GF(2)𝑛 ×GF(2)𝑛 → GF(2)𝑛 ×GF(2)𝑛,
яка для кожного з них визначається наступним чином:
Simon : 𝑅𝑘(𝑥,𝑦) = (𝑦 ⊕ ((𝑆𝑥⊙𝑆8𝑥)⊕ 𝑆2𝑥)⊕ 𝑘, 𝑥)
Speck : 𝑅𝑘(𝑥,𝑦) = ((𝑆
−𝛼𝑥+ 𝑦)⊕ 𝑘, 𝑆𝛽𝑦 ⊕ (𝑆−𝛼𝑥+ 𝑦)⊕ 𝑘)
Simeck : 𝑅𝑘(𝑥,𝑦) = (𝑦 ⊕ ((𝑥⊙(𝑥≪ 5))⊕ (𝑥≫ 1))⊕ 𝑘, 𝑥)
Шифрування представляє собою композицiю шифруючих
перетворень, а саме раундових функцiй: 𝑅𝑘0 ∘𝑅𝑘1 ∘ · · · ∘𝑅𝑘𝑇−1.
Далi будуть розглядатися i аналiзуватися тiльки шифри iз 32-бiтними
блоками вiдкритого тексту та 64-бiтнi ключi i для зручночнi не будуть
зазначатися розмiр блоку i ключа у назвi шифру.
Для Speck32/64, значення параметрiв обертання 𝛼 та 𝛽 дорiвнюють




−7𝑥+ 𝑦)⊕ 𝑘, 𝑆2𝑦 ⊕ (𝑆−7𝑥+ 𝑦)⊕ 𝑘)
Оберненi раундовi функцiї виглядають так:
Simon : 𝑅−1𝑘 (𝑥,𝑦) = (𝑦, 𝑥⊕ ((𝑆𝑦⊙𝑆8𝑦)⊕ 𝑆2𝑦)⊕ 𝑘)
Speck : 𝑅−1𝑘 (𝑥,𝑦) = (𝑆
7((𝑥⊕ 𝑘)− 𝑆−2(𝑥⊕ 𝑦)), 𝑆−2(𝑥⊕ 𝑦))
Simeck : 𝑅−1𝑘 (𝑥,𝑦) = (𝑦, 𝑥⊕ ((𝑦⊙(𝑦≫ 5))⊕ (𝑦≪ 1))⊕ 𝑘)




Рисунок 3.1 – Раундовi функцiї пiсля i-того раунду для: а) Simon,
б) Simeck, в) Speck.
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Кiлькiсть раундiв 𝑇 для Simon32/64 та Simeck32/64 дорiвнюють
довжинi блоку вiдкритого тексту, а саме 32, для Speck32/64 це – 22
раунди.
Для Speck та Simeck ключевий розклад розширює початковий ключ
(𝑡2,𝑡1,𝑡0,𝑘0) у 𝑘0,𝑘1, . . . , 𝑘𝑇−1, якi використовуються на вiдповiдному
раундi. Формування раундових ключiв використовує раундову функцiю
для генерування 𝑘𝑖, якi розраховуються наступним чином:




– для Simeck:⎧⎪⎨⎪⎩𝑘𝑖+1 = 𝑡𝑖𝑡𝑖+3 = 𝑘𝑖 ⊕ (𝑡𝑖⊙(𝑡𝑖 ≪ 5))⊕ (𝑡𝑖 ≫ 1)⊕ 𝐶 ⊕ (𝑧0)𝑖
Отримання значення 𝑘𝑖 на 𝑖-тому раундi, для 0 ≤ 𝑖 < 𝑇 , можна
побачити на рисунку 3.2, де 𝑅𝑝–раундова функцiя iз параметром 𝑝 який
для Speck є звичайним лiчильником 𝑖, а для Simeck – 𝐶 ⊕ (𝑧0)𝑖. Значення
константи 𝐶 визначається так: 𝐶 = 232 − 4, а (𝑧0)𝑖 вiдповiдає 𝑖-ому бiту
послiдовностi 𝑧0, яка є 𝑚-послiдовнiстю iз перiодом 31 i генерується
полiномом 𝑋5 +𝑋2 + 1.
Рисунок 3.2 – Ключевий розклад Speck’a та Simeck’a
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Для Simon ключем є (𝑘3,𝑘2,𝑘1,𝑘0), а раундовий ключ 𝑘𝑖 отримується
наступним чином:
𝑘𝑖+4 = 𝑐⊕ (𝑧0)𝑖 ⊕ 𝑘𝑖 ⊕ (1⊕ 𝑆−1)(𝑆−3𝑘𝑖+3 ⊕ 𝑘𝑖+1)





0 1 0 0 0
0 0 1 0 0
1 0 0 1 0
0 0 0 0 1




Ключовий розклад можна побачити на рисунку 3.3.
Рисунок 3.3 – Ключевий розклад Simon’a
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3.2 Застосування кубiчних атак
Якщо говорити про атаки на криптосистеми iз моделю витоку, то
звiсно ж краще кубiчнi атаки застосовуються до легковiсних Фейстель
подiбних шифрiв (схему можна побачити на рисунку 3.4) чим, наприклад,
до SPN подiбних, через те, що першi використовують простi раундовi
функцiї. Також через той факт, що Фейстель подiбнi шифри вводять
нелiнiйнiсть тiльки до однiєї частини блоку, їм необхiдно виконувати
велику кiлькiсть раундiв, щоб досягти однаковий запас стiйкостi у
порiвняннi iз тими же SPN подiбними, якi використовують вiдносту малу
кiлькiсть раундiв, за рахунок перемiшування i застосування перетворень
до усього стану. Для першої моделi шифрiв кубiчнi атаки дозволяють






g ki+1  
Рисунок 3.4 – Схема Фейстеля
Нумерацiя бiт буде йти з нуля вiд наймолодшого бiта, вiд LSB до MSB.
Як вже казалося для блокових шифрiв у ролi знiмаючого вихiдного
бiта може виступати будь-який номер бiту вiд 0 до 𝑚 − 1, або вага
Хемiнга вiд промiжного стану шифрування. Здається, що краще знiмати
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вагу Хемiнга чим окремий бiт, через те, що це дає бiльше iнформацiї,
тобто можна знайти бiльше суперполiномiв за менший час у порiвняннi iз
перебором кожного бiту. Таке припущення з’являеться через те, що як
вже було показано у пiдроздiлi 2.1, кожен бiт 𝐻𝑊 (𝑋) залежать вiд усiх
бiтiв 𝑋. Наступний приклад демонструє кiлька можливих варiантiв коли
це вiрно, а коли нi.
Приклад 3.1. Припускаємо теж саме, що було у прикладi 2.1. Нехай
𝑋 = (𝑥7,𝑥6,𝑥5,𝑥4,𝑥3,𝑥2,𝑥1,𝑥0) окремий байт внутрiшнього стану 𝑋(𝑖), тодi
𝐻𝑊 (𝑋) буде представлятися у виглядi чотирьохбiтного значення
𝑌 = (𝑦3,𝑦2,𝑦1,𝑦0). 𝑓𝑋(𝑖))𝑗 – функцiя вихiдного бiту 𝑗 стану 𝑋
(𝑖).
Далi наводиться кiлька можливих варiантiв:
1) Перший варiант:
𝑓𝑋(𝑖))0 = · · · ⊕ 𝑣5𝑣7𝑘0 ⊕ 𝑣0𝑣1𝑘2 ⊕ 𝑣5𝑣7𝑘1 ⊕ · · ·
𝑓𝑋(𝑖))1 = · · · ⊕ 𝑣5𝑣7𝑘10 ⊕ 𝑣5𝑣7𝑣9𝑘9 ⊕ · · ·
𝑓𝑋(𝑖))2 = · · · ⊕ 𝑣5𝑣70⊕ 1⊕ · · ·
𝑓𝑋(𝑖))3 = · · · ⊕ 𝑣5𝑣70⊕ 𝑣1 ⊕ · · ·
𝑓𝑋(𝑖))4 = · · · ⊕ 𝑣5𝑣70⊕ 𝑣1𝑘2 ⊕ 𝑣2 ⊕ · · ·
𝑓𝑋(𝑖))5 = · · · ⊕ 𝑣5𝑣70⊕ 𝑣0𝑘2 ⊕ 𝑣3 ⊕ · · ·
𝑓𝑋(𝑖))6 = · · · ⊕ 𝑣5𝑣70⊕ 𝑣7𝑘2 ⊕ 𝑣4 ⊕ · · ·
𝑓𝑋(𝑖))7 = · · · ⊕ 𝑣5𝑣7 ⊕ 𝑣0𝑣1𝑘2 ⊕ 𝑣0 ⊕ · · ·
Тодi маючи вигляд функцiй для усiх восьми бiтiв першого байту, можна
побачити, що представлення нульового бiту 𝑦0 буде мати такий вигляд:
𝑓𝑦0 = · · · ⊕ 𝑣5𝑣7 (𝑘0 ⊕ 𝑘1 ⊕ 𝑘10 ⊕ 1)⊕ 𝑣5𝑣7𝑣9𝑘9 ⊕ 𝑣1𝑘2
⊕ 𝑣0𝑘2 ⊕ 𝑣7𝑘2 ⊕ 𝑣0 ⊕ 𝑣1 ⊕ 𝑣2 ⊕ 𝑣3 ⊕ 𝑣4 ⊕ 1⊕ · · ·
У такому варiанi можно бачити, що обиюраючи 𝐼 = {5,7} можна отримати
лiнiйний суперполiном у всiх варiантах, що знiмаючи конкретнi бiти, а саме
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нульовий або перший, що – вагу Хемiнга вiд нульового байту промiжного
стану 𝑋(𝑖)).
2) другий варiант:
Якщо замiнити 𝑓𝑋(𝑖))1 на наступний варiант:
𝑓𝑋(𝑖))1 = · · · ⊕ 𝑣5𝑣7𝑘10 ⊕ 𝑣5𝑣7𝑣9𝑘9 ⊕ 𝑣5𝑣7𝑘15𝑘23 ⊕ · · ·
а всi iншi функцiї 𝑓𝑋(𝑖))𝑗 залишити тими же самими iз першого варiанту,
то знiмаючи у данному випадку вагу Хемiнга, як у попередньому варiантi,
отримати лiнiйний суперполiном вже не вдасться, а тiльки – квадратичний.
𝑓𝑦0 = · · · ⊕ 𝑣5𝑣7 (𝑘0 ⊕ 𝑘1 ⊕ 𝑘10 ⊕ 𝑘15𝑘23 ⊕ 1)⊕ 𝑣5𝑣7𝑣9𝑘9 ⊕ 𝑣1𝑘2
⊕ 𝑣0𝑘2 ⊕ 𝑣7𝑘2 ⊕ 𝑣0 ⊕ 𝑣1 ⊕ 𝑣2 ⊕ 𝑣3 ⊕ 𝑣4 ⊕ 1⊕ · · ·
З цих двох варiантiв можна бачити, що, знiмаючи вагу Хемiнга,
можливi такi ситуацiї:
– це призводить до вiдновлення бiльшого числа ключових бiт, чим
обираючи у ролi виходу конкретний бiт;
– це може призвести до того, що велика частка мономiв скоротиться i
кiлькiсть вiдновлених ключових бiт буде меньшою за варiант iз знiманням
одного бiта;
– є можливiсть втрати великої частини лiнiйних полiномiв.
3.3 Атаки на шифри
У даному пiдроздiлi спочатку йде огляд iснуючих атак на шифри,




Описанi у пiдроздiлi 3.1 шифри вiдносно новi, Simon та Speck були
опублiкованi у 2013 роцi, а через 2 роки – Simeck. У таблицi 3.1 приблизно
освiтленi основнi атаки. Пiд SCCA-HW у таблицi розумiється кубiчнi атаки
за побiчними каналами iз використанням ваги Хемiнга. Атаки за побiчними
каналами на представленi шифри у вiдкритих джерелах знайденi не були.
Таблиця 3.1 – Iснуючi атаки на шифри





Диференцiальний 240 19 [30]
Лiнiйний 254 16 [29]
Динамiчнi кубiчнi атаки 257/259 17/22 [4]





Диференцiальний 231 19 [31]
Лiнiйний 231 13 [35]
Кубiчнi атаки - - -





Диференцiальний 263 14 [34]
Лiнiйний ? 7 [35]
Кубiчнi атаки - - -





У таблицi 3.1 не освiтлюється бiльшiсть атак, з котрих деякi дають
навiть кращi результати за наданi. На даний момент налiчується
приблизно 70 академiчних публiкацiй по криптоаналiзу представлених
шифрiв. З них можна бачити, що поки не знайдено здiйснених атак на
повну версiю шифру, тiльки на скороченi. Тому можна зробити висновок,
що шифри стiйкi до рiзних типiв вiдомих атак. В основному, наданi типи
атак, якi поданi у таблицi 3.1 зламують шифри, якi приблизно
використовують 60 − 70 вiдсоткiв раундiв вiд основної версiї шифру.
(Далi буде просто казатися, що атака зламує 60− 70% шифру).
Що стосується кубiчних атак, то були спроби атаки тiльки на шифр
Simon iз 32-бiтним блоком вiдкритого тексту та 64-бiтним ключем. До
нього була застосована динамiчна кубiчна атака, яка вперше наблизилася
за ефективнiстю до диференцiального криптоаналiзу. Результатiв чистої
кубiчної атаки та SCCA-HW до даного шифру не було знайдено.
До Simeck32/64 були знайденi результати по SCCA-HW пiсля
четвертого раунда у [33], якi пiдпадають пiд сумнiви. У данiй роботi
передобчислювальна фаза тривала кiлька тижнiв i вiдновлено 32 ключовi
бiти, а складнiсть знаходження ключа складає 232 iз використанням
∼ 211.2855 вибраних вiдкритих текстiв. Як висновок, ця робота позицiонує
себе, як робота iз найкращою атакою по побiчним каналам, яка має
складнiсть iстотно меншою за iншi, у яких складнiсть становить 248.
Таким чином даний шифр є гарним об’єктом для аналiзу.
Що стосується Speck32/64, то тут теж не було знайдено якихось
правильних результатiв по кубiчним атаках та атакам за побiчними
каналами, за винятком роботи [24] у якiй були знайденi помилки. Тож
даний шифр також дає можливiсть проаналiзувати шифр на кубiчнi
атаки та отримати новi результати.
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Пропонованi моделi кубiчних атак
У пiдроздiлi 3.2 було розгянуто проблему вибору моделi кубiчної
атаки та номера знiмаючого бiту. Тож усi припущення будуть
використовуватися у застосуваннi атак. Якщо говорити про атаки за
побiчними каналами, то через неправильну реалiзацiю шифрiв у якiйсь
системi, атакуючий може отримувати доступ до бiту iнформацiї, що й
потребується у атацi SCCA-HW. По-перше слiд визначитися iз номером
раунду, який може дати найбiльше iнформацiї. Переважно теоретично
достатньо того раунду на якому останiй блок ключа завантажується у
систему, але це не завжди так. Якщо номер раунду обирати таким чином,
то може бути важко знайти моном/полiном iз деякими ключовими
бiтами, для вiдновлення усього ключа. Тому рекомендується обирати
раунд на якому досягається повна дифузiя. Дифузiя означає, що, якщо
змiнюється один бiт вiдкритого тексту, то половина бiтiв у шифротекстi
повинна теж змiнитися, аналогiчно у другу сторону. Тому далi на
рисунку 3.5 подано номер раунду на якому досягається ця властивiсть.
Рисунок 3.5 – Кiлькiсть раундiв необiдних для повної дифузiї
Звiсно ж iз ростом раунду збiльшується складнiсть атаки i кiлькiсть
необхiдних вибраних вiдкритих текстiв для вiдновлення ключа, але
збiльшується i кiлькiсть мономiв в яких з’являються ключовi бiти.
Для Speck32/64 дифузiя досягається ∼ на 5-ому раундi.
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Для подальшого розгляду атак необхiдно ввести кiлька позначень
для скорочення. Побiчний канал буде позначатися через лiтеру 𝐿, а атака
на скорочену версiю шифру через – 𝑅. Моделi, якi використовуються
зазначенi у нижньому iндексi. Тобто є 3 способи знiмати бiт iнформацiї:
вага Хемiнга вiд усього стану, бiт ваги Хемiнга вiд конкретного байту
стану та просто бiт стану. У реалiзацiї, яка знаходиться за посиланням
[22], такi моделi позначенi через 𝐻𝑊 , 𝐻𝑊_𝐵𝑌 𝑇𝐸, 𝑅𝐴𝑊_𝑆𝑇𝐴𝑇𝐸
вiдповiдно. Номер раунду пiсля якого знiмається/отримується бiт
iнформацiї зазначається у верхньому iндексi, а параметри у душках.
Перша та третя модель мають по одному параметру, який вказує на
номер iндексу бiта, а друга модель має два параметри, перший з яких є
номером байту стану, а другий – номер бiту. Тобто маємо:
– 𝐿𝑟𝐻𝑊 (𝑖), 𝐿
𝑟
𝐻𝑊_𝐵𝑌 𝑇𝐸(𝑛,𝑖) – побiчний канал у якому знiмається 𝑖-ий
бiт ваги Хемiнга/𝑛-ого байту HW пiсля 𝑟-ого раунду
– 𝑅𝑟𝑅𝐴𝑊_𝑆𝑇𝐴𝑇𝐸(𝑖) – атака на скорочену версiю шифру до 𝑟 раундiв, в
якiй знiмається 𝑖-ий бiт.
Далi будуть розглядаються рiзнi типи кубiчних атак на шифри, якi
описанi у пiдроздiла 3.1.
У подальших таблицях iз результатами, куби будуть представлятися
у виглядi беззнакового 32-ох бiтного цiлочисельного числа, кожен
одиничний бiт якого представляє наявнiсть вiдповiдного кубiчного
iндексу у множинi 𝐼.
Simon
Через те, що на даний шифр була надана досить ефективна кубiчна
атака, а саме динамiчна кубiчна атака [4], то для Simon не буде
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Через те, що у варiантi 𝐿𝑟𝐻𝑊 (𝑖) знаходження полiномiв може
потребувати бiльшу розмiрнiсть кубiв у порiвняннi iз 𝐿𝑟𝐻𝑊_𝐵𝑌 𝑇𝐸(𝑛,𝑖), то
надаватися буде якраз другий варiант, через меншу кiлькiсть необхiдних
вибраних вiдкритих текстiв для вiдновлення ключа. Перша модель також
може бути знайдена i використана, якщо це потрiбно.
Для Simon’a далi буде наводитися лише деякi iз знайдених моделей
кубiчної ааки, якi дозволяються повнiстью вiдновити секретний ключ, а
саме моделi: 𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(0,0) та 𝐿
7
𝐻𝑊_𝐵𝑌 𝑇𝐸(1,0). Частина полiномiв для
𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(0,0) iз 5-ти розмiрними кубами надана в додатку у таблицi А.1.
Тож маючи рiвняння iз таблиць 3.3, 3.2, 3.4 i вiдповiднi правi частини,
можна вирiшити систему та вiдновити усi 64 бiти секретного ключа.
Таблиця 3.2 – Приклади суперполiномiв у моделi 𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(1,0) iз 5-и
розмiрними кубами
№ Куб Розмiрнiсть куба Суперполiном
1 0x10424008 5 𝑥32𝑥7 ⊕ 𝑥6𝑥7 ⊕ 𝑥7𝑥12 ⊕ 𝑥7𝑥24
2 0x20848010 5 𝑥33𝑥8 ⊕ 𝑥7𝑥8 ⊕ 𝑥8𝑥13⊕ 𝑥8𝑥25
3 0x41080021 5 𝑥34𝑥9 ⊕ 𝑥8𝑥9 ⊕ 𝑥9𝑥14⊕ 𝑥9𝑥26
4 0x80300042 5 𝑥35𝑥10 ⊕ 𝑥9𝑥10 ⊕ 𝑥10𝑥15 ⊕ 𝑥10𝑥27
5 0x210184 5 𝑥0𝑥11 ⊕ 𝑥36𝑥11 ⊕ 𝑥10𝑥11 ⊕ 𝑥11𝑥28
6 0x420308 5 𝑥1𝑥12 ⊕ 𝑥37𝑥12 ⊕ 𝑥11𝑥12 ⊕ 𝑥12𝑥29
7 0x40100441 5 𝑥3 ⊕ 𝑥9
8 0x40100049 5 𝑥10
9 0x8022028 5 𝑥6 ⊕ 𝑥12
10 0x840610 5 𝑥2𝑥13 ⊕ 𝑥38𝑥13 ⊕ 𝑥12𝑥13 ⊕ 𝑥13𝑥30
11 0x900640 5 𝑥13
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1 0x800C1060 6 1⊕ 𝑥3 ⊕ 𝑥7 ⊕ 𝑥39 ⊕ 𝑥13 ⊕ 𝑥21 ⊕ 𝑥3𝑥13 ⊕ 𝑥13𝑥21
2 0x2108940 6 1⊕ 𝑥47 ⊕ 𝑥22 ⊕ 𝑥5𝑥13 ⊕ 𝑥5𝑥14 ⊕ 𝑥13𝑥23
3 0x580940 6 𝑥12 ⊕ 𝑥30 ⊕ 𝑥3𝑥13 ⊕ 𝑥4𝑥13 ⊕ 𝑥38𝑥13 ⊕ 𝑥13𝑥21 ⊕ 𝑥13𝑥55
4 0x100048A4 6 1⊕ 𝑥32 ⊕ 𝑥20 ⊕ 𝑥56 ⊕ 𝑥25 ⊕ 𝑥30 ⊕ 𝑥1𝑥8 ⊕ 𝑥3𝑥12 ⊕ 𝑥6𝑥13
5 0x1402580 6 𝑥14 ⊕ 𝑥16 ⊕ 𝑥5𝑥15 ⊕ 𝑥6𝑥15 ⊕ 𝑥40𝑥15 ⊕ 𝑥15𝑥23 ⊕ 𝑥15𝑥57
6 0x6804A00 6 𝑥15 ⊕ 𝑥17 ⊕ 𝑥0𝑥6 ⊕ 𝑥0𝑥7 ⊕ 𝑥0𝑥41 ⊕ 𝑥0𝑥24 ⊕ 𝑥0𝑥58
7 0xD009400 6 𝑥18 ⊕ 𝑥1𝑥7 ⊕ 𝑥1𝑥8 ⊕ 𝑥1𝑥42 ⊕ 𝑥1𝑥25 ⊕ 𝑥1𝑥59
8 0x1A002801 6 𝑥1 ⊕ 𝑥19 ⊕ 𝑥2𝑥8 ⊕ 𝑥2𝑥9 ⊕ 𝑥2𝑥43 ⊕ 𝑥2𝑥26 ⊕ 𝑥2𝑥60
9 0x14005802 6 𝑥2 ⊕ 𝑥20 ⊕ 𝑥3𝑥9 ⊕ 𝑥3𝑥10 ⊕ 𝑥3𝑥44 ⊕ 𝑥3𝑥27 ⊕ 𝑥3𝑥61





1 0x10A448 6 1⊕ 𝑥8 ⊕ 𝑥40 ⊕ 𝑥48 ⊕ 𝑥17 ⊕ 𝑥22 ⊕ 𝑥28 ⊕ 𝑥0𝑥9 ⊕ 𝑥4𝑥11 ⊕ 𝑥5𝑥14
2 0x40018025 6 𝑥6 ⊕ 𝑥24⊕ 𝑥32𝑥7 ⊕ 𝑥7𝑥13 ⊕ 𝑥7𝑥14 ⊕ 𝑥7𝑥49 ⊕ 𝑥7𝑥31
3 0xD0004009 6 𝑥4 ⊕ 𝑥22 ⊕ 𝑥5𝑥11 ⊕ 𝑥5𝑥12 ⊕ 𝑥5𝑥46 ⊕ 𝑥5𝑥29 ⊕ 𝑥5𝑥63
4 0x14605002 7 𝑥5𝑥37 ⊕ 𝑥5𝑥54
5 0xF8000006 7 𝑥5
6 0xE8000406 7 𝑥7
7 0xE8000106 7 𝑥9





Отримати усi бiти ключа можна використовуючи
37 · 25 + 11 · 25 + 9 · 26 + 3 · 26 + 4 · 27 ≈ 211.459 вибранi вiдкритi тексти.
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Simeck
Як вже було згадано, на Simeck32/64 у 2018 роцi з’явилась робота,
яка вiдновлює частину секретного ключа, а саме 32 бiти iз використанням
211.2855 вибраних вiдкритих текстiв. Тож хотiлося б отримати бiльш вагомi
результати i вiдновити ключ повнiстю. Як i для Simon’а, наводитися буде
лише одна iз можливих моделей атаки.
Далi наводяться таблицi 3.7, 3.5, 3.6 та одна в додатку у таблицi А.2
з використанням яких можна сформувати систему рiвнянь i повнiстью
вiдновити 64 бiти секретного ключа.
Таблиця 3.5 – Приклади суперполiномiв у моделi 𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(1,0) iз 5-и
розмiрними кубами
№ Куб Розмiрнiсть куба Суперполiном
1 0x5010A 5 𝑥2𝑥12 ⊕ 𝑥12𝑥14 ⊕ 𝑥12𝑥19
2 0x6020404 5 𝑥15 ⊕ 𝑥3𝑥15 ⊕ 𝑥4𝑥15 ⊕ 𝑥15𝑥20
3 0xC040808 5 𝑥0𝑥4 ⊕ 𝑥0𝑥5 ⊕ 𝑥0𝑥21
4 0x30102020 5 𝑥2 ⊕ 𝑥2𝑥6 ⊕ 𝑥2𝑥7 ⊕ 𝑥2𝑥23
5 0x5400A 5 𝑥7𝑥12 ⊕ 𝑥8𝑥12 ⊕ 𝑥12𝑥24
6 0x810302 5 𝑥13 ⊕ 𝑥2𝑥14 ⊕ 𝑥35𝑥14 ⊕ 𝑥4𝑥13 ⊕ 𝑥14𝑥19
7 0x1020604 5 𝑥14 ⊕ 𝑥3𝑥15⊕ 𝑥36𝑥15 ⊕ 𝑥5𝑥14 ⊕ 𝑥15𝑥20
8 0x2040C08 5 𝑥15 ⊕ 𝑥0𝑥4 ⊕ 𝑥0𝑥37 ⊕ 𝑥0𝑥21 ⊕ 𝑥6𝑥15
9 0x4081810 5 𝑥0𝑥7 ⊕ 𝑥1𝑥5 ⊕ 𝑥1𝑥38 ⊕ 𝑥1𝑥22
10 0x8103020 5 𝑥2𝑥6 ⊕ 𝑥2𝑥39 ⊕ 𝑥2𝑥23
11 0x10206040 5 𝑥3𝑥7 ⊕ 𝑥3𝑥40 ⊕ 𝑥3𝑥24
12 0x2040C080 5 𝑥4𝑥8 ⊕ 𝑥4𝑥41 ⊕ 𝑥4𝑥25
13 0x48008060 5 1⊕ 𝑥0
14 0x900000C1 5 1⊕ 𝑥1
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1 0xC00110A 6 𝑥4 ⊕ 𝑥6 ⊕ 𝑥38 ⊕ 𝑥20 ⊕ 𝑥21 ⊕ 𝑥54 ⊕ 𝑥0𝑥6 ⊕ 𝑥0𝑥22 ⊕ 𝑥4𝑥15
2 0xA04040A 6 𝑥15
3 0x20006809 6 𝑥6 ⊕ 𝑥8 ⊕ 𝑥40 ⊕ 𝑥22 ⊕ 𝑥23 ⊕ 𝑥56 ⊕ 𝑥1𝑥6 ⊕ 𝑥2𝑥8 ⊕ 𝑥2𝑥24
4 0x2000C0C2 6 𝑥4
5 0x40009412 6 𝑥7 ⊕ 𝑥9 ⊕ 𝑥41 ⊕ 𝑥23 ⊕ 𝑥24 ⊕ 𝑥57 ⊕ 𝑥2𝑥7 ⊕ 𝑥3𝑥8
6 0x90200805 6 𝑥8 ⊕ 𝑥10 ⊕ 𝑥42 ⊕ 𝑥24 ⊕ 𝑥25 ⊕ 𝑥58 ⊕ 𝑥3𝑥8 ⊕ 𝑥4𝑥9
7 0x900060A0 6 𝑥3
8 0x90011081 6 𝑥5
9 0x90082030 6 𝑥9
10 0x1504A 6 𝑥9 ⊕ 𝑥11 ⊕ 𝑥43 ⊕ 𝑥25 ⊕ 𝑥26 ⊕ 𝑥59 ⊕ 𝑥4𝑥9 ⊕ 𝑥5𝑥10
11 0x4600C440 7 𝑥3𝑥36 ⊕ 𝑥3𝑥7 ⊕ 𝑥3𝑥8 ⊕ 𝑥3𝑥9 ⊕ 𝑥3𝑥41 ⊕ 𝑥3𝑥20 ⊕ 𝑥3𝑥52 ⊕ 𝑥3𝑥24
12 0x8C008881 7 𝑥4𝑥37 ⊕ 𝑥4𝑥8 ⊕ 𝑥4𝑥9 ⊕ 𝑥4𝑥10 ⊕ 𝑥4𝑥42 ⊕ 𝑥4𝑥21 ⊕ 𝑥4𝑥53 ⊕ 𝑥4𝑥25
13 0x1015032 7 1⊕ 𝑥3 ⊕ 𝑥7 ⊕ 𝑥11 ⊕ 𝑥28 ⊕ 𝑥33 ⊕ 𝑥54
14 0x23A06 7 𝑥6𝑥7 ⊕ 𝑥6𝑥39 ⊕ 𝑥6𝑥55
15 0x12A444 7 1⊕ 𝑥4⊕ 𝑥8⊕ 𝑥12⊕ 𝑥29⊕ 𝑥34⊕ 𝑥55
16 0x80244908 7 1⊕ 𝑥35 ⊕ 𝑥5 ⊕ 𝑥56 ⊕ 𝑥2𝑥9 ⊕ 𝑥9𝑥19
17 0x80244888 7 1⊕ 𝑥5 ⊕ 𝑥9 ⊕ 𝑥13 ⊕ 𝑥30 ⊕ 𝑥35 ⊕ 𝑥56
18 0x20484086 7 𝑥9𝑥11 ⊕ 𝑥9𝑥13 ⊕ 𝑥9𝑥45 ⊕ 𝑥9𝑥28 ⊕ 𝑥9𝑥61
19 0x10242043 7 𝑥8𝑥10 ⊕ 𝑥8𝑥11 ⊕ 𝑥8𝑥12 ⊕ 𝑥8𝑥44⊕ 𝑥8𝑥27 ⊕ 𝑥8𝑥60





На перший погляд здається, що систему важко вирiшити через
велику кiлькiсть нелiнiйних рiвнянь, але це не так. У таблицях мiститься
декiлька лiнiйних суперполiномiв за допомогою яких можна спростити
майже всi рiвняня, пiдставляючи вже знайденi бiти у наступнi рiвняння.
Тож складнiсть знаходження усього ключа, еквiвалентно складностi
задачi, якi потребують простого шматку паперу та ручки.
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1 0x80088811 6 𝑥8 ⊕ 𝑥10 ⊕ 𝑥42 ⊕ 𝑥25 ⊕ 𝑥26 ⊕ 𝑥5𝑥9 ⊕ 𝑥5𝑥10 ⊕ 𝑥9𝑥21
2 0x200968 6 𝑥32 ⊕ 𝑥14 ⊕ 𝑥48 ⊕ 𝑥30 ⊕ 𝑥31 ⊕ 𝑥0𝑥10 ⊕ 𝑥9𝑥14 ⊕ 𝑥10𝑥16
3 0x11400094 6 𝑥1 ⊕ 𝑥33 ⊕ 𝑥15 ⊕ 𝑥16 ⊕ 𝑥49 ⊕ 𝑥31 ⊕ 𝑥0𝑥11 ⊕ 𝑥10𝑥15
4 0x802528 6 𝑥2 ⊕ 𝑥34 ⊕ 𝑥16 ⊕ 𝑥17 ⊕ 𝑥50 ⊕ 𝑥0𝑥11 ⊕ 𝑥1𝑥12
5 0x5004250 6 𝑥1 ⊕ 𝑥3 ⊕ 𝑥35 ⊕ 𝑥17 ⊕ 𝑥18 ⊕ 𝑥51 ⊕ 𝑥1𝑥12 ⊕ 𝑥2𝑥13
6 0x526873 6 𝑥12 ⊕ 𝑥14 ⊕ 𝑥46 ⊕ 𝑥28 ⊕ 𝑥29 ⊕ 𝑥62 ⊕ 𝑥7𝑥12 ⊕ 𝑥8𝑥14 ⊕ 𝑥8𝑥30
Отримати усi бiти ключа можна використовуючи
32 · 25 + 14 · 25 + 6 · 26 + 6 · 27 + 6 · 26 ≈ 211.554 вибранi вiдкритi тексти у
моделi 𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(0,0) та 𝐿
7
𝐻𝑊_𝐵𝑌 𝑇𝐸(1,0).
Якщо розглядати модель 𝑅𝑟𝑅𝐴𝑊_𝑆𝑇𝐴𝑇𝐸(𝑖) чистої розширеної кубiчної
атаки, то вона може наблизитися до того лiнiйного криптоаналiзу i зламати
Simeck скороченого до 13-14 раундiв.
Speck
Для Speck важко знайти якiсь побiчнi канали iз використанням ваги
Хемiнга, через велику швидкiсть росту степенi шифруючої функцiї.
Також через малу кiлькiсть появи членiв низької степенi у порiвняннi iз
попереднiми двома шифрами. Тож кубiчнi атаки на скороченi варiанти




Описаний метод криптоаналiзу добре застосовний до таких шифрiв,
як: Katan, Grain, Trivium. Через це у вiдкритих джерелах можна знайти
застосування методу саме до цих шифрiв, перший з яких є блокових, а два
iншi – потовими. Натомiсть погано застосовується до – Midori, Led, Idea,
Klein, Piccolo, Rectangle, Mibs.
Висновки до роздiлу 3
В даному роздiлi на основi аналiзу легковiсних шифрiв: Simon,
Simeck, Speck, вперше до першого шифру було застосовано атаку iз
моделями витоку, було покращено результати атак за побiчними
каналами до другого шифру i оцiнено стiйкiсть третього до кубiчних
атак. В результатi чого, було:
1) для Simon повнiстю вiдновлено секретний ключ iз використанням
моделей 𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(0,0) та 𝐿
7
𝐻𝑊_𝐵𝑌 𝑇𝐸(1,0) за наявностi 2
11.554 вибраних
вiдкритих текстiв;
2) для Simeck було покращено атаку за побiчними каналами, яка
вiдновклює 32 бiти ключа до повного вiдновлення iз використанням 211.459
вибраних вiдкритих текстiв у моделях 𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(0,0) та 𝐿
7
𝐻𝑊_𝐵𝑌 𝑇𝐸(1,0);
3) для Speck було оцiнено стiйкiсть до кубiчних атак, якi виявилися
неефективними до цього типу атак.
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ВИСНОВКИ
У рамках виконання даної роботи були виконанi такi завдання:
– було проведено аналiз, вiдбiр та узагальнення теоретичних
вiдомостей, необхiдних для подальшого дослiдження. На основi
проведеного аналiзу встановлено, що iснуючий апарат, який
представлений кубiчною атакою, дозволяє отримати секретнi параметри,
навiть, для моделi чорного ящику за допомогою атак iз вибраними
вiдкритими текстами на блоковi та потоковi шифри.
Кубiчнi тестери ж є атаками iз розпiзнавачами. Перевагами їх є:
– вiдсутнiсть складного та довго здiйснюваного
передобчислювального етапу;
– не потребують малого степеня функцiї.
Недолiками ж є:
– дають тiльки розпiзнавач, а не вiдновлення ключа;
– знаходить лише можливiсть атаки на функцiю.
Якщо казати про динамiчнi кубiчнi атаки, то це бiльш загальна версiя
кубiчних атак, в якiй використовуються кубiчнi тестери для того, щоб
визначити, чи є припущення стосовно пiдмножини ключових бiтiв –
правильною чи нi. Та на вiдмiну вiд класичної кубiчної атаки, вони
використовують iнформацiю про структуру шифру. Отже, завдяки цьому
можна потенцiйно досягти кращих результатiв. Однак є рiзниця,
застосовуючи такую атаку на потоковi та блоковi шифри. Якщо у перших
неможливо автоматизувати весь процес, то у других така перевага є.
Також були виконанi такi завдання:
– аналiз практичного застосування кубiчних атак до симетричних
криптосистем;
– оцiнка практичної складностi кубiчних атак;
– пошук покращених методiв для знаходження кубiв;
62
– розроблено та реалiзовано платформу, яка дозволяє застосовувати
кубiчнi атаки до шифрiв iз 32-бiтним блоком вiдркитого тексту та 64-бiтним
ключем iз рiзними методами перебору на пошуку кубiв.
– на основi аналiзу легковiсних шифрiв: Simon, Simeck, Speck,
вперше до першого шифру було застосовано атаку iз моделями витоку,
було покращено результати атак за побiчними каналами до другого
шифру i оцiнено стiйкiсть третього до кубiчних атак. В результатi чого,
було:
1) для Simon повнiстю вiдновлено секретний ключ iз використанням
моделей витоку iнформацiї пiсля сьомого раунда, у якому знiмається
нульовий бiт ваги Хемiнга вiд нульового та першого байту за наявностi
211.554 вибраних вiдкритих текстiв;
2) для Simeck було покращено атаку за побiчними каналами, яка
вiдновклює 32 бiти ключа до повного вiдновлення iз використанням 211.459
вибраних вiдкритих текстiв у моделях витоку iнформацiї пiсля сьомого
раунда, у якому знiмається нульовий бiт ваги Хемiнга вiд нульового та
першого байту;
3) для Speck було оцiнено стiйкiсть до кубiчних атак, якi виявилися
неефективними до цього типу атак.
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ДОДАТОК А ТАБЛИЦI СУПЕРПОЛIНОМIВ
Даний додаток мiстить таблицi суперполiномiв для шифрiв Simon,
Simeck, Speck, описаних у роздiлi 3.1.
Таблиця А.1 – Приклади суперполiномiв iз 5-ти розмiрними кубами для
Simon32/64 у моделi 𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(0,0)
№ Куб Суперполiном
1 0x88202002 𝑥0𝑥4 ⊕ 𝑥4𝑥10
2 0x28888 𝑥0𝑥8
3 0x400390 𝑥0𝑥11




8 0x1082022 𝑥26 ⊕ 𝑥2𝑥9
9 0x1000E40 𝑥2𝑥13
10 0xC00620 𝑥1𝑥12








16 0x10404104 𝑥1 ⊕ 𝑥11
17 0x10114004 𝑥7𝑥15
18 0x42100840 𝑥4𝑥15 ⊕ 𝑥40𝑥15 ⊕ 𝑥14𝑥15 ⊕ 𝑥15𝑥16
19 0x8402140 𝑥1𝑥14 ⊕ 𝑥1𝑥15 ⊕ 𝑥1𝑥16 ⊕ 𝑥7𝑥15 ⊕ 𝑥15𝑥25
20 0x22008840 𝑥2𝑥8 ⊕ 𝑥2𝑥14 ⊕ 𝑥2𝑥16
21 0x84201080 𝑥0𝑥5 ⊕ 𝑥0𝑥41 ⊕ 𝑥0𝑥15 ⊕ 𝑥0𝑥17
22 0x10804280 𝑥0𝑥2 ⊕ 𝑥0𝑥8 ⊕ 𝑥0𝑥26 ⊕ 𝑥2𝑥15 ⊕ 𝑥2𝑥17
23 0x88002102 𝑥0𝑥4 ⊕ 𝑥4𝑥10 ⊕ 𝑥4𝑥18
24 0x42000A01 𝑥1𝑥4 ⊕ 𝑥2𝑥4 ⊕ 𝑥2𝑥10 ⊕ 𝑥2𝑥28 ⊕ 𝑥4𝑥19
25 0x30804200 𝑥1𝑥2 ⊕ 𝑥2𝑥7 ⊕ 𝑥2𝑥43 ⊕ 𝑥2𝑥19
26 0x20028408 𝑥2𝑥6 ⊕ 𝑥6𝑥12 ⊕ 𝑥6𝑥20
27 0x21008401 𝑥2𝑥3 ⊕ 𝑥3𝑥8 ⊕ 𝑥3𝑥44 ⊕ 𝑥3𝑥20
28 0x84001012 𝑥5 ⊕ 𝑥2𝑥5 ⊕ 𝑥3𝑥5 ⊕ 𝑥3𝑥11 ⊕ 𝑥3𝑥29 ⊕ 𝑥5𝑥37 ⊕ 𝑥5𝑥20
29 0x41811 𝑥3𝑥7 ⊕ 𝑥7𝑥13 ⊕ 𝑥7𝑥21
30 0x88002042 𝑥22 ⊕ 𝑥5𝑥14




32 0x20029008 𝑥6𝑥9 ⊕ 𝑥6𝑥10 ⊕ 𝑥6𝑥27
33 0x2100850 𝑥5𝑥13 ⊕ 𝑥12𝑥15 ⊕ 𝑥13𝑥15 ⊕ 𝑥13𝑥23 ⊕ 𝑥15𝑥30
34 0x42010A0 𝑥0𝑥13 ⊕ 𝑥0𝑥14 ⊕ 𝑥0𝑥31 ⊕ 𝑥6𝑥14 ⊕ 𝑥14𝑥24
35 0x18402100 𝑥0𝑥1 ⊕ 𝑥1𝑥6 ⊕ 𝑥1𝑥42 ⊕ 𝑥1𝑥18
36 0xC2000801 𝑥3𝑥4 ⊕ 𝑥4𝑥9 ⊕ 𝑥4𝑥45 ⊕ 𝑥4𝑥21
37 0x84001006 𝑥4𝑥5 ⊕ 𝑥5𝑥10 ⊕ 𝑥5𝑥46 ⊕ 𝑥5𝑥22
Таблиця А.2 – Приклади суперполiномiв iз 5-ти розмiрними кубами для
Simeck32/64 у моделi 𝐿7𝐻𝑊_𝐵𝑌 𝑇𝐸(0,0)
№ Куб Суперполiном
1 0x2004444 𝑥1 ⊕ 𝑥13 ⊕ 𝑥1𝑥13
2 0x4008888 𝑥2 ⊕ 𝑥14 ⊕ 𝑥2𝑥14
3 0x22800440 𝑥1𝑥3
4 0x5000E00 𝑥0𝑥4







9 0x486080 1⊕ 𝑥8




14 0x5000A40 𝑥0𝑥4 ⊕ 𝑥4𝑥15 ⊕ 𝑥4𝑥16
15 0x50208040 𝑥1 ⊕ 𝑥33 ⊕ 𝑥17 ⊕ 𝑥1𝑥12 ⊕ 𝑥8𝑥11
16 0x81800101 𝑥13 ⊕ 𝑥1𝑥13 ⊕ 𝑥2𝑥13 ⊕ 𝑥13𝑥18
17 0x1204240 𝑥1𝑥10 ⊕ 𝑥1𝑥11 ⊕ 𝑥1𝑥27 ⊕ 𝑥5𝑥11 ⊕ 𝑥11𝑥22
18 0x4000C006 𝑥4𝑥8 ⊕ 𝑥4𝑥9 ⊕ 𝑥4𝑥25
19 0x8000800D 𝑥5𝑥9 ⊕ 𝑥5𝑥10 ⊕ 𝑥5𝑥26
20 0x1030202 𝑥6 ⊕ 𝑥6𝑥10 ⊕ 𝑥6𝑥11 ⊕ 𝑥6𝑥27
21 0x2060404 𝑥7 ⊕ 𝑥7𝑥11 ⊕ 𝑥7𝑥12 ⊕ 𝑥7𝑥28
22 0x40C0808 𝑥8 ⊕ 𝑥8𝑥12 ⊕ 𝑥8𝑥13 ⊕ 𝑥8𝑥29
23 0x8181010 𝑥9 ⊕ 𝑥9𝑥13 ⊕ 𝑥9𝑥14 ⊕ 𝑥9𝑥30




25 0x20104060 𝑥32𝑥11 ⊕ 𝑥11𝑥15 ⊕ 𝑥11𝑥16
26 0x50208040 𝑥1 ⊕ 𝑥33 ⊕ 𝑥17 ⊕ 𝑥1𝑥12 ⊕ 𝑥8𝑥11
27 0xA0400081 𝑥1 ⊕ 𝑥2 ⊕ 𝑥34 ⊕ 𝑥18 ⊕ 𝑥2𝑥13 ⊕ 𝑥9𝑥12
28 0x81010201 𝑥5 ⊕ 𝑥5𝑥12 ⊕ 𝑥6𝑥10 ⊕ 𝑥6𝑥43 ⊕ 𝑥6𝑥27
29 0x2010406 𝑥6 ⊕ 𝑥6𝑥13 ⊕ 𝑥7𝑥11 ⊕ 𝑥7𝑥44 ⊕ 𝑥7𝑥28
30 0x402080C 𝑥7 ⊕ 𝑥7𝑥14 ⊕ 𝑥8𝑥12 ⊕ 𝑥8𝑥45 ⊕ 𝑥8𝑥29
31 0x8041018 𝑥8 ⊕ 𝑥8𝑥15 ⊕ 𝑥9𝑥13 ⊕ 𝑥9𝑥46 ⊕ 𝑥9𝑥30
32 0x10082030 𝑥10𝑥14 ⊕ 𝑥10𝑥47 ⊕ 𝑥10𝑥31
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ДОДАТОК Б ТЕКСТИ ПРОГРАМ
Даний додаток мiстить частково вихiдний код на реалiзовану
платформу для застосування кубiчних тестерiв та атак на симетричнi
шифри. Повнiстю робочий код можна знайти за посиланням [22]. Також у
[21] знаходиться платформа iз попередньої роботи [24] унiверсальної
кубiчної атаки до довiльних шифрiв.




#include "CubeFormer . h"
#include " . . / . . / Ciphers /Cipher_32_64 . h"




CubeAttack ( ) ;
CubeAttack (Cipher_32_64* p_cipher ) ;
~CubeAttack ( ) ;
void preprocess ing_phase ( ) ;
void online_phase ( ) ;
void user_mode (MAXTERM_FORM mf) ;
bool l i n e a r_t e s t ( uint32_t maxterm) ;
bool l i n ea r_te s t_b l r ( uint32_t maxterm) ;
bool l inear_test_tbt ( uint32_t maxterm) ;
void compute_linear_superpoly ( uint32_t maxterm , uint64_t superpoly [ 2 ] ) ;
void pr int_l inear_superpo ly ( uint32_t maxterm , const uint64_t superpoly [ 2 ] , int output = −1) ;
bool quadrat ic_test ( uint32_t maxterm) ;
uint64_t f ind_sec r e t_var i ab l e s ( uint32_t maxterm) ;
void compute_quadratic_superpoly ( uint32_t maxterm ,
uint64_t s e c r e tVar i ab l e s , std : : vector<std : : vector<int>>& superpoly ) ;
void print_quadrat ic_superpoly ( uint32_t maxterm ,
const std : : vector<std : : vector<int>>& superpoly , int output = −1) ;
void set_cubes ( std : : i n i t i a l i z e r _ l i s t <uint32_t> cubes ) ;




using l inear_tes t_t = bool ( CubeAttack : : * ) ( uint32_t ) ;




std : : vector<uint32_t> cubesSet ;
std : : o fstream m_out ;
} ;
Лiстинг файлу CubeAttack.cpp – файл реалiзацiї кубiчних тестерiв та атак




#include "CubeAttack . h"
#include " . . / . . / Ciphers /Speck . h"
#include " . . / . . / Ciphers /Simeck . h"
#include " . . / . . / Ciphers /Simon . h"
#include "CubeFormer . h"
//#de f ine ONLINE_PHASE
//#de f ine DOUBLE_CHECK
#define LINEAR_SEARCH
#define QUADRATIC_SEARCH
//#de f ine CONSOLE_PRINT_SUPERPOLY
#define FILE_PRINT_SUPERPOLY
CubeAttack : : CubeAttack ( )
{
//Speck* c ipher = new Speck ( OutputStateStategy : :HW, 0x2 ) ;
//Simon* c ipher = new Simon( OutputStateStategy : :RAW_STATE, 1) ;
Simeck* c ipher = new Simeck ( OutputStateStategy : :HW, 0x00 ) ;
m_cipher = c ipher ;
p_linearTest = &CubeAttack : : l i nea r_te s t_b l r ;
n_linearTest = 100;
n_quadraticTest = 100 ;
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n_randSamplesForSVI = 50 ;
#ifde f FILE_PRINT_SUPERPOLY
std : : s t r i n g f i l ePa th = "Attack/CA/ r e s u l t /" ;
std : : s t r i n g f i leName = m_cipher−>cipher_in fo ( ) + std : : s t r i n g ( "_" ) +
m_cipher−>get_outputStateStategy_name ( ) + std : : s t r i n g ( "_" ) +
std : : to_str ing (m_cipher−>get_nBitOutput ( ) ) + " . txt " ;
m_out . open ( f i l ePa th + fi leName ) ;
i f (m_out . f a i l ( ) )
{
throw std : : invalid_argument ( "Unable␣ to ␣open␣ f i l e " ) ;
}
m_out << " F i l e ␣ c on s i s t ␣cube␣ indexes ␣with␣ corresponding ␣ superpoly ␣ f o r ␣" <<
m_cipher−>cipher_in fo ( ) << "␣ c ipher . ␣" <<
"Output␣ s t a t e ␣ s t r a t egy : ␣" << m_cipher−>get_outputStateStategy_name ( ) << " . ␣" <<
"Ouput␣ b i t ␣number␣ i s : ␣" << std : : to_str ing (m_cipher−>get_nBitOutput ( ) ) << "\n" ;
m_out << "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n" ;
#endif // FILE_PRINT_SUPERPOLY
}
CubeAttack : : CubeAttack (Cipher_32_64* p_cipher )
{
m_cipher = p_cipher ;
p_linearTest = &CubeAttack : : l i nea r_te s t_b l r ;
n_linearTest = 100;
n_quadraticTest = 100 ;
n_randSamplesForSVI = 50 ;
#ifde f FILE_PRINT_SUPERPOLY
std : : s t r i n g f i l ePa th = "Attack/CA/ r e s u l t /" ;
std : : s t r i n g f i leName = m_cipher−>cipher_in fo ( ) + std : : s t r i n g ( "_" ) +
m_cipher−>get_outputStateStategy_name ( ) + std : : s t r i n g ( "_" ) +
std : : to_str ing (m_cipher−>get_nBitOutput ( ) ) + " . txt " ;
m_out . open ( f i l ePa th + fi leName ) ;
i f (m_out . f a i l ( ) )
{
throw std : : invalid_argument ( "Unable␣ to ␣open␣ f i l e " ) ;
}
m_out << " F i l e ␣ c on s i s t ␣cube␣ indexes ␣with␣ corresponding ␣ superpoly ␣ f o r ␣" <<
m_cipher−>cipher_in fo ( ) << "␣ c ipher . ␣" <<
"Output␣ s t a t e ␣ s t r a t egy : ␣" << m_cipher−>get_outputStateStategy_name ( ) << " . ␣" <<
"Ouput␣ b i t ␣number␣ i s : ␣" << std : : to_str ing (m_cipher−>get_nBitOutput ( ) ) << "\n" ;
m_out << "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n" ;
#endif FILE_PRINT_SUPERPOLY
}
CubeAttack : : ~ CubeAttack ( )
{
i f (m_out . is_open ( ) )
{




void CubeAttack : : preprocess ing_phase ( )
{
int cubeDim = 6 ;
int cubeCount = cubeFormer . get_end_flag ( cubeDim) ;
//uint32_t startCube = cubeFormer . get_start_cube (cubeDim) ;
uint32_t startCube = cubeFormer . get_end_cube ( cubeDim) ;
uint32_t nextCube = startCube ;
uint64_t l inear_superpo ly [ 2 ] ;
std : : vector<std : : vector<int>> quadrat ic_superpoly (2) ;
int count = 0 ;
std : : vector<uint64_t> l inSuperpo ly = {} ;
while ( count != cubeCount )
{
#ifde f LINEAR_SEARCH
i f ( l i n e a r_t e s t ( nextCube ) )
{
compute_linear_superpoly ( nextCube , l inear_superpo ly ) ;
pr int_l inear_superpo ly ( nextCube , l inear_superpo ly ) ;
#ifde f ONLINE_PHASE
i f ( std : : f i nd ( l inSuperpo ly . begin ( ) , l i nSuperpo ly . end ( ) , l inear_superpo ly [ 0 ] ) ==
l inSuperpo ly . end ( ) )
{
l inSuperpo ly . push_back ( l inear_superpo ly [ 0 ] ) ;








i f ( quadrat ic_test ( nextCube ) )
{
compute_quadratic_superpoly ( nextCube ,
f ind_sec r e t_var iab l e s ( nextCube ) , quadrat ic_superpoly ) ;







i f ( count % 1 ’ 000 ’ 000 == 0)
p r i n t f ( "%d␣cube␣viewed␣ f o r ␣ thread ␣with␣ id : ␣%d\n" , count , std : : this_thread : : get_id ( ) ) ;
//nextCube = cubeFormer . next_cube ( nextCube ) ;
nextCube = cubeFormer . prev_cube ( nextCube ) ;
//nextCube = cubeFormer . rand_cube () ;
//nextCube = cubeFormer . rand_cube (5 , 6) ;
}
// s td : : cout << "Count = " << count << std : : endl ;
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}
void CubeAttack : : onl ine_phase ( )
{
uint16_t p l a i n t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t c iphe r t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t key [ 2 ] = { 0x2 , 0x2 } ;
uint16_t nul [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint32_t pt = { 0x0 } ;
uint64_t l inear_superpo ly [ 2 ] ;
std : : vector<std : : vector<int>> quadrat ic_superpoly ;
int output ;
int maxtermCount ;
std : : vector<int> cubeIndexes = {} ;
for (auto e l : cubesSet )
{
cubeIndexes . c l e a r ( ) ;
maxtermCount = 0 ;
output = 0 ;
pt = 0x0 ;
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( e l >> i ) & 1) == 1)
cubeIndexes . push_back ( i ) ;
}
maxtermCount = cubeIndexes . s i z e ( ) ;
uint32_t card ia lDegree = 1U << maxtermCount ;
for ( uint32_t k = 0 ; k < card ia lDegree ; ++k)
{
for ( int b = 0 ; b < maxtermCount ; ++b)
{
i f ( ( k & (1U << b) ) > 0)
pt |= (1U << cubeIndexes [ b ] ) ;
else
pt &= ~(1U << cubeIndexes [ b ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , key , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
i f ( l i n e a r_t e s t ( e l ) )
{
compute_linear_superpoly ( e l , l inear_superpo ly ) ;
pr int_l inear_superpo ly ( e l , l inear_superpoly , output ) ;
}
else i f ( quadrat ic_test ( e l ) )
{
compute_quadratic_superpoly ( e l ,
f i nd_sec r e t_var iab l e s ( e l ) , quadrat ic_superpoly ) ;




void CubeAttack : : user_mode (MAXTERM_FORM mf)
{
char act ion ;
uint32_t maxterm ;
uint64_t l inear_superpo ly [ 2 ] ;
std : : vector<std : : vector<int>> quadrat ic_superpoly ;
do
{
maxterm = 0x0 ;
i f (mf == MAXTERM_FORM: :INDEX_FORM)
{
uint32_t index ;
const int end = ’ . ’ ; // = 46 = 0x2E
p r i n t f ( " Input ␣cube␣ indexes ( end␣with␣ \ ’ . \ ’ ) : ␣" ) ;
for ( ; std : : c in >> index && index != end ; )
{
maxterm |= 1U << ( index ) ;
}
i f ( ! std : : c in )
{
std : : c in . c l e a r ( ) ;
std : : c in . i gnore ( std : : numeric_limits<std : : s t reamsize >: :max( ) , ’ \n ’ ) ;
p r i n t f ( "Error ␣ input \n" ) ;
}
}
else i f (mf == MAXTERM_FORM: : INT_FORM)
{
p r i n t f ( " Input ␣maxterm : ␣" ) ;
std : : c in >> maxterm ;
i f ( ! std : : c in )
{
std : : c in . c l e a r ( ) ;
std : : c in . i gnore ( std : : numeric_limits<std : : s t reamsize >: :max( ) , ’ \n ’ ) ;
p r i n t f ( "Error ␣ input \n" ) ;
}
}
i f ( l i n e a r_t e s t (maxterm) )
{
std : : cout << " l i n \n" ;
compute_linear_superpoly (maxterm , l inear_superpo ly ) ;




i f ( quadrat ic_test (maxterm) )
{
std : : cout << "quadra\n" ;
compute_quadratic_superpoly (maxterm ,
f ind_sec r e t_var iab l e s (maxterm) , quadrat ic_superpoly ) ;




p r i n t f ( " ac t ion (Next (n) /Exit ( e ) ) : ␣" ) ;
std : : c in >> act ion ;
} while ( ac t i on != ’ e ’ ) ;
}
bool CubeAttack : : l i n e a r_t e s t ( uint32_t maxterm)
{
return ( this−>*p_linearTest ) (maxterm) ;
}
bool CubeAttack : : l i nea r_te s t_b l r ( uint32_t maxterm)
{
uint16_t p l a i n t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t c iphe r t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t x [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t y [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t xy [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t nul [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint32_t pt = { 0x0 } ;
uint64_t rand = 0 ;
std : : random_device rd ;
std : : mt19937_64 gen ( rd ( ) ) ;
std : : uni form_int_distr ibut ion<uint64_t> d i s (0x1 , 0xFFFFFFFFFFFFFFFF) ;
int maxtermCount ;
std : : vector<int> cubeIndexes = {} ;
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( maxterm >> i ) & 1) == 1)
{
cubeIndexes . push_back ( i ) ;
}
}
maxtermCount = cubeIndexes . s i z e ( ) ;
uint32_t card ia lDegree = 1U << maxtermCount ;
int answer = 0 ;
for ( int i = 0 ; i < n_linearTest ; ++i )
{
//x [ 0 ] = d i s ( gen ) ;
//x [ 1 ] = d i s ( gen ) ;
//x [ 2 ] = d i s ( gen ) ;
//x [ 3 ] = d i s ( gen ) ;
//y [ 0 ] = d i s ( gen ) ;
//y [ 1 ] = d i s ( gen ) ;
//y [ 2 ] = d i s ( gen ) ;
//y [ 3 ] = d i s ( gen ) ;
rand = gen ( ) ;
x [ 0 ] = rand ;
x [ 1 ] = rand >> 16;
x [ 2 ] = rand >> 32;
x [ 3 ] = rand >> 48;
rand = gen ( ) ;
y [ 0 ] = rand ;
y [ 1 ] = rand >> 16;
y [ 2 ] = rand >> 32;
y [ 3 ] = rand >> 48;
xy [ 0 ] = x [ 0 ] ^ y [ 0 ] ;
xy [ 1 ] = x [ 1 ] ^ y [ 1 ] ;
xy [ 2 ] = x [ 2 ] ^ y [ 2 ] ;
xy [ 3 ] = x [ 3 ] ^ y [ 3 ] ;
for ( uint32_t k = 0 ; k < card ia lDegree ; ++k)
{
for ( int b = 0 ; b < maxtermCount ; ++b)
{
i f ( ( k & (1U << b) ) > 0)
pt |= (1U << cubeIndexes [ b ] ) ;
else
pt &= ~(1U << cubeIndexes [ b ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , x , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , y , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , xy , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , nul , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
i f ( answer == 1) return fa l se ;




bool CubeAttack : : l inear_test_tbt ( uint32_t maxterm)
{
uint16_t p l a i n t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t c iphe r t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t x [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t y [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t z [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t nul [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint32_t pt = { 0x0 } ;
uint64_t keyInt = { 0x0 } ;
uint64_t invKeyInt = { 0x0 } ;
std : : random_device rd ;
std : : mt19937 gen ( rd ( ) ) ;
std : : uni form_int_distr ibut ion<uint16_t> d i s (0x0 , 0xFFFF) ;
int maxtermCount = 0 ;
std : : vector<int> cubeIndexes = {} ;
std : : vector<int> keyIndexes = {} ;
for ( int i = 0 ; i < 32 ; ++i )
{
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i f ( ( ( maxterm >> i ) & 1) == 1)
{
cubeIndexes . push_back ( i ) ;
}
}
maxtermCount = cubeIndexes . s i z e ( ) ;
uint32_t card ia lDegree = 1U << maxtermCount ;
int r e s = 0 ;
for ( int k = 0 ; k < 64 ; ++k)
{
keyInt = 1ULL << k ;
x [ 0 ] = keyInt ;
x [ 1 ] = keyInt >> 16;
x [ 2 ] = keyInt >> 32;
x [ 3 ] = keyInt >> 48;
for ( uint32_t i = 0 ; i < card ia lDegree ; ++i )
{
for ( int j = 0 ; j < maxtermCount ; ++j )
{
i f ( ( i & (1U << j ) ) > 0)
pt |= (1U << cubeIndexes [ j ] ) ;
else
pt &= ~(1U << cubeIndexes [ j ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , x , c i phe r t ex t ) ;
r e s ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , nul , c i phe r t ex t ) ;
r e s ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
i f ( r e s == 1)
keyIndexes . push_back (k ) ;
r e s = 0 ;
}
for (auto e l : keyIndexes )
{
for ( int i = 0 ; i < n_linearTest ; ++i )
{
r e s = 0 ;
y [ 0 ] = d i s ( gen ) ;
y [ 1 ] = d i s ( gen ) ;
y [ 2 ] = d i s ( gen ) ;
y [ 3 ] = d i s ( gen ) ;
z [ 0 ] = y [ 0 ] ;
z [ 1 ] = y [ 1 ] ;
z [ 2 ] = y [ 2 ] ;
z [ 3 ] = y [ 3 ] ;
keyInt = 1ULL << e l ;
y [ 0 ] |= keyInt ;
y [ 1 ] |= keyInt >> 16 ;
y [ 2 ] |= keyInt >> 32 ;
y [ 3 ] |= keyInt >> 48 ;
invKeyInt = ~keyInt ;
z [ 0 ] &= invKeyInt ;
z [ 1 ] &= invKeyInt >> 16 ;
z [ 2 ] &= invKeyInt >> 32 ;
z [ 3 ] &= invKeyInt >> 48 ;
for ( uint32_t k = 0 ; k < card ia lDegree ; ++k)
{
for ( int b = 0 ; b < maxtermCount ; ++b)
{
i f ( ( k & (1U << b) ) > 0)
pt |= (1U << cubeIndexes [ b ] ) ;
else
pt &= ~(1U << cubeIndexes [ b ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , y , c i phe r t ex t ) ;
r e s ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , z , c i phe r t ex t ) ;
r e s ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}





void CubeAttack : : compute_linear_superpoly ( uint32_t maxterm , uint64_t superpoly [ 2 ] )
{
uint16_t p l a i n t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t c iphe r t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t key [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t nul [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint32_t pt = { 0x0 } ;
uint64_t keyInt = { 0x0 } ;
superpoly [ 0 ] = { 0x0 } ;
superpoly [ 1 ] = { 0x0 } ;
std : : vector<int> cubeIndexes = {} ;
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( maxterm >> i ) & 1) == 1)
{
cubeIndexes . push_back ( i ) ;
}
}
int maxtermCount = cubeIndexes . s i z e ( ) ;
uint32_t card ia lDegree = 1U << maxtermCount ;
int constant = 0 ;
int c o e f f = 0 ;
for ( uint32_t i = 0 ; i < card ia lDegree ; ++i )
{
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for ( int j = 0 ; j < maxtermCount ; ++j )
{
i f ( ( i & (1U << j ) ) > 0)
pt |= (1U << cubeIndexes [ j ] ) ;
else
pt &= ~(1U << cubeIndexes [ j ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , nul , c i phe r t ex t ) ;
constant ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
superpoly [ 1 ] = constant ;
for ( int k = 0 ; k < 64 ; ++k)
{
keyInt = 1ULL << k ;
key [ 0 ] = keyInt ;
key [ 1 ] = keyInt >> 16 ;
key [ 2 ] = keyInt >> 32 ;
key [ 3 ] = keyInt >> 48 ;
for ( uint32_t i = 0 ; i < card ia lDegree ; ++i )
{
for ( int j = 0 ; j < maxtermCount ; ++j )
{
i f ( ( i & (1U << j ) ) > 0)
pt |= (1U << cubeIndexes [ j ] ) ;
else
pt &= ~(1U << cubeIndexes [ j ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , key , c i phe r t ex t ) ;
c o e f f ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
i f ( ( constant ^ c o e f f ) == 1)
superpoly [ 0 ] |= 1ULL << k ;
c o e f f = 0 ;
}
}
void CubeAttack : : pr int_l inear_superpo ly ( uint32_t maxterm , const uint64_t superpoly [ 2 ] , int output )
{
#ifde f DOUBLE_CHECK
for ( int i = 0 ; i < 10 ; i++)
{




i f ( superpoly [ 0 ] > 0)
{
std : : o s t r ings t r eam l s ;
l s << "Cube␣ : ␣{␣" ;
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( maxterm >> i ) & 1) == 1)
l s << i << "␣" ;
}
l s << "}␣~␣" << maxterm << "\n" ;
l s << "Superpoly ␣ : ␣" << superpoly [ 1 ] ;
for ( int i = 0 ; i < 64 ; ++i )
{
i f ( ( ( superpoly [ 0 ] >> i ) & 1) == 1)
l s << "+x" << i ;
}
l s << "\n" ;
#ifde f CONSOLE_PRINT_SUPERPOLY
std : : cout << l s . s t r ( ) ;
i f ( output != −1)
std : : cout << "Output␣=␣" << output << std : : endl ;
#endif // CONSOLE_PRINT_SUPERPOLY
#ifde f FILE_PRINT_SUPERPOLY
m_out << l s . s t r ( ) ;
i f ( output != −1)




bool CubeAttack : : quadrat ic_test ( uint32_t maxterm)
{
uint16_t p l a i n t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t c iphe r t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t x [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t y [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t z [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t xy [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t xz [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t yz [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t xyz [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t nul [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint32_t pt = { 0x0 } ;
std : : random_device rd ;
std : : mt19937 gen ( rd ( ) ) ;
std : : uni form_int_distr ibut ion<uint16_t> d i s (0x0 , 0xFFFF) ;
std : : vector<int> cubeIndexes = {} ;
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( maxterm >> i ) & 1) == 1)
{




int maxtermCount = cubeIndexes . s i z e ( ) ;
uint32_t card ia lDegree = 1U << maxtermCount ;
int answer = 0 ;
for ( int i = 0 ; i < n_quadraticTest ; ++i )
{
x [ 0 ] = d i s ( gen ) ;
x [ 1 ] = d i s ( gen ) ;
x [ 2 ] = d i s ( gen ) ;
x [ 3 ] = d i s ( gen ) ;
y [ 0 ] = d i s ( gen ) ;
y [ 1 ] = d i s ( gen ) ;
y [ 2 ] = d i s ( gen ) ;
y [ 3 ] = d i s ( gen ) ;
z [ 0 ] = d i s ( gen ) ;
z [ 1 ] = d i s ( gen ) ;
z [ 2 ] = d i s ( gen ) ;
z [ 3 ] = d i s ( gen ) ;
xy [ 0 ] = x [ 0 ] ^ y [ 0 ] ;
xy [ 1 ] = x [ 1 ] ^ y [ 1 ] ;
xy [ 2 ] = x [ 2 ] ^ y [ 2 ] ;
xy [ 3 ] = x [ 3 ] ^ y [ 3 ] ;
xz [ 0 ] = x [ 0 ] ^ z [ 0 ] ;
xz [ 1 ] = x [ 1 ] ^ z [ 1 ] ;
xz [ 2 ] = x [ 2 ] ^ z [ 2 ] ;
xz [ 3 ] = x [ 3 ] ^ z [ 3 ] ;
yz [ 0 ] = y [ 0 ] ^ z [ 0 ] ;
yz [ 1 ] = y [ 1 ] ^ z [ 1 ] ;
yz [ 2 ] = y [ 2 ] ^ z [ 2 ] ;
yz [ 3 ] = y [ 3 ] ^ z [ 3 ] ;
xyz [ 0 ] = x [ 0 ] ^ y [ 0 ] ^ z [ 0 ] ;
xyz [ 1 ] = x [ 1 ] ^ y [ 1 ] ^ z [ 1 ] ;
xyz [ 2 ] = x [ 2 ] ^ y [ 2 ] ^ z [ 2 ] ;
xyz [ 3 ] = x [ 3 ] ^ y [ 3 ] ^ z [ 3 ] ;
for ( uint32_t k = 0 ; k < card ia lDegree ; ++k)
{
for ( int b = 0 ; b < maxtermCount ; ++b)
{
i f ( ( k & (1U << b) ) > 0)
pt |= (1U << cubeIndexes [ b ] ) ;
else
pt &= ~(1U << cubeIndexes [ b ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , x , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , y , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , z , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , xy , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , xz , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , yz , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , xyz , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , nul , c i phe r t ex t ) ;
answer ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
i f ( answer == 1) return fa l se ;




uint64_t CubeAttack : : f i nd_sec r e t_var i ab l e s ( uint32_t maxterm)
{
uint16_t p l a i n t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t c iphe r t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t key [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint32_t pt = { 0x0 } ;
uint64_t keyInt = { 0x0 } ;
uint64_t invKey = { 0x0 } ;
uint64_t rand = 0 ;
std : : random_device rd ;
std : : mt19937_64 gen ( rd ( ) ) ;
std : : uni form_int_distr ibut ion<uint64_t> d i s (0x1 , 0xFFFFFFFFFFFFFFFF) ;
std : : vector<int> cubeIndexes = {} ;
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( maxterm >> i ) & 1) == 1)
cubeIndexes . push_back ( i ) ;
}
int maxtermCount = cubeIndexes . s i z e ( ) ;
uint32_t card ia lDegree = 1U << maxtermCount ;
int output = 0 ;
uint64_t s e c r e tVa r i ab l e s I ndexe s = 0x0 ;
for ( int i = 0 ; i < 64 ; ++i )
{
keyInt = 1ULL << i ;
invKey = ~keyInt ;
for ( int k = 0 ; k < n_randSamplesForSVI ; ++k)
{
rand = gen ( ) ;
key [ 0 ] = rand ;
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key [ 1 ] = rand >> 16;
key [ 2 ] = rand >> 32;
key [ 3 ] = rand >> 48;
for ( uint32_t j = 0 ; j < card ia lDegree ; ++j )
{
for ( int b = 0 ; b < maxtermCount ; ++b)
{
i f ( ( j & (1U << b) ) > 0)
pt |= (1U << cubeIndexes [ b ] ) ;
else
pt &= ~(1U << cubeIndexes [ b ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
key [ 0 ] |= keyInt ;
key [ 1 ] |= keyInt >> 16 ;
key [ 2 ] |= keyInt >> 32 ;
key [ 3 ] |= keyInt >> 48 ;
m_cipher−>encrypt_block ( p la in text , key , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
key [ 0 ] &= invKey ;
key [ 1 ] &= ( invKey >> 16) ;
key [ 2 ] &= ( invKey >> 32) ;
key [ 3 ] &= ( invKey >> 48) ;
m_cipher−>encrypt_block ( p la in text , key , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
i f ( output == 1)
{
s e c r e tVa r i ab l e s I ndexe s |= keyInt ;





return s e c r e tVa r i ab l e s I ndexe s ;
}
void CubeAttack : : compute_quadratic_superpoly ( uint32_t maxterm ,
uint64_t s e c r e tVar i ab l e s , std : : vector<std : : vector<int>>& superpoly )
{
uint16_t p l a i n t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t c iphe r t ex t [ 2 ] = { 0x0 , 0x0 } ;
uint16_t nul [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t key [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint32_t pt = { 0x0 } ;
uint64_t keyInt = { 0x0 } ;
superpoly [ 0 ] . c l e a r ( ) ;
superpoly [ 1 ] . c l e a r ( ) ;
std : : vector<int> cubeIndexes = {} ;
std : : vector<int> sec r e tVa r i ab l e s I ndexe s = {} ;
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( maxterm >> i ) & 1) == 1)
cubeIndexes . push_back ( i ) ;
i f ( ( ( s e c r e tVa r i ab l e s >> i ) & 1) == 1)
s e c r e tVa r i ab l e s I ndexe s . push_back ( i ) ;
i f ( ( ( s e c r e tVa r i ab l e s >> ( i +32) ) & 1) == 1)
s e c r e tVa r i ab l e s I ndexe s . push_back ( i +32) ;
}
int maxtermCount = cubeIndexes . s i z e ( ) ;
int sec re tVar iab le sCount = se c r e tVa r i ab l e s I ndexe s . s i z e ( ) ;
uint32_t card ia lDegree = 1U << maxtermCount ;
int output = 0 ;
for ( int r1 = 0 ; r1 < secre tVar iab le sCount ; ++r1 )
{
keyInt = 1ULL << sec r e tVa r i ab l e s I ndexe s [ r1 ] ;
key [ 0 ] = keyInt ;
key [ 1 ] = keyInt >> 16 ;
key [ 2 ] = keyInt >> 32 ;
key [ 3 ] = keyInt >> 48 ;
for ( uint32_t j = 0 ; j < card ia lDegree ; ++j )
{
for ( int b = 0 ; b < maxtermCount ; ++b)
{
i f ( ( j & (1U << b) ) > 0)
pt |= (1U << cubeIndexes [ b ] ) ;
else
pt &= ~(1U << cubeIndexes [ b ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , nul , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , key , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
i f ( output == 1)
{
superpoly [ 0 ] . push_back ( s e c r e tVa r i ab l e s I ndexe s [ r1 ] ) ;
superpoly [ 1 ] . push_back (0) ;
output = 0 ;
}
}
uint16_t key_01 [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t key_10 [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
uint16_t key_11 [ 4 ] = { 0x0 , 0x0 , 0x0 , 0x0 } ;
int sVCdec = secretVar iab le sCount − 1 ;
for ( int r2_1 = 0 ; r2_1 < sVCdec ; ++r2_1 )
{
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for ( int r2_2 = r2_1 + 1 ; r2_2 < secretVar iab le sCount ; ++r2_2 )
{
keyInt = 1ULL << sec r e tVa r i ab l e s I ndexe s [ r2_2 ] ;
key_01 [ 0 ] = keyInt ;
key_01 [ 1 ] = keyInt >> 16;
key_01 [ 2 ] = keyInt >> 32;
key_01 [ 3 ] = keyInt >> 48;
keyInt = 1ULL << sec r e tVa r i ab l e s I ndexe s [ r2_1 ] ;
key_10 [ 0 ] = keyInt ;
key_10 [ 1 ] = keyInt >> 16;
key_10 [ 2 ] = keyInt >> 32;
key_10 [ 3 ] = keyInt >> 48;
keyInt = 1ULL << sec r e tVa r i ab l e s I ndexe s [ r2_1 ] ;
keyInt |= 1ULL << sec r e tVa r i ab l e s I ndexe s [ r2_2 ] ;
key_11 [ 0 ] = keyInt ;
key_11 [ 1 ] = keyInt >> 16;
key_11 [ 2 ] = keyInt >> 32;
key_11 [ 3 ] = keyInt >> 48;
for ( uint32_t j = 0 ; j < card ia lDegree ; ++j )
{
for ( int b = 0 ; b < maxtermCount ; ++b)
{
i f ( ( j & (1U << b) ) > 0)
pt |= (1U << cubeIndexes [ b ] ) ;
else
pt &= ~(1U << cubeIndexes [ b ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , nul , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , key_01 , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , key_10 , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
m_cipher−>encrypt_block ( p la in text , key_11 , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
i f ( output == 1)
{
superpoly [ 0 ] . push_back ( s e c r e tVa r i ab l e s I ndexe s [ r2_1 ] ) ;
superpoly [ 1 ] . push_back ( s e c r e tVa r i ab l e s I ndexe s [ r2_2 ] ) ;




for ( uint32_t j = 0 ; j < card ia lDegree ; ++j )
{
for ( int b = 0 ; b < maxtermCount ; ++b)
{
i f ( ( j & (1U << b) ) > 0)
pt |= (1U << cubeIndexes [ b ] ) ;
else
pt &= ~(1U << cubeIndexes [ b ] ) ;
}
p l a i n t ex t [ 0 ] = pt ;
p l a i n t ex t [ 1 ] = pt >> 16 ;
m_cipher−>encrypt_block ( p la in text , nul , c i phe r t ex t ) ;
output ^= m_cipher−>get_bit ( c i phe r t ex t ) ;
}
superpoly [ 0 ] . push_back ( output ) ;
superpoly [ 1 ] . push_back (0) ;
}
void CubeAttack : : pr int_quadrat ic_superpoly ( uint32_t maxterm ,
const std : : vector<std : : vector<int>>& superpoly , int output )
{
#ifde f DOUBLE_CHECK
for ( int i = 0 ; i < 10 ; i++)
{




bool f_deg2 = f a l s e ;
std : : o s t r ings t r eam l s 2 ;
i f ( superpoly [ 0 ] . s i z e ( ) > 0)
{
int superpo ly0S i ze = superpoly [ 0 ] . s i z e ( ) − 1 ;
l s 2 << "Superpoly ␣ : ␣" << superpoly [ 0 ] [ superpo ly0S i ze ] ;
for ( int i = 0 ; i < superpo ly0S i ze ; ++i )
{
i f ( ( superpoly [ 0 ] [ i ] != 0) & ( superpoly [ 1 ] [ i ] == 0) )
l s 2 << "+x" << superpoly [ 0 ] [ i ] ;
i f ( superpoly [ 1 ] [ i ] != 0)
{
f_deg2 = true ;




i f ( superpoly [ 1 ] . s i z e ( ) > 1 && f_deg2 == true )
{
std : : o s t r ings t r eam l s ;
l s << "Cube␣ : ␣{␣" ;
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( maxterm >> i ) & 1) == 1)
l s << i << "␣" ;
}
l s << "}␣~␣" << maxterm << "\n" ;
l s << l s 2 . s t r ( ) << "\n" ;
#ifde f CONSOLE_PRINT_SUPERPOLY
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std : : cout << l s . s t r ( ) ;
i f ( output != −1)
std : : cout << "Output␣=␣" << output << std : : endl ;
#endif // CONSOLE_PRINT_SUPERPOLY
#ifde f FILE_PRINT_SUPERPOLY
m_out << l s . s t r ( ) ;
i f ( output != −1)




void CubeAttack : : set_cubes ( std : : i n i t i a l i z e r _ l i s t <uint32_t> cubes )
{
cubesSet . i n s e r t ( cubesSet . end ( ) , cubes . begin ( ) , cubes . end ( ) ) ;
}
void CubeAttack : : set_extended_cubes ( std : : i n i t i a l i z e r _ l i s t <uint32_t> cubes , int extendedDimension )
{
for (auto e l : cubes )
{
cubesSet . push_back ( e l ) ;
bool f_subCube = f a l s e ;
int count = 0 ;
int cubeCount = cubeFormer . get_end_flag ( extendedDimension ) ;
uint32_t startCube = cubeFormer . get_start_cube ( extendedDimension ) ;
uint32_t nextCube = startCube ;
uint32_t extendedCube = e l ;
while ( count != cubeCount )
{
for ( int i = 0 ; i < 32 ; ++i )
{
i f ( ( ( nextCube >> i ) & 1) == 1)
{
i f ( ( ( extendedCube >> i ) & 1) != 1)
extendedCube |= 1U << i ;
else




nextCube = cubeFormer . next_cube ( nextCube ) ;
i f ( ! f_subCube )
{
cubesSet . push_back ( extendedCube ) ;
// cubesSet . push_back ( extendedCube >> 1) ;
}
f_subCube = f a l s e ;










CubeAttackManager ( ) = default ;
~CubeAttackManager ( ) = default ;
void cube_attack_run (Cipher_32_64* c ipher ) ;
template<typename T, s ize_t N>
void attack (T(&ciphers_array ) [N] ) ;
private :
} ;
template<typename T, s ize_t N>
in l ine void CubeAttackManager : : attack (T(&ciphers_array ) [N] )
{
std : : vector<std : : thread> threads ;
for (auto& cipher : c iphers_array )
{
threads . push_back ( std : : thread ([& cipher , this ] { cube_attack_run ( c ipher ) ; }) ) ;
}
for (auto& t : threads )
{
t . j o i n ( ) ;
}
}
Лiстинг файлу CubeAttackManager.cpp – файл реалiзацiї менеджеру кубiчних атак
#include " s tda fx . h"
#include "CubeAttack . h"
#include "CubeAttackManager . h"
void CubeAttackManager : : cube_attack_run (Cipher_32_64* c ipher )
{
CubeAttack ca ( c ipher ) ;
ca . preprocess ing_phase ( ) ;
}
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Лiстинг файлу CubeFormer.h – файл iнтерфейсу формування кубiв
#pragma once




CubeFormer ( ) = default ;
~CubeFormer ( ) = default ;
uint32_t get_start_cube ( int dimension ) ;
uint32_t next_cube ( uint32_t number ) ;
uint32_t get_end_cube ( int dimension ) ;
uint32_t prev_cube ( uint32_t number ) ;
int get_end_flag ( int dimension ) ;
uint32_t rand_cube ( ) ;
uint32_t rand_cube ( int lowerDimension , int upperDimension ) ;
private :
uint32_t start_cubes [ 3 2 ] = {
0 , 1 , 3 , 7 , 15 , 31 , 63 , 127 , 255 , 511 , 1023 , 2047 , 4095 , 8191 , 16383 , 32767 ,
65535 , 131071 , 262143 , 524287 , 1048575 , 2097151 , 4194303 , 8388607 , 16777215 ,
33554431 , 67108863 , 134217727 , 268435455 , 536870911 , 1073741823 , 2147483647
} ;
uint32_t end_cubes [ 3 2 ] = {
0 , 2147483648 , 3221225472 , 3758096384 , 4026531840 , 4160749568 , 4227858432 ,
4261412864 , 4278190080 , 4286578688 , 4290772992 , 4292870144 , 4293918720 ,
4294443008 , 4294705152 , 4294836224 , 4294901760 , 4294934528 , 4294950912 ,
4294959104 , 4294965248 , 4294966272 , 4294966784 , 4294967040 , 4294967168 ,
4294967232 , 4294967264 , 4294967280 , 4294967288 , 4294967292 , 4294967294 , 4294967295
} ;
int end_flag [ 3 2 ] = {
0 , 32 , 496 , 4960 , 35960 , 201376 , 906142 , 3365856 , 10518300 , 28048800 ,
64512240 , 129024480 , 225792840 , 347373600 , 471435600 , 565722720 , 601080390 ,
565722720 , 471435600 , 347373600 , 225792840 , 129024480 , 64512240 , 28048800 ,
10518300 , 3365856 , 906142 , 201376 , 35960 , 4960 , 496 , 32
} ;
} ;
Лiстинг файлу CubeFormer.cpp – файл реалiзацiї формування кубiв
#include " s tda fx . h"
#include "CubeFormer . h"
#include "random"
uint32_t CubeFormer : : get_start_cube ( int dimension )
{
return start_cubes [ dimension ] ;
}




uint32_t r ightOnesPattern ;
uint32_t next = 0 ;
i f ( number )
{
rightOne = number & −(signed ) number ;
nextHigherOneBit = number + rightOne ;
r ightOnesPattern = number ^ nextHigherOneBit ;
r ightOnesPattern = ( r ightOnesPattern ) / rightOne ;
r ightOnesPattern >>= 2;




uint32_t CubeFormer : : get_end_cube ( int dimension )
{
return end_cubes [ dimension ] ;
}
uint32_t CubeFormer : : prev_cube ( uint32_t number )
{
return ~next_cube (~number ) ;
}
int CubeFormer : : get_end_flag ( int dimension )
{
return end_flag [ dimension ] ;
}
uint32_t CubeFormer : : rand_cube ( )
{
std : : random_device rd ;
std : : mt19937 gen ( rd ( ) ) ;
std : : uni form_int_distr ibut ion<uint32_t> d i s (0x0 , 0xFFFFFFFF) ;
return d i s ( gen ) ;
}
uint32_t CubeFormer : : rand_cube ( int lowerDimension , int upperDimension )
{
std : : random_device rd ;
std : : mt19937 gen ( rd ( ) ) ;
std : : uni form_int_distr ibut ion<uint32_t> d i s (0x0 , 0xFFFFFFFF) ;
return d i s ( gen ) ;
}
