. Harald Bohr modern atomic theory and recipient of the Nobel prize for physics in 1922, was Denmark's most honored citizen during his lifetime.
The infinite series
Like many others before and after him, Harald Bohr wanted to decide the truth or falsity of the Riemann hypothesis, one of the most famous unsolved problems of mathematics. Bohr was unsuccessful, but much of his mathematical work was motivated by trying to understand the Riemann zeta-function : It is easy to see that the in nite series on the right-hand side converges absolutely in the half-plane where the real part of the complex variable s exceeds 1, for j1=n s j = 1=n
Re s , and P 1 n=1 1=n x converges when x > 1. On the other hand, there is no larger open half-plane where the series converges (even conditionally), because when s = 1 the series reduces to the divergent harmonic series.
It is a natural idea to try to understand the Riemann -function by studying the more general Dirichlet series of the form P 1 n=1 a n =n s , the coe cients a n being complex constants. (These are ordinary Dirichlet series; for a wider class, see, for example, 2, 16].) A simple example of a Dirichlet series is P 1 n=1 ( 1) n+1 =n s , which is the -function series with alternating signs. Evidently this series converges absolutely in exactly the same half-plane as the -function series does: Re s > 1. However, this new series converges conditionally (but not absolutely) in the larger half-plane where Re s > 0. The convergence follows from the Abel-Dirichlet-Dedekind generalization of the alternating series test (see, for example, 15 , x143], 20, x5.5]), which implies that if fb n g is a sequence tending to 0 and of bounded variation, then P n ( 1) This phenomenon of conditional convergence is contrary to our experience with ordinary power series P 1 n=1 c n z n , for a power series converges absolutely at all points of its open disk of convergence. A Dirichlet series can converge nonabsolutely (that is, conditionally) in a vertical strip, and the above example shows that the width of such a strip can be as large as 1. The width of the strip of conditional, nonabsolute convergence cannot, however, exceed 1. Indeed, if P 1 n=1 a n =n s converges for a certain s, then the individual terms tend to 0, and in particular are bounded in absolute value by some constant M; now if z is a complex number such that Re z > 1 converges. Since each nite partial sum P N n=1 a n =n s is bounded on the line where Re s = b, and since (by hypothesis) the partial sums converge uniformly on this line, the partial sums must be uniformly bounded on the line, say by a constant M. Then for every positive integer N and every real number t, we have the inequality does converge. This con rms that the maximal width A B of the strip of uniform but not absolute convergence of a Dirichlet series is at most 1=2. Next I want to show that the cut-o value for this width is no smaller than 1=2.
5. The lower bound I will construct a Dirichlet series P 1 n=1 a n =n s that converges uniformly in every half-plane fs : Re s + 1 2 g, where > 0, but that does not converge absolutely when Re s < 1. This example demonstrates that no number smaller than 1=2 will serve as a cut-o for the maximal width of the strip of uniform nonabsolute convergence of Dirichlet series.
5.1. Tools. The construction uses o -the-shelf technology: elementary counting, the prime number theorem, and the theory of random Fourier series. There is enough slack in the method that I do not need particularly sharp implementations of these tools. The theory of analytic functions of an in nite number of variables, central to Harald Bohr's approach, is hiding in the background, but I shall not need to make explicit reference to it.
Nonetheless, the philosophy of the construction is very much that of Bohr. Namely, I choose to view an object such as 1=45 s not as the reciprocal of a power of an integer, but as the value of the monomial z 2 1 z 2 when z 1 = 1=3 s and z 2 = 1=5 s . Thus, the problem becomes separated from number theory and turns into a problem about polynomials. 5.1.1. The prime number theorem. The most familiar version of the prime number theorem says that the number of primes less than x is asymptotic to x= log x when x ! 1. An equivalent statement is that if the prime numbers are arranged in increasing order (p 1 = 2, p 2 = 3, p 3 = 5, and so on), then the size of the nth prime p n is asymptotic to n log n. I need only the weaker statement that there is a constant c 1 larger than 1 such that 1=c 1 < p n =(n log n) < c 1 when n > 1, which is rather easier to prove than the full-blown prime number theorem (see, for example, 1, x4.5]). 5.1.2. Counting monomials. I need simple bounds on the number of monomials of degree m in n variables: objects of the form z 1 1 z 2 2 : : : z n n , where the j are nonnegative integers whose sum is m. Viewing such a monomial as a product of m nontrivial factors, where there are n choices for each factor, gives a count of n m ; but this count is too big, since it takes account of the order of the terms. No particular product of terms has more than m! rearrangements, and some products have fewer rearrangements, so n m =m! is an undercount. Thus the number of distinct monomials of degree m in n variables is between n m =m! and n m . It is easy to show that the precise count is the binomial coe cient n+m 1 m , but I shall not need this exact value. 5.1.3. Random polynomials. Consider a homogeneous polynomial of degree m in n complex variables with coe cients 1: that is, an object of the form X 1 + 2 + + n=m z 1 1 z 2 2 : : : z n n :
To avoid trivialities, I assume that m and n are both at least 2. What can be said about the supremum of the modulus of such a polynomial when every coordinate z j lies in the unit disk? Since each term has modulus at most 1, the maximum modulus is certainly no more than the total number of terms, which according to the previous paragraph is less than n m . However, such a polynomial typically has maximum modulus much smaller than this crude bound. According to the theory of random trigonometric polynomials (see, for example, 17, Theorem 4 of Chapter 6]), there is a constant c 2 such that if the signs are assigned at random, then with high probability the maximum modulus of the resulting polynomial is less than c 2 n (m+1)=2 p log m. Although there consequently are many polynomials satisfying this bound, all I need is the existence of one for each m and n. 5 .2. The construction. I will construct a Dirichlet series P 1 n=1 a n =n s for which every coe cient a n is either 0, +1, or 1, and I will show that this Dirichlet series converges uniformly when Re s + 1 2 , where > 0, yet does not converge absolutely when Re s < 1. I construct the terms of the series in groups. To build the kth group (starting with k = 2), choose a random homogeneous polynomial of degree k in 2 k variables with coe cients 1 (as described in paragraph 5.1.3). List the 2 k consecutive prime numbers starting with the 2 k th prime, and for each such prime p, substitute 1=p s for the corresponding variable in the polynomial. This converts the sum of monomials z 1 1 z 2 2 : : : z 2 k 2 k into a sum of terms 1=n s , where each integer n is the product of exactly k primes (counting repeated factors with their multiplicities) from the block of 2 k primes starting at the 2 k th prime. The uniqueness of prime factorization implies that no integer n appears more than once.
For every integer n not arising in the above process, I set a n = 0. The rst integer n for which a n 6 = 0 is 49, for this is the smallest integer that is the product of 2 primes taken from the set of 2 2 consecutive primes starting with p 4 = 7. Now I verify that the constructed Dirichlet series has the required properties. First consider the question of absolute convergence of P 1 n=49 a n =n s . The counting argument in paragraph 5.1.2 implies that the number of integers n formed from products of k primes in the block from the 2 k th prime to the 2 k+1 th prime exceeds 2 k 2 =k k . By the prime number theorem, the 2 k+1 th prime is bounded above by 3c 1 k2 k , so such integers n are bounded above by (3c 1 k) k 2 k 2 . Hence P 1 n=49 ja n =n s j exceeds P 1 k=2 2 k 2 (1 Re s) =(3c 1 k) k(1+Re s) . Evidently the latter sum diverges when Re s < 1, so our Dirichlet series fails to converge absolutely when Re s < 1. (On the other hand, since the coe cients a n are bounded, it is evident that our Dirichlet series does converge absolutely when Re s > 1.) Next consider the question of uniform convergence of our Dirichlet series. I wish to estimate the modulus of the sum of the terms in the kth block. This piece of the Dirichlet series equals the value of our random polynomial when we substitute for each variable the reciprocal of the corresponding prime number raised to the power s. Since the polynomial is homogeneous of degree k, the supremum of its modulus when the variables have modulus at most j1=p s j is 1=p k Re s times the bound c 2 2 k(k+1)=2 p log k coming from paragraph 5.1.3. Since the 2 k th prime is bounded below by k2 k =2c 1 , this chunk of the Dirichlet series is bounded above by c 2 2 k(k+1)=2 p log k=(k2 k =2c 1 ) k Re s . The Weierstrass M-test and the root test now imply that the series of blocks converges uniformly when Re s 1=2.
The proof is now nished modulo a technical (but nontrivial) point. I have showed that the constructed Dirichlet series converges uniformly for Re s 1=2 if the series is summed in appropriate blocks; however, I need to show that the Dirichlet series converges uniformly when summed in its natural order, without grouping. This follows from a general lemma, essentially due to Bohr 9, Hilfssatz 2].
Lemma. Suppose that a Dirichlet series When Landau and I thought that an oral conference on our work was needed, I caught the train to G ottingen for a few days' stay. No one could be in such an excellent mood for work as Landau, and his speed and perseverance were sometimes quite breathtaking. In order to show me at once that the time had come for serious work, he had instituted the tradition of ringing the bell immediately, as soon as I had arrived at his house after the long and somewhat tiring journey and had set foot inside his study, and of requesting the entering maid to inform the kitchen that`tonight at 2 am a very strong cup of co ee is to be served to both of us.' The idea of the proof is easier to describe than to implement: integrate over a vertical contour, and use Cauchy's integral formula to push the contour to the right into the region where the Dirichlet series is already known to converge uniformly. The technique is still the standard one employed to derive Perron's formula for the partial sums of Since the right-hand edge of the contour is in the region where the Dirichlet series is known to converge uniformly to f, we may replace f(z) by n z s 1 z s dz (1) is O(M log M). To evaluate the integrals in this sum, we must distinguish between the cases n M + 1 and n M.
When n M + 1, build a new rectangular contour whose left-hand edge is the given vertical line segment with abscissa a b + Re s and whose right-hand edge has very large abscissa. The integrand has no singularities inside this contour, so the integral over the left-hand side equals the negative of the sum of the integrals over the other three sides. Since ((M + )=n is closest to 1, which happens when n = M + 1. In this case, the absolute value of the logarithm is log 2M + 1 2M + 2 = log 1 1 2M + 2 > 1 2M + 2 : Since the series P 1 n=1 jb n j=n a b+Re s is uniformly bounded above by 
Envoi
We have seen an example of a Dirichlet series f(s) whose strip of uniform, but not absolute, convergence attains the maximal possible width of 1=2. On the other hand, for the Riemann zeta function , the width of this strip is 0. Bohnenblust and Hille went to some trouble in 5, pp. 618{620] to demonstrate that if is any real number between 0 and 1=2, then there is a Dirichlet series whose strip of uniform, nonabsolute convergence has width precisely . Harald Bohr 5, p. 622 footnote] cut through this problem with a knife: the Dirichlet series for f(s) + (s + ) does the job.
