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1. Introduction
In [23], Marcus and Minc have obtained an elegant result on positive semidefinite stochastic ma-
trices that for anym × m symmetric positive semidefinite stochastic matrix A = [aij] with
aii 
1
m − 1 , i = 1, . . . ,m, (1.1)
the square root A1/2 of A is stochastic. In fact, the problem of determining conditions under which
a stochastic matrix has a pth root that is also stochastic is important in Markov chain models in
finance and healthcare where a stochastic matrix appears as a transitive matrix a certain time interval
[11,15,12]. See [13] for recent work on the existence and characterization of stochastic pth roots of
stochastic matrices. However, the square root A1/2 in Marcus and Minc’s result fails to satisfy the
condition (1.1), even for invertible matrix A. For example,
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A =
⎛
⎜⎜⎜⎜⎜⎝
0.45 0.3 0.25
0.3 0.4 0.3
0.25 0.3 0.45
⎞
⎟⎟⎟⎟⎟⎠
, A
1
2 =
⎛
⎜⎜⎜⎜⎝
0.6096 0.2279 0.1624
0.2279 0.5442 0.2279
0.1624 0.2279 0.6096
⎞
⎟⎟⎟⎟⎠
.
In other word, the set PSm of all m × m positive definite matrices with diagonal entries bounded
above by 1
m−1 is not stable for the square root function. Moreover, it is unstable for the matrix in-
version. The main concern of this paper is to find multivariable matrix functions defined on the
cone of positive definite matrices preserving the set PSm of Marcus–Minc positive definite stochas-
tic matrices, particularly “structure preserving” matrix means on PSm. Here a matrix mean G of n-
positive definite matrices is said to be “structure preserving” on PSm if G(A1, . . . , An) ∈ PSm for any
Ai ∈ PSm, i = 1, . . . , n.
Averaging a data of positive definite matrices and finding a structure preserving matrix mean on
a given date of positive definite matrices are very important in many applied areas, where the usual
arithmetic averaging has serious defects and gives poor results, and is a recent topic of interest in
core linear algebra (e.g., medical imaging, imaging processing, radar system, elasticity and convex
analysis and optimization, [2–5,24,25,27]). In this paper we consider the problem of finding structure
preserving matrix means on PSm.
The arithmetic mean 1
n
∑n
i=1 Ai is obviously structure preserving PSm, but it is not straightforward
for the harmonic mean operation
(
1
n
∑n
i=1 A−1i
)−1
. We note that the identity matrix Im does not
belong to PSm and the square root A
1/2 of A ∈ PSm is the geometric mean Im#A of the identity matrix
and A, where A#B = A1/2(A−1/2BA−1/2)1/2A1/2 is the geometric mean of positive definite matrices
A and B. So, it is natural to consider the structure preserving problem for the two-variable geometric
mean operation and the multivariable geometric means recently developed by Ando–Li–Mathias [1]
and Bini–Meini–Poloni [10] via “symmetrization procedures” and induction, and byMoakher [24] and
Bhatia–Holbrook [7,6] via the least squares method for the Riemannian trace metric. We provide an
affirmative answer to this structure preserving problem. It is further shown that the least squares
means for the parametrized (symmetric) Kullback–Leibler divergences are structure preserving on
PSm,which contains variousweightedmatrixmeans depending the parameterμ ∈ [−∞,∞], where
eachof thesemeans interpolatesbetweentheweightedharmonicmean (μ = −∞)andthearithmetic
mean of the same weight (μ = ∞). Although the set PSm appears mainly in the study of pth roots
of stochastic matrices, it is one of non-trivial example of a proper subset of the Riemannian manifold
Pm equipped with structuredmatrix means of ALM, BMP and least squares means for the Riemannian
trace metric and Kullback–Leibler divergences.
2. Geodesically convex subsets
LetMm be the space ofm × m real symmetric matrices with the inner product 〈X, Y〉 = tr(XTY),
Hm the space ofm×m real symmetric matrices, andPm the convex cone of positive definitematrices.
The general linear group GL(m,R) acts on Pm via congruence transformations C(X) = CXCT . For
X, Y ∈ Hm, we write that X  Y if Y − X is positive semidefinite, and X < Y if Y − X is positive
definite.
We note that any principal submatrix of a positive (resp. semidefinite) definite matrix is positive
(resp. semidefinite) definite (cf. p. 397 of [14]). In particular for any positive definite matrix A = [aij],
aiiajj > |aij| for all 1  i, j  m. This implies that every positive (resp. semidefinite) definite matrix
has positive (resp. non-negative) diagonal entries and hence for A = [aij]  B = [bij], aii  bii for all
i = 1, . . . ,m.
The open convex cone Pm is a Riemannian manifold equipped with the trace Riemannian met-
ric ds = ||A−1/2dA A−1/2||2 =
(
tr(A−1dA)2
)1/2
, where || · ||2 denotes the Frobenius norm. The
Riemannian metric distance between A and B is given by
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δ(A, B) = || log A−1/2BA−1/2||2
and the curve t → A#tB := A1/2(A−1/2BA−1/2)tA1/2 is the unique geodesic line containing A and B
and its geodesic middle (midpoint) A#B := A#1/2B is the geometric mean of A and B [18,8,9,19].
The following properties for the weighted geometric mean are well-known [17,20].
Lemma 2.1. Let A, B, C,D ∈ Pm and let t ∈ R. Then
(i) A#tB = A1−tBt for AB = BA;
(ii) (aA)#t(bB) = a1−tbt(A#tB) for a, b > 0;
(iii) (Löwner–Heinz inequality) A#tB  C#tD for A  C, B  D and t ∈ [0, 1];
(iv) M(A#tB)M
T = (MAMT )#t(MBMT ) for non-singular M;
(v) A#tB = B#1−tA, (A#tB)−1 = A−1#tB−1;
(vi) (λA + (1 − λ)B)#t(λC + (1 − λ)D)  λ(A#tC) + (1 − λ)(B#tD) for λ, t ∈ [0, 1];
(vii) det(A#tB) = det(A)1−tdet(B)t;
(viii) ((1 − t)A−1 + tB−1)−1  A#tB  (1 − t)A + tB for t ∈ [0, 1];
(ix) (A#tB)#s(A#uB) = A#(1−s)t+suB for any s, t, u ∈ R;
(x) (Riccati Lemma) A#B is a unique positive definite solution of XA−1X = B.
Definition 2.2. A closed subset ⊂ Pm is said to be geodesically convex if A#tB ∈  for all t ∈ [0, 1],
whenever A, B ∈ .
Lemma 2.3. If a subset ⊂ Pm is closed under the geometric mean operation, then its closure inPm is
geodesically convex. In particular, any closed subset of Pm invariant under the geometric mean operation
is geodesically convex.
Proof. Let  be a subset of Pm invariant under the geometric mean operation. Then its closure 
is closed under the geometric mean operation by continuity of the geometric mean operation. Let
A, B ∈ . Set  := {t ∈ [0, 1] : A#tB ∈ }. Then  is a closed subset of [0, 1] by the continuity of
the weighted geometric and closedness of . Note that 0, 1 ∈  from A = A#0B, B = A#1B. Since
A#B ∈ , 1/2 ∈ . Suppose that s, t ∈ . Then by Lemma 2.1 (ix), A# s+t
2
B = (A#sB)#(A#tB) ∈ .
That is, s+t
2
∈ . This shows that  is a mid-point convex subset of [0, 1] and therefore  =
[0, 1]. 
The following result shows that the geodesic convexity is recovered from the arithmetic and har-
monic means.
Corollary 2.4. Every closed subset of Pm which is stable under the arithmetic
A+B
2
and harmonic mean
2(A−1 + B−1)−1 operations is geodesically convex. In particular, every closed subset invariant under the
arithmetic operation and the matrix inversion is geodesically convex.
Proof. Let  be a closed subset of Pm which is invariant under the arithmetic and harmonic mean
operation. Let A, B ∈ . We consider the mean iteration by arithmetic and harmonic means
X1 = A, Y1 = B, Xn+1 = Xn + Yn
2
, Yn+1 = 2(X−1n + Y−1n )−1.
Then A#B = limn→∞ Xn = limn→∞ Yn (see [19]). By hypothesis and induction, Xn, Yn ∈  for all n.
Since  is closed, A#B ∈ . By Lemma 2.3, A#tB ∈  for all t ∈ [0, 1]. 
It has been a long-standing problem to extend to n-variables, n  3, the two-variable geomet-
ric mean of positive definite matrices and a variety of attempts may be found in the literature.
Two recent approaches have been given by Ando–Li–Mathias [1] and Bini–Meini–Poloni [10] via
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“symmetrization procedures” and induction. Let A1, A2, A3 be positive definite matrices. Starting with
(A
(0)
1 , A
(0)
2 , A
(0)
3 ) = (A1, A2, A3) define
(A
(1)
1 , A
(1)
2 , A
(1)
3 ) = (A1#t(A2#A3), A2#t(A1#tA3), A3#t(A1#A2)),
...
(A
(r+1)
1 , A
(r+1)
2 , A
(r+1)
3 ) = (A(r)1 #t(A(r)2 #A(r)3 ), A(r)2 #t(A(r)1 #A(r)3 ), A(r)3 #t(A(r)1 #A(r)2 )).
The ALM and BMP symmetrization procedures are the cases t = 1 and t = 2/3, respectively.
It is shown [10] that the sequences {A(r)i }∞r=0, i = 1, 2, 3, converge to a common limit (depend-
ing on t ∈ (0, 1]), yielding geometric means of 3-positive definite matrices Alm3(A1, A2, A3) and
Bmp3(A1, A2, A3), respectively. Inductively, letting g be either of the n-means Almn or Bmpn and
t ∈ (0, 1], the symmetrization procedure of n + 1-positive definite matrices is defined by
βt(A) = (A1#tg(Ak 	=1), A2#tg(Ak 	=2), . . . , An+1#tg(Ak 	=n+1))
whereA = (A1, . . . , An+1) andAk 	=i = (A1, . . . , Ai−1, Ai+1, . . . , An+1). Then its iteration βrt (A) =
(A
(r)
1 , . . . , A
(r)
n ) approaches to a common limit limr→∞ A(r)i = X∗ for all i,yielding then+1-geometric
mean gˆt(A); in particular we obtain
Almn+1(A1, A2, . . . , An+1), t = 1,
Bmpn+1(A1, A2, . . . , An+1), t = n
n + 1 .
It turns out that the Bmpn+1 mean is much more computationally efficient than the Almn+1 mean
[10].
The Riemannian mean (Riemannian center of mass, Karcher mean) on Pm has been studied by
Moakher [24] andBhatia–Holbrook [7,6] via the least squaresmethod for theRiemannian tracemetric:
n(A1, . . . , An) = arg min
X>0
n∑
i=1
δ2(X, Ai).
These means Almn, Bmpn, n satisfy the following common properties
(P1) (Consistency with scalars) g(A) = (A1 · · · An)1/n if Ai’s commute;
(P2) (Joint homogeneity) g(a1A1, . . . , anAn) = (a1 · · · an)1/ng(A);
(P3) (Permutation invariance) g(Aσ ) = g(A), where Aσ = (Aσ(1), . . . , Aσ(n));
(P4) (Monotonicity) If Bi  Ai for all 1  i  n, then g(B)  g(A);
(P5) (Continuity) g is continuous;
(P6) (Congruence invariance) g(M∗AM) = MTg(A)M for invertible matrixM;
(P7) (Joint concavity) g(λA + (1 − λ)B)  λg(A) + (1 − λ)g(B) for 0  λ  1;
(P8) (Self-duality) g(A−1)−1 = g(A);
(P9) (Determinantal identity) Detg(A) = ∏ni=1(DetAi)1/n; and
(P10) (AGH mean inequalities) n(
∑n
i=1 A−1i )−1  g(A)  1n
∑n
i=1 Ai.
See [21] for the least squares mean.
Theorem 2.5. The Almn, Bmpn and n are structure preserving on any geometrically convex subsets.
Proof. It is easy to see that the ALM and BMP means are structure preserving on a geodesically
convex set  from the closedness of  and their symmetrization procedures and induction. For
the least squares mean n, its can be shown in the following steps. First, the inductive mean of
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A = (A1, . . . , An) ∈ n defined by
Sn(A1, . . . , An) = Sn−1(A1, . . . , An−1)#1
n
An, S1(A) = A,
belongs to . Second, by the Strong Law of Large Numbers [21], there exists a map (random walk)
ω : N → {1, 2, . . . , n} such that
lim
k→∞ Sk(Aω(1), . . . , Aω(k)) = n(A1, . . . , An).
Finally, from the fact that Aω(i) ∈  for all i and Sk(Aω(1), . . . , Aω(k)) ∈  for all k by the first step
and that  is closed, its limit n(A1, . . . , An) ∈ . 
3. Divergence matrix means
For f = (f1, . . . , fm) where all fi : Rn → (−∞,+∞] are proper convex lower semicontinuous
and a positive probability vector w = (w1, . . . ,wm), averaging fi’s with respect to the weight w is
important in convex analysis. It turns out that the arithmetic average
∑m
i=1 wifi has serious defects
when the domains of the functions do not intersect. Recently Bauschke et al. introduced a very inter-
esting and new notion of proximal average in the context of convex analysis, and studied this subject
systemically in [3–5] from various viewpoints.
For A = (A1, . . . , An) ∈ Pnm, regarding Ai as the quadratic convex function qAi(x) = 12 〈Aix, x〉, the
corresponding proximal average is known as the weighted resolvent mean and basic properties of the
resolvent average are successfully established by themselves from a totally different view and tech-
niques of convex analysis rather than the classical matrix diagonalization [5]. This resolvent average
aries as a least squares mean for a divergence.
Inprobability theoryand informationgeometry, theKullback–Leiblerdivergence isanon-symmetric
measure of the closeness between two probability distributions P and Q on some event space. The
Kullback–Leibler divergence between the two zero-mean Gaussian distributions whose covariant ma-
trices are X and Y gives rise to the Kullback–Leibler divergence for the two positive definite matrices
X and Y :
D(X, Y) = tr(Y−1X − I) − log det(Y−1X) = − log det(X) + log det(Y) + tr(Y−1(X − Y)).
The second formulation in the preceding leads to the Kullback–Leibler divergence with parameter μ
resp. symmetrized Kullback–Leibler divergence with parameterμ. For positive definite matrices X and Y
and μ  0, they are defined by
Dμ(X, Y) = − log det(X + μI) + log det(Y + μI) + tr((Y + μI)−1(X − Y)),
Dμs (X, Y) =
1
2
(Dμ(X, Y) + Dμ(Y, X))
= 1
2
[tr((Y + μI)−1(X − Y)) + tr((X + μI)−1(Y − X))].
The symmetric Kullback–Leibler divergence Ds(X, Y) = D0s (X, Y) has parameter 0. We note that the
symmetrized Kullback–Leibler divergence is not ametric onPm, since it does not in general satisfy the
triangular inequality.
We consider the least squares means for the Kullback–Leibler divergences D(X, Y) and Ds(X, Y).
Let n = {(w1, . . . ,wn) ∈ (0, 1)n : ∑ni=1 wi = 1} be the set of n(n  2)-dimensional positive
probability vectors. We note that 2 = {(1 − t, t) : t ∈ (0, 1)}.
Theorem 3.1 [5,16]. Let A = (A1, A2, . . . , An) ∈ Pn and w ∈ n. Then for μ  0, the functions
F, Fs : P → [0,+∞] defined by
2402 H. Lee, Y. Lim / Linear Algebra and its Applications 437 (2012) 2397–2407
F(X) =
n∑
i=1
wiD
μ(X, Ai), Fs(X) =
n∑
i=1
wiD
μ
s (X, Ai)
have unique minimizers, respectively:
Rμn (w;A) = arg min
X∈P
n∑
i=1
wiD
μ(X, Ai) =
⎡
⎣
n∑
i=1
wi(Ai + μI)−1
⎤
⎦
−1
− μI,
Lμn (w;A) = arg min
X∈P
n∑
i=1
wiD
μ
s (X, Ai)
=
⎡
⎣
n∑
i=1
wi(Ai + μI)
⎤
⎦#
⎡
⎣
n∑
i=1
wi(Ai + μI)−1
⎤
⎦
−1
− μI.
Set
Lμn (w; A1, . . . , An) = L−μn (w; A−11 , . . . , A−1n )−1, μ < 0
R˜μn =Re
μ
n , μ ∈ R.
The following basic properties of Lμ and R˜μ appear in [5,16].
Theorem 3.2. Let μ ∈ R and let gμ ∈ {Lμn ,Rμn }. Then
(1) (Idempotency) gμ(w; A, A, . . . , A) = A.
(2) (Homogeneity) gμ(w;αA) = αgμ
α
(w;A), α > 0.
(3) (Permutation invariancy) gμ(wσ ;Aσ ) = gμ(w;A) for any permutation σ.
(4) (Monotonicity) gμ(w;A)  gμ(w; B), if Ai  Bi for 1  i  n.
(5) (Continuity) gμ is differentiable.
(6) (Orthogonal invariancy) gμ(w;U∗AU) = UTgμ(w;A)U, for UT = U−1.
(7) (Joint concavity) For 0  λ  1, λgμ(w;A) + (1 − λ)gμ(w; B)  gμ(w; λA + (1 − λ)B).
(8) (Duality) gμ(w;A−1)−1 = g−μ(w;A).
(9) (Monotonicity for parameters) gμ(w;A)  gν(w;A), for μ  ν.
(10) (Arithmetic–harmonic mean inequalities and limits)
⎛
⎝
n∑
i=1
wiA
−1
i
⎞
⎠
−1
= lim
μ→−∞ gμ(w;A)  gμ(w;A)  limμ→∞ gμ(w;A) =
n∑
i=1
wiAi.
In general, R˜μn (w; ·) and Lμn (w; ·) are not structure preserving on a geodesically convex set (cf.
Theorem 2.5).
4. Geodesic convexity of PSm
Definition 4.1. For x0 ∈ Rm and λ, t > 0, define
Em(x0; λ) = {A ∈ Pm : Ax0 = λx0},
Dm(t) = {A = [aij] ∈ Pm : aii  t, i = 1, 2, . . . ,m}.
Remark 4.2. We note that the set Em(x0; λ) consists of all positive definite matrices with fixed λ-
eigenvector x0 andDm(t) consists of all positive definitematriceswith diagonal entries bounded above
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by t. Furthermore, they are non-empty and closed subsets of Pm. We further note that Em(x0; λ) =
λEm(x0; 1) = {λA : A ∈ Em(x0)}.
Proposition 4.3. Let w ∈ m and μ ∈ [−∞,∞]. Then the weighted resolvent mean R˜μn (w; ·) is a
structure preserving n-mean on Em(x0; λ) and Dm(t).
Proof. By Theorem 3.2 (10) and closedness of Em(x0; λ) and Dm(t), we may assume that μ ∈ R. Set
ν = eμ. Letw ∈ m and let A = (A1, . . . , An) ∈ Pnm. Then
R˜μn (w;A) = Rνn(w;A) =
⎡
⎣
n∑
i=1
wi(Ai + νI)−1
⎤
⎦
−1
− νI.
Suppose that Ai ∈ Em(x0; λ) for all i = 1, 2, . . . , n. Then (Ai + νI)x0 = Ax0 + νx0 = λx0 + νx0 =
(λ + ν)x0 and hence (Ai + νI)−1x0 = 1λ+ν x0 for all i. Thus,
⎡
⎣
n∑
i=1
wi(Ai + νI)−1
⎤
⎦ x0 =
n∑
i=1
wi(Ai + νI)−1x0 =
∑n
i=1 wi
λ + ν x0 =
1
λ + ν x0.
That is,
(λ + ν)x0 =
⎡
⎣
n∑
i=1
wi(Ai + νI)−1
⎤
⎦
−1
x0 = [Rνn(w;A) + νI
]
x0 = Rνn(w;A)x0 + νx0.
This shows thatRνn(w;A) ∈ Em(x0; λ).
Suppose thatAi ∈ Dm(t) for all i = 1, . . . , n. Set the jth diagonal entry ofAj by [Ai]jj. Then [Ai]jj  t
for all 1  i  n, 1  j  m and by Theorem 3.2 (10),
Rνn(w;A)jj 
⎡
⎣
n∑
i=1
wiAi
⎤
⎦
jj
=
n∑
i=1
wi[Ai]jj 
n∑
i=1
wit = t.
That is,Rνn(w;A) ∈ Dm(t). 
Corollary 4.4. The sets Em(x0; λ) and Dm(t) are geodesically convex. Furthermore, the weighted mean
Lμn (w; ·) is structure preserving on Em(x0; λ) and Dm(t) for all μ ∈ [−∞,∞] andw ∈ n.
Proof. By Proposition 4.3, the sets Em(x0; λ) and Dm(t) are closed under the arithmetic mean A+B2 =
R˜∞2 (1/2, 1/2; A, B) and harmonic mean 2(A−1 + B−1)−1 = R˜−∞2 (1/2, 1/2; A, B) operations. By
Corollary 2.4, they are geodesically convex subsets of Pm.
Suppose that Ai ∈ Em(x0; λ) for all i = 1, 2, . . . , n. Let w ∈ n and let μ  0. We note that
Ai + μI ∈ Em(x0; λ + μ) for all i. Since Em(x0; λ + μ) is closed under the weighted arithmetic and
harmonic means by Proposition 4.3 and the geometric mean operations by the first paragraph,
⎡
⎣
n∑
i=1
wi(Ai + νI)
⎤
⎦#
⎡
⎣
n∑
i=1
wi(Ai + μI)−1
⎤
⎦
−1
= Lμn (w;A) + μI ∈ Em(x0; λ + μ).
Thus, (λ + μ)x0 = Lμn (w;A)x0 + μx0 and therefore Lμn (w;A) ∈ Em(x0; λ). For μ < 0, it follows
from the fact that Em(x0; λ)−1 = Em(x0; λ−1) and Lμn (w; A1, . . . , An) = L−μn (w; A−11 , . . . , A−1n )−1.
The structure preserving property of Lμn (w; ·) on Dm(t) follows from Theorem 3.2 (10), Lμn (w; A1,
. . . , An) 
∑n
i=1 wiAi. 
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Definition 4.5. We denote Pm be the set of all m × m positive definite matrices with non-negative
entries. For x0 = (t1, . . . , tm) ∈ Rm++, a m-tuple of positive real numbers, and λ, t > 0, we
define
Pm(x0; λ; t) = Em(x0; λ) ∩ Dm(t) ∩ Pm
= {A = [aij] ∈ Pm : Ax0 = λx0, aii  t, aij  0, i, j = 1, 2, . . . ,m},
m(x0; λ) = min
1i 	=jm
λti∑
k 	=j tk
.
Lemma 4.6. For any 0 < t  (x0; λ),
Em(x0; λ) ∩ Dm(t) ⊂ Pm .
Proof. Let C = [cij] ∈ Em(x0; λ) ∩ Dm(t). Then 0 < cii  t for all i = 1, 2, . . . ,m. Considering
principal submatrices of C = [cij], we have
⎛
⎝cii cij
cij cjj
⎞
⎠
is positive definite for all 1  i, j  m. In particular, the positivity of their determinants yields
0 < ciicjj − c2ij  t2 − c2ij
and thus |cij| < t for all i, j. Suppose that cij < 0 for some i 	= j. From Cx0 = λx0,
λti =
m∑
k=1
tkcik = tjcij +
∑
k 	=j
tkcik.
Since cij < 0,
0 < λti < λti − tjcij =
∑
k 	=j
tkcik 
∑
k 	=j
tk|cik|  t
∑
k 	=j
tk.
That is, t > λti∑
k 	=j tk which gives a contradiction. 
Let Gn ∈ {Almn, Bmpn, n}.
Theorem 4.7. Let 0 < t  m(x0; λ). Then for any w ∈ n and μ ∈ [−∞,∞], R˜μn (w; ·) and
Lμn (w; ·) are structure preserving n-means on Pm(x0; λ; t). In particular, Pm(x0; λ; t) is geodesically
convex and Gn is a structure preserving n-mean on Pm(x0; λ; t).
Proof. By Proposition 4.3, Corollary 4.4 and Lemma 4.6. 
Remark 4.8. We note that Pm(x0; λ; t) = λPm(x0; 1; tλ ). For e = (1, 1, . . . , 1) ∈ Rm and λ = 1,
m(e; 1) = 1
m − 1
and Pm(e; 1; t) is the set of allm×m positive definite stochastic matrices whose diagonal entries are
less than equal to t. We observe that for 1
m
< s  1
m−1 , the matrix
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Qs :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
s 1−s
m−1
1−s
m−1 · · · 1−sm−1
1−s
m−1 s
1−s
m−1 · · · 1−sm−1
...
1−s
m−1
1−s
m−1 · · · · · · s
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
= ms − 1
m − 1 Im +
1 − s
m − 1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 1 · · · 1
1 1 · · · 1
...
1 1 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
belongs to Pm(e; 1; 1m−1 ) = PSm, the set of all Marcus–Minc stochastic matrices. In particular, PSm is
non-empty. We note that the stochastic matrix Qs appears in the study of a certain dynamical system
on reversible Markov chains [26] via the modified logistic map X → I − λX(I − X), λ ∈ [0, 4].
By Theorem 4.7 and Remark 4.8,
Corollary 4.9. The set PSm is a geodesically convex subset of Pm. In particular, the set of all 2× 2 positive
definite stochastic matrices is geodesically convex. Moreover Gn, R˜μn (w; ·) and Lμn (w; ·) are structure
preserving n-means on PSm for anyw ∈ n and μ ∈ [−∞,∞].
Remark 4.10 (pth roots of stochastic matrices). The set of positive definite stochastic matrices does
not form a geodesically convex set, except the case m = 2. Indeed, in this case, the pth root of a
positive definite stochastic matrix is again a stochastic matrix from the fact that the identity matrix
is one of such a member and A1/p = I#1/pA. In fact, it is not closed under the square root (see [23])
and the problem of determining conditions under which a stochastic matrix has a pth root that is also
stochastic is important in Markov model applications. See [12] for recent work on the existence of
stochastic pth roots of stochastic matrices. It turns out [23] that the square root of a positive definite
stochastic matrix in PSm is a stochastic matrix. However, the geodesically convex set PSm is not closed
under the square root operation. Furthermore, a pth root of A in PSm is not stochastic in general. For
instance,
A =
⎛
⎜⎜⎜⎝
0.5 0.17 0.33
0.17 0.5 0.33
0.33 0.33 0.34
⎞
⎟⎟⎟⎠ , A
1
5 =
⎛
⎜⎜⎜⎝
0.8002 −0.0009 0.2006
−0.0009 0.8002 0.2006
0.2006 0.2006 0.5987
⎞
⎟⎟⎟⎠ .
Corollary 4.11. For any non-singular matrix M, the set
M.PSm =
{
MXMT : X ∈ PSm
}
is geodesically convex and each Gn is structure preserving on it. Furthermore if M is an orthogonal matrix,
then R˜μn (w; ·) and Lμn (w; ·) are structure preserving n-means on M.PSm for any w ∈ n and μ ∈[−∞,∞].
Proof. It follows from the invariance property of the geometric mean under the congruence trans-
formations (Lemma 2.1(iv)) and that of R˜μn (w; ·) and Lμn (w; ·) under the orthogonal congruence
transformations (Theorem 3.2 (6)). 
Remark 4.12 (Weighted geometric means). In [22], the authors proposed weighted ALM and BMP
geometric means by generalized symmetrization procedures and induction. One can see that these
weighted geometric means are structure preserving on PSm. The weighted least squares mean for the
Riemannian trace metric is defined by
n(w; A1, . . . , An) = arg min
X>0
n∑
i=1
wiδ
2(X, Ai).
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By the weighted version of the Strong Law of Large Numbers [21], it is also structure preserving on
PSm.
Remark 4.13 (Weighted iterative means). For A, B > 0 and t ∈ [0, 1], the t-weighted arithmetic,
geometric and harmonicmeans of A and B are defined by (1− t)A+ tB, A#tB, ((1− t)A−1 + tB−1)−1,
respectively. We note that PSm is closed under the weighted arithmetic, geometric, harmonic means
(Theorem 4.7).
By the weighted AGH mean inequalities, we have
((1 − t)A−1 + tB−1)−1  A#tB  (1 − t)A + tB.
Themean iterationA0 = A, B0 = B, An+1 = (1−t)An+tBn, Bn+1 = An#tBn approaches to a common
limit; AGMt(A, B) := limn→∞ An = limn→∞ Bn, called the t-weighted arithmetic–geometric mean
(AGM or Gauss mean) of A and B. Similarly the t-weighted arithmetic–harmonic mean AHMt(A, B)
and the t-weighted geometric-harmonic mean GHMt(A, B) of A and B exist. We note that
AHM1/2(A, B) = A#B, but AHMt(A, B) 	= A#tB
for t 	= 1/2. By Corollary 2.4, any closed subset  of Pm invariant under the arithmetic and har-
monic mean operations is invariant under the weighted mean operations AHMt(·, ·), AGMt(·, ·) and
GHMt(·, ·). Indeed,  is closed under the weighted arithmetic, geometric and harmonic means. This
holds true for PSm.
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