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Les sculpteurs des cathédrales gothiques mettaient, dit-on, autant de soin à bien
modeler le visage de leur statues, même lorsqu’elles étaient, au sommet de l’édiﬁce,
trop éloignées des ﬁdèles pour être visibles dans leurs lignes les plus ﬁnes.
Le travail trouve sa noblesse à n’être pas toujours utile.
Maurice Pinguet, Le texte Japon, Seuil, p. 27, 2009.
Bref, être réaliste, c’est composer avec la nature humaine, au lieu, comme
les uns, de la ﬂétrir et de prétendre la corriger par des discours édiﬁants,
ou, comme les autres, de la nier purement et simplement en imputant
tous les vices des hommes à unmauvais fonctionnement social.
Alain Finkielkraut, La sagesse de l’amour, Gallimard, p. 139, 1984.
Man weiß oder ahnt: wenn das Denken nicht rein und wach und die Verehrung
des Geistes nicht mehr gültig ist, dann gehen bald auch die Schiffe und Automobile
nicht mehr richtig, dann wackelt für den Rechenschieber des Ingenieurs wie für die
Mathematik der Bank und Börse alle Gültigkeit und Autorität, dann kommt das Chaos.
Es dauerte immerhin lange genug, bis die Erkenntnis sich Bahn brach, daß auch die
Außenseite der Zivilisation, auch die Technik, die Industrie, der Handel und so weiter
der gemeinsamen Grundlage einer geistigen Moral und Redlichkeit bedürfen.
Hermann Hesse,Das Glasperlenspiel, (Suhrkamp, 2002), p. 34, 1943.
Jamais Rubens ne doutera de la totale inutilité de son travail. Au début,
il en fut attristé et se reprocha son immoralisme. mais il ﬁnit par se dire :
de tous les temps se trouve entièrement contenue dans le monde tel qu’il
est aujourd’hui. Par conséquent : rien de plus moral que d’être inutile.
Milan Kundera, L’immortalité, (Gallimard, trad. Eva Bloch, 1993), p. 428, 1989.
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. Résumé
Nous présentons dans ce travail de thèse de doctorat différentes applications pour lamicro-
scopie holographique digitale (MHD), une technique d’imagerie basée sur une illumination
cohérente qui permet la reconstruction du front d’onde complexe, i.e. l’amplitude et la phase
d’un champ électro-magnétique qui a interagit avec le spécimen mesuré. La possibilité de
récupérer l’information de phase avec laMHDpermet demesurer des surfaces avec une pré-
cision nanométrique, ou de l’employer comme agent de contraste endogène aﬁn d’accéder
quantitativement à lamorphologie de spécimens biologiques. Cette technique a été dévelop-
pée durant les quinze dernière années pour atteindre actuellement un état mature, de telle
manière qu’elle peut être employée pour des applications en métrologie de manière routi-
nière. Nous étudions dans ce travail différentes applications avancées en tirant avantage du
potentiel de cette technique, et en se concentrant sur une méthode de mesure par la MHD
bien spéciﬁque, qui correspond à une conﬁguration hors-axe. Celle-ci permet de mesurer le
front d’onde complexe demanière instantanée grâce à un encodage spatial de l’information,
permettant ainsi une détection en temps réel.
Dans une première partie, nous développons des méthodes mathématiques basées sur les
fondements de la théorie de l’enregistrement holographique, aﬁn de supprimer l’ordre zéro,
qui consiste en des termes en intensité que la détection cohérente doit supprimer pour per-
mettre la reconstruction du front d’onde complexe. Dans le cas particulier de l’holographie
hors-axe, l’ordre zéro restreint habituellement la résolution spatiale en raison de l’encodage
spatial de l’information du signal cohérent. Nous avons premièrement développé une mé-
thode itérative des relations fondamentales entre les détections cohérentes et incohérentes,
aﬁn de graduellement supprimer les termes d’ordre zéro. Dans un deuxième temps, nous
avons développé uneméthode non-itérative, basée sur des opérateurs non-linéaires. La tech-
nique est basée sur le transfert dans un autre espace de ﬁltrage par l’usage du logarithme, qui
permet la suppression intrinsèque des termes d’ordre zéros. Les deux méthodes présentent
l’avantage de ne se baser sur aucune approximation, impliquant qu’elle peuvent être géné-
rales pour toute conﬁguration d’holographie hors-axe. Nous présentons la possibilité de les
utiliser sur différents types d’hologrammes, et démontrons que leur emploi dans le contexte
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de lamicroscopie permet d’améliorer la résolution spatiale en holographie, demanière à ob-
tenir des images dont la résolution n’est limitée que par la diffraction.
Dans une seconde partie, nous étudions les applications potentielles pour l’imagerie tri-
dimensionelle grâce à des méthodes de détection cohérente par l’acquisition en série d’i-
mages avec une nouvelle méthode de balayage. La combinaison d’une reconstruction tomo-
graphique avec de l’imagerie de phase quantitative a montré un potentiel impressionnant
dans plusieurs travaux publiés, menant à la mesure de la distribution 3D de l’indice de ré-
fraction au sein de spécimens biologiques, et à de l’imagerie super-résolue en se basant sur
un formalisme d’ouverture synthétique. Néanmoins, ces méthodes sont encore soumises à
plusieurs limitations, tels que des problèmes pratiques comme les imprécisions mécanique
dans les protocoles demesures, ou la disponibilités d’algorithmes de reconstruction ﬂexibles.
Nous étudions ici une nouvelle approche d’acquisition de données, qui permet d’éviter tout
mouvement du faisceau d’illumination ainsi que toute rotation de l’échantillon, ce qui per-
met potentiellement d’apporter un protocole de mesure plus stable. Nous présentons des
résultats démontrant la validité de notre principe de mesure, et obtenons des distributions
quantitatives d’indice de réfraction sur des grains de pollens.
Dans une troisième partie, nous appliquons la MHD à l’analyse de morphologie et de dy-
namique cellulaires, concentrée en particulier sur les cellules neuronales. Nous combinons
la mesure par la MHD avec desméthodes caractérisées telles que l’analyse par colorant ou la
ﬂuorescence quantitative large champ, aﬁn de dériver des indicateurs biologiques pertinents
du signal de phase. En interprétant la phase comme un indicateur de régulation volumique
cellulaire, nous déduisons des critères pour la détection rapide de la mort cellulaire, permet-
tant demontrer que le suivi de cellules par laMHDmène à une détection de lamort cellulaire
durant ses étapes préliminaires, grâce à la détectiondemécanismesdedérégulation. En com-
parant notre méthode avec des contrôles de viabilité cellulaire par colorant, nous montrons
que la MHD peut détecter la mort cellulaire typiquement plusieurs heures avant les procé-
dures standard. Nous combinons aussi la MHD avec la mesure de concentrations ioniques
intracellulaires par ﬂuorescence, montrant que le signal de phase mesuré sur des cultures
neuronales est intimement lié avec l’homéostasie ionique, et en particulier avec les mouve-
ments d’eau à travers la membrane qui accompagnent les courants ioniques tels que le Ca2Å
ou le NaÅ. Nous obtenons des signatures en phase typiques liées au pics Ca2Å se produisant
pendant les potentiels d’action neuronaux durant une stimulation au glutamate, un des neu-
rotransmetteurs les plus répandus dans le système nerveux central.
Mots-clés : Holographie digitale, Microscopie quantitative de phase, holographie hors-axe,
Termes d’ordre zéros, Imagerie limitée en diffraction, Imagerie tri-dimensionelle, Tomogra-
phie de phase, Biologie cellulaire, Neurosciences, Mort cellulaire, Fluorescence quantitative,
Homéostasie ionique.
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. Abstract
We present in this PhD thesis work various applications of digital holographic microscopy
(DHM), an imaging technique based on coherent illumination which enables the recovery
of the full complex wavefront, i.e. the amplitude and phase of a wave ﬁeld which interact-
ed with a specimen. The possibility to retrieve the phase information with DHM allows to
measure surfaces with nanometric accuracy, or to employ it as an endogenous quantitative
signal to assess the morphology of biological specimens. The technique has been developed
during the past ﬁfteen years to reach nowadays amature state, where it can be used routinely
for metrology applications for example. We study in this work advanced applications by tak-
ing advantage of this technique, while focusing on a speciﬁc measurement method of DHM,
namely the off-axis conﬁguration, whichmakes it possible tomeasure the complexwave ﬁeld
with one-shot capability through spatial encoding, thus enabling real-time detection.
In a ﬁrst part, we developmathematicalmethods based on the fundamentalmodel of holo-
graphic recording to suppress the so-called zero-order, which consists in intensity terms that
coherent detectionmust suppress for complexwave retrieval. In theparticular case of off-axis
holography, the zero-order terms usually limit the spatial resolution because of the spatial
encoding of the coherent signal. We ﬁrst develop an iterative method which uses the funda-
mental relations between coherent and incoherent detection, in order to gradually suppress
the zero order terms. In a second stage, we develop a non-iterative ﬁltering method, based
on nonlinear operators. The technique is based on the transfer to another ﬁltering space
through the use of the logarithm, and enables intrinsic suppression of the zero-order terms.
Bothmethodspresent the advantage of not relying onany approximation, and are thus gener-
al for anyoff-axis holographic conﬁguration. We show their applicability on varioushologram
types, and demonstrate that in the context of microscopy, their use can increase the spatial
resolution of holography, in order to reach diffraction-limited imaging for anymagniﬁcation.
In a second part, we study potential applications of three-dimensional imaging through co-
herent detection by employing multiple acquisitions with a new scanning method. The cou-
pling of tomographic reconstruction and quantitative phase imaging showed great potential
in variouspublishedworks, yielding toquantitative 3D refractive indexdistributionmeasured
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within biological specimens, and super-resolution imaging through synthetic aperture for-
malism. Thesemethods are however still subjects to many issues, in particular due to practi-
cal limitations such as mechanical imprecision in the measurement protocols and the avail-
ability of ﬂexible reconstruction algorithms. We study a new data acquisition method which
eliminates the necessity of any scanning of the illumination pattern or object rotation during
the acquisition, providing potentially a more stable acquisition protocol. We present results
proving the principle of our approach by measuring the 3D refractive index distribution of
pollen grain.
In a third part, we appliedDHM to the analysis of cellmorphology and dynamics, applied in
particular to neuronal cells. We couple the phase measurement with widely assessed meth-
ods such as dye probing or quantitative wide ﬁeld ﬂuorescence, in order to derive relevant
biological indicators from DHM. Through the interpretation of the phase as an indicator of
cell volume regulation, we derive criteria for early label-free cell death detection, where we
show that cell monitoring with DHM makes it possible to detect cell non-viability at early
stage by measuring deregulation mechanisms. We compare our methods with dyes for cell
viability assessment, showing thatDHMcandetect cell death typically hours before usual dye
probing procedures. We also couple the phase signal with intracellular ionic concentration
imaging through ﬂuorescence, showing that the phase measured on neuron cultures is in-
timately linked with ionic homeostasis and in particular transmembrane water movements
accompanying ionic currents such asCa2Å orNaÅ. We derive typical phase signatures related
to the well-known Ca2Å bursts occurring during action potentials in neurons through stim-
ulation with glutamate, one of the major neurotransmitters in the central nervous system.
Keywords: Digital holography, Quantitative phase microscopy, Off-axis holography, Zero-
order terms, Diffraction-limited imaging, Three-dimensional imaging, Phase tomography,
Cell biology, Neuroscience, Cell death, Quantitative ﬂuorescence, Ionic homeostasis.
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.
. 1 Preamble
The work presented in this thesis covers various subjects, which may seem disparate at ﬁrst
sight, although they tend to the same purpose, which consists in employing the various
unique features of quantitative phasemicroscopy (QPM) for cellular dynamics andmorphol-
ogy analysis. The diversity of subjects tackled is in our opinion the symbol of both the great
potential of QPM in various ﬁelds such as cellular observation or advancedmetrology, and of
the great amount of work still ahead for scientists in this ﬁeld, in both fundamental physics
and engineering applications. We consider having had the chance of working at several lev-
els of these developments, such as mathematical treatment to improve the reconstruction
quality of holograms, advanced microscopy applications for three-dimensional imaging, or
biological interpretation of the quantitative phase signal coupled with functional imaging.
The rise in QPM development which occurred in the past years denotes in our opinion the
emergence of a new interest for bright ﬁeld microscopy techniques. While most develop-
ments in the past decades occurred in scanned systems, such as confocal, super-resolution or
near-ﬁeldmicroscopy, often coupled with functional imaging, the ability of recovering quan-
titative phase information brought a new light to full-ﬁeld imaging techniques, where valu-
able information can be retrievedwith high acquisition rates throughwhat can be considered
as an intrinsic contrast agent. In this context, digital holographic microscopy (DHM) is one
of the leading technologies for QPM applications, by providing a reliable way to recover the
quantitative phase, while taking advantage of a widely assessed accuracy thanks to its close
ties with interferometric methods employed in metrology applications.
Despite the huge efforts deployed in various research groups and its wide potential appli-
cations, QPM is still at a development stage, where large industrial and commercial applica-
tions have yet to be shown. In particular, the gap between fundamental QPMmeasurement
demonstrated in the nineties and high quality microscopy images with accurate measure-
ment is far from trivial, in particular when rivalling with more widespread techniques. QPM
now reached for example fundamental limitations such as spatial resolution of coherent de-
tection or hindered phase accuracy in regards to the light source bandwidth, which have to
be overcome for high-end applications.
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The work presented in this thesis humbly provides some contributions in this context. In
this fashion, part of our work consists in employing ﬁner methods to reduce noise on phase
maps obtained through hologram reconstruction, while maintaining the full spatial resolu-
tion provided by the optical system. We also investigate a new acquisition approach to enable
three-dimensional imaging through QPM, which is inherently a bright ﬁeld imaging tech-
nique which does not fundamentally provide sectioning along the optical axis. Finally, we
study themeaning of the phase signal in the context of neuronal dynamics, in order to derive
valuable biological information.
All these subjects thus tend to bring part of answers to some of the challenges QPM must
face to enlarge its application range. Typically, phase responses from biological specimens
can be rather small, so that improving the phase accuracy is of tremendous importance for
a better understanding and interpretation of measured signals. Furthermore, three-dimen-
sional imaging is one possibility to solve the fundamental ambiguity of the phase signal be-
tween the physical parameters which are the refractive index distribution and the volume of
the observed specimen, thus providing further insight for interpretation. The variety of sub-
jects covered in this manuscript is thus symptomatic of the need for combined approaches
taking advantage of interdisciplinary solutions to bring QPM to further applications, com-
prising for instance hardware development formore adapted light sources and detectors, ad-
vanced computing approaches to enhance quality of the reconstructed signal, and reﬁned
models to improve the understanding of phase measurement.
Structure of themanuscript
We ﬁrst present in chapter 2 the fundamental concepts employed in our work, which consist
essentially in digital holography acquisition and reconstruction methods, and quantitative
ﬂuorescence microscopy for live cell monitoring. The main work of this thesis is then pre-
sented in chapters 3–5, before providing some concluding remarks in chapter 6.
We ﬁrst describe in chapter 3 the mathematical developments aiming at suppressing the
zero-order in holographic detection, either through an iterative approach, or with nonlinear
operators, yielding diffraction-limited imaging for DHMwithout noise contribution from in-
coherent terms recorded through interferometry. We then present in chapter 4 our work on
optical tomography, where we studied a new data acquisition approach, requiring no beam
scanning nor object rotation, contrarily to other methods proposed up to now. We ﬁnally
present in chapter 5 results employing DHM for neuronal dynamics monitoring, where we
combined theQPMmeasurements with functional imaging, enabling a better understanding
of the biological meaning of the phase signal, yielding for example tools for early cell death
detection through DHMmeasurements, or an interpretation of the links between the phase
dynamics and ionic homeostasis.
2
.
. 2 Introduction
The purpose of this introductory chapter is to provide the fundamental concepts underly-
ing the main subjects covered in this thesis. As rather various topics are explored in this
manuscript, this introduction focuses mainly on the most fundamental ﬁelds such as digi-
tal holography and ﬂuorescence imaging, while more specialised introductions are provided
at the beginning of each chapter, in their respective sections. Speciﬁcally, a more detailed
discussion about holographic recording conditions is provided in section 3.2 in the context
of zero-order suppression, an introduction about tomographic reconstruction techniques is
given in subsection 4.1, and fundamentals about neuronal dynamics is provided in subsec-
tion 5.1.
The ﬁrst part of this chapter aims at providing an extensive state of the art about phase
imaging and full complex wavefront retrieval techniques, and more speciﬁcally about digital
holography in section 2.2. However, these research ﬁelds have been rapidly growing in the
past years, so that an exhaustive literature survey is beyond the scope of this manuscript,
even though it is specialised in digital holography applications. The main purpose of this
introduction is therefore toprovide a global context, and to summarise themainmethods and
applications employed for detection and reconstruction in this ﬁeld. Then, a more detailed
state of the art is provided for off-axis digital holography in the context of microscopy, the
speciﬁc ﬁeld of study of this thesis.
The second part of this introduction, given in section 2.3, is presenting some fundamen-
tal aspects about ﬂuorescence imaging, ﬁeld in which various applications were derived in
the past decades, thanks to the development of many speciﬁc ﬂuorescent probes for biolog-
ical sample imaging and probing. This introduction only tends to provide the fundamentals
about wide ﬁeld ﬂuorescence imaging, in order to derive themost important concepts for the
speciﬁc use in the context of this thesis, which consists in quantitative ﬂuorescence imaging,
and intracellular ionic concentration probing.
Finally, in section 2.4, we take the opportunity of generality provided by this introductory
chapter to present the different setups used for experiments throughout this thesis. The fact
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of presenting all the setups at one place of the manuscript enables comparison between the
different conﬁgurations, and avoids redundancy.
2.1 Conventions
We ﬁrst provide in this section the naming conventions and deﬁnitions used through this
manuscript, by emphasising the conventions used to avoid confusion during themathemat-
ical development. For reference, most of the symbols and acronyms are also given in the list
of symbols on page XXI.
Naming conventions
As most of the mathematical notations used in this thesis are representing electromagnetic
ﬁelds in the context of full wavefront retrieval, it implies that a clear difference betweenwaves
and intensities must be made. For this reason, we employ small letters for complex waves,
i.e. u(x, y), and capital letters for intensities and real-valued amplitudes, i.e. U (x, y). Fur-
thermore, although wave ﬁelds are in general vectorial functions, the equations given in this
thesis essentially represent ﬁelds in domains where the paraxial approximation holds, so that
they can be mainly represented by scalar functions. When required, vectors are represented
by bold letters, such as k Æ (kx ,ky ,kz). Finally, the ﬁelds denoted in this manuscript gener-
ally represent time-averaged values, in the sense that they correspond to ﬁelds detectable by
sensors, i.e. u(r , t )´ hu(r , t )it , where h ·it represents the averaging on time.
As the main ﬁeld of this thesis, digital holography, is typically a research topic combining
continuous models through wave optics, and discrete ones through digital representation of
ﬁelds for processing, a clear distinction between continuous and discrete functions is made.
Continuous functions are employedwithparenthesis, suchas f (x, y), while discrete functions
use brackets, such as g [m,n]. The variable couple (x, y) generally denotes spatial continuous
variables, while [m,n] is used in the discrete spatial domain.
Spectral variablesmake the distinction between the temporal frequency, denoted by º, and
spatial frequenciesdenotedby!Æ (!x ,!y ). Thedistinctionbetweencontinuousanddiscrete
spatial frequencies is rather loose in the following manuscript, as whenever a Fourier space
is expressed, it corresponds in practise to a discrete one, computed from discrete data. This
implies that the continuous Fourier transform representation is often used for convenience
and clarity of equations, but does not relate to a physical observable.
The scalar product is represented by the point multiplication ( · ), and denotes the standard
Euclidean scalar product. One should note however that this symbol is also loosely used in
the manuscript to improve the readability of some equations. It denotes a scalar product
only when the two multiplying variables are in bold, and thus represent vectors. On the oth-
er hand, most discrete operations imply matrix multiplication, in the sense of pixel-to-pixel
multiplication. In this case, this type of discrete operation is denoted by the symbol (£).
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Deﬁnitions
For clarity and convenience, we provide here some fundamental deﬁnitions of commonly
usedmathematical operators. Those deﬁnitions do not aim at being complete in the sense of
a rigorous construction of a mathematical framework, but are only given to avoid any confu-
sion between fundamental notations.
Through this thesis, we employ the asymmetrical deﬁnition of the n-dimensional Fourier
transform, written as
F
©
g (x)
ª
(!)Æ gˆ (!)Æ
Z 1
¡1
g (x)e¡2¼i(! ·x)dx ,
F¡1
©
gˆ (!)
ª
(x)Æ 1
(2¼)n
Z 1
¡1
gˆ (!)e2¼i(! ·x)d!,
(2.1)
where x and ! are vectors such as x ,! 2 Rn . Similarly, the discrete Fourier transform (DFT)
is deﬁned as
DFT
©
g [n]
ª
[!]Æ gˆ [!]Æ
N¡1X
nÆ0
g [n]e¡
2¼i
N ! ·n
DFT¡1 {h[!]} [n]Æ 1
N
N¡1X
!Æ0
g [n]e
2¼i
N ! ·n
(2.2)
where the vectorial notation of sums refers to multiple summations over every dimensions.
One should note that we employ the hat ( ˆ ) notation loosely to denote the transformation to
the reciprocal domain for both continuous and discrete representations. We also distinguish
between strict spatial frequencies denoted by !, and deﬁned as !x Æ 1/x, and projections of
k-vectors, expressed as kx Æ 2¼/¸ · sin®, where® is the projection angle on the considered axis.
In several places in the manuscript, the standard deviation is used as an indicator of noise
contribution on the recorded data. In this context, we employ the unbiased deﬁnition of the
standard deviation, which is deﬁned as
s Æ
vuut 1
N ¡1
N¡1X
nÆ0
¡
x[n]¡x¢2, x Æ 1
N
N¡1X
nÆ0
x[n]. (2.3)
As the experimental data often consists in 2-dimensional images, the standard deviation is
to be understood in this case as the one-dimensional standard deviation of the samples con-
tained in the two-dimensional data setM £N , which can be deﬁned as
s Æ
vuut 1
MN ¡1
M¡1X
mÆ0
Ã
N¡1X
nÆ0
¡
x[m,n]¡x¢2!,
x Æ 1
MN
M¡1X
mÆ0
Ã
N¡1X
nÆ0
x[m,n]
!
.
(2.4)
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2.2 Digital holography
At the time of its discovery, holography brought new perspectives to optics, by providing the
possibility of reconstructing wavefronts physically, through the recording of the interference
pattern generated by the diffraction of an object on a plate, and the ability of generating of
the wavefront by illuminating the plate, providing a three-dimensional image through prop-
agation of the wave ﬁeld. Various factors however made the development of the technique
complicated, such as the difﬁculties of employing sufﬁciently coherent light sources, and
the availability of proper photo-sensible materials with satisfying resolutions and dynamic
ranges. Digital holography (DH) was then mainly developed in the nineties, renewing the
wide interest for this technique by making its application far easier through the use of high-
ly coherent sources such as lasers, developed in the meantime, and the availability of digital
detectors and fast computers. The use of digital means enabled the development of wave-
front processing through numerical computation of the propagation of ﬁelds. The main fea-
ture provided by DH is thus the capability to recover the quantitative phase of a recorded
wave, or more generally to retrieve the full complex—amplitude and phase—information
of a wavefront. This enabled the possibility of quantitative phase imaging, as employed for
nearly transparent objects such as biological samples, or high-resolution topographic imag-
ingwhen retrieving thewavefront of the light reﬂected froma sample, enablingdynamic char-
acterisation in the tens of nanometre range, or even below.
In this section, we ﬁrst discuss in subsection 2.2.1 the main methods developed in the ﬁeld
of microscopy for phase imaging, and situate digital holography in this context. A more de-
tailed analysis is thenmade about interferometric techniques, enabling thepossibility of clas-
sifying the various methods more closely related to digital holography. Then, in subsec-
tion2.2.2, the fundamental principlesofholographyarepresented, by takingahistorical point
of view. This approach makes it possible to discuss the concepts of holography in a general
way, in order to provide a general framework for interferometric techniques. We then present
in subsection 2.2.3 the main consequences of using a digital detector for holographic mea-
surements, and present the main steps leading to the development of DH. We next present
in details in subsection 2.2.4 the various standard experimental conﬁgurations for hologram
recording and the reconstructionmethods for off-axis digital holography in subsection 2.2.5.
On a second stage of this introduction, we discuss in subsection 2.2.6 the application of digi-
tal holography for microscopy, where high-resolution imaging brings new challenges for this
detection method. Finally, in subsection 2.2.7 we provide some examples of typical applica-
tions ofDHandDHM, in theperspectives of their speciﬁc features compared toother imaging
technologies.
2.2.1 Phase imaging
Digital holography is essentially a technique which enables the reconstruction of the com-
plete information of the recorded wavefront, usually in terms of amplitude and phase. Con-
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sequently, it enables the full-ﬁeld recovery of quantitative information, which can be used
for imaging purposes. We therefore brieﬂy discuss here as an introduction of the state of the
art the various possibilities which were developed in the past for phase-contrast imaging and
phase measurement.
Developing methods to access the phase information for imaging purposes has been in-
vestigated for a long time, as biological specimens were providing only a very low contrast in
standardmicroscopy as they possess a weak absorption. Furthermore, light detectors, would
they be digital detectors, photographic ﬁlms or the human eye, are sensitive only to the in-
tensity of light, so that it is necessary to encode in a way or another the phase information
into intensity.
TheﬁrstmethodwasdevelopedbyF.Zernikeasphase-contrastmicroscopy [Zer42b;Zer42a;
Zer55]. It is based on the principle of constructive and/or destructive interference between
the wave diffracted by the object and the non-diffracted part, thus encoding the phase shifts
into intensity contrast. The imaging system relies on a standard illumination scheme in mi-
croscopy such as Köhler illumination, with the particularity that the illumination is generated
in an annular shape. It is therefore possible to separately process the non-diffracted back-
ground light (zero-order), deﬁned as a ring of spatial frequencies in the back focal plane of
the objective, from the light diffracted by the sample. Inducing a phase delay on the back-
ground light generates in the imaging plane constructive or destructive interference between
the zero-order and the diffracted light, thus encoding phase shifts induced by the sample as
intensity values. Zernike’s phase-contrast images present a typical proﬁle, where the intensi-
ty is proportional to the amount of refractive index (RI) variation in the specimen, providing
a high-pass version of the RI distribution.
This discovery enabled the observation of cellular preparations with high contrast, and
paved the way to modern cell biology. Through the years, others phase imaging methods
were proposed, essentially with incoherent light at ﬁrst, as lasers were still at their ﬁrst steps.
Moreover, the purpose was to employ available microscope systems for imaging, encourag-
ing the addition of components in existing structures instead of developing new ones. In the
ﬁfties, a method called differential interference contrast (DIC) was proposed, which relies on
polarised light (typically generated with a linear polariser). The illumination beam is sep-
arated in two components with for example a Wollatson prism, so that beams are passing
at slightly different positions in the sample before recombination [All69]. As the two beams
wandered through slightly different optical path lengths, the recombination (made by a lin-
ear polariser used as an analyser) generates again constructive and destructive interference,
thus encoding phase in an intensity image. DIC imaging is characterised by a shear direction,
thus providing a differential contrast in one direction. More recently, efforts have beenmade
to employ DIC as a quantitative phase imaging technique [Arn04; Shr06; Fu10].
In the context of incoherent imaging, another approach consists in using of so-called trans-
port-intensity equations (TIE), which model the propagation of light. Through the acquisi-
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tion of several images taken at different depths along the optical axis and around the focus
position, one can recover a quantitative phase [Bar98; Pag98; Til00]. These techniques are
characterised by phase images which do not suffer from phase wrapping like interference
techniques, at the cost of requiring several images with precise shifts in the object space.
Finally, methods based on wavefront characterisation, such as Shack-Hartmann detectors,
were recently applied to phase imaging, thanks to the development of high resolution sen-
sors [Bon09]. Phase recovery is based on focusing the beam into multiple focal points with
a microlens array or a diffractive element, for example. The position of the focal point can
be detected with a 2D sensor, and will depend on the local phase proﬁle of the wavefront. A
proper algorithm can therefore reproduce indirectly a phasemap from the position informa-
tion of the various focal points.
On the other hand, algorithmicmethods, such as phase-retrieval, have also been developed
[Ger72; Fie82]. As TIE, these approaches are also based on retrieving the phase from intensity
measurements, but take a more computational approach than the use of physical propaga-
tion models as employed by TIE reconstruction. The phase retrieval is employed through
constrained iterative treatment in the Fourier domain of the intensity measurement, con-
verging to the expected phase. Compared to TIE, it is thus simpler to acquire images, as there
is no requirement for precise positions of acquisition on the optical axis. However, due to
the purely computational treatment of the signal, the accuracy in phase recovery is usually
smaller, and difﬁcult to employ as quantitative data.
In parallel to the methods described above, which are based essentially on incoherent light
and intensity measurements, the development of coherent light sources enabled the use of
interferometricmethods for phase imaging, as described in details in subsections 2.2.2–2.2.5.
The phase recovery is based on the interference between a so-called object wave, which in-
teracted with the sample, and a reference wave which proﬁle is well controlled. From this
interferogram, the quantitative phase information can be extracted through spatial separa-
tion [Lei62; Cuc99b], or temporal encoding [Car66; Yam97].
One speciﬁc type of applications of holography should however bementioned here inmore
details, as it is not treated in the following subsections, consisting inwhat couldbe considered
as hybrid methods, where coding and decoding of the amplitude and phase information is
performed throughboth temporal and spatial processing. A noticeable application of this ap-
proach consists in scanning holography [Ind00; Ind01], where the interference is performed
in the object space instead of the image space, and can thus be considered as structured il-
lumination holography. The method thus requires sample scanning in the fringe pattern for
data acquisition, and temporal demodulation of the acquired data. One striking property of
this approach is its capability of retrieving the phase information from incoherent light, such
as the one emitted by ﬂuorophores [Ind06b; Ros07; Ros08]. As the method is based on gen-
erating an interference pattern in the object space, it is also particularly suited for reﬁned
structured illumination analysis through pupil illumination design [Ind06a; Ind07]. Another
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approach of hybrid method was recently proposed by Takeda et al. and coined as coherence
holography [Tak05], where full wavefront information can be retrieved indirectly through the
measurement of themutual coherence function, instead of coherent cross-correlation terms
as in standard holography.
In theparagraphsabove,wepresented someof themainmethodsemployed forphase imag-
ing in the context of microscopy. One should note however that non-imaging methods are
also possible, in particular in the context of proﬁlometry, where the phase signal corresponds
to changes inheight of the specimen. In this context, interferometry iswidely used, also in ap-
plication employing white light interferometry coupled with vertical scanning [Wya02]. One
could also mention fringe projection techniques, which are not strictly spoken phase imag-
ing techniques, but enables the retrieval of proﬁles under similar reconstruction processes as
spatially-encoded holography [Su01; Hua03].
2.2.2 Principles of holography
Holography is a technique which concepts and ﬁrst experimental demonstrations were de-
veloped by D. Gabor in 1948 [Gab48]. In this seminal work, the main purpose of employing
holographicmethodswas to exploit its imaging capabilitywithout using anyphysical imaging
components such as lenses, in a so-called lensless conﬁguration. Themain application at the
beginningwas the ability to improve spatial resolution of detection for electronic imaging, for
which lenses are hardly available [Gab49].
Holography relies on an interferometric principle for detection, where two coherent waves
interfere on the detection plane. The interference creates a pattern in intensity which can be
recordedbyaphoto-sensitivematerial plate; oneof the twowaves is coming fromanobserved
object, and corresponds to the wave diffracted by the sample under a given illumination. On
the other hand, the second wave is classically taken as a reference, and thus corresponds to
a well characterised wave. Typically, the interference generates on the photosensitive mate-
rial a diffraction pattern which can be considered as a diffractive element. Therefore, if one
illuminates the developed plate with a wave identical to the reference, the resulting diffract-
ed wavefront will contain a replica of the object wave used to act on the plate. This exciting
feature led to the ﬁrst interests for this method, where a full wavefront could be recorded and
regenerated.
The physical modelling of this process can be described simply by the coherent addition of
the two waves, where it is considered in ﬁrst approximation that they are perfectly coherent
and with identical polarisation, giving
I (x, y,z0)Æ
¯¯
o(x, y,z0)Å r (x, y,z0)
¯¯2 ,
Æ (oÅ r ) (oÅ r )¤ ,
Æ joj2Åjr j2Åo¤r Åor¤,
(2.5)
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where I is the intensity pattern acting on the plate, o is the wave diffracted by the object, and
r is the reference wave. The intensity pattern is deﬁned in (x, y) coordinates at a plane z0,
corresponding to thepositionof thephoto-sensitive plate. In the following, as the detection is
madeonagivenplane, this dimensionwill oftenbeomitted, by considering that thedetection
plane is perpendicular to the optical axis z. One can identify in Eq. (2.5) four terms; the two
ﬁrst ones depend only on one interfering wave, and are thus considered as autocorrelation
terms. They correspond to intensities as employed in incoherent imaging. The two others
are cross-terms of the process of detection in intensity, and correspond mathematically to
cross-correlations. They appear through the coherent detection of holography, and contain
the phase information provided by holographic recording.
As the two waves have different phase advances at a given point in the (x, y) plane, the two
cross-terms will generate variations in intensity leading to interference fringes, correspond-
ing to variations between in-phase and out-of-phase positions. This can be better identiﬁed
mathematically by expressing the object and reference waves in amplitude and phase, i.e.
o ÆOe i'o ,r ÆRe i'r , and modifying Eq. (2.5) to
I Æ ¯¯Oe¡i'o ÅRe¡i'r ¯¯2 ,
ÆO2ÅR2ÅORe i('o¡'r )ÅORe¡i('o¡'r ),
ÆO2ÅR2Å2OR cos('o ¡'r ),
Æ I0Å I1 cos(¢'),
(2.6)
The ﬁrst term I0 ÆO2ÅR2 corresponds to the intensity background, I1 Æ 2OR is related to the
fringes visibility, and ¢' Æ 'o ¡'r is the phase difference between the two waves at a given
(x, y) position. This representation shows in a more explicit way that holographic recording
possesses the ability of recording the relative phase information between the two interfering
waves, along with their respective amplitudes, in an intensity pattern.
However, as it can be seen in Eq. (2.6), the various real and imaginary components of the
two waves are mixed in the recording, so that recovery of a speciﬁc information is not triv-
ial. In the case of a physical reconstruction through illumination of the plate, the process can
be understood by considering the fringe pattern generated by the recorded interference as a
diffraction grating, so that the illumination with a wave u(x, y) will diffract in various direc-
tions. By using this model, the illumination of the hologram corresponds to amultiplication,
giving
u · I Æ u(joj2Åjr j2)Åo¤ruÅor¤u, (2.7)
where one can identify in the last terms of the right-hand of Eq. (2.7) the original recorded
wavefront multiplied by the illumination wave. This implies that the holographic process
makes it possible to recover the full wavefront information of a given electromagnetic wave.
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The different terms in Eq. (2.7) show the fundamental principle of reconstruction of a holo-
gram, where the information about thewavefront used for recordingwill propagate again un-
der illumination of the plate, as shown in the last termof the right handof the equation. At the
same time, a replica of the illuminationwave,modiﬁed in amplitude, and the complex conju-
gate of the recording wave propagate along with the original wavefront. This representation
also explains the nomenclature classically employed to refer to the various terms. The ﬁrst
term of Eq. (2.7) is often called the zero-order term, as it corresponds to the non-diffracted
beam in analogy with diffraction gratings formalism. Similarly, the two last terms are usually
called the ﬁrst order terms (+1 and -1).
Even thoughEq. (2.7) providespropagating termscorresponding towaveﬁelds, the recovery
of the object wave does not appear through this model. The imaging capabilities emerge
when the illumination wavefront matches the proﬁle of the original reference wave, namely
u Æ r . In this case Eq. (2.7) simpliﬁes to
r · I Æ r (joj2Åjr j2)Åo¤r r Åor ¤r,
Æ (O2ÅR2)r Åo¤r 2ÅR2o,
(2.8)
where one can identify in the last term the original objectwavefront,multipliedby a real term,
corresponding to the reference intensity. This possibility of recovering the original informa-
tion of an unknown wavefront leads to the lensless imaging capability, as discussed in the
next paragraph.
Lensless (Gabor) holography
The equations described above are very general to any holographic recording, and do not
take into account any considerations about how the recording and reconstruction process is
implemented. We consider here the ﬁrst holographic implementation proposed by Gabor,
classically called lensless or Gabor conﬁguration [Gab49]. In this geometry, the sample is il-
luminated with a diverging wave, which is diffracted by the object. After the sample, two
components are therefore propagating, consisting in two spherical waves with different cur-
vature radii, deﬁned by their distance to the detector, dr and do , where the non-diffracted
part acts as a reference wave through a so-called self-referenced beam. The two waves then
interfere on the detection plane, thus creating an interference pattern. These recording con-
ditions are presented in Fig. 2.1(a), where the spherical illumination wave and the diffracted
objectwavefront are represented. Then, as expressed in Eq. (2.8), the illumination of the plate
after development with a divergent wave identical to the reference wave generates a diffrac-
tion pattern proportional to the original object wave. As the object wave is a diverging wave
emanating from the sample, the forward propagatingwave generated by the diffraction of the
illuminating wave on the plate identically generates a diverging wave, as shown in Fig. 2.1(b),
thus generating a virtual image behind the plate, at a distance di Æ¡do . On the other hand,
the opposite diffraction order generates a converging wave, which creates a real image at the
opposite position di . The fact of generating both a virtual image behind the plate and a real
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Figure 2.1: Lensless holography conﬁguration. (a) Recording conditions, where a divergent
wave illuminates the specimen. The reference point source and the diffracted wave from the
specimen then interfere as two spherical waves. (b) Reconstruction, where a replica of the
reference wave is employed, leading to imaging the object encoded in the hologram.
image in front of it led to the commonly used name of twin-image for the second complex
term of Eq. (2.8), as already coined by Gabor.
The lensless imaging capabilities of holography go beyond the simple reproduction of the
wavefront employed to record the hologram, as it is possible to magnify the original sample.
This can be performed by employing illumination waves with different curvature radii be-
tween recording and reconstruction, either by changing the position of the point source, or
by employing another wavelength for hologram illumination. As the illuminating wave pos-
sesses another curvature than the reference wave used for recording, the diffraction orders
propagate in directions which will be determined by the difference of curvature between the
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Figure 2.2: Lensless holography usingmagniﬁcation by employing an illuminationwavewith
a different curvature than the one employed for recording.
recording and illuminating waves, and thus focus at a different position. One can show that
the lateral magniﬁcation of the holographic imaging process can be expressed as [Goo96]
Mlat Æ
¯¯¯¯
1Ådo
µ
¸0
¸
1
d 0r
¡ 1
dr
¶¯¯¯¯¡1
, (2.9)
where dr ,d 0r are respectively the positions of the recording and illuminating point sources, do
is the distance of the object, and ¸,¸0 are respectively the recording and illuminating wave-
length. This reconstruction process is illustrated in Fig. 2.2, where a point source with its
position deﬁned as d 0r È dr is employed, thus yielding a magniﬁed image,
As it was already identiﬁed byGabor in his ﬁrst articles, the imaging possibilities of hologra-
phy are greatly reduced in quality because of the other termspresent in the propagation of the
wavefront diffracted by the photo-sensitive plate, and especially because of the twin-image,
which proﬁle can be highly irregular depending on the measured object, and therefore dis-
rupts the image. Several methods to circumvent this issue were proposed, and are discussed
in the following sections. These issues, added to the fact that usually no quantitative informa-
tion can be extracted from hologram recorded in this geometry, make the lensless conﬁgura-
tion less efﬁcient compared to other methods. Nevertheless, it is still nowadays used in var-
ious applications ﬁelds, especially in particular cases, such as harsh environments where its
simplicity and robustness of implementation enables stable measurements [Xu01], or when
compactness is a major design requirement [Su10].
Off-axis conﬁguration
As mentioned above, the main problem in holography in its ﬁrst developments was the dis-
turbance caused by the twin-image. Although some methods were already proposed, such
as employing a slightly defocused print of the hologram [Gab49], this issue was greatly un-
dermining the performances of holography. The main breakthrough for solving this issue
was brought by Leith and Upatniek, who proposed to use a reference wave having a slightly
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different propagation direction than the object wave [Lei62], leading to the name of off-axis
geometry. This idea was ﬁrst proposed in the context of signal processing, where having an
angle between the twowaves corresponds tomodulating the cross-correlation terms contain-
ing the complex wavefront information. This concept was then formalised more precisely
along with examples of implementation [Lei64]. The off-axis approach has then been further
analysed on a computational point of view [Wol70a] with a formalism based on diffraction,
and used for the ﬁrst quantitative phase measurements to our knowledge [Car70].
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Figure 2.3: Deﬁnition of the coordinate system and angles for off-axis holography.
In order to express mathematically the introduction of an angle between the two propaga-
tion directions, we deﬁne the coordinate system employed at the detection plane. We consid-
er, in regards to the optical axis z, an inclination angle µ and an azimuthal angle Á, as shown
in Fig. 2.3. In order to simplify the expressions, the object wave propagation direction k0 is
considered to be collinear to the optical axis. This corresponds to the ideal recording case,
where the detector is parallel to the imaging plane of the object wave, thus providing optimal
imaging conditions.
Introducing a tilt in the reference wave corresponds to multiplying its expression with a
linear phase function, which direction is deﬁned by the vector kr . The tilted reference wave
hencebecomes rt Æ re¡i(kr ·x), where x Æ (ex ,ey ,ez) is theunitary vector of theCartesian coor-
dinate system. The recording geometry is represented in Fig. 2.4(a). Inserting this expression
into Eq. (2.5) leads to
I Æ joj2Åjr j2Åo¤re¡i(kr ·x)Åor ¤e i(kr ·x), (2.10)
where one can identify that the interference terms are multiplied with various phase factors,
which correspond in the reciprocal domain to different modulations. The reconstruction,
performed by illuminating the plate with a replica of the complex conjugate of the reference
wave, yields
r¤I Æ r¤ ¡O2ÅR2¢ÅR2o¤Åo(r¤)2e2i(kr ·x). (2.11)
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The three diffracted components emanating from the plate therefore propagate in various di-
rections, as shown inFig. 2.4(b). In the case the distance between the object and the recording
plane do is sufﬁciently high compared to the off-axis angle µ, the imaging plane distance di
will be far enough so that a full spatial separation will be possible between the various terms
contained in Eq. (2.11), thus enabling imaging of the object wave free of any disturbance due
to the twin-image or the zero-order term.
recording plane
ko
kr
θ
reference wave
do
(a)
hologram
real image
(-1 order)
virtual image 
       (+1 order)
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d i
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Figure 2.4: Off-axis (a) recording and (b) reconstruction.
Thepossibility of employing anoff-axis angle is however greatly dependent on the sampling
capability of the recording medium, since it corresponds to a modulation of the interference
terms, as expressed inEqs. (2.5) or (2.17). Holographicﬁlmshave typical sampling capabilities
in the order of thousands line pairs per millimetre (lp/mm), thus enabling off-axis angles up
to tens of degrees, and ensuring easy spatial separation of terms [Wol70b]. However, as it will
be described in the next subsections, the issues in sampling capabilities can become critical
in the case of digital detectors.
Mutual Coherence
Up to this point in the discussion, it has been considered that the twowaves interfering on the
detectionplanewere perfectly coherent, thus greatly simplifying the equations describing the
generation of the hologram. This hypothesis is in general not true, especially in the case of the
early experiments of holography, where light sources such asmercury lamps were employed,
before the common use of lasers. Coherence denotes the ability of two wave ﬁelds, deﬁned
temporally and spatially, to interact in a coherent way. It thus denotes the importance of the
cross-correlation terms in Eq. (2.5), relatively to autocorrelation terms. The mathematical
analysis of this property is commonly divided between its temporal part and spatial one.
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The temporal coherence represents the capacity of two wave ﬁelds to interfere with each
other when they propagated through different optical path lengths, and can thus be consid-
ered as a correlation in phase between two wavefronts. It is represented mathematically by
the temporal correlation between the ﬁelds
¡11(¿)Æ
­
u¤1 (t )u1(t Å¿)
®
. (2.12)
The function ¡11(¿) is typically maximal for a perfectly monochromatic wave, and tends to
a Gaussian shape in the case of a light source possessing a certain bandwidth ¢¸, through
the Fourier relations between temporal behaviour and spectral properties. It is thus possible
to deﬁne temporal coherence of a given light source by its coherence time ¿c , deﬁned as the
time shift for which the fringe contrast decreased of e¡1, or its coherence length Lc through
the space-time duality of electromagnetic waves, i.e. Lc Æ c¿c . One should note that other
deﬁnitions employ the full width at half maximum (FWHM), so that a scaling factor can take
place depending on deﬁnitions.
On the other hand, spatial coherence represents the capacity of light emitted by two points
situated at various positions on a wavefront (the condition of being on a wavefront cancels
any effects deﬁned as temporal coherence) to interfere, and can thus be represented mathe-
matically by the spatial correlation
¡12(r1,r2)Æ
­
u(r1)u
¤(r2)
®
. (2.13)
where r1 and r2 are the positions of the emission points. The function ¡12(r1,r2) is typically
maximal for aperfect point-source anddecreases for light sources of a given spatial extension.
The coherence—temporal and spatial—was one of the main issue at the development of
holography, as it was rather difﬁcult to generate lightwith sufﬁcient coherence properties and
powers to imprint interference fringes on plates with a satisfying contrast. This is particularly
true in the case of wide ﬁeld interference as performed in holography, as both temporal and
spatial coherence conditions must be satisﬁed to ensure coherent detection. The practical
effect of coherence for detection canbe seen in Eq. (2.6), where the term I1 accounts for fringe
visibility. This term usually denotes for the intensity ratio between the two interfering waves,
which inﬂuences the visibility, but can be changed to model also coherence effects. On the
other hand, Eq. (2.5) must be rewritten to take into coherence, giving
I (x, y)Æ joj2Åjr j2Å ¡o¤r Åor¤¢G12(x, y), (2.14)
where G12 2 [0,1] is a weighting term relatively decreasing the relative importance of cross-
correlation terms, thus denoting for a partial coherence. This term denotes for a practical
effect on the detectionplane, and is consequently indirectly linkedwith the general deﬁnition
of spatio-temporal coherence ¡12(r1,r2, t ).
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The common-path architecture of lensless implementations presents the advantages of
preventing most of the problems issued by coherence limitations, as the beam is interfering
with a diffracted part of itself, thus avoiding any difference in optical path length (OPL) be-
tween the interfering beams. Furthermore, it requires point-sources for generating spherical
waves, which therefore imply good spatial coherence properties. The limitations in coher-
ence thus prevented at ﬁrst implementationswith interferometric approaches in holographic
setups. Even the ﬁrst developments in off-axis conﬁgurations were performed through com-
mon-path conﬁgurations, due to the same limitations, typicallywithwedgeprisms tiltingpart
of thewavefront to generate the interference [Lei64]. Someattemptswerehowever performed
very rapidly to employ interferometric conﬁgurations for holography, in order to take advan-
tage of the versatility of those implementations [Gab66], which were then commonly em-
ployed with the emergence of laser light sources, enabling very long coherence lengths allied
with high powers.
One should note however that short coherence length sources have been investigated again
recently in various cases [Dub06; Kem08a]. Shorter coherence lengths have great potential
for use in interferometric measurements, as the phase disturbance induced by the statistical
distribution in the sample can indeed be averaged out in the case of light sources having a
larger spectral width. Furthermore, it can also contribute to an increase in spatial resolution,
through the minimisation of coherent effects inducing ripples. These applications howev-
er require methods to enable interference on the whole ﬁeld of view while employing low
coherence properties. This typically requiresmore complicated arrangements, where the co-
herence zone (in both spatial and temporal domains), must be adapted to ensure optimal
interference [Ans01].
2.2.3 From classical to digital holography
Classical holography brought exciting features such as lensless imaging and full wavefront
recording capabilities, but was still requiring cumbersome procedures for coding and decod-
ing the hologram. The exposure of the photo-sensible plate has to be controlled precisely, to
ensure its print in the linear range of sensibility. Non-linearity in the print indeed generates
higher orders of diffraction, which contribute greatly to the noise of hologram generation.
Furthermore, chemical treatments to develop and ﬁx holograms are long and critical steps,
so that getting quality holograms requires great care at both detection and processing steps.
On the other hand, using digital detectors enables the possibility of ﬁnely tuning the expo-
sure time and gain of the sensor, thus easily ensuring optimal recording conditions of the
hologram. Furthermore, the acquired data is directly fed to a computer, thus suppressing all
the steps for developing the hologram, making possible to make rapid acquisitions for tem-
poral analysis, at the cost however of a loss of sampling capabilities, as photo-sensible plates
have typically higher resolving powers than digital detectors.
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Nevertheless, classical holography still carries various applications in which promising re-
sults are to be expected. To name a few, physical generation of holograms is used nowadays
in the ﬁeld of cryptography [Mat09], where its most renown application is for bank notes se-
curity. Physical wavefront generation through computer-generated holograms has also been
developed by using spatial light modulators (SLM) or micromirrors arrays [Hue03], enabling
3D vision applications [Yar10].
The use of digital means in holography occurred gradually from the end of the sixties, when
Goodman used for the ﬁrst time a vidicon detector to encode a hologram, which could then
be reconstructed with a computer [Goo67]. Those results could also be reproduced also by
Kronrod et al., who reconstructed optically encoded holograms fed to a computer for re-
construction [Kro72]. Applications in the ﬁeld of interferometry could also be considered as
premises of digital holography, where measurements obtained by Twyman-Green interfer-
ometers used with diode arrays, hence corresponding also to full-ﬁeld measurements com-
parable with holography, were reconstructed through digital means [Bru74]. Even though
those preliminary results were very promising in the capability of numerically reconstructing
holograms, the interest in digital holography essentially rose with the availability of cheaper
digital detectors, essentially manufactured with charge-coupled device (CCD) cameras. The
validation of the use of CCD cameras for holographic applications was performed in themid-
nineties, in the case of reﬂectionmacroscopic holograms [Sch94], or microscopic holograms
in endoscopic applications [Coq95].
The main issue with early digital detectors lies in their sampling capabilities, which greatly
limits the possibilities for using an off-axis conﬁguration. Detectors had typical pixel sizes in
the tens of microns, while photo-sensitive plates could sample up to typically 1000 lp/mm,
corresponding to pixel sizes of 1m. This implies that the imaging resolution was greatly
reduced with digital detectors employed in conjunction with an off-axis geometry which is
also limiting the samplingcapabilities, as thismethod relieson spatiallymodulating the signal
to extract the information.
Another approach for hologram reconstruction was developed by taking advantage of the
capability of digital detectors to take multiple frames rapidly, through the use of phase-shift-
ing techniques [Yam97]. Those reconstruction methods do not rely on a spatial encoding of
the information, as in off-axis geometry, but on temporal encoding, by combining sever-
al frames to recover the wavefront information as developed ﬁrst for interferometry [Car66;
Bru74]. This approach enables the use of the full sampling resolution of the detector, but at
the cost of employing several frames.
Up to this point, holography was essentially considered as an imaging technique, enabling
the possibility of lensless imaging, or the capability of focusing images recorded out-of-focus
through the recovery of the full wavefront. The digital treatment, which contrarily to the clas-
sical approach, considers the wavefront as a combination of amplitude and phase, led to the
development of quantitative phase imaging through holography [Cuc99b]. This approach led
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to numerous applications, such as biological samples observation, or full-ﬁeld topographic
characterisation, as described in details in subsection 2.2.7.
The development of digital means for holography changed greatly the research ﬁeld. The
capability of performing holographic measurements with cheap laser light sources and dig-
ital cameras, combined with holographic reconstruction performed on computers, strongly
eased the experimental process, thus leading an increasing amount of groups to this research
ﬁeld, as the increasing quantity of articles yearly published in the domain attests. On the oth-
er hand, it led to a specialisation of the various competences required previously for classical
holography. The use of the latter for measurements and the generation of holograms can be
consideredat this point nearly as distinct domains. One can see various sub-domains, suchas
computer generation of holograms, where they are designed and thenprinted for instance for
cryptographic applications, holographic detection, where holograms are used as an optical
mean ofmeasurement, through computation of the data sent by the detectors, or holograph-
ic generation, where the hologram is created for physical wavefront processing, such as in
3D vision systems. Those domains are of course vast by themselves, and encompass various
applications. However, this distinction occurred through the emergence of digital means for
recording and reconstructing holograms, so that optics andmaterial science are not anymore
both required in order to make research in holography.
The development of easily accessible detector arrays made also the distinction between
holography and interferometry hard to distinguish. Holography was originally an imaging
technique with striking properties, while interferometry was a metrology tool with impres-
sive performances in resolution. With detector arrays having high dynamic ranges, the dis-
tinction between aMichelson interferometer and a Twyman-Green one is not as important as
before. On the other hand, with thewidespread use of laser sources having long temporal and
spatial coherence properties, holography now commonly employs interferometric setups to
produce holograms. The two research ﬁelds are presently widely interconnected.
2.2.4 Digital holographic recording
We describe here in more details the various methods for recording and reconstruction in
the context of digital holography. Even though the detection is based on the fundamental
equation of interference given in Eq. (2.5), one can identify various fundamental conﬁgura-
tionswhich implydifferent approaches for recording and reconstruction. We start bydeﬁning
those conceptual implementations.
Conceptual implementations
One can identify two main subdivisions in the implementations of an experimental setup
performing holographic measurements. The ﬁrst subdivision consists in the type of signal
recovered, which can be either a reﬂection signal, in which case the diffracted wave is reﬂect-
ed by the sample, or a transmission signal, for which the diffracted wave travels through the
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sample. Even though this distinction does not change drastically the way in which the holo-
gram is generated and reconstructed, it modiﬁes the interpretation of the recovered signal.
In the case of a reﬂection implementation (cf. Fig. 2.5(b, d)), the recovered object wave
consists in a reﬂectivity signal in amplitude, while the phase corresponds to the topography
of the sample, which is commonly a reﬂective surface. On the other hand, a transmission
implementation (cf. Fig. 2.5(a, c)) enables the recovery of an absorption signal in amplitude,
and a signal proportional to the integrated refractive index distribution along the optical axis
in phase, where the sample is commonly nearly transparent, such as a biological preparation.
This leads to the following interpretation for the reﬂected phase 'reﬂ and transmitted phase
'trans
'reﬂ(x, y) Æ
2¼
¸0
ni ·2h(x, y), (2.15)
'trans(x, y) Æ 2¼
¸0
Z h(x,y)
0
nm(x, y,z)dz, (2.16)
whereni is the surroundingRI,nm is theRI distribution in the specimen, andh is theheight of
the sample. One should note that part of the difference in the two interpretations of the phase
signal given in Eqs. (2.15–2.16) are essentially sample-dependent. In this simple approach, it
is considered that the sample consists either in a reﬂective surface with a height distribution
h(x, y), in a controlled environment of refractive index ni , with the factor 2 accounting for the
doubled OPL coming from the reﬂection, or a nearly transparent object, so that the phase is
an integrated signal over the depth of the sample with a distribution of refractive index. This
view is of course a greatly simpliﬁed representation of most of the cases, as non-perfectly
reﬂecting samples are observed in reﬂection, such as biological preparation or multi-layered
substrates, and highly absorbing samples can be observed in transmission. Nevertheless, it
represents a general trend in the applications of the two conﬁgurations.
Furthermore, one shouldnote that the signals are considered topropagate through the sam-
ple in transmission, without considering diffraction, so that the phase signal is simply an
integrated signal over the depth of the sample. Even though rigorous analysis of the imag-
ing conditions for holographic systems were derived in various works, such as in a coherent
transfer function (CTF) analysis [Kou07], the usual interpretation of holographic data results
in an ambiguous interpretation. On one side, imaging involves diffraction, so that the multi-
ple interferences result in an image through the Huygens principle; on the other hand, phase
is commonly considered in a geometrical model, where the it is considered in transmission
to be the integrated signal along the optical axis (cf. Eq. (2.16)). The consistency of interpre-
tation would require a model of the phase signal which would integrate diffraction, which is
yet to be developed.
A second subdivision consists in the size of the observed sample, and the imaging system
employed. Onone side, one can considermacroscopic systems (cf. Fig. 2.5(a–b)), inwhichno
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Figure 2.5: Fundamental implementations of digital holographic setups, for (a, c) transmis-
sion and (b, d) reﬂection, in the (a–b) macroscopic case and in the (c–d) microscopic case.
optical magniﬁcation is used. In this implementation, the ﬁeld of view as well as the resolu-
tion of the imaging systemwill be determined respectively by the detector size and sampling
capability. On the other hand, one can consider the microscopic case (cf. Fig. 2.5(c–d)), in
which an optical imaging system is used, classically with magnifying optics. In this case, the
ﬁeld of view depends on the type of magniﬁcation used, and the resolution is determined by
the numerical aperture of the optical conﬁguration. As in the previous paragraphs, those two
cases consist in extremecases, as there are conﬁgurations inwhichmagniﬁcation is employed
andwhere the resolution is still determined by the pixel size of the camera. Nevertheless, this
classiﬁcation can be employed in a general sense for description.
The four combinations of implementations are presented in Fig. 2.5, for macroscopic and
microscopic, and for transmission and reﬂection cases. Macroscopic setups essentially con-
sist in a light source expanded spatially to ensure an even illumination on the sample, with
a beam splitter (BS) to divide the beam into the reference and object arms. The object inter-
acts with the specimen, and the transmitted/reﬂected light is collected on a camera, while
the reference beam is impinging also on the detector, with a deﬁned angle for off-axis recon-
struction. Formicroscopic applications, a condenser lens (C) is inserted in the object arm, to
ensure ﬁlling the entrance pupil of themicroscope objective (MO)which collects the diffract-
ed light emitted by the specimen. The ﬁeld lens (FL), or tube lens, then forms the image at the
plane IM, and the light is detected slightly out of focus by the detector (cf. Fig. 2.5(c–d)), the
non-diffracted light, or zero-order, is represented by dashed lines, while the diffracted light is
shown with plain beams. In the microscopic case, a BS is classically used to recombine the
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two beams on the camera, thus ensuring the small angles required by the sampling capability
of the digital sensor. In the case where the ﬁeld lens is situated after the recombination beam
splitter, as shown in the reﬂection conﬁguration of Fig. 2.5(d), it is usually necessary to use
a curvature lens (CL) in the reference arm, in order to match the curvature radii of the two
beams on the detection plane.
Recording conditions
The fundamental recording conditions were brieﬂy discussed in the ﬁrst part of this section.
Wedescribe in this paragraph the detailed possibilities and requirements involved in the gen-
eration and detection of the hologram.
Light sources
The ﬁrst key element for holographicmeasurement is the light source. As alreadymentioned,
the requirement for the illumination is a certain degree of spatial and temporal coherence,
in order to generate an interference at the detection plane, implying that a wide variety of
sources canbeemployed for this purpose. While in thepast, ﬁlteredmercury lampshavebeen
used [Gab49; Lei64], laser sources are preferred nowadays for their very long coherence time
properties. Gas lasers, suchasHe:Ne, are commonly employed thanks to their easy accessibil-
ity, as well as solid-state lasers [Kre05], ormore recently laser diodes. Sources with less coher-
ence such as light-emitting diodes (LED) were also investigated recently [Kem08a], showing
promising results in terms of reduction of coherent noise. The use of particular sources for
speciﬁc applications were also developed, such as the use of very short pulses light sources
for time-gated measurements, or nonlinear coherent imaging for instance [Pu08; Sha10a].
The commercial availability of narrow spectral ﬁlters, which are enabling an easy selection
of wavelength with sufﬁcient temporal coherence for interferometry, and the use of spatial
ﬁlters, making possible to easily generate point sources, can enable the use of virtually any
light source for holography, depending on the speciﬁcations of the required application, and
provided that enough intensity is available for detection after beam processing. The next re-
quirement a light source needs to fulﬁl is to have a well deﬁned polarisation state, in order to
ensure a good fringe contrast at detection. Again, this can be obtained either by employing an
intrinsic property of the source, such as a linearly polarised laser, or by processing the beam
in the optical arrangement.
Holography has been used in a wide spectral range, going from electronic sources up to the
far infrared domain, depending on the type of measurement. Through scaling laws, the ba-
sic principle of holographic measurements can be applied to any wavelength range, provid-
ed that a source with sufﬁcient power and coherence properties is available. Outside visible
range, holography has also been employed from X-ray imaging for its lensless imaging ca-
pabilities [Gab48] and for coherent detection in atomic inspection, for example [Mid01]. In
the infrared range, holography has been used typically for inspection of silicon wafers and
structures [All03].
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Detectors
Digital holography presents the advantage of being essentially a bright ﬁeld imaging tech-
nique, so that it does not require high-gain sensors. Themain requirement is based essential-
ly on the resolving power of the detector, especially in the case of off-axis holography, where
one needs to sample fringes with a sufﬁcient amount of pixels to avoid aliasing. On the oth-
er hand, holography requires classically low noise properties, as errors on pixel values can
rapidly induce inaccuracy in the localisation of fringes, and thus errors in the phase recovery.
For this reason in particular, CCD technology has usually been preferred to CMOS sensors, as
its performance in terms of noise are generally better, although present CMOS detectors are
gradually reaching noise performance of CCD cameras.
The ﬁnal aspects about detectors concerns digitisation of signal through analog-to-digital
conversion. Surprisingly, it was shown that holography does not require high digitisation ca-
pacities to retrieve an acceptable quality of signal. Typically, it could be shown in the context
of phase-shifting holography that the difference in reconstruction quality between 6-bit and
8-bit holograms is barely distinguishable [Mil05]. More recently, it was demonstrated in the
context of lensless Fourier holography that quantisation noise on phase images is inversely
proportional to the digitisation level, so that noise is reduced by a factor 2 for each bit added
to hologram quantisation [Pan11].
Beam arrangement
The beam arrangement consists in the geometrical conﬁguration inwhich the object and ref-
erence beams are aligned at detection level. Asmentioned previously, various conﬁgurations
lead to different reconstruction methods. The originally developed method, consisting in a
lensless arrangement (cf. Fig. 2.1(a)), makes it difﬁcult to recover the object wavefront infor-
mation free of twin-image, as only very speciﬁc conﬁgurations allow it [Mic10]. The twomain
arrangements implemented in interferometers are the in-line conﬁguration, where the two
beams are collinear, so that one resorts to phase-shifting methods in order to recover the
wave ﬁeld, or an off-axis geometry, where the two beams have a slight angle to spatiallymod-
ulate the wavefront information. However, the modulation is restricted in possible spatial
frequencies by the detector sampling capabilities, as one has to avoid aliasing during acqui-
sition. Under the hypothesis that the reference wave is a plane wave, the Fourier transform
of Eq. (2.5) is
Iˆ (!x ,!y )Æ oˆ¤ oˆ¤(!)ÅR2±(!)ÅRoˆ(!Å!0)ÅRoˆ¤(!¡!0), (2.17)
where !0 Æ (!x,0,!y,0) corresponds to the frequency modulation induced by the angle be-
tween the object and reference wave. The spectral arrangement of the various terms con-
tained in Eq. (2.17) is shown in Fig. 2.6, where one can identify the zero-order at the centre,
and the two conjugated modulated terms, for the case where the spectral support is limited
by a circular aperture corresponding to the numerical aperture of the imaging system, for the
case of an optically-limited system.
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Figure 2.6: Fourier organisation of interference terms, for an optically-limited recording con-
ﬁguration.
If one considers the modulation frequency along an axis !x 0 parallel to the modulation di-
rection, the inclination angle µ will induce a modulation frequency corresponding to
j!0j Æ sinµ
¸
. (2.18)
On the other hand, the detector has a sampling capacity in the x direction corresponding to
a frequency of !Æ 1/¢x, where ¢x is the pixel size of the camera. By considering the Nyquist
theorem, and inserting a geometry similar to the one of Fig. 2.6 (ÁÆ ¼/4), themaximum angle
which can be resolved by the detector is thus
!0,x Æ sinµcosÁ
¸
· 1
2¢x
,
sinµ · ¸p
2¢x
(2.19)
According to this equation, for the main laser line of a He:Ne laser (¸ Æ 633 nm) and a stan-
dard pixel size of a CCD camera (¢x Æ 6m), the maximal usable angle is µ · 4.28±. In order
to enable measurement of diffracted wave vectors, one can consider in ﬁrst approximation
limiting the angle to one half of this value, putting the carrier frequency at the centre of the
quadrant, thus yielding µ · 2.14±.
The limitations of off-axis geometry and the reachable imaging resolution for a given imag-
ing systemare analysed inmoredetails in section 3.2, in the context of zero-order suppression
algorithms, and is thus only brieﬂy treated here.
Another implication of the off-axis geometry is the stronger requirement on the coherence
length of the light source. As shown in Fig. 2.7, the coherence zones of the two beams, de-
ﬁned by the coherence length Lc , are not exactly superimposed due to the inclination angle,
leading to a potential loss in fringe visibility at the borders of the ﬁeld of view, due to the
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Figure 2.7: Overlap of the coherence zones of the object and reference beams in off-axis ge-
ometry.
distribution of mutual coherence function as described in subsection 2.2.2. If one deﬁnes a
criterion requiring that the two coherence zonesmust be superimposed on the whole ﬁeld of
view, as shown in Fig. 2.7, it is possible to deduce fromgeometrical considerations a condition
to ensure a sufﬁcient fringe visibility as
tanµ · Lc
N¢x
. (2.20)
If one considers, for the sake of comparison, a light source with a coherence length of Lc Æ
100m (which in the typical order of magnitude of femto-second lasers), a detector having
N Æ1024pixels and¢x Æ6m, it requires anangleµ ·0.93± to ensureanoverlapof coherence
zones and thus a sufﬁcient fringe contrast. By comparing the two limiting values, one can see
that a light source with a coherence length of 100m typically becomes the limiting factors
in terms of ﬁeld of view with the values employed for these small calculations.
Recording domain
On an imaging point of view, digital holography differs strongly from its classical counter-
part. In the case of classical holography, the interference pattern is always recorded with a
defocused object wave, enabling refocusing of the object wavefront through illumination of
the plate, as described in subsection 2.2.2. This conﬁguration provides the effect of three-
dimensional imaging, as the eye can focus around the focusing distance in order to identify
various planes with features.
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In the case of digital holography, the approach is somewhat different, as the object wave-
front reconstruction is usually considered by extracting separately the amplitude and phase
of the object, for analysis andmeasurement purposes. The fact of propagating the wavefront
is therefore not necessary in order to recover this information. Furthermore, while classical
holography involves physical propagation, digital propagation involves discrete ﬁnite sup-
ports, limited by the size of matrices as deﬁned by the detector. For those reasons, digital
holography usually does not involve strongly defocused waves, as this would result in a loss
in ﬁeld of view due to beam divergence. Similarly, due to the ﬁnite support of digital detec-
tors, the modulation involved in the separation of the different diffraction orders in the case
of off-axis holography is not considered in the spatial domain, as this would imply the use of
very large sparse matrices, making the computation more complicated. A formalism based
on the Fourier domain is therefore usually employed, where the reconstruction is considered
in the frequency domain as shown in Fig. 2.6.
One can therefore identify three main domains in which holograms are recorded. These
recording regimes are essentially deﬁned by the imaging conditions and correspond to the
classical diffraction regimes deﬁned in optics, namely in-focus, Fresnel and Fraunhofer re-
gimes [Bor99]. The ﬁrst regime corresponds to the case where the object wave is imaged di-
rectly on the detector, as shown in Fig. 2.8(a). As it will be discussed in the next subsections,
this method simpliﬁes the reconstruction process, since the image is already formed, but at
the cost of a loss of ﬂexibility in the reconstruction possibilities.
The second regimeconsists in Fresnel holography, inwhich case theobjectwave is recorded
defocused, as depicted in Fig. 2.8(b). This corresponds to the closest case to classical holog-
raphy, as the reconstruction involves propagation in order to recover the focused image. The
fact of involving propagation algorithms increases the computation complexity of the recon-
struction process, but brings also several advantages in the possibilities of reconstruction.
Finally, the third regime consists in Fourier holography, where the detection plane is situ-
ated at inﬁnity, corresponding to the Fraunhofer regime. However, in practise, placing the
detector at a sufﬁcient distance to be considered at inﬁnity implies usually the loss of an im-
portant part of light, so that this regime is commonly generated by recording the hologram at
the Fourier plane of a lens (cf. Fig. 2.8(c)). This method presents the advantage of providing
directly the signal in the reciprocal domain, thus preventing the need for computation of the
Fourier transform. However, this conﬁguration classically requires high dynamic ranges for
detection, in order to avoid saturation between very strong signals such as frequencies near
the origin, and higher frequencies with much less intensity.
The discussion above essentially considers conﬁgurations in which an imaging system is
employed, thus corresponding to conﬁgurations called as microscopic in the classiﬁcation
made up to now. In the case of macroscopic conﬁgurations, in which no imaging optics is
employed, the regime will essentially depend on the distance between the object and the de-
tector. In the usual case, the detector is not so far from the object, yielding the detection of a
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Figure 2.8: Regimes of hologram recording. (a) In-focus holography, (b) Fresnel holography,
(c) Fourier holography. OBJ: object, IM: image plane, CCD: detector, MO: microscope objec-
tive, FL: ﬁeld lens, L: lens.
diffraction pattern corresponding to a Fresnel regime. However, cases where the detector is
rather far away from the object are also employed, leading to Fraunhofer diffraction, such as
in lensless Fourier holography [Kre05].
Fringe visibility
As holography encodes the wavefront information through intensity values in the interfer-
ence pattern of two waves, the fringe visibility determines ultimately the quality of the recov-
ered wave ﬁeld, would it be by the quality of extinction of fringes when combining frames in
the case of phase-shifting, or in the resolving capability in the case of off-axis methods.
The fringe visibility can be deﬁned as
V Æ Imax¡ Imin
ImaxÅ Imin
, (2.21)
where Imax, Imin correspond respectively to the maximum and minimum of the intensity. In
the case of a standard interferometer, the visibility is typicallymeasured by scanning amirror
to modify the relative phase advance between the two arms in a Michelson conﬁguration. In
the case of off-axis holography, the visibility can be spatially determined on the ﬁeld of view
of the detector, as the optical path length varies between the two arms due to the angle µ, as
shown in Fig. 2.7. Various parameters can inﬂuence the fringe visibility, such as the intensity
ratio between the two interfering waves, the polarisation state at the detector plane the co-
herence of the source, or potential vibrations of the experimental setup, occurring during the
exposure time of the detector.
As it canbe seen inEq. (2.6), themodulation term I1, whichdepends on the object and refer-
ence intensities, is related to the visibility of the interference pattern. The optimum in regards
to fringe visibility can be obtained when the two waves have identical intensities. However, it
was shown that the relation between the intensity ratio of the two waves and the reconstruc-
tion quality is more complex than being only related to fringe visibility, when taking noise
into consideration [Cha06b; Cha07b].
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It is classically considered that oneof themain issuewith interferometricmeasurements are
themechanical vibrations of the experimental setup. Phase-shiftingmethods, which employ
several frames taken at different times, are particularly sensitive to this type of noise. For
this reason, several works tend to minimise the amount of frames required to perform the
reconstruction [Guo02; Liu09]. On the other hand, off-axis methods perform phase recovery
through onemeasurement, so that only vibrations occurring during the exposure time of the
detector inﬂuence fringe visibility. Minimising the recording time thus generally improves
the quality of the measurement.
In order to circumvent problems coming from vibrations, common-path interferometers
are sometimes used, where the reference follows the same path as the object wave, so that
phase shifts induced by vibrations are automatically compensated at detection level [Pop04;
Mic10]. However, a common-path conﬁguration usually implies that it is impossible to in-
duce a modulation of the fringe pattern through off-axis methods, thus again requiring sev-
eral frames for reconstruction, and increasing sensitivity to vibrations. To circumvent this
paradigm, one has to employ more complicated methods, such as inserting diffraction grat-
ings to generate a reference wave from a part of the object wave, thus complicating the re-
construction process [Pop06]. Historically, vibrations were one of the main limiting factors
for employing interferometric conﬁgurations as the technical means for light generation and
detection were forcing long exposure times [Gab66].
Off-axis conﬁgurations, while beingoptimal in termsof temporal sampling for fringe visibil-
ity in regards to vibrations, possess however other limitations, due to the ﬁnite size of pixels.
As a pixel delivers an average value of the light intensity over its surface, the fringe pattern is
not only sampled with a ﬁnite amount of discrete points, but also averaged by regions, yield-
ing a loss in fringe visibility, as shown in Figs. 2.9(a–b).
(a) (b)
Figure 2.9: Loss of fringe visibility in high modulation case due to pixel ﬁnite size.
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Sources of noise
The main sources of noise during hologram recording can be characterised by the various
elements employed for measurements. We consider separately three components, which are
the light source, the experimental setup itself, and the detector.
The noise generated at the light source level ismainly driven by the shot noise, as the source
emits light according to the discrete nature of photons. In addition to this fundamental limit,
light sources have usually ﬂuctuations in intensity and polarisation state which will reduce
fringe visibility in the interference pattern, althoughmost commercial lasers presently avail-
able can be stabilised through feedbackmechanisms. The shot noise is statistically governed
by a Poisson distribution, described by
p(n;¹)Æ ¹
ne¡¹
n!
, (2.22)
providing the probability of having n photons impinging on the camera, when its expected
number is ¹. The main mathematical property of Poisson distribution is that its variance is
equal to its expected value, i.e. s Æ ¹. This implies that the perturbations induced by shot
noise decrease with the square root in function of the light intensity. In the case of a wide-
ﬁeld technique such as holography, one can consider that the amount of photons which can
be detected is limited by the well depth of the camera Ne , along with the quantum efﬁciency
Q, which determines themaximumamount of photo-electronswhich can be stored in a pixel
before saturation. The optical power necessary to completely ﬁll a well depth pixel is thus
given by
P
£
W/m2
¤Æ Nehc
¸Q¢x2¢t
, (2.23)
whereh is thePlanck constant, c is the light velocity,¢x is thepixel size, and¢t is the exposure
time. Typically, if one considers again a He:Ne laser and pixel sizes of ¢x Æ 6m, a quantum
efﬁciency ofQ Æ 0.8, a beam power of 1mW is plentifully sufﬁcient to ﬁll a well depth of Ne Æ
100000 with an exposure time of ¢t Æ 50s. Therefore, the main restrictive factor in the case
of wide ﬁeld holography is usually the well depth of the camera, which will limit the amount
of detectable photo-electrons, as it is possible to ﬁll pixel well depth in a time frame classically
smaller than typical resonance frequencies of optical setups.
The fact that themain limiting factor consists in the well depth of the detector led to a com-
mon approach to reduce shot noise effects by recording holograms in burst with low integra-
tion times, and to average the reconstructedwavefronts to virtually increase thephotonmean
number. One should note however that the averaging needs to be performed on the complex
values retrieved after hologram reconstruction, in order to avoid fringe blurring, as it would
happen through physical averaging corresponding to an increase in shutter time.
Then, at setup level, the multiple interfaces induced essentially by the optical components
employed for processing the beam and imaging the sample generate parasitic reﬂections,
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which can potentially reach the detector. In the case of sources with long coherence lengths,
those parasitic reﬂections will also interfere with the primary object and reference beams,
thus generating a spectral pattern induced by various interferences at different modulations.
Finally, the digital detector generates electronic noise, i.e. shot noise due to the discrete
nature of electrons, and thermal noise, such as dark current. The shot noise of the detector
is directly linked to the shot noise related to the source, as the electron amount is directly
proportional to the photons impinging on a pixel; furthermore, electrons are the measured
quantity onwhich shot noise will manifest itself, as it corresponds to the physical observable.
One should also note that the fringe pattern induced by the interference implies that while
some pixel well depths are ﬁlled (Imax), some others are empty (Imin), so that interference
measurement introduces a structured pattern in the noise, generated by the strong variations
in intensity.
Thebehaviour of thedetector in regards tonoise depends strongly on the typeof technology
employed, such as charge-coupled devices (CCD) compared to complementary metal-oxide
semiconductor (CMOS) technology. However, by considering presently available detectors,
in which the electronic noise can be reduced to a few root-mean-square electrons even for
ambient temperature CMOS chips, one can consider that the main source of noise for de-
tectors employed in the context of holography, in which light intensity is rather strong com-
pared to other new detection methods such as confocal microscopy or ﬂuorescence, is the
shot noise. Experiments showing measurements performed at low light sensitivity with DH
were presented recently [Gro07], conﬁrming the predominance of shot noise.
Effect of the sample
Up to this point, the discussion about the hologram generation considered essentially an
empty interferometer, without taking into account the effects induced by the observed spec-
imen, as its inﬂuence on the object wavefront is the signal meant to be measured. However,
the sample can havemultiple effects on the wavefront, with some of those which are not part
of the aimedmeasurement, and can be considered as noise in the hologram.
In the case of a perfectly transparent specimen in transmission, or perfectly reﬂective in
reﬂection, the sample does not inﬂuence directly the fringe visibility. However, in practise,
the observed object alters the amplitude proﬁle of the object wave, and thus locally modiﬁes
the fringe visibility through the intensity ratio between the two waves. This effect has usu-
ally little inﬂuence on the reconstructed wavefront, but in the case where part of the ﬁeld of
view has very low light intensities coming from the object, a strong intensity difference will
occur between the two waves, leading to an increase in noise on the reconstructed phase.
Another inﬂuence of the object can be the depolarisation of the incoming beam. If the object
possesses some birefringent properties in transmission, or dielectric properties in reﬂection,
the outgoing beam will not have the same polarisation state as the incoming one. The two
interfering waves will possess different polarisation states, leading again to a loss in fringe
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visibility. This effect, which makes holography dependent on the polarisation state, can be
used as a mean of measurement of the birefringent properties of the sample [Col02; Col05].
Finally, the main effect the observed sample has in the case of coherent detection is the
speckle, generated by a random phase pattern. Speckle occurs in the case of transmission
through amedium inducing strong diffraction, or when light reﬂects on a rough surface. The
coherent addition of multiple phasors having various propagation directions and phase ad-
vances yields a randompattern inphase, which, after propagation, generates the typical gran-
ular texture of speckle ﬁelds.
Because the phase is boundedbetween [¡¼,¼[, one can identify twomain regimes in speck-
le, being “partially developed” and “fully developed” speckles. In the ﬁrst case, the random-
ness occurs essentially in a domain contained in one wavelength, thus leading to a normal
distribution of phase advance in the ﬁeld of view. In the second case, the randomness oc-
curs in a domain far greater than one wavelength, implying that it is not possible anymore
to distinguish between photons having one wavelength of phase advance. This results in a
full randomness having a constant phase distribution of phase in the ﬁeld of view. In a gen-
eral point of view, the possibility of using holographic techniques will be determined by the
size of speckle grains. Intuitively, in the case where it is possible to identify the fringe pattern
among the speckle grains, one could consider that classical holographic techniques could be
employed. The speckle grain size is determined by the so-called correlation zone, describ-
ing the length along which photons can still be considered as interfering together, and thus
generating a coherent signal, as modelled by mutual coherence [Goo96].
One noticeable application in the ﬁeld of speckle interferometry is subtraction holography,
where a differential measurement is performed between two states of the specimen. One
hologram provides only a random phase, but as the randomness is apparent in regards to
the limited dynamic range of phase measurement, subtracting two holograms makes it pos-
sible to suppress this effective randomness and to retrieve the strain onmechanical parts, for
example [Ost02; Dem03]. Speckle ﬁelds are also employed in the context of statistical mea-
surements, where its randomproperties are employed for illumination of the sample. Several
acquisitionsperformedwithvarious illuminationpatterns, generated for instanceby the rota-
tion of a diffusing glass, were typically demonstrated to enable suppression of the incoherent
terms (zero-order) [HR07] or the twin-image [Mon09].
2.2.5 Digital holographic reconstruction
After having described above the various elements inﬂuencing the recording conditions of
a hologram, we discuss below the different steps required for reconstruction of the complex
wave ﬁeld. While the description is mainly oriented on the point of view of computation for
DH,most of the reconstruction steps canbe related and compared to thephysical reconstruc-
tion.
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Object wave recovery
The ﬁrst step, denoted here as object wave recovery, consists in the main procedure involved
in digital holography, and the way to perform it actually deﬁnes most of the various tech-
niques developed in the context of DH. It consists in treating the real data acquired by the
detector, in order to recover the complex information of the object wave. We divide this dis-
cussion in the twomain approacheswhichwere already distinguished above, namely tempo-
ral decoding, i.e. phase-shifting, and spatial decoding, i.e. off-axis methods.
Phase-shifting reconstruction
Phase-shifting reconstruction methods are based on the combination of several frames, en-
abling the suppression of the zero-order and the twin-image through temporal sampling. As
the reconstruction methods employed in this manuscript are essentially based on off-axis
conﬁgurations, this paragraph only aims at describing the fundamental elements of phase-
shifting techniques, and is only provided for completeness. Several books provide thorough
reviews in the ﬁelds, such as [Ras94] or [Kre05].
The most well-known phase-shifting algorithm, proposed by Yamaguchi [Yam97] is based
on four frames separated by phase shifts of a quarter of wavelength, which can be expressed
as
I (x, y,±n), ±n Æ n¼
2
, n 2 [0,3]. (2.24)
By combining the frames, one can retrieve the real and imaginary part of the complex wave,
and by extension its amplitude and phase as
<©ª(x, y)ªÆ I (x, y, 3¼
2
)¡ I (x, y, ¼
2
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,
(2.25)
where 6 denotes the phase of the reconstructed wave, bounded between [¡¼,¼[. Various
combinations of frames, derived from interferometry, could be developed in the same man-
ner, leading to different amounts of frames [Kre05], or generalised phase-shifts [Car66].
In the ﬁrst publications employing phase-shifting in the context of holography, piezo-elec-
tric transducers were employed to move a mirror in the reference arm, providing the precise
movements required to record the various phase-shifts [Yam97]. However, many different
ways of producing the phase shifts were developed afterwards, such as employing acousto-
optics modulators in order to use the light frequency shift in this context, or by directly using
themode changes of the laser source, for example with gas lasers or laser diodes, for example
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through statistical treatment [Kre05]. Theses approaches typicallymodulate continuously the
induced phase shift, so that the change is integrated during the exposure time of the detector,
leading to the so-called n-buckets algorithms [Ras94].
The two main issues leading to reconstruction artefacts in phase-shifting methods are on
one side the requirementof several frames for reconstruction in interferometric setups,which
are commonly very sensitive to vibrations, so that it is usually difﬁcult to ensure stable phase-
shifts and an invariant sample state during acquisition. On the other hand, the requirements
on the accuracy of the phase-shifts are rather high in regards to displacements in the order of
magnitude of hundreds of nanometres, implying that high-precision transducers need to be
employed. In order to solve the issue of vibrations, several attempts were made to either re-
duce the required amount of frames for reconstruction, leading to two-frames reconstruction
[Guo04; Liu09], or to enable the recording of the various phase-shifted frames simultaneous-
ly, by employing for example multiplexing methods [Awa04].
On the other hand, more reﬁned algorithms were developed in order to loosen the accura-
cy requirements of phase-shifts. Those methods rely on iterative procedures to estimate the
phase shifts ±i numerically during reconstruction, and by employing generalised phase-shits
inversion methods [Guo02; Wan04; Xu08].
Finally, in the context of high-accuracy phasemeasurements, one has also to considermore
complex issues, such as the non-linearity of induced phase shifts. Thewavefront curvature of
the reference reﬂected by the transducer mirror or passing through the acousto-optic modu-
lator will induce inhomogeneous phase-shifts in the ﬁeld of view, thus requiringmore reﬁned
compensations procedures to ensure accurate phase reconstruction [Ras94].
Fouriermethods
The second main approach to recover the object wave is based on off-axis conﬁguration, so
that the complex terms recorded in the hologram are propagating in different directions than
the non-diffracted wave, enabling separation of the various terms for reconstruction. This
conﬁgurationwas the one employed for the ﬁrst demonstrations of fully numerical recording
and reconstruction holography [Sch94; Coq95]. However, off-axis methods in the context of
digital holography are usually not based on spatial separation, contrarily to its classical coun-
terpart. This is due to the fact that numerical methods limit the ﬁeld of view to the size of the
matrices employed, so that spatial separation involves very large sparse matrices in order to
avoid vignetting during reconstruction.
For this reason, reconstruction methods based on off-axis conﬁguration usually rely on
spectral treatment to ﬁlter the cross-correlation terms, so that they can be considered as
Fourier methods in the general sense. The recovery consists therefore essentially in ﬁltering
oneof the diffraction terms, as shown inFig. 2.6, while ensuring that the information encoded
canbe separated from the twin-image and the zero-order. The concept of employingmodula-
tion in the recordingprocess and employing Fouriermethods for reconstructionwasﬁrst pro-
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posed by Takeda et al. [Tak82] in the context of interferometric topography. Themethod was
later extended for smooth topographicmeasurements for phase recovery [Kre86], and gener-
alised for use in digital holographicmicroscopywith amplitude and phase recovery [Cuc99b].
The main characteristic of Fourier methods is their capability of recovering the complex
object wave through only one acquisition, thus reducing greatly the inﬂuence of vibrations
during hologram reconstruction. However, as the complex terms are spatially encoded in the
hologram, this one-shot capability comes potentially at the cost of usable bandwidth, as it is
necessary to ensure at the same time amodulation sufﬁcient to guarantee the separability of
the informationbetween thevarious termsencoded in thehologram(cf. Fig. 2.6), andacarrier
frequency induced by the modulation small enough so that all the spatial frequencies of the
diffraction terms can be sampled by the detector. Through ﬁltering, the recovered diffraction
order can be expressed as
ª(x, y)Æ or¤(x, y)ÆF¡1 ©F ©I (x, y)ª ·Wˆ (!x ,!y )ª ,
Wˆ (!x ,!y )Æ
(
1, (!x ¡!0,x)2Å (!y ¡!0,y )2 · ¢!
2
o
4
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o
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where Wˆ (!x ,!y ) is a spectral 2Dwindowﬁltering themodulated term, according to its band-
width expressed as ¢!o . In the case of Eq. (2.26), the window is deﬁned by a circle, thus cor-
responding to the optically-limited case. As in common Fourier ﬁltering operations, the win-
dow borders can be smoothed to avoid ripples after Fourier inversion.
The chapter 3 of this manuscript treats in details the sampling problems occurring in off-
axis digital holography, anddiscusses the conditions necessary to ensure the full use of spatial
resolution while guaranteeing no reconstruction artefacts. For this reason, the detailed dis-
cussion will not be repeated here.
One should note however that Fourier ﬁlteringmethods provide the possibility of suppress-
ing out-of-bandnoise through the selection of the diffraction order. As discussed above in the
recording conditions, this out-of-band noise may consists in parasitic reﬂections, electronic
noise generated by the camera, or more generally any noise which would not be limited by
the imaging system, and can thus be situated outside of the bandwidth range delimited by
the object wave.
In the case of off-axis holography, a ﬁnal step required to get the complex object wave con-
sists in demodulating the ﬁltered spectrum, in order to cancel the carrier frequency induced
by the referencewave propagating with an angle in regards to the object wave. It corresponds
mathematically to centring the object bandwidth in the spectrum, and can be described by
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the multiplication with a phase factor, according to the Fourier shift theorem, giving
ªH (x, y)Æª(x, y) ·e i(kxxÅky y),
kx Æ 2¼
¸
sinµcosÁ,
ky Æ 2¼
¸
sinµ sinÁ,
(2.27)
where angles are deﬁned in Fig. 2.3, and ªH (x, y) is the demodulated ﬁeld of the retrieved
diffraction order. The demodulation described in Eq. (2.27) can be compared with Eq. (2.11),
which corresponds to the physical reconstruction of a hologram. The phase factor
in Eq. (2.27) is similar to a plane wave propagating with an angle ¡µ, and thus is identical to
the complex conjugate of the reference wave at ﬁrst order. The demodulation step therefore
corresponds to the physical illumination u(x, y) as described in Eq. (2.7).
The so-called digital referencewave can thus be adapted numerically to ﬁt closely the prop-
agation direction of the physical reference wave, through the (kx ,ky ) parameter set. On a
computational point of view, it corresponds to centring the imaging order in the Fourier
space, or ﬂattening the phase proﬁle in the spatial domain. It could be demonstrated that
spatial implementations of parameters adjustment were usually more accurate [Col06b], by
providing spectral centring with sub-pixel accuracy.
Aberration compensation
Aberration compensation is of great importance in case of phase imaging, as thephase is clas-
sically far more sensitive to aberrations than intensity imaging. Typically, criteria to deﬁne a
diffraction-limited imaging system are typically based on the intensity point-spread function
(PSF), which does not take directly into account the phase information [Bor99]. Furthermore,
imaging through digital holographic means implies that the sources of aberrations can be
multiple. Apart from usual aberrations coming from the imaging system, apparent spheri-
cal aberrations can occur due to a curvature mismatch between the reference and the object
waves. As the diffraction terms are the results of the complexmultiplication between the two
interfering waves (cf. Eq. (2.5)), the apparent curvature of the reference wave in regards to the
object wave leads to spherical aberrations.
The principle of demodulation through phase multiplication as described in Eq. (2.27) can
be extended to higher orders, thus bringing the possibility of compensating for optical aber-
rations. Mathematically, Eq. (2.27) can be generalised to
ªH (x, y)Æª(x, y) · exp
Ã
ik
MX
mÆ1
NX
nÆ1
Cnm ·xm yn
!
, (2.28)
where Cmn represents the aberration coefﬁcients expressed in terms of polynomials on the
Cartesian space and are purely mathematical coefﬁcients multiplying the k-vector. Eq. (2.28)
consists in a generalisation of Eq. (2.27), in the sense that the tilt compensation can be ex-
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pressedby the coefﬁcients kx ÆC10 ·k andky ÆC01 ·k. This formalismenables the corrections
of several aberrations, such as the spherical aberration, generated by a combination from the
imaging system and the curvature mismatch between the two interfering waves, or higher
orders of aberrations. The deﬁnition of the coefﬁcients requires however a measurement in
order to estimate the phase changes denoting aberrations fromphase variations coming from
the observed sample. This implies that a constant regions in the ﬁeld of view has to be em-
ployed.
Furthermore, the formalism presented in Eq. (2.28) does not include a key element at this
stage, which consists in the digital propagation, as presented in the next paragraph. In the
case of Fresnel holography, it is required to numerically propagate the recovered object wave
to the focusing plane, requiring the computation of a double integral, which computation
cost can be high (cf. Eq. (2.31)). There are therefore two different planes where aberration
compensation can be performed, namely the recording and image plane. The ﬁrst methods
proposed to compensate for the ﬁeld curvature were proposed through estimation of the ad-
justment parameters in the image plane with the use of conjugation equations [Cuc99b], to
be used then in the recording plane [Fer03]. The formalism of aberration compensation was
then generalised by Colomb et al. for higher orders, where the computation method was al-
somodiﬁed, so that the aberration compensation could be performed in the recording plane
without requiring the computation of the propagation [Col06a]. This generalisation brought
the concept of numerical parametric lens (NPL), where the multiplication term on the right
handof Eq. (2.28) canbe considered as aphase termdenoting the curvature inducedby a lens,
which can be parametrically designed during reconstruction to optimise the imaging quali-
ty. Another point of view is to consider this phase term as the multiplying reference wave, as
expressed for the tilt compensation, where the demodulation corresponds to employing the
complex conjugate of the wave used for recording. In this sense, it can be considered as the
digital counterpart of themagniﬁcation capabilities of lensless holography, where employing
a reconstructionwavewith various curvature inﬂuences themagniﬁcation of the reconstruc-
tion.
Different variations based on the concept described in Eq. (2.28) were proposed, such as
employing the derivative of the phase image for estimation of the parameters, so that the
spherical aberration term could be estimated on linear slopes [Fer06]. One should also note
that the concept of aberration compensation can be further extended to other representa-
tions such as Zernike polynomials [Col06b]. While the coefﬁcients in Eq. (2.28) are given for
polynomial developments, any orthonormal basis can be used to describe the aberration co-
efﬁcients.
Another approach for aberrations compensation consists in acquiring a reference correc-
tionhologram (RCH) [Fer03; Col06c],which corresponds to anacquisitionwith anemptyﬁeld
of view, which can be employed for corrections. By employing the Fourier ﬁltering described
in Eq. (2.26), one can recover the complex ﬁeld of the RCH, which thus accounts for the aber-
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rations of the optical system. The corrected wave ﬁeld can therefore be calculated through
the complex division
ªH (x, y)Æ ª(x, y)
ªRCH (x, y)
Æ
¯¯
ªH (x, y)
¯¯¯¯
ªRCH (x, y)
¯¯e i['H (x,y)¡'RCH (x,y)], (2.29)
where one can identify in Eq. (2.29) the subtraction of the phase term derived from the RCH
for correction of phase aberration. Furthermore, an amplitude normalisation appears as the
consequence of the complex division formalism. It was shown that this operation can further
improve the aberration compensation, by accounting for the amplitude illumination pattern
in the entrance pupil, before propagation to the image plane, leading to enhanced resolution
in phase measurements [Küh08]. The RCH approach can again be compared with optical re-
construction, as it also consists in getting an estimate of the reference through the measure-
ment of an empty ﬁeld of view, in order to enable multiplication with the complex conjugate
of the reference wave.
The compensation of aberrations in the recording plane constitutes in fact one of the main
advantages of Fresnel holography, as it enables the possibility to ensure an optimised phase
ﬂatness at a defocused plane, before digital propagation. The corrected wave ﬁeld can there-
fore be focused with a better resolution thanks to prior correction. In the context of digital
implementations of optimisation procedures to compensate aberrations, this approach has
some analogies with adaptive optics, where the imaging system is dynamically adapted to
ensure diffraction-limited imaging conditions [Déb07].
Digital wave propagation
As alreadymentioned earlier, holographicmeasurements often rely on recording the diffract-
ed light in a non-imaging plane, such as in lensless holography or Fresnel holography. In
those cases, it is thus necessary to propagate the recovered ﬁeld to retrieve a focused image,
enabling NPL design for aberration compensation and optimisation of imaging capabilities
in the recording plane. In the context of digital holography, this thus requires the computa-
tion of a diffraction integral in order to calculate the propagated ﬁeld at a plane situated at an
arbitrary distance from the recording position, corresponding to the imaging plane.
Various implementations for digital propagationwere proposed. On a general point of view,
one can ﬁrst consider that the domain where ﬁelds are propagated correspond usually to
paraxial systems, either in macroscopic measurements classically consisting in low-aperture
systems, or because digital propagation is performed in the image space, where strong cur-
vatures have been compensated by the magnifying optics. For those reasons, the Fresnel ap-
proximation is commonly employed for numerical implementations of complex ﬁeld propa-
gation. The Fresnel approximation is derived from the Fresnel-Kirchhoff diffraction integral
[Bor99], where the position at which is evaluated the complex ﬁeld is far enough from the
aperture, andwhere the coordinates of the phase advance resulting frompropagation are ap-
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proximated at the second order of a Taylor development, leading to
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whereªI is the ﬁeld in the image plane, d is the propagation distance, and S is the integration
domain corresponding to the ﬁeld of view. In order to enable the fast implementation of this
integral, one may reorder the terms to
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where the Fresnel integral can be expressed as a Fourier transform, enabling fast implemen-
tations through FFT algorithms. Direct discrete implementations—detailed in the next para-
graphs—of Eq. (2.31) were employed [Cuc99b], as they possess speciﬁc properties which are
very close to physical propagation. Typically, the physical size of a pixel depends on the prop-
agation distance, due to the spatial frequencies expressed in Eq. (2.31) as!x Æ ´¸d , so that the
spatial sampling is
¢»Æ ¸d
Lx
, (2.32)
where Lx corresponds to the physical size of the detector; similar expressions hold for the y
coordinate. These relations imply typically a dependency on the wavelength to the sampling
capability, whichwas used for example formeasurements with different wavelengths [Fer04].
However, the variation of pixel size in regards to the propagation distance is usually con-
sidered as a disadvantage, so that other implementations were proposed to circumvent this
issue. By considering again Eq. (2.30), one can consider it as a convolution, given as [Dem74;
Mon06]
ªI (x, y,d)Æ exp(ikd)
i¸d
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ªH (x, y,0)
¤¤exphi ¼
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This approach has the disadvantage to require usually two Fourier transforms in its discrete
implementation, but ensures a constant pixel size through propagation.
Digital propagation based on the Fresnel approximation requires sufﬁciently large values of
propagation distance d , corresponding to the Fresnel regime of diffraction, in order to ensure
convergence of the kernel in Eq. (2.33). Another approach employed to apply a digital propa-
gation to the recovered object wave is based on the angular spectrum, which is deﬁned as the
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Fourier transform of the ﬁeld along (x, y) coordinates [Goo96]
A(!x ,!y ,z)ÆF
©
ªH (x, y,z)
ª
(!x ,!y ,z), (2.34)
which corresponds to a planewave decomposition in the Fourier domain of the original ﬁeld.
In this fashion, the propagation of the wave along a distance d in the optical axis direction
corresponds to a sum of phase delays depending on the angle of propagation of the given
plane wave, thus corresponding to
A(!x ,!y ,d)Æ A(!x ,!y ,0)exp
³
ikd
q
1¡ (¸!x)2¡ (¸!y )2
´
, (2.35)
which requires two Fourier transforms for computation. The implementation of numerical
propagation through the angular spectrum is usuallymore accurate than the Fresnel approx-
imation, as the Fresnel propagation can be retrieved from the angular spectrum representa-
tion by employing the approximation
q
1¡ (¸!x)2¡ (¸!y )2 ¼ 1¡ (¸!x)
2
2
¡ (¸!y )
2
2
, (2.36)
which corresponds again to the paraxial approximation. The angular spectrummethod was
employed in particular to incorporate the demodulation required by off-axis geometry in the
propagation algorithm, thanks to its representation of plane waves propagating at various
angles [Mat03; Nic05], or to increase the propagation range to close distances [Yu05]. The an-
gular spectrum representation corresponds fundamentally to the diffraction calculated with
the Rayleigh-Sommerfeld integral at the ﬁrst order [Goo96].
Other reﬁned algorithmswere also proposed in the context of hologram reconstruction and
digital propagation of complex waves. Typically, wavelet-based methods were employed, by
taking advantage of the local processing capabilities of this representation, where speciﬁc
wavelet bases were developed for holographic signals [Lie04].
On a general point of view, onemajor issue in the context of algorithms for digital propaga-
tion is the validity of the physical model employed in regards to numerical artefacts which
can occur when employing those methods. It was shown for example that increasing the
reconstruction distance d can improve the reconstruction quality in a continuous formal-
ism [Pic08]. However, border conditions can induce severe artefacts when propagating ﬁelds.
This is due on one side to the physical models employed, which assume an inﬁnite support
for the complex wave, while discrete matrices will be limited to the detector size, and on the
other side to Fourier-based implementations, which can induce aliasing. It was thus pro-
posed to apodise the borders of holograms with smooth functions such as cubic splines in
order to limit the inﬂuence of those borders effects [Cuc00], at the cost of a part of the ﬁeld of
view. Other methods were also proposed, such as extending the Fourier support while min-
imising aliasing [Dub02], although only separable one-dimensional implementations were
described.
39
Chapter 2. Introduction
The digital propagation can be considered as one of the major advantage provided by DH,
as it enables compensation for defocus during experiment, without requiring any mechani-
cal move during the experiment. This property is particularly important in the case of high-
magniﬁcation systems, which depth of focus is very narrow (typ. in the hundreds of nanome-
tre). Itwas for example shown that digital propagationmakes 3D tracking of particles possible
in temporal data sets [Lan09], or ofﬂine autofocusing [Lan08]. The use of digital propagation
was also employed to extend the depth of focus of DHM images [Col10b].
Numerical implementation of DH reconstruction
Upto thispoint, only continuousequationswereprovided for the various steps required in the
context of off-axis hologram reconstruction. We brieﬂy present in this paragraph the discrete
representation of the reconstruction equations, and take this opportunity to summarise the
various steps required for off-axis Fresnel hologram reconstruction, which is themain type of
holograms studied in this thesis.
From the intensity pattern I (x, y) generated from the optical system, the detector, charac-
terised by pixel sizes of ¢x,¢y , and a resolution of M £N , transmits a discrete signal corre-
sponding to
I [m,n]Æ
Z (mÅ1)¢x
m¢x
Z (nÅ1)¢y
n¢y
I (»,´)d»d´, m 2 [0,M [, n 2 [0,N [. (2.37)
One can then retrieve the complex diffraction order through Fourier ﬁltering as
ª[m,n]Æ FFT¡1 ©FFT{I [m,n]}£Wˆ [m,n]ª , (2.38)
where Wˆ [m,n] is deﬁned to encompass the discrete bandwidth of the desired imaging term.
It is then possible to demodulate the complex wave and compensate for aberrations such as
spherical aberration induced by curvature mismatch as
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where P,Q deﬁne the order of the polynomial function used to compensate for aberrations,
respectively in the x and y directions. Another approach consists in employing a RCH for de-
modulation, according to Eq. (2.29). The aberration-free complex ﬁeld can then be focused to
the image plane with a digital propagation algorithm under the Fresnel approximation either
through computation of the Fresnel integral in a Fourier formalism
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or through a convolution-based formalism
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Finally, the aberration compensation procedure represented in Eq. (2.39) can be employed
again at focus in the image plane. One should note that while the compensation in the holo-
gram plane is usually efﬁcient and enables corrections before focusing the image so that it
enhances image resolution, a second compensation in the image can further enhance the
phase ﬂatness, as in-focus images possess ﬁner details.
2.2.6 Digital holography applied tomicroscopy
When applied tomicroscopy, digital holographic reconstruction requires some speciﬁc adap-
tation. Although the reconstruction techniques described in subsections 2.2.4–2.2.5 are valid,
some particular considerations can be made due to the insertion of a microscope objective
in the object arm of the holographic interferometer.
The MOwill indeed induce an inherent curvature on the object, which requires a compen-
sation for proper phase imaging, as described for example in the discussion about aberration
compensation. Furthermore, the strong magniﬁcation induced by the MO implies that the
resolution of the holographic detection will be essentially limited by the numerical aperture
of the objective, so that it corresponds to an optically-limited system, as described previously.
Typically, strongmagniﬁcations imply a small spectral sampling, through the Fourier relation
!x Æ 1/¢x, so that it is common to have frequencies spread over a small amount of pixels in
the case of DHM. As a consequence, the constraints in regards to spatial sampling in off-axis
holography become less restrictive as the magniﬁcation increases.
In a general point of view, the passage from DH to DHM requires more restrictive condi-
tions on most of the aspects discussed in subsection 2.2.4. Typically, one must satisfy at the
same time off-axis conditions ensuring no aliasing, and satisfy strict imaging conditions with
small depth-of-ﬁeld and highly aberration-compensated MOs. In this fashion, digital focus-
ing capabilities brought by holography loosen these limitations, and make possible to en-
sure in-focus images through post-processing treatment. Again, as holography can be dis-
tinguished by its capability of imaging samples without requiring recording conditions with
a focused image, various conﬁgurations can be employed. Optical components such as con-
denser lenses andmicroscope objectives, which are commonly employed inmicroscopy can
induce strong curvatures, which have to be compensated at detection level, in order to avoid
fringe aliasing. Furthermore, a ﬁeld lens typically focuses the diffracted light on the detector
to satisfy imaging conditions, for which standard distances were deﬁned by manufacturers,
so that tube length are typically 160, 200 or 250 mm, depending on the manufacturer. These
constraints added to space requirements for beam recombination in interferometers and ge-
ometrical conditions for off-axis geometry make sometimes the optical design complicated.
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While the respect of strict imaging conditions is usually not mandatory for holographic
imaging, as defocused recording is possible through digital focusing capabilities, other re-
strictions are usually in place, due to the high temporal and spatial coherence of the light
employed. Typically, one has to optimise fringe visibility, in order to ensure satisfying condi-
tions for wavefront recovery.
Furthermore, on a practical point of view, it is mandatory to avoid ﬁlling totally the ﬁeld of
view of the MO, due to the high spatial coherence of the light source. The beam quality is in-
deed extremely sensitive on interactions with apertures, so that one has to avoid any borders
effects to ensure an even illumination. This limitation however does not limit the effective
ﬁeld of view, as a MO provides far larger images than the surface of a digital detector.
2.2.7 Applications of digital holographicmicroscopy
Digital holography and DHMpossess various features whichmakes them interesting tools in
ﬁelds such as metrology, microscopy, phase detection, etc. Furthermore, the fundamental
principle of holographic interferometry can be employed for any coherent light, so that the
means employed for generation of the interference enclose a wide range of wavelengths. Fi-
nally, the very different interpretation available between the transmitted and reﬂected signals
alsomultiply the range of possible use. This subsection can therefore be considered as an in-
sight of some high-end applications, not covered in the fundamentals presented in the rest of
this chapter.
Due to its capability of accurately measuring phase on a whole ﬁeld of view [Cuc99a], DH
found many applications in metrology through typically reﬂection measurements. This en-
closes topographic measurements [Tak82; Nic04], which could be brought to nanometer ac-
curacy with proper calibration [Küh08]. Phase measurements however possess some limita-
tions, in particular with rough surfaceswhich generate speckle. Reliablemeasurementmeth-
odswere also developed in this case, such as differential holography [Ped97; Yam03], compar-
ative holography [Ost02], or multiple wavelengths measurements, where the resulting value
is the relative change on the sample between two states. Depth-resolvedmeasurements were
also developed for layered structures through multiple wavelengths combination [Col10a].
Another limitation consists in phase wrapping, potentially leading to phase ambiguity in the
measurement. Although phase unwrapping algorithms were developed (see [Su04] for some
examples of applications), the reliability of the recovered signal is still questionable. Physi-
cal methods were thus proposed to overcome this issue, through so-called beat wavelength
measurements based on the combination of two wavelengths measurements [Pol73; Par06],
which canbe acquired in real-time throughmultiplexing [Küh07]. The applications inmetrol-
ogy are however not limited to reﬂection. As DHM measures the full complex ﬁeld which
interacted with a surface, the transmitted wavefront can be employed for example to char-
acterise optical components [Cha06a; Koz09]. Furthermore, other physical observables can
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also be measured through coherent light, such as in the case of polarisation-resolved mea-
surements to recover the birefringence of a specimen [Col05].
The real-time capability of DHM led to various applications in biological sample observa-
tion through phase imaging [Mar05; Kem08b; Lue07]. The quantitative nature of phase mea-
surement has also been employed to derive morphological [Sch07; Rap09b; Par10] or biolog-
ical [Rap09a] parameters. In the context of biological interpretation, several methods were
developed also to decouple the volume and intracellular concentration information, which
are mixed in the phase signal either through controlled change of the immersion medium
[Rap05] or throughmultiple wavelengths measurements [Rap08].
The coherent detection scheme of DHM also brought several applications in the ﬁeld of
nonlinear imaging. It has been possible to detect the phase signal of second harmonic ef-
fects [Sha10a], or to employ the complex ﬁeld detection for three-dimensional positioning of
particles [Hsi09; Sha10b]. Other nonlinear measurements such as coherent anti-Stokes res-
onance were reported [Shi10]. The use of coherent detection with holography also spread to
other high-end opticsmethods and applications, such as total internal reﬂectionmicroscopy
[Jia06; Ash08], or plasmonics [Lim10; Suc11].
The coherent nature of the illumination light however causes also issues in the quality of
imaging, as the diffraction in the case of monochromatic light is not averaged out through
large bandwidth. This issue led to several attempts to reduce the coherence of the light source
in order to minimise those effect either through reducing the temporal coherence [Lan10] or
the spatial coherence through speckle illumination [Dub04; Par09].
The particular imaging properties, based on the coherentmonochromatic features of DHM
also led to various studies of the so-called coherent transfer function (CTF)—opposed to the
classical incoherent optical transfer function—either theoretical [Wol70b; Kou07] or experi-
mental [Mar07; Cha07a]. These imagingproperties also led to variousmethods to improve the
resolution through synthetic aperture [Mic07; Pat09] More recently, it has been proposed to
employ the CTF for deconvolution of complex ﬁeld to improve the image resolution [Cot10].
The combination of frames based on the speciﬁc CTF of coherent imaging also leads to to-
mographic imaging, as detailed in section 4.1.
2.3 Fluorescencemicroscopy
Fluorescencemicroscopy is a techniqueproviding ahuge rangeof applications, which grew in
an impressive fashion in the last decades, thanks especially to the development of a wide va-
riety of ﬂuorescent dyes, and of various functionalisation possibilitieswhich enabled imaging
of particular biological regions and phenomena. In this section, our aim is to present brieﬂy
the context of ﬂuorescence imaging, and to describe the speciﬁc application employed in this
thesis, which consists in the quantitative monitoring of intracellular ionic concentrations in
living cells, through the use of wide ﬁeld ﬂuorescence microscopy.
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2.3.1 Principle of ﬂuorescence imaging
Unlike standard microscopy, ﬂuorescence imaging is not based on standard linear elastic
interaction between light and matter, as it relies on the absorption of light, and on its re-
emission. However, most molecular structures transfer the energy acquired through absorp-
tion to vibrations, and thus dissipate it through heating, so that it requires speciﬁc molecu-
lar arrangements to ensure energy transfer to light re-emission. Fluorescence microscopy is
therefore performed usually by the insertion of natural compounds or speciﬁcally designed
dyes possessing the chemical properties necessary for ﬂuorescence emission [Tsi98].
In the case of a ﬂuorescentmolecule, the energy transfer corresponds essentially to the one
depicted in Fig. 2.10, where the light is absorbed, transferring the molecule from its resting
ground state S0 to an excited energy state S1 commonly called singlet statewhere the energy
difference corresponds to the energy carried by the exciting photon. Part of it is usually trans-
ferred to vibrational energies between close energy states in the excitation band, while most
of the energy is re-emitted through light at another energy (another wavelength) in a typical
time frame of nanoseconds [Pet07].
As shown in Fig. 2.10, the excited molecule can also reach a so-called “forbidden” state
called triplet state T . Due to its very low probability of occurrence, this energy state is com-
monly preventing fast energy transfer, thus letting themolecule at high energy levels for long-
er times, such as microseconds or more. The re-emission from a triplet state, commonly
called phosphorescence, is of a different energy, and thus emits a longer wavelength.
ground state
absorption
!uorescence
emission
Energy
E = hν
1
E = hν
2
Excitation band
(vibrational states)
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S1
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3
phosphorescence
emission
Figure 2.10: Jablonski diagram for linear ﬂuorescence and phosphorescence.
For its applications in microscopy, this emission-detection scheme greatly modiﬁes the
imagingprinciple, as oneneeds to excite theﬂuorescentmoleculeswith a speciﬁcwavelength
corresponding to the absorption band of the dye. Fluorophores then act as point sources,
emitting randomly in all directions, so that only a fraction of the light is collected by the mi-
croscope objective. This imaging scheme thus usually requires high intensities of exciting
light focused on the sample, and high-gain sensors in order to detect the low amount of pho-
tons emitted by the ﬂuorophores and collected by the MO.
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On the other hand, the excitation-emission scheme presents very interesting capabilities
for microscopy. Fluorescence images are typically background-free, as only speciﬁc regions
containing the emittingdyewill be imagedover a dark background. It also decouples the exci-
tation from the detection, in opposition to standardmicroscopy, so that the spatial resolution
is independent of the light proﬁle employed for excitation.
Furthermore, ﬂuorescence enables the possibility of developing functional imaging, in the
sense that it is possible to chemically functionalise the ﬂuorescentmolecules to bond on spe-
ciﬁc parts of the specimen, such as DNA material [Lab80; Zam96], cytoskeleton [Tsi98], etc.
The emergence of ﬂuorescence imaging as a standard in microscopy is directly linked to the
development of many of such probes, enabling the monitoring of speciﬁc biological regions
and phenomena.
Themeasurement principle therefore usually relies on the generation of excitation light at a
characterisedwavelength, by employing for example spectral ﬁlters onwhite light, laser lines,
or light processed through a monochromator. This beam is then exciting the specimen, and
the ﬂuorescence light collected through an imaging system. The collected light is then spec-
trally ﬁltered in the emission range of the ﬂuorophore, to ﬁlter out the remaining light com-
ing from the excitation, and possible contributions from stray light. In order to minimise the
effect of the excitation light, which is usually rather intense to ensure excitation of the ﬂuo-
rophore, a common conﬁguration, denoted as epiﬂuorescence, consists in exciting the sam-
ple through the microscope objective, and collect the emitted light through the same optical
path, as presented for example in the optical setup of Fig. 2.17. In this case,most of the excita-
tion light is not collected by the optical system (apart from reﬂections), thus greatly decreas-
ing the requirements of emission ﬁltering. In order to detect with a satisfying signal-to-noise
ratio (SNR) the collected light, high-gain sensors are required, such as electron-multiplying
CCD (EMCCD), or photomultiplier tubes (PMT) in the case of a scanning system such as in
confocal ﬂuorescence microscopy.
The fact of employing strong light intensities to maximise the emitted ﬂuorescence can
bring issues such as photo-damage, especially as excitation light is usually in high energy
ranges (blue or UV light). Moreover, as ﬂuorescence is based on an absorption principle, heat
generation is enhanced by the presence of the ﬂuorophore, which can even concentrate the
heat dissipation at the observed location through functionalisation.
Fluorescence motivated various developments in high-resolution microscopy, in particu-
lar thanks to the decoupling of excitation and detection in the imaging process, as discussed
above. The most important one could be considered to be the application of confocal detec-
tion schemes to ﬂuorescence imaging [She77; Paw06]. As ﬂuorescence is by essence emitted
by point sources consisting of the ﬂuorescent molecules, confocal imaging, by its character-
istic of suppressing out-of-focus light, is particularly suited to enhance the resolution of ﬂuo-
rescence images, and provide depth information through sectioning. The point-source prop-
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erties of ﬂuorescence probes is alsowidely employed in deconvolution techniques, which en-
able the recovery of sharper images.
More recently, various approaches also took advantage of the excitation-detection scheme
to further enhance image resolution. Structured illumination can be employed to further
improve the point-spread function (PSF) of the excitation, in conﬁgurations such as the so-
called 4Pi imaging scheme [Hel92; Hel97], which relies on the interference of two waves in
a confocal conﬁguration to enhance the localisation of excitation, or the I3M, I5M [Gus99],
which is based on planar interference to enhance the localisation of the excitation. Fluores-
cent molecules were also employed as seeds for nonlinear imaging enhancement, such as in
two-photon excited ﬂuorescence, where infrared lasers are used to excite ﬂuorophores which
absorption band is in the visible, through nonlinear excitation [Den90; Kon00]. These nonlin-
earmethods typically present the great advantage of enabling observation deeper in samples,
as tissues have usually better transmittance properties in the infrared range.
2.3.2 Live cell imaging through ﬂuorescence
We discuss in this section some particular aspects involved when employing ﬂuorescence
imaging for live cell observation. The fact of employing ﬂuorescent probes in a living envi-
ronment, which by deﬁnition controls its interaction with the external medium causes some
speciﬁc issues that we comment here.
Loading
In the case of live cell imaging, one has ﬁrst to insert the ﬂuorescent dye inside the cellular
body. The easiest method consists in ﬁxing the cell in a permanent state with a speciﬁc so-
lution, and permeabilising the membrane, thus enabling an easy transfer of the molecules
in the intracellular environment. This technique makes possible to employ high concentra-
tions of ﬂuorophores, thus enhancing the detected signal, as high chemical concentrations
will not damage biological structures after ﬁxation. However, it is not suitable for dynamic
measurements, which require other approaches to load the dye in the cell.
One of the most widely used methods in the context of wide ﬁeld ﬂuorescence, consists in
using ﬂuorophores that are made hydrophobic by cancelling their global net charge through
the attachment of acetoxymethyl (AM) ester groups [Tsi81]. This conformation makes their
transfer through the lipid membrane easier by diffusion, thus greatly enhancing the perme-
ability of themembrane to theﬂuorophore. Themolecule is thenhydrolysed inside the cell by
esterifying groups, making themolecule hydrophilic again, and thus impermeable to the cell
membrane. The ﬂuorophore is therefore stored in the cell through simple diffusion mecha-
nisms, where the intracellular concentration of dye gradually increases in time. This method
was proved however inefﬁcient for in vivomeasurements [Job07].
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Another techniqueworthmentioning is the patchof cellularmembranes. As various exper-
iments require to patch cells in order for example to determine locally the type of receptors lo-
cated on themembrane, or tomeasuremembrane potential, one can employ the patch to in-
sert ﬂuorophores in the cell. As the patch is very localised, the inﬂuence of piercing themem-
brane can be neglected under some conditions, enabling live cell monitoring. This method
is employed in particular with “leaking” ﬂuorophores, that are molecules which intracellular
concentration after loading typically decreases in cell bodies, to ﬁnally reach an equilibri-
um with the extracellular medium. In those cases, perfusion through membrane patching
ensures a steady concentration of ﬂuorophores inside the cell [Eil05]. Finally, transfection
proved a very efﬁcient method for producing cells expressing a given ﬂuorophores [Cet05],
where very high dye concentrations can be obtained. However, this technique is limited to
certain types of ﬂuorophores, as it relies on protein generation within the cell.
Functionalisation
As already stated above, one of the main advantage provided by ﬂuorescence imaging is its
capability to selectively image certain parts of a biological sample, such as its cytoskeleton
[Tsi98], DNA [Lab80], or mitochondrial activity [Pen04], to name only a few of the many pos-
sibilities. Functionalisationmainly consists in chemically developing amolecule so that itwill
express its ﬂuorescence properties when attached to the biologically relevant structure of ob-
servation. Therefore, in order to enable functional imaging, the ﬂuorophore molecule must
satisfy mainly two criteria: (i) the unattached ﬂuorophore must not present any ﬂuorescent
property, in order to avoid parasitic ﬂuorescence, and only express the required energy tran-
sitions when being chemically attached; (ii) the unattached ﬂuorophore must have a high
chemical afﬁnity for the biological structure of interest. In classical cases, the ﬂuorophore
bonds to biological structures such as cytoskeleton or DNA material up to a saturation lev-
el corresponding to a point where the concentration of bonded ﬂuorophores prevents other
molecules to attach. In the particular case of the applications in this thesis, where ﬂuorescent
molecules are designed to ﬂuorescewhen attached to a given ion, generically denoted asCnÅ,
contained in the cytoplasm, the bond is not covalent as in the case of most ﬂuorophores, but
ionic. For this reason, the bond is reversible and the afﬁnity expressed by ﬂuorescence is a
dynamical phenomenon which can be described by the chemical equilibrium
MCnÅ*)M ÅCnÅ, (2.42)
where M denotes the ﬂuorophore molecule, in the case of a 1:1 complexation. The equilib-
rium concentrations, and thus the degree of afﬁnity of the ﬂuorophore for the probed ion, is
expressed by the dissociation constant Kd , which is generally deﬁned as
AxBy *) xAÅ yB ,
Kd Æ
[A]x · [B ]y£
AxBy
¤ . (2.43)
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One shouldnote that ﬂuorophoresprobing for ionic concentrations areusually not absolutely
speciﬁc. A non-negligible afﬁnity for other ions typically of same valence usually occurs, so
that Ca2Å indicators have for example a strong afﬁnity forMg2Å [Gry85], and non-negligible
sensitivity for other divalent cations such as Cd2Å, Pb2Å or Mn2Å.
Photobleaching
Photobleaching, also often shortly named bleaching, denotes the loss of ﬂuorescence capa-
bilities of a molecule, due to a change in its chemical structure or conformation. The sources
of bleaching can bemultiple, and are not yet fully understood [Son95]. While some energetic
transfers analogous to bleaching mechanisms are very well described in literature, and even
used extensively in various imaging techniques such as ﬂuorescence resonance energy trans-
fer (FRET), other phenomena can only be explained very globally. It is commonly admitted
that bleaching occursmainly for excitedmolecules, when they can oxidise or form complexes
with other molecules, thus changing their absorption properties [Dia06].
Most of the bleaching occurs at the triplet state T (cf. Fig. 2.10). While ﬂuorescence mech-
anisms have lifetimes in the order of 1 to 10 nanoseconds, these triplet states can reach life-
times up tomilliseconds, thus lettingmore time for the excitedmolecules to chemically react
with their environment. It was typically shown that the medium in which the ﬂuorescent
molecule is immersed can greatly inﬂuence the bleaching properties, demonstrating the im-
portanceof the chemical environment for complex formation. In general, it is considered that
bleaching can be modelled by considering that ﬂuorescent molecules can emit a meanmax-
imum amount of photons, which can range from hundreds of photons to up to 108 photons
depending on the ﬂuorophore. However, apart from speciﬁc experiments dealing at molec-
ular level, it is usually very difﬁcult to know even approximately the amount of ﬂuorescent
molecules responsible for the ﬂuorescence signal. Therefore, it is common practise to deﬁne
a macroscopic model through an exponential decrease in intensity of the emitted signal to
account for bleaching [Hir76]. In this fashion, the ﬂuorescence intensity can be described as
I (t )Æ I0e¡¿t , (2.44)
where I (t ) denotes the ﬂuorescence intensity at time t for a given exposure time of excitation
light, I0 is the original intensity at t Æ 0, and ¿ corresponds to an apparent lifetime of the ﬂu-
orophore. It should be noted that more complicated models involving multiple exponential
decays were also proposed [Son95], but it is still under debate whether the multiple decays
would express physical phenomena of bleaching, or account for imperfections of the optical
system [Dia06].
2.3.3 Quantitative assessment through ﬂuorescence
The principle of quantiﬁcation of intracellular ionic concentration is based on the chemi-
cal equilibrium of the ﬂuorophore bonding with a given cation or anion, as described by
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Eqs. (2.42–2.43). It implies that it is possible to image the intracellular concentration of a
given ion through the ﬂuorescence intensity of amolecule having a strong afﬁnity for the ob-
served ion. The retrieved signal therefore depends on the amount of ﬂuorescent molecules
bonded to ions.
In the case of quantitative imaging based on ﬂuorescence, several parameters need to be
taken into account in order to ensure relevant data extraction. As ﬂuorescence is an intensity-
basedmeasurement method, quantitative imaging depends on the optical system, as excita-
tion and collection patterns will inﬂuence the retrieved intensity on a given pixel. The quan-
tiﬁcation of the ionic concentration thus classically requires in situ calibrations in order to
enable data recovery.
We detail below the principles and procedures required to perform this type of experiment.
In a ﬁrst part, we describe the measurement principle depending on the type of ﬂuorophore
employed, i.e. intensity-based or ratiometric. We then detail the calibration procedures nec-
essary to recover aquantitative signal, andﬁnally detailmeasurements dependingon the type
of ﬂuorophore employed.
Intensity-based quantitativemeasurement
In the case of intensity-based ﬂuorophores—also called single-wavelength indicators—the
emission of the molecule is enhanced by its bond with the ion, as shown for the case of the
calcium indicator Fluo-4 [Gee00] in Fig. 2.11(a). The global ﬂuorescence thus increases with
the calcium concentration
£
Ca2Å
¤
asmore ﬂuorescentmolecules are bonded, as described by
Eq. (2.42). This also implies that the ﬂuorescence is an indicator of the free ion concentration
contained in the cytoplasm, as ions bonded with organic material will not be able to react
with ﬂuorophore molecules.
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Figure 2.11: (a)
£
Ca2Å
¤
-dependent emission spectrum of Fluo-4 and (b) absorption-emission
spectra of Ca2Å-bonded Fluo-4 (extracted from [Inv]).
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One major issue in the case of quantitative imaging consists in the fact that the exact con-
centration of ﬂuorophores contained in the cytoplasm is not known, particularly in the case
of cell loading performed with AM forms of the molecule, as only diffusion drives the ﬁnal
intracellular concentration. For this reason, it is necessary to calibrate the experiment in situ
for each measured cell, by measuring the residual ﬂuorescence when no ﬂuorophore is at-
tached to the ion (Fmin), and the maximum ﬂuorescence when ionic saturation occurs, at a
level depending on the dye concentration (Fmax). From those two experimental values, it is
possible to determine the intracellular concentration through [Tsi89]
£
CnÅ
¤
free ÆKd
F ¡Fmin
Fmax¡F
. (2.45)
whereKd is the dissociation constant of the chemical reaction between the indicator and the
ion as deﬁned in Eq. (2.43), and F is the measured ﬂuorescence signal; the complete deriva-
tion of Eq. (2.45) is provided in appendix B. A calibration based on measuring the minimum
andmaximum saturation values in situ provides the advantage of taking into account the in-
ﬂuence of the optical system, such as reﬂections detected by spectral cross-talk, stray light,
collection efﬁciency, etc.
Single-wavelength ionic indicators present some disadvantages, particularly in regards to
the accuracy of the measurements, because of their strong dependency on the illumination
pattern, bleaching, etc. Various ﬂuorophores were developed under this principle, providing
monitoring with different wavelengths of excitation, and different sensitivities on the given
ion. Tonameonly a few, calcium indicators are for example Fluo-3 and its newer versionFluo-
4 (490 nm/505 nm) [Gee00], higherwavelength absorptiondyes likeRhod-2 (540 nm/575 nm)
[Min89], or lower afﬁnity like Fluo-5N (490 nm/516 nm, Kd ¼ 90M. A general description of
the many different available ﬂuorophores is provided for example in [Par08].
Furthermore, it can be experimentally cumbersome to obtain in situ the values Fmin and
Fmax, so that other models were developed to minimise the amount of experimental param-
eters required to be measured during the experiment [Mar00]. The ionic concentration can
thus also be expressed as
£
CnÅ
¤
free ÆKd
F
Fmax
¡ 1R f
1¡ FFmax
, (2.46)
whereR f Æ Fmax/Fmin is the dynamic range of theﬂuorophore. Thedetails of derivation are pro-
vided in appendix B. This equation is typically interesting for ﬂuorophoreswith high dynamic
ranges, as the termR¡1f becomes negligible compared to the ﬂuorescence signal. This param-
eter can be characterised in vitro, as it depends only on the ﬂuorescent molecule character-
istics. As an illustration, the dynamic range of Fluo-4 is typically R f Æ 85 [Mar00]. One should
note that other calibration procedures were also proposed, such as pseudo-ratiomethods for
intensity-based ﬂuorophores [Che93], where the measured ﬂuorescence signal is divided by
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a control image, corresponding to the Ca2Å resting levels of cells, so that the presented signal
becomes F 0 Æ F/F0, where F0 corresponds to the resting
£
Ca2Å
¤
.
Ratiometric quantitativemeasurement
The drawbacks of ﬂuorophores based on intensity measurements led to the development of
other types of molecules, relying on a ratiometric principle. In this case, the bond with the
iondoesnot enhance theﬂuorescence emission, but changes the absorptionproperties of the
molecule, as shown in Fig. 2.12(a), for the case of the
£
Ca2Å
¤
-dependent Fura-2 ﬂuorophore
[Gry85]. One can see that in this case, the absorption spectrum changes depending on the ion
concentration, so that the maximum absorption is not situated at the same wavelength. In
this fashion, the signal of interest becomes the ratio of two measurements, i.e. R Æ F¸1/F¸2 . In
the case of Fura-2, thewavelengths are typically taken as¸1 Æ 340 nm and¸2 Æ 380 nm, which
are situated around the so-called isosbestic point, which corresponds to the wavelength at
which absorption does not depend on the ion concentration (typ. 360 nm for Fura-2). How-
ever, as standard optical elements absorb strongly in the deep-UV, other approaches employ
the isosbestic point instead of the low wavelength for ratiometric observation, thus enhanc-
ing the SNR of measurement by avoiding excitation in the far-UV.
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Figure 2.12: Fura-2
£
Ca2Å
¤
-dependent (a) absorption spectrum and (b) absorption-emission
spectra (extracted from [Inv]).
This measurement method presents the advantage of being independent of the emission
strength of the ﬂuorophore, and is thus independent of the illumination or bleaching, as
bothmeasurements change according to those parameters. This differential approach brings
more stability to the observed ionic concentration. However, one should note that this mea-
surement principle requires two acquisitions instead of one, so that the ﬂuorophore bleaches
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twice as fast. Although the measure is independent on bleaching, the noise stability of the
measurement nevertheless decreases even with this type of ﬂuorophore.
In this case, the recovery of the ionic concentration is slightly more complex. The most
common approach is based on the model proposed by Grynkiewicz et al. [Gry85], where the
monitored ion concentration is given by
£
CnÅ
¤
free ÆKd
R¡Rmin
Rmax¡R
· F¸2,max
F¸2,min
, (2.47)
where Rmin and Rmax are the ratios with respectively no intracellular ionic concentration and
ionic saturation, and F¸2 is the ﬂuorescence at the second excitation wavelength also for low
and high ionic concentration. The derivation of Eq. (2.47) is provided in appendix B. One
shouldnote that the calibrationmethoddescribedhere is valid essentially for slowchanges, as
the twomeasurementsF¸1 andF¸2 are commonly takenatdifferent times, so that thedynamic
changes in intracellular calcium concentration must be sampled by the acquisition rate. For
this reason,more reﬁnedmethodswere alsodeveloped to take into account the rapid changes
of calcium in the calibration [Ley98].
Calibration procedure
One can see from Eqs. (2.45) and (2.47) that three parameters must be known in order to per-
form a quantitative measurements for both types of ﬂuorophore, which consist in the signal
with all ﬂuorophore molecules in free form, Fmin, the signal with all ﬂuorophore molecules
bonded, Fmax and the dissociation constant of the ﬂuorophore Kd . In this paragraph, we de-
note both F andR for respectively intensity-based and ratiometricmeasurements by the vari-
able F for the generality of the discussion.
Fmin
Fmax
Kd
F      - Fmax min
2
F     +min
Figure 2.13: Typical response of a ﬂuorophore depending on the intracellular ionic concen-
tration.
Practically, the value Fmin can bemeasured by decreasing the intracellular concentration of
the observed ion to reach a minimal level; this can be performed by employing a chelator to
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inactivate the ion, and permeabilisation of the membrane by employing a ionophore to en-
able fast ionic transfer. On the other hand, the value Fmax can be obtained by saturating the
intracellular concentration with to a high level; this can be achieved by increasing the extra-
cellular concentration of the ion and permeabilising the membrane. One should note that
the values Fmin,Fmax must be measured in situ, as they strongly depend on the ﬂuorophore
intracellular concentration, which cannot be controlled, and can be different for each cell.
Those values are therefore classically measured at the end of the experiment, by perfusing
calibration solutions [Tak99].
The typical ﬂuorescence response of a ﬂuorophore in function of the ionic concentration is
shown in Fig. 2.13, where the values Fmin and Fmax are represented, showing the linear range
around Kd in which the experimental values should be situated for optimal measurement.
The calibration equations given in Eqs. (2.45–2.47) typically linearise the response, implying
that the rawmeasurementmust be interpretedwith care, as it does not correspond to a linear
relationship with the ionic concentration.
The other required parameter is the dissociation constant Kd , which corresponds to the
proportionality constant in the linear range of the ﬂuorescence signal dynamics. This pa-
rameter can be either determined in situ by perfusing known ionic concentrations in the lin-
ear rangewhile ensuringmembranepermeability [Tak99], or in vitro byprecisely determining
theﬂuorescence intensity inmediawith known ionic concentrations [Gry85]. Amajor issue in
these calibration procedures is the fact that the dissociation constant ofmost ionic indicators
changes greatly depending on the external environment, and are thus extremely dependent
on parameters such as the pH, the ionic strength, etc. The accuracy of in vitro calibrations
is therefore extremely dependent on the type of solution employed. On the other hand, in
vivo calibrations are usually complicated, as membrane permeabilisation induces a gradual
dilution of the intracellular content, which also changes the sensitivity of the dye [Par08].
Speciﬁc ionsmeasurement
Themeasurement procedures detailed abovewere employed in the experiments of this thesis
with three different dyes, which consist in
Fura-2: a ratiometric
£
Ca2Å
¤
indicator excited in the UV range, and emitting in the green
range (cf. Fig. 2.12(b)).
SBFI: a ratiometric
£
NaÅ
¤
indicator excited in the UV range, and emitting in the green range
(cf. Fig. 2.14(b)).
Fluo-4: an intensity-based
£
Ca2Å
¤
indicator excited in the blue range, and emitting in the
green (cf. Fig. 2.11(b)).
Wepresent inTable 2.1 themainproperties of those dyes, such as theirwavelengths ofmaxi-
mal excitation and emission, and their typical dissociation constants. TheKd values provided
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Figure 2.14: SBFI
£
NaÅ
¤
-dependent (a) absorption spectrum and (b) absorption-emission
spectra (extracted from [Inv]).
Dye Indicator Low ion concentration High ion concentration Kd
for ¸exc [nm] ¸em [nm] ¸exc [nm] ¸em [nm] in vitro
Fura-2 Ca2Å 363 512 335 505 145 nM
SBFI NaÅ 338 555 335 523 11.3mM
Fluo-4 Ca2Å – – 494 516 345 nM
Table 2.1: Main properties of Fura-2, SBFI and Fluo-4 ﬂuorescent dyes.
here correspond to in vitro calibrations, where chelators are employed to ensure that a known
concentration of free ion is present in the solution. Furthermore, as SBFI as a non-negligible
sensitivity to KÅ, the values given here were taken with a physiological concentration of KÅ,
i.e.
£
NaÅ
¤Å £KÅ¤Æ 135mM.
2.4 Experimental setups
We present in this section the various setups employed for experiments during the thesis
work. The main reason for describing in details these implementations in this introduction
is the fact that some setups were employed for multiple purposes along the various research
topics tackled during this thesis. It thus prevents redundancy along themanuscript. Further-
more, the fact of presenting thedifferent experimental conﬁgurations simultaneously enables
the possibility of comparing them directly.
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2.4.1 State of the art DHM setups
We ﬁrst describe in details in this subsection standard setups for digital holographic micros-
copy, as some experiments were performed straightforwardly with this type of implemen-
tations. Furthermore, the more complicated setups are essentially variations on the main
theme given by those generic setups. The acronyms employed in the optical schemes are
listed in Table 2.2, and are employed for all the different schemes.
¸/2 Half-waveplate
BE Beam expander
BFP Back focal plane
BS Beam splitter
C Condenser lens
CCD Charge-coupled device camera
CL Curvature lens
CMOS Complementary metal-oxyde semiconductor camera
DM Dichroic mirror
EMCCD Electron multiplying charge-coupled device camera
EXF Excitation ﬁlter
EMF Emission ﬁlter
FL Field lens
FC Fibre coupler
FM Flip mirror
IM Image plane
M Mirror
MO Microscope objective
PBS Polarising beam splitter
Table 2.2: List of acronyms of optical schemes.
StandardDHMsetups are essentially composedof aMach-Zehnder interferometer inwhich
a microscope objective is inserted. The light source is generally composed of a laser diode
providing several milliwatts in the range of red wavelengths. This type of source is typically
linearly polarised at the emission, enabling good fringe contrast. The light source is ﬁrst col-
limated with compensation of ellipsicity, and then divided into two beams through a beam
splitter (BS). Classically, a polarising beam splitter (PBS) is employedwith half-wave plates, in
order to ensure a stable linear polarisation state, and to enable the adjustment of the intensity
ratio between the two arms by rotating the half-wave plate before the BS. A second half-wave
plate is then used in one of the two arms to orient the two polarisation states in the sameway
to optimise the fringe visibility at detection.
In each of the two arms, a beam expander (BE) distributes the light intensity on a spatial
region sufﬁcient to ﬁll the entrance pupil of the imaging system in the object arm, and to
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ensure full coverage of the detector surface in the reference arm. The beam expanders are
classically used as spatial ﬁlters by inserting a pinhole at the focal point, in order to ensure
an optimal beamquality by using a point-source for illumination. The fact of performing this
operation on the two arms separately makes it possible to ﬁlter out eventual imperfections
of the wavefront induced by optical elements situated before the BE, and thus ensures an
optimal beam quality.
After interaction with the sample, which is described in details for both conﬁgurations be-
low, the two beams are recombined through a non-polarising BS. The ﬁeld lens (FL), imaging
the sample on the image plane IM, is classically placed after the recombining BS, implying
that a curvature lens (CL) must be employed in the reference arm, to match the curvature of
the non-diffracted wave passing in the MO, in order to ensure straight interference fringes.
Guaranteeing straight fringes is not required for recording the hologram, but makes it easi-
er to avoid aliasing, and suppresses physically part of the spherical aberration which should
be otherwise numerically compensated. The interference pattern is then recorded typically
with a CCD camera in the off-axis conﬁguration, where the inclination angle determining the
modulation of the imaging orders can be adjusted by rotating the recombination beam split-
ter. The detection plane is classically several centimetres before or after the actual imaging
plane, to ensure recording in the Fresnel regime in regards to apertures of the optical system.
This conﬁguration thus corresponds to wide ﬁeld imaging conditions, although some spe-
ciﬁc aspects must be taken into account. Due to the high spatial coherence of the employed
light, one needs to avoid any contact with apertures in the MO, implying that it is usually
better to avoid ﬁlling the whole entrance pupil. This method is also better in terms of light
efﬁciency, as detectors have an available surface which is far smaller than the ﬁeld of view
provided by standard MOs, so that avoiding full illumination of the entrance pupil does not
reduce the observed ﬁeld of view in practise.
Transmission DHM
A typical transmission DHM setup is presented in Fig. 2.15(a), according to the description
above. In case of transmission, the object beam converges into the entrance pupil of the mi-
croscope objective by using a condenser lens (C), and interacts with the sample, where the
diffracted light is collected by the MO. In Fig. 2.15(a), the beam shown after the exit pupil of
theMOconsists in the non-diffracted beam, in order to show the curvaturematchingwith the
reference wave at the detector level, while the imaging beam is represented in dashed lines,
showing the recording in the Fresnel regime.
Reﬂection DHM
A typical reﬂection setup is presented in Fig. 2.15(b). In this fashion, the object beam is fo-
cused with the condenser lens (C) in the back focal plane (BFP) of the microscope objective,
generating a plane wave at the entrance pupil, which impinges on the sample. The reﬂected
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Figure 2.15: Standard digital holographic microscopy setups in (a) transmission and (b) in
reﬂection. The beam outgoing the microscope objective (MO) represents the non-diffracted
part of the wave, with the imaging diffracted light represented in dashed lines.
wave is collected back by the MO, and imaged by the ﬁeld lens (FL). The interfering scheme
is similar to the transmission setup, where the reference wave curvature is matched with the
one of the zero-order of the object wave. As in the transmission conﬁguration, the interaction
with apertures in the MO should be avoided, by choosing carefully the focusing power of the
condenser lens, in order to ﬁll only partly the entrance pupil.
This setup conﬁguration was typically employed for the reﬂection measurements of chap-
ter 3.
2.4.2 Multimodal DHM setup
Wepresent in this subsection an experimental setup which was designed with the purpose of
providing multimodal imaging capabilities. DHMwas adapted on a commercial microscope
system (Zeiss AxioObserver Z1), which provides a generic imaging platform with bright ﬁeld
incoherent imaging, and epiﬂuorescence capabilities (cf. Fig. 2.16). Functionalities such as
bright ﬁeld, Zernike phase-contrast and differential interference contrast (DIC) are typically
available. The purposes of the development of this setup were ﬁrst to test the possibility of
adding theDHMcapability on a commercialmicroscope, primarily developed for incoherent
imaging applications. It was also making possible to characterise the phase quality retrieved
from an optical system speciﬁcally optimised for microscopic imaging, to be compared with
designs speciﬁcally developed for DHM applications. The approach taken in this case was to
employ free-space optics, as it had been shown that employing ﬁbre optics was perturbing
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the polarisation state of light, thus greatly decreasing the fringe contrast at recording. Prelim-
inary tests assessing the possibility of measuring both ﬂuorescence emission and holograms
of the same specimen were also performed on this setup, leading then to the development of
a dedicated setup, as described in subsection 2.4.3.
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Figure 2.16: Multimodal implementation of DHM, enabling combined measurements with
DHM, epiﬂuorescence and incoherent wide ﬁeld imaging.
The wide ﬁeld system consists in a standard inverted microscope system with inﬁnity-cor-
rected objectives, with a halogen lamp as the incoherent light source. The epiﬂuorescent
system employs aMercury lampbrought to the system through a ﬁbre coupler (FC). The exci-
tation light is selected through an excitation ﬁlter (EXF) and sent into theMOwith a dichroic
mirror (DM). The ﬂuorescence light emitted from the sample is collected back by the MO,
passes through the dichroic mirror, and is ﬁltered from any remaining excitation light with
an emission ﬁlter (EMF). The ﬂuorescent image is then focused at plane IM’1 where a high-
gain camera records it.
The DHM functionality was added to this commercial system by implementing a standard
transmission setup around it. The coherent light is sent on the sample by mechanically
changing the illumination path, so that coherent light is sent on the condenser lens for trans-
mission imaging. Flipping mirrors (FM) are then employed to send the collected light to an-
other port of the microscope system, where the image is formed at plane IM1. As the image
plane is commonly close to the camera port, a relay optics (RO) is used to image back the sig-
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nal further away from the microscope at image plane IM2, in order to create the space nec-
essary for recombining the object wave with the reference beam, and detect the interference
pattern on a separate CCD camera. The beams represented in Fig. 2.16 in the image space
represent the imaging beams.
The implementation of the DHM capability is rather similar from the standard setup pre-
sented in Fig. 2.15(a), apart from the position of the ﬁeld lens. As the whole imaging system
is enclosed in the microscope, it implies that the reference wave does not pass through the
ﬁeld lens. The curvature matching can therefore be performed by the RO directly, so that the
non-diffracted part of the object wave is a plane wave, or by using a CL in the reference arm.
Furthermore, the RO enables the possibility of adjusting ﬁnely the effective imaging condi-
tions of the whole system, in which a microscope turret is available, enabling magniﬁcations
ranging from 4£ to 100£ on a single system.
Themultiple imagingpossibilities providedby this setup imply that it is necessary to employ
calibration for image comparison, in order to compensate for the magniﬁcation difference
induced by the RO and by the different pixel sizes of the cameras. Typically, a scaling and
a translation has to be performed in order to obtain proper merged images, which can be
characterised by measuring a well-known object.
This setup was typically employed in the transmission measurements of chapter 3, for the
tomographicmeasurements of chapter 4, and for themeasurements involving colour images
in chapter 5.
2.4.3 Combined ﬂuorescence-DHM setup
The experimental setup described in subsection 2.4.2 enables imaging of ﬂuorescence and
DHM signals on the same sample, but does not provide simultaneous imaging, as ﬂip mir-
rors are still necessary to switch between the two imaging systems. Another setup was thus
designed, with the purpose of providing simultaneously the two type of signals without in-
volving any mechanical movement.
The system consists in a standard transmission DHM setup, taken in this case as the DHM
T1000 designed by Lyncée Tec SA, which was specially modiﬁed to incorporate ﬂuorescence
imaging (cf. Fig. 2.17). This is performed by employing two different dichroic mirrors in the
inﬁnity space behind the microscope objective, enabling ﬁrst the separation of the wave-
length employed for holography, which can be easily selected in the red range. A second
dichroic mirror is then used to enable the epiﬂuorescence excitation. Employing a speciﬁc
spectral mirror to reﬂect the laser line makes possible to avoid that the ﬂuorescence signal is
perturbed by the light used for interference. Furthermore, the epiﬂuorescence conﬁguration
doesnot require any light excitation from the condenser side, so that holographic imaging can
be performed easily in transmissionwithout having to incorporate speciﬁc optics to combine
incoherent and coherent optics at the excitation level.
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Figure 2.17: Dual DHM transmission setup and epiﬂuorescence system, based on a DHM
microscope developed by Lyncée Tec SA.
The ﬂuorescence excitation light is provided by a monochromator (Polychrome V, Till Pho-
tonics), delivering light ranging from 320 nm to 680 nm, with a power of typically 10mW at
470 nm and a bandwidth of¢¸Æ 15 nm. The excitation is brought to the systemwith a liquid
light guide, where an optical system speciﬁcally designed to ensure sufﬁcient transmittance
in the spectral range provided by the monochromator ﬁlls the exit pupil of the microscope
objective. Employing a monochromator enables the possibility of switching rapidly the ex-
citation wavelength without using any emission ﬁlter, thus avoiding any mechanical move-
ment, but at the cost of available optical power. The excitation optical system after the FC
was speciﬁcally designed to optimise the available optical power, and to enable sufﬁcient il-
lumination in the UV range, in order to ensure the possibility of measuring specimen dyed
with ﬂuorophores absorbing typically in the 320¡340 nm range. The ﬂuorescence light is de-
tected by an electron-multiplying camera (EMCCD) (iXon 887, Andor Technology), cooled at
¡45 ±C and recording 16-bit images.
This setup was employed for the measurements performed in chapter 5, where combined
ﬂuorescence and quantitative phase signals are involved.
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.
. 3 Zero-order suppression in off-axis
digital holography
The occurrence of the so-called zero-order term in interferometry is a fundamental conse-
quence of the recording process, for which the measurement consists in recording the inter-
ference between two beams, where one is classically taken as a reference. The measurement
principle relies on extracting the mutual coherence between the two beams, from which the
complex wavefront of the object can be retrieved. However, as the mutual coherence corre-
sponds to cross-correlation terms in the interference equation, it is inevitable to record also at
the same time the autocorrelation terms, which are a direct physical consequence of record-
ing electromagnetic waves in intensity, as it is the case for all means of detection in optics.
This issue brings back fundamentally to the interaction of light with matter, where—in the
case of digital detection devices—photo-electrons are generated from the occurrence prob-
ability of photons, thus intrinsically interacting with light intensity.
This issue appeared from the very beginning of research in holography, when Gabor de-
veloped the ﬁrst holographic measurement principle for X-rays (although validation of the
principle was performed with wavelengths in the visible range), and is a ﬁeld that has been
investigated up to now in the digital era. However, most of the early research in this ﬁeld fo-
cused on the so-called twin-image, which is the second consequence of the recording process
of holography. As autocorrelation terms are recorded due to the measurement in intensity,
the complex conjugate of the measured cross-correlation is also present, as a direct conse-
quence of the real nature of the measured signal.
Themethods to extract oneof themutual coherence termcanbemainlydivided in twomain
categories in regards to the developmentsmade during the last decades, which correspond to
spatial and temporal methods, as described in details in subsection 2.2.5. Both methods rely
on themodulation induced on cross-correlation terms by the interference process in order to
separate the information. In both cases, the occurrence of the zero-order implies a reduction
of the bandwidth, either in the spatial or in the temporal domain,making thus reconstruction
techniques requiring a reduction of spatial bandwidth to ensure sampling, or the acquisition
of more images to guarantee proper extraction of the cross-correlation terms.
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In this chapter, we ﬁrst review the state of the art of reconstruction methods speciﬁcally
aimed to account for zero-order suppression in section 3.1. One should note that as this ﬁeld
closely relates to fundamental reconstruction methods of digital holography, some redun-
dancy may occur with the introduction of section 2.2. Then, in section 3.2, the implications
of thepresenceof the autocorrelation termson the extractionof the complexdata is discussed
in more details and in a rigorous way. We then describe the methods developed during our
work for suppressing the zero-order: we ﬁrst present an iterative method based on the in-
terference equation in section 3.3, and secondly a method relying on a nonlinear operator,
which provides intrinsic zero-order suppression in section 3.4. We then discuss the obtained
results and potential improvements in section 3.5.
The material presented in this chapter was partly adapted from various publications. The
section 3.3 was adapted from [Pav10b], and section 3.4 was adapted mainly from [See09;
See11; Pav09; Pav10a].
3.1 State of the art
Theoccurrenceof theautocorrelationparasitic terms inholographicdetectionhasbeen iden-
tiﬁed from the very beginning of the invention of holography by Gabor [Gab48; Gab49], and
affects all methods based on coherent detection through interferometry. Already in his semi-
nal works, Gabor discussed the presence of those terms and proposedways to attenuate their
effects, such as using a strong reference wave to minimise the relative intensity of the object
autocorrelation, or by using a slightly defocused print of the hologram during illumination
[Gab49]. Those methods are however essentially suitable for detection performed with pho-
tographicplates, whichhave a largedynamic range, but are generally not applicable for digital
detectors.
Historically, the ﬁrstmethods developedweremeant to suppress the twin-image in particu-
lar, which provides the strongest artefact in in-line reconstructed holograms; it was proposed
by Leith andUpatnieks through theuse of a spatialmodulation of the objectwavefront during
recording, in the conﬁguration commonly referred to as off-axis. The method was presented
ﬁrst on a communication theory point of view [Lei62], before describing the potential optical
implementations [Lei64]. This conﬁguration was employed simultaneously by Goodman et
al. for the ﬁrst digital hologram, where the interference pattern was generated by a comput-
er, and imaged optically [Goo67]. Those results were reproduced some years later by Kronrod
et al. [Kro72b], who also performed the counterpart, where an optically recorded hologram
was fed to a computer for numerical reconstruction [Kro72a]. Those ﬁrst developments did
not lead to noticeable applications, as the process was still involving optical and numerical
processing, thus making the acquisition and reconstruction rather difﬁcult. The appearance
of digital detectors, such as charge-coupled devices (CCD) or complementary metal-oxide
semiconductor (CMOS) detectors, yielded the emergence of fully digital applications [Coq93;
Sch94], leading to digital off-axis holography, as discussed in more details in subsection 2.2.
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On the other hand, the development of electronic detectors opened the path for sequential
acquisition, and thus made possible the developments of the so-called phase-shifting tech-
niques [Yam97]. Those methods enable the suppression of the twin-image and zero-order
through the combination of several frames, as described in subsection 2.2. One should note
also that phase-shifting is also commonly used with two frames to speciﬁcally suppress the
zero-order, by taking two out-of-phase interferograms.
The other coherent methods which were developed for complex wavefront detection, de-
noted in subsection 2.2.1 as hybrid techniques, such as scanning holography, are not sub-
ject to these issues. This is due to the fact that the scanning employed in those methods im-
plies a modulation/demodulation reconstruction technique, which suppresses directly the
zero-order generated at the interference in the object plane. One should also note that the
occurrence of these terms is speciﬁc to coherent detection, so that incoherent phase recov-
ery techniques such as phase retrieval algorithm [Fie82] or TIE [Bar98] do not need to resort
on such suppression methods. This is due to the fact that these methods are strictly spoken
phase recovery techniques and not complex wavefront detection methods, so that the phase
is directly recovered from the reconstruction process.
With the emergence of digital recording, many different methods were proposed in order
to suppress the zero-order. First, the spatial resolution of digital detectors being smaller than
holographic plates, inducing more overlap between the interference terms, the problems in-
duced by the zero-order terms becamemore important. Secondly, many people tried to take
advantage of the acquisition rate providedbydigital detectors and increased computation ca-
pabilities coming from computers to numerically suppress it. The ﬁrst methods employing
digital detectors used ﬁltering in the Fourier domain to separate the various orders contained
in the interferogram. This is a key difference between physical methods which rely on spatial
separation through propagation; in this case, the signal is Fourier transformed, making thus
possible to recover the required term. This method was ﬁrst validated by Takeda et al. on
interferometric differential measurements [Tak82], and has been later validated for hologra-
phy [Cuc00b]. As the zero-order is essentially a low frequency term, it has also been proposed
to suppress the average value on the hologram to suppress the DC value [Kre97]. More re-
ﬁned ﬁltering methods, such as employing the Laplacian, were also proposed to selectively
suppress the low frequencies, where the zero-order is mainly contained [Liu02], or designing
complex ﬁlters with linear phase response [Ma09].
Thesemethods are essentially based on using window ﬁlters in the Fourier domain in order
to recover the required term for reconstruction, and thus assume that the various terms are
well separated for windowing. Most of the approaches described below then proposedmeth-
ods in order to enable suppression of the unwanted terms in a more general way, i.e. also
when overlap occurs. They can essentially be divided in two main categories, based on the
type signal they provide.
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On one side, several techniques rely on the statistical properties of speckle formation. De-
moli et al. proposed a method for zero-order suppression on rough sample, by subtracting
two measurements, where the zero-order is constant through measurement and thus sup-
pressed [Dem03]. A similar approachwasemployedbyHerrera et al. through theuseofdiffuse
illumination created with a ground glass in the object beam [HR07]; rotating the glass then
provides various measurements for subtraction with different speckle realisations. This type
of methods require at least two measurements in order to suppress the zero-order through
combination of the temporally changing speckle pattern. Their main limitation is that they
can only provide amplitude signals, as they rely often on diffuse illumination, so that the
phase signal induced by the sample cannot be retrieved. Similar methods were also devel-
oped to selectively suppress the twin image [Mon09].
On the other hand, several methods are based on numerical computation for zero-order
suppression from the hologram. Those methods often rely on approximations of the holo-
gram generation equations, in order to enable numerical treatment. The type of signals re-
covered from those algorithms is highly dependent on the type of processing.
A ﬁrst method which was proposed to suppress the zero-order numerically was to min-
imise the inﬂuence of the object wave by performing measurements with a strong reference.
The contribution from the object would be then neglected by reconstructing the hologram
through its logarithm. This method was employed with simulations in the context of phase-
shifting, in order to minimise the amount of frames required for reconstruction [Zha04b].
Various approximations applied to the interference equation (cf. Eq. (3.1)) were also pro-
posed, such as employing the square of the interference pattern in order to neglect zero-order
terms [Che07a]; thismethodhowever employs stronghypothesis, such as amplitude-only ob-
ject, and precisely controlled phase of the reference wave. Another approach has been to
use a Taylor series development at ﬁrst order for the phase part of the interference equation
in a wavelet-based reconstruction [Wen08]. Such numerical methods were often employed
in phase-shifting holography, where the zero-order suppression enables the acquisition of
less frames for reconstruction. This approach was used for example in conjunction with the
square approximation mentioned above [Che07b], or by employing independent measure-
ments of the interfering beams [Guo04], or reducing to two holograms through approxima-
tions [Liu09]. Phase-shifting methods performed in off-axis conﬁguration through angular
changes were also employed for zero-order suppression, also combined with independent
measurements of the intensities [Tak99; Zha04a].
Another approach which was employed for hologram reconstruction andmore speciﬁcally
zero-order suppression consists in using phase-shiftingmethod in the spatial domain, where
phase-shifted values for each position can be retrieved in off-axis holograms from adjacent
pixels [Lie04; Gar08]. Those methods however require slow variations of the phase signal re-
gards to the spatial resolution in order to retrieve reliable values.
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We propose essentially two new methods to suppress the zero-order in the context of off-
axis holography. Both aim at improving the complex wavefront reconstruction through this
process, implying that the phase signal must be preserved. Furthermore, the main advan-
tage of off-axis holography, namely its one-shot reconstruction capability, is to be preserved.
The ﬁrst method relies on an iterative procedure, and on the hypothesis of a weak spectral
overlap between the various orders recorded in the holographic process. The secondmethod
relies on nonlinear operators, and provides exact reconstruction in the absence of noise, at it
interestingly does not rely on any approximation.
3.2 Statement of the problem
As described already in chapter 2, the interference between two waves can be described as
the coherent addition of two complex waves, usually represented in holography as o and r
respectively for the object and reference wave. Then, the detection in intensity generates the
following interference pattern
I (x, y)Æ ¡o(x, y)Å r (x, y)¢¡o(x, y)Å r (x, y)¢¤
Æ jo(x, y)j2Åjr (x, y)j2Åo(x, y)¤r (x, y)Åo(x, y)r (x, y)¤,
(3.1)
where one can identify four terms. The ﬁrst two terms of the right hand of Eq. (3.1) are the
intensities of respectively the object and reference waves. Those two terms are commonly
called the zero-order, in analogywithdiffractionongratingswhere themeasuredwavepassed
through an object contains the diffracted imaging information and the non-diffracted wave
(zero-order of diffraction), consisting in a constant background. The two following terms are
called the imaging terms, as they enable the recovery of the complex ﬁeld of the object wave
with with an image can be formed, also called +1 and -1 diffraction terms.
In this chapter, we focus our attention on the consequences of the occurrence of the zero-
order, and its consequences on the complex ﬁeld reconstruction. Mainly, the presence of
the zero-order during reconstruction can lead to two different consequences, which are of-
ten partly combinedwhen employing standard reconstructions. First, off-axis reconstruction
relies on spectral separation in order to make possible to recover the object wave, implying
that the spatial modulation produced by the angle of the propagation direction of the refer-
ence wave has to be sufﬁcient enough to ensure full separation between the terms contained
in Eq. (3.1). However, the resolution of the recording device is usually limited, especially in
the case of electronic detectors, so that ensuring a full spectral separation often leads to a
loss of resolution in the reconstruction of the object wave, which bandwidth cannot be fully
recovered between those two constraints.
Consequently, in many off-axis holographic setups, the separation between the different
terms is not completely fulﬁlled, granting some gain on the potential resolution of images.
However, this can lead to noise in the reconstruction, due to zero-order components that
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are present in the reconstruction. The zero-order problem is thus composed of two different
aspects; it can either be considered as noise suppression in case there is some overlap be-
tween interference terms, or a resolution improvement method in case the ﬁltering ensured
no overlap, potentially at the cost of spatial bandwidth.
As the two interfering waves have very different purposes, the information contained in the
hologram terms can be treated fairly differently. Speciﬁcally, the reference wave has usually a
well-controlled proﬁle, commonly considered as a plane wave. This implies that its intensity
is a constant value which can be easily subtracted from the hologram, as some publications
suggested [Kre97]. However, this assumption is strongly restrictive for the type of reference
wave which can be employed, and does not apply to various types of interferometers, such
asMirau or Linnik interferometer types [Wya92], where some curvature is induced in the ref-
erence arm, in order to compensate for aberrations during holographic reconstruction. Fur-
thermore, in practise, some noise will be present, such as aberrations of the wavefront due to
spatial coherence, misalignment of the setup, etc., which implies that more reﬁned methods
should be found to suppress this term. On the other hand, the object wave has generally an
unknown proﬁle, as it interacted with the studied sample.
The goal of the work presented in this chapter is to address the suppression of the object
zero-order, in order to increase the potential spatial resolution of the reconstructed object
wave ﬁeld, without inducing additional noise. It thus focuses on the suppression of the ob-
ject zero-order, without requiring any a priori knowledge about the specimen observed. In
this context, the reference is thus considered tobewell-controlled, so that it is possible to sup-
press it through a calibration step. Generally, the subtraction of a constant to account for the
reference term is rather restrictive and can lead to residual noise, as described above. There-
fore, the general procedure for reference wave zero-order is to record the intensity pattern
of this wave alone during a calibration step, for further subtraction during post-processing.
This method presents the advantage of not jeopardising the one-shot capability of off-axis
holography, while accounting for the real reference wave proﬁle.
3.2.1 Spatial frequency coverage and consequent artefacts
The problem of separation of the different terms of Eq. (3.1) can be better analysed in the
frequency domain, so that taking the two-dimensional Fourier transform of Eq. (3.1) corre-
sponds to
Iˆ (!x ,!y )Æ oˆ¤ oˆ¤Å rˆ ¤ rˆ¤Å oˆ¤¤ rˆ Å oˆ¤ rˆ¤. (3.2)
To simplify the analysis of Eq. (3.2), wemake the assumption that the reference is a planewave
with a constant amplitude R, and which propagation vector makes an angle with the propa-
gation direction of the object. In this fashion, the spectrum of the reference wave becomes a
Dirac function. The relation between the reference wave, its phase function and the angles µ
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and Á, deﬁned in Fig. 2.3, can be expressed as
r (x, y)ÆR exp£¡i'r (x, y)¤ ,
'r (x, y)Æ 2¼
¸
sinµ ·
¡
x cosÁÅ y sinÁ¢ , (3.3)
where'r (x, y) is the linear phase function deﬁning the tilt. In this case, the different terms of
Eq. (3.2) will be modulated in the spectral domain as
Iˆ (!x ,!y )Æoˆ¤ oˆ¤(!x ,!y )ÅR2±(!x ,!y )Å
Roˆ(!x Å!0,x ,!y Å!0,y )ÅRoˆ¤(!x ¡!0,x ,!y ¡!0,y ),
(3.4)
where (!0,x ,!0,y ) corresponds to the frequency shift induced by the tilt function'r (x, y). The
referencehaving a constant intensity, its spectrumresults in aDirac function±. In the spectral
domain, one can clearly identify the zero-order terms, situated at the origin, and the modu-
lated terms providing the information about the measured complex ﬁeld.
The relation between the angle variables (µ,Á) deﬁning the relative propagation directions
of the object and reference waves and the modulation frequency (!0,x ,!0,y ) can be related
through the projections of the reference wave vector kr (we assume ko to be perpendicular
with the detection plane)
!0,x Æ kx
2¼
Æ k
2¼
sinµcosÁ,
!0,y Æ
ky
2¼
Æ k
2¼
sinµ sinÁ.
(3.5)
The reference wave being a Dirac function in the Fourier space, its intensity has a punctual
support. This also implies that the imaging terms support is notmodiﬁed by the convolution
with the Dirac, so that their bandwidth is the one of the object term, denoted as ¢!o . On the
otherhand, theobject intensity is the convolutionof theobjectwaveby its complex conjugate,
which corresponds to its autocorrelation, deﬁned as
( f ? f )(x, y)Æ
Ï 1
¡1
f ¤(x, y) f (x¡x 0, y ¡ y 0)dx 0dy 0, (3.6)
which implies that its bandwidth is twice the one of the object wave.
In the case of off-axis holography, the primary need is to separate the different terms con-
tained in Eq. (3.2), which leads to an optimal spectral conﬁguration as shown in Fig. 3.1. We
assume along this chapter a detector which sampling is identical along the two directions,
i.e. ¢x Æ¢y , as it is the case for most detectors in the market. Furthermore, we limit our dis-
cussion to a square detector of resolution N £N . Most of the detectors do not have a square
resolution (a ratio of 4/3 is typically employed), but as most of the numerical treatment in
DHM is done in the Fourier domain, and thus computedwith FFTs, squarematrices are com-
monly used. This is performed either by limiting the ﬁeld of view provided by the detector, or
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by padding the acquired hologram to a square matrix. One should note however that those
hypotheses do not limit the discussion while keeping equations simpler, as a generalisation
is straightforward.
We present in Fig. 3.1 the twomain possibilities of spectral coverage, corresponding respec-
tively to a square bandwidth (cf. Fig. 3.1(a)) or a circular bandwidth (cf. Fig. 3.1(b)). The
square shape corresponds to a conﬁguration where the bandwidth is limited by the resolu-
tion of the camera, i.e. the pixel size. This happens when the spectral information of the
object is not resolved by the sampling power of the camera, so that a zone corresponding
to the chip limitation is visible in the Fourier domain, corresponding to macroscopic setups
as shown in Fig. 2.5(a–b). On the other side, a circular shape corresponds to a limitation in
resolution by the optical system, commonly cylindrically symmetrical regards to the optical
axis. The latter case is the common one in DHM, as themagniﬁcation provided by themicro-
scope objective (MO) typically ensures that the resolution will not be limited by the detector,
as shown in Fig. 2.5(c–d). The terms in Fig. 3.1 are positioned on a diagonal, which is the
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Figure 3.1: Optimal spectral conﬁguration for off-axis holography, ensuring that no spectral
overlap occurs between the different recorded terms, for (a) a camera-limited system, and (b)
an optically-limited system.
optimal conﬁguration to ensure full spectral separation. In the spatial counterpart, it corre-
sponds to sampling the interference fringes at an angle of 45± in regards to the referential of
the detector, where artefacts of discretisation due to the ﬁnite size of pixels are minimised.
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From geometrical considerations, it is possible to calculate the possible optimal bandwidth
— expressed here in pixel units — of the object wave to prevent overlap for respectively the
square (¢!os ) and the circular (¢!oc ) shape in the case of standard ﬁltering (SF)
¢!SFos,max Æ
N
4
, ¢!SFoc,max Æ
p
2
3Åp2N , (3.7)
as the vertical ﬁlling canbe expressedbyN Æ ¢!oc2 Å
3¢!ocp
2
Å¢!oc2 . This implies that under those
conditions, themeasurement of the object wave in off-axis holography is restricted to respec-
tively 25% and 32% of the detector resolution. This limitation is one of the main drawback of
off-axis holography, and is the cost of employing a spatial method to encode the measured
complex wave ﬁeld.
In the case the zero-order terms are suppressed, a large part of the sampling power of the
detector canbeemployed to increase the availablebandwidthof the imagingorders, as shown
in Fig. 3.2, respectively for the camera-limited (cf. Fig. 3.2(a)) and optically-limited (cf.
Fig. 3.2(b)) cases. In this conﬁguration, as theonly remaining condition for the reconstruction
is the absence of spectral overlap between the two imaging orders, at least one full quadrant is
available for sampling the object wave, thus giving the optimal bandwidth for the zero-order
free ﬁltering (ZF), where we employ that N Æ ¢!oc2 Å
¢!ocp
2
Å ¢!oc2
¢!ZFos,max Æ
N
2
, ¢!ZFoc,max Æ
p
2
1Åp2N . (3.8)
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Figure 3.2: Optimal spectral conﬁgurationwhen the zero-order terms are suppressed, provid-
ing at least a full quadrant for the imaging orders bandwidth, for (a) a camera-limited system,
and (b) an optically-limited system.
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On the other hand, methods employing phase-shifting do not suffer from this resolution
limitation, but are limited in their time bandwidth, as several frames are required to recov-
er the object wave free of artefacts generated by the other terms of Eq. (3.2). The respective
advantages of the twomethods—spatial versus temporal encoding—is still source of debate
in the community, without reaching a consensus up to now. One could note that both meth-
ods are based on rather different reconstruction techniques,making very difﬁcult to compare
them in a uniﬁed framework.
The conditions expressed in Eq. (3.7) give the optimal bandwidth preventing any spectral
overlap between the different terms recorded in the interference pattern. This condition is
usually strictly observed for periodic samples, such as in X-ray holography [Fai99], or highly
diffusive objects, which generate uniformly distributed spectra in the objectwavebandwidth,
such as in speckle holography. However, this condition is commonly loosened for smooth ob-
jects, as the spectral contributions of the object term are less important, making it possible to
neglect them. This can be justiﬁed by the fact that typical spectra of smooth objects are com-
posed ofweaker high frequencies, as shown in Fig. 3.3(a). This implies that its autocorrelation
is strong in a region contained in the bandwidth of the objectwave, andmuch smaller outside
of it, as shown in Fig. 3.3(c). On the contrary, rough objects have a constant spectral energy
in the bandwidth (cf. Fig.3.3(b)), leading to an autocorrelation resembling the standard OTF
of an incoherent imaging system (cf. Fig.3.3(d)).
The fact of loosening the condition makes it therefore possible to extend the spatial res-
olution of the object wave, but implies that the spectral separation condition between the
imaging terms and the autocorrelation will not be fully fulﬁlled, so that some artefacts will be
present in the reconstruction. In off-axis holography, a step of demodulation of the imaging
term is necessary to reconstruct the phase of the wavefront, as discussed in subsection 2.2.5.
Consequently, as the artefacts generated by the autocorrelation are situated at the centre of
the spectrum, they will be modulated after reconstruction. This yields artefacts composed
mainly of phase terms, and consequently generating a modulation in the amplitude.
One should also note that the discussion above considers that the bandwidth of the ob-
ject wave can be controlled before interfering with the reference wave. On the implementa-
tion side, this corresponds essentially to limit the aperture of the system, leading to optically-
limited recording, schematically represented in Fig. 3.1(b). In the case of macroscopic mea-
surements which usually lead to recording with camera-limited resolution, this limitation is
usually not possible, so that the condition will not be satisﬁed.
Finally, the frequencyproﬁles and limitations derived above are considering aplanewave as
reference, implying that the object is not distorted by the multiplication with the reference.
This can be identiﬁed in Eq. (3.4), where the reference wave corresponds in the reciprocal
space to aDirac function. This approximation is valid when both the object and reference are
plane waves, or when both waves have the same curvature, i.e. no relative difference of cur-
vature is present. On the contrary, when the reference possess a residual curvature compared
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Figure 3.3: Typical amplitude spectrumproﬁle of (a) a smooth object and (b) a rough one, and
(c–d) their respective autocorrelation.
to the object wave, Eq. (3.3) does not hold anymore, as a quadratic term needs to be added to
the phase function
r (x, y)ÆR ·e¡i'r (x,y) ·e¡i'r,2(x,y),
'r,2(x, y)Æ 2¼
¸
1
2½
¡
x2Å y2¢ , (3.9)
where ½ is the radius of curvature of the wavefront. This equation can be derived in the same
manner as the standard thin lens equation for a plano-convex shape [Sal91]. The main con-
sequence of curvature is to modify the spectral proﬁle of the hologram, by spreading the fre-
quencies through the convolutionwith a functionwhich is not anymore aDirac. This implies
that the spectral support of the imaging order increases due to curvature causing in some
cases problems in spectral separation and aliasing.
3.2.2 Off-axis separation and Fresnel digital holography
In subsection 3.2.1, we discussed the resolution limitations implied by the occurrence of the
different terms of the interference equation. Up to now, we did not consider the propagation
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distance in the discussion, so that the case discussed above corresponds to recording cases
such as in-focus holography (cf. subsection 2.2.1). Historically, the off-axis conﬁgurationwas
introduced to separate the recorded terms through physical propagation [Lei64]; one can in-
deed always fully separate the terms by employing a sufﬁciently large propagation distance,
as the waves propagate along different directions. This approach is however not fully satisfy-
ing in the case of digitally recorded holograms.
The waves are indeed gradually separated by the propagation as the ﬁeld of view increas-
es. In the case of digital propagation, as the ﬁeld of view—the size of the matrix—does not
change during propagation, this separation can be identiﬁed mathematically through the
change in pixel size of the Fresnel integral (cf. Eq. (2.32)), for digital propagation performed
according to Eq. (2.31). One can see that the pixel size ¢» increases linearly with the prop-
agation distance, which corresponds to the enlargement of the ﬁeld of view with a matrix of
constant size. In the case of convolution formalism, as both thematrix size and the pixel sam-
pling are constant, the reconstruction corresponds to a limited ﬁeld of view, implying that the
various terms go gradually out of the ﬁeld of view.
Typically, an off-axis hologram containing a carrier frequency at the quarter of its spectrum
—corresponding to the centre of the usable spectral zone—requires a propagation distance
of several tens of centimetres to ensure full separation between the orders. This rough esti-
mation is independent of physical parameters, as having the carrier at a given position corre-
sponds to a given set of variables (¸, ¢x, µ), leading to identical propagation distances. The
calculation for full separation ismade difﬁcult by the diffraction in the Fresnel zone, in which
an analytical derivation of the spatial support of a given function cannot be performed.
In this context, the need for reﬁned algorithms ensuring the suppression of the zero-order
could seem as unimportant, as one could always rely on a long distance of propagation to
ensure full spatial separation of the different terms. However, this solution is usually not sat-
isfying for the recent developments in DH. One of themain difference between physical sep-
aration and off-axis digital holography is the fact that DHM commonly employs the spectral
approach to reconstruct the complex signal, i.e. Fourier ﬁltering at the hologram plane, lead-
ing even in some cases to Fourier or in-focus holography, in which no propagation is applied.
It could be shown through mathematical analysis that the reconstruction quality increases
with longer propagation distances [Pic08], when considering a continuous model of compu-
tation. However, the main limiting factor for propagation distance in digital holography are
the numerical artefacts induced by the discrete nature of the recorded hologram. Most of the
propagation algorithms are assuming inﬁnite support for the recorded waves, so that border
effects generate strong artefacts along propagation. On a physical point of view, the ﬁeld of
view represented by the matrix of the complex ﬁeld corresponds to an aperture, which gen-
erates diffraction at its borders. Although different attempts were made to circumvent this
drawback, such as apodisation of the complex ﬁeld [Cuc00a], or border processing satisfying
certain continuity relations [Dub02], those artefacts are still present to a certain extent. Be-
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cause those effects are increasing with longer propagation distances, most implementations
ofDHMsetups favour small reconstruction distances,making it necessary to develop speciﬁc
solutions to suppress the zero-order, which contribution is not negligible in those conﬁgura-
tions.
3.2.3 Diffraction-limited imaging in off-axis digital holography
Wedescribed in theprevious subsections the limitations of spatial resolutionwhich are a con-
sequence of the presence of the zero-order terms, and the potential improvement in resolu-
tion that can provide their suppression, through the enlargement of the available bandwidth.
However, at this stage, the discussion was limited to numerical aspects, represented by the
resolution of the detector. We extend here the analysis to enable a comparisonwith the phys-
ical parameters representing the measurement system. As we are interested essentially in
optical parameters for physical comparison, we limit our discussion to optically-limited res-
olution, as shown in Fig. 3.1(b).
It is well know that the resolution of an optical system is related to the acceptance angle of
the imaging system and the wavelength of the light source, giving
!x,max Æ sin®
¸
Æ NA
ni¸
, (3.10)
whereNA is the numerical aperture of theMO, and ni is the immersionmedium in the object
space. To relate this spatial frequencywith the discrete bandwidth of themeasuredwavefront
as deﬁned in Eq. (3.7), one needs to multiply by the pixel size in the image space (¢x), and
by the detector resolution (N ), because of factors in the deﬁnition of the DFT (cf. Eq. (2.2)).
Finally, it is necessary to divide by the magniﬁcation of the imaging system (M), to account
for the change in sampling capability. This gives ﬁnally for the discrete bandwidth of the
measured object
¢!o Æ 2N¢x
M
!x,max Æ 2 NA
Mni
· 1
¸
·N¢x (3.11)
where the factor 2 accounts for the bandwidth instead of the spatial frequency (cf. Fig. 3.1).
The terms have been separated between the different elements determining the resolution
in an experimental setup, respectively the imaging system (represented by the MO), the light
source, and the detector. We present in Fig. 3.4 the behaviour of the function described by
Eq. (3.11) in function of the wavelength ¸ and the pixel size of the detector ¢x for an imag-
ing system composed of a MO having a magniﬁcation 10£, NAÆ 0.25, in air. One can clearly
identify the expected increase in numerical bandwidth with the reduction of wavelength or
the increase of pixel size, shown here for a value normalised in respect to the detector resolu-
tion N .
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Figure 3.4: Three-dimensional representation of Eq. (3.11), in function of the wavelength and
the detector pixel size, normalised in respect to the detector resolution N .
It is thenpossible to relateEq. (3.11), representing thephysical resolutionof the system, and
Eq. (3.7), which gives the boundary at which physical resolution is limited by the recording
conditions of holography
2
NA
Mni
· 1
¸
·¢x ·CSF,ZF , CSF Æ
p
2
3Åp2 , CZF Æ
p
2
1Åp2, (3.12)
where Ci is a constant dependent on the reconstruction method, being either the standard
ﬁlteringCSF or the zero-order freeCZF . The condition expressed in Eq. (3.12) provides a limit
that the imaging system, the light source and the detector must satisfy in order to ensure a
measurement that is not limited by holography recording conditions, but diffraction-limited.
One can note that as it can be intuitively understood, this limitation is not dependent on the
resolution of the detector N . As the surface shown in Fig. 3.4 is monotonously decreasing/
increasing in function of the parameters, one can see that the inequality in Eq. (3.12) will be
satisﬁed for a half-space deﬁned by the variables (¸,¢x) for a given imaging system, corre-
sponding to variable couples where the pixel size of the detector is sufﬁcient to sample the
given wavelength.
We present in Fig. 3.5 the half-spaces satisfying Eq. (3.12) for variousmicroscope objectives
having standard speciﬁcations. The regions are represented each time in grey and dashed for
twoMOs, with respectively the SF and ZFmethods. Thewavelength range is shown in the vis-
ible region (400¡700 nm), while the pixel size ranges from the smallest pixel sizes available
on the market presently (approximately 3m) to typical pixel size of high-quality CCD cam-
eras, such as high-gain detectors employed for low-light application (in the order of 10m).
One can see that in every case, the suppression of the zero-order increases greatly the avail-
able range where diffraction-limited imaging can be performed with off-axis digital hologra-
phy. Furthermore, it enables employing the full resolution of the optical system in the whole
visible range, provided that one uses small pixel size detectors. Typically, standard CCD de-
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(a) (b)
(c) (d)
Figure 3.5: Graphical representation of Eq. (3.12) for the possible combinations providing
diffraction-limited imaging for different microscope objectives (MO). Greyed or dashed re-
gions show the ¸¡¢x couples enabling diffraction-limited systems for standard ﬁltering (SF)
and zero-order free (ZF) reconstructions in the case of (a) lowmagniﬁcation objectives (2.5£
and 5£), (b)middle rangemagniﬁcations (10£ and 20£), (c) 40£ objectives both in air and oil
immersion, (d) 63£ objectives both in air and oil immersion. The tables are valid for the case
of curvature matched between the object and reference waves.
tectors, having pixel sizes of 4¡6m can provide diffraction-limited recording on the whole
visible range with every type of magniﬁcation, provided that ZF methods are employed. An-
other advantage of enabling the use of larger pixels without limiting resolution is that larger
pixel sizes typically reduce noise by keeping electronic noise (e.g. dark current) lower, and
reduce the effect of shot noise thanks to their larger well depth.
One can identify that lowmagniﬁcation system are more restrictive than high ones. This is
due to the fact that the NA of objectives does not increases at the same pace as the magniﬁ-
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cation with standard MOs, so that the magniﬁcation makes it easier for sampling the spatial
frequencies of the object, thus compressing the frequencies in the reciprocal domain, and
loosening the constraints for no overlapping between the interference terms. However, as it
is shown in Fig. 3.5(c), the fact of using larger numerical apertures such as in immersion ob-
jectives can weaken this consideration, as it is limiting the diffraction-limited range through
an improvement in NA.
One should remember that we considered here only the systemswhichwere described pre-
viously as optically-limited. In the case where the object wave spatial frequencies are not
limited by an optical element, the spectral conﬁguration becomes the ones represented in
Fig. 3.1(a), where the pixel size of the detector is the limiting parameters for the resolution.
3.3 Iterative zero-order suppression
Wepresent in this subsection the ﬁrstmethod developed in our work in order to suppress the
zero-order. It relies on employing an estimator of the object wave, in order to subtract the
object zero-order by having computed the autocorrelation of the estimated object wave. One
way of estimating the imaging term is to use the result of a standard ﬁltering reconstruction,
as described in section 2.2. However, as one can intuitively understand from the discussion of
previous sections, some spectral overlap between the object wave and the zero-order is usu-
ally occurring in this conﬁguration, making thus necessary to improve the zero-order sup-
pression through an iterative procedure, which will be described in details in the following
subsections.
The main features of the iterative method is that it is based only on post-processing op-
erations based on fundamental equations modelling the physical hologram generation. It
thus keeps the one-shot capability of off-axis holography during acquisition, although it is
not suitable for live reconstruction.
3.3.1 Functioning principle
The principle of the iterative method is to subtract the zero-order from the computation of
the autocorrelationof the imagingorder. This operation suppresses theobject intensity, while
the reference intensity is suppressed by employing a measurement of the reference only, as
explained in section 3.2. In this fashion, the result of this computation will become
I 0(x, y)Æ I (x, y)¡jrexpj2¡joestj2 ¼ or¤Åo¤r, (3.13)
where jrexpj2 is the measurement of the reference wave intensity, and joestj2 is the estimation
of the object zero-order, computed from the hologram. One can see that it reduces to the two
imaging orders, if the conditions jrexpj2 ¼ jr j2 and joestj2 ¼ joj2 are fulﬁlled. The fact of em-
ploying an estimation of the imaging order to compute the autocorrelationmakes it possible
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to be independent of the type of specimen during measurement, as the object is estimated
during post-processing.
Inorder to get anestimator of theobjectwave intensity, one canuse the reconstructed signal
described in chapter 2, corresponding to Eq. (2.26) which is recalled here for convenience
ª(x, y)Æ or ¤(x, y)ÆF¡1 ©F ©I (x, y)}£Wˆ (!x ,!y )ªª , (3.14)
where Wˆ (!x ,!y ) is the Fourier transformof thewindow function employed to ﬁlter the imag-
ing order from the hologram. As this subtraction is done in the hologram plane, no propaga-
tion is neededduring zero-order suppression steps, as the subtraction occurs in the hologram
plane. The computation of the autocorrelation can then be performed, in order to get the es-
timation of the object zero-order, where the signal is normalised by the reference intensity to
account for the change in amplitude generated by the multiplication by the reference wave,
giving
joestj2(x, y)Æ
¯¯
ª(x, y)
¯¯2¯¯
rexp
¯¯2 Æ 1jrexpj2 ¡oRe i'r ¢¡oRe i'r ¢¤ ¼ joj2 , (3.15)
where it is considered in ﬁrst approximation that jrexpj2 ¼ R2, and where the reference wave
is again considered as a plane wave, given by r (x, y)Æ R exp£¡i'r (x, y)¤. Through this com-
putation, it is therefore possible to get an estimation of the object zero-order, which can be
then subtracted from the hologram for further processing.
In this very simple consideration, it is considered in Eq. (3.14) that the ﬁltering operation
recovers the imaging order perfectly. It implies that there is no spectral overlap with the zero-
order, thus providing perfect reconstruction regards to zero-order suppression. However, as
described in subsection 3.2.1, the different terms of the hologramare often overlapping in the
spectral domain; this conﬁguration is even necessary in most cases in order to improve the
spatial resolution of the object wave reconstruction, as described in subsection 3.2.3. This
implies that Eq. (3.15) will be disturbed by some parts of the zero-order, whichmust be taken
into account in the object estimation. The object wave estimation becomes in this case
oest(x, y)Æ 1jrexpj2
F¡1
©
Iˆ (!x ,!y )£Wˆ (!x ,!y )
ª
Æ 1jrexpj2
¡
oRe i'r Åjoj2¤W (x, y)¢ . (3.16)
This equation is alreadymore complex than Eq. (3.14), and does not provide directly a proper
estimation of the object wave, due to the artefacts generated by the zero-order. The principle
of the proposedmethod is therefore to use an iterative approach by employing I 0 of Eq. (3.13)
at step k in order to get a more accurate estimator joest,kÅ1j2 for further suppression. In order
to work, this method requires that the second term on the right hand of Eq. (3.16) tends to
zero when increasing the amount of iterations.
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The discussion about the correctness of those assumptions is done in subsection 3.3.2. Un-
der the hypothesis that the method indeed converges, we can state the different steps in-
volved in the proposed iterative method, which are be summarised in the Algorithm 1.
Algorithm 1 Iterative zero-order suppression
1: Compensate for the reference intensity by subtracting the term jrexpj2.
2: Extract the imaging term (or¤)0(x, y) from the hologram I (x, y)¡ jrexpj2 according to
Eq. (3.14), where (or¤)0(x, y)Æª(x, y).
3: while zero-order is not fully suppressed do
4: Compute the estimator joest,k j2 according to Eq. (3.15).
5: Compute the hologram with attenuated zero-order I 0k (x, y)
according to Eq. (3.13).
6: Extract the new imaging term (or¤)kÅ1(x, y) from I 0k (x, y).
7: end while
8: Further processing on the object wave, such as demodulation and digital propagation.
One can already understand that the performance of the algorithm will mainly depend on
how strong the spectral overlap between the terms is, and the proposed method has clear-
ly a usability range. In the case no spectral overlap occurs, the reconstruction will be exact
without using zero-order suppression methods. On the other hand, if the spectral overlap is
too important, and/or if the zero-order intensity is too strong, i.e. the spectral energy of the
second term on the right hand of Eq. (3.16) is too important, the algorithm will not provide
an exact reconstruction, as convergence will not occur.
3.3.2 Convergence of the algorithm
This subsection cannot be considered as a rigorous proof of convergence of the algorithm, as
various approximations are employed during the derivation. Nevertheless, it makes possible
to derive the main conditions for convergence, and provides an estimation of the error gen-
erated with this iterative approach, through a recurrent demonstration. We ﬁrst analyse the
inﬂuence of the different terms involved in Eq. (3.16), and their respective inﬂuence on the ef-
ﬁciencyof the algorithm. Then,we showadevelopmentproviding an intuitive understanding
of the conditions required for the algorithm to converge, and emphasising the main causes
of errors which can be identiﬁed when employing this method for zero-order suppression.
As stated before, the part of zero-order contained in the second term of the right-hand of
Eq. (3.16) will be reﬂected in the calculation of the estimator, giving rise to several terms. If we
express the ﬁltered object intensity as OW (x, y) Æ joj2 ¤W (x, y), the zero-order estimator at
the ﬁrst iteration, i.e. when recovering the objectwave from the original hologram I , becomes
90
3.3. Iterative zero-order suppression
joest,1j2 Æ 1jrexpj2
¡
oRe i'r ÅOW (x, y)
¢¡
oRe i'r ÅOW (x, y)
¢¤
Æ R
2
jrexpj2
µ
joj2Å jOW j
2
R2
Å o
R
O¤W e
i'r Å o
¤
R
OW e
¡i'r
¶
.
(3.17)
One can see four terms in Eq. (3.17), resulting from the autocorrelation operation. The ﬁrst is
the estimator employed for suppressing the object zero-order as in Eq. (3.6), while the three
others are error terms induced by the presence of some object intensity in the ﬁltering win-
dow, as shown by the presence of OW in several terms. The second term corresponds to the
square of the object intensity, while the two last ones are modulated cross-terms.
The estimator calculated with Eq. (3.17) can be inserted in Eq. (3.13), giving amore detailed
expression of the processed hologram at ﬁrst iteration, in which the zero-order is attenuated
I 01 Æ oRe i'r Åo¤Re¡i'r ÅR2¡jrexpj2Å
µ
1¡ R
2
jrexpj2
¶
joj2
¡ jOW j
2
jrexpj2
¡ oRjrexpj2
O¤W e
i'r ¡ o
¤R
jrexpj2
OW e
¡i'r .
(3.18)
This equation can be simpliﬁed by considering that R2¡ jrexpj2 ¼ 0, thus neglecting the po-
tential discrepancies between the calibration reference intensity and the one recorded in the
hologram. The processed hologram becomes in this case
I 01 Æ oRe i'r Åo¤Re¡i'r ¡
jOW j2
jrexpj2
¡ oRjrexpj2
O¤W e
i'r ¡ o
¤R
jrexpj2
OW e
¡i'r . (3.19)
The new signal I 01 corresponds to the processed hologram in which the zero-order has been
subtracted at the ﬁrst iteration. In order to get the object wave estimator at second iteration,
theprocessedhologram is thenagainﬁltered in theFourierdomainwith thewindow function.
This ﬁltering operation suppresses some terms of Eq. (3.19), namely the ones modulated by
the expression e¡i'r , as those terms have a different spectral support than the one of the win-
dow. Finally, the modulus is calculated, in order to calculate once again the autocorrelation.
Those operations give the expression
joest,2j2 Æ
¯¯
I 01¤W
¯¯2
Æ
¯¯¯¯
oRe i'r ¤W Å
µ
1¡ R
2
jrexpj2
¶
joj2¤W ¡ jOW j
2
jrexpj2
¤W ¡ oRjrexpj2
O¤W e
i'r ¤W
¯¯¯¯2
Æ
¯¯¯¯
oRe i'r Å
µ
1¡ R
2
jrexpj2
¶
OW ¡ jOW j
2
jrexpj2
¤W ¡ oRjrexpj2
O¤W e
i'r ¤W
¯¯¯¯2
,
(3.20)
where the fact that oRe i'r ¤W Æ oRe i'r has been used, thanks to their identical support.
In Eq. (3.20), several terms rise because of the modulus calculation. Among them, the term
R2joj2 can be identiﬁed, which is the wanted expression for zero-order estimation, while all
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the others are parasitic terms. Due to the calculation complexity and themultiplicity of terms,
we limit our calculation to the proportionality relation between the second iteration of the es-
timator and the composing terms. Toaccomplish this, we consider from this point the various
terms as contributions in amplitude, in terms of proportionality functions Ø(). This implies
that we consider, for example, the following approximation OW / Ø(o2). One should note
that those approximations overestimate the real error, as the multiplication with the window
function in the Fourier domain will suppress some of the contributions. Moreover, as the ﬁ-
nal value is an intensity value, we neglect the phase terms, so that modulus operations can
be neglected. The zero-order estimator at the second iteration becomes in this case
joest,2j2
jrexpj2
/ 1
R2
¯¯¯¯
oRe i'r ÅØ¡o2¢ÅØµ o4
R2
¶
ÅØ
µ
o ·o2
R
¶¯¯¯¯2
ÆR2
¯¯¯¯
oe i'r
R
ÅØ
µ
o2
R2
¶
ÅØ
µ
o3
R3
¶
ÅØ
µ
o4
R4
¶¯¯¯¯2
/R2
µ joj2
R2
ÅØ
µ
o3
R3
¶
ÅØ
µ
o4
R4
¶
Å . . .
¶
Æ joj2ÅR2
8X
jÆ3
Ø
µ
o j
R j
¶
,
(3.21)
In the development above, the ﬁrst term of the right hand of Eq. (3.21) was kept out of sum-
mation, as it enables to express the object zero-order for suppression. This expression can
then be used again to get the new processed hologram, at the second iteration
I 02 Æ oRe i'r Åo¤Re¡i'r ¡
joest,2j2
jrexpj2
/ oRe i'r Åo¤Re¡i'r ¡R2
8X
jÆ3
Ø
µ
o j
R j
¶
.
(3.22)
By employing once again the operations used to get Eqs. (3.20) and (3.21), the estimator at the
third iteration becomes
joest,3j2
jrexpj2
Æ
¯¯
I 02¤W
¯¯2
jrexpj2
/ 1
R2
¯¯¯¯
¯oR¡R2 8X
jÆ3
Ø
µ
o j
R j
¶¯¯¯¯
¯
2
/joj2ÅR2
16X
jÆ3
Ø
µ
o j
R j
¶
.
(3.23)
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By looking at the sums in Eqs. (3.21) and (3.23), one can see a progression coming from the
multiple cross terms of the autocorrelation operations. Under those approximations, we can
therefore deduce by recurrence that the error at step k coming from the successive subtrac-
tions is
²th,k Æ joj2¡
joest,k j2
jrexpj2
/R2
2kÅ1X
jÆ3
Ø
µ
o j
R j
¶
. (3.24)
One can see an analogy between the summation of Eq. (3.24) and a geometric series, which
converges to
k¡1X
jÆ0
ar j Æ a 1¡ r
k
1¡ r , r 6Æ 1
lim
k!1
k¡1X
jÆ0
ar j Æ 1
1¡ r , r Ç 1.
(3.25)
However, Ø( o j
R j
) being a more complex function, the expression cannot be considered as a
simple geometric series, and getting the real convergence value is rather difﬁcult. Moreover,
strong approximations were employed to get this expression, so that it should be used only as
a rough indicator.
Nevertheless, the analogy enables to understand some elements about the convergence of
the proposedmethod. First, one can see that, the sum expressed in Eq. (3.24) is a function of
the amplitude ratio, which can be deﬁned as
KA(x, y)Æ
<¡o(x, y)¢
<¡r (x, y)¢ Æ O(x, y)R(x, y) . (3.26)
In analogy with the geometric series, one can see that it should be required that KA should
be below one, i.e. R(x, y) ÈO(x, y). This can be intuitively understood as the fact that, if the
object wave is relatively too strong compared to the reference wave, the spectral power of the
object zero-order joj2 will be strong compared to the one of the imaging orders oRe§i'r , so
that the error coming from the spectral overlap will induce errors in the suppression process.
This shows that a ﬁrst condition for the algorithm to converge is that the reference amplitude
has to be stronger than that of the object, so that the summation in Eq. (3.24) does not diverge.
Indeed, the error in the estimation at ﬁrst iteration will be once againmultiplied by the factor
KA at the next iteration, making them thus decrease.
For practical reasons, the criterion deﬁned in Eq. (3.26) is difﬁcult to use, as measured sig-
nals are expressed in intensity. Furthermore, one issue of the deﬁnition is that it is deﬁned for
each pixel, with values which can change tremendously because of variations in amplitude of
the two signals. Speciﬁcally, the object wave is modulated by its interaction with the sample,
implying that its values are strongly object-dependent. Furthermore, the criterion deﬁned
here in the spatial domain for the iterative method should be considered only in the global
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sense, as it is an indirect indicator, though convenient, of the respective spectral energy of the
various terms of the interference equation. For this reason, we employ through this chapter
a criterion based on the mean intensity ratio, which can be deﬁned as
K I Æ
Pm,nÇN
m,nÆ0 jo[m,n]j2Pm,nÇN
m,nÆ0 jr [m,n]j2
Æ O
2
R2
. (3.27)
The fact of taking separately the mean value of the two beams ensures a better robustness of
the computation of the ratio in practical cases, where some “dead” pixels could be present on
the detector, thus inducing aberrant values of zero for pixels. It also suppresses the problems
occurring at low intensity with quantisation, where low values of pixels could be translated in
null values.
One can also note that the efﬁciency of the object zero-order suppression will strongly de-
pend on the accuracy of the estimation of the reference intensity jrexpj2, in order tominimise
the error induced by the ﬁrst term on the right hand of Eq. (3.18).
Finally, the error estimation shows that the iterative technique enables efﬁcient zero-order
suppression, although it will not fully suppress it. The summation in the error expressionwill
not converge to zero, implying that some artefacts will remain even at convergence. However,
as it will be shown in the following sections, those artefacts can fairly be neglected in practical
cases.
One should note also that the reconstruction quality will also depend on the shape of the
reference wave. In our model, we have considered a plane wave, which leads to the results
presented in section 3.2.3. However, a reference wave having a strongly irregular phase pro-
ﬁle will induce errors in the reconstruction, since the estimator of the object autocorrelation
is based on the imaging order, which is multiplied by the reference wave. The procedure pro-
posed in this article prevents some errors to propagate by normalising with an experimental
reference, but this does not compensate for reference waves with strong aberrations.
3.3.3 Simulation analysis
We present here the applicability of the proposed method on simulated holograms, which
enables analysing the accuracy and the speed with which the algorithm converges to the so-
lution. The simulations make also possible to conﬁrm the deductions obtained from the ap-
proximated convergence of the method presented in subsection 3.3.2.
In regards to zero-order suppression, the type of holograms can be divided mainly in two
categories, which are the ones generated by smooth and rough samples. This classiﬁcation
can be justiﬁed ﬁrst by the fact that these two categories of holograms provide different types
of signal, as shown in Fig. 3.3. On the point of view of signal processing, those holograms
therefore generate rather different types of spectra, where one can intuitively understand that
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rough holograms possess a strong zero-order, due to the wide distribution of spatial frequen-
cies, whichwill bemoredifﬁcult to suppress, becauseof the stronger spectral overlapbetween
the zero-order and the imaging orders.
Another reason for this classiﬁcation is the usual interpretation of those signals. The phase
of smooth holograms can be easily retrieved through holographic reconstruction, and can be
used for precise topographic imaging in reﬂection, or OPLmeasurement in transmission. On
the other hand, in the case of rough samples, the roughness generates speckle, which disrupts
thephase in a randompattern, so thatmeasurements are essentially considered in amplitude.
Therefore, due to the different interpretation of the signal, the artefacts generated by the zero-
order order have different consequences. For smooth holograms, the main importance will
be the accuracy of the phasemeasurement. On the other hand, themain artefacts inﬂuencing
the reconstruction of rough samples is in amplitude.
Topographic holography
We consider ﬁrst the case of topographic measurement. The hologram employed for this
type of measurement is a representation similar to an image of a USAF 1951 test target (cf.
Fig. 3.6.(a)), which contains speciﬁc spatial frequencies. To simulate the hologram recording
process, we consider the synthetic image as being the ﬁeld on the image plane in the case of
a perfect imaging system. Then, to account for the optical resolution, we apply a low-pass
ﬁlter which bandwidth can be calculated according to Eq. (3.10). In this particular case we
consider a wavelength of ¸Æ 661 nm, a pixel size of ¢x Æ 6.45m, and a 20£MO (NAÆ 0.4)
in air. Those parameters correspond to the ones employed during experimental validation in
subsection 3.3.4. The ﬁltered image is then propagated from the image plane to the record-
ing plane with the Fresnel approximation (d Æ 4.9 cm), according to Eq. (2.33), where the
coherent addition with a plane wave acting as reference is computed. The angle between the
propagation vectors of the two waves is chosen as µ Æ 2±, ensuring that the imaging order
and the twin image are separated, but that some overlap with the zero-order is occurring. As
discussed in subsection 3.3.2, the intensity ratio between the two waves determines the efﬁ-
ciency of the method, and has been taken as KI Æ 1/5 in this case. The simulated hologram
is ﬁnally obtained by computing the intensity of the wave ﬁeld, as shown in Fig. 3.6(b). The
steps described above are summarised in Algorithm 2.
Algorithm 2 Computer generation of a smooth hologram
1: Apply a low-pass ﬁlter to the input complex ﬁeld o(x, y), where the ﬁlter is taken as a ci r c
function, with a diameter calculated according to Eq. (3.10).
2: Propagate the low-pass ﬁltered version of the complex ﬁeld from the image plane to the
recording plane, separated by a distance d , according to Eq. (2.33).
3: Generate the reference wave in function of the angles (µ,Á), according to Eq. (3.3)
4: Calculate themodulus of the coherent addition between the object ﬁeld and the reference
wave, according to Eq. (3.1)
5: Save the hologram in an 8-bit image to account for quantisation of the camera.
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The spectrum of the hologram is presented in Fig. 3.6(c), where one can see lines in the
spectrum, representing the directional spatial frequencies of the pattern in the image. Those
lines overlap between the zero-order and the imaging term, thus generating potential arte-
facts during reconstruction. However, since the object is rather smooth in this case, most of
the spectral information is given by frequencies close to the origin, implying that the spectral
bandwidth of the object autocorrelation is mostly contained in the [¡!c ,!c ] range.
(a) (b)
real image
virtual image
zero-order
(c)
Figure 3.6: Synthetic image similar to a USAF 1951 target, with (a) its topography represented
by the phase map generated by the reﬂection of light, (b) the hologram simulated for a 20£
(NAÆ 0.4) imaging system, and (c) the spectrum of the hologram.
In these simulations, we mainly compare the standard reconstruction (SF) as described in
section 2.2 with the proposed zero-order free (ZF) method. The iterative method consists
mainly in changing the ﬁltering part of the reconstruction method, while the other steps of
the retrieval algorithm are identical (demodulation, propagation, etc.). By employing a syn-
thetic image, we can ﬁrst show the different terms expressed in Eq. (3.17), in order to estimate
their relative strength, presented in Fig. 3.7. The estimated object autocorrelation is shown
in Fig. 3.7(a), corresponding to the required term for object zero-order suppression. Then,
in Fig. 3.7(b) the term of power 4, situated at the centre, is shown with an ampliﬁcation of
a factor 100 to make it visible in the ﬁgure. Then, in Fig. 3.7(c–d), the two modulated terms
are shown with an ampliﬁcation of 10. As all images are normalised in the same way, and
since themaximal amplitude is mainly identical in all the ﬁgures, those factors show approx-
imately the respective spectral strength of the various terms, in the case of an intensity ratio
of K I Æ 1/5.
In order to compare the SF technique and the ZF iterative one, we reconstructed the holo-
gram of Fig. 3.6(b) by employing a square ﬁlter on a quadrant of the spectrum, as shown by
the dashed square in Fig. 3.8(c). The fact of employing a square ﬁlter enables making the
zero-order visible in the spatial reconstruction. Recovered ﬁelds are then back-propagated
with the Fresnel integral (cf. Eq. (2.31)), enabling an easier identiﬁcation of the respective
contribution of the interference terms through spatial separation.
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1x
(a)
100x
(b)
10x
(c)
10x
(d)
Figure 3.7: Representation of the terms of Eq. (3.17) at the ﬁrst iteration for the hologram of
Fig. 3.6(b), showing (a) the object autocorrelation estimator, joj2, (b) the jOW j2R2 error term and
(c–d) the modulated error terms oRO¤W e i'. On each ﬁgure, the multiplicative factor to make
the term visible is given.
(a) (b) (c)
Figure 3.8: Reconstruction of the hologramof Fig. 3.6(b) with (a) standard reconstruction and
(b) the iterativemethod. (c) The spectrumof the iterative reconstruction showsno zero-order
contribution in the wave ﬁeld.
The reconstruction for the SF method is shown in amplitude on Fig. 3.8(a). The zero-order
can be identiﬁed as a ghost in the bottom-right corner of the ﬁgure, highlighted by a dashed
square in Fig. 3.8(a–b). The iterative ZF reconstruction was applied to this hologram, so that
theobject zero-order is suppressed, as it canbe seen fromthe spectrumof thewaveﬁeld in the
hologram plane shown in Fig. 3.8(c). Accordingly, the reconstruction of the hologram shows
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an imaging order free of ghost in amplitude (cf. Fig. 3.8(b)). The results were obtainedwith 10
iterations, which is plentifully sufﬁcient in those conditions to suppress the zero-order. How-
ever, depending on the recording conditions, such as the value of KI or the spectral overlap
between terms,more iterations could possibly be needed in order to get sufﬁcient extinction.
As the results are here obtained through simulations, it is possible to compute exactly the
discrepancy function which was derived in Eq. (3.24), as the object zero-order is known. The
error is thus deﬁned by the difference between the object zero-order and the estimator com-
puted through the reconstruction, summed for each pixels. It is further normalised by the
overall intensity of the zero-order, as the normalisation performed through the division by
the reference wave can introduce a bias. The error is therefore computed as
²sim,k Æ
MX
mÆ0
NX
nÆ0
¯¯¯¯
jo[m,n]j2¡ joest,k j
2
jrexpj2
[m,n]
¯¯¯¯
MX
mÆ0
NX
nÆ0
¡jo[m,n]j2¢ . (3.28)
One can see in Fig. 3.9 that the error converges to a value of 3%, which corresponds to the
theoretical residue of the algorithm ²th, as described in section 3.3.2. One shouldnote that the
ﬁrst value presented is ²sim,1, implying that it corresponds to the ﬁrst attempt of suppressing
the object zero-order with oest. This explains why the error starts with a rather low value, as
the criterion deﬁned in Eq. (3.28) cannot be computed for ²sim,0.
Figure 3.9: Convergence of the sum of the error estimator for the object intensity as deﬁned
in Eq. (3.28).
Speckle hologram simulations
We present in a second stage simulation results based on the reconstruction of speckle holo-
grams, generated by rough surfaces. The synthetic hologram is based on the same object
shown in Fig. 3.6(a), where the phase is set in this case to a random value uniformly distribut-
ed between [¡¼,¼], according to the “fully developed” speckle discussed in subsection 2.2.4.
The generation of the hologram is however somewhat different from the one of the smooth
hologram, as the image and the speckle are not formed in the same plane. This simulation
considers a low aperture optical system, composed of a 2 f lens system, as shown in Fig. 3.10.
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The ﬁeld diffracted by the specimen and containing the random phase is propagated to the
ﬁrst lens of the optical system, where a low-pass ﬁlter is applied to account for the optical
component aperture. Applying the low-pass ﬁlter at the aperture of the ﬁrst lens of the imag-
ing enables the speckle to develop through propagation. Therefore, contrarily to the case of
the smooth hologram, the low-pass ﬁlter is not applied on an image plane, enabling the for-
mation of the speckle pattern. The ﬁeld is next propagated to the second lens where its cur-
vature is compensated. Then, it is propagated to the hologram plane where the interference
with a tilted reference wave is computed. This procedure, enabling amore realisticmodel for
speckle hologram is summarised in Algorithm 3.
Algorithm 3 Computer generation of a rough speckle hologram
1: Compute a random phase [¡¼,¼] and generate the complex ﬁeld with input amplitude
and random phase.
2: Propagate the complex ﬁeld to a distance f1, corresponding to the focal distance of the
ﬁrst lens, according to Eq. (2.33).
3: Apply a low-pass ﬁlter to the propagated complex ﬁeld, where the ﬁlter is taken as a ci r c
function, with a diameter calculated according to Eq. (3.10).
4: Add a quadratic term to the phase to account for the curvature of the ﬁeld induced by lens
L1, according to Eq. (3.9), where the radius of curvature is ½1 Æ f1.
5: Propagate the low-pass ﬁltered version of the complex ﬁeld to a distance f1Å f2, to the
second lens of the modelled telescope, according to Eq. (2.33).
6: Add a quadratic term to the phase to account for the curvature of the ﬁeld induced by lens
L2, according to Eq. (3.9), where the radius of curvature is ½2 Æ f2.
7: Propagate the ﬁeld to the recording plane, at a distance f2Åd , according to Eq. (2.33).
8: Generate the reference wave in function of the angles (µ,Á), according to Eq. (3.3).
9: Calculate themodulus of the coherent addition between the object ﬁeld and the reference
wave, according to Eq. (3.1)
10: Save the hologram in an 8-bit image to account for quantisation of the camera.
f
f
NA
Recording plane1
2f1 f  + f1 2 d
f2
Figure 3.10: Optical systemmodel used for the generation of the speckle hologram.
The optical system was made in this case with a numerical aperture of NA = 0.05, a mag-
niﬁcation of M Æ 1.5, a wavelength of ¸ Æ 760 nm and ¢x Æ 6.45m. The two lenses of the
telescope were chosen as f1 Æ 3 cm and f2 Æ 4.5 cm, and the image distance was taken as d Æ
6 cm. The intensity ration is again taken as KI Æ 1/7.
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(a) (b)
Figure 3.11: Speckle hologram generated from the image shown in Fig. 3.6(a) with a random
phase comprised between [¡¼,¼], shown (a) in the spatial domain, with a zoom a part of the
ﬁeld of view to emphasise the fringes, and (b) in the spectral domain, where the zero-order
with twice the size compared to the imaging orders can be clearly identiﬁed.
The hologram createdwith thismethod is shown in Fig. 3.11(a). One can identify the speck-
le pattern generated from the random phase, where the size of the speckle grain depends
on the aperture of the optical system, chosen here so that fringes can still be resolved, en-
abling reconstructionwith standardDH approach. High spatial frequencies can be identiﬁed
in the spectrum of the generated hologram as an approximately constant spectral energy in
the aperture of the MO, as presented in Fig. 3.11(b).
The results of the reconstruction are shown in Fig. 3.12. One ﬁrst can identify the artefacts
in amplitude generated by the zero-order in the wavefront reconstructed with the SFmethod
(cf. Fig. 3.12(a)), to be compared with the reconstruction through ZF iterative ﬁltering (cf.
Fig. 3.12(b)), for 10 steps of iteration. As it can be seen in the spectrum of the image shown
in Fig. 3.12(b), the iterative reconstruction efﬁciently suppresses the zero-order. However,
some spectral energy can still be identiﬁed at the centre of the spectrum, although not seen
in Fig. 3.12(b). This is due to the residues after convergence, which are larger in this case
compared to the smooth hologram of the previous paragraph, since the spectral overlap is
more important in this case. Nevertheless, one can see from the amplitude reconstruction
that the residues are still negligible, giving an imaging order free of artefacts.
Divergent reconstruction
We present then a case where the intensity ratio K I is not fulﬁlling the condition R È joj, in
order to show the consequences of wrong starting conditions on the iterative procedure. For
this purpose, we consider again the speckle hologram generated in the last paragraph (cf.
Fig. 3.11(a)), but with K I Æ 2.
As it can be seen both in the amplitude reconstruction (cf. Fig. 3.13(a)) and in the spectrum
(cf. Fig. 3.13(b)), the reconstruction diverges rapidly after only 3 iterations. This fast diver-
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(a) (b) (c)
Figure 3.12: Reconstruction of the speckle hologram of Fig. 3.11(a) with (a) the standard ﬁl-
tering method and (b) the iterative method. The zero-order suppression can also be seen in
(c) the spectrum of the wavefront reconstructed with the iterative method.
(a) (b)
Figure 3.13: Iterative reconstruction in the case of an inadequate intensity ratio KI , yielding a
diverging reconstruction, as it can be seen (a) from the strong artefact in amplitude, and (b)
from the distorted spectrum of the processed hologram I 0k .
gence is due to a conjugation of factors, as the intensity ratio K I is strongly out of validity
range, and as the spectral overlap is large. Those elements add tomake the termOW far from
negligible in Eq. (3.18), without attenuation through iterations as K I È 1.
3.3.4 Experiments
We present in this subsection experimental results showing the performances of the iterative
method. As in subsection 3.3.3, we divide the results for smooth and rough holograms, in
order to analyse the efﬁciency for those two types of signals. The simulationswere performed
in a way to facilitate the comparison with experiments, as the smooth sample is a USAF 1951
target, and speckle holograms were generated with the reﬂection on a Swiss coin.
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Topographicmeasurements
A USAF 1951 test target has been measured with a standard reﬂection DHM setup, as de-
scribed in subsection 2.4.1 and shown in Fig. 2.15(b), providing topographicmeasurement of
its surface. Parameters are similar to the simulation of subsection 3.3.3, so that the specimen
is illuminated with a plane wave of wavelength ¸ Æ 661 nm, through a 20£ MO (NA = 0.4).
The reﬂected light then interferes with a reference wave, which proﬁle is well controlled and
matched in curvature with the object wave. The interference pattern is recorded by a CCD
camera, with a pixel size of ¢x Æ 6.45m, for a ﬁeld of view of 512£512.
5 μm
(a)
5 μm
(b)
5 μm
(c)
Figure 3.14: Reconstruction of the hologram of a USAF test target. Amplitude reconstructed
with (a) the standard method and (b) the iterative method. (c) Phase image reconstructed
with the iterative procedure.
The target was placed in a conﬁguration where the elements generate strong spatial fre-
quencies in the direction of the interference fringes, giving rise to a spectrum similar to the
one used in section 3.3.3. The results of the reconstruction are shown in Fig. 3.14, with a sim-
ilar ﬁltering window consisting of a quadrant as shown in Fig. 3.8(c), and a propagation dis-
tance of d Æ 4.8 cm. The amplitude of the reconstruction for the SF method (cf. Fig. 3.14(a))
contains a strong part of zero-order, which is suppressed with the ZF iterative technique as
shown in Fig. 3.14(b).
The corresponding phase image is presented in Fig. 3.14(c) for the ZF iterative case, where it
can be identiﬁed that the noise on the signal is approximately constant, which is an indicator
that the zero-order has been suppressed, so that thephase signal is not disruptedby thephase
artefacts of the zero-order. We show in Fig. 3.15 a phase proﬁle of the steps generated by the
chromium layer (cf. dashed line in Fig. 3.14(c)) for both SF and ZF reconstructions. One can
see that the iterative technique keeps the quantitative information of the phase, by provid-
ing the same mean phase change on steps. However, the iterative technique is free from a
strong phase noise which can be identiﬁed on the phase proﬁle of the standard method, due
to artefacts generated by the zero-order term.
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Figure 3.15: Topographic phase proﬁle along the dashed line of Fig. 3.14(c) for the standard
(SF) and iterative (ZF) techniques, where a strong artefacts can be identiﬁed in the case of the
standard technique, due to the zero-order term.
Speckle hologram
We present then experimental results based on the iterative method for speckle holograms.
Wemeasuredapart of coin surfaceona reﬂection setup similar to theoneemployed in the last
paragraph, but with low aperture. In this case, a magniﬁcation of 3£ is employed, provided
by an achromatic lens, with a source wavelength of ¸Æ 760 nm. Apart from those elements,
all other experimental parameters are identical.
The results of the reconstruction are shown in Fig. 3.16, with the hologram spectrum (cf.
Fig. 3.16(a)), in which the uniform spectral energy E generated in the bandwidth of the aper-
ture can be clearly identiﬁed, giving a similar signal as in the simulations of subsection 3.3.3.
This behaviour is due to the roughness of the coin, which generates approximately random
phasors in some parts of the ﬁeld of view.
The reconstructed amplitude of the letter “A” engraved on a Swiss coin for the SF and ZF
iterative reconstructions are shown respectively in Figs. 3.16(b) and 3.16(d), demonstrating
also in this case the suppression of the zero-order. The spectrum of the signal after using the
iterative procedure is shown in Fig. 3.16(c), where the zero-order is very strongly attenuated.
In order to quantify the efﬁciency of the method, we measured the mean spectral energy
in parts of the spectrum for respectively the standard (std) and iterative (iter) techniques,
on regions of the zero-order (zero), and in parts containing measurement noise outside the
imaging orders (noise). Those regions are identiﬁed in Fig. 3.16(c).
One can estimate the efﬁciency of the zero-order suppression by calculating
S Æ Eiter,zero¡Eiter,noise
Estd,zero¡Estd,noise
. (3.29)
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Estd, noise
Estd, zero
(a)
100 μm
(b)
Eiter, noise
Eiter, zero
(c)
100 μm
(d)
Figure 3.16: Spectrum (a) of a reﬂection hologram on a Swiss coin containing the letter “A”,
along with (b) its reconstruction performed with standard method. Spectrum (c) and ampli-
tude (d) after employing the iterative method.
The meaning of Eq. (3.29) is the calculation of the ratio of the spectral energy of the zero-
order before and after employing the iterative method, giving an indicator of the relative at-
tenuation of the zero-order. The subtraction of the spectral energy of a zone outside of the in-
terference terms (where no information is contained) accounts for the electronic noise gener-
ated by the camera. This computation gives an efﬁciency of S Æ 97.8% for the measurements
shown in Fig. 3.16, indicating that most of the spectral energy carried by the zero-order has
been suppressed.
3.3.5 Discussion
As it was shown in the previous subsections, the iterative method can suppress the object
zero-order term on various types of holograms, such as smooth holograms recorded inDHM,
or speckle holograms at low magniﬁcation. The two main requirements in order to employ
this method is ﬁrst an accurate estimation of the reference wave intensity, and an intensity
ratio between the two interfering beams globally below one, i.e. the referencewave should be
globally stronger than the object one.
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The reference intensity can be recorded during a calibration step before experiment. An
advantage of this calibration is that it makes possible to compensate for experimental insta-
bilities, and takes into account the inevitable spatial variations of the reference intensity. Fur-
thermore, this estimation can be considered as rather accurate through time, as vibrations of
the experimental setup shouldnot inﬂuence greatly the intensity of thebeam. However, some
problems could occur with unstable light sources, with which strong intensity changes can
occur, thus disrupting this calibration.
One the other side, the fact of having a reference intensity stronger than that of the object
wave could be considered as being the best measurement scenario. First, it is quite com-
mon that the reﬂection on some surfaces, or the transmittance of certain samples is not high,
implying that the intensity of the object wave can be limited by the nature of the sample,
thus imposing a fundamental limitations leading to a stronger reference wave. Furthermore,
it was shown that having a stronger reference wave intensity yields better results regards to
shot noise [Cha06].
The condition on intensity ratio is also rather loose in the case of the iterative method, as it
should only be satisﬁed in a global sense. This implies that the intensity ratio does not need
to be extremely high, so that the fringe visibility does not need to be greatly reduced, thus
ensuring a good SNR of measurement and providing some versatility in the applicability of
the proposed method. One should also note that the convergence is not exclusively ensured
by the intensity ratio, but also by the amount of spectral overlap induced by the experimental
conditions. The intensity ratio could thus be considered as a tuneable parameter enabling
convergence regards to various experimental conditions. It could be shown that in standard
conditions, convergence occurs typically in less than 10 iterations.
3.4 Zero-order suppression through nonlinear ﬁltering
Wepresent in this section another approach employed to suppress the zero-order term indig-
ital holography. Its aims at solving the main drawback of the iterative method presented in
previous section, namely the fact that the reconstruction algorithm cannot provide real-time
imaging. While the iterative method does not limit the acquisition rate, it limits the recon-
struction speed, making it impossible to reach a live feed because of themultiple steps of the
iterative procedure.
The method described in this section is non-iterative and can thus provide a high recon-
struction rate, and is based on a nonlinear ﬁltering method. It consists in employing the log-
arithm of the spatial spectrum as a ﬁltering space, enabling intrinsic zero-order suppression
through the additive property of this operator. We ﬁrst provide some deﬁnitions about the
mathematical tools employed, enabling more understanding about the underlying concepts
in the use of nonlinear operators in the context of homomorphic ﬁltering.
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3.4.1 Deﬁnitions
Thenonlinearﬁlteringmethoddescribed in this sectioncanbeconsideredas aparticular case
of homomorphic ﬁltering, as deﬁned by Oppenheim et al. [Opp68; Opp04]. This framework
tends to extend the possibilities of standard ﬁltering operations tomore complex systems, by
generalising the concept of superposition for additive systems. We still ﬁrst deﬁne the con-
cept of homomorphic ﬁltering in a general sense, before showing the links with our proposed
reconstruction method. If we consider an additive system, its basic properties can be sum-
marised as
f (t )Æ f1(t )Å f2(t ), (3.30)
where we restrict our discussion to the one-dimensional case for simplicity, as generalisation
for higher dimensions is straightforward. This fundamental property enables for example the
use of ﬁltering in the Fourier domain in order to separate the two signals f1 and f2, leading to
the following properties for an additive system with the Fourier transform
F
©
f (t )
ªÆF © f1(t )ªÅF © f2(t )ª ,
F
©
c · f (t )
ªÆ c ·F © f (t )ª , (3.31)
provided that the spectral supports of the two signals are disjoint. These properties have been
typically used for spatial ﬁltering in subsection 2.2.5 and in section 3.3 in order to recover the
object wavefront.
Generalised ﬁltering
In the concept of homomorphic ﬁltering, it is proposed to extend the superposition principle
to other systems, such as for instance multiplicative or convolutive systems. If we consider a
general operator ± of addition in the same way as Eq. (3.30), deﬁned as
f (t )Æ f1(t )± f2(t ), (3.32)
a general ﬁlter H must satisfy the following properties for general superposition
H
©
f (t )
ªÆH © f1(t )ª±H © f2(t )ª
H
©
c : f (t )
ªÆ c :H © f (t )ª , (3.33)
where : is the general scalar multiplication. One can thus deﬁne a general transformation G
for ﬁltering which must satisfy the following properties
G
©
f1(t )± f2(t )
ªÆG © f1(t )ªÅG © f2(t )ª ,
G
©
c : f1(t )± f2(t )
ªÆ c ·G © f1(t )± f2(t )ª ,
G ¡1
©
G
©
f1(t )± f2(t )
ªªÆ f1(t )± f2(t ).
(3.34)
106
3.4. Nonlinear zero-order suppression
The concepts as deﬁned in Eq. (3.34)make possible to consider a general system for standard
ﬁltering method, as shown graphically in Fig. 3.17. The use of the transformation G enables
the conversion from a complex system to a standard linear additive system, making possible
to use a linear ﬁlter deﬁned as L, which has the same effect in the linear domain as the general
ﬁlter H . Thanks to the transformation of the general operator to an addition in the reciprocal
domain, all principles of superposition can be applied straightforwardly during ﬁltering.
f(t) + {f(t)}
+
L
{f(t)} × L {f(t)} × L
-1
{ }
H
G
G
G GG
-1G
H   f{ }
Figure 3.17: Scheme of the ﬁltering steps when employing the general superposition princi-
ple.
Application to interferometry
As it will be shown in subsection 3.4.2, the interference process as deﬁned by Eq. (3.1) can be
considered as amultiplicative system, so that in this particular case, the general operator ± of
Eq. (3.32) is themultiplication, for which the general transformationmust satisfy the proper-
ties given in Eq. (3.33). For this purpose, one can use the logarithm operator, which possesses
the fundamental property
ln
£
f1(t ) · f2(t )
¤Æ ln£ f1(t )¤Å ln£ f2(t )¤ . (3.35)
This general concept and its application for multiplicative systems have been used for exam-
ple for echo removal or for deconvolution in image processing, where several phenomena are
of multiplicative nature [Opp68]. Finally, the logarithm itself is not sufﬁcient for the applica-
tion in off-axisDH, as the ﬁltering is based on spectral separation, so that the neededoperator
is the Fourier transform of the logarithm of the hologram, thus providing for general ﬁltering
G
©
f
ªÆF ©ln¡ f ¢ª ,
G ¡1
©
f
ªÆ exp£F © f ª¤ , (3.36)
with which standard Fourier ﬁltering can then be employed for object wave recovery.
Analogy with cepstrum ﬁltering
The operation deﬁned in Eq. (3.36) is somewhat similar to a transformation used often in ho-
momorphic ﬁltering, whichwas proposed byBogert et al.. This particular transformhas been
labelled as “cepstrum”whendeﬁning this operation [Bog63], in order to describe this pseudo-
frequency space without bringing ambiguity with the standard spectrum. By extending the
approach of employing anagrams, a whole vocabulary has been created, ranging from que-
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frency, or rahmonics to the operation of liftering, for instance. In this thesis, we only employ
the word cepstrum, which is nowadays commonly employed in the literature.
In the ﬁrst publication deﬁning the cepstrum, it was used to suppress echoes in the mea-
surement of seismologic data, and was thus deﬁned for real numbers. This operation was
later referred to as the amplitude cepstrum, in order to emphasise its use for real numbers,
and is deﬁned as
C
©
f (t )
ªÆF¡1 ©ln ¯¯F © f ª¯¯ª , f 2R. (3.37)
One can note that this deﬁnition differs from the one given in Eq. (3.36), as two Fourier trans-
forms are employed, and as the order of the operators are different. It is possible to emphasise
the difference by noting that the unit of the cepstrum in the case of temporal signals is sec-
onds [Bog63].
Various deﬁnitions, leading for example to thepower cepstrum, were also developed instead
of employing the absolute value [Chi77]. Of particular interest for the application described
in this chapter is the complex cepstrum, deﬁned for complex numbers and which has the ad-
vantage of being fully invertible for square-integrable functions. However, the use of complex
numbers rises the problem of convergence of the logarithmoperator, which does not possess
a unique solution in phase. The complex cepstrum is thus usually deﬁned as
C
©
f (t )
ªÆ 1
2¼
Z 1
¡1
£
ln
¯¯
fˆ (!)
¯¯Å i · arg¡ fˆ (!)¢¤e i!td!, f 2C, (3.38)
where arg
¡
fˆ (!)
¢
is the unwrapped phase of the spectrum of the function f , ensuring the
uniqueness of the logarithmoperator. While those considerations in convergence are of great
importance, one should note that the case of holography is simpler, and can be treated sufﬁ-
ciently by Eq. (3.36), as the signal recovered by a detector in intensity is by deﬁnition deﬁned
real positive. The logarithm operator is thus uniquely deﬁned in this case, ensuring the con-
vergence of the transformation. Furthermore, the complex cepstrum is indeed required, as
the data is then complex in the frequency domain, but the inversion through the exponen-
tial operator is unambiguous in regards to complex numbers, so that the uniqueness is also
guaranteed during inversion.
One can note that the main difference between Eq. (3.36) and Eqs. (3.37–3.38) is the use
of only one Fourier transform, and the use of either a modulus operation, or of a deﬁnition
of the logarithm operation ensuring the uniqueness of the operator. The fact of using on-
ly one Fourier transform is due to the fact that in-focus or Fresnel holography, which is the
case considered here, provide readily a signal in the spatial domain, so that the ﬁrst Fourier
transform is not required. Interestingly, it implies that applications of homomorphic ﬁltering
to Fourier holography would lead to deﬁnitions closer to the commonly used ones, as a ﬁrst
Fourier transformwould be required to enable the logarithmoperation in the spatial domain,
and would also require care in the deﬁnition of the operators, due to convergence problems
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with complex signals. Finally, for our particular application, one can consider the deﬁnition
of Eq. (3.36) as a complex cepstrum, where the a priori knowledge that the hologram, or signal
f , is real-deﬁned due to recording conditions, is employed to simplify Eq. (3.38).
Use of cepstrum in holography
The concepts of homomorphic ﬁltering and in particular logarithm operators and cepstrum
have been used in various contexts for holographic acquisition. Homomorphic ﬁltering has
been proposed for adapting digital propagation algorithms, which are conventionally based
on the convolution with a propagation kernel (cf. section 2.2.5), in order to apply a superpo-
sition principle [Aok82]. A treatment based on cepstrum ﬁltering has also been proposed to
model the logarithmic response of retina, for applications in polarisation detection in holog-
raphy [Tit03]. More recently, homomorphic ﬁltering has been proposed for speckle reduc-
tion, by considering it as amultiplicative system [Cai10; Sri10]. Finally, the logarithmwas also
employed for zero-order suppression by making it possible to neglect its contribution under
given conditions [Zha04b]. The method described in this section has also been proposed for
use in optical coherence tomography (OCT), based on a similar principle, as the acquisition
process is also based on an interferometric principle [See08], but in the temporal domain.
3.4.2 Functioning principle and demonstrations
After having deﬁned the general concepts in the previous subsection, we derive here the re-
construction formulae for the particular case of holography ﬁltering, and provide the demon-
strations of convergence. We provide on a ﬁrst stage the derivation for continuous equations,
and discuss the consequences for discrete signals only in a second stage.
In order to derive the reconstruction equation, we consider again the interference equation
given in Eq. (3.1), that we recall here for convenience.
I Æ (oÅ r ) (oÅ r )¤ . (3.39)
One can clearly identify in Eq. (3.39) the multiplicative property of the recording process, on
which the principles of general superposition described in subsection 3.4.1 can be applied.
As it will be seen later, it is necessary to rearrange slightly the terms of Eq. (3.39) to make the
demonstration possible, in order to get
I
jr j2 Æ
³
1Å
³o
r
´´³
1Å
³o
r
´¤´
, (3.40)
on which it is possible to apply the logarithm operator
ln
µ
I
jr j2
¶
Æ ln
h³
1Å
³o
r
´´³
1Å
³o
r
´¤´i
Æ ln
³
1Å
³o
r
´´
Å ln
³
1Å
³o
r
´¤´
,
(3.41)
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where superposition can indeed be applied for ﬁltering thanks to the conversion into an ad-
dition between the two terms. One can thus identify only two components which can be
related to the two imaging terms of Eq. (3.1), without zero-order term contributions, as the
terms were not distributed in Eq. (3.39).
Applying the Fourier transform on Eq. (3.41) enables ﬁltering in a frequency space, where
one can use the spectral separation of the various terms as in off-axis holography, giving
F
½
ln
µ
I
jr j2
¶¾
ÆF
n
ln
³
1Å
³o
r
´´
Å ln
³
1Å
³o
r
´¤´o
. (3.42)
At this stage, we need to demonstrate that the two terms on the right hand of Eq. (3.42) have a
disjoint spectral support, to enable recovery of one term representing the wavefront through
linear ﬁltering. For this purpose, we employ the Taylor series of the logarithm, given as
ln
¡
1Å f (x)¢Æ 1X
nÆ1
(¡1)n¡1
n
f n(x), j f (x)j Ç 1, 8x. (3.43)
By applying the Fourier transform and using linearity on Eq. (3.43), we obtain
F
©
ln
¡
1Å f ¢ª (!)Æ 1X
nÆ1
(¡1)n¡1
n
F
©
f n
ª
(!), (3.44)
where one can identify that the right hand of Eq. (3.44) is a sum of Fourier transforms of pow-
ers of the function f . By recalling the convolution theorem, one can see that each term of the
sum corresponds to
F
©
f n
ª
(!)Æ ¡F © f ª¤F © f ª¤F © f ª¤¢¢ ¢¤F © f ª¢ (!), (3.45)
where the convolution is applied n times. Therefore, if the functionF
©
f
ª
has a support con-
tained in a half-plane of the Fourier space, so will a convolution with itself, as further modu-
lation from convolution compensates for the spectral support extension. As the two terms in
Eq. (3.42) are complex conjugates, if the function o/r has its support in a half-plane, so will the
function (o/r )¤. Therefore, they canbe separated throughFourier ﬁltering as nooverlapping is
occurring under these conditions. Moreover, one can see that a condition for this demonstra-
tion to hold is that jo/r j Ç 1, for the Taylor development to converge. This condition is rather
similar to the condition on the intensity ratio which was deﬁned for the iterative technique
as described in subsection 3.3.
Therefore, if those conditions are fulﬁlled, it is possible to separate the two termson the right
hand of Eq. (3.42), making it possible to select one of them by spatial ﬁltering. The ﬁltered
diffraction order in the spatial domain is given by
IF (x, y)Æ ln
³
1Å o
r
´
ÆF¡1
½
F
½
ln
µ
I
jr j2
¶¾
£Wˆ (!x ,!y )
¾
, (3.46)
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where Wˆ (!x ,!y ) is a window function selecting the required term in the Fourier domain.
Ultimately, the object wavefront is retrieved by applying the inverse operations to recover the
original space of analysis, giving
o
r
Æ exp¡IF (x, y)¢¡1Æ expµF¡1½F ½lnµ Ijr j2
¶¾
Wˆ (!x ,!y )
¾¶
¡1, (3.47)
which speciﬁes the reconstruction through nonlinear ﬁltering. By using homomorphic ﬁl-
tering as deﬁned in subsection 3.4.1, one can also express the nonlinear reconstruction as
o
r
ÆG ¡1
½
G
½
I
jr j2
¾
Wˆ (!x ,!y )
¾
¡1, (3.48)
where the deﬁnition of the general ﬁltering operator of Eq. (3.36) is employed.
By comparing Eq. (3.14), which describes the standard Fourier ﬁltering applied in a linear
way, and Eq. (3.47), we ﬁnd that the proposed algorithm is similar to the standard Fourier
ﬁltering method, except for the logarithm and exponential operations. Those differences are
consistent with the deﬁnitions of homomorphic ﬁltering, where one can see that the recon-
struction deﬁned through the general ﬁltering operator is similar to Eq. (3.14). The object
complex wavefront can be reconstructed by multiplying the ﬁltered signal with a digital ref-
erence wave, as in standard off-axis DHM, and by digitally propagating to obtain the in-focus
image, as described in subsection 2.2.5.
One should note however that in the case of the standard reconstruction, themultiplication
by r as a digital version of the reference wave generates a constant real term corresponding
to the reference wave intensity, as shown in Eq. (2.8). In the case of Eq. (3.48), this term is not
directly implied, as it is cancelled by the division by r on the left hand of the equation.
Moreover, as it can be seen from Eq. (3.47), prior knowledge of the reference intensity is
required, since this algorithm suppresses the object zero-order, i.e. joj2, but not jr j2. It corre-
sponds in fact to a subtraction of jr j2 before processing, as
ln
µ
I
jr j2
¶
Æ ln(I )¡ ln¡jr j2¢ . (3.49)
As in subsection 3.3.1, the reference can thus be acquired during a calibration step before
experiment, by acquiring the intensity of the reference wave while blocking the object beam.
The new technique just presented requires some speciﬁc conditions to be satisﬁed during
hologramrecording. Theﬁrst condition, namely jr jÀ joj, is usually readily fulﬁlled in a global
sense, since it was shown that higher intensity in the reference wave yields a better signal-to-
noise ratio (SNR) of the phase signal [Cha06]. However, this conditionmay not be fulﬁlled for
every pixel in the hologram plane, particularly in the case of out-of-focus images, which can
contain strong intensity regions,mainly induced by the highly diffracting parts of the sample.
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It is also required that the spectra of the +1 and -1 diffraction orders do not overlap. This
condition is however naturally fulﬁlled in the case of off-axis DHM, which requires disjoint
support for the two imaging terms in order to enable spatial ﬁltering.
Discrete implementation and harmonics
In the demonstration above, we derived the nonlinear reconstructionmethod in the continu-
ous domain for convenience. However, the implementation of this techniquewill be done on
discretematrices, as recorded by digital detectors. The transfer to a discrete representation of
Eq. (3.47) is straightforward, as themathematical operations such as divisions, logarithm, and
exponential are performed locally, and can thus be applied pixel by pixel. As an illustration,
the logarithm in the discrete representation would be
ln
µ
I
jr j2
¶
Æ ln
µ
I [m,n]
jr [m,n]j2
¶
, 0Ç8m,n ÇN . (3.50)
With analogical treatment for the other operations, it implies that Eq. (3.47) can represent
continuous as well as discrete implementation.
The main differences in the case of a discrete representation lies in the use of FFT algo-
rithms to compute the Fourier transform, and the consequent periodisation of the signal and
the inﬂuence of discretisation on nonlinear operators which can lead to the generation of
harmonics. These harmonics are represented by powers of the original function, so that the
error between the ideal function and the computed one can be expressed as
²[m,n]Æ
1X
kÆ2
®k ( f [m,n])
k , (3.51)
where ®k is a real factor related to the intensity of each harmonics in accordance with
Eq. (3.44). As the demonstration above is performed in the spectral domain, the function f
is modulated by the reference wave as expressed in Eq. (3.3), thus giving shifted terms in the
Fourier domain (cf. Eq. (3.4)).
This implies that the error in Eq. (3.51) can be expressed in as
²ˆ[m,n]Æ
1X
kÆ2
®k fˆ
£
!m ¡k ·!0,m ,!n ¡k ·!0,n
¤
, (3.52)
thus giving termsmodulated atmultiples of themodulation frequency!0 induced by the ref-
erence wave. If discrete Fourier transforms are employed, some harmonics overlap with the
reconstructed signal through periodisation. As the harmonics respective intensities decrease
with higher orders, it is possible to circumvent this problem through an extension of the do-
main on which the Fourier transform is performed in order to avoid spectral overlap. This
can be done by interpolating the signal in the spatial domain, extending the size of thematrix
by a factor of interpolation p, and therefore increasing the reachable frequencies of the FFT
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by the same factor. This interpolation at order p can be expressed mathematically as
I (p)[m,n]Æ I
·
m
p
,
n
p
¸
, 0Ç8m,n Ç pN . (3.53)
This method makes it possible to avoid the periodisation on the lower orders of harmonics.
As the energy carried by the error orders decreases rapidly, we could identify that frequency
extension through standard spline interpolation with a factor p Æ 2 was plentifully sufﬁcient
to avoid problems due to the harmonics in standard conditions.
3.4.3 Simulations
As in section 3.3.3, we ﬁrst perform simulations in order to assess the validity of the tech-
nique under controlled conditions for various types of signals. However, some differences
are to be noted compared to previous simulations. In the case of the iterative technique, the
main purpose of the simulationswas to assess the validity of the technique, as it does not the-
oretically fully suppress the zero-order, and to quantify the residue after ﬁltering. In the case
of homomorphic ﬁltering, themethod is supposed to perfectly suppress the zero-order in the
absence of noise. The main purpose of the simulations is therefore to assess the efﬁciency
of the method when noise is present, and in particular its capability to recover a quantitative
phase in those conditions, and its validity on various types of signal.
Anothermain difference between the signals reconstructedwith the nonlinearmethod and
the iterative method described in subsection 3.3 is the exclusivity of the condition on ampli-
tude ratios of the two interfering waves. While with the iterativemethod, this criterion had to
be considered in a global sense, it has to be true for each pixel in the ﬁeld of view in the case of
the nonlinear method. This implies that the criterion deﬁned in Eq. (3.27) is a necessary but
not sufﬁcient condition for themethod to converge. For this reason, we deﬁne here a second
criterion, the maximum intensity ratio max(KI ), which enables to deﬁne a sufﬁcient condi-
tion for the nonlinear method based on the intensity ratio asmax(KI )Ç 1. This criterion can
be deﬁned as
max(K I )Æmax
Ã ¯¯
o(x, y)
¯¯2¯¯
r (x, y)
¯¯2
!
. (3.54)
Control on accuracy of phase reconstruction
The purpose of these simulations is to ensure that the implementation of the reconstruction
as described by Eq. (3.47) provides quantitative phase even when some noise occurs in the
recording process. As described in subsection 3.4.1, the problem in this case does not suffer
from the potential instabilities coming from the computation of a complex logarithm.
For this purpose, we created a phantom representing a cell culture in amplitude and phase
(cf. Fig. 3.18(a)), where a strong amplitude proﬁle was generated, in order to create large
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spatial frequencies. Furthermore, some noise was added on the phase of the phantom to
represent roughlymeasurement conditions, by adding a uniformly distributed random value
comprised between
£¡ ¼25 , ¼25¤ radians. This value still corresponds to a smooth object, but
can be considered as a fairly strong noise under normal recording conditions. The simula-
tions parameters are chosen so that the two conditions required by our proposed algorithm
are satisﬁed, i.e. separation of imaging orders and max(K I ) Ç 1. The reference intensity is
made 3 times stronger than the constant background of the object, so that themean intensity
ratio in the image isK I Æ 0.233, and themaximum ratio ismax(K I )Æ 0.69. The range between
the maximal and minimal ratio can be explained by the strong amplitude of the considered
object, which therefore induces strong variations of the ratio K I . The parameters of the sim-
ulation are taken as ¸Æ 680 nm, and¢x Æ¢y Æ 6.45m. The hologram is generated with the
method given in Algorithm 2.
We concentrate our attention to the reconstruction of the phase part of the ﬁeld, since keep-
ing a quantitative signal is of great importance. The results are shown in Fig. 3.18, where the
phase of the original object used for generating the hologram (cf. Fig. 3.18(a)) is compared
with the reconstructionmadewith the SFmethod (cf. Fig. 3.18(b)) and the ZF nonlinear tech-
nique (cf. Fig. 3.18(c)), where a squareﬁltering similar to theone employed in subsection 3.3.3
has been employed. One can see that strong artefacts are present in the standard reconstruc-
tion, which are parts of zero-order disrupting the signal; those components are fully sup-
pressed by employing the nonlinear method, which retrieves the quantitative information
without artefacts.
(a) (b)
2pi/10
9pi/10
ϕ [rad]
(c)
Figure 3.18: Phase part of the phantom image used during simulations. (a) Original object
used to generate the simulated hologram, which is compared with the phase retrieved by (b)
the standard Fourier method and (c) the nonlinear technique, where the zero-order artefact
is suppressed.
In order to get more insight on the efﬁciency of the process, differences were calculated
between the ideal reconstructed signal and the studied methods. Since some parts of the
differences could be due to numerical errors induced by other steps of the reconstruction
process, such as digital propagation, an ideally reconstructed signal was generated by using a
zero-order-free hologram computed as: Iideal Æ I ¡jr j2¡joj2, where all information is known
114
3.4. Nonlinear zero-order suppression
in the case of numerical simulations. The phase differences between the reconstruction of
this ideal signal and the phase images of Fig. 3.18(a) are presented in Fig. 3.19. In the case
of the SF reconstruction (cf. Fig. 3.19(a)), very strong phase variations in the order of ¼/4 are
occurring. These variations are suppressed with the ZF nonlinear method (cf. Fig. 3.19(b)),
where no strong artefacts can be identiﬁed although the signal dynamic is 5 times smaller.
Onecan identify a small pattern in the reconstructionofFig. 3.19(b),which isdue to frequency
harmonics generated by the nonlinear process. These harmonics could be furtherminimised
by for example increasing the intensity ratio between the reference and object waves, which
in this case just satisﬁes the requirements of the method, since the maximum ratio is only
slightly below 1 (0.69).
-pi/10
-pi/5
0
pi/5
pi/10
∆ϕ 
[rad]
(a)
-pi/50
-pi/25
0
pi/25
pi/50
∆ϕ 
[rad]
(b)
Figure 3.19: Phase difference between an idealwavefront of the phantomand (a) the standard
Fourier reconstruction and (b) the nonlinear one.
Results on speckle holograms
We then perform simulations for speckle hologram, in the sameway as in subsection 3.3.3, to
validate the reconstruction procedure on objects generating strong spatial frequencies. The
object used for simulation is a USAF 1951 target phantom (cf. Fig. 3.6(a)), to generate a rough
hologram according to Algorithm 3, providing a hologram as shown in Fig. 3.11(a).
Onemain difference compared to the results of subsection 3.3.3 is that generated data were
saved in 16-bit images insteadof 8-bit, to avoidpixels becoming zerobecause of quantisation.
Thenonlinear ﬁltering technique indeed requires datawith an intensity ratioK I strictly below
1 for each pixel, in order to ensure convergence for the logarithm operation. This issue did
not occur with the iterative technique, as it requires a ratio above 1 in a global sense only.
The amplitude of the object reconstructed through nonlinear ﬁltering is presented
in Fig. 3.20(a), where the typical granular texture of speckle images can be readily identiﬁed.
The spectrumof the object ﬁeld after nonlinear reconstruction is shown in Fig. 3.20(b), where
zero-order has been suppressed. This can be readily seen by identifying the constant back-
ground around the imaging term, showing no zero-order left in the centre of the spectrum.
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(a) (b)
Figure 3.20: (a) Amplitude of the wavefront reconstructed with the nonlinear method, after
generation of the speckle hologram, corresponding to (b) a zero-order-free spectrum after
reconstruction.
The three other quadrants were ﬁltered out during the reconstruction process, according to
the reconstruction method described in subsection 3.4.2.
The simulation presented in this section shows that nonlinear reconstruction can be ap-
plied to rough samplesmeasurement, giving rise to speckle holograms. However, one should
note that this type of signal can lead to several issues if not handled properly. The nonlinear
reconstruction method requires that the amplitude of the reference wave has to be strictly
stronger than that of the object, which can be difﬁcult to satisfy in a case where random con-
structive interferences can lead to strong intensities in the object wave.
3.4.4 Experiments
In this section, we demonstrate the capability of the proposed method through different ex-
periments. First, we present results obtained through the use of the nonlinear reconstruction
without ﬁltering, providing an insight about the respective contributions of the various terms
of the interference equation. Then, we show the improvements on details of the reconstruct-
ed image, when employing optimal reconstruction parameters. In this subsection, we apply
the proposed method on experimental data, in order to assess the capabilities in practical
conditions. As in subsection 3.3.4, the simulations were performed with rather similar con-
ditions as the experiments, enabling easy comparison.
Results with a phase object
We imaged a solution of yew pollen cells immersed in water with a transmission DHM, as
shown in Fig. 2.15(a). The sample is illuminated with a laser diode (¸ Æ 680 nm), and the
diffractedﬁeld is collectedwith a 10£MO(NA=0.25). We chose a lowmagniﬁcation to ensure
that some spectral overlap occurs between the imaging order and the zero-order. The signal is
recorded in the Fresnel domain with an 8-bit monochrome CCD camera (Basler A102f, pixel
116
3.4. Nonlinear zero-order suppression
size: ¢x Æ 6.45m) an employed ﬁeld of view of 512£512 pixels, and an exposure time of
approximately 1ms, leading to a reconstruction distance of d Æ 4.85 cm. The intensity ratio
between reference and object waves can be controlled through polarisation optics, and was
systematically checkedbeforemeasurements by comparing an image of the object beamwith
that of the reference beam alone.
|o|  + |r|
2 2
or*
(a)
or*
|r|
2
(b)
or*
(c)
Figure 3.21: Solution of yew pollens reconstructed with (a) the linear Fourier technique, with
the full zero-order term, (b) the nonlinear technique, with the reference intensity term, and
(c) the nonlinear technique, with subtraction of the experimental reference and mean sup-
pressed, where the zero-order is suppressed (each image is scaled independently on full dy-
namic).
The mean and maximum intensity ratios between the object and reference waves, as de-
ﬁned in Eqs. (3.27) and (3.54) were computed as respectively K I Æ 4.5 ·10¡2 and max(KI ) Æ
0.45. This big difference is due to strongly diffracting points, so that the reference intensity
has to be high enough to ensure that the intensity condition is fulﬁlled at each pixel.
O
(a)
O
(b)
Figure 3.22: Relevant quadrant of the yew pollen cells hologram spectrum after (a) linear
Fourier ﬁltering and (b) nonlinear method.
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The hologram was reconstructed by ﬁltering one quadrant of the Fourier plane with the
standard Fourier (SF) method and the proposed nonlinear (NL) method. The results are pre-
sented in Fig. 3.21, where one can see the very strong inﬂuence of the zero-order term in
the case of the linear method (cf. Fig. 3.21(a)), while a strong part of this parasitic term has
been suppressed by using the nonlinear method (cf. Fig. 3.21(b)). Although a great amount
of the DC term has been suppressed, an important part is still present, which corresponds to
the reference intensity term jr 2j. As it can be seen in Fig. 3.21(b), this term is not constant,
which shows that the approximationmade by considering it as a plane wave is not appropri-
ate for proper suppression of the reference intensity term. The reconstructionwith nonlinear
ﬁltering and reference subtraction is shown in Fig. 3.21(c), where the DC component of the
hologram is also suppressed, i.e. the spectral component at the origin. Suppressing the fre-
quency at the origin corresponds to subtracting the mean value of the hologram. This mean
value can still be present after reference intensity suppression, because for example of stray
light contributing as an incoherent addition on the camera, for example.
The selected quadrant of the hologram spectrum is shown in Fig. 3.22 for the two meth-
ods, where it is possible to identify the overlap of frequencies between the zero-order and the
imaging order for linear ﬁltering (cf. Fig. 3.22(a)). On the other hand, the nonlinear method
suppresses the zero-order term (cf. Fig. 3.22(b)), so that spectral energy near the origin reach-
es back the noise level, so that is is possible to identify the spatial cut-off frequency of theMO
around the whole circumference.
Onemust observe that, despite the subtraction of the residual jr j2 term, some spectral com-
ponents are still present in the vicinity of the origin even for the nonlinear case. These com-
ponents are due to some differences between the reference intensity recorded for subtraction
and the one used during the hologram generation, due to experimental noise, such as vibra-
tions of the experimental setup, or shot noise. Asmentioned earlier, the power stability of the
laser can also be a parameter inducing some discrepancies between calibration and effective
measurement. Typically, temporal averaging could be used during the calibration step, by
acquiring several images of the reference intensity in order to circumvent those issues. Then,
another effect causing part of the residual components is the discretisation of the hologram,
which leads to harmonics and to some errors in the computation when performing the loga-
rithm operation.
The same hologram was reconstructed by using the method employed for Fig. 3.21(c), and
byonly keeping the spatial regioncontaining the imagingorder,making it possible to estimate
the improvement provided by the proposed method in ﬁner details, as shown in Fig. 3.23. In
order to increase the visibility of the various terms in the imageplane, the Fresnel propagation
is employed (cf. Eq. (2.31)).
The SF method (cf. Figs. 3.23(a–b)) and the nonlinear technique (cf. Figs. 3.23(c–d)), are
shown in amplitude and phase, respectively. The zero-order effect can be identiﬁed as a par-
asitic high-frequency term in some part of the images; this is due to the fact that after de-
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20 μm
(a)
20 μm
(b)
20 μm
(c)
20 μm
(d)
Figure 3.23: Specimen: solution of yew pollen cells. Reconstruction with (a, b) the linear
Fourier technique and (c, d) the nonlinear method, with comparison in phase (a, c) and am-
plitude (b, d). Insights (scaled independently) in a part of the ﬁeld of view are shown.
modulation of the off-axis hologram, the DC component becomes an AC term, i.e. gets mod-
ulated. These high frequencies are efﬁciently suppressed in the case of the nonlinear ﬁltering
method, as shown in the insights of Fig. 3.23.
Although the zero-order is efﬁciently suppressed through the proposed nonlinear ﬁltering
approach, some small remnants of high frequencies can be identiﬁed in the reconstruction
shown in Fig. 3.23(d). These components are indeed not fully suppressed, because the ap-
proximations made in the theoretical analysis are not exactly satisﬁed. However, as it will be
shown in the subsequent section, those strong frequencies are situated at the origin, where
no overlap is occurring between the zero-order and the imaging term, so that they can be ﬁl-
tered out by using for example a Fourier mask computed with Eq. (3.11). This ﬁltering was
not done in the results shown in Fig. 3.23, to demonstrate the intrinsic performance of the
proposed method by using square ﬁltering.
Results on speckle holograms
The measurements presented here were performed on a reﬂection DHM (cf. Fig. 2.15(b)) on
a coin, in an identical way as in subsection 3.3.4.
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(a)
100 μm
(b)
100 μm
(c)
Figure 3.24: (a) Fourier transform of the hologram made from the reﬂection on a coin. Am-
plitude of the reconstructed object ﬁeld with (b) standard linear Fourier ﬁltering and (c) the
nonlinear method, where the zero-order, identiﬁed by the dotted square is suppressed.
We reconstructed the hologram by ﬁltering a quadrant of the Fourier plane (cf. dashed line
in Fig. 3.24(a)), and employed both SF and ZF nonlinear method. The object is the letter “H”
of the word “Helvetia” engraved on a Swiss coin. The zero-order can be readily identiﬁed
in the amplitude reconstructed with linear ﬁltering, as presented in Fig. 3.24(b), where the
object autocorrelation position is emphasised with a dotted square. On the other hand, the
nonlinear method provides a zero-order-free amplitude, as shown in Fig. 3.24(c), where the
autocorrelation in the top-right of the image have been suppressed, and no ghost in the re-
construction can be identiﬁed.
3.4.5 Discussion
The results shownabove show that thenonlinear reconstructionmethodcanbeused for zero-
order suppression with experimental data, and presents a satisfactory behaviour in regards
to robustness towards noise. However, some discrepancies in the efﬁcacy of the method be-
tween simulations and experiments could be identiﬁed during various experiments. This is
visible for example when comparing the spectrum of the reconstructed simulation in
Fig. 3.20(b), where a fully constant background is clearly visible, showing that no spectral en-
ergy from the zero-order is left, while in Fig. 3.22(b), some small remnants of zero-order can
be seen in the top-right corner, near the origin of the hologram.
Those discrepancies were studied in more details, although they are of very small intensi-
ties, thus usually not inducing noticeable errors on the reconstruction. By employing var-
ious experimental conditions it was identiﬁed that those errors are strongly dependent on
the fringe visibility on the hologram. This could be explained by the fact that a loss in fringe
visibility corresponds to a change of respective spectral power ratio between autocorrelation
terms and themodulated terms, as expressed for themutual coherence in Eq.(2.14). The fact
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that the mutual coherence term was not taken into account could lead to some errors in the
zero-order suppression.
However, one shouldnote that this dependenceon fringe visibility is also linked toproblems
related to the spatially discrete recording of the hologram. Some fringe visibility is lost due
to the averaging of the sinus pattern over the pixel surface as discussed in subsection 2.2.4,
so that a fundamental limitation on the algorithm performance appears because of the dis-
crete nature of the signal. The visibility is then further limited because of remaining elliptical
polarisation of the light source, for example. Incorporation of the mutual coherence in the
model of nonlinear reconstruction was not investigated in the framework of this thesis, but
could potentially further improve the performances of the method.
Comparison with linear zero-order suppressionmethods
Wecomparehere thenonlinearmethoddescribedabovewithotherwell-establishedmethods
for suppressing the zero-order term. We employ here for comparison an approach consisting
in using high-pass ﬁltering (HP) before processing the hologram to attenuate the zero-order,
seen as a low frequency term,while keeping the spatiallymodulated components, namely the
imaging terms [Liu02].
A high-pass ﬁltered version of the hologram can be obtained by subtracting a low-pass ﬁl-
tered component from the original signal
IHP Æ I ¡ I ¤hk , hk [m,n]Æ
1
k2
, 8jm,nj ·
¹
k
2
º
, (3.55)
where hk [m,n] is a low-pass ﬁlter consisting in a normalised matrix of size k£k.
To demonstrate the effect of this type of ﬁlters, we selected two high-pass kernels, with re-
spectively k Æ 3 and k Æ 7. The frequency response of those ﬁlters are given in Fig. 3.25, where
the positions of the interference terms are shown for the measurements of Fig. 3.26.
As it is shown inFig. 3.25, thehigh-pass ﬁlters have a strong attenuation in the low frequency
region, and ripples at higher frequencies. Consequently, the zero-order term is strongly at-
tenuated, but phase artefacts arise in the imaging terms since the response is not necessarily
symmetric around the modulation frequency.
To enable quantitative comparison between the various methods, we measured in reﬂec-
tion a mirror with a scratch with a 20£MO (NA Æ 0.4) and a wavelength of ¸ Æ 661 nm. The
scratch induces strong directional frequencies, as shown in Fig. 3.26. Those components cre-
ate artefacts in the amplitude, which can be seen at the bottom right of the image (cf. dashed
region in Fig. 3.27(a)). Although they cannot readily be identiﬁed in the phase image (cf.
Fig. 3.27(b)), those artefacts are also present. Themean intensity ratio of the presented holo-
gram is KI Æ 0.59, and the images were obtained with a propagation distance of d Æ 4.3 cm.
The reconstruction made with the SF method highlights these artefacts.
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-1 order +1 order0 order
Figure 3.25: Frequency response of the high-pass ﬁlters corresponding to different kernel
sizes, as deﬁned in Eq. (3.55). The position of the interference terms is shown, corresponding
to the spectrum presented in Fig. 3.26.
O
Figure 3.26: Magnitude of a quadrant of the Fourier transform of the hologram of the mirror
scratch. The dashed circle shows the region of the spectrum which is spatially ﬁltered, to
account only for overlapping frequencies.
In order to make a fair comparison between the two techniques, the measured reference
intensity was subtracted in all cases, to account for the jr j2 term. All the holograms were
spatially ﬁltered before propagation with the same circular mask at the origin, so that only
overlapping zero-order is considered (see dashed circle in Fig. 3.26). The radius of the circle
was computed in order to stay outside of the bandwidth of the imaging order, according to
Eq. (3.11), where the numerical bandwidth is measured as ¢!o Æ 210 pixels.
The phase standard deviation is computed in a 200 pixel square zone shown in Fig. 3.27(b),
for different intensity ratios, as deﬁned by Eq. (3.27), between the reference and object waves.
The results are shown in Fig. 3.28(a), where the standard deviation values were ﬁtted with a
fourth-order polynomial, in order to show the main trend of the curve.
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20 μm
(a)
20 μm
(b)
Figure 3.27: Specimen: mirror with a scratch; (a) amplitude and (b) phase reconstructed with
the standard linear technique. The black dashed square in (a) shows the artefacts induced by
the zero-order in amplitude. The white dashed square in (b) shows the region in the phase
image where the standard deviation is computed.
K
I
-1
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Figure 3.28: Phase standard deviation on the measured zone of Fig. 3.27(b) as a function of
the mean intensity ratio between the reference and object waves, comparing the nonlinear
technique (a) with the linear reconstruction and (b) with high-pass ﬁlters of different kernels
as deﬁned in Eq. (3.55).
One can identify that, for the two reconstruction techniques, the standard deviation seems
to have aminimum in themiddle of the intensity ratio values. The higher standard deviations
at low ratios are due to the fact that the phase is distorted by the spectral power of the zero-
order, which depends directly on the power of the object wave. On the other hand, one can
assume that for high intensity ratios, the amount of available photons in the object wave is
decreasing, leading to higher standard deviations due to the increase of the inﬂuence of shot
noise. This implies that there is an optimum for the phase SNR, which corresponds to a refer-
ence wave intensity comprised approximately between 75% and 90% of the total power. This
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result showing an improvement in signal quality for a referencewave stronger than the object
one is in agreement with previously published studies on SNR of phase signals [Cha06].
In the caseof theZF technique, the standarddeviation is ratherhigh for low intensities, since
the assumption of the reference wave being stronger than the object is not fulﬁlled. Then, it
rapidly reaches a minimum at a mean intensity ratio of K I Æ 1/5, and stays at a standard de-
viation of approximately 2±. One should note that this value is obtained for one-shot mea-
surements, taken in conditions whichwere optimised to show the inﬂuence of the zero-order
on noise, and not to minimise noise values. The quantitative analysis makes also possible to
compare the proposed nonlinear technique with the high-pass ﬁlters. The same procedure
as described above was applied for reconstructions where the hologram was previously ﬁl-
tered with high-pass ﬁlters of kernels k Æ 3 and k Æ 7, as deﬁned in Eq. (3.55), and shown in
Fig. 3.25.
As it can be seen in Fig. 3.28(b), the high-pass ﬁltering method can get similar results as
nonlinear ﬁltering in the case of a kernel k Æ 3, which corresponds to a very strong ﬁltering,
showing that this phase standard deviation is obtained at the cost of a strong loss of spatial
resolution (cf. Fig. 3.25). On the other hand, a weaker ﬁltering (k Æ 7) does not improve sig-
niﬁcantly the standard deviation of the signal compared to linear ﬁltering without any HP
ﬁlter.
This result shows that the nonlinear ﬁltering efﬁciently suppresses the zero-order. It can in-
deed be assumed that the very strong high-pass ﬁltering (k Æ 3) suppresses the contributions
of the DC term (cf. Fig. 3.25), so that only the intrinsic standard deviation coming from the
light source and the sample remains. It can be seen that the nonlinearmethod can reach back
the minimum noise for this measurement, by fully suppressing the zero-order term.
These results also show that since the intensity ratio is sufﬁcient to fulﬁl the assumptions
required by the algorithm, the optimum of reconstruction quality is reached, without any
need to ﬁnely tune this key parameter, making the technique rather ﬂexible.
Resolution improvement
As discussed in subsection 3.2.3, suppressing the zero-order makes it possible to extend the
usable bandwidth for the imaging order. We showed that in the context of off-axis DHM,
enabling the use of a full quadrant of the Fourier plane leads to diffraction-limited imaging.
In order to demonstrate the advantage in resolution provided by ZF methods, we processed
the experimental data shown in Fig. 3.27 with a circular ﬁlter.
Employing a circular ﬁlter enables controlling the effectiveNAof the imaging order numeri-
cally, and suppresses thenon-overlappingpart of the zero-order, which cannot be suppressed
through high-pass ﬁltering without altering the original wavefront. According to Eq. (3.11), it
is possible to calculate the effective NA of the numerical reconstruction from the bandwidth
in pixels. Wemeasured the effective magniﬁcation of the system by employing a USAF target
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(cf. appendix A, leading to a value of M Æ 18.98£, and employed a diameter of circular ﬁl-
ter of 209 px, corresponding to visible bandwidth in the spectrum, which leads to an effective
NAeff Æ 0.395 for the full bandwidthmeasured by the system,which is in good agreementwith
the nominal value ofNAÆ 0.4 (cf. Fig. 3.29(a)).
NA      = 0.39e
(a)
NA      = 0.317e
(b)
Figure 3.29: (a) Quadrant of the Fourier plane containing the imaging order for the nonlinear
reconstruction. (b) Quadrant of the Fourier plane corresponding to the linear reconstruction,
where the imaging order was ﬁltered with a smaller bandwidth to reach the same phase stan-
dard deviation as for the nonlinearmethod on themeasured on the line shown in Fig. 3.27(b).
Effective numerical apertures (NAeff) corresponding to each reconstruction are shown in the
spectra.
We then consider the same area in the phase image of the scratchedmirror, which standard
deviation on a ﬂat part of the mirror is taken as an indicator of the artefacts induced by the
overlapping zero-order (cf dashed square in Fig. 3.27(b)), giving a standard deviation for the
nonlinear reconstruction method of ¾ZF Æ 1.939±. Measuring the standard deviation at the
same location on the phasemap reconstructed with the standard linear method yields ¾SF Æ
2.227±, because of the modulated zero-order term.
We then varied the diameter of the circular ﬁlter for the standard reconstruction in order to
reach back the phase standard deviation provided by the nonlinear ﬁltering, by suppressing
the zero-order through standard spatial ﬁltering. The resulting phase standard deviation in
function of the ﬁlter diameter is presented in Fig. 3.30, where one can see that the same value
of phase standard deviation is reached for a diameter of 168 pixels, giving ¾SF Æ 1.94± which
corresponds to an effectiveNAeff,SF Æ 0.317, as shown in Fig. 3.29(b). This shows the ability of
nonlinear ﬁltering to extend the spatial resolution of images obtained throughDHM,without
the cost of disrupting the phase signal with artefacts.
One should note however that the treatment presented above is an illustration of the ca-
pability of increasing the spatial resolution through intrinsic zero-order suppression, but the
derived values should be handled with care. Indeed, changing the size of the numerical ﬁl-
ter is by itself inducing variations in the standard deviation through numerical effects. This
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Figure 3.30: Phase standard deviation on the dashed square of Fig. 3.27(b) with standard lin-
ear reconstruction, in function of the diameter of the circular ﬁlter, corresponding to a given
effective NA.
can be identiﬁed in the variations of the curve of Fig. 3.30, where the standard deviation does
not change exactly in a proportional way with the diameter. Moreover, this ﬁltering process
makes the standard deviation measurement object-dependent, so that cutting some spatial
frequencies could induce stronger standard deviation through blurring. However, those ef-
fects should be rather small in the case of the considered object, and a fairly linear tendency
can be seen in the curve, so that those effects do not heavily disrupt the results above, but
surely induce uncertainties.
3.5 Discussion and perspectives
We demonstrated in the sections above the applicability of the proposed algorithms for zero-
order suppression. One characteristics of most of the experimental examples that were pre-
sented is that they were performed in the reﬂection case, as this conﬁguration enables mea-
surements with usually less noise than in transmission. This is due for example to the fact
that in transmission, the beam passes usually through various interfaces in the sample, such
as several glass layers in which the specimen is sandwiched. Those different interfaces add
noise, compared to the reﬂection on one interface. Furthermore, well characterised sam-
ples are available for reﬂection, while specimens with well known transmission characteris-
tics are classically hard to ﬁnd. These reasons justify for example the fact that no transmission
demonstration wasmade in the speckle case, as those samples are usually difﬁcult to charac-
terise, due to their complexity and large thickness.
In the same point of view, experimental demonstrations were essentially presented in what
was deﬁned in section 2.2.4 as the optically-limited case. Part of this limitation is due to the
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practical availability of experimental setups, essentially meant for microscopy applications.
One should also note that, although the theoretical principle are identical, the limitations in
bandwidth are usually more complicated to control in a detector-limited setup, as its macro-
scopic conﬁguration does not let many freedomparameters for changing the bandpass char-
acteristics, apart from changing hardware, which is experimentally more complicated for
proofs of concepts than adapting optics components. Furthermore, it must be admitted that
it is more difﬁcult in a detector-limited system to fulﬁl some conditions required by the pro-
posed methods, such as the full spectral separation of the imaging order and its twin-image.
One could therefore consider that the methods may be more limited in their use in the case
of macroscopic systems, as the fundamental conditions are more complicated to comply to.
The two methods presented above are rather different in their approach, performance and
application range. One one side, the iterative technique is less demanding in terms of the
required conditions on the measurements. Typically, it requires globally a reference wave
which is stronger in intensity than the object wave, but can cope with local regions where it
would be the opposite. This looseness on requirements also implies that the method could
provide unexpected results in some cases, as the limits at which the algorithm will diverge
aremore complicated to derive. Typically, as themain limitation of themethod resides in the
quantity of spectral overlap between the various terms, the method could be considered as
specimen-dependent, since objectswith larger spectral informationwill increase the spectral
overlap.
On the other hand, the nonlinear approach is fully independent of the type of object mea-
sured, as it typically does not depend on the amount of spectral overlap. Its main limitation
consists in the requirement that the reference wave has to be stronger than the object one, in
a local sense. This limitation can be difﬁcult to fulﬁl in some caseswhere the specimen gener-
ates a large distribution of intensity, such as in speckle holography. Practically, the nonlinear
method diverges in cases for which the intensity of a pixel on the hologram is zero. Therefore,
employing detectors with ﬁner digitisation capabilities, such as 12-bit or 16-bit cameras, can
circumvent this issue by making it easier to ensure that a non-zero value is recorded on each
pixel, evenwith lowphoton rates. Furthermore, although this possibilitywas not employed in
the proof of concept demonstrated in this thesis, one may develop cleverer treatment of the
hologram data, in order to selectively treat the diverging pixels, in analogy with desaturation
methods, for example. These development could enable awider use of the nonlinearmethod
by circumventing its restrictions.
As two differentmethodswere developed in this chapter, a natural question that can arise is
the possibility to combine both techniques to improve the global performance of zero-order
suppression algorithms. As the ﬁrst computation step—the so-called “seed”—is commonly
critical for iterative algorithms, one may want for example to employ the nonlinear method
to generate a ﬁrst reconstruction, which could be employed as a starting condition for the
iterative method. This approach does in fact usually not bring any advantage, as tests per-
formed on simulations similar to the ones in subsections 3.3.3 and 3.4.3 showed. This is due
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to the large difference in requirements and approach of the twomethods. Critical cases, such
as ones yielding a divergence of the iterative method, commonly do not fulﬁl the more re-
strictive requirements of the nonlinear approach. Similarly, cases fulﬁlling the conditions for
the nonlinear method provide already good results, as its solution is not approximated by
the reconstructionmodel, and usually converge with the iterativemethod thanks to its looser
conditions. Again, the development of methods to treat separately pixels not fulﬁlling the in-
tensity condition of the nonlinear method could bring other perspectives to these combined
approaches.
In conclusion, we would like to remind that the zero-order suppression problem in holog-
raphy covers two main aspects, depending on the original approach for reconstruction, that
we tried to clearly distinguish in the introductory part in section 3.2. In the case where spec-
tral overlap is tolerated in the reconstruction, it implies that the reconstruction already pro-
vides the full resolution of the system. The zero-order suppression can be considered in this
context as an artefact suppressionmethod, as noise generated by the presence of spectral in-
formation from the zero-order will be suppressed. Contrarily, if the reconstruction is based
on avoiding any artefact even at the cost of resolution, such as in X-ray holography, where
periodic structures forbid the inclusion of any zero-order portion, suppression methods can
be considered as a resolution improvement method, by providing again the full resolution
(diffraction-limited) of the detection system in the reconstruction.
Finally, the two methods proposed in this chapter are both based on the fundamental in-
terference equation, and do not require any approximation for their derivation. This implies
that they can be used in all generality for any type of specimen, under the conditions which
deﬁne their application range, would it be in phase and/or amplitude, as the reconstructions
are globally independent from the specimen nature. Furthermore, the nonlinear zero-order
suppressionmethodprovides in theory exact reconstruction, free fromanyartefact that could
occur due to the reconstruction approach, as the derivation does not require any approxima-
tion, and that no residue of reconstruction is present in the derivation. However, it could be
shown that the discrete nature of data implies a fundamental limitation.
References
[Aok82] Y. Aoki, T. Kuniyoshi, H. Amber, and Y. Takahashi, “Method of automatic image
reconstruction from holograms by a homomorphic system of logarithmic tran-
form type,” Electron. Commun. Jpn. 65 (1), pp. 109–116 (1982).
[Bar98] A. Barty, K. A. Nugent, D. Paganin, and A. Roberts, “Quantitative optical phase
microscopy,”Opt. Lett. 23 (11), pp. 817–819 (1998).
[Bog63] B. P. Bogert, M. J. R. Healy, and J. W. Tukey, “The quefrency analysis of time se-
ries for echoes: Cepstrum, pseudo-autocovariance, cross-cepstrum, and saphe
cracking,” in Proc. Symp. on Time Series Analysis, Wiley, New York (1963).
128
References
[Cai10] X.-O. Cai, “Reductionof speckle noise in the reconstructed image of digital holog-
raphy,”Optik 121 (4), pp. 394–399 (2010).
[Cha06] F. Charrière, T. Colomb, F. Montfort, E. Cuche, P. Marquet, and C. Depeursinge,
“Shot-noise inﬂuence on the reconstructed phase image signal-to-noise ratio in
digital holographic microscopy,” Appl. Opt. 45 (29), pp. 7667–7673 (2006).
[Che07a] G.-L. Chen, C.-Y. Lin, M.-K. Kuo, and C.-C. Chang, “Numerical suppression of
zero-order image in digital holography,” Opt. Express 15 (14), pp. 8851–8856
(2007).
[Che07b] G. Chen, C. Lin, H. Yau, M. Kuo, and C. Chang, “Wavefront reconstruction with-
out twin-image blurring by two arbitrary step digital holograms,”Opt. Express 15
(18), pp. 11 601–11 607 (2007).
[Chi77] D. Childers, D. Skinner, and R. Kemerait, “The cepstrum: A guide to processing,”
P. IEEE 65 (10), pp. 1428–1443 (1977).
[Coq93] O. Coquoz, C. Depeursinge, R. Conde, and E. d. Haller, “Performance of on-axis
holography with a ﬂexible endoscope,” in Holography, Interferometry, and Opti-
cal Pattern Recognition in Biomedicine III, vol. 1889, pp. 216–223, SPIE, Los An-
geles, CA (1993).
[Cuc00a] E. Cuche, P. Marquet, and C. Depeursinge, “Aperture apodization using cubic
spline interpolation: Application in digital holographic microscopy,” Opt. Com-
mun. 182 (1–3), pp. 59–69 (2000).
[Cuc00b] E. Cuche, P. Marquet, and C. Depeursinge, “Spatial ﬁltering for zero-order and
twin-image elimination in digital off-axis holography,” Appl. Opt. 39 (23),
pp. 4070–4075 (2000).
[Dem03] N. Demoli, J. Mestrovi�, and I. Sovi�, “Subtraction digital holography,” Appl. Opt.
42 (5), pp. 798–804 (2003).
[Dub02] F. Dubois, O. Monnom, C. Yourassowsky, and J.-C. Legros, “Border processing
in digital holography by extension of the digital hologram and reduction of the
higher spatial frequencies,” Appl. Opt. 41 (14), pp. 2621–2626 (2002).
[Fai99] G. Faigel and M. Tegze, “X-ray holography,” Rep. Prog. Phys. 62 (3), pp. 355–393
(1999).
[Fie82] J. Fienup, “Phase retrieval algorithms: a comparison,” Appl. Opt. 21 (15),
pp. 2758–2769 (1982).
[Gab48] D. Gabor, “A newmicroscopic principle,”Nature 161 (4098), pp. 777–778 (1948).
[Gab49] D. Gabor, “Microscopy by Reconstructed Wave-Fronts,” P. Roy. Soc. Lond. A Mat.
197 (1051), pp. 454–487 (1949).
[Gar08] E.Garbusi, C. Pruss, andW.Osten, “Single frame interferogramevaluation,”Appl.
Opt. 47 (12), pp. 2046–2052 (2008).
[Goo67] J. Goodman and R. Lawrence, “Digital image formation from electronically de-
tected holograms,” Appl. Phys. Lett. 11 (3), pp. 77–79 (1967).
[Guo04] P. Guo and A. Devaney, “Digital microscopy using phase-shifting digital hologra-
phy with two reference waves,”Opt. Lett. 29 (8), pp. 857–859 (2004).
129
Chapter 3. Zero-order suppression in off-axis DH
[HR07] J. Herrera Ramírez and J. Garcia-Sucerquia, “Digital off-axis holography without
zero-order diffraction via phase manipulation,” Opt. Commun. 277 (2), pp. 259–
263 (2007).
[Kre97] T.M.Kreis andW.P.O. Jüptner, “Suppressionof thedc term indigital holography,”
Opt. Eng. 36 (8), pp. 2357–2360 (1997).
[Kro72a] M. A. Kronrod, N. S. Merzlyakov, and L. P. Yaroslavsky, “Reconstruction of holo-
grams with a computer,” Sov. Phys. Tech. Phys. 17, pp. 333–334 (1972).
[Kro72b] M. Kronrod, L. Yaroslavsky, and N. Merzlyakov, “Computer synthesis of trans-
parency holograms,” Sov. Phys. Tech. Phys. 17, pp. 329–332 (1972).
[Lei62] E.N. Leith and J.Upatnieks, “Reconstructedwavefronts and communication the-
ory,” J. Opt. Soc. Am. 52 (10), pp. 1123–1130 (1962).
[Lei64] E. N. Leith and J. Upatnieks, “Wavefront Reconstruction with Diffused Illumina-
tion and Three–Dimensional Objects,” J. Opt. Soc. Am. 54 (11), pp. 1295–1301
(1964).
[Lie04] M. Liebling, T. Blu, and M. Unser, “Complex-wave retrieval from a single off-axis
hologram,” J. Opt. Soc. Am. A 21 (3), pp. 367–377 (2004).
[Liu02] C. Liu, Y. Li, X. Cheng, Z. Liu, F. Bo, and J. Zhu, “Elimination of zero-order diffrac-
tion in digital holography,”Opt. Eng. 41 (10), pp. 2434–2437 (2002).
[Liu09] J.-P. Liu and T.-C. Poon, “Two-step-only quadrature phase-shifting digital holog-
raphy,”Opt. Lett. 34 (3), pp. 250–252 (2009).
[Ma09] L. Ma, H. Wang, Y. Li, and H. Zhang, “Elimination of zero-order diffraction and
conjugate image in off-axis digital holography,” J. Mod. Optic 56 (21), pp. 2377–
2383 (2009).
[Mon09] D. S.Monaghan,D.P.Kelly,N.Pandey, andB.M.Hennelly, “Twin removal indigital
holography using diffuse illumination,” Opt. Lett. 34 (23), pp. 3610–3612 (2009).
[Opp04] A.OppenheimandR. Schafer, “From frequency to quefrency: a history of the cep-
strum,” IEEE Signal Proc. Mag. 21 (5), pp. 95–106 (2004).
[Opp68] A.Oppenheim,R. Schafer, and J. StockhamT.G., “Nonlinearﬁlteringofmultiplied
and convolved signals,” P. IEEE 56 (8), pp. 1264–1291 (1968).
[Pav09] N. Pavillon, C. S. Seelamantula, J. Kühn, M. Unser, and C. Depeursinge, “Sup-
pression of the zero-order term in off-axis digital holography through nonlinear
ﬁltering,” Appl. Opt. 48 (34), H186–H195 (2009).
[Pav10a] N. Pavillon, C. S. Seelamantula, M. Unser, and C. Depeursinge, “Artifact-free re-
construction from off-axis digital holograms through nonlinear ﬁltering,” inOp-
tics, Photonics, and Digital Technologies for Multimedia Applications, vol. 7723,
77231U, Brussels, Belgium (2010).
[Pav10b] N. Pavillon, C. Arﬁre, I. Bergoënd, andC.Depeursinge, “Iterativemethod for zero-
order suppression in off-axis digital holography,”Opt. Express 18 (15), pp. 15 318–
15 331 (2010).
[Pic08] P. Picart and J. Leval, “General theoretical formulation of image formation in dig-
ital Fresnel holography,” J. Opt. Soc. Am. A 25 (7), pp. 1744–1761 (2008).
130
References
[Sal91] B. E. A. Saleh and M. C. Teich, “Wave Optics,” in Fundamentals of Photonics, 1st
ed., JohnWiley & Sons, Inc. (1991), pp. 41–79.
[Sch94] U. Schnars and W. P. O. Jüptner, “Direct recording of holograms by a CCD target
and numerical reconstruction,” Appl. Opt. 33 (2), pp. 179–181 (1994).
[See08] C. S. Seelamantula, M. Villiger, R. Leitgeb, andM. Unser, “Exact and efﬁcient sig-
nal reconstruction in frequency-domain optical-coherence tomography,” J. Opt.
Soc. Am. A 25 (7), pp. 1762–1771 (2008).
[See09] C. S. Seelamantula, N. Pavillon, C. Depeursinge, and M. Unser, “Zero-order-free
image reconstruction in digital holographic microscopy,” in IEEE International
Symposium on Biomedical Imaging: From Nano to Macro (ISBI ’09), pp. 201–204,
Boston, MA (2009).
[See11] C. S. Seelamantula, N. Pavillon, C. Depeursinge, and M. Unser, “Exact Complex-
WaveReconstruction inDigitalHolography,” J. Opt. Soc. Am. A 28 (6), pp. 983–992
(2011).
[Sri10] R. Srivastava, J. Gupta, and H. Parthasarthy, “Comparison of PDE based and oth-
er techniques for speckle reduction from digitally reconstructed holographic im-
ages,”Opt. Laser Eng. 48 (5), pp. 626–635 (2010).
[Tak82] M. Takeda, H. Ina, and S. Kobayashi, “Fourier-transform method of fringe-pat-
tern analysis for computer-based topography and interferometry,” J. Opt. Soc.
Am. 72 (1), pp. 156–160 (1982).
[Tak99] Y. Takaki, H. Kawai, and H. Ohzu, “Hybrid holographic microscopy free of conju-
gate and zero–order images,” Appl. Opt. 38 (23), pp. 4990–4996 (1999).
[Tit03] V. Titar and O. Shpachenko, “Cepstrum analysis in holographic information sys-
tems,” in Proceedings of Laser and Fiber-Optical Networks Modeling (LFNM),
pp. 137–139 (2003).
[Wen08] J. Weng, J. Zhong, and C. Hu, “Digital reconstruction based on angular spectrum
diffractionwith the ridge of wavelet transform in holographic phase-contrastmi-
croscopy,”Opt. Express 16 (26), pp. 21 971–21 981 (2008).
[Wya92] J. C. Wyant and K. Creath, “Advances in interferometric optical proﬁling,” Int. J.
Mach. Tool. D. R. 32 (1-2), pp. 5–10 (1992).
[Yam97] I. Yamaguchi and T. Zhang, “Phase-shifting digital holography,”Opt. Lett. 22 (16),
pp. 1268–1270 (1997).
[Zha04a] Y. Zhang,Q. Lü, andB.Ge, “Eliminationof zero-order diffraction indigital off-axis
holography,”Opt. Commun. 240 (4-6), pp. 261–267 (2004).
[Zha04b] Y. Zhang, G. Pedrini, W. Osten, and H. Tiziani, “Reconstruction of in-line digital
holograms from two intensity measurements,” Opt. Lett. 29 (15), pp. 1787–1789
(2004).
131

.
. 4 Quantitative phase tomography
Three-dimensional imaging based on coherent imaging has been studied during the last dec-
ades, and has recently been demonstrated as a newway of recovering depth-resolved images
in the context of microscopy. This approach for recovering tomographic images is rather dif-
ferent from most methods developed in microscopy to recover three-dimensional informa-
tion. Whilemost techniques are based on sectioning, i.e. resolving the optical axis dimension
through point-like detection combined with scanning procedures, coherent tomography re-
lies on full-ﬁeld acquisition, where themeasurements are then recombined through compu-
tation in order to retrieve the 3D image, or tomogram. This acquisition approach presents
the interesting feature of requiring scanning in less dimensions than the retrieved informa-
tion, so that a three-dimensional reconstructions typically requires a two-dimensional scan,
or even a one-dimensional scan in a 2D space.
Furthermore, the fact of employing tomographic reconstruction with coherent imaging
brings the advantage of combining quantitative phase measurement and three-dimensional
imaging. This approach is able to solve one of the main drawbacks of phase measurement
in transmission, where an ambiguity between the refractive index distribution and the object
height is present, as discussed in more details in section 5.1.5. Furthermore, it enables the
recovery of quantitative three-dimensional information, where the phase measurement re-
solved along the optical axis makes it possible to reconstruct a 3Dmap of the refractive index
of the measured sample.
While the ground principles for coherent tomography were proposed in the seventies, their
use for experimental conﬁgurations enabling reliablemeasurements and high quality images
within microscopy applications have been hindered by several issues involving for example
practical problems in the precision of scanning procedures or the development of accurate
inversion algorithms. While most approaches are based on a scanning using a rotation, in
accordance with the fundamental principles relying on angular views, we investigate in this
chapter another data acquisition procedure, based on a linear scanning of the object.
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In this chapter, we ﬁrst review the state of the art about coherent tomography in section 4.1,
focused specially on the different experimental approaches. We then brieﬂy present themain
motivation for this work in section 4.2, before presenting the fundamentals of coherent to-
mography principle in section 4.3. We then describe the approach of linear scanning investi-
gated in ourwork in section 4.4, and highlight themain differencewith usualmethods, before
presenting in section 4.5 preliminary experimental results obtained with this approach. Fi-
nally, we discuss some perspectives brought by thismethod and present the various potential
improvements which could be performed following our preliminary results in section 4.6.
4.1 State of the art
Three-dimensional imaging is a very general problemwhich has been addressed inmany var-
ious ﬁelds and applications. We present here a brief state of the art for tomographic micros-
copy based on coherent imaging. We also shortly mention other widely known techniques,
essentially in order to situate our main application ﬁeld in the context of the more general
developments for microscopy.
The theoretical foundations for tomography based on coherent imaging were proposed at
the end of the sixties by Wolf and then Dändliker et al. [Wol69; Dän70]. These seminal publi-
cations stated the relations betweenmultiple frames acquired in various conditions—such as
different illumination angles or differentmonochromaticwavelengths—and the information
they provide on the three-dimensional volume, based on a diffraction formalism. In order to
enable an analytical representation of the problem, one has to resort to an approximation
of diffraction at ﬁrst order, chosen either as the Born or as the Rytov approximations, as de-
scribed for example in [Bor99]. The general concepts deﬁned in these articles already laid
the foundations of most of the methods employed in more recent works, such as the Fouri-
er approach for frame combination, tightly linked with 3D coherent transfer function (CTF)
formalism.
The problem of resolving the integrated information along the optical axis in microscopy
has been addressed in many various ways in the last decades, both through a deeper un-
derstanding of the theoretical models governing the imaging conditions in microscopy, and
through different implementations enabling sectioning along the optical axis. One of the
most widely known method enabling sectioning is confocal microscopy, where the out-of-
focus information is discarded before acquisition [Paw06]. This method has been widely de-
scribed theoretically, pushing towards a generalised theory about three-dimensional opti-
cal transfer functions (OTF) inmicroscopy [Gu92], and extensively employed experimentally,
yielding a mature technology presently sold as “turn-the-key” products. Optical sectioning
could also be performed through structured illumination, where two interfering beams in the
object or image plane discard the out-of-focus information through constructive/destructive
interference, which has been applied to both confocal (4Pi [Hel92; Bah01]) and full-ﬁeld (I3M
[Gus99]) conﬁgurations. While thesemethods enable 3D imaging inmicroscopy, they rely on
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principles of optical sectioning which are not directly related to the approach described in
this thesis. The sectioning typically requires the detection of a small 3D volume coupled with
scanning procedures to recover the 3D information, with typically intensity-based detection.
Another widely known approach is the optical coherence tomography (OCT). As its name
indicates, it is basedoncoherenceproperties of the light sourcewithan interferometricdetec-
tion scheme, and is thus close in its principle to the methods developed in this chapter. OCT
methods are based typically on reﬂectionmeasurements, and rely on the spectral bandwidth
of coherent light to generate an optical sectioning effect [Sch99]. Themethod is however usu-
ally employedwith rather small numerical apertures, as increasing theNA reduces greatly the
depth of focus and thus the z detection range. This imaging method found numerous appli-
cations, suchas indermatologyorophthalmology [Fuj03], andcan typically bedescribedwith
a formalism similar to the one proposed for coherent three-dimensional imaging: the fact of
employing abroadband source corresponds indeed to changing thewavelength—ork-vector
norm—as proposed initially by Dändliker [Dän70]. Amore straightforward link between this
formalism and the detection method can be found with measurements based on full-ﬁeld
coherent imaging through DHM, where frames recorded at different wavelengths are com-
bined to recover a sectioning effect based on computation [Kim00;Mon06; Küh09]. These two
methods are however equivalent in terms of sectioning principle, in the sense that the latter
discretely scans different wavelengths and recombines them numerically, while Fourier OCT
is based on a physical spread of frequencies, then analysed with a spectrometer.
Even in the small ﬁeld of coherent tomography, a multitude of methods and approaches
have been developed. The ﬁrst reconstruction methods proposed for practical applications
were based on computer tomography (CT)—commonly called straight ray tomography—
thus neglecting diffraction [Kak79]. The use of this type of algorithm was justiﬁed by their
extensive use for CT applications, and reduced computational requirements, thanks to spa-
tial algorithms such as the inverse Radon transform. A spatial approach for diffraction to-
mography has also been proposed rapidly [Dev82], although only 2D implementations for
diffraction were proposed. However, these implementations are rather demanding in com-
putational power, so that reconstructions taking into account diffraction aremainly based on
Fouriermapping techniques. The development of fast and reliable algorithm for tomograph-
ic inversion taking into account tomography has been the subject of numerous publications
since then, such as to estimate the validity of ﬁrst order diffraction approximations [Che98;
Gbu01], deﬁning general resolution limitations in diffraction tomography [Sla84;Wed95b], or
estimating the effect of a partial angular coverage [Tam81]. The experimental conﬁguration
for microscopy can also take several forms, in particular in regards to the scanning strategy.
The two main approaches consist in either rotating the object, or to scan the beam around
the object. These two methods were explored in various studies, and lead to different recon-
struction approach and resolution, as discussed in subsection 4.3.3.
A ﬁrst attempt to relate 3D coherent imaging with microscopy imaging models can be at-
tributed to Streibl [Str85], where partially coherent light is considered. The ﬁrst experimental
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realisation of tomographic imaging in the context of microscopy with angular views can then
be attributed to our knowledge to Kawata et al., based on intensity measurements from an
incoherent source [Kaw87] or a laser [Kaw90], where a treatment of the OTF is employed to
retrieve the desired information, similar to [Str85]. Various implementations of this approach
were then proposed with annular illumination [Nod90] and beam scanning [Nod92]. These
results were followed by the ﬁrst 3D refractive index distribution obtained with angular view
methods, where the refractive index of a ﬁbre could bemeasuredwith diffraction inversion al-
gorithms [Wed96]. These resultswerebasedon intensitymeasurements combinedwithphase
retrieval methods. Lauer then employed a beam scanning approach in the ﬁrst tomograph-
ic reconstruction with full complex ﬁeld reconstruction, by employing a Fourier holography
detection scheme [Lau02], where a full description of the imaging properties of the tilted il-
lumination in a diffraction formalism is provided.
These works were then followed by various applications, where the applicability of the to-
mographic approach could be validated with various phase recovery methods. Barty et al.
applied TIE equations to non-diffractive tomographic measurements with object rotation to
measure the refractive index (RI) distribution of an optical ﬁbre [Bar00; Dra08]. Similar results
were obtainedwith phasemeasured by digital holography [Gor06; Gor07]. A similar approach
of object rotation also enabled the reconstruction of the 3D RI of non-cylindrically symmet-
rical object such as pollen grain [Cha06a] and amoebas [Cha06b]. The results could also be
reproduced with a common-path interferometer with phase-shifting holography [MF06], al-
though the reconstruction was however done in amplitude, as no phase could be recovered
with this setup. All these experiments demonstrated the capability of recovering quantita-
tive data through tomographic measurements in various conﬁgurations. However, they were
globally performed with low NA, and were limited in resolution by the use of non-diffractive
inversion algorithms. An interesting application, performed with intensity images, was
shownat the same timebyFauver et al., where theprojectionswere averagedbymoving rapid-
ly the object along the optical axis, apparently improving the 3D resolution with projection-
based inversion [Fau05].
Measurements with high NA and quantitative phase recovered by phase-shifting were then
demonstrated by Choi et al. with a beam-scanning approach, also with non-diffractive inver-
sion [Cho07]. The use of diffraction tomographywas then shownwith a similar setup [Deb08;
Sun09].Most of the recentwork then publishedwith this approach relate to improving the ac-
quisition speedby employing faster detectors andoff-axis holography [FY11], or analysing the
resolution of the tomogram, in regards to synthetic aperture methods [Deb09]. An approach
of beam-scanning, based on averaging the data in a single frame, was proposed by Fiolka et
al. with annular illumination [Fio09].
In parallel to the various experimental results presented above, tomographic reconstruc-
tion based on coherent imaging has been studied in more details on a theoretical point of
view. The CTF obtained respectively for object rotationmethod—denoted as an “apple core”
[Ver09]—and for the beam scanning approach—denoted as a “peanut” [Kou08]—have been
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analysed in details numerically. Furthermore, it could be demonstrated that the three-di-
mensional CTF obtained in the case of high NAmeasurements presents a spectral extension
in the direction of the optical axis at the origin of the spectrum, demonstrating the sectioning
capability of this approach [Kou09]. One should note that several articles are recently propos-
ing methods to reﬁne the reconstruction quality, such as describing inversion methods for
spherical illumination waves in the paraxial case [Ana05], or to employ iterative algorithms
to account for higher orders of diffraction during inversion [Mai10].
Acquisition type Incoherent Coherent
Z-stacks Phase retrieval Interferometry
Scanning method Object rotation Beam scanning
Typical range 0¡180± NA of the excitation MO
Scanning type Perpendicular to optical axis Linear Annular
Inversion domain Spatial Fourier
Main limitation Computation time Accuracy of mapping
Inversion method Projections Diffraction
Typical limitation Diffraction Approximation used
in resolution of light Born Rytov
Table 4.1: Review of the various approaches for tomographic measurement with coherent
imaging.
As it can been seen from the state of the art presented above, a large variety of approach-
es can be chosen for performing tomographic measurements based on coherent imaging or
phase detection, that we summarise very brieﬂy in Table 4.1. The ﬁrst distinctive element
is the signal measured and the detection method, which can be either coherent in order to
detect the complex ﬁeld, or based on other methods such as phase-retrieval from intensity
signals when only phase is employed as in back-projection algorithms. In particular, meth-
ods based on pure intensity measurements were also developed for diffraction tomographic
inversion [Gbu02]. Themain approaches then consist in either object rotation or beam scan-
ning for acquisition, and projection-based or diffraction-based model for tomographic in-
version, which can be indiscriminately combined. Then, the computation can be performed
either in the spatial domain, such as inverse Radon transform, or direct Fourier inversion.
While most of recent developments presented in this section can be classiﬁed within these
characteristics, the various combination presented in Table 4.1 demonstrate the vast diver-
sity of possibilities and explain the difﬁculty of providing of global picture of this specialised
ﬁeld.
In this context, the work presented in this chapter consists in proposing another approach
for scanning, based on a linear scanning instead of rotations, where the various angular illu-
minations are provided by a convergent beam. Then, in order to provide a proof of principle
of the reconstruction capability with this approach, we employ a Fourier implementation for
inversion, based on a non-diffractive model.
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4.2 Motivation
Thework presented in this chapter has beenmotivated by previous works on quantitative to-
mography, wherepromising results havebeenobtained throughanapproachbasedonobject
rotation. Thesemeasurements enabled the reconstruction of the three-dimensional RI distri-
bution of pollens [Cha06a] and of amoebas [Cha06b]. Typical results obtained in this fashion
are shown in Fig. 4.1, where RI intervals were colour-coded in a transparency view, show-
ing various features, such as the amoeba itself (yellow) contained with its shell (blue), with
vacuoles within the dense part (green). These measurements were mainly performed with
low numerical apertures, as the rotation of the object requires rather long working distances
for the collection system. Furthermore, it could be identiﬁed that the main limitation in res-
olution was induced by positioning errors during rotation, which generate artefacts during
reconstruction.
x
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y
(a)
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z
20 µm
(b)
Figure 4.1: Transparency view of a tomographicmeasurement of a tek amoeba, in (a) angular
view and (b) x-y projection. Colours correspond to refractive index value range: Blue: 1.448-
1.467, Green: 1.474-1.478, Yellow: 1.478-1.493, Red: 1.493-1.513. The gap non represented
corresponds to the refractive index of the immersion medium.
On the other hand, various results were reported in the last years by employing beam scan-
ning approaches, where a plane wave scanned through various angles of incidence is used to
illuminate the specimen. This approach led coherent tomography to higherNA formicrosco-
py, by suppressing the need for object rotation, and thus enabling the use of far shorter work-
ing distances. While thismethod is similar to object rotation —varying the angle of light exci-
tation duringmeasurement—in the concept of data acquisition, it could be shown that these
different scanning methods lead to different 3D resolutions (cf. subsection 4.3.3). The beam
scanning approach however requires long and precise calibration procedures which can lead
to reconstruction artefacts when not handled properly. As it is based on changing the illu-
mination pattern during the acquisition, it indeed varies the imaging conditions between the
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different frames, so that it is necessary to compensate for these changes at post-processing
level in order to enable the coherent addition of the retrieved information.
The fundamental idea underlying the work presented in this chapter was thus to propose a
new data acquisition method, which avoids object rotation in order to enable measurement
with high-NA objectives, while ensuring a ﬁxed illumination pattern, in order to ease the cal-
ibration procedures. We employ thus in this context convergent beams, which provide a dis-
tribution of propagation vectors within the ﬁeld of view, to enable recovering the information
from various angular views, by then performing the acquisition while moving the specimen
in the illumination pattern.
4.3 Optical tomography
We present in this section the fundamental principles and theoretical concepts required for
tomographic imaging under coherent illumination. As already stated before, this measure-
ment approach is rather different from usual methods for three-dimensional recovery of in-
formation, as it relies on full-ﬁeld acquisition, without any sectioning along the optical axis
during acquisition. This capability is made possible through the coherent detection, which
possesses imaging properties which are different from standard intensity measurements,
thus making possible to retrieve the volume information at computation stage.
4.3.1 Tomography principle
The principle of tomographic imaging through coherent detection is attributed originally to
Wolf [Wol69], who proposed a theoretical framework for coherent detection from hologra-
phy in order to retrieve the 3D information, and to Dändliker et al. [Dän70], who expressed
the problemwith an approach based on frequency by detailing the experimental possibilities
offered by the theorem.
As shown schematically in Fig. 4.2(a), themeasurement principle simply consists in a plane
wave propagating through the specimen, with the scattered wave measured in the far-ﬁeld
on an inﬁnite plane. Themeasurement process is then repeated for different directions of k0,
in order to retrieve various angular views of the specimen. The main interest of this method
lies in the fact that themeasurement is made for coherent ﬁelds, so that the relation between
the scattered ﬁeld and the complex RI distribution of the specimen is linear. In the case the
complexwave ﬁeld ismeasured, the Fourier transformof themeasured signal corresponds to
the coherent transfer function (CTF) of theﬁeld, which canbe coherently addedwithdifferent
CTFs, as shown in Fig. 4.2(b), where the addition of different angular distributions generates
a distribution of spatial frequencies also in the direction of the optical axis, thus synthetically
providing an optical sectioning effect.
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Figure 4.2: Fundamental measurement scheme of coherence tomography, shown here in 2D.
(a) Illuminationat various angleswithmeasurement of the scatteredwave. (b)Corresponding
spatial frequencies for an angular view, situated on half a circle.
4.3.2 Fourier slice theorem
The capability of retrieving the 3D information of a specimen through the measurement of
a transmitted wave can be demonstrated through mathematical theorems which relate the
measurement in 2D to the 3D distribution within the specimen. We present here the case of
the Fourier slice theorem (FST), which neglects diffraction. It can be expressed as:
The one-dimensional Fourier transformof a parallel projectionU®(t ) of an objectO(x, y) taken
at an angle ® corresponds to a slice of the two-dimensional Fourier transform of the object,
subtending an angle ®with the !x axis.
F {U®(t )} (!t )ÆF
©
O(x, y)
ª
(!x cos®,!y sin®) (4.1)
where the theorem is here considered for the 2D case, as the generalisation can be straight-
forwardly done by separability. The FST is graphically represented in Fig. 4.3(a), where the
projection of straight rays is measured for various angles, which correspond to a line in the
Fourier domain, as shown in Fig. 4.3(b). The FST can be demonstrated by ﬁrst considering
the deﬁnition of the Fourier transform of the object function
Oˆ(!x ,!y )Æ
Ï 1
¡1
O(x, y)e¡i2¼(!xxÅ!y y)dxdy. (4.2)
Identically, the Fourier transform of the measured projection can be deﬁned as
Uˆ®(!t )Æ
Z 1
¡1
U®(t )e
¡i2¼!t tdt , (4.3)
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Figure 4.3: Graphical representation of the Fourier slice theorem. (a) Projections at various
angular illuminations are measured, corresponding to (b) lines in the Fourier domain. Black
dots represent the sampling of a discrete detector.
where variables are chosen accordingly to the deﬁnition given in Fig. 4.3, which can be ex-
pressed asÃ
t
s
!
Æ
Ã
cos® sin®
¡sin® cos®
!Ã
x
y
!
. (4.4)
In this referential, the projection along the object can be deﬁned as
U®(t )Æ
Z 1
¡1
O(t , s)ds. (4.5)
Then, by substituting Eq. (4.5) into Eq. (4.3), and employing the variable change of Eq. (4.4),
the Fourier transform of the projection becomes
Uˆ®(t )(!t )Æ
Z 1
¡1
·Z 1
1
O(t , s)ds
¸
e¡i2¼!t tdt ,
Æ
Ï 1
¡1
O(x, y)e¡i2¼!t (x cos®Åy sin®)dxdy,
(4.6)
where one can identify the Fourier transform expressed in Eq. (4.2), so that Eq. (4.6) becomes
Uˆ®(!t )Æ Oˆ(!t cos®,!t sin®), (4.7)
which demonstrates that the Fourier transformof a projection corresponds to a line of the 2D
Fourier transform of the original object. The spectral correspondence of the FST is shown in
Fig. 4.3, where one can see the line of spatial frequencies corresponding to themeasurement
of the projection of Fig. 4.3(b). Themeasurement performed under the FST thus corresponds
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tomultiple acquisitions of projectionsunder various angles, which canbe typically takenover
the domain [0,¼] for a complete data set. The stack at this stage is commonly called a sino-
gram, due to the typical sinusoidal trace of a single point [Kak87].
One can see that the FST is usually expressed for real numbers, as expressed by the variables
in capitals. It indeed corresponds only to a mathematical theorem, which does not take into
account a physical model. It is thus valid for pure projections without considering diffrac-
tion, and is used typically with X-rays such as in CT scanners [Kak87]. Although the theorem
can be identically demonstrated for complex numbers such as ﬁelds, it only provides approx-
imate solutions for optical wavelengths. A more complete theorem, commonly denoted as
the Fourier diffraction theorem (FDT), is required in order to take into account diffraction of
light. A complete derivation of the FDT is provided in appendix C, showing that the spatial
frequencies measured in the same fashion as in the FST lie in a circle instead of a line when
taking diffraction into account, as shown in Fig. 4.2(b). The FDT however provides also only
an approximate solution, as only diffraction at ﬁrst order is considered, so that the validity
of this model for accurate tomographic inversion of ﬁelds having interacted with biological
specimens is still under debate. One can ﬁnally note that the FST can be considered as a par-
ticular case of the FDT, as the radius of the circle on which spatial frequencies are situated for
one measurement has a radius k Æ 2¼/¸ (cf. Fig. 4.2(b)), so that the FST corresponds to a case
where ¸! 0, for which no diffraction occurs.
In this chapter, although we employed mainly the FST during computation for reasons de-
tailed in section 4.4, we will in the rest of this section employ the results of the FDT when
describing the various steps required for tomographic measurements and inversion, due to
its better adequacy with physical models.
Fan beam excitation
As stated before, the theorems employed for tomographic inversion are based on plane wave
excitation beams, thus imposing restrictive conditions for the potential applications. Vari-
ous works were thus developed in order to enable the use of for example point-sources. In
the context of the FST, this leads to the so-called fan beam algorithms, based on projections
measured with diverging rays [Kak87], as shown in Fig. 4.7(a). One should note that these
algorithms however do not generalise the FST for use with more complicated proﬁles than
plane waves, but instead propose methods to rearrange the measured data, in order to re-
trieve from a fan beam excitation the projections whichwould have beenmeasuredwith par-
allel rays. These algorithms thus require a larger angular range in order to enable this prelim-
inary step of arranging data to parallel rays before employing standard inversion algorithms
such as the inverse Radon transform. As these methods are based on an arrangement of the
measured data, they can only be applied to methods based on the FST, for which the value
on one pixel is independent from adjacent values.
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4.3.3 Data acquisition strategies
As already discussed brieﬂy previously, various scanning approaches can be employed in or-
der to acquire the different angular views required to ﬁll the 3D spatial frequency space in the
context of microscopy, and can mainly be divided in two scanning procedures, as shown in
Table 4.1. The two methods however are based on common principles, consisting in illumi-
nating the specimen with plane waves having different directions of propagation vectors.
The ﬁrst method is based on rotating the object such as performed in various experiments
described in section 4.1, or identically rotating the illumination source around the object, as
typically performed in CT scanners. This conﬁguration is shown schematically in Fig. 4.4(a),
with its corresponding spatial frequency ﬁlling presented in 4.4(b), for a rotation along the
y axis, and under the FDT formalism. This scanning scheme is characterised by a rather
isotropic synthesised 3D CTF thanks to the possibility of rotating the object along the whole
2¼ angular range, with typically a missing cone along the direction of rotation, which was
coined as a “missing apple core” [Ver09] in literature, as shown in Fig. 4.4(c). Although the re-
trieved spatial frequencies are well distributed within the 3D frequency space, this approach
suffers from different technical issues. As stated before, the rotation of the object is rather
difﬁcult to accomplish precisely, so that the mechanical imprecision during scanning yields
a degraded reconstruction. Furthermore, the requirements in space are rather high, so that
this approach can only be performed with long working distance MO, thus implying low NA
and consequently lower resolution.
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Figure 4.4: (a) Tomographic acquisition throughobject rotation, with (b–c) the corresponding
frequency space ﬁlling shown by 2D projections perpendicular to (b) the !y axis and (c) the
!x axis.
On the other hand, the second common scanning strategy consists in scanning the beam
through opticalmeans. This is typically performed by scanning the back focal plane of a lens,
as depicted in Fig. 4.5(a). In this fashion, the accessible angular views are limited by theNA of
the condenser lens, thus yielding a less efﬁcient ﬁlling of the frequency space. Furthermore,
this scanning scheme implies that the detection optics, classically taken as a microscope ob-
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jective, is staticwhile the excitationbeam is changing. This implies that theCTF is not rotated,
so that the frequencies of each angular view are shifted, as shown in Fig. 4.5(b), leading to a
3D synthesised CTF in the shape of a “peanut”, as denoted in the literature [Kou08]. Although
being less efﬁcient in the recovery of spatial frequencies in an isotropic way, the beam scan-
ning approach generally leads to better results than object rotation in terms of resolution, due
to its better stability during scanning thanks to a static object.
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Figure 4.5: (a) Tomographic acquisition through beam scanning, with (b) the correspond-
ing frequency space ﬁlling shown in 2D projection, where the CTF is cylindrically symmetric
around !z .
4.3.4 Reconstructionmethods
TheFSTandFDT theoremsprovide an equivalencebetween the spatial frequencies of respec-
tively themeasured projection or ﬁeld outside the object and spatial frequencies of the object
itself, thus enabling to ﬁll the Fourier spacewithmultiple angular views, before recovering the
spatial information of the object through inverse Fourier transform. One can intuitively un-
derstand that the resolution and accuracy of the reconstruction thus depends essentially of
the sampling capabilities of the measurement system, and on the amount of angular views.
In particular, the data set becomes sparser for higher spatial frequencies, so that the angular
sampling capability becomes a key factor in order to retrieve sufﬁcient information to cor-
rectly recover ﬁne details of the object. Indeed, by considering Eq. (4.1), one can see that the
problemof tomographic inversionmainly lies in amapping of spatial frequencies equally dis-
tributed in a cylindrical space (!r ,!®) to a Cartesian reciprocal space (!x ,!y ). This implies
that the sampling of discrete measurements is highly non-evenly distributed, with an over-
representation of low frequencies, and potentially sparse information at high frequencies, as
shown schematically in Fig. 4.2(b), where numerous lines are represented.
While theFSTandFDT theoremsprovide a relation in theFourier domain, implementations
in the spatial domain proved to be very efﬁcient to reconstruct data. In the case of the FST,
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the so-called inverse Radon transform enables direct inversion through the formula [Kak87]
O(x, y)Æ
Z ¼
0
Q®(x cos®, y sin®)d®,
Q®(t )Æ
Z 1
¡1
Uˆ®(!t )j!t je i2¼!t td!t ,
(4.8)
where Q® is called a ﬁltered projection, due to the term j!t j resulting from the cylindrical
variable change employed during derivation. This inversion method is commonly denoted
as ﬁltered back-projection (FBP) because of this term, which corresponds to a high-pass ﬁl-
ter. This can be interpreted as a compensation for the over-representation of low frequencies
in the data set because of the cylindrical to Cartesian mapping implied by the FST. Similarly,
spatial implementations of the tomographic inversion for the FDT has also been proposed
[Dev82], also based on a ﬁltering function of the measured data before transferring it on the
Cartesian space, which have been called by analogy ﬁltered back-propagation algorithms.
These algorithms are however modelling diffraction only in 2D, so that alternate solutions
have to be employed to extend this inversion approach to 3D, such as slice by slice combi-
nation. Furthermore, their computation time is rather high, limiting their advantage when
compared to the inverse Radon transform.
Generally, spatial methods have been preferred, especially in cases where diffraction is not
taken into account. This is due to the easy discretisation and implementation of Eq. (4.8),
which provides a direct inversion of the data set. On the other hand, Fouriermethods require
speciﬁc care in their implementation, in order to avoid numerical artefacts which can occur
due to discretisation errors during mapping of frequencies measured in a cylindrical basis to
theCartesian basis used for inversion. It could nevertheless be demonstrated that Fourier ap-
proaches can lead to similar reconstruction qualities as spatial methods when interpolation
is employed, through for example the padding of data before Fourier transforms [Pan83].
More recently, Fourier methods have been essentially employed for results recovered in the
context of microscopy. This is due essentially to the long computation time of spatial imple-
mentations including diffraction, and to their lack of ﬂexibility. Spatial derivations require in-
deed the incorporation of the acquisitionmodel within the derivation of analytical formulas,
which typically do not cover the case of beam scanning, where a frequency shift of the mea-
sured scattered ﬁelds is induced. Furthermore, spatial inversions such as the inverse Radon
transform require constant angular sampling in the data set, which is not always the casewith
acquisitions performed inmicroscopy applications. The Fourier methods enable in this con-
text the possibility of incorporating directly the speciﬁc imaging conditions duringmapping,
andmake possible to employ straightforwardly data sets with non-equally sampledmeasure-
ments.
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4.3.5 Application of tomographic inversion onmicroscopy
When applied to microscopy, theorems such as the FST and the FDT suffer from a very sim-
plistic model, as the imaging system is not taken into account. In the case of the FST, this can
be clearly seen from the fact that the theorem simply states a geometrical equivalence, where
no physical model is taken into consideration. On the other hand, the FDT considers the
ﬁeld scattered from an object, measured on an inﬁnite plane situated at a ﬁxed distance, thus
corresponding to a measurement in the far-ﬁeld, without any imaging system. This model is
in contradiction with the measurement approach employed when applying this tomograph-
ic reconstruction to microscopy, where microscope objectives typically limit the accessible
spatial frequencies by their numerical aperture, and induce strong changes of the ﬁeld curva-
ture, which is not considered in the fundamentals of the FDT. The fact ofmeasuring an object
in focus thanks to an imaging system can thus be considered as making the reconstruction
of the image of the object, and not of the object as described in the FDT, implying that the
magniﬁcation and the NA of the MOmust be taken into account during reconstruction.
In this context, the fact of employing an imaging system tomeasure the transmitted ﬁeld is
of particular importance when considering amodel based on the FST which neglects diffrac-
tion that is partly compensated by the imaging systemwhich ensures in-focusmeasurement,
so that back-propagation is performed physically. The concept of “hybrid” ﬁltered back-pro-
jection was thus proposed, where inverse diffraction is employed before tomographic inver-
sion, showing that results with FBP and ﬁltered back-propagation are similar in this case,
as the inverse diffraction accounts for most of the effects of diffraction [Wed95a]. The case of
highNA imaging systemswas not analysed in literature, but one canhypothesise that the per-
formance of the hybrid FBP method is comparable to the propagation case within the depth
of focus of the imaging system, where sharp details can be recovered thanks to the in-focus
measurement.
4.4 Linear scanning tomography
Wepresent in this section the acquisitionprinciple andconsequent reconstructiondeveloped
in ourwork, which aims at avoiding anymovement of the illuminating beamand any rotation
of the object, in order to try to improve mechanical stability during scanning. The data ac-
quisition approach is thus based on a spherical convergent beam spread in the ﬁeld of view,
thus providing the propagating vectors at different angles, while scanning is performed by
moving the object in the x¡ y plane. As it will be shown in the following sections, these slight
differences compared to usualmethods imply a rather different treatment for reconstruction.
4.4.1 Data acquisition approach
The data acquisition is based on a convergent wave in the ﬁeld of view, typically generated by
employing a highNA condenser lens. The object is then scanned in the ﬁeld of view through a
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translation in the x¡y plane, enablingmeasurementwith the object in various positions, cor-
responding to different propagation directions of the incoming beam, as shown in Fig. 4.6. As
this approach is based on generating an angular distribution through the use of a condenser
lens, on can readily see that the 3D CTF is similar to the beam scanning case (cf. Fig 4.5(b), as
the resolution along the optical axis is essentially limited by the NA of the illumination.
z
x
Δx
x
p x’p
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Figure 4.6: Tomographic acquisition under a convergent beam, where the object is linearly
scanned in the x¡ y plane in the xp , yp referential.
Furthermore, the proposed approachmay be seen as being slightly similar to the fan beam
conﬁguration. However, in the case of the linear scanning, the distance between the point
source and the object changes depending on the angle, which implies some discrepancy in
the data acquired between the two conﬁgurations, especially at large angles of incidence.
This difference is illustrated in Fig. 4.7, where the acquisition under fan beam is shown in
Fig. 4.7(a), under the perspective of a ﬁxed source, where the object moves on a circle, while
the linear scanning principle is shown in Fig. 4.7(b), where the object is displaced on a line,
thus breaking the cylindrical symmetry. For this reason, the two acquisitionmethods provide
different data sets, so that the reconstruction are not identical. Furthermore, as discussed in
subsection 4.3.2, the reconstruction based on a fan beam excitation relies on reordering the
data in order to retrieve a sinogram as if it had been acquired with parallel rays. This typically
requires a scanning range over a domain larger than ¼ [Kak87], so that it is not directly suit-
able for an acquisition performed in microscopy, where the angular range is limited by the
NA of the condenser lens.
4.4.2 Tomographic inversionmethod
In order to invert the data measured with this method, we employ an approach similar to
the one used for fan beam inversion, where we ﬁrst arrange the data to enable the use of re-
construction algorithms based on the FST through Fourier mapping methods, but without
requiring a full angular coverage. In the proof of principle presented in this chapter, the re-
construction does thus not take into account diffraction, as arrangement methods require
independent value on pixels. We present below the various steps employed for reconstruct-
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Figure 4.7: (a) Fan beamconﬁguration in the referential of the source, where the objectmoves
on a circle. (b) Linear scanning, where the object moves on a line.
ing the tomogram, which are illustrated by simulated signals shown for the different stages,
while the whole procedure is summarised in the algorithm 4.
The fact of employing DHM for acquisition implies that the hologram must ﬁrst be recon-
structed to retrieve the quantitative phase image transmitted through the specimen. The
phase of the recovered raw wavefront is represented in Fig. 4.8(a), where a strong curvature
can be identiﬁed due to the excitation proﬁle. This reconstruction step enables to compen-
sate for thewavefront curvature inducedduring acquisition, and thus to suppress aberrations
before tomographic inversion, as shown in Fig. 4.8(b). As the curvature can be rather impor-
tant depending on the NA of the condenser, the compensation is better performed through
RCHmethods (cf. subsection 2.2.5), as polynomial-based compensationwould require high-
orders to reach phase ﬂatness. The object can then be brought in focus through digital prop-
agation procedure. One of the main advantage of compensating for aberrations is that the
convergent wave can be considered as a spherical aberration, which thus implies that the
in-focus distance is not identical for each positions in the ﬁeld of view. Ensuring a ﬂat phase
proﬁle before digital propagation thusmakes it possible to get fully in-focus images, as shown
in Fig. 4.8(c). One should note however that this method implies that the reconstruction is
performed with a digital reference wave having a different curvature than the one employed
for acquisition, so that the magniﬁcation of the system can be slightly changed due to this
procedure, as expressed in Eq. (2.9).
This acquisition scheme is then employed to acquire frames for different object positions to
retrieve the angular information. We consider here for the sake of simplicity an object smaller
than the ﬁeld of view. Furthermore, we limit our discussion to a linear scan in the x direction,
as performed later in the experiments. The size of the stack isNx£Ny£P , whereNx ,Ny is the
resolution of the detector, and P is the amount of frames acquired during scanning. In this
fashion, the raw3Dstackof data ismeasured in a (x, y,¢xp ) space as represented inFig. 4.9(a),
where (x, y) corresponds to the ﬁxed referential of the detector, and (xp , yp ) is the referential
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(a) (b) (c)
Figure 4.8: Stages of the reconstruction for tomographic reconstruction, with (a) raw recon-
structed phase with the strong curvature induced by the spherical excitation wave, (b) ﬂat-
tened phase, through RCH calibration, (c) phase of the digitally propagated wave, brought in
focus.
of the moving stage (cf. Fig. 4.6). The two referential are assumed to be collinear, and related
only by a translation, so that x Æ xp¡¢xp . The frames are linked to aﬁxedangular distribution
(®x ,®y ) corresponding to the spherical wave employed for excitation.
In the case of an object smaller than the ﬁeld of view, each frame can be cropped to a region
of interest (ROI) Mx £My , as shown in Fig. 4.9(b). The principle of linear scanning induces
a coupling between the position (x, y) and the illumination angles (®x ,®y ) which must be
suppressed in order to enable theuse of standard reconstruction algorithmsbasedon angular
views with their rotation axis centred in the ﬁeld of view.
Each ROI can thus be translated in the (xp , yp ) referential, in which the object is static, as
shown inFig. 4.10(a), thus providing a speciﬁc angular distribution for each frame, depending
on the position ¢xp . Thanks to the bijective relation between the position ¢xp and the angle
®x , this data set can be represented in a space (xp , yp ,®x), as shown in Fig. 4.10(b). The fact
that frames are shown on diagonal lines here results from the assumption of an equi-angular
sampling, i.e. ¢®x Æ cte, which corresponds to a parabolic proﬁle of the illumination wave.
One can identify in the representation of Fig. 4.10(b) that triangular regions of unmeasured
data are present. They correspond to the extremities of the measurement stack, where the
object is only partly present in the ﬁeld of view. It is indeed necessary to ensure that the spec-
imen is illuminatedby all the angles available in the illuminationpattern, so that the scanning
rangemust be larger than the ﬁeld of view. Typically, the scanningmust encompass a discrete
range ofNxÅ2Mx . The data set can thus be arranged to suppress these unmeasured portions
by translating each (yp ,®x) frame to the same origin for each xp value, ﬁnally providing a data
stack which corresponds to a sinogram by suppressing the triangular unwanted portions.
In summary, the data arrangement proposed above corresponds to two translations in the
data set, in order to cancel the specimen movement induced by the linear scanning, and to
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Figure 4.9: Data organisation of (a) the raw measurements in a (x, y,¢x) domain, where the
object is scanned in the ﬁeld of view, (b) after data cropping, where each ROI corresponds to
a different angular proﬁle for excitation.
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Figure 4.10: (a) Data organisation after translation to the (xp , yp ,¢xp ) domain of the cropped
data and (b) representation of the same data set in the (xp , yp ,®x) domain corresponding to
the sinogram space, where triangular regions must be suppressed.
ensure the similarity with a sinogram, where each slice corresponds to an angular view. It can
be seen as a change of basis, passing from the raw data referential (x, y,¢xp ) to the sinogram
basis (xp , yp ,®x), in order to enable tomographic inversion through standard procedures.
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In the context of discrete data, this change of basis is however not always trivial, and can
involve several interpolation stages. The referential of the detector and the one of themoving
stage are related by the displacement ¢xp , while data is discretised by the detector sampling
¢x. In the case the two values are not matched, it is necessary to interpolate the measured
data to ensure aproper sortingof the sinogram. Similarly, weassumed in thediscussionabove
a constant angular sampling ¢®x for the sake of simplicity, but other sampling could require
further interpolations to generate the sinogram, as the data set must be represented in an
orthonormal direction to the ®x axis.
4.4.3 Validation of inversion procedure
We present in this subsection simulations in order to validate the inversion algorithm based
on a Fourier mapping. As discussed in subsection 4.3.4, spatial algorithms such as the in-
verse Radon transform are commonly preferred for inversions based on the FST, thanks to
their easy implementation. However, their use is limited to very deﬁned cases, as only an
equidistant sampling ¢® can be employed. We thus developed inversions based on a Fouri-
er implementation in order to enable more ﬂexibility for our analysis of the linear scanning
method. Throughout this subsection, we consider 2D data sets, since a generalisation to 3D
can straightforwardly be performed through separability.
Fourier inversion methods are relying on a direct interpretation of the FST described in
Eq. (4.1), where the Fourier transforms of the projections are transferred in a 2DFourier space
before performing an inverse Fourier transform to recover the object. It thus corresponds to
map a (!t ,®) space having a cylindrical symmetry into a (!x ,!z)Cartesian space. In the case
of discrete data, the main issue in this operation is related to the over-representation of low
spatial frequencies because of the rotation symmetry, as shown in Fig. 4.3(b).
(a) (b)
Figure 4.11: (a) Shepp-Logan phantom employed for simulations, and (b) its sinogram gen-
erated with the radon function with the projections shown vertically.
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For our validations, we employ the Shepp-Logan phantom (cf. Fig. 4.11(a)) sampled on
a 256£ 256 grid. We then generate the angular views by employing the radon function of
MATLAB®, with an angular sampling of¢®Æ 1±. During these computational validations, we
assume a full angular coverage of ® 2 [¡¼/2,¼/2[. This transformation leads to a sinogram as
shown in Fig. 4.11(b), where the various features of the phantom can be identiﬁed in the dif-
ferent projections. The implementation of radon generates a matrix of odd size, which can
generate artefacts in the reconstruction when employing Fourier transforms. For this reason,
we compute the Fourier transform of the projections by extending the size to the next power
of 2 to avoid these issues, so that the Fourier transform of the projections employed for the
analyses below is of size 512£180.
In many aspects, the validations presented here can be partly considered as a reproduc-
tion of the results published by Pan et al., where they demonstrated that the direct Fourier
inversionmethods can lead to results similar in quality to the inverse Radon transform, when
handled properly [Pan83].
Fouriermapping strategy
We ﬁrst analyse different Fourier mapping methods, in order to transfer the measured data
from the cylindrical space to the 2D Cartesian reciprocal space. A straightforward way is to
transfer the measured values measured in the (!t ,®) domain through the polar representa-
tion given as
tan(®)Æ !z
!x
, !t Æ§
q
!2x Å!2z . (4.9)
By inverting these relations and selecting the closest discrete coordinates (!x ,!z), one can
straightforwardly transfer each measured pixel to the Cartesian Fourier space. In the case of
a polar sampling as measured with angular views which generates an over-representation of
low spatial frequencies, several (!t ,®) values are however transferred to the same frequency
values, so that a selection is necessary to ﬁll the 2D Fourier space.
We present in Fig. 4.12(a) the result of an inversion where the Fourier mapping has been
performed by selecting the Fourier value with the highest value when more than one was
available for a given (!x ,!z) position, under the hypothesis that themaximum values are the
most representative. One can see however that this method generates a strong artefact at the
centre, which can be interpreted as an over-estimation of the value of spatial frequencies in
the high frequency range. On the other hand, we show in Fig. 4.12(b) the case where the fre-
quencies were averaged when more than one is available at a (!x ,!z) position. In this case,
the strong artefact at the centre is suppressed, and the main structures are correctly recon-
structed. However, various circular artefacts aswell as a backgroundnoise canbe readily seen
in the reconstruction.
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(a) (b)
Figure 4.12: Illustrationof the tomographic inversionperformed throughdirectmappingwith
selection of over-sampled frequencies through (a)maximumvaluemethod and (b) averaging
of all present frequencies.
These artefacts are mainly due to the data sparsity for high frequencies in the 2D Fourier
plane, where many pixels are not ﬁlled due to the absence of corresponding frequencies in
the measured data. In order to avoid these artefacts, one would have to reduce greatly the
angular sampling, thus increasing greatly the amount of frames, and rendering the method
quite inefﬁcient, as this would imply to repeat many times measurements of low frequen-
cies. In order to circumvent this issue, another approach consists in ﬁlling all (!x ,!z) spa-
tial frequencies values, by interpolating them through available data in the (!t ,®) space. We
present in Fig. 4.13(a) an inversionperformed in this fashion, where for each (!x ,!z) the clos-
est available value is determined through the relations of Eq. (4.9), thus corresponding to a
nearest-value interpolation. As expected, the high-frequency noise is suppressed compared
to the straightforward transfer of Fig. 4.12 thanks to the non-sparsity in the 2D Fourier plane,
but circular artefacts are still present, with lines appearing in the reconstruction, probably
due to the selection of inadequate frequencies in the nearest-neighbour procedure. Final-
ly, we present in Fig. 4.13(b) a reconstruction performed through bilinear interpolation. In
this case, most artefacts are suppressed, and the value distribution is rather constant without
artefacts in the deﬁned zones of the phantom, although circular artefacts are still present.
These examples show the importance of the mapping strategy during inversion, where the
sparsity of data when performing direct mapping such as shown in Fig. 4.12 can lead to the
generation of several artefacts, so that interpolation methods ensuring a complete ﬁlling of
frequencies in the (!x ,!z) space is necessary to ensure correct reconstruction.
Comparison with the inverse Radon transform
In the last paragraph, the bilinear inversion method was shown to provide the best results,
although some artefacts were still present. We compare here this method with the inverse
Radon transform implemented spatially through the iradonmethod fromMATLAB®, shown
inFig. 4.14(a), corresponding to adiscrete implementationof Eq. (4.8). The images in Fig. 4.14
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(a) (b)
Figure 4.13: Illustration of the tomographic inversion performed through data interpolation
in the Cartesian space with (a) nearest-neighbour and (b) bilinear interpolation.
are all shown in log-scale, in order to enhance the visibility of the potential artefacts. The in-
verse Radon transform is compared with the bilinear inversion as performed in the last para-
graph in Fig. 4.14(b), where the circular artefacts can be readily observed. In order to im-
prove the reconstruction quality, we increased the frequency sampling in the (!t ,®) domain
by padding data in the t direction to twice the size of thematrix before performing the Fouri-
er transform, leading to the inversion presented in Fig. 4.14(c). One can see that in this case,
all artefacts are suppressed, with a reconstruction quality being at least comparable with the
inverse Radon transform. By looking at the background noise in constant zones, one can see
that the Fourier mapping method with bilinear interpolation yields even better results than
the FBP, by minimising the noise.
(a) (b) (c)
Figure 4.14: Comparison of inversions performed (a) with the inverse Radon transform, (b)
Fourier inversion through bilinear interpolation and (c) bilinear interpolation with interpo-
lation in cylindrical frequencies by a factor of 2. All images are shown in log-scale.
In summary, we present in the algorithm 4 the steps required for reconstructing the to-
mogram frommeasured data acquired through the linear scanning procedure, based on the
arrangement of data presented in subsection 4.4.1, and on the Fourier inversion based on
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the interpolated bilinear mapping presented above. The algorithm is presented under the
assumption of a scan in the x direction, according to the description of subsection 4.4.1.
Algorithm 4 Tomographic inversion algorithm for linear scanning approach
1: for allmeasured hologram do
2: Reconstruction of the complex wavefront through off-axis holography methods.
3: Compensation of the wavefront curvature with RCHmethods.
4: Adjustment of the focus position with digital propagation.
5: Subtraction of the phase offset of the background, to account for experimental vibra-
tions.
6: Selection of the ROI containing the measured object, where the position of the ROI is
determined by the movement of the moving stage (transformation from (x, y,¢xp ) do-
main to (xp , yp ,¢xp ) domain).
7: Unwrapping of the phase signal.
8: Insertion of the ROI in the 3D data set.
9: end for
10: Alignment of equi-angular lines (cf. Fig. 4.10(b)) to obtain data similar to a sinogram
(transformation from (xp , yp ,¢xp ) domain to (xp , yp ,®) domain).
11: for all xp 2 [0,Mx ] do
12: Padding of the data set (yp ,®) 2 [(0,0), (Mx ,P )] into a [(0,0), (2Mx ,P )] domain.
13: Fourier transform in the yp direction to get the spatial frequencies of the projections in
(!yp ,®).
14: for all (!x ,!z) j jtan(!z/!x )j · sin¡1(NA) do
15: Determining the (!x ,!z) value with bilinear interpolation from the (!yp ,®) data set
through the relations of Eq. (4.9).
16: end for
17: end for
18: 2D Fourier inversion of the (!x ,!z) data set to retrieve the spatial information in the (x,z)
domain.
19: Data cropping to account for the interpolation in the spectral domain.
Expected resolution
Finally, we assess the expected resolution through our reconstruction method based on data
limited by the NA of the condenser, similarly to our experimental conﬁguration presented
in subsection 4.5.1. The projections were generated with the same phantom as previously,
and an angular sampling of ¢® Æ 0.5± within the angular range delimited by NA Æ 0.4. The
available frequencies in the (!t ,®) data set are shown in the Cartesian reciprocal space in
Fig. 4.15(a), where the limitation in frequencies can be readily identiﬁed. The inset in the
ﬁgure shows the data sparsity at high spatial frequencies. The reconstruction through Fourier
inversion is then shown in Fig. 4.15(b), where a dramatic loss in spatial resolution can be
identiﬁed. While most of the main structures are resolved, the smaller ones such as the dots
at the centre andbottomof the phantom (cf. Fig. 4.11(a)) are not visible in the reconstruction,
and large ones are distorted by triangular shapes. A sectioning effect can still be identiﬁed in
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the reconstruction, but it is limited by lines in triangular shapes, generated by the absence of
spectral information in the z direction.
These triangular artefacts are due to the shape of the synthesised Fourier mapping shown
in Fig. 4.15(a), where the so-calledmissing cone reduces the resolution, because of the angu-
lar views limited by the NA. Typically, the theoretical spatial resolution of an imaging system
with ¸ Æ 668 nm and NA Æ 0.95 is 351.5 nm. Due to the excitation NA limitation, the small-
est resolution resulting from the projection of the spatial frequency with an angle ® on the
z axis results in a resolution of 878.9 nm, which is furthermore situated at extremities of the
mapping, so that it does not correspond to the sectioning resolution.
(a) (b)
(c)
Figure 4.15: Tomographic reconstruction based on data limited in the angular range byNAÆ
0.4. (a) Available spatial frequencies shown in the (!x ,!z) domain, resulting in (b) a recon-
struction where smaller structures are not resolved anymore.
While the resolution is largely hindered by the limitation inNA, one should note that the re-
trieved values are still rather accurate in terms of amplitude, particularly at the centre of the
reconstruction. This canbe seenbycomparing theoriginal phantom inFig. 4.11(a) and the re-
construction in Fig. 4.15(b), whichwere scaled in the samemanner. We present in Fig. 4.15(c)
several horizontal lines extracted from the centre of the phantom, for the original signal, the
inverse Radon transform, and the Fourier mapping bilinear inversion (with full and limit-
ed (NA Æ 0.4) angular coverage). One can see that most techniques provide rather accurate
values and are in agreement. In the case of NA-limited reconstruction, the lines present a
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degradation in resolution, consistent with the 2D reconstruction of Fig. 4.15(b), in particular
near regions with high gradients. Nevertheless, the values remain rather accurate in smooth
regions, as seen at the centre of the phantom.
4.5 Experimental results
We present in this section preliminary results obtained according to the method presented
above, where we thusmove the specimenwith a standard x¡ y moving stage in amicroscope
setup, with a convergent wave as an illumination pattern.
4.5.1 Experimental setup
The setup employed for these measurements consists in the optical arrangement shown in
Fig. 2.16, which was slightly modiﬁed to accommodate the measurement protocol of linear
scanning. The illumination is provided in this case by a laser diodehaving awavelength of¸Æ
668 nm, shaped as a spherical wave in the object plane. The light is then collected by a 63£
MO (NAÆ 0.95) in air, and imaged near the detector by a relay optics, so that the hologram is
recorded in the Fresnel regime by a CCD camera (¢x Æ 6.45m) with a resolution of 1024£
1024.
The illumination pattern is generated by employing a 20£MO (NA Æ 0.4) as a condenser,
which provides a high quality convergent beam with minimal aberrations. As depicted in
Fig. 4.16, the beam size is adapted by a couple of lenses mounted in a 2 f conﬁguration to
ﬁll the exit pupil of the excitation optics with a collimated beam, in order to use the inﬁnity-
corrected MO in its design conditions. A diaphragm is placed at the conjugated plane of the
object position, enabling ﬁne adjustment of the beam diameter to the size of the exit pupil,
while avoiding rings artefacts generated by the spatial coherence of the source.
The converging beam then illuminates the specimen, where it ﬁlls the ﬁeld of view in the
object space. For this purpose, the excitation MO is placed on a moving stage, enabling also
ﬁne adjustments on the z axis in order to ensure full illumination of the measured region.
The MO was chosen as a 20£ for these preliminary measurements, since the typical working
distances of this type of objectives in the millimetre range makes it possible to use standard
microscopic preparation on glass slides, which thickness is generally in this range. On the
detection side, a cover slip (0.17mm) is used for standard imaging conditions.
Toenable linear scanningwithhighprecision, the specimen ismountedonaclosed-loop3D
piezo-electric stages (PI, P-517) having a positioning positioning precision in the nanometre
range, and a moving range of 100£ 100 £ 10m. As the sample must be moved along the
whole ﬁeld of view, the relay optics has been adapted to adjust the magniﬁcation to ensure
that measurement zone is smaller than the moving range of the piezo-electric stage.
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Figure 4.16: Optical scheme for tomographic acquisition. D: Diaphragm, L: Lens, M: Mirror,
Mot: Linear Motor, Piezo: 3D closed-loop piezo-electric stage.
4.5.2 Experimental protocol
The measurement are performed on paper mulberry pollen grains having a typical size of
10¡15m, immersed in glycerol. Typical pollens are shown in Fig. 4.17, in bright ﬁeld and
phase-contrast imaging, where the cell wall and internal structures, such as the nucleus, can
be identiﬁed. These pollens were chosen for their ease of manipulation, while having sizes
comparable tomost animal cells which can be observed in vitro. We present in the next para-
graphs themeasurements performed, alongwith the various calibration steps required to en-
sure proper reconstruction.
10 μm
(a)
10 μm
(b)
Figure 4.17: Images of paper mulberry pollens in (a) bright ﬁeld and (b) phase-contrast
imaging, similar to the ones used for tomographic measurements.
As the complex wavefront is measured with DHM, it implies that it relies on the interfer-
ence between the object and reference waves for coherent detection, so that the recovered
wavefront is a relative measurement of the phase shifts on both arms of the interferometer.
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In usual cases, the aberrations coming from the optical system as well as the wavefront mis-
match between the two waves can be compensated with various procedures, as described
in subsection 2.2.5. However, in our particular case, it is mandatory to know accurately the
wavefront shape of the object wave, in order to be able to determine the excitation proﬁle in
the object plane. It is thus necessary to calibrate the system in order to minimise the wave-
front mismatch between the two interfering beams.
For this purpose, calibration measurements are ﬁrst performed with the setup in its stan-
dard implementation, where the illumination in the object space is performed with a low NA
condenser lens (NA ¼ 0.033), which can be approximated to a ﬂat illumination, and the ref-
erence wave is chosen to be collimated, so that the beams at camera level also mimic plane
waves. The relay optics is then adjusted in the object arm in order to minimise curvature.
This procedure makes it possible during measurement with convergent beams to then rely
on the phase proﬁle acquired on the camera for estimation of the illumination pattern, and
thus for determination of the angles of excitation on different parts of the ﬁeld of view.
After this calibration, the setup is changed to the conﬁguration presented in Fig. 4.16 in
order to enable measurement with converging waves. The excitation proﬁle is then adjusted
by changing the height of the excitation MO, with the specimen already placed in the ﬁeld of
view. As strongly convergent waves are employed for illumination, it is indeed mandatory to
adjust the excitation with the specimen mounted, as the glass slide changes the curvature of
the beam. It is thus possible to adjust the excitation beam to the size of the ﬁeld of view and
measure a reference hologram for further compensation at reconstruction stage by moving
the specimen to a region with no specimen. We present in Fig. 4.18(a) a typical hologram
measured at this stage, where one can identify the round shape of the diaphragm situated
in the conjugated plane of the excitation MO, which is encompassed in the detector ﬁeld of
view. The corresponding phase pattern is shown in Fig. 4.18(b), where the different angles of
excitation can be seen in the phase proﬁle.
(a) (b)
Figure 4.18: (a) Empty curvedhologramemployedas aRCHduring reconstruction,with (b) its
phasemap,where thecurvedproﬁle canbe identiﬁed, andused for calibrationof illumination
angles.
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Finally, the object pixel size is determined bymoving the specimen in the ﬁeld of view with
the piezo-electric actuator, where the precision of the PZT enables a precise determination
of the dimensions in the object space. Typical measurements with our conﬁguration provide
a pixel size of ¢xo ¼ 75 nm/px, thus corresponding to an effective magniﬁcation of M Æ 86,
and a ﬁeld of view of 76.8m. These values are the consequence of the adjustment of the
magniﬁcation through the relay optics, which ensures that the ﬁeld of view is smaller than
the range of the moving stage (100m).
For the measurement itself, we perform the scan in a one-dimensional way, as discussed
in subsection 4.4.1, where we ensure that the camera orientation is aligned with the one of
the moving stage, so that the scanning direction is perpendicular to one of the axis of mea-
surement. The fact of performing a one-dimensional scan parallel to an axis of the detector
makes it possible to easily use separability in the FST formalism, in order to reconstruct the
object slice by slice to recover the 3D volume. We chose for these preliminary measurements
to match the scanning step and the object pixel size, i.e. ¢xp Æ ¢xo . As expressed in sub-
section 4.4.2, this minimises the amount of necessary interpolation necessary. Themeasure-
ments are then performed by sequentially scanning the moving stage to the different posi-
tions.
We present in Fig. 4.19 phase images for different positions of a pollen grain, which were
reconstructed by employing the reference hologram shown in Fig. 4.18(a), and digitally prop-
agated in focus, thus corresponding to the step 5 of algorithm 4. It is possible to identify in
these images that the pollen is in focus without the spherical aberrations present in the raw
holograms, thanks to the RCH compensation during reconstruction. The scan is performed
on the full range provided by the PZT, thus leading to a stack of P Æ 1332 images. In the
present implementation of the sequential acquisition, each frame acquisition takes approx-
imately 0.5 seconds, leading to an acquisition time of approximately 11min, where most of
the time for acquisition is due to the stabilisation of the PZT to each position.
(a) (b) (c)
Figure 4.19: Phase measured on a specimen of pollen grain at different scanning positions.
(a) ¢xp Æ ¡27.45m, (b) ¢xp Æ 0m, (c) ¢xp Æ 25.05m. Scale bar is 10m.
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4.5.3 Tomographic reconstruction
In order to enable the tomographic inversion, we ﬁrst must evaluate the angular distribution
along the scanning line. For this operation,weemploy the referencehologrammeasured inan
empty ﬁeld of view (cf. Fig. 4.18(b)) which provides the full wavefront curvature. We present
in Fig. 4.20(a) the unwrappedphasemeasuredon the linewhere the sample is scannedduring
acquisition. The phase proﬁle can straightforwardly provide the angle of propagation of the
local k-vector through typically ﬁnite differences, as shown in Fig.4.20(b). In the case of a
rather limited NA as the one used in this proof of principle, one can see that the spherical
wave can still be very well approximated by a parabola, as seen by the linear distribution of
angles. By estimating the distribution by linear regression, one can ﬁnd that the maximum
angle is®max Æ§16.7±, leading to an effectiveNAÆ 0.41when considering the refractive index
of the immersion medium.
(a)
(b)
Figure 4.20: Excitation unwrapped phase proﬁle along the scanning line extracted from the
reference hologram (cf. Fig. 4.18(b)), leading to (b) an angular distribution along the scanning
line.
We then arrange the data set according to the procedure described in subsection 4.4.2, in
order to retrieve the data set in a structure similar to a sinogram, as shown in Fig. 4.10(b). We
present as an illustration the angular views of the measured pollen grain in Fig. 4.21 for dif-
ferent values of ®x . One should note that due to the data arrangement, the images presented
here are different from the ROIs of Fig. 4.19, as each image corresponds at this point to an an-
gular view for a constant®x on thewhole image, thus equivalent to step 10 of the algorithm 4.
Finally, the recovereddata set canbe inverted through theFouriermapping analysed in sub-
section 4.4.3. We thus ﬁll the 2D Cartesian Fourier space, where the mapping is based on the
angles retrieved from the reference hologram characterising the excitation pattern, shown in
Fig. 4.20(b). The inversion leads to the results shown in Fig. 4.22, for a x¡ z section situated
at the centre of the pollen grain, shown here with isotropic sampling of the matrix, and for
units in radians per voxel. One can recognise in the real part of the inversion (cf. 4.22(a))
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Figure 4.21: Images of the pollen grain measured at various angles after data arrangement at
(a) ¡15±, (b) ¡0.3±, (c) 14.4±. Scale bars are 5m, and the image scale is in radians.
the structure of the pollen, with sectioning in the z direction. As we employ here an inver-
sion based on the FST, the reconstruction is performed by considering only the phase part of
the measurement, so that the retrieved signal should be in principle real-deﬁned. However,
due to reconstruction artefacts and numerical errors, the reconstructed signal is commonly
complex when employing Fourier mapping methods. We show in Fig. 4.22(b) the imaginary
part of the reconstruction, being typically three orders of magnitude lower than the real part,
which is an indication of relevant reconstruction.
One can identify in Fig. 4.22(a) the main shape of the specimen, and in particular the nu-
cleus, slightly shifted from the centre of the pollen grain. The resolution is however degraded
because of the limited excitationNA,where the triangular artefacts are clearly present, in par-
ticular at the interface between the pollen grain and the immersion medium. This can also
be identiﬁed inside the pollen, where various patterns have an elliptical shape, due to the
anisotropic resolution of the reconstruction. One can assume that these patterns are gener-
ated by the granular internal structure of this pollen type, as it can be seen in the bright ﬁeld
image shown in Fig. 4.17(a). One can also see the effect of the cell wall at each border of the
section,where it induces a large signal variation. This is due to the strongdiffraction at the cell
wall interface, which is not taken into account in our reconstruction, and the high refractive
index gradient at this region, which cannot be resolved at our current resolution.
As each voxel in the tomogramcorresponds to a local phase shift induced in the z direction,
it is possible to then reconstruct the 3D refractive distribution through the simple formula
¢n Æ ¸0
2¼¢z
¢', (4.10)
where¢z is the size of a voxel in thedirectionof theoptical axis, andwhere the refractive index
¢n is expressed relatively to the immersionmedium. Asdiscussedbefore, the samplingon the
z axis in the reconstruction is identical to the one in the x direction, as it is performed on cu-
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Figure 4.22: x ¡ z section at the centre of the pollen grain after tomographic inversion.
(a) Real part of the Fourier inversion, shown in radians per voxel, and (b) imaginary part
of the inversion, saturated to the scale shown in the image, from an original dynamic of
[¡2.12 ·10¡5,2.12 ·10¡5].
bicmatrices, so that¢z Æ¢x. The resulting RI distribution is shown in Fig. 4.23 through x¡ y
sections, where¢n is relative to glycerol (n Æ 1.473). The sections are presented at respective-
ly z Æ [¡3,0,4,8] m in regards to the centre of the pollen grain. These sections are typically
chosen to be sufﬁciently apart compared to the z resolution deduced in subsection 4.4.3, be-
ing typically slightly below 1m.
The pollenmainly induces refractive index changes in the [1.45,1.49] range, which is within
reasonable values for vegetable cells, and consistent with the observation of similar speci-
mens [Cha06a]. The RI values are however very probably lower than the exact ones, as the
reconstruction is smoothed because of the limited resolution, in a similar way as the simula-
tions presented in Fig. 4.15(c).
Sections in the x¡ y plane are visually far better than the x¡z ones, thanks to their isotrop-
ic resolution. This visualisation also shows some artefacts of reconstruction which were not
visible in Fig. 4.22, resulting from the reconstruction from a one-dimensional scan. Ripples
can indeed be identiﬁed horizontally, which corresponds to the dimension of the linear scan,
while these ones are not present in the vertical direction, as the reconstruction is performed
by employing separability. In the different sections of Fig. 4.23, on can identify various fea-
tures of the pollens, which are consistent with the transmission images of Fig. 4.21. The nu-
cleus can be observed as shifted on the right and on the top of the pollen, as it is still present
at z Æ 4m but vanishes already at z Æ ¡3m. On the left of the pollen, small features with
low RI values can also be observed, whichmay correspond to the smaller structures observed
for example in the bright ﬁeld images of Fig. 4.17.
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Figure 4.23: x¡y sections of the pollen grain at (a) z Æ 8m, (b) z Æ 4m, (c) z Æ 0m, (d) z Æ
¡3m. The scales are given in relative refractive index in regards to the immersion medium
(glycerol, n Æ 1.473), and scale bars are 5m.
4.6 Discussion and perspectives
While themeasurements presented in section 4.5 demonstrate a sectioning capability result-
ing from the tomographic reconstruction, the resolution is hindered essentially by the limited
excitationNA, as predicted in the simulations of subsection 4.4.3. The x¡z section presented
in Fig. 4.22(a) possesses the same triangular lines artefacts as in Fig. 4.15(b), resulting from
the unknown spatial frequencies in the so-called missing cone. The excitation MO has been
chosen as a 20£ in these preliminarymeasurements in order to ease the experimental proce-
dure bymaking it possible to use standardmicroscopic preparationsmounted on glass slides.
The resolution of the reconstructions could therefore be greatly enhanced by increasing the
excitation NA, although this wouldmake necessary to employ non-standard preparations, to
accommodate the short working distances.
Furthermore, the fact of increasing theNA of the excitationwould dramatically improve the
efﬁciency of measurement. The present conﬁguration, composed of an excitation of NA Æ
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0.4 and a detector resolution of 1024£1024, corresponds indeed approximately to an angular
sampling of¢®Æ 0.045±, which is uselessly too ﬁne. It was indeed shown that the resolution is
more sensitive to the angular coverage than to the angular sampling, so that this ﬁne angular
resolution is not required for such a numerical aperture. Increasing the excitation NA would
thus enlarge the angular coverage while reducing the angular sampling, thusmaintaining the
size of the data set constant while dramatically improving the ﬁnal resolution in the optical
axis direction. Obtaining a better z resolution would also bring the reconstruction to a more
isotropic resolution, thus greatly improving the results.
In the measurements above, pollen grains were employed as a specimen because of their
ease of manipulation, although they are far from ideal for tomographic reconstruction. Veg-
etable cells possess strongly diffractive elements such as the cell wall, which are complicated
to reconstruct due to their strong refractive index gradient. These specimens typically also
break the hypothesis of weak scattering of the FDT, so that even a ﬁner model for inversion
may not improve substantially the reconstruction accuracy.
In the present proof of principle, we limited our acquisition and reconstruction procedures
to a simple data arrangementmethod, in order to enable theuse of standard algorithmsbased
on the FST, which considers plane waves for excitation. This approach can typically lead to
problems in the reconstruction by requiring large interpolation procedures, which depend
on the matching conditions between the object pixel size ¢x in the acquired image and the
scanning step ¢xp . Typically, in cases for which ¢xp ÆC ·¢x, C ÝN, the scanning step does
not ensure that the same positions of the specimen are sampled during scanning. While we
avoided interpolation in our measurement bymatching the scanning step to the sampling of
the detector, it requires a highly precise PZT for the scan, which increases the complexity of
themeasurement setup. Furthermore, a mismatch between¢x and¢xp can lead to errors in
the reconstruction, which may lead to a loss in resolution.
These issues emanating from the data arrangement methodology could be greatly simpli-
ﬁed if a more general formalism for inversion could be employed, typically by incorporat-
ing directly in the inversion model the spherical wave excitation. In the case of the FST, this
would require to reformulate the deﬁnition of the projection in Eq. (4.3), in order to take into
account the convergent/divergent ray geometry. Furthermore, the proposed scanning strat-
egy also induces a coupling between the angular information and the position, which must
be compensated. Similarly, in order to enable the use of diffraction tomography algorithm
to this approach, it would be necessary to incorporate the spherical waves in the inversion
of the FDT, which would require to change the function employed for u0(r ) in the Born ap-
proximation expressed in Eq. (C.16). The quadratic terms introduced in this fashion however
imply that the Fourier relation between the object and the scattered ﬁeld cannot be derived
directly anymore, so that the FDT does not hold in a straightforward way for spherical waves.
Similarly, the Rytov approximation also requires the hypothesis of a plane wave in order to
enable the linearisation of the phase term of u0, as shown in Eq. (C.34).
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In our present experimental protocol, we also limited our scanning geometry to a line, in
order to enable reconstruction through separability and thus retrieve the 3D volume from
the 2D reconstruction of sections, implying that we neglected the angular distribution in one
direction of the spherical wave of excitation. More reﬁned scanning trajectories, based in this
case on fully three-dimensional inversion methods, may increase the reconstruction quality,
by typically suppressing the directional artefacts whichwere identiﬁed in Fig. 4.23. While this
type of scanning could be performed through the arrangement protocol employed in here,
this approach would again greatly beneﬁt from a more general framework, in which the illu-
mination pattern is taken into account in the inversion procedure.
The scanning approach could also be improved in a technological point of view. At this
stage, we performed the linear scanning step by step with a PZT, leading to a rather long
acquisition time due to the mechanical stabilisation. Instead of steps, scanning based on
a constant speed coupled with camera triggering could dramatically decrease the acquisi-
tion duration. With the present conﬁguration and a standard camera frame rate of 20 frames
per second, an acquisition could be performed in typically 1 minute, while inducing a mo-
tion blur of less than 2 nm, i.e. approximately 2% of the optical resolution. Furthermore, this
approach would enable the use of standard moving stages mounted on microscopes, which
possess typically excellent performances when driven on speed settings, while dramatically
increasing the measurement range.
The proposedmethod presentsmainly the advantage of employing a scanningwhich is in a
geometry identical to standard planar biological preparations, classically mounted on slides.
Consequently, as the acquisition of the angular information is already based on a scanning in
the x¡y plane, it could lead to an easy approach for the tomography of large specimens, such
as wide ﬁelds of view of cell culture preparations. On the other hand, as it relies on a ﬁxed il-
lumination pattern during scanning, the calibration procedures are made simpler compared
to other approaches, thus potentially easing the way to routinemeasurements. Furthermore,
it could enable an easier combination of deconvolution techniques with tomographic acqui-
sition, as the PSF stays in principle constant during the whole scanning, in order to further
improve the reconstruction resolution.
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. 5 Applications of DHM in neurobiology
We present in this chapter some applications of DHM for observation of cellular cultures in
vitro. As previously mentioned in this manuscript, DHM can be seen as a phase imaging
technique, which is well suited in transmission for probing nearly transparent objects such
as cellular structures. Furthermore, the quantitative nature of the retrieved signal, which de-
pends on the cell height and its intracellular concentration, can be employed as an indicator
of cell regulation capabilities, as it will be detailed in this chapter.
The DHM approach presents various very speciﬁc features which makes it suited for cellu-
lar observation applications. Typically, the one-shot capability of off-axis holography enables
monitoring rapid phenomena, as the acquisition speed is only limited by the frame rate of the
digital detector. Furthermore, thanks to the very low light power employed, cells can be ob-
served at high rates for long times without risking any photo-damage problems. Acquisition
can typically be performedwith shutter times in the hundreds ofmicroseconds rangewith an
optical power as low as 1mW. These features distinguish DHM technology from for example
ﬂuorescencemethods, as frame rate, photo-damage andbleaching are common issues in this
case. Finally, since DHM relies on intracellular refractive index changes to generate the im-
age, it can be seen as an intrinsic contrast method, where no labelling is required for imaging
the sample.
The applications presented in this thesis are based on cellular observation in the context
of neuroscience, where co-cultures (neurons and glial cells) are monitored through time. It
has beendemonstrated that the quantitative phase signalmeasured on cells can be employed
to derive various biologically relevant quantities, such as dry mass, or haemoglobin content
in the context of red blood cells. In the case of neurons, cells have some speciﬁc features
which make the study with DHM rather speciﬁc in terms of interpretation. As discussed in
the introduction below, they are polarised cells, so that they possess the ability ofmodulating
the ionic currents through their cellular membrane. Quantitative phase measurements can
therefore be linked in this context with ionic movements, a key parameter driving neuronal
activity.
171
Chapter 5. Applications of DHM in neurobiology
In this chapter, we thus ﬁrst provide in section 5.1 an introduction on cellular neurobiolo-
gy, in order to deﬁne the context in which the measurements are performed, and to provide
the tools for interpreting the results. We also brieﬂy discuss the motivation leading to the re-
searchprojects of this chapter in section 5.2 and thendescribe ourmethods and experimental
protocols in section 5.3. We then present the ﬁrst research topic in section 5.4, where DHM
is employed to detect cell death at early stage, and provide in a second stage some elements
linking cell death detection with ionic homeostasis. We then develop in sections 5.5–5.7 the
second research topic, where DHM is related to intracellular ionic concentrations through
comparison with ﬂuorescent ionic indicators. The analysis is performed ﬁrstly by comparing
temporally simultaneously recorded signals (cf. section 5.5). The origins of the phase signal
are then decomposed through pharmacological tool in section 5.6. Finally, quantitative com-
parisons between phase and calibrated ﬂuorescent signals are performed in section 5.7. As it
can already be seen at this stage, the two approaches are closely related in terms of cellular
ionic homeostasis. Finally, the various results obtained in this chapter are discussed along
with perspectives in section 5.8.
The material presented in this chapter was partly adapted from various publications. The
work on cell death was published in [Pav11b; Pav11a], and the work on intracellular ionic
concentration monitoring was published in [Pav10a; Pav10b].
5.1 Fundamentals of neuroscience
We present in this section some fundamental concepts of neuronal cell biology, in order to
provide the context enabling the interpretation of the results of this chapter. This introduc-
tion should however not been considered as a proper state of the art, since many aspects of
neuroscience are overlooked, as we limit our discussion to subjects directly related to the re-
search ﬁeld described in this chapter, consisting in neuronal processes at cellular level, and
focus our discussion to neurons of the central nervous system (CNS). This approach implies
that some descriptions may seem simplistic to specialists, as we do not consider for instance
directly molecular biology, even though many results, such as the classiﬁcation of neuronal
receptors, follows from results using thesemethods. For the same reasons, we do not provide
specialised references during this general discussion. Most of the material described in this
introduction can be found for instance in textbooks such as [Ham01] or [Pur08].
5.1.1 Morphology and cellular processes in neurons
Neuronal cells possess most of the organelles and functions of eukaryotic cells, where some
of their most distinguishable properties consist in the fact that they commonly do not divide
after their differentiation, and develop a network between cells. Their morphology is typical-
ly easily recognised by the presence of growths from their cell body—or soma, as shown in
Fig. 5.1. Several types of neurons exist in various part of the body, and in the CNS. Although
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these cells have different functions and morphologies, most of the general considerations
given here are valid for any neuron type.
During brain development, the growths emerge from differentiated cells, interconnecting
and creating the neuronal network. They can be divided in two main categories, which are
different at both structural and functional levels. On one side, dendrites have essentially a
receptive role, and aim at transmitting the information from the dendritic tree to the soma.
On the other hand, axons typically have a function of transmission from the cell body to the
neuronal network. A more detailed discussion of the neuronal connections and network is
provided in subsection 5.1.3.
One primary function of a cellular body is to maintain a physiological equilibrium (chemi-
cal, electrical, volume)—commonlydeﬁnedashomeostasis—between the intracellularbody
and the external medium, delimited by the lipid bilayer composing the cell membrane. In
particular, an equilibrium is maintained for ions in solution, which can generate strong con-
centration gradients, as shown in Table 5.1 for the most common ions in physiological solu-
tions. These gradients imply that there is, at physiological equilibrium, an electrical differ-
ence of potential through the membrane which is deﬁned as Vm ÆVi ¡Ve , where the indices
i ,e respectively denote for the intracellular and extracellular electrical potentials. The mem-
brane potential (MP) is induced by the ionic concentration gradients. For example, the most
common negatively charged elements in cells consist in organic molecules. In the case of
neurons, the overall MP in equilibrium conditions, also denoted as the resting potential, can
be determined to be approximatelyVm Æ¡60mV, although this value can vary between neu-
ron types.
(oligodendrocytes)
Figure 5.1: Typical morphology of a neuronal cell. (Adapted from [Vil11])
One main characteristic of neurons is that their MP varies greatly depending on their exci-
tation state, so that they are classically denoted as polarised cells. The MP can thus change
from typically ¡90mV in a hyperpolarised state to Å30mV in a depolarised state. The ability
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to adapt their MP implies that neurons possess mechanisms to change the intracellular ionic
concentrations,which shoulddependonphysiological parameters to enable ionichomeosta-
sis. The main pathways for ionic ﬂuxes and regulation capabilities are presented in subsec-
tion 5.1.2.
Ion Concentration [mM]
Intracellular Extracellular
KÅ 140 3
NaÅ 7 140
Cl¡ 7 140
Ca2Å 10¡4 1.5
Table 5.1: Typical intracellular and extracellular ionic concentrations for neuron cells.
In the context of ionic regulation, it isworth todetail the case of calcium,which is rather par-
ticular. As it can be seen in Table 5.1, intracellular Ca2Å concentration (
£
Ca2Å
¤
) is extremely
low compared to other ions. This is essentially due to the fact that part of the intracellular cal-
cium is not contained as solute in the cytosol (commonly called “free calcium”), but is stored
in various organelles, such as endoplasmic reticulumormitochondria. These organelles pro-
vide a second regulation way for free
£
Ca2Å
¤
, through Ca2Å uptake in those so-called calcium
compartments.
Finally, the external environment encompassing neurons is composed of various cellular
types, commonly referred to as glial cells. The functions of these cells and their interaction
withneuronshas beena subject of increasing interest in recent research. Fundamentally, glial
cells have as a primary function to regulate the environment inwhich neurons are contained,
which consists for example in controlling the energetic exchange with blood vessels through
astrocytes cells, or isolating axons fromtheexternalmedium in theCNS througholigodendro-
cytes cells. Of particular interest in the context of this chapter are astrocytes; their functions
are multiple and still under study, but one of their tasks is to regulate the external concentra-
tion of neurotransmitters, as detailed in subsection 5.1.3.
5.1.2 Neuronal dynamics
In order to enable the ability of modulating their MP, neuron cells require to have ways to
change their intracellular ionic concentration. As the lipid bilayer is essentially imperme-
able to solutes, due to the hydrophobic part inside the cellmembrane, ionic transmembranar
movements must be made possible through speciﬁc sites on the membrane. These move-
ments can occur through passive pathways, called channels, and active ones, such as pumps
and co-transporters, as detailed below.
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Ionic ﬂuxes
Ionic channels consist in an ensemble of protein subunits situated through the whole cellu-
lar membrane, providing pathways for ionic transfer, as depicted schematically in Fig. 5.2(a–
b), where its two states (closed and opened) are respectively represented. Channels have in-
deed the property of expressing a variable ionic permeability depending on external factors.
Without entering into details of their chemical composition, they are essentially composed
of hydrophobic and hydrophilic regions, enabling them to be chemically stable within the
membrane. Furthermore, their complex three-dimensional conformationmake them classi-
cally permeable to speciﬁc ions through complex electric charges distribution. An example
is schematically provided in Fig. 5.2(c), for the case of the NMDA receptor, consisting in a
ligand-gated channel. The change of state happens in a passive way by a variation in the
environment, which can be of different nature depending of the channel type, such as an
electrical, chemical, or mechanical variation.
Na
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+ Na
+
K
+
K
+
K
+
V   = - 60 mVm 
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Extracellular
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Na
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Figure 5.2: Schematic representation of a transmembranar voltage-gated channel in its (a)
closed and (b) opened state and (c) 3D representation of a ligand-gated channel, for the par-
ticular case of the NMDA receptor. The conformation of sub-units can make the channel
speciﬁcally permeable to some cations.
Channels dependent on electrical changes—usually called voltage-gated channels—are
typically controlled throughMP variations. Therefore, since the state of the channel depends
on the MP, and as channels are usually permeable to speciﬁc ions, it implies that the con-
ductance for a given ion will depend on the global ionic concentrations across the cellular
membrane.
On the other hand, chemically stimulated channels—or ligand-gated channels—are ac-
tivated through the bonding of a molecule. They are typically receptive to neurotransmit-
ters, which aremolecules of various nature, secreted by neurons for chemical transmission of
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information and excitatory/inhibitory purposes. Typical neurotransmitters are for example
acetylcholine, °-aminobutyric acid (GABA) or glutamate, which is discussed in more details
in subsection 5.1.4. Ligand-gated channels are commonly deﬁned by the name of amolecule
which speciﬁcally activates them, and deﬁned as an agonist. Most neurotransmitters are typ-
ically non-speciﬁc agonists, as they can usually activate various types of receptors. On the
other hand, one deﬁnes an antagonist as amolecule bondingwith a receptor without activat-
ing it, and thus blocking the effect of agonist molecules.
One should note that channels can be considered as passive elements, as most of them are
opened through external physical factors such as chemical bonding or voltage changes. Ionic
ﬂuxes are then driven through passive diffusion, and thus tend only to establish a physical
equilibrium state between the two sides of the cellular membrane. Consequently, according
to Table 5.1, channels only allow for entrance of KÅ, and exit ofNaÅ, Cl¡ and Ca2Å.
Apart from the purely physical causes for opening channels, cells possess also regulation
capabilities. In particular, somemolecules can typically inactivate or desensitise channels, so
that their state would remain closed although the thresholdMPhas been reached for voltage-
gated one, or although the bonding with an agonist occurred for a ligand-gated one.
In order to counter the diffusionmechanisms, cells require alsoways to transfer ions across
their membrane against ionic concentrations. These ways are denoted as active, as they re-
quire energy, and their ionic conductivity is typically lower than the one of channels. Typical
active pathways imply for example ATP hydrolyse to provide the energy necessary for mov-
ing ions across the membrane against the diffusion direction (ATPases). Another pathway
consists in employing the concentration gradient of an ion to provide the energy for trans-
porting a second ion against its diffusion direction. For example, employing the energy re-
leased through entrance of sodium is employed by the so-calledNaÅ/Ca2Å co-transporter to
evacuate intracellular calcium. ATPases and transporters require an activation, which is typ-
ically triggered by secondarymessengers such as intracellularCa2Å or proteins. The complex
molecularmechanisms involved in this type of indirect activation is however out of the scope
of this introduction.
Action potentials
An action potential is a rapid and transient change in the membrane potential of a neuron,
and corresponds to an excited state of the cell, for which the various stages are shown in
Fig. 5.3. The action potential usually results from an external stimulation, which induces
an initial membrane depolarisation. This then turns into a strong depolarisation of the cell
through cascade events, which is followed by a repolarisation, aiming at returning gradually
to the resting state.
The strong membrane depolarisation results from the opening of voltage-gated channels,
under a small initial MP variation. These channels can typically be permeable either to NaÅ
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Figure 5.3: Typical membrane potential dynamics during an action potential.
or Ca2Å ions. Their entry in the intracellular content increase the depolarisation, which in
turn favours the opening of channels, thus inducing a chain reaction which generates the
action potential. This phenomenon is then gradually stopped by regulation capabilities of
the cell, through inactivation of the voltage-gated channels, and opening of KÅ channels,
which ensure the exit of cations to repolarise the membrane, and gradually retrieve an equi-
librium. The respective ionic concentrations can then be regulated through ATPases and co-
transporters, as discussed previously. This regulation process usually involves an oscillato-
ry behaviour leading to hyperpolarisation around the resting potential, as the equilibrium is
gradually reached.
The chain reaction of channel opening through initial depolarisation enables also the prop-
agation of the action potential along dendrites and axons, through gradual depolarisation
along themembrane on long distances. Depending on the action potential type, a typical at-
tenuation is present during propagation, along with a temporal spread of the depolarisation
peak.
An action potential is thus stimulated by an initial depolarisation, which can be induced
in various ways. The most usual case is based on action potentials transmitted from other
neurons, which is then propagated to other cells through neuronal connections, as detailed
in subsection 5.1.3. More particular cases worth mentioning are oscillating neurons which
generate action potentials at periodic intervals without external stimulation, or sensory neu-
rons, which emit action potentials under external stimulation, such as the detection of spe-
ciﬁc chemicals (olfactory system), or mechanical strain (sensation or auditory system). Ex-
perimentally, an action potential can typically be induced through patch clamp, thus directly
enablingMP electrical driving, or the perfusion of speciﬁc substances such as neurotransmit-
ters, as detailed in subsection 5.1.4.
5.1.3 Neuronal network
One of the main ability of neurons is to create networks through their dendrites and axons.
The network is constructed by connections between cells, which are based on so-called
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synaptic connections. A synapse is basically a narrow space between two cell membranes,
wherea veryhighconcentrationof receptors enables the transmissionof information through
chemical means, as shown schematically in Fig. 5.4. The space between the twomembranes,
of classically tens of nanometres, is usually called the synaptic cleft, in which a very high con-
centration of neurotransmitter can be found. The synapse can be divided in a pre-synaptic
zone (the emitter) and a post-synaptic zone (the receptor) betweenwhich the chemical inter-
action between neurotransmitters molecules and receptors can occur. Synaptic connections
are typically made by axons, the transmitting part of the neuron, to dendrites, the receptive
part. One should note however that other types of connections exist, such as axon-soma or
axon-axon synapses, depending on the function of the connection.
Pre-synaptic zone
Post-synaptic 
zone
Synaptic
cleft
Receptors
Opened 
receptor
Neurotransmitter
Axon
Dendrite
Vesicle
Microtubule
Figure 5.4: Schematic of a synaptic connection, showing the neurotransmitter release in the
synaptic cleft through vesicle exocytosis, then activating receptors on the post-synaptic zone.
Synaptic transmission
Themain function of synaptic connections is thus to transmit and regulate action potentials,
which are transferred from the pre-synaptic region by local secretion of neurotransmitters to
the post-synaptic region through detection of the neurotransmitter by receptors. The synap-
tic transmission, based on a chemical means, is therefore classically slower than the propa-
gation of the action potential through dendrites or axons, where the propagation is based on
ionic movements and consequent MP changes, and implies a delay in the transmission.
Thebasic transmissiondynamicsof theactionpotential at synaptic level (cf. Fig. 5.4) implies
(i) the propagation of the action potential to the axon termination, (ii) the secretion of neu-
rotransmitter molecules in the synaptic cleft from the pre-synaptic zone, typically through
exocytosis of vesicles, (iii) the bonding of the neurotransmitter to receptors situated at post-
synaptic level, locally changing the MP of the post-synaptic membrane and potentially trig-
gering a post-synaptic potential, either excitatory (EPSP), or inhibitory (IPSP), which propa-
gates to the soma, (iv) the repolarisation of the membrane and disposal of the released neu-
rotransmitter.
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The receptors at post-synaptic level are essentially of two classes, ionotropic and metabo-
tropic. The ionotropic receptors consist in ligand-gated channels, which are activated by the
bonding of the neurotransmitter, leading to membrane depolarisation at post-synaptic level
through ionic ﬂuxes. This mechanism is the primary effect which initiates the post-synaptic
potential, again through opening of voltage-gated channels passed a certain MP threshold,
where it will then again propagate along the post-synaptic dendrites.
Metabotropic receptors have a more complex functioning principle, which involves sec-
ondary messengers after ligand bonding. Globally, the main difference compared to iono-
tropic receptors is their temporal behaviour, which is much slower. While ionotropic recep-
tors are opening in a matter of milliseconds, and are then very rapidly inactivated, metab-
otropic receptors can stay opened for seconds to minutes, and thus have far longer effects.
One should note ﬁnally that the pre-synaptic region also contains a high concentration of re-
ceptors, which can servemainly for regulation. The activation of these pre-synaptic receptors
can typically lead to the inhibition of the secretion of neurotransmitters some time after an
action potential occurred.
Quite rapidly after the generation of the post-synaptic potential, the neurotransmitter re-
quires to be removed from the synaptic cleft, in order to avoid toxic effects induced by a too
strong stimulation. In the caseof glutamate, this is typicallyperformedbyastrocytes, a certain
type of glial cells, which rapidly absorb the neurotransmitter and synthesise it to glutamine,
which is thencommonly transferredback toneurons,where it is processedagain to glutamate
for further use.
The initiation of an action potential to a neuron soma is thus based on the accumulation of
transmitted post-synaptic potentials at dendritic level, which can potentially reach the trig-
gering membrane potential at soma level to initiate the action potential on the neuron. One
should note however that this cumulative effect depends on various parameters. Typically,
synaptic transmissions can be composed of EPSP and IPSP, which are then summed on all
the dendritic tree. Furthermore, the cell itself can also be inhibited by internal means, such
as temporary inactivation of voltage-gated channels. All those phenomena will determine
globally the cellular state for a neuron type at a given time, and inﬂuence the possible trigger-
ing of an action potential.
5.1.4 Effect of neurotransmitters: case of glutamate
Glutamate is one of the major neurotransmitters in the CNS. We focus more speciﬁcally in
this subsection on the effect of this substance, as it is the main stimulation mean employed
for exciting neurons during experimental observation presented in this chapter. As described
brieﬂy in the paragraphs above, the effect of a neurotransmitter is expressed by the receptors
with which it bonds. In the case of glutamate, results of molecular biology made possible to
classify receptors in subtypes, depending on the expression of subunits composed of various
proteins which inﬂuence their functional behaviour.
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Glutamatergic ionotropic receptors can be divided in two main types, depending on their
sensitivity to the NMDA agonist. Then, in non-NMDA receptors, a separation is classically
done between AMPA and Kainate receptors, which possess different behaviours. The main
characteristics of those receptors are summarised in Table 5.2, along with classical antag-
onists and inhibitors. The list of substances presented is far from exhaustive, but tends to
present all the drugs employed during the experiments presented in this chapter.
Type NMDA AMPA Kainate
Agonists Glutamate
NMDA, [Glycine] AMPA Kainate
Antagonist MK-801 DNQX
Ionic permeability Non-speciﬁc Cations Cations and partly
divalent cations
NaÅ, KÅ, Ca2Å,... NaÅ, KÅ, ... NaÅ, KÅ, Ca2Å,...
Table 5.2: Main classiﬁcation of glutamate receptors and substances employed in the experi-
ments as blockers.
NMDA receptors
NMDA receptors (NMDAr) enclose a wide class of subunits composition, which nevertheless
possess mostly identical characteristics. Those receptors are essentially ligand-gated iono-
tropic channels, sensitive in a non-selective way to glutamate, but are very particular in var-
ious aspects. The ﬁrst one would be the presence of two ligand sites, with only one of them
sensitive to glutamate (Glu site), while theother is typically triggeredby thebondingof glycine
(Gly site), another neurotransmitter (cf. Fig. 5.2(c)). Glycine typically potentiates theNMDAr,
greatly improving their conductance upon bonding of glutamate, and is thus considered as a
co-agonist. The second particularity is that the ionic permeability of NDMAr is greatly inﬂu-
enced by the presence of magnesium, which blocks the channel in physiological conditions
(resting membrane potential, standard ionic concentrations), so that they stay in a closed
state even when bonded to glutamate.
This implies that NMDAr, although being fundamentally ligand-gated, are in practise vol-
tage-gated, as a depolarisation of the membrane can suppress the inhibition induced by the
so-calledMg2Å block, and enable ionic ﬂuxes through the channel. When activated, the NM-
DA channels are essentially permeable to any cations without discrimination, univalent or
divalent.
On a functional aspect, NMDAr are usually activated with a certain delay, due to their volt-
age dependence. It is thus classically required that other receptors activated in order to ini-
tiate themembrane depolarisation and thus remove theMg2Å block before NMDAr can have
an inﬂuence on the ionic ﬂuxes. After activation, these receptors are mainly responsible for
the Ca2Å entry through the membrane, which is responsible for more complex phenomena
suchas cascade signalling, leading to an increaseof conductanceof other receptors, andpost-
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synaptic effects such as the density increase of AMPAr. NMDAr can typically be inhibited by
the channel blocker dizocilpine, also denoted as MK-801.
AMPA-Kainate receptors
AMPA and Kainate receptors are generally denoted as non-NMDA receptors (non-NMDAr),
and are classical ligand-gated channels, activated non-selectively by glutamate. AMPAr are
permeable tounivalent ions, and thus essentially contribute toNaÅ entranceunder glutamate
application. On the other hand, Kainate receptors conductance depends on the subunit con-
sidered. While some of them are essentially permeable to univalent ions such as NaÅ, some
others are also conductive for divalent ions and especially Ca2Å. These classes of receptors
are often generically denoted as non-NMDA, as their effect is often difﬁcult to separate in
pharmacological studies, and possess various common characteristics.
Non-NMDAr thus contribute to the initialmembrane depolarisation, which can potentially
activate indirectly NMDAr by bypassing theMg2Å block through MP changes. Their activity
is also enhanced through cascade signalling, as Ca2Å entering through NMDAr can then en-
hance their conductance to NaÅ, thus creating a chain reaction. Non-NMDAr can typically
be inhibited non-selectively by the antagonist DNQX.
Global effect of glutamate
As it can be seen from the discussion above, glutamate affects neurons through the activation
of various receptors so that its effect is thus primarily located on synapses, where the density
of receptors is far greater. It contributes in generating EPSP, potentially yielding neuronal ac-
tion potentials. It is also known that glutamate can have strong excitotoxic effects, essentially
by inducing high
£
Ca2Å
¤
, potentially leading to neuronal death (cf. subsection 5.4.1).
5.1.5 Phase signal in the context of neuronal cultures observation
In the context of cell observation, the quantitative phase signal corresponds to the relative
phase shift induced by the cell body compared to one induced by the external medium, and
thus relates to the integrated refractive index (RI) along the optical axis and the cell height,
according to Eq. (2.16). This equation can be further simpliﬁed, by considering the mean
refractive index along the optical axis. The phase value can thus be deﬁned as an optical path
difference (OPD) between the phase shift induced by the cell and the phase shift deﬁned on
a zone without specimen, giving
'i (x, y)¡'m(x, y)Æ¢'(x, y)Æ 2¼
¸
OPD(x, y)
Æ 2¼
¸
¡
ni (x, y)¡nm
¢
h(x, y),
(5.1)
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where n is the mean RI along z, the indices i ,m correspond respectively to the intracellular
body and to the perfusion medium, and h is the height of the cell at position (x, y) in the
ﬁeld of view. This implies that the phase signal can be considered as an indirect indicator
of volume, as changes in intracellular dilution also imply volume variations through osmotic
pressure.
In the context of neuronal cells, ionic ﬂuxes through the cellular membrane are of great
importance for neuron functions such as information transmission and regulation, as ion-
ic currents regulate the generation and propagation of post-synaptic and action potentials.
The opening of ionic channels can therefore be indirectlymonitored throughphasemeasure-
ments, as they induce strong ionic currents, whichwill imply both intracellular concentration
changes and consequent volume variations. The exact relation between phase and volume
is however usually complicated to derive, due to the multiplicity of mechanisms involved in
the generation of the phase shifts at specimen level.
It is worth mentioning at this point that various methods were proposed to resolve the am-
biguity in the expression of the phase, which canmake the interpretation of the signal some-
times difﬁcult, by decoupling the two variables, namely the RI ni and the cell height h(x, y).
One approach consists in using different perfusion solutions, for which the difference in re-
fractive index is well known. This leads to two measurements for the same cell body, thus
making possible to fully determine the system [Rap05]. Typically, it could be shown through
this method that volume changes are not isotropic in the case of cell cultures, i.e. volume
changes are less important along the optical axis direction than in the x ¡ y plane [Pav10a].
This approach has however the drawback of providing two measurements at different times,
so that phase variations can occur between the change of perfusion medium. Another tech-
nique consists in employing different wavelengths for measurement in a solution with a dye
enhancing the dispersion, so that the refractive index of the solution changes signiﬁcantly for
the two wavelengths [Rap08a]. This approach is very promising for rapid phase monitoring,
as it can potentially be performed during one acquisition, through spatial multiplexing of the
interference signals, in a similar way as demonstrated in the case of reﬂection conﬁguration
DHM [Küh07].
5.2 Context andmotivation
The work presented in this chapter has beenmotivated by preliminary works showing an ex-
cellent temporal correlation between intracellularCa2Å dynamicsmeasured through ﬂuores-
cence and quantitative phase [Mar03; Rap08b], where the two signal types had been mea-
sured on identical cell cultures in similar conditions, but with different experimental setups
at various times. Some temporal discrepancies could not be explained, leading to think that
experimental bias could be present, and showing the need for an arrangement where simul-
taneous measurements could be performed.
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On the other hand, some works demonstrated the possibility of measuring phase and ﬂu-
orescence signals in a common-path conﬁguration with the same detector [Par06], although
this was preventing simultaneous acquisition, because of the different exposure times re-
quired for the two signals. Furthermore, preliminary measurements performed with the set-
up of Fig. 2.16 demonstrated the possibility of measuring both signals with two dedicated
cameras, where the temporal delay between the twomeasurements was only due to the ﬂip-
ping time of the mirror determining on which camera the image was performed.
50 µm
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0
400°
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Figure 5.5: Simultaneous measurement of (a) ﬂuorescent signal of the Ca2Å indicator Fluo-4
during a glutamate-induced action potential and (b) the corresponding phase image.
The recent availability of a ﬂuorescence module developed by Lyncée Tec for the transmis-
sion DHMT1000 opened the possibility of systematic biological measurements thanks to the
simultaneity of measurements through spectral selections of the various signals (cf. subsec-
tion 2.4.3), on awell-characterised setupwhichdoes not present the drawbacks of a lab-made
setup which reproducibility of measurements is sometimes difﬁcult to ensure. Some results
obtained with this implementation are shown in Fig. 5.5, with the ﬂuorescent image mea-
sured on neuron cells with the Fluo-4
£
Ca2Å
¤
indicator during a stimulation through perfu-
sion of glutamate (cf. Fig. 5.5(a)), and the corresponding phase image (cf. Fig. 5.5(b)), where
the quantitative scale is provided. The measurements were acquired with a 10£ (NA Æ 0.3)
MO [Pav10a].
The preliminary results obtained in this fashion demonstrated a striking simultaneity be-
tween calcium bursts measured with ﬂuorescence and quantitative phasemeasured on glut-
amate-stimulated neurons, as it can be identiﬁed in Fig. 5.6, where the calcium increase in-
duced by the action potential is correlated with a decrease in phase.
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Figure 5.6: Quantitative phase andFluo-4ﬂuorescencemonitoredonaneuronal somaduring
stimulation with glutamate, where the temporal correlation between the two signals can be
identiﬁed.
Although the temporal similarities are important in the results shown in Fig. 5.6, a conclu-
sive interpretation of the biological relations of the phase signal and
£
Ca2Å
¤
concentration is
difﬁcult, as no direct correspondence between the slower phase signal shape and the rapid
calcium burst could be deduced. The need for other indicators was thus identiﬁed; howev-
er, one of the main issue with most of ﬂuorescent indicators is their absorption band in the
UV range, making usually difﬁcult to provide a satisfactory excitation with standard optics.
Furthermore, passing from ionic imaging to quantitative data is experimentally not trivial,
as it requires calibrations and evenness of excitation. A new ﬂuorescent excitation module
was thus designed and characterised speciﬁcally to satisfy those requirements, leading to the
results presented in sections 5.5–5.7.
On the other hand, previous studies of neuronal dynamics withDHMmethods showed that
the signals measured on cell body could be divided in several kinds, depending on the cellu-
lar state after stimulation [Jou11]. In particular, certain types of phase responses seemed to
be typical for cells undergoing death mechanisms triggering [Mar03]. An interest thus rose
to demonstrate the possibility of detecting cell death with DHM by comparing it with known
methods for cell viability assessment. These considerations led to the work presented in sec-
tion 5.4.
184
5.3. Materials andmethods
5.3 Materials andmethods
5.3.1 Experimental procedure
Culture preparation
The studies are performed on primary cultures of mouse cortical neurons, obtained accord-
ing to the method described by Brewer et al. [Bre93], brieﬂy described here. Cortices are
removed under a dissecting microscope from brains and collected in a small Petri dish in
PBS-glucose. Single-cell suspension is obtained by gentle pummelling with a ﬁre-polished
Pasteur pipette in Neurobasal medium supplemented with B27 and GlutaMAX (Invitrogen).
Cells are then plated at an average density of 15000 cells/cm2 in supplemented Neurobasal
medium on poly-ornithine coated glass coverslips. After 3-4 hours, coverslips are transferred
to dishes containing glial cell monolayers in supplemented Neurobasal medium. Neurons
are maintained at 37 ±C in a humidiﬁed atmosphere of 95% air / 5% CO2 and are used after
21-35 days in vitro.
Perfusion chambers and washingmethods
For observation under the microscope, slides with cell cultures are placed in a perfusion
chamber, and immersed in a HEPES-buffered physiological perfusion medium containing
(in mM): NaCl 140, KCl 3, CaCl2 3, MgCl2 2, Glucose 5, HEPES 10, adjusted to a pH of 7.3
with NaOH, according to concentrations proposed by Tao et al. [Tao00]. All experiments are
performed at room temperature.
Depending on the type of experiment, the employed perfusion chamber is “opened”, as
shown in Fig. 5.7(a), where the cover slip is maintained between two metal pieces with vac-
uum grease to ensure waterproofness, while the immersion liquid is maintained on top of
it. When using this chamber, the change of perfusion medium is performed by employing a
micropipette. In order to guarantee a stable phase signal free of perturbation induced by liq-
uid movements, a tube is immersed in the liquid, thus providing a stable air-liquid interface
deﬁned by the glass window.
On the other hand, a “closed” chamber is also employed when frequent changes of the per-
fusion medium are required, as shown in Fig. 5.7(b). In this case, a plastic piece ensures a
constant spacing between the slide and a window glass, thus containing the cell culture in a
closed environment. The perfusion is sent in the chamber through tubes, so that themedium
change can be performed with an automatic valve (Kloehn), with the shape of the chamber
ensuring a rapid washout of the medium.
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Figure 5.7: Perfusion chambers (a) opened chamber, where the perfusion medium is static,
with a window glass ensuring a stable medium-air interface, and (b) closed chamber, where
a ﬂow is used to change the perfusion solution.
5.3.2 Colour and ﬂuorescent dyes procedures
Trypan blue assay
Trypan blue is a dye employed for cell viability assessment. It relies on themembrane perme-
ability change upon cell death, and bonds essentially to the nucleus. This implies that, after
immersion of the culture in a dye solution and subsequent wash, nuclei of non-viable cells
can be identiﬁed in blue.
The trypan blue dye (0.4% reagent, diluted (10£) in water with 0.85% NaCl (Lonza)) is typi-
cally used during the experiments presented in section 5.4. The reagent is directly diluted in
the perfusion medium at a proportion 1:10. No speciﬁc procedures are performed to com-
pensate for the osmolarity change due to the dilution.
Cells are typically immersed during 3 minutes in the trypan blue dilution before washing
out the reagent with standard perfusionmedium. This low concentration and short exposure
time is chosen in order to avoid staining healthy cells, as a too long exposure to trypan blue
can lead to cytotoxic effects and false positives through viable cells staining [Hud80; Jon85].
Measurements are performed with the setup described in subsection 2.16, where holograms
and colour images acquisitions are performed with separated cameras.
Fluorescent dye observation
Fluorescence is detected with the setup presented in subsection 2.4.3, which consists for the
ﬂuorescence of a standard wide ﬁeld epiﬂuorescence system. The ﬂuorescent excitation is
sent to the specimenwith a dichroicmirror (cutting wavelength at 506 nm) with a large spec-
tral bandwidth, enabling its use also with UV light. The collected signal is then ﬁltered with
a long-pass emission ﬁlter (500¡750 nm), and detected with an EMCCD camera. The spec-
tral properties of the systemmake the measurement at various colours possible without any
mechanical movements, and is thus used for all ﬂuorescent measurements presented in this
chapter.
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Propidium iodide assay
Propidium iodide (PI) is a ﬂuorescent indicator (¸exc Æ 530 nm, ¸em Æ 630 nm) which bonds
with DNA. It is thus employed for cell viability assessment, as a ﬂuorescence signal implies a
loss of membrane integrity through dye insertion. The detection can be made by detecting
light emitted fromnuclei on a dark background and thus do not require awash of the reagent.
PI solution inwater (1mg/ml, BioChemika (Fluka)) is employed for cell viability assessment,
performed in situ during experiments. The dye is thus diluted in the perfusion medium at
a concentration of 5g/ml, and let in the medium during the whole experiment, enabling
detection of gradual loss of membrane integrity.
The dye is excited at¸exc Æ 490 nm, by using the same dichroicmirror as other experiments,
with its emission detected in the 500¡750 nm range, with an exposure time of 300ms.
Calcium imaging with Fura-2
Fura-2 is a ratiometricCa2Å indicator dye (¸exc Æ 340¡380 nm, ¸em Æ 510 nm) which absorp-
tion band varies upon bonding with calcium (cf. subsection 2.3.3).
Fura-2-AM salt (Invitrogen) is diluted at 2mM in DMSO to prepare stock. For cell loading,
stock is diluted at 4M in 1ml of perfusionmediumwith 1% BSA to improve solubility of the
dye. Cells are immersed in the loading solutionand incubatedat37 ±C for30min. The loading
solution is thenwashed 2–3 timeswith perfusionmedium, and cells are then incubated again
for 15min to ensure complete deesteriﬁcation of the dye before measurement.
The dye is excited at ¸exc,1 Æ 340 nm and ¸exc,2 Æ 380 nm, with the ﬂuorescence detected
in the 500¡750 nm range, with an exposure time of 500ms. The ﬂuorescence ratio is then
calculated as described in subsection 5.3.3.
Calcium imaging with Fluo-4
Fluo-4 is a single-wavelength Ca2Å indicator dye (¸exc Æ 494 nm, ¸em Æ 515 nm) which ab-
sorption efﬁciency varies upon bonding with calcium (cf. subsection 2.3.3).
Fluo-4-AM salt (Invitrogen) is diluted at 2mM in DMSO to prepare stock. For cell loading,
stock is diluted at 6M in 1ml of perfusionmediumwith 0.1% Pluronic to improve solubility
of the dye. Cells are immersed in the loading solution and incubated at 37 ±C for 20min. The
loading solution is then washed 2–3 times with perfusion medium, and cells are then incu-
bated again for 15min to ensure complete deesteriﬁcation of the dye before measurement.
The dye is excited at ¸exc Æ 490 nm, with the ﬂuorescence detected in the 500¡750 nm
range, with an exposure time of 300ms. The ﬂuorescence signal is then obtained according
to the procedure described in subsection 5.3.3.
187
Chapter 5. Applications of DHM in neurobiology
Sodium imaging with SBFI
Benzofuran isophthalate (SBFI) is a ratiometricNaÅ indicator dye (¸exc Æ 340¡380 nm,¸em Æ
540 nm) which absorption band varies upon bonding with sodium (cf. subsection 2.3.3).
SBFI-AM salt (Invitrogen) is diluted at 5mM in DMSO to prepare stock. For cell loading,
stock is diluted at 15M in 1ml of perfusionmediumwith 0.1% Pluronic to improve solubil-
ity of the dye. Cells are immersed in the loading solution and incubated at 37 ±C for 70min.
The loading solution is then washed 2–3 times with perfusionmedium, and cells are then in-
cubated again for 15min to ensure complete deesteriﬁcation of the dye beforemeasurement.
The dye is excited at ¸exc,1 Æ 340 nm and ¸exc,2 Æ 380 nm, with the ﬂuorescence detected
in the 500¡750 nm range, with an exposure time of 500ms. The ﬂuorescence ratio is then
calculated as described in subsection 5.3.3.
In the case of combined Fluo-4–SBFI measurements, cells are immersed for 60min in the
SBFI loading medium, time at which the Fluo-4 loading solution is added, for an incubation
of 30min in themixed solutions. Themixing implies that loading concentrations are smaller
than in standard protocols, which is partly compensated by the longer loading times.
Quantitative ﬂuorescence calibration
In order to retrieve quantitative values from ﬂuorescence measurements, an in situ calibra-
tion is performed at the end of the experiment, as described in subsection 2.3.3, to obtain the
values (Fmin,Fmax), or (Rmin,Rmax), respectively for single-wavelength or ratiometric indica-
tors. Calibration procedures are here performed for Ca2Å imaging exclusively. To reach the
minimum calcium levels, a perfusion solution free of calcium (no CaCl2 is inserted) is per-
fused with 8mM of EGTA, a Ca2Å chelator [ED94], suppressing the extracellular calcium and
inducing aCa2Å release from cells. After reaching stable ﬂuorescence levels, a solution free of
Ca2Å, with 8mM of EGTA and 5M of ionomycin, a Ca2Å ionophore [Erd00], is used to ease
the suppression of intracellular calcium. This perfusion is maintained until reaching stable
ﬂuorescence signals; one should note that this procedure can be time consuming, because of
Ca2Å compartments inside the cell making difﬁcult to reach a properminimum signal. Then,
to reach themaximum calcium levels, a perfusion solution containing 10mM of Ca2Å is then
used to saturate cells. In order to accelerate the intracellularCa2Å uptake, 5M of ionomycin
is added. Furthermore, it has been noted that depolarising cells in order to open voltage-
gated channels was dramatically accelerating the saturation by adding 80mM of KCl in the
perfusion medium.
5.3.3 Data extraction procedures
Phase extraction procedure
In the experiments of this chapter, holograms are acquired either with the setup shown in
Fig. 2.16, with the extraction of the quantitative phase performed with a dedicated Matlab®
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software, or with the setup shown in Fig. 2.17, with the phase recovery performed in this case
withKoalaTM software, providedwith LyncéeDHM®microscopes. State of the art reconstruc-
tionmethods are described in subsection 2.2.5. When necessary, digital focusing is employed
to compensate for potential specimen movements, thus ensuring a focused image through-
out the whole experiment. Depending on the type of experiment, holograms are typically
acquired from 0.1Hz to 4Hz. The phase is then unwrapped to suppress the phase ambiguity
with a 2D unwrapping method (cf. for example [Tak88; Su04]).
TheOPD induced by a cell body is then averaged on a constant region enclosed in the soma,
and extracted from the whole temporal data set, thus providing a phase signal curve for each
cell studied. When necessary, the cell body is tracked in the x ¡ y plane, to compensate for
specimenmovements during the experiment. The temporal phase signal is then ﬁltered with
a median ﬁlter to suppress aberrant values, so that phase values differing of more than 10±
than the median value on ﬁve samples are replaced by the average value on the ﬁve samples.
A baseline, measured on a portion of the ﬁeld of view without cells is then subtracted to the
phase signal. Finally, when appropriate, a temporal averaging is performed on curves, by
averaging typically on three samples to reduce noise.
Fluorescence extraction procedure
Fluorescence images are acquiredwith the setup shown in Fig. 2.17, and theMetaFluor® soft-
ware, with typical rates of 0.1Hz for resting cells, or 0.5Hz during stimulation. When neces-
sary, mechanical refocusing is performed between glutamate pulses to ensure consistency
of the ﬂuorescence intensity throughout the experiment. The ﬂuorescence values are then
extracted with the same program, by measuring the averaged intensity on a constant region
enclosed in the cell body. When necessary, the cell body is tracked in the x¡ y plane to com-
pensate for specimenmovements or mechanical relaxation during the experiment.
From the ﬂuorescence curves, a baseline measured on a region of the ﬁeld of view where
no cell is present is subtracted, to suppress the inﬂuence of parasitic reﬂection, stray light,
etc. The presented data is then processed to the ﬂuorescence ratio R in case of a ratiometric
ﬂuorophore (Fura-2 or SBFI), or a pseudo-ratioR 0 in the case of a single-wavelength indicator
(Fluo-4), deﬁned as (cf. subsection 2.3.3)
R Æ F¸1
F¸2
, R 0 Æ F
F0
, (5.2)
where F0 is the ﬂuorescence signal emitted by the cell at resting state.
In the case of simultaneousmeasurements between typically Fluo-4 and SBFI as presented
in the next sections, some cross-talk occurs between the two ﬂuorescence signals, so that a
compensation proceduremust be applied before processing the data, which is detailed in the
control experiments of subsection 5.5.
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Fusion of phase and ﬂuorescence signals
In order to merge the signals of phase and ﬂuorescence, a temporal synchronisation is nec-
essary to ensure the adequacy of measurements, as the systems are driven by different com-
puters, thus leading to an asynchronous acquisition. During the experiment, simultaneous
events are generated, so that temporal synchronisation can be performed during data pro-
cessing.
5.4 Early cell death detection
The detection of cell death and techniques for determining cell viability are of great impor-
tance in various ﬁelds, including studies of severity or progression of diseases, the efﬁcacy
of therapies, or drug safety evaluation. The effect of drugs can be indeed assessed in vitro
by testing them on standard cellular types with various concentrations, the amount of non-
viable cells being in this context one of the relevant indicators for drug toxicity. In the context
of neuroscience, studies on cell death are of primary importance, as cell regeneration in the
CNS does usually not occur. Neuronal cell death is thus a ﬁeld of key studies for the under-
standing of neurodegenerative diseases such as Parkinson’s or Alzheimer’s for instance.
As discussed brieﬂy in subsection 5.2, the use of DHM for cellular monitoring showed that
various temporal signals could be retrieved from experiments where cells were stimulated,
and that the type of phase signature seemed to be dependent on the cellular state at the end
of the experiment [Jou11]. In particular, strong and irreversible phase drops seemed to be
linkedwith a cellular death. Thepurpose of this section is thus to study systematically the link
between the phase signal characteristics and cell viability, to potentially to derive criteria for
detecting non-viable cells through the phase response. DHMmeasurement indeed provides
valuable features in this context, as a detectionperformed throughphase analysismay lead to
label-free detection. Furthermore, thanks to the low optical power required, its non-invasive
capability is particularly suited for toxicity assessment.
5.4.1 Cell death dynamics and classiﬁcation
Cellular death types
Cell death can proceed by several pathways which are characterised by a distinct set of tem-
poral, morphological, biochemical and genetic characteristics [Kry08; Dup09]. On a general
point of view, one typically differentiates cell death pathways consisting of a controlled break-
down of cellular functions, such as apoptosis or autophagy, and pathological ones such as
necrosis. The latter type indeed leads to a loss of membrane permeability, and consequent
release of the intracellular content into the extracellular matrix, which yields toxic exposure
for adjacent cells and inﬂammation of surrounding tissues [Wol04]. On the other hand, con-
trolled cell death avoids any release of intracellular content through recycling mechanisms
and are part of healthy processes [Kry08]; one of the most striking examples is the differenti-
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ation of ﬁngers in the embryo, based on the controlled death of tissues between ﬁngers from
the undeveloped hand [Jac97; Ric99].
Apoptosis is the most common cell death pathway occurring in the body, and have thus
been the subject of many studies in the past decades. It is characterised morphologically by
a cell shrinkage, membrane blebbing and a condensation of the nucleus. At a later stage,
the nucleus and the organelles are fragmented and the cell fragments in small compartments
commonly called apoptotic bodies, which can be processed by immune cells through phago-
cytosis [Dup09]. Other processes also lead to cell death, such as autophagy, which primari-
ly aims at controlling the quality and adequacy of intracellular content such as proteins, by
degrading organelles and compounds in so-called autophagosomes. However, in stress con-
ditions, autophagy can become a competing process to apoptosis, and leads to cell death
through the over-degradation of the intracellular content [Col10]. Finally, necrosis is charac-
terised by a cellular swelling leading to a spherical shape, denoting the breakdown of cellular
control and homeostasis. It is followed by a loss of membrane integrity, yielding the release
of the intracellular content in the external medium through lysis [Dup09].
The various cell death pathways are commonly concurrent processes, so that it is often dif-
ﬁcult to tag a certain event to be purely of one type. Inmany cases, it results from a combina-
tion of factors that leads ultimately to cell death. Furthermore, in vitro, cultures lack immune
functions enabling the proper disposal of cellular material, so that all cell death pathways
proceed to an end-stage called secondary necrosis, which sharesmany features with primary
necrosis, in particular the loss of cell membrane integrity and the subsequent release of the
cellular content into the surrounding extracellular medium [Kry08; Wol04].
Consequently, in vitro, assays usually differentiate between viable and non-viable cells by
assessingmembrane integrity thanks to inclusionand/or exclusiondyes. Most used inclusion
dyes are for example trypan blue, a colour dye staining the nucleus [Alt93; Str01], or propid-
ium iodide (PI), a ﬂuorescent indicator activated upon bonding with DNA [Lec02; Zam96].
These dyes require the membrane to be permeable to enter the cell body and must bond to
the nucleus in order to be visible, so that they enable detection of non-viable cells through
staining. For this reason, they are mainly employed for control before experiment or in ﬂow
cytometry [Lec02]. Another approach consists in detecting speciﬁc compounds in the extra-
cellular medium such as lactate deshydrogenase (LDH) [Kor83]. This method typically en-
ables detection of cell death processes in a culture, but without identifying cells individually.
These assays thus rely on late stages of cell death, i.e. loss of membrane integrity, which im-
plies that a rather long delay can occur between a drug exposure and the consequent cell
death. Furthermore, the use of extrinsic contrast agents usually requires several steps (wash-
ing, harvesting, solubilisation etc..) which take several hours for completion [Ban87], and the
potential toxicity of the detection dye must be taken into account [Hud80].
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Meaning of cell volume regulation
On the other hand, as mentioned before, speciﬁc morphological features accompany cell
death processes and are often used to deﬁne the different pathways [Kry08]. For example, the
loss of cell volume or cell shrinkage that occurs during apoptosis is a keymorphological char-
acteristic separating this physiological cell death process from an accidental one as necrosis,
characterised by an initial cell swelling. These morphological characteristics can indeed be
employed to detect cell death through automated detection of nucleus shape, for example.
However, minor variations in cell volume occur in accordance with the normal activity, and
cells have inherited volume regulatory mechanisms to compensate for these physiological
variations in order to maintain an appropriate balance of ions across their cell membrane
[Bor04].Within this framework, it has been recently showed that it is less the cell volume vari-
ations (shrinkage, swelling) which play a critical role in the activation/inactivation of the cell
death processes than the cell capability to successfully regulate its volume through the acti-
vation of various ionic pathways in order to return to a near normal cell size and to maintain
ionic homeostasis [Hof09; Che08]. Practically, if cell volume regulation (CVR) mechanisms
are inactivated or overridden, resulting in an uncontrollable change in cell volume with an
alteration of ionic homeostasis, cell death processes are activated.
Thepurposeof this section is therefore to employ thequantitativephasemeasurement as an
indicator for detecting cell death through criteria basedonCVR, as thephase canbe linked in-
directly with volume regulation through osmotic pressure and transmembranar watermove-
ments. We thus develop criteria based on the phase signal to discriminate between viable
and non-viable cells and compare the detection results with standard assessment procedures
such as trypan blue or PI.
Study on glutamate-induced neuronal cell death
We study in particular the effect of glutamate-mediated excitotoxicity on neuronal co-cul-
tures, which consists in an important form of neuronal death involved in many neurodegen-
erative and ischemicdiseases of theCNS, that triggers apoptosis or necrosis pathways [Ank95;
Yua03]. Glutamate-mediated excitotoxicity is characterised in particular by a neuronal swell-
ing resulting from transmembranar watermovements accompanying a strong increase of the
Ca2Å and NaÅ intracellular concentrations [Cho94]. It was shown that the glutamate excito-
toxicity is mainly induced by the strong Ca2Å inﬂux, and that preferred cell death pathways
depend on the calciumuptake ofmitochondria [Sto98], as the subsequent ATPdepletionmay
determine the favoured pathway [Zam97; Egu97]. Typically, it was shown that exposure to
strong concentrations of glutamate was leading to a ﬁrst wave of neuronal death through
necrosis, followed later by a second wave several hours after application through apoptosis
[Ank95].
192
5.4. Early cell death detection
5.4.2 Control experiments
Wepresent in this subsection control experimentswhichwere performed to ensure for exam-
ple the absence of toxicity of trypan blue to cells, or the detectability through the use of cell
viability assays. The experimental procedures are identical to the ones described in subsec-
tion 5.4.3.
Potential effects of trypan blue
Weﬁrst performedexperiments to assess any effect of the trypanblueon thephase signal, and
that the diluted dye is harmless to cells despite repeated applications, as it was shown that
long exposures to the reagent can lead to cytotoxic effects [Hud80; Jon85]. Practically, cells
were periodically immersed in the reagent medium during periods of 3 minutes, similarly to
the protocol employed in following experiments, and the DHM phase signal measured and
processed according to the description in subsection 5.3.3.
Figure 5.8: Control experiment to test for possible effects on the phase signal by periodic
reagent immersion, measured on several cell bodies.
The typical phase signal measured on four cell bodies is shown in Fig. 5.8 (curves represen-
tative of approximately n Æ 20 cells), while reagent has been periodically applied for 3 min-
utes periods separated by one hour interval. One can identify a small phase signal change
after the application of the reagent (typically at approximately t Æ 35 and t Æ 155min), which
corresponds to the consequence of a small osmotic shock, as the osmolarity of the perfusion
medium is slightly changed by the 1:10 dilution of trypan blue. These variations are however
within the range of physiological phase ﬂuctuations exhibited by “healthy” living neurons in
culture, and are gradually regulated as it can be identiﬁed by the slow recovery of the phase
signal after each application.
This experiment shows that repeated exposures to the inclusion dye do not stain healthy
cells even several hours after the ﬁrst application, as shown in Fig. 5.9(a), where cells having
been exposed to three trypan blue applications over a 155 minutes interval are presented.
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Figure 5.9: Images of the cells monitored in Fig. 5.8 at t Æ 155min, shown (a) in colour, where
cells are viable and not stained after repeated exposure to the exclusion dye, and (b) in phase.
The stained biologicalmaterial corresponds to small fragments originating fromdead cells in
the culture. This stresses that within the typical time range of the experiments presented in
this article, repeated applications of 3 minutes do not lead to a signiﬁcant cellular staining.
Furthermore, it shows that the phase signal is stable during typical experiments duration,
despite repeated immersion in trypan blue.
Rapidity of detection with trypan blue
The purpose of this paragraph is to determine the rapidity of detection of cell death when
employing trypan blue, in order to determine the typical experiment duration required to
avoid missing staining because of early interruption of the experiment (false negative). It
was indeed shown in various studies that the glutamate concentration inﬂuences the amount
of dead cells after exposure, but not the temporal behaviour of cellular mechanisms. Pro-
longed glutamate application (30min) with various glutamate concentrations (1M–3mM)
were typically not inducing new staining of trypan blue 3 hours after application [Ank95]. The
fact thatmost glutamate-induced cell deaths can be detectedwithin the ﬁrst 3 hours was also
corroborated at lower concentrations (10M) and for lower application durations, as stimu-
lations from 1min to 20min generate a constant death rate [Sch01].
We thus check that our experimental conditions are following this temporal course, by per-
forming an experiment with a strong glutamate application (100M, 10min), generally en-
suring cell death, while being in concentration and duration ranges making the results com-
parable with our standard experimental protocol. Typical phase images corresponding to
this experiment are shown in Fig. 5.10. The effect of glutamate characterised initially by a cell
swelling can be seen by comparing cells before glutamate application (which occurred at t Æ
195min) in Fig. 5.9(b) at t Æ 155min, and in Fig. 5.10(a) at t Æ 202min, seven minutes after
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glutamate application. Themorphological changes ongoing after the stimulation canbe seen
in Figs. 5.10(b–c), respectively at t Æ 217min and t Æ 383min.
(a) (b) (c)
Figure 5.10: Quantitative phase image of the cells corresponding to the control experiment
(100M, 10min), checking for no missed staining during a typical measurement duration.
Images are shown at (a) ¢t Æ 7min, (b) ¢t Æ 22min, and (c) ¢t Æ 188min after glutamate
application. Scale bar is 10m.
As in standard experiments, repeated dye immersion was performed approximately every
hour, showing that more than half of cells were stained after ¢t Æ 2h15, and more than 90%
were stained in blue after¢t Æ 3h30, out of 30 cells. Typical staining is shown for a part of the
ﬁeld of view in Fig. 5.11. Furthermore, all cells presented a pathological morphology charac-
terised typically by a cellular swelling and nucleus condensation. This temporal behaviour
is in well accordance with interruption approximately 4h30 after glutamate application, as
performed in the next experiments.
10 μm
Figure 5.11: Colour image of cells corresponding to the ones of Fig. 5.10 (100M, 10min),
where all nuclei are stained by the trypan blue reagent 3h30 after glutamate application.
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5.4.3 Experimental results
We then present the experiments of cell death detection through DHM, and results showing
the relation between cell death and ionic deregulation, coupled with phase signal monitor-
ing. All measurements involving comparison between trypan blue assay and phase signal
were performed on the multimodal setup shown in Fig. 2.16, where the phase images and
the colour images aremeasured on different cameras, by employing ﬂippingmirrors. Conse-
quently, no phase signal is measured during dye application. DHM illumination is generat-
ed with a laser diode (¸ Æ 680 nm), with the interference measured on a CCD camera (8-bit,
¢x Æ 6.45m). Colour images are acquired with a CMOS detector (8-bit, ¢x Æ 3.6m). The
measurements are performed with a 20£ (NA Æ 0.45) MO in air, at a frequency of typically
0.1Hz. Cell cultures are mounted in the opened chamber, and perfusion changes are per-
formed by washing the medium with a micropipette. In all the experiments of this section,
glycine (10M) is added to glutamate solutions to ensure activation of NMDA receptors.
All the measurements implying ﬂuorescence measurement such as propidium iodide or
ionic indicators are performed on the setup presented in Fig. 2.17. Ca2Å and NaÅ are mon-
itored respectively with Fluo-4 and SBFI indicators, according to the protocols described in
subsections 5.3.2–5.3.3. The images are collected with a 10£MO (NAÆ 0.2) in air.
Excitotoxicity experiments
We measured the effect of application of glutamate to cell cultures in several conditions, by
changing the application duration (60–120 seconds) and concentration (25¡100M). We
Figure 5.12: Time monitoring of the phase signal on several cells under a (50M, 90 s) gluta-
mate pulse.
present in Fig. 5.12 a typical experiment where a glutamate pulse (50M, 90 s) was applied to
the culture, with periodic application of trypanblue. The phase signals presented correspond
to the cells shown in Fig. 5.13(a). One can identify that among the four curves shown, three
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(cells 1–3) present a strongphase signal drop comprised between 40± and 80±, while the phase
signal of cell 4 recovers after a period of time of approximately 10 minutes. The ﬁnal cell
morphology is shown at t Æ 300min in Fig. 5.13(b).
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Figure 5.13: Image of cells corresponding to the experiment depicted on Fig. 5.12 when the
glutamate pulse occurred at t Æ 60min. Phase images at (a) t Æ 50min (before stimulation),
and (b) at t Æ 300min (after stimulation ), where cells 1-3, in contrast to viable cell 4, present
morphological changes such as round cell shape or nucleus condensation. Corresponding
colour images are shown at (c) t Æ 30min and (d) t Æ 290min, where cells 1–3 are clearly
stained by the reagent at t Æ 290min, contrarily to cell 4.
Bright ﬁeld colour images of the culture are presented in Figs. 5.13(c–d), respectively at t Æ
30min before the glutamate application and t Æ 290min, when non viable cells are identiﬁed
by the blue staining. The comparison between Fig. 5.13(c) and Fig. 5.13(d) shows that cells
1–3 are stained and present strongmorphological changes after glutamate application, while
cell 4 remains unstained with a stable unchanged morphology.
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In addition, cells 5–7 exhibit a faint staining (cf. Fig. 5.13(d)) while not producing any sig-
niﬁcant phase signal in Fig. 5.13(b) at t Æ 290min, which is very likely due to a large dilution
of the intracellular RI, which is consistent with the loss of cellularmorphology in colourmea-
surement. These three cells were typically stained very rapidly after glutamate exposure, and
lost all cellular morphological characteristics at the time of end of the experiment, while ex-
periencing an abrupt irreversible phase drop (È 100±) after glutamate application.
The results presented in Fig. 5.12 could be reproduced on several cultures with concentra-
tions ranging from 25M to 100M (n Æ 9 for a total of 71 cells), as shown for typical re-
sponses in Fig. 5.14, where slightly different parameters of stimulation were employed. In
Fig. 5.14(a), a glutamate pulse of 90 seconds (25M) produced reversible phase responses,
similar to the one of cell 4 in the previous experiment. The viability of cells could be con-
ﬁrmed with trypan blue up to 4 hours and 30 minutes after stimulation, time at which the
experiment was interrupted, with all cells being unstained and having a morphology simi-
lar to the one before the onset of the glutamate perfusion (n Æ 6). In Fig. 5.14(b), a pulse of
120 seconds (50M) produced irreversible phase drops of typically 40± to 60±. In a similar
way, cell death could be conﬁrmed by a positive staining approximately 3–4 hours after the
stimulation (¢t Æ 195min for cells 1 and 2, and ¢t Æ 255min for cell 3, n Æ 10).
(a) (b)
Figure 5.14: Various phase responses resulting from different glutamate applications includ-
ing (a) reversible responses under a (25M, 90 s) glutamate pulse, and (b) irreversible re-
sponses under a (50M, 120 s) glutamate pulse.
One can identify from the different experiments presented above twomain types of signals,
consisting either in a large irreversible phase drop or a reversible response characterised by a
phase recovery. These two types of signals are in very good agreement with viability assess-
ment performed with dye staining. Indeed, cells expressing an irreversible phase drop are
stained several hours later, while those exhibiting a phase recovery remain unstained up to
the end of the experiment. In both cases, the transient response to glutamate application sta-
bilises to a steady-state phase after 10–20 minutes, either to a value similar to the one before
application (reversible) or smaller by tens of degrees (irreversible), enabling discrimination
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between the two responses in these time frames. This temporal behaviour can also be repro-
duced with various concentrations and application durations (cf. Fig. 5.14).
Comparison between phase signal and ionic homeostasis
As discussed in the previous sections, the excitotoxicity effect of glutamate resides essentially
in the intracellular Ca2Å uptake consequent of the activation of receptors. Consequently, by
considering the quantitative signal as an indicator of CVR capability, we compare the intra-
cellular
£
Ca2Å
¤
under glutamate stimulation and correlate the ionic regulationwith the phase
signal.
(a) (b)
Figure 5.15: Typical neuron responses to a glutamate pulse (30M, 30 s), measured in phase,£
Ca2Å
¤
and
£
NaÅ
¤
, for (a) a reversible phase response, and (b) an irreversible one. One can see
that the phase irreversible response is well correlated with an absence of ionic regulation.
We present in Fig. 5.15 typical signals under a glutamate pulse (30M, 30 s) comparable to
signals measured previously, corresponding to a reversible phase response (cf. Fig. 5.15(a))
and an irreversible one (cf. Fig. 5.15(b)). The reversible phase signal, in the order of 5±, is
linkedwith a rapid regulation of intracellular
£
Ca2Å
¤
, and a slower recovery of
£
NaÅ
¤
to resting
levels. On the other hand, an irreversible phase response of approximately 70± is correlated
with an absence of rapid
£
Ca2Å
¤
regulation, where the slower decrease may be attributed to
bleaching (cf. subsection 5.5.2). On the other side,
£
NaÅ
¤
stays constantly at saturated lev-
els. These measurements show the relation between the phase signal type (irreversible or
reversible) and the presence or not of an efﬁcient ionic homeostasis, as the strong phase drop
is correlated with saturating levels of both
£
Ca2Å
¤
and
£
NaÅ
¤
for more than 30 minutes. The
measurements presented here are representative of approximately n Æ 10 cells each. Mea-
surements exploring the correlation between phase and ionic concentrations signals are fur-
ther developed in sections 5.5–5.7.
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Correlation between cell death and ionic deregulation
In the previous experiments, the link between ionic homeostasis of
£
Ca2Å
¤
and
£
NaÅ
¤
and
the type of phase signal has been shown. The aim of the present experiment is to illustrate
the relation between ionic deregulation and consequent cell death. We thus performedmea-
surements during which the ionic intracellular concentration could be combined with cell
death viability assessment. We employ propidium iodide (PI), a ﬂuorescent indicator which
canbemeasured simultaneouslywith ionic concentrationprobes through successiveﬂuores-
cent excitation. In this case,
£
Ca2Å
¤
is monitored with the Fura-2 indicator, in order to enable
measurements during long periods without implying any bias due to bleaching.
We present in Fig. 5.16 typical results measured in this fashion for two different cells, where
a glutamate pulse (50M, 2min) is applied, with the excitotoxic effects monitored both in
phase and intracellular
£
Ca2Å
¤
imaging. The glutamate application leads to an irreversible
phase response, linked with a saturation of calcium levels, in agreement with previous mea-
surements. One can note that the
£
Ca2Å
¤
saturated signal does not decrease in time in this
case, as no photo-bleaching effects are present through ratiometric measurements. Some
time after glutamate application onset (¢t Æ 70min), PI is added to the perfusion medium,
with its emission monitored on the same cell bodies. In both cases presented in Fig. 5.16,
the PI signal gradually increases compared to a baseline measured on an empty part of the
ﬁeld of view (PI signals are arbitrarily normalised to ﬁt the intensity of Fura-2 ratios). This
increase corresponds to a gradual staining of the nucleus, upon loss of membrane integrity,
as PI emits light when bondedwith DNA. At t Æ 113min, a wash of the perfusionmediumhas
been performed, in order to ensure that the PI signal increase was not impeded by a gradual
decrease of dye concentration. After themedium change, apart from an offset on both signal
and baseline, the rate of increase did not change. These responses, characterised by a com-
bined irreversible phase drop and subsequent increase of PI signals could be reproduced on
approximately n Æ 10 cells.
We present in Fig. 5.17 a typical ﬁeld of view stained by PI in Fig. 5.17(a), compared with the
corresponding ﬁeld of view in phase (cf. Fig. 5.17(b)), measured at the end of the experiment
presented in Fig. 5.16. The PI clearly stained several nuclei, conﬁrming cell death which can
be linked with typical morphological indicators of glutamate excitotoxicity such as swelling
in the phase image. The stain is typically very strong in the nucleus, with a faint cytoplasmic
staining, occurring when the dye has been present for a long time in the solution.
5.4.4 Discussion
Phase signal interpretation
As expressed in Eq. (5.1), the meaning of the phase signal is dependent on both the height
and RI of the cells, related to the intracellular content. Both parameters are indeed indica-
tors of the regulation capability of cells, as volume changes are essentially driven by water
movements induced by ionic homeostasis mechanisms, which also inﬂuence the RI through
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(a) (b)
Figure 5.16: Experiment showing the quantitative phase signal monitored in time, in conju-
gation with
£
Ca2Å
¤
signal, showing calcium saturation under glutamate excitoxicity, and PI
ﬂuorescence, where the increase compared to the baseline demonstrates cell death because
of membrane integrity loss.
50 μm
(a)
50 µm
(b)
Figure 5.17: Image of neuron cells corresponding to the experiment shown in Fig. 5.16, taken
at the end of the experiment (t Æ 230min). (a) Fluorescence image of PI staining, mainly
concentrated on cell nuclei, indicating the loss of membrane integrity. (b) Corresponding
phase image, where the effects of excitotoxicity can be identiﬁed through cell swelling.
dilution of the intracellular content, and particularly proteins. Decoupling procedures con-
ﬁrmed that the large phase decrease monitored during the well-known glutamate-mediated
neuronal volume swelling, induced by a water inﬂux accompanying NaÅ and Ca2Å entrance
[Cho94], results from an intracellular RI decrease [Rap05; Pav10a].
Consequently, within this framework, the phase signal is ﬁrstly sensitive to anymechanisms
modifying the intracellular concentrations, including transmembranar water movements,
which accompany various ionic pathways involved in the maintenance of ionic homeosta-
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sis. The phase signal can thus be interpreted as a dynamics indicator of both cell morphology
as well as ionic homeostasis mechanisms coupled to CVR.
On the other hand, volume changes are known to be a key consequence of cell deathmech-
anisms. Typically, necrosis results in a cell swelling linked with a morphological change to
a spherical shape, and apoptosis is characterised by a cell shrinkage coupled with blebbing,
during the formation of the so-called apoptotic bodies [Dup09]. Furthermore, it was shown
that inefﬁcient CVR is very likely to lead to a subsequent cell death triggering [Che08]. Con-
sequently, DHM allows to measure CVR within the range of milliseconds, and is used here to
derive a criterion for early cell death detection.
Phase signal criterion for cell death detection
In the experimentspresented in subsection5.4.3, one can identify twodifferent kindsof phase
signals, a large and irreversible phase drop as well as a reversible response corresponding to
a phase recovery. The latter, also characterised by a rapid neuronal morphology restoration,
is compatible with an efﬁcient ionic homeostasis. In contrast, the irreversible one can be
interpreted as a persistent deregulation of the intracellular ionic concentration underlying
the observed irreversible cell volume swelling. Furthermore, some cells encounter after the
irreversible phase decrease a dramatic drop of phase signal (cf. cells 5–7 in Fig. 5.13), which
is very likely due to a large dilution of the intracellular RI, consistent with the loss of cellular
morphologyobserved inFig. 5.13(d). This rapiddilution canbe interpretedas a lysis following
a rapidly triggered excitotoxicity [Cho94]. Consistent with suggestions made in other studies
[Hof09; Che08], we consider the irreversible phase drop as an early indicator of subsequent
cell death mechanisms triggered by a persistent ionic deregulation.
The discrimination between the two signal types can be determined through various indi-
cators. First, the magnitude of the phase changes are dramatically different, being approx-
imately 10± for a reversible response, and several tens of degrees (typically 40¡80±) in the
case of an irreversible one, for which the cell is very likely not to recover and for which death
mechanisms are irreversibly engaged. These considerations yield different criteria which can
be employed for early cell death detection, either by employing the difference in quantitative
phase value before and after glutamate application, for which a threshold value can be de-
ﬁned, or by using a criterion based on the temporal phase signal, being either a bell-shaped
curve in the case of a reversible response, or a strong phase drop in the other. Typically, a
threshold value can be chosen at 20±, clearly separating the reversible responses of approx-
imately 10± range, and irreversible responses of 40¡80±, leading to an automated detection
which could yield applications for high throughput screening, for instance.
In practise, the various experiments present a very good agreement between viability as-
sessment through inclusion dye and DHM phase signal monitoring for cell death detection.
In the ﬁrst experiments, cells identiﬁed by the phase signal as not being able to rapidly reg-
ulate their volume are detected as non-viable cells several hours later through trypan blue
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staining, as shown for example in Fig. 5.14. These results are also corroborated when em-
ploying propidium iodide (PI) as a detection dye, such as the ones presented in Fig. 5.16. One
can note that the PI signal is characterised by a certain increase rate, which changes in time,
as shown in particular in Fig. 5.16(b). This change of curve slope denotes for the gradual loss
of membrane integrity, as its higher permeability increases the ﬂuorophore inﬂux across the
membrane. The loading rate then decreases at the end of the experiment, due probably to
bonding saturation in thenucleus. This observation shows the time evolutionof the inclusion
dye signal, which becomesmore reliable as time passes, through a better separation between
nucleus staining and the baseline.
The various experiments show that the transient response stabilises to a steady-state value
for the phase signal in a duration ranging in the tens of minutes, deﬁning the capability of
detection rapidity. This temporal behaviour can be compared with ionic ﬂuxes between the
extracellular medium and the cell, as shown in Fig. 5.15 for
£
Ca2Å
¤
and
£
NaÅ
¤
. The reversible
response is indeed linked with a rapid ionic regulation, with the phase dynamics following
closely the one of ionic concentrations. On the other hand, the irreversible response can be
correlatedwith a saturation of bothCa2Å andNaÅ. These results conﬁrm the interpretation of
the phase signal to monitor CVR, as ionic ﬂuxes are closely linked with intracellular concen-
tration and consequent water movements [Cho94]. This rapidity of detection is to be com-
pared with dye assessment techniques, which require typically several hours before enabling
a subsequent staining.
Comparison of detection time
This strong difference in detection time can indeed be explained by the very different princi-
ples on which both methods rely. The phase signal is highly sensitive to CVR processes relat-
ed in particular to the water transmembranar movements involved in the ionic homeostasis,
which are required to avoid the activation of cell death process [Hof09; Che08]. On the other
hand, trypan blue and PI rely on the loss ofmembrane integritywhich occurs fromanecrosis,
occurring either as the primary cause of cell death mechanism, or as a secondary necrosis in
vitro [Kry08], yielding nucleus staining for non-viability assessment. Themembrane integrity
loss is however a late stage of cell death, which can occur hours after themechanisms started,
as it can be identiﬁed in the case of glutamate-mediated neuronal death in our experiments
in subsection 5.4.3, or in other studies [Ank95; Sch01]. One should note also that inclusion
dyes such as trypan blue or PI require a long time in order to stain the nucleus, as the dye
must pass through the cell membrane, but also through the nucleus membrane before being
detectable. This implies that both are altered, classically creating a residual stain in the cell
body before clearly staining the nucleus [Zam96], for both trypan blue (cf. Fig. 5.13(d)) and
PI (cf. Fig. 5.17(a)), potentially leading to the risk of false positive detection.
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Cell death triggeringmechanisms
In other studies [Ank95], glutamate-mediated cell deathwas identiﬁed to occur both through
necrosis and apoptosis with different temporal behaviours, depending on the glutamate con-
centration. The preferred death pathway triggered by glutamate exposure was shown to de-
pend on the calcium uptake of mitochondria [Sto98], directly linked to the subsequent ATP
depletion [Zam97; Egu97]. Furthermore, recent research in theﬁeld tends todescribe the vari-
ous cell deathmechanisms as concurrent phenomena,making difﬁcult inmost cases to reach
a deﬁnitive conclusion about the cell death type [Yua03; Dup09].
In the experiments presented above, several indicators seem to show that apoptotic mech-
anisms are at least partly involved in most of the cell death processes. Apoptosis is indeed
characterised mainly by cell shrinkage, nucleus condensation, and cell fragmentation. The
nucleus condensation canbe readily identiﬁed inmost of the observed cells, either by consid-
ering the nucleus staining of trypan blue or the phase shift induced by the condensednucleus
inphase images (cf. cells 1–3 respectively in Fig. 5.13(d) andFig. 5.13(b)). Another indicator of
apoptotic behaviour consists in the formation of blebs after glutamate application which are
gradually compensated, as it can be identiﬁed in Figs. 5.10(a–c). These characteristics, which
were identiﬁed in a vast majority of the observed cells in the various experiments presented,
are to be compared with the absence of visible nucleus and the diffuse blue staining of cells
5–7 at the top of the ﬁeld of view presented in Fig. 5.13. These cells may have been the site
of a purely necrotic death followed by a lysis, as no nucleus condensation can be identiﬁed,
even though staining occurred, and their intracellular content suddenly disappeared inphase
imaging.
On the other hand, other typical indicators of apoptotic cell death could not be identiﬁed
in our experiments, such as cell shrinkage or fragmentation. One may consider that shrink-
age is prevented in our case of glutamate-induced excitotoxicity, as it is characterised by a
swelling induced by receptors activation and subsequent water movements. Furthermore,
the ATP depletion could impede the continuation of apoptotic mechanisms, preventing cell
fragmentation, and thus ﬁnally leading to necrosis. One should note ﬁnally that cells con-
sidered as viable by the absence of trypan blue staining and efﬁcient CVR processes do not
present any morphological indicators of cell death triggering, either necrotic or apoptotic.
Typically, no nucleus condensation is occurring, and the cellular body does not present the
typical spherical shape of necrotic death.
Even though the present experiments are not conclusive to discriminate among the differ-
ent cell death pathways, a ﬁner analysis of the early phase signal could potentially be em-
ployed for the detection of various cell death types. As purely necrotic death is characterised
by the loss of homeostasis capability and subsequent swelling followed by lysis, while purely
apoptotic death can be distinguished by a dramatic cell shrinkage, a method based on the
detection of CVR may enable to differentiate, at an early stage, the two different cell death
forms through the quantitative measurements of speciﬁc morphological features.
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Speciﬁcity of measurements
One shouldnotehowever that the typeof signalsmeasured in this article are speciﬁc to excito-
toxicity, implying that dynamics and amplitudes of the phase signal changes would be differ-
ent in the case another substance is used. Glutamate typically induces cell swelling through
the activation of various receptors, implying that the detection in this case is nearly instanta-
neous, as volume and intracellular ionic regulation is a direct consequence of the exposition
to the neurotransmitter. When using other substances, volume regulation changeswould not
necessarily occur in such time frames and could thus may be detected only some time after
the drug effect. However, even if the employed substance does not directly imply volume
changes as in the case of glutamate, CVR is a central process required for cell viability, and
deregulation in volume or intracellular RI would occur later in the cell death process, typi-
cally during cell shrinkage in the case of apoptosis or during organelles swelling in the case
of necrosis. Those phenomena would still enable fast detection compared to exclusion dyes,
as they occur in early stages of cell death, while membrane permeability is a late symptom of
cell non-viability, in particular in the case of apoptosis.
5.5 Neuronal dynamics measured with DHM and ﬂuorescent ionic
indicators
The work presented in this section has been motivated by the early results presented in sub-
section 5.2, where the temporal correlationbetween thephase signal and the intracellular cal-
cium concentration (
£
Ca2Å
¤
) in neurons could be identiﬁed. However, the calcium dynamics
does not correlate in terms of amplitude, and thus does not fully explain the phase signal
shape (cf. Fig. 5.6). The work in this section tends to study the phase signal in correlation
with other indicators, with the aim of deducing some causes of the phase dynamics, main-
ly dependent on transmembranar ﬂuxes and in particular water movements. As discussed
brieﬂy in subsection 5.1,
£
Ca2Å
¤
is contained at very low concentrations, compared to other
ions such as NaÅ or KÅ. One could thus hypothesise that the inﬂuence on phase dynamics
of such components would be greater. In this section, we start in subsection 5.5 by studying
in more details the temporal behaviour of the phase signal in comparison with
£
Ca2Å
¤
and£
NaÅ
¤
, during glutamate-induced neuronal activity. We then study in subsection 5.6 the in-
ﬂuence of the various receptors to glutamate on the phase signal, correlated with the ionic
signals. Finally, in subsection 5.7, we present preliminary results comparing the phase signal
with calibrated ﬂuorescence measurements, where the intrinsically quantitative and global
phase can be compared with the extrinsically quantitative and speciﬁc ﬂuorescent signals.
5.5.1 Context
Themain purpose of this section consists in measuring simultaneously intracellular calcium
and sodium in conjunction with phase. This is performed by employing two ﬂuorophores
with different spectral properties, thusmaking possible to extract the two signals through two
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excitation spectra simultaneously during one experiment. Themeasurements are thus essen-
tially dependent on the available ﬂuorophores for a given ions, and must have separate exci-
tation spectra. While calcium imaging canbeperformedwithmany various ﬂuorophores, de-
veloped for different wavelengths and sensitivities, the possible choices for sodium are rather
restricted. We chose here SBFI, the most common
£
NaÅ
¤
indicator to our knowledge. This
ﬂuorophore being employed in the same spectral range as Fura-2, this requires to employ it
simultaneously with Fluo-4, which absorbs in blue. While other sodium indicators are avail-
able, their use in the context of our measurements would probably not have been adequate,
as they possess poor properties in terms of leakage [Mei06], so that they are essentially used
with patch clamp, in order to perfuse the ﬂuorophore continuously.
Another possibility which could potentially provide as much insight as the one presented
here would have been to monitor KÅ instead of NaÅ, as their concentration gradient is op-
posed but similar (cf. Table 5.1), so that one could hypothesise that their inﬂuence on in-
tracellular dilution could be comparable. Furthermore, while NaÅ increase is known to par-
ticipate to membrane depolarisation during an action potential, KÅ is known to contribute
to membrane repolarisation afterwards. However,
£
KÅ
¤
indicators are usually less efﬁcient
than sodium ones, so that the measurement SNR would be lower, and thus less suitable for
preliminary measurements such as the ones presented in this section.
5.5.2 Control experiments
Weﬁrst present in this subsection control experiments performed to characterise the acquisi-
tion system. The controls consist essentially in assessments of the measurement procedures
with ﬂuorescent indicators, as various experimental biases can occur, such as bleaching of
Fluo-4. The reproducibility of cellular responses under multiple glutamate exposures is also
assessed.
Characterisation of working range of ﬂuorophores
Asmentioned in subsection 2.3.3, the response of an ionic indicator is not linearwith the con-
centration (cf. Fig. 2.13). It is thus necessary to ensure that the ﬂuorophore is working in the
proper range during the experiments. In the context of
£
Ca2Å
¤
imaging, the dynamic range
could be straightforwardly controlled during quantitative experiments (cf. subsection 5.7),
where on can see that theminimumandmaximumﬂuorescence signals reached for calibrat-
ed
£
Ca2Å
¤
are clearly situated beyond the ﬂuorescence intensity at physiological concentra-
tions (cf. for example Fig. 5.30). Those results are in agreement with literature, where it is
known that highly sensitive dyes such as Fura-2 or Fluo-4 are well adapted for intracellular£
Ca2Å
¤
measurements on neurons in the context of bright ﬁeld ﬂuorescence [Kie95].
In the case of
£
NaÅ
¤
imaging, although we did not perform calibration experiments in the
context of this thesis, the knowledge about standard
£
NaÅ
¤
reasonably leads to the belief
that the range is accurate. As SBFI possesses a dissociation constant of approximately Kd Æ
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11mM, its dynamic range should be comprised from fractions of millimolars to hundreds
of millimolars, as demonstrated from calibration curves [Mei06]. This encloses the standard
intracellular concentrations in neurons, ranging typically from 5mM (resting) to 70mM (ex-
cited) [Dia01]. Saturation levels are therefore fairly avoided in the context of bright ﬁeldmea-
surements such as ours in regards to literature.
Characterisation of cross-talk between ﬂuorophores
When performing multiple colour measurements, such as in the case of Ca2Å-NaÅ monitor-
ing, a compensation for cross-talk between the signals providedby the twoﬂuorophoresmust
be performed. Typically, Fluo-4 absorption in the UV is not negligible (cf. Fig. 2.11(b)), so
that excitation of SBFI in the 340¡380 nm range results in both ﬂuorophores emitting light.
A compensation procedure can be deﬁned in order to suppress this cross-talk as
F 0SBFI,1 Æ FSBFI,1¡®1 ·
tFluo-4
tSBFI
·FFluo-4,
F 0SBFI,2 Æ FSBFI,2¡®2 ·
tFluo-4
tSBFI
·FFluo-4,
(5.3)
where F corresponds to the measured ﬂuorescence signals for each ﬂuorophore, and ®1,®2
are the respective correction coefﬁcients for ¸1 and ¸2, denoting the proportionality relation
between the Fluo-4 emission through excitation in its main band of absorption (490 nm) and
in the UV range. The coefﬁcients are generically deﬁned for an identical exposure time for
both ﬂuorophores, and are thus multiplied by the ratio of respective exposure times tFluo-4
and tSBFI.
In order to determine the compensation coefﬁcients, a control experiment was performed
in situ, by measuring ﬂuorescence with excitations at 340,380,490 nm on cells loaded only
with Fluo-4. The coefﬁcients ®1,®2 can then be determined in order to minimise the signal
emitted for 340, 380 nm, as it consists only in parasitic contributions from the Fluo-4 dye. Lin-
ear regression performed formeasurement on approximately 10 cells provided coefﬁcients as
®¡11 Æ 97.1190 and®¡12 Æ 7.6488 for our particular experimental conﬁguration. Similar exper-
iments showed that SBFI does not inﬂuence the signal in the blue band of Fluo-4, so that no
compensation is required in this case.
One should note that this calibration is valid only for one optical conﬁguration, as themea-
sured signals are dependent on speciﬁc conditions such as excitation power, light collection
efﬁciency, etc. However, for a given conﬁguration, the determination of the coefﬁcients is
general, in the sense that the uncertainty involved by the cultures preparation protocol, such
as the intracellular dye concentration, are taken into account in the compensationmodel giv-
en in Eq. (5.3), as the ﬂuorescence intensity is employed to deduce the subtraction. An exam-
ple of compensation performed in this fashion is shown in Fig. 5.18, where the unprocessed
data is shownwith the compensated one in Fig. 5.18(a). One can see that the sodium increase
is reduced in accordance with the Fluo-4 intensity, and the peak generated by the cross-talk
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(a) (b) (c)
Figure 5.18: Illustration of the compensation procedure for the
£
NaÅ
¤
monitoring whenmea-
sured simultaneously with
£
Ca2Å
¤
. (a)
£
NaÅ
¤
curves display an artefactual peak coming from
contribution of the Fluo-4 dye, as shown on multiple pulses. In the compensated curve, the
artefact is minimised by subtraction. (b) Inset on one glutamate pulse, where the artefact is
shown to artiﬁcially accelerate the sodium rise. (c) Experiment with cells loaded only with
SBFI, showing the sodium response without any bias from Fluo-4.
between ﬂuorescence signals at theCa2Å burst time can clearly be identiﬁed in the raw curve,
which is minimised in the compensated one. This effect is emphasised in Fig. 5.18(b), where
only one glutamate pulse is presented.
These results can be compared with curves obtained on cells loaded only with SBFI, and
thus free of cross-talk artefacts, as shown in Fig. 5.18(c). In this case, the sodium rise takes
typically several tens of seconds to reach the maximum value, and the curve is free of par-
asitic peaks (cf. cell 1). However, in the case of a minority of cell responses (approx. 16%
out of n Æ 42 cell responses considered), a small peak is still present, thus denoting a physi-
ological responses such as in cell 2. These peaks are however classically smaller and shorter
than the ones identiﬁed in unprocessed curves when measured simultaneously with Fluo-4.
This implies that it is not possible to determine if the remaining peaks seen after cross-talk
compensation are parasitic signals or part of the
£
NaÅ
¤
response.
Characterisation of bleaching for single-wavelength ﬂuorophores
In our experiments, we employ in particular the Fluo-4 dye, which is based on single wave-
length measurements, and is thus dependent on photo-bleaching. In this context, the Ca2Å
signal can become gradually biased during the experiment due to loss of emission efﬁcien-
cy of the dye. In order to estimate the importance of this parameter during measurements,
we loaded cells with both Fura-2 and Fluo-4 dyes, in order to compare the single-wavelength
measurement with a ratiometric counterpart, which is independent of bleaching.
It is known that the insertion of a high-afﬁnity dye in cells can impede proper ionic dy-
namics, as a non-negligible part of cytosol ions become bonded to ﬂuorophores [Par08]. This
measurement implying two dyes is thus not necessarily physiologically relevant as two high-
afﬁnity dyes are loaded in cells, but it enables nevertheless the in situ characterisation of the
208
5.5. Dynamicsmeasured with DHM and ﬂuorescence
(a) (b)
Figure 5.19: Experiment to characterise bleaching of the single wavelength indicator Fluo-4,
comparedwith the ratiometric Fura-2, both loaded in cells andmeasured simultaneously. (a)
case of calcium saturation, where the inﬂuence of photo-bleaching can be identiﬁed, and (b)
case without saturation, where the inﬂuence of bleaching can be neglected.
bleaching properties of Fluo-4, by comparing the twomeasurements. We present in Fig. 5.19
typical curves of the ﬂuorescence intensity provided by the twoﬂuorophores, where the Fluo-
4 signal has been arbitrarily scaled to ﬁt approximately the values of the Fura-2 ratio, with an
offset to enhance visibility. One can appreciate the adequacy of both signals, although some
discrepancies can be seen atmaximal values. These differences can be attributed to the non-
linearities of the responses, as both ﬂuorophores have slightly different dynamics ranges. The
bleaching of Fluo-4 can have dramatic effects, as shown in Fig. 5.19(a) for the case of a cell
where Ca2Å saturates after the glutamate perfusion. In this case, a clear linear decrease of
the ﬂuorescence intensity can be seen, resulting in strongly biased values at the end of the
experiment. However, it could be identiﬁed that bleaching can be fairly neglected for most
of cells where no Ca2Å saturation occurs, as the time with high emission rate for the single-
wavelength ﬂuorophore is short, making the inﬂuence of bleaching negligible. For this type
of responses, Fluo-4 follows the same trend as Fura-2 throughout the whole experiment as
shown for example in Fig. 5.19(b). This negligible bleaching could be conﬁrmed on 95% of
cells (out of n Æ 21 cells) having transient responses, whilemost ofCa2Å-saturating cells were
experiencing strong bleaching on their signal.
Reproducibility of glutamate pulses
In many results presented below, the glutamate excitation is performed several times on cell
cultures during a single experiment, in various conditions. We thus ﬁrst ensure here that the
response to the neurotransmitter can be reproduced several times with similar results when
performed in same conditions. The preliminary results presented in Fig. 5.6 already seem to
indicate that phase responses as well as
£
Ca2Å
¤
signals are reproducible for standard gluta-
mate pulses, as three excitations generated similar phase decreases and calcium bursts.
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(a) (b) (c)
Figure 5.20: Assessment of reproducibility of signal on 2 typical cell responseswith successive
glutamate pulses for (a) quantitative phase measurement, (b) intracellular
£
Ca2Å
¤
signal and
(c) intracellular
£
NaÅ
¤
signal.
These results could also be conﬁrmed when measuring simultaneously phase,
£
Ca2Å
¤
and£
NaÅ
¤
, as shown in Fig. 5.20 for two typical cells (results representative of n Æ 20 cells). The
successive application of (30M, 30 s) glutamate pulses provides reproducible signals in
terms of response amplitude and temporal behaviour for the three measured signals. The
reproducibility shown here deﬁnes our standard experimental protocol, where we typically
wait 30min between each glutamate pulse, in order to ensure proper cell regulation before
applying the next stimulation.
5.5.3 Analysis of the phase signal
As discussed already in section 5.4, the phase signal can take several forms, depending on the
capability of the cell to regulate its cellular volume, yielding twomain types of phase respons-
es, being either irreversible or reversible. We noted in the experiments of this subsection that
within the signal previously deﬁned as reversible, one can distinguish two signal sub-classes,
as presented in Fig. 5.21 for several cell responses. One one side, one can deﬁne a purely re-
versible signal, characterised by a decrease in the order of 10¡20±, which is then regulated in
the order of tens ofminutes, as shown in Fig. 5.21(a). On the other hand, amore complex type
of signal can often be identiﬁed, which can be described as “biphasic”. This response is char-
acterised by an initial phase decrease typically smaller than 10±, rapidly followed by a phase
increase above the initial level, before reaching back the initial phase value (cf. Fig. 5.21(b)).
Although these two types of signals are different in their general shape, they share many
characteristics which makes possible to deﬁne a general classiﬁcation for the various stages
of the phase response. We present in Fig. 5.22 a typical phase response for the reversible and
biphasic cases (cf. resp. Figs. 5.22(a) and 5.22(b)), where the different stages are shown,which
can be described as:
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(a) (b)
Figure 5.21: Multiple phase responses corresponding to (a) reversible responses and (b)
biphasic responses.
Initial decrease A rapid and abrupt initial phase decrease lasting during approximately 20 to
40 seconds. We express this duration as ¢tp .
Slope change An abrupt phase recovery, followed by a global phase slope change.
Second decrease A second decrease at the new slope, gradually reaching a plateau. This de-
crease is sometimes absent in biphasic responses, with the phase increasing directly.
Phase recovery A gradual recovery of the phase signal, reaching back the initial phase value,
or even reaching a higher value in the case of a biphasic response.
Final regulation A stage where the phase reaches back its original value, either through a
slow increase in the case of a reversible response, or a decrease in the case of a biphasic
response.
In both type of responses, one can identify that their duration is situated in a time range of
approximately 15 minutes for (30M, 30 s) glutamate pulses. Interestingly, irreversible re-
sponse such as described in section 5.4 can also be decomposed in the stages described here,
as the successive initial decrease, slope change and second decrease are present. The main
difference consists in the absence of phase recovery, with the second decrease being fast and
irreversible.
These observations are made based on the observation of tens of cell responses, which can
in a vast majority of cases be classiﬁed either as irreversible, reversible or biphasic. Further-
more, cells not providing a phase response within this classiﬁcation are usually also unre-
sponsive in
£
Ca2Å
¤
and
£
NaÅ
¤
imaging, indicating that no physiological response is present at
all.
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(a) (b)
Figure 5.22: Decomposition of typical phase signals in different stages, for both (a) reversible
response and (b) biphasic response. See text for details.
5.5.4 Comparison of signals dynamics
After having analysed the dynamics of the phase signal, we now compare its temporal be-
haviour with the
£
Ca2Å
¤
and
£
NaÅ
¤
signals. We present in Fig. 5.23 typical responses which
will be analysed in details. The quantitative phase signals are composed of either reversible
or biphasic signals, as shown in Fig. 5.23(a).
As it can be seen in Fig. 5.23(b), calcium signal under glutamate excitation is characterised
by a rapid Ca2Å inﬂux, saturating in a matter of seconds. The intracellular
£
Ca2Å
¤
then drops
rapidly during an initial decrease during the ﬁrst minutes following the glutamate exposure,
followed afterwards by a slower decrease, reaching back resting levels in a matter of tens of
minutes. Typically, the time duringwhichCa2Å is at saturated level can last someminutes (cf.
cells 1 and 3 in Fig. 5.23(b)), or drops back to lower levels nearly instantaneously (cf. cells 2
and 4). This rapid
£
Ca2Å
¤
regulation can be compared with the pathological Ca2Å saturation
encountered during cell death studies, as shown for example in Fig. 5.16.
(a) (b) (c)
Figure 5.23: Multiple cell responses monitored simultaneously in (a) quantitative phase sig-
nal, (b) calcium imaging with Fluo-4 and (c) sodium imaging with SBFI.
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On the other hand,
£
NaÅ
¤
temporal behaviour (cf. Fig. 5.23(c)) is characterised by a slower
rise, reaching saturation levels in approximately ten seconds. The rapid rise which can be
identiﬁed in some cases such as cells 2 or 4 can be considered as an artefact of measurement
which couldnot be compensated, as described in subsection5.5.2. The sodiumtypically stays
at saturated levels for several minutes, before decreasing in a bell-shaped curve after 10 to 15
minutes.
(a) (b)
(c) (d)
Figure 5.24: Temporal comparison ofCa2Å,NaÅ and quantitative phase signals for typical cell
responses.
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We then present the curves shown in Fig. 5.23 for each cell, enabling detailed comparison
between the various signals for each cell response in Fig. 5.24. This comparisonmakes it pos-
sible to identify many various features. Firstly, one can see that the biphasic phase responses
are generally linked with shorter Ca2Å bursts, where the saturation levels are nearly instanta-
neously reduced, while reversible responses are generally linked with Ca2Å saturation times
of someminutes, where reversible responses are typically characterisedby stronger phase de-
creases (10¡20±) compared to biphasic ones (10± or less). These observations are to be com-
pared with the pathological responses characterising cell death, where strong phase drops of
40¡80± were identiﬁed, linked with irreversible Ca2Å saturation.
The next observations relate to the temporal behaviour of each signals, where the corre-
spondences of particular interest are highlighted in Fig. 5.24 with numbered vertical lines.
Firstly, the global phase response seems to be correlated with the
£
NaÅ
¤
dynamics, where the
phase regulation time matches well the one of
£
NaÅ
¤
(cf. line IV). Furthermore, the end of
the phase recovery stage seems to be temporally linked with the beginning of the decrease
of
£
NaÅ
¤
(cf. line III), characterised either by the end of strong increase in phase in the case
of a reversible response (cf. Fig. 5.24(a–b)), or by the inﬂexion point preceding the phase de-
crease in the case of a biphasic response (cf. Fig. 5.24(c–d)). Furthermore, the second phase
decrease stage seems to correspond to the rapid
£
Ca2Å
¤
decrease, as it ends approximately
when
£
Ca2Å
¤
reaches back non-saturated levels (cf. line II). The ﬁnal observation relates to
the slope change stage, whichmatches temporally theCa2Å saturation (cf. line I). This can be
seen either through the abrupt phase modulation before the second decrease in Figs. 5.24(a,
b, d), or the rapid slope change without modulation in Fig. 5.24(c). This temporal agreement
concerns only
£
Ca2Å
¤
, as it was shown in subsection 5.5.2 that the rapid rise of
£
NaÅ
¤
is essen-
tially an artefact of measurement. All the considerations given here and below are based on
observations made on approximately n Æ 60 cells.
5.5.5 Discussion
Ionic ﬂuxes dynamics
The signals as measured above with ﬂuorescent indicators are in agreement with results re-
ported in literature for ionic ﬂuxes in neuron cells [Kie94]. In particular, the
£
Ca2Å
¤
transients,
rapidly regulated to resting levels, possess similar dynamics than reported in other studies
[Whi95; Ver99]. The duration of high Ca2Å levels is however rather long (up to several min-
utes), and may have various causes. Firstly, as our measurements are performed at room
temperature, the cell dynamics is greatly slowed down compared to measurements made at
37 ±C. Furthermore, as it could be seen for example in our results about neuronal cell death
detection, the direct perfusion of glutamate in the externalmediumprovides strong transient
excitation, so that cell regulationmay takemore time compared toother excitationways, such
as local perfusion of glutamate, or electrical depolarisation through electrophysiology.
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On the other hand, themeasured
£
NaÅ
¤
dynamics are signiﬁcantly slower than
£
Ca2Å
¤
ones,
where the regulation of sodium levels takes 10–20 minutes in our experimental conditions,
with the rise speed during excitation taking approximately 10 seconds. These results are also
consistent with literature [Kie94], as it is known that
£
NaÅ
¤
dynamics are slower than
£
Ca2Å
¤
.
The rapid rise of the
£
Ca2Å
¤
can be explained by the activation of various glutamate recep-
tors, and in particular NMDAr which are highly permeable to Ca2Å. The consequent mem-
brane depolarisation also activates voltage-gatedCa2Å-channels, which are known to possess
very short activation times (typicallymilliseconds [Ham01]). The
£
Ca2Å
¤
is then characterised
by a rapid ﬁrst decrease, which can be interpreted as an intracellular uptake, as the dynamics
of this ﬁrst decrease is indeed very fast compared to other concentration changes observed in
our experiments. Finally, the
£
Ca2Å
¤
decreases gradually to resting levels, where this slower
decrease can be interpreted as the effect of regulation mechanisms, such as the Ca2Å ATPase
or theNaÅ/Ca2Å exchanger.
Similarly to
£
Ca2Å
¤
, the initial rise of
£
NaÅ
¤
can be understood through the effect of glu-
tamate receptors, as non-NMDAr are particularly permeable to univalent ions, as well as
NMDAr which are partially conductive forNaÅ. Themembrane depolarisation also activates
voltage-gated NaÅ-channels, thus enhancing the overall ionic ﬂux. The initial rapid rise is
then followed usually by a bell-shaped curve, starting with a slower rise of
£
NaÅ
¤
. The abrupt
change in the NaÅ ﬂux can be understood by the inactivation of voltage-gated channels, fol-
lowedby the desensitisation of non-NMDAr [Sil96]. The slower increase in intracellular
£
NaÅ
¤
may be interpreted as the effect of regulation mechanisms, such as NaÅ/Ca2Å exchangers,
which require the entrance ofNaÅ to evacuate the intracellularCa2Å; the strong concomitant
decrease of
£
Ca2Å
¤
at the time of
£
NaÅ
¤
bell-shaped curve is in agreement with this observa-
tion. This would however imply that the effect of this exchange is initially stronger than other
ones, such as the NaÅ/KÅATPase, which is responsible for NaÅ exit. This interpretation for
which
£
Ca2Å
¤
regulation would occur in priority during regulation is also consistent with the
fact that intracellular
£
NaÅ
¤
is decreasing only after a time when the
£
Ca2Å
¤
signal reached a
signiﬁcantly lower level, near resting one. This observation is also in agreement with studies
showing that the
£
NaÅ
¤
saturation occurring after glutamate challenges increases excitotoxic
effects by impeding a rapid regulation of
£
Ca2Å
¤
, compared to KÅ-mediated depolarisation,
for example [Kie94]. Then, the ﬁnal part of the signal consists in a
£
NaÅ
¤
regulation to resting
levels which may happen through active pathways such as NaÅ/KÅ ATPases or NaÅ-KÅ-Cl¡
(NKCC) co-transporters.
One should however keep in mind that the amplitude of the signals shown in our experi-
ments can bemisleading. Firstly, the curves are not calibrated for quantitative results, so that
the scales are arbitrary and some non-linearity can be present, as shown in Fig. 2.13. Second-
ly, the two ionic indicators possess different dynamic ranges, as Fluo-4 (Ca2Å) has a disso-
ciation constant of Kd Æ 345 nM, while SBFI (NaÅ) has a Kd Æ 11.3mM (cf. Table 2.1). This
implies that the changes in both curves do not represent ﬂuxes of same orders of magnitude.
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Phase signal dynamics
The phase signal measured in the experiments of this section are in accordance with pre-
vious measurements performed in section 5.4. Typically, most of signals are of reversible
nature, which is consistent with the lower concentrations and shorter application times of
glutamate, thus reducing the excitotoxic effects during experiments. As shown for example
in Fig. 5.16, the irreversible phase response could be linked with an absence of
£
Ca2Å
¤
regu-
lation, while the reversible one is following a concomitant
£
Ca2Å
¤
regulation, consistent with
ionic homeostasis.
The experiments of this section also enable a ﬁner analysis for the reversible responses, as
shown in Fig. 5.21. One can typically distinguish betweenbell-shaped curves (cf. Fig. 5.21(a)),
thus denoted as “reversible”, and oscillating curves, where the phase value reaches a maxi-
mum higher than the resting value (cf. Fig. 5.21(b)), referred to as “biphasic”, in accordance
with previous classiﬁcations [Jou11]. The distinction between these two signals is however
more difﬁcult than between reversible and irreversible, so that clear criteria to separate the
two are difﬁcult to deﬁne.
These two types of reversible signals however present many common characteristics, that
we identiﬁed through different stages proposed and detailed in subsection 5.5.3, where these
two signals can be interpreted as different responses induced by similar causes. While the
phase decrease is rather similar in both cases, the phase increase during the phase recov-
ery stage consists is more important in the biphasic case. Similarly, the ﬁnal regulation case
consists either in a slower increase (reversible) or in a ﬁnal decrease (biphasic), which is a
consequence of the present phase value to reach back initial levels. Both signals are thus
different only in the phase increase amplitude, and in some temporal characteristics, as the
phase decrease is classically shorter in the biphasic case.
The phase decreases (both initial and second) can be interpreted as the direct effect of glu-
tamate, through a dilution of the intracellular content resulting from the water entry con-
comitant with glutamate receptors activation [Cho94]. This decrease is then followed by an
efﬁcientCVR, identiﬁedby thephase regulation, occurring through the so-calledphase recov-
ery and ﬁnal regulation stages. In this point of view, the phase increase occurring in biphasic
responses can be seen as a strong cellular regulatory response to glutamate, where the reg-
ulation mechanisms yield an increase of the intracellular density, in response to the initial
neuronal swelling induced by glutamate.
Comparison of temporal behaviours
Thecomparisonbetween ionicﬂuxesmonitoring and thephase signal conﬁrms the very good
temporal concordance that had been brieﬂy discussed in the motivation of subsection 5.2.
From the observation of the three simultaneous signals,
£
NaÅ
¤
,
£
Ca2Å
¤
and phase, it can be
seen ﬁrstly that the global duration of the phase signal is well correlated with the
£
NaÅ
¤
dy-
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namics. Furthermore, as brieﬂy expressed during the presentation of experimental results,
various temporal relations can be identiﬁed at this stage:
• The end of the initial decrease stage, characterised by an abrupt phase slope change,
seems to be temporally linked with the time when saturation of
£
Ca2Å
¤
occurs (cf. line
I).
• The end of the second decrease stage, characterised by the beginning of the phase in-
crease, seems to be linked to the end of the strong
£
Ca2Å
¤
decrease (cf. line II).
• The beginning of the ﬁnal regulation stage, characterised by a slower phase increase for
reversible responses or a phase decrease for biphasic responses, seems to be linked to
the beginning of the
£
NaÅ
¤
decrease (cf. line III).
• Finally, the end of the ﬁnal regulation stage seems to be linked with the time at which£
NaÅ
¤
reaches back resting levels (cf. line IV).
The temporal correlation between the phase slope change and the Ca2Å saturation (line I)
seems to indicate an abrupt change in theCVRwhen theCa2Å ﬂux changes. This correlation is
difﬁcult to interpret with the present results, as it is known that free
£
Ca2Å
¤
is inﬂuenced both
by intracellular uptake, and active transmembranar outﬂuxes. However, the slope change in
phase correlated with
£
Ca2Å
¤
saturation seems to indicate that the ﬁrst strong phase drop is
at least partly due to the huge Ca2Å entrance under glutamate excitation.
On the other hand, the fact that the end of the phase signal is correlated with
£
NaÅ
¤
reach-
ing resting levels (line IV) is in accordance with the previous observation that sodium was
starting its decrease only after
£
Ca2Å
¤
had reached unsaturated levels. Furthermore, onemay
hypothesise that the endof
£
NaÅ
¤
regulation corresponds to the time atwhich the cell reaches
back its resting state. The sodium concentration should indeed variate until the ﬁnal stages
of regulation, as the membrane repolarisation is achieved through typically entrance of KÅ
[Ham01], which is then regulated after the hyperpolarised stage through typically NaÅ/KÅ
ATPases. This implies that the end of phase regulation is in agreement with the ionic homeo-
static process, so that CVR and ionic homeostasis are closely linked, and that their regulation
both denotes the time at which the cell reaches back a global resting state after the glutamate
excitation.
Finally, the intermediate part of the phase signal is themost difﬁcult to interpret, since vari-
ous phenomena canoccur at this stage, as it canbe identiﬁed in ionicmonitoring. It is howev-
er interesting to identify that the end of the phase decrease, for both reversible and biphasic
responses, is simultaneous to
£
Ca2Å
¤
rapidly reaching back lower levels (line II). This may
indicate that CVR begins after
£
Ca2Å
¤
saturation ﬁnished, so that the strong intracellular di-
lution following glutamate excitation can be regulated after
£
Ca2Å
¤
levels could be brought to
unsaturated values. This interpretation is in accordance with the observation that biphasic
responses, characterised by smaller phase decreases, seem to occur for cases where
£
Ca2Å
¤
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is rapidly regulated, so that saturation duration is shorter. In this fashion, the reversible re-
sponse can be seen as an intermediate response between the physiological biphasic phase
response without strong Ca2Å saturation, and the irreversible one, where
£
Ca2Å
¤
cannot be
regulated, leading to cell death triggering, as discussed in subsection 5.4.4.
One should remember however that the phase signal is a global indicator, interpreted here
as CVR,which can thus be inﬂuenced by various biological factors, such aswatermovements,
volume changes, and intracellular concentration. This difﬁculty can be identiﬁed in the dis-
cussion above, where various temporal correlations can be identiﬁed, although these links
cannot be interpreted in terms of precise biological mechanisms.
5.6 Pharmacological analysis
The results presented in section 5.5 show interesting temporal links between the various sig-
nals, enabling the interpretation of the effects of ionic ﬂuxes on the quantitative phase. The
study presented in this section aims at improving the understanding of the phase responses
measured on neurons under glutamate excitation, by decomposing them through pharma-
cological tools. Typically, speciﬁc receptors to glutamate such as NMDAr and non-NMDAr
(AMPA and Kainate) are studied, which have speciﬁc functions for the triggering of action
potentials as described in section 5.1.4.
5.6.1 Experimental results
We present here results obtained under the same procedure as in section 5.5, with simulta-
neous
£
NaÅ
¤
,
£
Ca2Å
¤
and quantitative phase measurements, where blockers are employed
in the course of the experiment. The protocol for the various pharmacological experiments
consists in performing ﬁrst a standard glutamate pulse (30M, 30 s), in order to check for
cell viability and responsiveness. Then, after reaching back resting levels, the inhibiting drug
is perfused during 20–30 minutes, in order to ensure its effectiveness. The experiment with
blocked channels is then performed through glutamate perfusion. For each experiment type,
two curves typical of the global response of cultures are presented. Whenever possible, the
curves are chosen topresent bothbiphasic and reversible phase responses types, as described
in subsection 5.5.3.
Responses with NMDA receptors blocked
The ﬁrst experiments are performed by blocking the NMDAr, through the use of MK-801,
an inhibitor of this receptor (cf. Table 5.2). One should note that MK-801 does not block
the NMDAr as a classical antagonist, since it consists in an inhibition of the active channels
[Hue88]. During experiment, MK-801 is perfused at a concentration of 40M.
218
5.6. Pharmacological analysis
(a) (b)
(c) (d)
Figure 5.25: Cell response under glutamate excitation (30M, duration shown on graphs),
with blockage of NMDAr. (a–b) typical full experiments, with (a) reversible and (b) biphasic
responses during inhibitor perfusion. (c–d) Respective temporal insets of the experiments,
showing in more details the small responses of (30M, 30 s) pulses under NMDAr blockage.
Typical cell responses under blockage of NMDA receptors are presented in Fig. 5.25, after a
ﬁrst glutamate pulse (30M, 30 s) showing clear biphasic phase responses. Contrarily, stim-
ulation underMK-801 inhibition provides far lower responses for the threemeasured signals,
as shown in the insets shown in Figs. 5.25(c–d). One should note also that the two (30M,
30 s) pulses are similar, showing that the blockage of NMDAr is effective, as activated recep-
tors during theﬁrst pulsewouldhavebeenblockedbyMK-801 at the second stimulation, thus
diminishing the cell response.
A longer pulse (30M, 2min) performed at the end of the experiment generates phase re-
sponses which are comparable with standard ones, for both reversible and biphasic types,
shown respectively in Fig. 5.25(a) and Fig. 5.25(b). While the
£
NaÅ
¤
increase is similar in time
and strength or even slightly longer than the standard responses,
£
Ca2Å
¤
response is typical-
ly lower than the one triggered in standard conditions. These results are representative of
measurements performed on n Æ 19 cells.
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The phase response is globally consistent with ionic concentration signals, as a decrease in
responsiveness for both
£
Ca2Å
¤
and
£
NaÅ
¤
corresponds to a decrease of the amplitude of the
phase signal. Interestingly, it is also possible to see that the temporal behaviour deduced in
section 5.5 is also valid in this case, as the global phase dynamics is well correlated with the£
NaÅ
¤
signal, as well as the various temporal correlation identiﬁed in Fig. 5.24.
Response with AMPA/Kainate receptors blocked
We present in this paragraphmeasurements where non-NMDAr are blocked through the use
of DNQX, an antagonist speciﬁc to these receptors. As we speciﬁcally stimulate NMDAr in
these experiments, we also employ for some cases glycine, a co-agonist for this class of recep-
tors (cf. subsection5.1.4). Its effect is thus to increase the glutamate sensitivity of the receptor,
and as a consequence to increase the ionic ﬂuxes under glutamate stimulation. During ex-
periment, DNQX is perfused at a concentration of 40M, and glycine is added to glutamate
solutions at a concentration of 10M.
(a) (b)
(c) (d)
Figure 5.26: Cell response under glutamate excitation (30M, duration shown on graphs),
with blockage of AMPA/Kainate receptors. (a–b) typical full experiments, with slightly differ-
ent responses. (c–d) Respective temporal insets of the experiments, showing in more details
the small responses of (30M, 30 s or 2min) pulses under AMPA/Kainate receptors blockage.
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Typical cellular responsesunderblockageof AMPA/Kainate receptors are shown inFig. 5.26,
after a ﬁrst standard glutamate pulse assessing cell responsiveness. One can identify that un-
der non-NMDAr blockage, no response can be identiﬁed through (30M, 30 s) pulses, show-
ing a full blockage of glutamate activation. In the same fashion, longer excitations (2min)
produce no response (cf. Fig. 5.26(c)) or a very small one (cf. Fig. 5.26(d)). When perfusing
glycine, the response is enhanced, and
£
Ca2Å
¤
,
£
NaÅ
¤
inﬂuxes canbedetectedunder a (30M,
2min) pulse. These results are representative of measurements performed on n Æ 17 cells.
As previously, the phase signal is in well accordance with ionic ﬂuxes, as an absence of£
Ca2Å
¤
and
£
NaÅ
¤
rise is linked with no phase responses, for both 30 s and 2min glutamate
pulses. The addition of glycine then generates a small signals on all channels, where
£
Ca2Å
¤
is proportionally higher than in the case of MK-801 inhibition.
(a) (b)
(c) (d)
Figure 5.27: Cell response under glutamate excitation (30M, duration shown on graphs),
with blockage of AMPA/Kainate receptors, without the inhibition of the Mg2Å block on
NMDAr. (a–b) typical full experiments, with (a) reversible and (b) biphasic responses dur-
ing DNQX perfusion. (c–d) Respective temporal insets of the experiments, showing in more
details the small responses of (30M, 30 s or 2min) pulses with and without glycine.
In the case when non-NMDAr are blocked, the response is producedmainly by theNMDAr.
However, as described in subsection 5.1.4, this receptor class is inhibited by the so-called
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magnesiumblock,whichprevents activationunderphysiological conditions. TheMg2Å block
is then typically bypassed in the case of an initial depolarisation, which potentially does not
occur when non-NMDAr are pharmacologically blocked. In order to study the inﬂuence of
themagnesium block, experiments inMg2Å-free conditions have been performed. Practical-
ly, it was ensured that no Mg2Å was present in the solution containing DNQX. One should
note that it is mandatory to ensure that noMg2Å residue is present in solutions, as even sub-
micromolar concentrations can signiﬁcantly block NMDA receptors [Sch01]. The fact of per-
fusingMg2Å-free solution only with the antagonist ensures that cells are at resting state with-
out external stimulation, as it was indeed identiﬁed that perfusing Mg2Å-free solution from
thebeginning of the experiment leads to cell constantly in excited state, evenpotentially lead-
ing to cell death. These measurements also showed that perfusingMg2Å-free solutions only
simultaneously with DNQX provides similar cell responses while avoiding parasitic excita-
tions. As phase measurements is very sensitive to osmolarity of solution, we ensured a con-
stant osmolarity by replacing the Mg2Å concentration with Ca2Å, so that the original (CaCl2
3mM, MgCl2 2mM) concentrations were replaced by (CaCl2 5mM, MgCl2 0mM).
Typical cellular responses under blockage of non-NMDAr with Mg2Å-free solutions are
shown in Fig. 5.27, after a ﬁrst standard glutamate pulse assessing cell responsiveness. As in
the case with DNQX andMg2Å, long glutamate pulses (2min) provide only barely detectable
responses. However, in the case when glycine is added to the glutamate perfusion, strong
responses can be obtained even with shorter pulses (30 s), for reversible (cf. Fig. 5.27(c)) and
biphasic (cf. Fig. 5.27(d)) responses. Those results are representative of measurements per-
formed on n Æ 41 cells.
These results show far greater responses than in the previous case, thanks to the removal
of the Mg2Å block. They are even comparable in amplitude to standard ones, when glycine
is employed. It can be identiﬁed that in the absence of glycine, long exposures to glutamate
(2min) generate a small response in
£
NaÅ
¤
, but without identiﬁable signal in
£
Ca2Å
¤
nor in
phase. Interestingly, it was also noticed that a non-negligible part of cells presenting biphasic
responses in phase under DNQX-Mg2Å-free perfusion were not fully recovering in phase, as
a residual offset is present after phase recovery, as shown in Fig. 5.27(d).
Response with AMPA/Kainate and NMDA receptors blocked
In a ﬁnal experiment, we present cellular responses for which both NMDAr and non-NDMAr
are blocked, through the combined use of MK-801 (40M) and DNQX (40M). As these two
classes cover the known receptors activated by glutamate, this experiment can be considered
as a control, in the sense that the expectation is to identify no effect of glutamate perfusion
under these conditions. As previously, drugs are perfused for 20¡30min before performing
measurements under glutamate excitation.
Typical results under these conditions are presented in Fig. 5.28, where an initial glutamate
pulse (30M, 30 s) has been applied to ensure cell responsiveness. Although standard glu-
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(a) (b)
Figure 5.28: Cell response under glutamate excitation (30M, duration shown on graphs),
with blockage of both NMDAr and non-NMDAr. (a) Typical full experiments, with barely
no response during perfusion of MK-801 and DNQX. (b) Temporal inset of the experiment,
showing inmore details the small responses of (30M, 30 s or 2min) pulses with andwithout
glycine.
tamate pulses do not produce any response, one can identify that a small ionic inﬂux in the
case of (30M, 2min) perfusion, although no signal seems to be detected in phase. In com-
parison, pulses (30M, 2min) with glycine enhance slightly the ionic response, and provide
a small response in phase. Those results are representative of n Æ 8 cells.
The fact that glutamate generates an ionic response in both
£
Ca2Å
¤
and
£
NaÅ
¤
is not ex-
plained by the simple model developed in section 5.1, as blockage of both NMDAr and non-
NMDAr should inhibit completely responses to glutamate. This implies either thatmore com-
plex phenomena are occurring and are not explained by the interaction with the considered
receptors, or that the inhibition by both MK-801 and DNQX is not fully effective, thus letting
some active receptors. In both cases, the results of this experiment can be considered as a
reference baseline, in the sense that the response corresponds to a case where all inﬂuence
of glutamate should be blocked to our understanding.
This experiment also consists in the ﬁrst case where the phase signal is not fully consistent
with ionic responses under our interpretation, as no phase signal is detected for a (30M,
2min) pulse, while small ionic responses can be identiﬁed. However, one can note that ionic
inﬂuxes are not similar to the onesmeasured for other conditions in theprevious experiments
of this section. In particular, their temporal dynamics is rather different, as the
£
Ca2Å
¤
signal
rise is rather slow,while all other experimentswere consistentwith a rapid intracellular
£
Ca2Å
¤
increase. The signal shown inFig. 5.28(b) is far slower, as the rise ranges in theminutes ranges,
compared with at most tens of seconds in the other cases. Furthermore,
£
NaÅ
¤
also presents
slower dynamics with its rise and decrease occurring at similar rates.
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Results analysis
As it can be seen from the various results presented above, the responses in phase to glu-
tamate under various excitations are rather different. One of the ﬁrst difference consists in
the response amplitude, that differs greatly depending on the receptor inhibited during glu-
tamatergic stimulation. Those results are usually correlated with a change in the ionic ﬂuxes
measured through ﬂuorescence, where smaller responses in phase are commonly linkedwith
reduced responses in both
£
NaÅ
¤
and
£
Ca2Å
¤
.
In addition to differences in the response amplitude, some variations in the phase response
shape could also be identiﬁed. In particular, the phase slope change, as described in sub-
section 5.5.3, seems to disappear in some cases. We thus checked for its occurrence in the
various experimental conditions presented above. We present in Fig. 5.29(a) the percentage
of cells where the slope change can be identiﬁed for the different experiment types. Errors
bars indicate here the standard deviation of the percentages computed individually for each
cell culture, which are then averaged to provide the measured value; the n value shown in
graphs then represents the total amount of cells considered for these measurements. It ap-
pears that the phase slope change occurs in signiﬁcantly less cases when DNQX is perfused,
as it is replaced by a more gradual curve, as shown in Figs. 5.26(c–d). On the other hand, this
initial decrease is again present when employing aMg2Å-freemedium, where the occurrence
is situated in ranges where the discrepancy falls below uncertainties of measurement.
(a) (b)
Figure 5.29: (a) Occurrence percentage of the slope change after the initial decrease of the
phase signal (cf. Fig. 5.22) for the various experimental conditions. (b) Mean time constant
¢tp of the initial decrease in phase for the various experimental conditions. The amount of
cells considered is given for each bar in graphs.
Furthermore, this initial decrease appears to change in behaviour depending on the in-
hibitor employed. We measured the time constant ¢tp of this response, deﬁned as the time
between the beginning of the phase response and change of slope in phase (cf. Fig. 5.22). We
present in Fig. 5.29(b)measurements of this time constant for the different experiment types.
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Error bars here indicate the standard deviation computed on the time constants considered
formeasurements; the amount of cells n employed are indicated in the graphs, being smaller
than previously, as only cells presenting this initial decrease were considered. It appears that
the duration of the time constant is more important for cells on which MK-801 has been ap-
plied, while¢tp for other cases are in fairly comparable ranges. Themeasurements for DNQX
withMg2Å are not presented here, as the amount of cells presenting an initial decrease is not
high enough to be statistically relevant.
One should note that those results need be taken with some care, as the amount of cells
considered is not very high in some cases, thus making the measurements subject to poten-
tial strong uncertainties due the small n values. Furthermore, no automatic procedure was
developed to generate those statistics, which were computed throughmanual interpretation
of curves.
5.6.2 Discussion
Cell responses with pharmacological blockage
Globally, the results obtained with pharmacological tools are in accordance with known re-
sults from literature, as detailed below. Furthermore, the phase signal generally behaves in
accordance with expectations, as a reduction of ionic ﬂuxes through blockage of glutamate
receptors results in a corresponding reduction in the phase signal.
Blockage of NMDAr through perfusionMK-801 greatly reduces the cell response, so that an
increase of the glutamate perfusion duration to 2min is necessary to retrieve a comparable
response (cf. Fig. 5.25). Interestingly, one can identify that theCa2Å inﬂux is relatively reduced
with NMDAr blocked, compared to a stimulation performed in standard conditions. This
result is in accordance with the high permeability of NMDA receptors to Ca2Å [Ham01]. As in
the case of standard conditions, the phase signal can be either reversible or biphasic, where
the type of response seems to depend on the Ca2Å saturation, as a rapid regulation of
£
Ca2Å
¤
to resting levels yields a biphasic response (cf. Fig. 5.25(d)).
In comparison, blockage of non-NMDAr further reduces the cell response, as shown in
Fig. 5.26. This can be explained by the nature of NMDA receptors, which are also voltage-
dependent in physiological conditions because of the so-calledMg2Å-block [Bro93]. The volt-
age dependence of NMDAr can be further identiﬁed in this case through the dynamics of the
response, which is far slower than for standard conditions. The cell response may indeed
increase gradually, as some NMDAr are activated through depolarisation because of the ini-
tial activation of a small amount of receptors. This behaviour can also explain the low effect
of glycine, supposed to potentiate NMDAr. The phase signal presents a behaviour in accor-
dance with the ionic ﬂuxes, as the phase decreases are rather low, and also occurring within
slower time frames.
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As expected from this interpretation, experiments performed with blockage of non-NMDA
receptorswithout thepresenceofMg2Å in the externalmediumgreatly increases the response
compared to previous conditions, as shown in Fig. 5.27, and the dramatic inﬂuence of glycine,
as pulses of 30 s provide comparable responses to standard conditions. One can also identify
the faster dynamics of cell response for all signals, showing in this case the rapid respon-
siveness of NMDAr. Like in the responses with NMDAr blocked, it is possible to identify both
reversible and biphasic responses in phase. Interestingly, in the case of non-NMDAr blocked,
the relative strength of
£
Ca2Å
¤
and
£
NaÅ
¤
signals is comparable to standard conditions, which
can be understood by the fact that NMDAr are non-selective in their conductance for various
ions.
The only result which does not follow expectations on the correlation between the phase
signal and ionic ﬂuxes consists in the experiment where both NMDAr and non-NMDAr are
blocked, as shown in Fig. 5.28, where small ionic ﬂuxes for both NaÅ and Ca2Å are detected,
although no phase response can be identiﬁed. The absence of phase signal may be due to an
insufﬁcient SNR, so that the small phase responses are hidden in noise. However, the am-
plitude of ionic signals seems to be comparable to other experiments, such as the blockage
of non-NMDAr (cf. Fig. 5.26). Another factor may be the dynamics of the ionic ﬂuxes, which
are extremely slow in the case of blockage with bothMK-801 andDNQX. The response in this
case may be indeed due to unblocked receptors, which amount should be low. Regulation
mechanismsmay thus be able in this case tomaintain CVR during ionic inﬂux thanks to their
low dynamics, thus minimising the phase response.
Inﬂuence of pharmacological blockage on phase signal
As discussed brieﬂy above, the main characteristics of the various experiments of this sub-
section is the consistency of the phase signal compared to ionic ﬂuxes, for both the temporal
dynamics and strength of the response. The various experiments indeed show that the phase
signal decreases accordingly to
£
Ca2Å
¤
and
£
NaÅ
¤
response strengths.
Another interesting point is that the phase response type—reversible or biphasic—is clear-
ly independent on the typeof receptor involved in the cell response, as both response type can
be identiﬁed with NMDAr blocked, or non-NMDAr blocked when the inﬂuence of theMg2Å
block is removed, for glutamate excitations strong enough to provide phase responses which
can be differentiated. Furthermore, the classiﬁcation between biphasic and reversible is in
agreement with previous observations, as reversible responses seem to occur for cases which
present a stronger Ca2Å saturation. This may indicate that the phase response type is more
dependent on regulationmechanisms than on the pathways responsible for the activation of
ionic inﬂuxes. One should also remember that various mechanisms were not studied at this
point, such as voltage-gated channels, which are responsible for an important part of ionic
ﬂuxes, implying that the study performed above by blocking the main glutamate-dependent
receptors changes the cell responsiveness under glutamate stimulation, but does not modify
the behaviour of many ionic pathways, activated after membrane depolarisation. This may
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explain the consistency of the phase signal through various mechanisms which are invariant
during the different experiments presented above.
Someminor differences can however be identiﬁed in some cases. It was for example identi-
ﬁed that biphasic phase responses in the case of non-NMDAr blockedwas often not reaching
back resting levels, as shown for example in Fig. 5.27(b, d). Those effects were however not
investigated more deeply at this stage, and are difﬁcult to interpret.
Inﬂuence of receptor type on initial phase signal dynamics
While the global phase dynamics is independent of the type of receptor blocked during gluta-
mate stimulation, some discrepancies can be identiﬁed between the various responses. Typ-
ically, as shown in Fig. 5.29(a), the occurrence of the so-called phase slope change, varies
signiﬁcantly depending on the type of receptor active during stimulation. In particular, its
occurrence greatly drops in the case of blockage of NMDAr in presence of Mg2Å (20% com-
pared to 80% for standard conditions), but reappears with similar occurrence percentage
when Mg2Å-free medium is used. This can be compared with the signal dynamics, which
were identiﬁed as far slower. In this context, the decrease in phase slope occurrence is con-
sistent with the absence of calcium saturation, which does not occur due to the partial and
gradual activation of NMDAr. On the contrary, this saturation occurs in the case of NMDAr
activation withoutMg2Å, and to a lower extent with non-NMDAr activation.
Furthermore, signiﬁcant differences in the time constant ¢tp could be identiﬁed, deﬁned
as the time between the start of the phase response and the occurrence of the phase slope
change, and shown in Fig. 5.22. As shown in Fig. 5.29(b), the time constant for standard con-
ditions is approximately 30 seconds. However, in the case of NMDAr blockage, the time con-
stant rises to 55 seconds, while non-NMDAr blockage without Mg2Å produces similar time
constants as standard conditions. According to previous discussions, where we linked the
phase slope change with the time at which Ca2Å saturation is occurring, this change in ¢tp
could be due to the longer time for
£
Ca2Å
¤
to reach saturation under inactivation of NMDAr,
as the conductivity for Ca2Å of non-NMDAr is known to be lower [Bro94]. The Ca2Å satu-
ration may thus appear at a later stage of the cell response, thus delaying the phase slope
change. This interpretation is also in accordance with the temporal curves shown typically in
Fig. 5.25(a), where the Ca2Å saturation is still simultaneous to the phase slope change.
5.7 Quantitative comparison
In this ﬁnal section, we present preliminary results where the ionic signals have been quanti-
ﬁed through calibration procedures, in conjunction with quantitative phase measurements.
Themain interest of quantifying ionicﬂuxes in the context of our experiments is to enablebet-
ter comparison between signals obtainedwith ionic indicators and the phasemeasurements,
by linearising the ﬂuorescence response. Furthermore, itmay potentially enable quantitative
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comparison between the phase signal and calibrated ionic ﬂuxes imaging. In this section, we
limit ourselves to
£
Ca2Å
¤
imaging curves quantiﬁcation, as a separate procedure needs to be
developed for each type of ionic ﬂux.
As described in subsection 2.3.3, quantifying the ﬂuorescence signal recorded from an ion-
ic indicator requires recording the ﬂuorescence at minimum and maximum ionic concen-
trations. This is performed by employing chelators in the absence of the calibrated ion to
prevent the indicator to bond with it, and perfuse then a saturating ionic concentration to
ensure that most of the ﬂuorophores loaded in the cell are bonded, as described in details in
subsection 5.3.2. The mathematical procedures then employed from measurements in or-
der to calculate the ionic concentration were presented in subsection 2.3.3, and will not be
repeated here.
(a) (b)
Figure 5.30: Typical curves of a calibrated experiment for
£
Ca2Å
¤
imaging, where EGTA and
ionomycin are used to retrieve the Fmin signal, when ﬂuorophores are not bonded to Ca2Å,
and a saturating concentration of
£
Ca2Å
¤
to retrieve the Fmax signal, respectively in the case
of (a) Fura-2 and (b) Fluo-4.
We present in Fig. 5.30 typical complete experiments including calibration, for the two£
Ca2Å
¤
indicators employed in our measurements. In Fig. 5.30(a), an experiment performed
with Fura-2 is presented. Although it was not employed systematically when comparing sig-
nals with phase measurements, this indicator presents the advantages of being extensively
described in literature for quantitative
£
Ca2Å
¤
imaging, and thus enables to assess our mea-
surements in regards to state of the art results. Furthermore, its ratiometric approach ensures
that nobias inducedbyphoto-bleaching is present. In Fig. 5.30(b), wepresent a complete cal-
ibration experiment performedwith Fluo-4, with an identical procedure. While this indicator
has been employed extensively in sections 5.5–5.6 thanks to its separate spectral bandwidth
in regards to SBFI, it is far less described in literature for quantitative imaging.
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These experiments show that one practical experimental difﬁculty consists in emptying
cells from their intracellular Ca2Å, as a perfusion of chelator is necessary during typically
30 minutes. This long procedure is essentially due to calcium compartments inside the cell,
whichmay release only gradually their stored Ca2Å as it disappears from cytosol [Par08]. This
implies that cells are immersed for a long time in calibration media, increasing the risk that
measures are performed in non-physiological conditions. Another issue consists in getting
the Fmax value for single-wavelength indicators. As discussed in subsection 5.5.2, the photo-
bleaching inﬂuence can usually be neglected for cells providing transient responses, as the
ﬂuorophore does not emit too much light for long times. The effect of bleaching can howev-
er be important when saturating the indicator, as the ﬂuorescence intensity is maximal, thus
increasing the probability of quenching. As it canbe seen for example in Fig. 5.30(b), themax-
imum value rapidly decreases at the end of the experiment, probably because of bleaching,
implying that the Fmax value must be measured rapidly.
5.7.1 Control experiments
Asmentionedpreviously, the Fluo-4 indicator is far less documented in literature thanFura-2.
We thuspresent here somecontrol experiments aiming at brieﬂy characterising its properties.
One should note that the measurements presented below are only roughly estimating some
main characteristics of the ﬂuorophore, without providing a fully rigorous analysis, which
would require various experimental techniques which were not employed in the framework
of this thesis.
Assessing in situ dissociation constants
As described in subsection 2.3.3, the value of the dissociation constant Kd of ionic indicators,
employed to relate the calibrated ﬂuorescence signal to ionic concentrations, can greatly vary
between in vitro conditions and cytoplasmic ones [Par08]. Experiments can typically show a
two-fold to three-fold increase in the afﬁnity of the indicator when loaded in the cell. For
example, the in vitro dissociation constant of Fura-2 was shown to be Kd Æ 145 nM [Gry85],
while its in situ afﬁnity has been estimated at typically Kd Æ 230 nM [Par08], although this
value can vary depending on references. The issue of knowing precisely the in situ dissocia-
tion constant value is particularly true for
£
Ca2Å
¤
imaging. In most cases, the calibration can
indeed be done by perfusing known ionic concentration with the cell membrane made per-
meable to the considered ion, as for instance for
£
NaÅ
¤
measurements [Dia01]. However, in
the case ofCa2Å, the huge capacity for intracellular uptake, such as inmitochondria or the en-
doplasmic reticulum, where so-called Ca2Å-compartments are stored [Par08], prevents such
simple approaches for calibration, so that in vitro calibration are usually preferred [Pet97].
As we could not ﬁnd in literature an estimation of the in situ value of the dissociation con-
stant of Fluo-4, we performed an experiment with cells loaded with both Fura-2 and Fluo-
4, enabling comparison of the signals. By assuming that the in situ dissociation constant
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of Fura-2 is Kd Æ 230 nM, we calculated
£
Ca2Å
¤
according to Eq. (2.47). On the other hand,
we linearised the Fluo-4 signal according to Eq. (2.45), and ﬁtted both signals through lin-
ear regression in order to estimate the effective Kd value of Fluo-4 to ﬁt the results provided
by Fura-2. The results of the ﬁtting procedure for various cells are presented in Fig. 5.31(a),
which are to be compared with its in vitro value of Kd Æ 345 nM [Gee00]. From those results,
the average apparent dissociation constant ismeasured to be Kd ¼ 166 nM. Typical quantita-
tive measurements for both ﬂuorophores obtained with in situ Kd are shown in Fig. 5.31(b),
where quantitative values after ﬁtting are fairly comparable.
(a) (b)
Figure 5.31: (a) Dissociation constants Kd values for Fluo-4 ﬁtted to match Fura-2 signals
calculated with an assumed in situ Kd Æ 230 nM for various cell responses. The mean value
and the standard deviation of the data set are respectively represented with a dashed line
and error bars. (b) Typical ﬁtted cell response of Fluo-4, shownwith its corresponding Fura-2
curve.
The fairly low apparent Kd of Fluo-4 measured through our experiment is in disagreement
with the literature describing the general behaviour of ionic indicators, which dissociation
constant tends to increase in the cytosol, due to the interactionwith intracellular compounds.
This leads to consider that important experimental biases could be present. An inﬂuencing
factor can consist in the presence of two high-afﬁnity Ca2Å indicators in the cytoplasm, so
that the two ﬂuorophores may compete for bonding with Ca2Å in the medium, leading to an
apparent Kd lower than in reality. Another factor, which was identiﬁed in some curves is due
to photo-bleaching. As the emission intensity of Fluo-4 decreases with time, it implies that
the measured Fmax value may be fairly lower than the real one. This leads to higher values in
the computation of the linearised curve, which are then compensated during ﬁtting with a
lower dissociation constant value.
Nevertheless, this experiment also shows that the linearisation of curves is rather similar for
both ﬂuorophores, as a compensation through amultiplicative factor provides a good agree-
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ment between the two signals. This implies that although the absolute quantitative values we
may obtain with Fluo-4 are questionable, the relative shapes and values may be compared in
terms of amplitude of
£
Ca2Å
¤
spikes. Furthermore, as the determination of a reliable in situ
Kd value for Fluo-4 is inconclusive through our simple experiment, we will assume a value of
Kd Æ 345 nM for the measurements presented below, according to in vitro calibrations.
Assessing calibrationmethods withoutminimum values
As it can be seen for example in Fig. 5.30, it is rather difﬁcult and lengthy in the case of
£
Ca2Å
¤
imaging to obtain theminimum value Fmin. The difﬁculty in obtaining this Fmin value is con-
sidered to be one of the main source of bias in quantitative
£
Ca2Å
¤
measurements, leading
generally to over-estimated Ca2Å concentrations [Mar00].
As presented in subsection 2.3.3, alternative calibrationmethods were proposed for single-
wavelength indicators, where the minimum value is not required, as given in Eq. (2.46)
[Mar00]. quantitative measurements obtained through the standard method (cf. Eq. (2.45)),
and through the method described by Eq. (2.46), for experiments in which both Fmin and
Fmax were obtained through calibration. We assumed in this case a dynamic range for Fluo-4
of R f Æ 85, according to [Mar00].
The quantitative results obtained with bothmethods are presented in Fig. 5.32, for a typical
cell response. It is possible to identify that curves are very similar for higher concentrations
(cf. Fig. 5.32(a)), while the method based only on the maximum value seems to slightly over-
estimateCa2Å levels for lower concentrations, as shownon the log-scale of Fig. 5.32(b). Values
at resting levels are typically at 30¡40 nM, with £Ca2Å¤ spikes corresponding approximately
to a 500-fold
£
Ca2Å
¤
increase. Those values are in the range of known resting
£
Ca2Å
¤
and cal-
cium spikes for neurons [Ham01; Hoc89], although spikes may be slightly overestimated due
to the difﬁculty of obtaining a fully reliable Fmax value.
Those results imply that both methods provide similar values, thus enabling to avoid the
long experimental procedure required to obtain Fmin. This approachmakes it possible to ob-
tain quantitative results much faster, and suppresses one in situ parameter for computation
of
£
Ca2Å
¤
, thus suppressing a part of the potential measurement errors, as the R f value is an
intrinsic property of the ﬂuorophore [Mar00]. Furthermore, reducing the experiment dura-
tion also improves the accuracy of the measurement of Fmax, as bleaching is reduced thanks
to shorter experiments.
5.7.2 Experimental results
We present in this section similar results as in section 5.5, where
£
Ca2Å
¤
curves have been
quantiﬁed with the maximum value method described in Eq. (2.46). Results for typical cell
responses are shown in Fig. 5.33, where both reversible and biphasic responses can be iden-
tiﬁed. Insets for one glutamate pulse are shown in Figs. 5.33(c–d), where the temporal corre-
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(a) (b)
Figure 5.32: Comparison of the calibration methods for single-wavelength ﬂuorophores, ex-
pressed respectively by Eq. (2.45) (Min-Max) and Eq. (2.46) (Max), shown on (a) linear and (b)
log scales.
spondence between signals can be better identiﬁed. Those results are representative of mea-
surements performed on n Æ 16 cells.
The results presented in Fig. 5.33 are very similar to the ones shown in Fig. 5.24, apart from
the fact that
£
Ca2Å
¤
response has been quantiﬁed through calibration procedures. One can
identify the very good temporal correspondence between the initial phase decrease and the£
Ca2Å
¤
spike, which is enhanced compared to previous results thanks to the curve lineari-
sation. In particular, it is possible to see that the slope change, characterised by an abrupt
change in phase signal, occurs simultaneously with the initial
£
Ca2Å
¤
decrease, as shown in
particular in Fig. 5.33(c). Interestingly, for cases where
£
Ca2Å
¤
stays at saturated levels for
longer times, such as in the case shown in Fig. 5.33(d), the slope change stage seems to be
correlated with an initial
£
Ca2Å
¤
decrease, which precedes the main decrease occurring later.
Effect of calcium on initial phase decrease
Finally, we present in Fig. 5.34 typical cell responses, where the inﬂuence of the intracellular£
Ca2Å
¤
on the initial phase decrease can be further appreciated. For the sake of visibility, we
do not present here the corresponding
£
NaÅ
¤
signals. These results emphasise the temporal
relation between the ﬁrst rapid
£
Ca2Å
¤
regulation and the initial phase decrease, in particular
in Figs. 5.34(a–c), where a clear rapid
£
Ca2Å
¤
spike followedby a slower regulation canbe seen.
Similarly, a long saturation after the ﬁrst
£
Ca2Å
¤
burst is linked with an absence of abrupt
phase change with only a small slope variation, as shown in Fig. 5.34(d). Nevertheless, the
link between the ﬁrst
£
Ca2Å
¤
regulation and the initial phase break can also be seen in this
particular case, where the phase slope change is smaller, as the initial calcium regulation.
Although these preliminary results show a striking correspondence between this initial
phase decrease and
£
Ca2Å
¤
monitoring, they were not yet reproduced for a sufﬁcient cell
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(a) (b)
(c) (d)
Figure 5.33: Temporal comparison of
£
Ca2Å
¤
,
£
NaÅ
¤
and quantitative phase signals for typical
cell responses, where
£
Ca2Å
¤
has been calibrated to quantitative values.
amount to be fully reliable on a statistical point of view. Furthermore, the great variety of sig-
nal types, for both phase and
£
Ca2Å
¤
, make the possibilities of statistical treatment not trivial.
Nevertheless, these results show the great importance of linearisation of ﬂuorescence curve,
as detailed dynamics studies can clearly be misled with raw curves.
5.7.3 Discussion
The preliminary measurements with quantitative
£
Ca2Å
¤
measured through calibration pro-
cedures present values being typically around 20 nM at resting levels, with 100 to 1000-fold
increases during glutamate response. While the accuracy of the obtained values is question-
able, as shown inour control experiments, they lie in theproper order ofmagnitude according
to literature [Kie94]. Furthermore, the experimental calibrations required to retrieve quan-
titative values are rather complicated and can impede the reproducibility of results. While
we assessed an alternative method which prevents the acquisition of Fmin values for single-
wavelength indicators, which simpliﬁes greatly the experimental protocol and preventsmea-
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(a) (b)
(c) (d)
Figure 5.34: Comparison of cell responses in phase and calibrated
£
Ca2Å
¤
, showing the corre-
lation between the intracellular calcium concentration and the initial phase break.
surement errors at low Ca2Å levels, the reliability of the Fmax value is of primary importance
for high
£
Ca2Å
¤
, in particular for high-sensitivity ﬂuorophores as the ones employed in our ex-
periments. This implies typically that the values obtained at saturation are less reliable than
the ones at resting levels. Nevertheless, calibration procedures present the advantage of lin-
earising the curves, enabling an easier interpretation for comparison of signals, which is one
of the primary objective of the work presented here.
In this context, the calibrated
£
Ca2Å
¤
curves seem to corroborate the proposed interpreta-
tion of the phase slope change discussed previously, in the sense that the saturation dura-
tion of the
£
Ca2Å
¤
signal is very well correlated with the phase slope change, as shown for
example in Fig. 5.33(c–d). Moreover, the phase curves present an excellent simultaneity with
the
£
Ca2Å
¤
signal, where both the phase decrease and the small phase increase during slope
change are correlated respectively with the
£
Ca2Å
¤
rise and the rapid Ca2Å regulation. This
result in is accordancewith our previous observations during both temporal comparison and
pharmacological analysis.
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In case of quantitative curves, this correlation can be further extended, as various results
seem to indicate that the strength of the abrupt phase change is directly linkedwith the inten-
sity and shape of the
£
Ca2Å
¤
signal, as shown for various examples in Fig. 5.34, where various£
Ca2Å
¤
responses correspond verywell to their respective phase signals. While those observa-
tions are based on preliminary results whichwere not analysed on a sufﬁcient amount of cells
to be statistically fully relevant, they seem to corroborate the previous interpretation, even by
indicating a potential quantitative relation both in dynamics and amplitude between the ini-
tial phase signal and the corresponding
£
Ca2Å
¤
burst of neuronal responses to glutamate.
5.8 Discussion and perspectives
The results presented in this chapter showed various applications of DHM measurements
in the context of neuronal dynamics. In particular, the quantitative phase signal was shown
to present speciﬁc features depending on the cellular state, where it can be interpreted as a
measure of both the intracellular dilution and volume, which are intimately correlated with
transmembranar water movements, and can thus be considered as an measure of the cell
volume regulation (CVR).
Typical cell responses could be classiﬁed in mainly three types, i.e. irreversible, reversible
and biphasic, in accordance with previous studies [Jou11]. These response types are closely
related to ionic ﬂuxes, such as calcium and sodium, which were simultaneously measured
along with the phase signal. Furthermore, the differentiation between typically irreversible
and both reversible or biphasic signals can be performed easily through various criteria, such
as the value of the phase decrease, or the shape of the phase temporal response.
Within this interpretation, the phase signal can be employed for applications such as early
cell death detection, where the irreversible phase response can be understood as a symp-
tom of cell volume and intracellular ionic deregulation, an early indicator of death mecha-
nisms triggering. The CVR capability measurement can typically be performed in the case
of glutamate-mediated excitotoxicity in a time range of tens of minutes, which is to be com-
pared with typical detection times of usual cell death assessment methods based on the loss
of membrane integrity, which occurs several hours after drug application in a late state of
necrosis. The early detection of cell death through this method which presents the advan-
tage of being label-free, non-invasive and full-ﬁeld could lead to valuable applications in
high-throughput applications, which require the acquisitionof data ona large amount of cells
within time ranges as short as possible.
Onmore fundamental aspects, the links between ionic ﬂuxes and the phase signal could be
further studiedby comparing thephase signalmeasurementwith functional imaging through
ﬂuorescent ionic indicators. The inﬂuenceof ionic ﬂuxes suchasCa2Å andNaÅ couldbe anal-
ysed, showing that the phase signal possesses various features generated by speciﬁc mech-
anisms underlined by ionic movements. In particular, the global response of the phase sig-
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nal appears to follow essentially the slower trend of
£
NaÅ
¤
, while a speciﬁc
£
Ca2Å
¤
signature
could be identiﬁed in the phase signal during thewell knownCa2Å burst occurring under glu-
tamate stimulation. Correlated to
£
Ca2Å
¤
and
£
NaÅ
¤
imaging, the quantitative phase signal
also presents speciﬁc features under pharmacological analysis, where the blockage of cer-
tain types of glutamate receptors changes the response type, in accordance with ionic ﬂuxes
measurements, where the changes can be interpreted in terms of biological mechanisms im-
plied by the speciﬁcally activated receptors. Furthermore, the calibration of ionic signals in
order to retrieve quantitative values makes possible to compare directly phase signal, a glob-
al intrinsically quantitative indicator, with ﬂuorescent ionic imaging, a speciﬁc extrinsically
quantitative indicator.
These close links between ionic intracellular concentrations and the phase signal, essen-
tially dependent on the intracellular dilution occurring through water movements, show the
close linkbetweenvariousbiologicalmechanisms in cellular environments, suchas ionotrop-
ic receptors activation, voltage-gated channels and co-transporters. In this context, phase
signalmeasurement canbring further insights in cellular dynamics studies, by bringing infor-
mation which is classically not covered by standard investigation tools such as ﬂuorescence
imaging or electrophysiology.
References
[Alt93] S. A. Altman, L. Randers, and G. Rao, “Comparison of trypan blue dye exclusion
and ﬂuorometric assays for mammalian cell viability determinations,” Biotech-
nol. Progr. 9 (6), pp. 671–674 (1993).
[Ank95] M. Ankarcrona, J. Dypbukt, E. Bonfoco, B. Zhivotovsky, S. Orrenius, S. Lipton,
and P. Nicotera, “Glutamate-induced neuronal death: A succession of necrosis
or apoptosis depending on mitochondrial function,” Neuron 15 (4), pp. 961–973
(1995).
[Ban87] H. Bank, “Assessment of islet cell viability using ﬂuorescent dyes,” Diabetologia
30 (10), pp. 812–816 (1987).
[Bor04] C. Bortner and J. Cidlowski, “The role of apoptotic volume decrease and ionic
homeostasis in the activation and repression of apoptosis,” Pﬂug. Arch. Eur. J.
Physiol. 448 (3), pp. 313–318 (2004).
[Bre93] G. Brewer, J. Torricelli, E. Evege, and P. Price, “Optimized survival of hippocampal
neurons in B27-supplementedNeurobasalTM, a new serum-freemediumcombi-
nation,” J. Neurosci. Res. 35 (5), pp. 567–576 (1993).
[Bro93] J. Brocard, S. Rajdev, and I. Reynolds, “Glutamate-induced increases in intracel-
lular free Mg2+ in cultured cortical neurons,”Neuron 11 (4), pp. 751–757 (1993).
[Bro94] J. Brorson, P. Manzolillo, and R. Miller, “Ca2+ entry via AMPA/KA receptors and
excitotoxicity in cultured cerebellar Purkinje cells,” J. Neurosci. 14 (1), pp. 187–
197 (1994).
236
References
[Che08] M. Chen, S. Sepramaniam, A. Armugam, M. Choy, J. Manikandan, A. Melendez,
K. Jeyaseelan, and N. Cheung, “Water and ion channels: Crucial in the initiation
andprogressionof apoptosis in central nervous system?,”Curr.Neuropharmacol.
6 (2), pp. 102–116 (2008).
[Cho94] D. W. Choi, “Glutamate receptors and the induction of excitotoxic neuronal
death,” in Neuroscience: From the Molecular to the Cognitive, F. E. Bloom, Ed.,
vol. 100, ser. Prog. Brain Res. Elsevier (1994), pp. 47–51.
[Col10] M. I. Colombo and H.-U. Simon, “Autophagy,” in Cell Death, G. Melino and D.
Vaux, Eds., JohnWiley & Sons, Inc., New York (2010), pp. 175–188.
[Dia01] A. Diarra, C. Sheldon, and J. Church, “In situ calibration and [HÅ] sensitivity of
the ﬂuorescent NaÅ indicator SBFI,” Am. J. Physiol.-Cell Ph. 280 (6), pp. C1623–
C1633 (2001).
[Dup09] L. Duprez, E. Wirawan, T. Berghe, and P. Vandenabeele, “Major cell death path-
ways at a glance,”Microbes Infect. 11 (13), pp. 1050–1062 (2009).
[ED94] G. C. R. Ellis-Davies and J. H. Kaplan, “Nitrophenyl-EGTA, a photolabile chelator
that selectively binds Ca2Å with high afﬁnity and releases it rapidly upon photol-
ysis,” P. Natl. Acad. Sci. USA 91 (1), pp. 187–191 (1994).
[Egu97] Y. Eguchi, S. Shimizu, and Y. Tsujimoto, “Intracellular ATP Levels Determine Cell
Death Fate by Apoptosis or Necrosis,” Cancer Res. 57 (10), pp. 1835–1840 (1997).
[Erd00] W. L. Erdahl, C. J. Chapman, R. W. Taylor, and D. R. Pfeiffer, “Ionomycin, a Car-
boxylic Acid Ionophore, Transports Pb2Å withHigh Selectivity,” J. Biol. Chem. 275
(10), pp. 7071–7079 (2000).
[Gee00] K. Gee, K. Brown,W.-N. Chen, J. Bishop-Stewart, D. Gray, and I. Johnson, “Chem-
ical and physiological characterization of ﬂuo-4 Ca2Å-indicator dyes,” Cell Calci-
um 27 (2), pp. 97–106 (2000).
[Gry85] G. Grynkiewicz, M. Poenie, and R. Tsien, “A new generation of Ca2Å indicators
with greatly improved ﬂuorescence properties,” J. Biol. Chem. 260 (6), pp. 3440–
3450 (1985).
[Ham01] C. Hammond, Cellular and Molecular Neurobiology, 2nd ed. Academic Press
(2001).
[Hoc89] P. Hockberger, H. Tseng, and J. Connor, “Fura-2 measurements of cultured rat
Purkinje neurons show dendritic localization of Ca2+ inﬂux,” J. Neurosci. 9 (7),
pp. 2272–2284 (1989).
[Hof09] E. Hoffmann, I. Lambert, and S. Pedersen, “Physiology of cell volume regulation
in vertebrates,” Physiol. Rev. 89 (1), pp. 193–277 (2009).
[Hud80] L. Hudson and F. Hay, Practical Immunology. Blackwell Scientiﬁc Publications
(1980), pp. 29–31.
[Hue88] J. E. Huettner and B. P. Bean, “Block of N-methyl-D-aspartate-activated current
by the anticonvulsantMK-801: selective binding to open channels,”P. Natl. Acad.
Sci. USA 85 (4), pp. 1307–1311 (1988).
[Jac97] M. D. Jacobson, M. Weil, and M. C. Raff, “Programmed Cell Death in Animal De-
velopment,” Cell 88 (3), pp. 347–354 (1997).
237
Chapter 5. Applications of DHM in neurobiology
[Jon85] K. H. Jones and J. A. Senft, “An improvedmethod to determine cell viability by si-
multaneous stainingwith ﬂuorescein diacetate-propidium iodide,” J. Histochem.
Cytochem. 33 (1), pp. 77–79 (1985).
[Jou11] P. Jourdain, N. Pavillon, C. Moratal, D. Boss, B. Rappaz, C. Depeursinge, P. Mar-
quet, and P. J. Magistretti, “Transmembrane water ﬂuxes in neurons revealed by
Digital HolographicMicroscopy: application to the study of glutamate ionotrop-
ic receptors and of the co-transporters KCC2 and NKCC1,” J. Neurosci., (2011),
(accepted).
[Kie94] L. Kiedrowski, G. Brooker, E. Costa, and J. T. Wroblewski, “Glutamate impairs
neuronal calcium extrusion while reducing sodium gradient,” Neuron 12 (2),
pp. 295–300 (1994).
[Kie95] L. Kiedrowski and E. Costa, “Glutamate-induced destabilization of intracellular
calcium concentration homeostasis in cultured cerebellar granule cells: role of
mitochondria in calcium buffering.,”Mol. Pharmacol. 47 (1), pp. 140–147 (1995).
[Kor83] C. Korzeniewski and D. M. Callewaert, “An enzyme-release assay for natural cy-
totoxicity,” J. Immunol. Methods 64 (3), pp. 313–320 (1983).
[Kry08] D. Krysko, T. Vanden Berghe, K. D’Herde, and P. Vandenabeele, “Apoptosis and
necrosis: Detection, discrimination and phagocytosis,”Methods 44 (3), pp. 205–
221 (2008).
[Küh07] J. Kühn, T.Colomb, F.Montfort, F. Charrière, Y. Emery, E.Cuche, P.Marquet, andC.
Depeursinge, “Real-time dual-wavelength with digital holographic microscopy
with a single hologram acquisition,” Opt. Express 15 (12), pp. 7231–7242 (2007).
[Lec02] H. Lecoeur, “Nuclear apoptosis detection by ﬂow cytometry: Inﬂuence of en-
dogenous endonucleases,” Exp. Cell Res. 277 (1), pp. 1–14 (2002).
[Mar00] M. Maravall, Z. Mainen, B. Sabatini, and K. Svoboda, “Estimating intracellular
calcium concentrations and buffering without wavelength ratioing,” Biophys. J.
78 (5), pp. 2655–2667 (2000).
[Mar03] P. Marquet, “Développement d’une nouvelle technique de microscopie optique
tridimensionnelle, la microscopie holographique digitale. Perspectives pour l’é-
tude de la plasticité neuronale,” PhD Thesis, Université de Lausanne, (2003).
[Mei06] S. Meier, Y. Kovalchuk, and C. Rose, “Properties of the new ﬂuorescent NaÅ indi-
cator CoroNa Green: Comparison with SBFI and confocal NaÅ imaging,” J. Neu-
rosci. Methods 155 (2), pp. 251–259 (2006).
[Par06] Y. Park, G. Popescu, K. Badizadegan, R. Dasari, and M. Feld, “Diffraction phase
and ﬂuorescence microscopy,”Opt. Express 14 (18), pp. 8263–8268 (2006).
[Par08] R. Paredes, J. Etzler, L. Watts, W. Zheng, and J. Lechleiter, “Chemical calcium in-
dicators,”Methods 46 (3), pp. 143–151 (2008).
[Pav10a] N. Pavillon, A. Benke, D. Boss, C. Moratal, J. Kühn, P. Jourdain, C. Depeursinge, P.
J. Magistretti, and P. Marquet, “Cell Morphology and Intracellular Ionic Home-
ostasis explored with a Multimodal Approach combining Epiﬂuorescence and
Digital Holographic Microscopy,” J. Biophotonics 3 (7), pp. 432–436 (2010).
238
References
[Pav10b] N. Pavillon, A. Benke, D. Boss, C. Moratal, P. Jourdain, Y. Emery, C. Depeursinge,
P. J. Magistretti, and P.Marquet, “Study of Intracellular Ion Dynamics with aMul-
timodality Approach Combining Epiﬂuorescence and Digital Holographic Mi-
croscopy,” in Digital Holography and Three-Dimensional Imaging (DH), JMA26,
OSA, Miami, FL (2010).
[Pav11a] N. Pavillon, J. Kühn, P. Jourdain, C. Depeursinge, P. J. Magistretti, and P. Marquet,
“Cell Death and Ionic Regulation Detection with Digital Holographic Microsco-
py,” in Digital Holography and Three-Dimensional Imaging (DH), OSA, Tokyo,
Japan (May 2011).
[Pav11b] N. Pavillon, J. Kühn, C. Moratal, P. Jourdain, C. Depeursinge, P. J. Magistretti, and
P. Marquet, “Early Cell Death Detection with Digital Holographic Microscopy,” J.
Cell Biol., (2011), (to be submitted).
[Pet97] M. Petr and R. Wurster, “Determination of in situ dissociation constant for Fura
2 and quantitation of background ﬂuorescence in astrocyte cell line U373-MG,”
Cell Calcium 21 (3), pp. 233–240 (1997).
[Pur08] D. Purves, Ed.,Neuroscience, 4th. Sinauer Associates, Inc. (2008).
[Rap05] B. Rappaz, P. Marquet, E. Cuche, Y. Emery, C. Depeursinge, and P. Magistretti,
“Measurement of the integral refractive index and dynamic cell morphometry of
living cells with digital holographic microscopy,” Opt. Express 13 (23), pp. 9361–
9373 (2005).
[Rap08a] B. Rappaz, F. Charrière, C. Depeursinge, P. Magistretti, and P. Marquet, “Simul-
taneous cell morphometry and refractive index measurement with dual-wave-
lengthdigital holographicmicroscopyanddye-enhanceddispersionof perfusion
medium,”Opt. Lett. 33 (7), pp. 744–746 (2008).
[Rap08b] B. Rappaz, “Cellular Dynamics Explored with Digital Holographic Microscopy,”
PhD Thesis, Ecole Polytechnique Fédérale de Lausanne, (2008).
[Ric99] T. Rich, C. Watson, and A. Wyllie, “Apoptosis: The germs of death,”Nat. Cell Biol.
1 (3), E69–E71 (1999).
[Sch01] D. Schubert and D. Piasecki, “Oxidative glutamate toxicity can be a component
of the excitotoxicity cascade,” J. Neurosci. 21 (19), pp. 7455–7462 (2001).
[Sil96] R. Silver, D. Colquhoun, S. Cull-Candy, and B. Edmonds, “Deactivation and de-
sensitization of non-NMDA receptors in patches and the time course of EPSCs in
rat cerebellar granule cells,” J. Physiol. 493 (1), pp. 167–173 (1996).
[Sto98] A. Stout, H. Raphael, B. Kanterewicz, E. Klann, and I. Reynolds, “Glutamate-in-
duced neuron death requires mitochondrial calcium uptake,” Nat. Neurosci. 1
(5), pp. 366–373 (1998).
[Str01] W. Strober, “Trypan Blue Exclusion Test of Cell Viability,” in Current Protocols in
Immunology, JohnWiley & Sons, Inc. (2001), A.3B.1––A.3B.2.
[Su04] X. Su and W. Chen, “Reliability-guided phase unwrapping algorithm: A review,”
Opt. Laser Eng. 42 (3), pp. 245–261 (2004).
[Tak88] H. Takajo and T. Takahashi, “Noniterative method for obtaining the exact solu-
tion for the normal equation in least-squares phase estimation from the phase
difference,” J. Opt. Soc. Am. A 5 (11), pp. 1818–1827 (1988).
239
Chapter 5. Applications of DHM in neurobiology
[Tao00] H.-Z. Tao, L. Zhang, G.-Q. Bi, and M.-M. Poo, “Selective presynaptic propaga-
tion of long-term potentiation in deﬁned neural networks,” J. Neurosci. 20 (9),
pp. 3233–3243 (2000).
[Ver99] O. Vergun, J. Keelan, B. Khodorov, and M. Duchen, “Glutamate-induced mito-
chondrial depolarisation and perturbation of calcium homeostasis in cultured
rat hippocampal neurones,” J. Physiol. 519 (2), pp. 451–466 (1999).
[Vil11] M. R. Villarreal. (Feb. 2011). Neuron - Wikipedia, the free encyclopedia, [Online].
Available: http://en.wikipedia.org/wiki/Neuron.
[Whi95] R. White and I. Reynolds, “Mitochondria and Na+/Ca2+ exchange buffer gluta-
mate-induced calcium loads in cultured cortical neurons,” J. Neurosci. 15 (2),
pp. 1318–1328 (1995).
[Wol04] F. Wolbers, H. Andersson, A. Van Den Berg, and I. Vermes, “Apoptosis induced
kinetic changes in autoﬂuorescence of cultured HL60 cells-possible application
for single cell analysis on chip,” Apoptosis 9 (6), pp. 749–755 (2004).
[Yua03] J. Yuan, M. Lipinski, and A. Degterev, “Diversity in the mechanisms of neuronal
cell death,”Neuron 40 (2), pp. 401–413 (2003).
[Zam96] L. Zamai, E. Falcieri, G.Marhefka, andM. Vitale, “Supravital exposure to propidi-
um iodide identiﬁes apoptotic cells in the absence of nucleosomalDNA fragmen-
tation,” Cytometry 23 (4), pp. 303–311 (1996).
[Zam97] N. Zamzami, T. Hirsch, B. Dallaporta, P. Petit, and G. Kroemer, “Mitochondrial
implication in accidental and programmed cell death: Apoptosis and necrosis,”
J. Bioenerg. Biomembr. 29 (2), pp. 185–193 (1997).
240
.
. 6 Conclusion
We presented various applications of digital holographic microscopy (DHM), where we em-
ployed different speciﬁc features of this technique such as its coherent imaging properties or
its capacity to retrieve quantitative phase information, for applications in the enhancement
of the DHM reconstruction quality, three-dimensional quantitative phase imaging, and neu-
ronal cell biology. Since various subjects were tackled in this manuscript, we provide as a
conclusion a brief summary of the main results obtained, along with some perspectives.
We studiedmathematical ways to suppress the so-called zero-order, which consists in inco-
herent terms recorded with interferometric methods. In the context of off-axis holography,
the zero-order reduces the bandwidth available for the cross-correlation terms in which the
complex wavefront is recorded through spatial encoding. We could show that through efﬁ-
cient zero-order suppression, diffraction-limited imaging can be obtained in off-axis DHM,
independently of the magniﬁcation employed. We proposed two different methods in order
to suppress the zero-order, either through iterative treatment based on relations between the
coherent and incoherent imaging, or through nonlinear operators, by transferring the sig-
nal to an additive space in which the zero-order can be intrinsically suppressed. Both meth-
ods were developed with the aim of maintaining the one-shot feature of off-axis holography,
so that they are based on processing a single hologram at a time. They were characterised
theoretically, and assessed experimentally with different types of holograms, such as speckle
interferograms in the context of rough surfaces investigated at low magniﬁcation, or phase
images in the context of topographic measurements or imaging of biological specimens. We
could demonstrate experimentally the potential increase in spatial resolution by employing
these methods, without having to cope with additional noise generated by the incoherent
terms. The iterative method proved to be less restrictive in the measurement conditions re-
quired for its applicability, but at the cost of non-exact reconstruction. On the other hand, the
performances are generally better when using the nonlinear technique, as long as the more
constraining experimental conditions are satisﬁed.
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We applied the quantitative phasemeasurement provided by digital holographicmicrosco-
py to three-dimensional imaging. The fundamental imaging conditions of digital holography
being essentially based on full ﬁeld illumination, it implies that no resolution in the direction
of the optical axis is provided through this approach. It was thus proposed to take advantage
of the coherent imaging properties of interferometry to coherently superpose frames with
different angular information, in order to computationally reconstruct a 3D-resolved image.
Most of the measurement procedures up to now base their acquisition on rotations, either
of the measured specimen or of the illuminating beam, leading potentially to measurement
errors due to for instancemechanical imprecision. We thus investigated a newmeasurement
procedure based on a linear scanning, as provided by a standard moving stage, while acquir-
ing the angular information through the use of convergent beams as an excitation pattern,
instead of the classical plane wave illumination. We developed a reconstruction algorithm
based on an arrangement of the data to retrieve data sets to be fed to standard tomograph-
ic inversion algorithm, in a similar way to the so-called fan beam measurement method in
computerised tomography. We could demonstrate experimentally the validity of our mea-
surement approach by reconstructing 3D images of pollen grains. The tomographic recon-
struction approach also presents the advantage of suppressing the ambiguity between object
height and intracellular refractive index that occurs in phase measurement. We thus quanti-
ﬁed our measurements in order to retrieve the refractive index distribution of our measured
specimens. The preliminary results obtained at this stage however suffer from a degraded
resolution in the direction of the optical axis, mainly due to the reduced numerical aperture
of the employed excitation pattern. Nevertheless, the fact of employing a ﬁxed illumination
during tomographic measurements can greatly reduce the long calibration procedures that
are necessary when typically scanning the beam, as the illumination pattern and phase shifts
changeduring theacquisition. Furthermore, it could lead to the combinationwithother tech-
niques such as image deconvolution, in order to further improve the resolution of the 3D im-
ages.
We also employed DHM in the context of neuronal biology, where the quantitative phase
signal can be interpreted as an indicator of cell regulation processes, such as volume regu-
lation or ionic homeostasis, while being fully non-invasive and label-free. We ﬁrst employed
thismeasurement as an early indicator of cell death, whichwe could detect through so-called
irreversible phase responses, which can be understood as a dramatic dilution of the intracel-
lular content and subsequent absence of volume regulation. Based on other publications
showing the importance of cell volume regulation in the death mechanisms triggering, we
used the phase signal in order to measure the regulation capability of cells, and thus detect
the subsequent cell death. We compared our method with standard cell viability assessment
methods based on dyes such as trypan blue or propidium iodide, which rely on the loss of
membrane integrity following the necrosis death stage occurring in vitro, showing an excel-
lent agreement in detection capability, while enabling detection typically hours beforemeth-
ods based on dyes, thanks to its principle relying on early cell death triggering mechanisms.
Ona second stage, we compared thephase signalwith intracellular ionic concentration,mea-
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sured through quantitative ﬂuorescence. We could show that the phase signal is concomitant
with ionic ﬂuxes during neuronal dynamics occurring under stimulation with a neurotrans-
mitter such as glutamate, which is well-known to generate strong ionic currents during the
action potential triggered on neurons. In particular, we could demonstrate that the phase
signal is generally following the dynamics of sodium, an ion present at high intracellular con-
centration, while being part of the ionic regulation following action potentials. On the other
hand, we could show that a speciﬁc phase signature during glutamate stimulation is linked
to the well-known calcium burst occurring during membrane depolarisation. This relation
could be identiﬁed ﬁrst through quantiﬁcation of the ﬂuorescence signal, which enabled to
demonstrate a striking resemblance in the dynamics of signals during the initiation of the
action potential. Furthermore, pharmacological analysis showed strong changes in the be-
haviour of this phase signature when variousmembrane receptors were activated, which cal-
cium permeability is known to be drastically different. These results show the capability of
phase to measure various cellular processes, through the measurement of the intracellular
dilution, which occurs by volume changes and consequentwatermovements through the cell
membrane. While these signals are not easy to interpret due to their global nature compared
to speciﬁc and functionalmeasurements as in the case of ﬂuorescence, the potential of phase
imaging for themeasurement of biological processes is very promising as a non-invasive and
label-free detection method providing quantitative information.
As a ﬁnal note, wewould like to stress that while the different subjects covered in this thesis
are rather diverse, they nevertheless share similar ultimate goals. The phase signal measured
on cell dynamics can be quite small, and even be at the limit of the SNR level of standard
DHM measurements. The zero-order suppression is typically one of the approaches to re-
duce the noise of quantitative phasemeasurements, in order to increase the SNR for ﬁner de-
tection. Furthermore, the phase signal can also provide relevant information about cellular
dynamics, but can be difﬁcult to interpret, particularly because of the ambiguity between the
specimen height and its internal refractive index distribution. Tomographic reconstruction
is typically an approach which solves this ambiguity of the phase signal, by recovering three-
dimensional information enabling the resolution of the 3Dmorphology of the specimen, and
consequently the recovery of the 3D refractive distribution and volume. These various mul-
tidisciplinary approaches are in our opinion necessary in order to overcome the limitations
that phase imaging and more particularly DHM are experiencing after having reached a ma-
ture stage for their fundamental features.
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. A Effective magniﬁcation calibration
When performing measurements with microscope objectives, it is common that some slight
variations occur compared to nominal conditions, such as condenser lens position, ﬁeld lens
position, variations of microscope objective working distance, etc. Therefore, there are often
some discrepancies between the nominal magniﬁcation as announced by the manufacturer
and effective magniﬁcation of the optical system. For this reason, it is common to calibrate
the pixel size of the optical system before performing measurements. This is even more im-
portant in digital holography, as digital processing, and in particular phase masks employed
to compensate for aberrations can change the curvature of the digital representation of the
ﬁeld, and thus change slightly the imaging conditions.
152.6 px
152.6 px
20 μm
Figure A.1: USAF 1951 target (element 5-1), imaged in transmission with DHM reconstruc-
tion, with its amplitude shown.
For calibration, aUSAF1951 test target is classically employed formeasuring thepixel size in
the object plane. It consists in lines made by chromium deposit, as shown in Fig. A.1, where
245
Appendix A. Effectivemagniﬁcation calibration
an element of the target is imaged in transmission, with its amplitude image shown. The
measurement was performed with a transmission DHM, and the image was reconstructed
with standard procedures (cf. chapter 2). Imaging the target directly with DHM enables to
measure the pixel size as imaged by the experimental setup and the numerical reconstruction
procedure.
As the target is classically employed for tests of resolution performance, each elements are
characterisedbyaunit analog to spatial frequency, namely linepairs permillimetres (lp/mm),
where a line pair corresponds to a black a with line. The standard procedure for determining
the pixel size is thus to select an element ﬁlling the ﬁeld of view, and to measure the length
in pixels of each orthogonal elements. Choosing an element big enough ensures tominimise
uncertainties of measurements, andmeasuring on both elements enables to detect an even-
tual astigmatism, as shown inFig. A.1. Thepixel size in theobject space can thenbe calculated
as
¢xo Æ 2.5 ·10
¡3
a ·p [m], (A.1)
where a is the length of the the element in pixels, and p is the amount of line per millime-
tres for the particular elements. The factor of 2.5 accounts for the measurement made on 2
and a half lines, in order again to minimise uncertainty. The units of the pixel size are kept in
micrometers for convenience, as the effectivemagniﬁcation can then be calculated by calcu-
lating the ratio between¢xo and the pixel size of the detector¢x, which is classically given in
micrometers in sensors datasheets, giving
Meff Æ
¢x
¢xo
Æ ¢x ·2.5 ·10
¡3
a ·p . (A.2)
In the particular case presented in Fig. A.1, the measured element is the no. 5-1, having
a frequency of p Æ 32 lp/mm, and having a length of a Æ 152.6 px, giving a pixel size in the
object space of ¢xo Æ 511.96 nm/px, and an effective magniﬁcation of Meff Æ 12.59, while it
was measured with a 10£MO. Through the thesis, all images provided with a scale bar were
calibrated in this fashion.
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. B Quantitative ﬂuorescence
Wederive in this appendix the equations employed in quantitative ionic concentration mon-
itoring through ﬂuorescence, as described in subsection 2.3. Various models are used de-
pending on the type of ﬂuorophore measured and on the experimental parameters available
for calibrating curves obtained through ionic concentration monitoring.
On a general point of view, calibration equations are essentially based on one hand on the
lawmass equation
AxBy *) xAÅ yB , Kd Æ
[A]x · [B ]y£
AxBy
¤ , (B.1)
where Kd is the dissociation constant, and A, B are two chemical compounds. In the context
of ionic monitoring, Eq. (B.1) can be simpliﬁed to
Kd Æ
£
CnÅ
¤
c f
cb
, (B.2)
where CnÅ is a generic ion, and c f ,cb are respectively the free and bonded concentrations
of ﬂuorophore. A complexation of 1:1 is here assumed for the chemical equilibrium, as ﬂu-
orophores are usually bonding to one ion. On the other hand, one relies on a model of the
ﬂuorescence signal measured on the detector as
F Æ S f ·c f ÅSb ·cb , (B.3)
where S f ,Sb are coefﬁcients of ﬂuorescence efﬁciency for respectively the free and bonded
ﬂuorescent molecules. One should note that the effects of the detection system can be in-
cluded in those coefﬁcients, so that they can be considered as macroscopic indicators.
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Intensity-based ﬂuorophores
The derivation in this paragraph is based on ﬂuorophores which emission efﬁciency changes
with ionic concentration, such as Fluo-4 (cf. Fig. 2.11), and for which the measurement at
only one wavelength is employed.
One can ﬁrst consider that the total intracellular concentration of ﬂuorophore is the sum of
free and bonded concentrations, giving
ct Æ c f Åcb . (B.4)
By substituting Eq. (B.4) into Eq. (B.1), one obtains
cb
ct
Æ
£
CnÅ
¤
Kd Å [CnÅ]
. (B.5)
In the samemanner, substituting Eq. (B.4) into Eq. (B.3) yields a ﬂuorescence signal given by
F Æ S f (ct ¡ cb)ÅSb ·cb Æ S f ·ct Å (Sb ¡S f )cb . (B.6)
One can then consider that the maximum andminimum ﬂuorescence Fmax and Fmin are de-
ﬁned by
Fmax Æ Sbct , Fmin Æ S f ct , (B.7)
corresponding to the respective bonded or free ion coefﬁcient, as all ﬂuorophores are either
bonded or in free form. Substituting Eq. (B.7) into Eq. (B.6) yields
F Æ FminÅ (Fmax¡Fmin) cb
ct
,
Æ FminÅ (Fmax¡Fmin)
£
CnÅ
¤
Kd Å [CnÅ]
,
(B.8)
so that the intracellular free ionic concentration is ﬁnally given by
£
CnÅ
¤
free ÆKd
F ¡Fmin
Fmax¡F
. (B.9)
Intensity-based ﬂuorescence withoutminimum calibration
As described in subsection 2.3, the calibration to obtain the values Fmin and Fmax can be cum-
bersome, as they involve the use of various substances to bond themeasured ion (chelators),
and membrane permeabilisation to ease ionic transfer through the membrane. Particularly
in the case of Ca2Å, where calcium compartments are present in the cell (cf. subsection 5.1),
the value Fmin is difﬁcult tomeasure and is often overestimated. Furthermore, the highmem-
branepermeability inducedpharmacologically during calibration implies that cells are under
stressful conditions, so that long calibration may lead to values which are not accurate any-
more for physiological conditions.
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For these reasons, suppressing parameters to be measured in situ can greatly simplify the
experimental procedure, and increase the accuracyofmeasurement. By rearrangingEq. (B.9),
on can get
£
CnÅ
¤
free ÆKd
F
Fmax
¡ FminFmax
1¡ FFmax
ÆKd
F
Fmax
¡ 1R f
1¡ FFmax
, (B.10)
where R f Æ Fmax/Fmin is the dynamic range of the ﬂuorophore. This equation is typically inter-
esting for ﬂuorophores with high dynamic ranges, as the term R¡1f becomes negligible com-
pared to the ﬂuorescence signal. This parameter can be characterised in vitro, as it depends
only on the ﬂuorescent molecule characteristics.
Ratiometric ﬂuorescence
The ratiometric ﬂuorescencemeasurement is based on ﬂuorophores which absorption spec-
trum changes with the concentration of monitored ion, so that two measurements are ac-
quired at different wavelengths, as in the case of Fura-2 and SBFI ﬂuorophores (cf. Figs. 2.12
and 2.14). The calibration method provided here is attributed to Grynkiewicz et al., and was
proposed with the ﬁrst developments of Fura-2, one of the ﬁrst ratiometric ﬂuorophore de-
veloped. In this case, the equation modelling the ﬂuorescence signal is identical to Eq. (B.3),
but considers the two wavelengths of excitation, giving
F¸1 Æ S f 1 ·c f ÅSb1 ·cb ,
F¸2 Æ S f 2 ·c f ÅSb2 ·cb ,
(B.11)
where four S coefﬁcients are present in this case. The ratio is then deﬁned by
F¸1
F¸2
ÆR Æ S f 1 ·c f ÅSb1 ·cb
S f 2 ·c f ÅSb2 ·cb
, (B.12)
where it is possible to substitute Eqs. (B.4) and (B.5) in Eq. (B.12), giving
R Æ S f 1 ·
¡
ct
¡
Kd Å
£
CnÅ
¤¢¡ £CnÅ¤ct ¢ÅSb1 £CnÅ¤ct
S f 2 · (ct (Kd Å [CnÅ])¡ [CnÅ]ct )ÅSb2 [CnÅ]ct
. (B.13)
Solving for
£
CnÅ
¤
then gives
£
CnÅ
¤ÆKd S f 2R¡S f 1Sb1¡Sb2R ÆKd R¡ S f 1/S f 2Sb1/Sb2¡R · S f 2Sb2 . (B.14)
It is then possible to note that S f 2 corresponds to themaximumof the ﬂuorescence at¸2, and
Sb2 to its minimum, according to the equations
F¸2,min Æ F¸2(c f Æ 0)Æ Sb2 ·ct ,
F¸2,max Æ F¸2(cb Æ 0)Æ S f 2 ·ct ,
(B.15)
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so that the ratio of ﬂuorescence signals become
F¸2,max
F¸2,min
Æ S f 2
Sb2
. (B.16)
By similar considerations, it is possible to identify the minimum andmaximum ratio as
Rmin ÆR(cb Æ 0)Æ
S f 1
S f 2
,
Rmax ÆR(c f Æ 0)Æ
Sb1
Sb2
.
(B.17)
By substituting Eqs. (B.15) and (B.17) into Eq. (B.14), the free intracellular ionic concentration
for a ratiometric ﬂuorophore becomes
£
CnÅ
¤
free ÆKd
R¡Rmin
Rmax¡R
· F¸2,max
F¸2,min
. (B.18)
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.
. C Fourier Diffraction Theorem
We provide in this section a derivation of the Fourier diffraction theorem (FDT) for the three-
dimensional case. One common demonstration is the one derived by Born & Wolf, which is
sometimes considered as hard to follow. We thus base the demonstration below on the one
of Kak & Slaney, which is originally for two dimensions, that we generalised.
The theorem we want to prove is as follows:
When an object is illuminated with a plane wave u0(r), the Fourier transform of the forward
scattered ﬁeld measured on a plane perpendicular to the propagation vector k0 of u0(r) at a
distance l0 from the centre of rotation of the object gives the values of the 3D Fourier transform
of the scattering potential oˆ(k) along a half-sphere of radius k0.
uˆ(kx ,ky , l0)Æ i
2kz
e ikz l0 oˆ(kx ,ky ,kz ¡k0) (C.1)
Born approximation
The ﬁrst part of the derivation requires to retrieve the so-called Born integral, which is the
starting point for the demonstration of the theorem. This equation relates a ﬁeld outside the
object and its refractive index distribution under a perturbation method at a certain order
(the 1st one in our case). This equation can be derived from the inhomogeneous Helmholtz
equation, representing the ﬁeld behaviour under a forced excitation, as¡r2Åk20¢u(r)Æ¡u(r)o(r), (C.2)
which describes the behaviour of the ﬁeld u(r) under the presence of a diffractive object o(r),
represented by its scattering potential, deﬁned as
o(r)Æ k20
£
n2(r)¡1¤ , (C.3)
where n(r) is the complex refractive index distribution of the object, and k0 Æ 2¼/¸0 is thewave
number in vacuum.
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In order to solve Eq. (C.2), one usually divides the ﬁeld u into u(r)Æ u0(r)Åus(r), where u0
is the solution of the homogeneous equation¡r2Åk20¢u0(r)Æ 0, (C.4)
andus accounts for theportionof theﬁeld scatteredby theobject. Substituting the separation
of the ﬁeld u into Eq. (C.2) and employing Eq. (C.4) yields¡r2Åk20¢us(r)Æ¡u(r)o(r), (C.5)
which relates the diffracted ﬁeld us with the incoming wave u and the object function o.
In order to ﬁnd a solution to this differential equation, we employ the Green’s function,
which is employed for differential equations of the type L ·u(r) Æ f (r), so that the equation
becomes:
L ·g (rjr0)Æ ±(r¡r0), (C.6)
where L is a general linear differential operator, and ±(r) is the multidimensional Dirac func-
tion. The advantage of the Green’s function resides in the fact that
L ·u(r)Æ f (r)Æ
Z
­
f (r0)±(r¡r0)drÆ
Z
­
f (r0)L ·g (rjr0)dr
) u(r)Æ
Z
­
g (rjr0) f (r0)dr.
(C.7)
In the case of the inhomogeneous Helmholtz equation, it is thus deﬁned as¡r2Åk20¢g (rjr0)Æ ±(r¡ r), (C.8)
which can be considered as the solution of the inhomogeneous Helmholtz equation for an
impulse response .
In this fashion, we can express the scattered ﬁeld as a convolution of the impulse response
and the forcing function of the inhomogeneous differential equation, with L Æ ¡¡r2Åk20¢
given as
L ·us(r)Æ u(r)o(r)Æ
Z
V
u(r0)o(r0)±(r¡r0)d3r,
Æ
Z
V
u(r0)o(r0) ·L ·g (rjr0)d3r0,
) us(r)Æ
Z
V
u(r0)o(r0)g (rjr0)d3r0,
(C.9)
where differentio-integrals operators permutations have been employed, and V is the inte-
gration domain, taken as the volume of the object function. This equation cannot be resolved
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directly, as the integrated ﬁeld is itself function of the scattered ﬁeld through u Æ u0 Åus ,
where u0 is the incoming (excitation) ﬁeld.
The Born approximation relies on a perturbation method, where the scattered ﬁeld is con-
sidered as small compared to the excitation, so that we divide the scattered ﬁeld in u(r) Æ
u0(r)Åus(r),us¿ u0, so that Eq. (C.9) becomes
us(r)Æ
Z
V
o(r0)u0(r0)g (rjr0)d3r0Å
Z
V
o(r0)us(r0)g (rjr0)d3r0,
us(r)' uB (r)Æ
Z
V
o(r0)u0(r0)g (rjr0)d3r0,
(C.10)
as we neglect the contribution of the perturbation on the ﬁnal ﬁeld. This equation can be
solved, as now the scattered ﬁeld us depends only on the incoming ﬁeld u0.
One should note that the Born approximation can be employed for higher orders of diffrac-
tion than the 1st order described in Eq. (C.10). A more general representation, based on a
recurrent approach, yields
u(mÅ1)B (r)Æ
Z
V
o(r0)
h
u0(r
0)Åu(m)B (r0)
i
g (rjr0)d3r0, m 2N¤, u(0)B ´ 0, (C.11)
wherem represents the order of diffraction.
Green’s function
From the Born integral derived in the previous paragraph, it is now possible to try to solve the
problem of inverting the diffraction equation. The ﬁrst key point is to provide an expression
for the Green’s function, which can be expressed in 3D as
g (rjr0)Æ e
ik0jr¡r0j
4¼jr¡ r0j , r 2R
3. (C.12)
This equation corresponds to a spherical wave emanating from a scattering point, and can
be intuitively understood as an impulse response, so that the Born integral corresponds to a
sumof convoluted sphericalwaves, and the object ismodelled as an inﬁnite sumof scattering
points.
In order to derive the theorem, the Green function must be expanded in a plane wave ex-
pression, also commonly referred to as the angular spectrum. By considering that the mea-
surement plane is placed perpendicularly to the optical axis z, the plane wave expansion of
the Green’s function can be expressed as
g (rjr0)Æ i
8¼2
Ï 1
¡1
1
kz
e i[®(x¡x
0)Å¯(y¡y 0)Åkz jz¡z 0j]d®d¯, (C.13)
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where the discontinuity on the z dimension accounts for the forward- (z¡ z 0 È 0) and back-
propagating (z ¡ z 0 Ç 0) ﬁelds, and where the projections of the wave number are expressed
as (
kx Æ®Æ k ·ex
ky Æ¯Æ k ·ey .
(C.14)
Explicit expression of Born integral
By inserting Eq. (C.13) into Eq. (C.10), we get the Born integral with the explicit Green’s func-
tion, expressed as
uB (r)Æ
Z
V
o(r0)u0(r0)
·
i
8¼2
Ï 1
¡1
1
kz
e i[®(x¡x
0)Å¯(y¡y 0)Åkz jz¡z 0j]d®d¯
¸
d3r0. (C.15)
As in the theorem, we consider an excitation wave u0(r ) as a plane wave, i.e. u0 Æ e ik0 ·r.
For simplicity, it is considered to propagate along the z axis, in order to be in accordance
with the plane wave expansion of the Green’s function, so that k0 Æ (0,0,k0). By inserting this
expression into (C.15) and arranging the terms, the integral becomes
uB (r)Æ i
8¼2kz
Z
V
o(r0)e ik0z
0
·Ï 1
¡1
e i[®(x¡x
0)Å¯(y¡y 0)Åkz jz¡z 0j]d®d¯
¸
d3r0. (C.16)
We now consider the fact that the measurement plane will be perpendicular to the propaga-
tion vectork0, andwill be situated above the origin andoutside the object, at a distance z Æ l0.
This implies that l0¡ z 0 È 0,8z 0. This makes it possible to suppress the discontinuity in the
integral, thus giving
uB (x, y, l0)Æ i
8¼2kz
Z
V
o(r0)e ik0z
0
·Ï 1
¡1
e i[®(x¡x
0)Å¯(y¡y 0)Åkz (l0¡z 0)]d®d¯
¸
d3r0. (C.17)
Under the hypothesis of continuity, we now permute the integration order and arrange the
terms, yielding
uB (x, y, l0)Æ i
8¼2kz
Ï 1
¡1
e i[®xÅ¯y]
·Z
V
o(r0)e¡i[®x
0Å¯y 0Å(kz¡k0)z 0]d3r0
¸
e ikz l0d®d¯. (C.18)
We can note that the term in brackets in Eq. (C.18) is the Fourier transform of the function
o(r0), so that the integral can be expressed as
uB (x, y, l0)Æ i
8¼2kz
Ï 1
¡1
oˆ(®,¯,kz ¡k0)e ikz l0e i[®xÅ¯y]d®d¯. (C.19)
Fourier transform of themeasured ﬁeld
The derivation of the theorem from this point is made easier by ﬁrst demonstrating a certain
Fourier property, which canbederived fromstandard conversions. As this part of the theorem
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deals with a 2Dmeasurement, we employ (k 0x ,k 0y ) coordinates to avoid confusionwith the 3D
space. In particular, the 2-dimensional Fourier transform of the unitary function is
1
F¡! 2¼±(k 0x)2¼±(k 0y ). (C.20)
By using the deﬁnition of the Fourier transform, separability and the relation (C.20), we get
Ï
e¡i(k
0
xxÅk 0y y)dxdy Æ 4¼2±(k 0x ,k 0y ),
)
Ï
e¡i[(k
0
x¡®)xÅ(k 0y¡¯)y]dxdy Æ 4¼2±(k 0x ¡®,k 0y ¡¯),
)
Ï
e i[(®¡k
0
x )xÅ(¯¡k 0y )y]dxdy Æ 4¼2±(k 0x ¡®,k 0y ¡¯). (C.21)
The two-dimensional Fourier transform of the measured ﬁeld uB (x) on the measurement
plane l0 can be expressed by deﬁnition as
uˆB (k
0
x ,k
0
y , l0)Æ
Ï 1
¡1
uB (x, y, l0)e
¡i[k 0xxÅk 0y y]dxdy. (C.22)
Inserting Eq. (C.19) into Eq. (C.22) leads to
uˆB (k
0
x ,k
0
y , l0)Æ
Ï 1
¡1
·
i
8¼2kz
Ï 1
¡1
oˆ(®,¯,kz ¡k0)e ikz l0e i[®xÅ¯y]d®d¯
¸
e¡i[k
0
xxÅk 0y y]dxdy.
(C.23)
Again, under the hypothesis of continuity, permuting integration order in Eq. (C.23) leads to
uˆB (k
0
x ,k
0
y , l0)
Æ i
8¼2kz
Ï 1
¡1
oˆ(®,¯,kz ¡k0)e ikz l0
·Ï 1
¡1
e i[®xÅ¯y]e¡i[k
0
xxÅk 0y y]dxdy
¸
d®d¯
Æ i
8¼2kz
Ï 1
¡1
oˆ(®,¯,kz ¡k0)e ikz l0
·Ï 1
¡1
e i[(®¡k
0
x )xÅ(¯¡k 0y )y]dxdy
¸
d®d¯
(C.24)
On can note that the term in brackets in Eq. (C.24) corresponds exactly to the expression of
Eq. (C.21), so that substitution leads to
uˆB (k
0
x ,k
0
y , l0)Æ
i
8¼2kz
Ï 1
¡1
oˆ(®,¯,kz ¡k0)e ikz l04¼2±(k 0x ¡®,k 0y ¡¯)d®d¯
Æ i
2kz
e ikz l0
Ï 1
¡1
oˆ(®,¯,kz ¡k0)±(k 0x ¡®,k 0y ¡¯)d®d¯.
(C.25)
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The expression in Eq. (C.25) then corresponds to a 2-dimensional convolution of the object
spectrum with a Dirac function, so that Eq. (C.25) can be simply expressed as
uˆB (k
0
x ,k
0
y , l0)Æ
i
2kz
e ikz lo oˆ(®,¯,kz ¡k0), (C.26)
which completes the derivation.
Comments on the theorem
The expression in Eq. (C.26) can be slightly changed in order to make the appearance of ob-
ject frequencies on a sphere more obvious. One can use the relation kz Æ
q
k20 ¡®2¡¯2 for
propagating waves, and consider that couples (k 0x ,k 0y ) and (®,¯) represent the same physical
quantities, so that Eq. (C.26) becomes
uˆB (®,¯, l0)Æ i
2kz
e ikz lo oˆ
µ
®,¯,
q
k20 ¡®2¡¯2¡k0
¶
,
Æ i
2kz
e ikz lo oˆ
Ã
®,¯,k0
Ãs
1¡ ®
2
k20
¡ ¯
2
k20
¡1
!!
.
(C.27)
showing that the spectral components of the measured ﬁeld correspond to spectral compo-
nents of the object situated on a cap of sphere of radius k0, as it can be readily identiﬁed from
the expression of k positions.
Rytov approximation
Identically to Born approximation, the Rytov approach is based on a perturbation formalism,
but considers another Ansatz to solve Eq. (C.2), taken as
u(r)Æ e'(r). (C.28)
The substitution of Eq. (C.28) into Eq. (C.2) yields (spatial coordinates are omitted for the sake
of readability) ¡r2Åk2o¢e' Æ¡o(r)e',
r¡r' ·e'¢Åk2oe' Æ¡o(r)e',
r2' ·e'Å ¡r'¢2 e'Åk2oe' Æ¡o(r)e',
r2'Å ¡r'¢2Åk20 Æ¡o(r).
(C.29)
The perturbation method is then applied to the phase function, as
'(r)Æ'0(r)Å's(r), u0(r)Æ e'0(r). (C.30)
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By substituting Eq. (C.30) into Eq. (C.29), it yields
r2 ¡'0Å's¢Å £r¡'0Å's¢¤2Åk20 Æ¡o(r),
r2'0År2's Å
¡r'0¢2Å2r'0 ·r's Å ¡r's¢2Åk20 Æ¡o(r),
r2's Å2r'0 ·r's Å
¡r's¢2 Æ¡o(r),
2r'0 ·r's År2's Æ¡
¡r's¢2¡o(r),
(C.31)
where the solution of the homogeneous equationr2'0Å
¡r'0¢2Åk20 Æ 0 has been employed.
At this point, Eq. (C.31) is still inhomogeneous. Its linearisation can then be performed by
considering the relation
r2 ¡u0's¢Ær¡ru0 ·'s Åu0 ·r's¢ ,
Ær2u0 ·'s Å2ru0 ·r's Åu0 ·r2's .
(C.32)
Assuming a plane wave, i.e. u0(r)Æ e'0 Æ e ik0 ·r leads to
ru0 Æ ik0e ik0 ·r Ær'0u0,
r2u0 Æ (ik0)2e ik0 ·r Æ¡k20u0.
(C.33)
Substituting Eqs. (C.33) into Eq. (C.32) yields
r2 ¡u0's¢Æ¡k20u0 ·'s Å2u0r'0 ·r's Åu0 ·r2's ,
r2 ¡u0's¢Åk20u0 ·'s Æ 2u0 ·r'0 ·r's Åu0 ·r2's . (C.34)
Finally, substituting Eq. (C.34) into Eq. (C.31) yields
r2 ¡u0's¢Åk20u0 ·'s Æ¡u0 ¡r's¢2¡u0 ·o(r),¡r2Åk20¢u0's Æ¡u0 h¡r's¢2Åo(r)i . (C.35)
The structure of Eq. (C.35) is identical to Eq. (C.4), and can therefore be solved by employing
a Green’s function, and by using the Rytov approximation, i.e.
¡r's¢2Åo(r)' o(r)
u0's Æ
Z
V
u0(r
0)
h¡r's¢2Åo(r0)ig (rjr0)d3r0,
'
Z
u0(r
0)o(r0)g (rjr0)d3r0.
(C.36)
This implies that the Rytov approximation can be expressed in terms of the Born approxima-
tion
's(r)Æ uB (r)
u0(r)
. (C.37)
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Under the same demonstration as presented above, the Fourier diffraction theorem under
Rytov’s approximation can be expressed as
F
©
u0's
ª
(k 0x ,k
0
y , l0)Æ
i
2kz
e ikz lo oˆ(®,¯,kz ¡k0). (C.38)
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aberration compensation, 35, 148
action potential, 176, 178, 183
autocorrelation, 79, 82, 89, 97
bandwidth, optimal, 81, 82, 125
bleaching, 48, 208, 229
cepstrum, 107
channels
ligand-gated, see receptors, 175
voltage-gated, 175, 215
coherence
spatial, 16
temporal, 16, 22, 24
coherent transfer function, 43, 82, 134, 136
synthesised, 143, 144, 147
death, cell, 186, 190, 202
apoptosis, 191, 204
necrosis, 191, 203
digitisation, see quantisation
epiﬂuorescence, 45, 59
excitotoxicity, 181, 192, 235
ﬁltering
Fourier, 34, 110
homomorphic, 106
ﬂuorescence, quantitative, 52, 228
ratiometric, 51, 187, 249
single-wavelength, 49, 187, 248
Fourier mapping, 152, 154, 161
fringe visibility, 27, 120
glutamate, 179, 205
harmonics, 112, 115, 118
holography
Fourier regime, 26, 108
Fresnel regime, 26, 56, 108
lensless, 9, 11
off-axis, 14, 23, 33
phase-shifting, 32
reﬂection conﬁguration, 20, 56
transmission conﬁguration, 20, 56
imaging, functional, 45, 47, 182
intensity ratio, 27, 94, 100, 110, 113
measurement
neurons, 183, 196, 212
pollen grains, 116, 162
rough sample, 98, 103, 116
topography, 95, 102, 121
membrane, depolarisation, 176, 225
membrane, receptors, 215, 222
AMPA/Kainate, 181, 220
NMDA, 180, 218
object wave, estimator, 89, 94, 98
phase response, 216, 236
biphasic, 210
irreversible, 198, 200
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reversible, 198, 210, 216
slope change, 211, 224, 232
photobleaching, see bleaching
propagation
angular spectrum, 38
digital, 37, 84
Fresnel approximation, 37, 40
propidium iodide, 187, 200
quantisation, 23, 115
Radon transform, inverse, 135, 145, 153
receptors, see membrane, receptors
refractive index distribution, 136, 163
regulation, volume, 192, 202, 216, 235
resolution
diffraction-limited, 86, 128
optically-limited, 21, 80
sensor-limited, 21, 80
spatial, 18, 85
sectioning, 164
computational, 135, 155, 163
optical, 134
separation
spatial, 15, 26
spectral, 33, 75, 80, 83
shot noise, 29, 123
sinogram, 142, 150, 152
speckle, 31, 98
synapse, 178
theorem
Fourier diffraction, 142
Fourier slice, 140, 145, 151
hybrid Fourier slice, 146
tomography, coherent
beam scanning, 135, 144
fan beam, 142, 147
object linear scanning, 147, 148, 154, 157,
166
object rotation, 135, 138, 143
trypan blue, 186, 193, 194
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Japanese Middle use of language. Can lead a conversation in a daily life context.
Language course in Kanazawa, JP ? ????? in 2007 (3 month)
Japanese-Language Proﬁciency Test (Level 3) obtained in 2008 (equivalent to Telc B2)
German Average use of language. Understand and is understood in almost every situation.
Zertiﬁkat Deutsch obtained in 2005 (Telc B1)
Computer Skills
Good knowledge of Windows XP, MacOS, Unix (BSD)
Microsoft Ofﬁce Suite, Adobe Suite, LATEX, ProEngineer
C, C++, Matlab, Labview, Visual Basic Access, HTML, PHP, SQL
Knowledge of Java, R language, Cuda programming
Zemax, GUI onMacOS (Carbon, Cocoa)
External Activities
2003–2004 President of the Cineclub EPFL
This activity required to lead a team of seven people to provide ﬁlms at low price for
students. It also implied to negotiate with ﬁrms about the prices of diffusion rights.
Hobbies
Role-Playing Games Permits to develop creativity and organization faculties
Classical Guitar Trains rigor and concentration in a creative way
Reading Permits to discover different ways of thinking and new ﬁelds of knowledge
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Publications
Peer-reviewed publications
First author
- N. Pavillon, C. Arﬁre, I. Bergoënd, andC. Depeursinge, “Iterativemethod for zero-order suppression in off-axis
digital holography,”Opt. Express 18 (15), pp. 15 318–15 331 (2010).
- N. Pavillon, A. Benke, D. Boss, C. Moratal, J. Kühn, P. Jourdain, C. Depeursinge, P. J. Magistretti, and P. Mar-
quet, “Cell Morphology and Intracellular Ionic Homeostasis exploredwith aMultimodal Approach combining
Epiﬂuorescence and Digital Holographic Microscopy,” J. Biophotonics 3 (7), pp. 432–436 (2010).
- N. Pavillon, C. S. Seelamantula, J. Kühn, M. Unser, and C. Depeursinge, “Suppression of the zero-order in off-
axis digital holography through nonlinear ﬁltering,” Appl. Opt. 48 (34), H186–H195 (2009).
Co-author
- P. Jourdain, N. Pavillon, C. Moratal, D. Boss, B. Rappaz, C. Depeursinge, P. Marquet, and P. J. Magistretti, “De-
termination of transmembrane water ﬂuxes in neurons elicited by glutamate ionotropic receptors and by the
co-transporters KCC2 and NKCC1: a Digital Holographic Microscopy study,” J. Neurosci., (2011), (accepted).
- C. S. Seelamantula,N. Pavillon, C.Depeursinge, andM.Unser, “Exact Complex-WaveReconstruction inDigital
Holography,” J. Opt. Soc. Am. A 28 (6), pp. 983–992 (2011).
- Y. Delacrétaz, E. Shaffer, N. Pavillon, J. Kühn, F. Lang, and C. Depeursinge, “Endoscopic low coherence topog-
raphy measurement for upper airways and hollow samples,” J. Biomed. Opt. 15 (6), p. 066 014 (2010).
- Y. Cotte, M. F. Toy, N. Pavillon, and C. Depeursinge, “Microscopy image resolution improvement by deconvo-
lution of complex ﬁelds,”Opt. Express 18 (19), pp. 19 462–19 478 (2010).
- Y. Cotte, M. F. Toy, E. Shaffer, N. Pavillon, and C. Depeursinge, “Sub-Rayleigh resolution by phase imaging,”
Opt. Lett. 35 (13), pp. 2176–2178 (2010) .
- T. Colomb, N. Pavillon, C. Depeursinge, and Y. Emery, “Extended depth-of-focus by digital holographic mi-
croscopy,”Opt. Lett. 35 (11), pp. 1840–1842 (2010).
- T. Colomb, S. Krivec, H. Hutter, A. A. Akatay, N. Pavillon, F. Montfort, E. Cuche, J. Kühn, C. Depeursinge, and
Y. Emery, “Digital holographic reﬂectometry,”Opt. Express 18 (4), pp. 3719–3731 (2010).
- Y. Delacrétaz, N. Pavillon, C. Depeursinge, and F. Lang, “Off-axis low coherence interferometry contouring,”
Opt. Commun. 282 (23), pp. 4595–4601 (2009).
- E. Shaffer, N. Pavillon, J. Kühn, and C. Depeursinge, “Digital holographic microscopy investigation of second
harmonic generated at a glass/air interface,”Opt. Lett. 34 (16), pp. 2450–2452 (2009).
- J. Kühn, F. Montfort, T. Colomb, B. Rappaz, C. Moratal, N. Pavillon, P. Marquet, and C. Depeursinge, “Submi-
crometer tomography of cells bymultiple-wavelength digital holographicmicroscopy in reﬂection,”Opt. Lett.
34 (5), pp. 653–655 (2009).
- F. Charrière, N. Pavillon, T. Colomb, C. Depeursinge, T. J. Heger, E. A. D. Mitchell, P. Marquet, and B. Rap-
paz, “Living specimen tomography by digital holographicmicroscopy:morphometry of testate amoeba,”Opt.
Express 14 (16), pp. 7005–7013 (2006).
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Patents
- Y. Cotte, N. Pavillon, and C. Depeursinge, “Complex index refraction tomography with sub ¸/6-resolution,”
pat. PCT/IB2011/051306, (pending) (2011).
- N. Pavillon, J. Kühn, P. Jourdain, E. Cuche, C. Depeursinge, P. J. Magistretti, and P. Marquet, “Apparatus and
method for early diagnosis of cell death,” pat. PCT/IB2010/053768, (pending) (2010).
- N. Pavillon, C. S. Seelamantula, M. Unser, and C. Depeursinge, “Amethod and apparatus for enhanced spatial
bandwidth wavefronts reconstructed from digital interferograms or holograms,” pat. WO 2010/122530 (2010).
Books
- C. Depeursinge, P. Marquet, andN. Pavillon, “Application of Digital HolographicMicroscopy in Biomedicine,”
inHandbook of Biomedical Optics, D. A. Boas, C. Pitris, and N. Ramanujam, Eds., CRC Press (Jun. 2011).
Proceedings
First author
- N. Pavillon, J. Kühn, P. Jourdain, C. Depeursinge, P. J. Magistretti, and P. Marquet, “Cell Death Detection and
Ionic Homeostasis monitoring with Digital Holographic Microscopy,” in Novel Optical Instrumentation for
Biomedical Applications V, vol. 8090, p. 809 004, SPIE, Munich, Germany (Jun. 2011).
- N. Pavillon, J. Kühn, P. Jourdain, C. Depeursinge, P. J. Magistretti, and P. Marquet, “Cell Death and Ionic Regu-
lationDetectionwithDigitalHolographicMicroscopy,” inDigitalHolography andThree-Dimensional Imaging
(DH), OSA, DTuC25, Tokyo, Japan (May 2011).
- N. Pavillon, J. Kühn, P. Jourdain, C. Depeursinge, P. J. Magistretti, and P. Marquet, “Early Glutamate-mediated
Cell Death Detection with Digital Holographic Microscopy,” in Novel Techniques in Microscopy, JTuA13, OSA,
Monterey, CA (Apr. 2011).
- N. Pavillon, C. S. Seelamantula, M. Unser, and C. Depeursinge, “Artifact-free reconstruction from off-axis dig-
ital holograms through nonlinear ﬁltering,” in Optics, Photonics, and Digital Technologies for Multimedia Ap-
plications, vol. 7723, 77231U–9, SPIE, Brussels, Belgium (Apr. 2010).
- N. Pavillon, A. Benke,D. Boss, C.Moratal, P. Jourdain, Y. Emery, C.Depeursinge, P. J.Magistretti, andP.Marquet,
“Study of Intracellular Ion Dynamics with a Multimodality Approach Combining Epiﬂuorescence and Digital
Holographic Microscopy,” in Digital Holography and Three-Dimensional Imaging (DH), JMA26, OSA, Miami,
FL (Apr. 2010).
- N. Pavillon, C. S. Seelamantula, M. Unser, and C. Depeursinge, “A Nonlinear Technique for Automatic Twin-
Image and Zero-Order Term Suppression in Digital HolographicMicroscopy,” in Fringe 2009, The 6th Interna-
tional Workshop on Advanced Optical Metrology, pp. 160–163, Springer, Nürtingen, Germany (Sep. 2009).
- N. Pavillon, J. Kühn, F. Charrière, and C. Depeursinge, “Optical tomography by digital holographic microsco-
py,” in Novel Optical Instrumentation for Biomedical Applications IV, vol. 7371, pp. 737 104–6, SPIE, Munich,
Germany (Jul. 2009).
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Co-author
- S. S. Kou, C. J. R. Sheppard, N. Pavillon, P. Marquet, and C. Depeursinge, “Quantitative phase from defocus,”
inNovel Techniques in Microscopy, NTuC6, OSA, Monterey, CA (Apr. 2011).
- T. Colomb, Y. Emery, I. Bergoënd, A. A. Akatay, N. Pavillon, J. Kühn, and C. Depeursinge, “Réﬂectométrie
holographique numérique appliquée à lamétrologie des ﬂuides.,” in 1re rencontre francophone d’holographie
numérique appliquée à la métrologie des ﬂuides, Rouen, France (Oct. 2010).
- P. Marquet, J. Kühn, D. Boss, P. Jourdain, P. Magistretti, N. Pavillon, and C. Depeursinge, “Progress and per-
spectives in digital holographicmicroscopy applied to life sciences,” in 9th Euro-AmericanWorkshop on Infor-
mation Optics, WIO, pp. 1–4, IEEE, Helsinki, Finland (Jul. 2010).
- I. Bergoënd, C. Arﬁre, N. Pavillon, and C. Depeursinge, “Diffraction tomography for biological cells imaging
using digital holographic microscopy,” in Laser Applications in Life Sciences, vol. 7376, p. 737 613, SPIE, Oulu,
Finland (Jun. 2010).
- Y. Cotte,M. F. Toy, N. Pavillon, and C. Depeursinge, “Studies on synthetic deconvolution of complex ﬁelds with
digital holographic microscopy,” in Proceedings of Focus on Microscopy, ser. Phase microscopy, MO–MOPAR–
C–, Shanghai, China (Mar. 2010).
- C. Depeursinge, I. Bergoënd, N. Pavillon, J. Kühn, T. Colomb, F. Montfort, E. Cuche, and Y. Emery, “Measuring
Shape and Surfaces down to the Nanometer and Nanosecond scales by Digital Holographic Microscopy,” in
Fringe 2009, The 6th InternationalWorkshop onAdvancedOpticalMetrology, pp. 411–415, Springer,Nürtingen,
Germany (Sep. 2009).
- I. Bergoënd, N. Pavillon, F. Charrière, and C. Depeursinge, “Optical tomography with digital holographic mi-
croscopy,” in 3rd EOS Topical Meeting on Optical Microsystems, EOS, Capri, Italy (Sep. 2009).
- I. Bergoënd, T. Colomb, N. Pavillon, Y. Emery, and C. Depeursinge, “Depth-of-ﬁeld extension and 3D recon-
struction indigital holographicmicroscopy,” inModelingAspects inOpticalMetrology II, vol. 7390, pp. 73901C–
10, SPIE, Munich, Germany (Jun. 2009).
- C. Depeursinge, J. Kühn, P. Jourdain, D. Boss, N. Pavillon, Y. Emery, P. Marquet, and P. Magistretti, “La micro-
scopie holographique digitale appliquée à l’imagerie cellulaire,” in Imagerie pour les sciences du vivant et la
médecine (IMVIE), Mulhouse, France (Jun. 2009).
- C. S. Seelamantula, N. Pavillon, C. Depeursinge, andM. Unser, “Zero-order-free image reconstruction in digi-
tal holographic microscopy,” in IEEE International Symposium on Biomedical Imaging: From Nano to Macro,
ISBI., pp. 201–204, IEEE, Boston, MA (Jun. 2009).
- J. Kühn, F. Montfort, T. Colomb, B. Rappaz, C. Moratal, N. Pavillon, P. Marquet, and C. Depeursinge, “Tomog-
raphy of Red Blood Cells byMultiple-Wavelength Digital HolographicMicroscopy,” inDigital Holography and
Three-Dimensional Imaging (DH), DTuA3, OSA, Vancouver, Canada (Apr. 2009).
- I. Bergoënd, T. Colomb, N. Pavillon, Y. Emery, and C. Depeursinge, “Extended Depth-of-Field and 3D Infor-
mation Extraction inDigital HolographicMicroscopy,” inDigital Holography and Three-Dimensional Imaging
(DH), DWB5, OSA, Vancouver, Canada (Apr. 2009).
- E. Shaffer, N. Pavillon, J. Kühn, and C. Depeursinge, “Second Harmonic and Fundamental Wavelength Digi-
tal Holographic Microscopy,” inNovel Techniques in Microscopy (NTM), JTuA3, OSA, Vancouver, Canada (Apr.
2009).
- J. Kühn, F.Montfort, T. Colomb, B. Rappaz, C.Moratal, N. Pavillon, P.Marquet, and C. Depeursinge, “Red blood
cell tomography in reﬂectionbymultiple-wavelengthdigital holographicmicroscopy,” inFocusOnMicroscopy,
ser. Holography and data storage, WE–MO1PAR–D–, Krakow, Poland (Apr. 2009).
- C. Depeursinge, N. Pavillon, J. Kühn, T. Colomb, and P. Marquet, “Refractive Index Tomography by Digital
Holographic Microscopy,” in Digital Holography and Three-Dimensional Imaging (DH), DTuC3, OSA, St. Pe-
tersburg, FL (Mar. 2008).
- F. Charrière, N. Pavillon, T. Colomb, E. Cuche, Y. Emery, P. Marquet, B. Rappaz, and C. Depeursinge, “Quanti-
tative refractive indexmicro-tomographywith Digital HolographicMicroscopy: an efﬁcient tool formetrology
innanotechnology and life sciences,” inThe 10thAnnual EuropeanConferenceOnMicro&Nanoscale Technolo-
gies for the Biosciences, vol. 10, Montreux, Switzerland (Nov. 2006).
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- F. Charrière, N. Pavillon, T. Colomb, T. Heger, E. Mitchell, P. Marquet, B. Rappaz, and C. Depeursinge, “Dig-
ital Holographic Microscopy for quantitative micro-tomography of living specimen: volume estimation of
Hyalosphenia papilio,” inAnnualMeeting of the EuropeanOptical Society: Biophotonics andBiomedical Optics
(QEOD/EPS and EOS), EOS, Paris, France (Oct. 2006).
Conference presentations
- N. Pavillon, J. Kühn, P. Jourdain, C. Depeursinge, P. J. Magistretti, and P. Marquet, “Cell Death Detection and
Ionic Homeostasis monitoring with Digital Holographic Microscopy,” in Novel Optical Instrumentation for
Biomedical Applications V, Munich, Germany (Jun. 2011).
- M. F. Toy, J. Kühn, J. Parent, C. Pache,M. Egli, and C. Depeursinge, “Real Time 3-DCytomorphological Imaging
UsingDigital HolographicMicroscopy and FluorescenceMicroscopy for Space Biology,” inDigital Holography
and Three-Dimensional Imaging (DH), Miami, FL (Apr. 2010).
- C. Depeursinge, I. Bergoënd, N. Pavillon, J. Kühn, T. Colomb, F. Montfort, E. Cuche, and Y. Emery, “Measuring
Shape and Surfaces down to the Nanometer and Nanosecond scales by Digital Holographic Microscopy,” in
Fringe 2009, The 6th International Workshop on Advanced Optical Metrology, Nürtingen, Germany (2009).
- N.Pavillon, J. Kühn, F.Charrière, andC.Depeursinge, “Optical tomographybydigital holographicmicroscopy,”
inNovel Optical Instrumentation for Biomedical Applications IV, Munich, Germany (Jul. 2009).
- T. Colomb, F. Charrière, J. Kühn, P. Marquet, and C. Depeursinge, “Advantages of digital holographic micros-
copy for real-time full ﬁeld absolute phase imaging,” in Three-Dimensional andMultidimensionalMicroscopy:
Image Acquisition and Processing XV, San Jose, CA (Jan. 2008).
- J. Kühn, T. Colomb, C. Pache, F. Charrière, F. Montfort, E. Cuche, Y. Emery, P. Marquet, and C. Depeursinge,
“Real-time dual-wavelength digital holographic microscopy for extendedmeasurement range with enhanced
axial resolution,” in Three-Dimensional and Multidimensional Microscopy: Image Acquisition and Processing
XV, San Jose, CA (Jan. 2008).
- P. Marquet, B. Rappaz, F. Charrière, T. Colomb, J. Kühn, N. Pavillon, C. Depeursinge, and P. J. Magistretti, “Cell
dynamics revealed by digital holographic microscopy,” in Three-Dimensional and Multidimensional Micros-
copy: Image Acquisition and Processing XV, San Jose, CA (Feb. 2008).
- B. Rappaz, A. Barbul, F. Charrière, J. Kühn, P. Marquet, R. Korenstein, C. Depeursinge, and P. Magistretti, “Ery-
throcytes analysis with a Digital Holographic Microscope,” in Novel Optical Instrumentation for Biomedical
Applications III, Munich, Germany (Jun. 2007).
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