Abstract. This paper presents an analysis of roundoff errors occurring in the floatingpoint computation of the fast Fourier transform. Upper bounds are derived for the ratios of the root-mean-square (RMS) and maximum roundoff errors in the output data to the RMS value of the output data for both single and multidimensional transformations. These bounds are compared experimentally with actual roundoff errors.
Introduction.
The fast Fourier transform (FFT) is a very efficient algorithm for computing JV-l These bounds include the effect of roundoff in computing sines and cosines and are obtained for both single and multidimensional transformations. Special consideration is given to cases when N is a multiple of 2 or 4.
The subject of roundoff error in the FFT has been studied and reported by others but with less generality or using a different approach. By comparing upper bounds, Gentleman and Sande [1] show that accumulated floating-point roundoff error is significantly less when one uses the FFT than when one computes (1.1) directly. In [2] , Welch derives approximate upper and lower bounds on the RMS error in a fixed-point power-of-two algorithm. Weinstein [3] uses a statistical model for floatingpoint roundoff errors to predict the output-noise variance. Kaneko and Liu [4] also use a statistical approach and derive expressions for the mean-square error in a floating-point power-of-two transformation.
In the following sections, (1) the FFT algorithm is described in terms of a matrix factorization, (2) error bounds are derived, and (3) experimental comparisons of actual errors with error bounds are presented.
Good [15] . This paper led to the 1965 paper of Cooley and Tukey [5] in which the fast Fourier transform was introduced. Since then, many authors have presented matrix factorizations for the FFT. (See, for example, [6] , [7] , [8] , [9] , [13] , and [14] .)
Consider the complex Fourier transform of (1.1). This transform can alternatively be expressed as the matrix-vector equation If this were to be computed directly, it would require N2 complex multiplications and N(N -1) complex additions. Instead, one can make use of the fact that
where
are diagonal matrices of complex exponential elements (called rotation factors by Singleton [13] , twiddle factors by Gentleman and Sande [1] ), and B,(l = 1, 2, • • • , M) are block-diagonal matrices whose blocks on the diagonal are identical square submatrices, each the matrix of a complex Fourier transform of dimension N¡. In this case, the required number of operations is reduced to N(M -1 + 22f-i Ni) complex multiplications and N(22î'-i (N¡ -1)) complex additions. Description of the fast Fourier transform as a matrix factorization simplifies the following roundoff error analysis; but, before proceeding, a few remarks are in order. First, most factored-matrix formulations include only a single permutation matrix. The additional permutation matrices of (2.2) preserve diagonality. Second, the factors D¡B, can be combined. The required multiplication count would then bê (Ei^i ^0-Third, the above operation counts do not take into account the fact that many of the complex exponentials are ±1 or ±V -1. And fourth, (2.2) holds for the Sande-Tukey algorithm as well as the Cooley-Tukey algorithm but with different diagonal matrices, Z>¡ (see [1] ).
Roundoff Errors in the Fast Fourier Transform.
In this section, we first explain the roundoff error models used and then state and prove a theorem bounding the RMS and maximum errors.
We use models due to Wilkinson to mathematically represent the effect of roundoff in floating-point arithmetic operations. In [10] Wilkinson shows that the floatingpoint sum and floating-point product of two floating-point numbers a and b can always be expressed as where e is a computer-dependent constant and 6 is a generic variable usually different in value at each occurrence but always within the range -1 to 1. (The error constant, e, is 0.5/31"' for rounded operations or ß1'' for chopped operations, where ß is the number base of the floating-point computing system, t is the number of base-0 digits in the mantissa of the floating-point number, and at least t + 1 digits are used to accumulate sums. For example, e = 16~5 in short-precision floating-point operations on the IBM 360. If sums are accumulated with only t digits, e = 0.5(1 -f-l/ß)ß1~' for rounded operations or (1 + l/ß)ß1~' for chopped operations.) To represent roundoff in computing sines and cosines, we could model either the relative error or the absolute error. If the arguments of the sines and cosines are carefully computed, either model will result in approximately the same bound. However, small errors in the arguments can result in large relative error when the sine or cosine is very small. In this case, an absolute error model gives a better bound. Hence we introduce an absolute error constant, 7 g: 0, such that fl(sin(fl(«))) = sin(a) + yde and fl(cos(fl(a))) = cos(a) + yde, where 6 and e are above. This constant depends on how sines and cosines and their arguments are computed for a transformation of a given order, but it is independent of the input data. 
Expanding factors (1 -f Be)1 and regrouping terms, this becomes
where 0(t2) includes all terms of order e2. Thus, it follows that floating-point computation of the matrix vector product v = Au, where fl(A(j, /)) = A(j, I) + y6e and ft(u(l)) = u(I), is given exactly by (3.3) fl<e(D) 
It immediately follows that
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In the same way, we obtain a bound on the error in multiplication by the complexdiagonal matrix Du The bound is given by It is not necessary to obtain a bound on the maximum error by using part a. Instead, one can use matrix infinity norms in the same fashion that matrix spectral norms were used above. But the infinity norms of the factor matrices, B,, are proportional to N¡ rather than \/N¡, and so a higher bound results.
Roundoff Errors in Multidimensional Transformations.
The efficiency of the fast Fourier transform has made it economically feasible to compute higher-dimensional Fourier transformations in applications such as picture processing and x-ray diffraction studies. In this section, bounds on roundoff errors in multidimensional Part b is proved by arguments identical to those used in the proof of part b of Theorem 1.
5. Experimental Results. Roundoff error bounds are always pessimisticsometimes so much so that they give no indication of the true error. To find out how pessimistic the error bounds of Section 3 are, the following experiment was performed. Using two different FORTRAN programs, one by N. M. Brenner [12] and the other by R. C. Singleton [13] , a mixed radix fast Fourier transform of Gaussian data with mean 0 and variance 2 was computed in both short and long precision on the Stanford IBM 360/67. The actual error was computed as the difference between the short precision results and the truncated long precision results. The constant y, used in determining the error bound, was computed by taking the difference between short precision and truncated long precision numbers representing sines and cosines. The results of this experiment are given in Table 1 . Note that the RMS error bound is roughly 20 times larger than the RMS error and the MAX error bound is roughly 2 orders of magnitude larger than the MAX error. Also note the relative size of the error bounds with respect to values of the transformed data. Even though the bounds are pessimistic, they might be used as a threshold for deciding what confidence to place in transformed data of relatively small magnitude.
6. Conclusion. In the preceding sections, roundoff errors in the floating-point fast Fourier transform have been analyzed. Bounds on RMS and maximum errors in transformed data were determined for both single and multidimensional transforms, and in the case of a one-dimensional transform results of a computational experiment show how close these bounds are to the actual roundoff errors. The bounds include the effect of roundoff in computing sines and cosines and, if contributions to the actual errors are in the same proportion as to the error bounds, a close look at the error bounds shows that the effect of roundoff in computing sines and cosines is not negligible but in fact contributes the same order of magnitude to the total error as the roundoff in additions and multiplications.
So far, nothing has been said about floating-point representation of input data. It was assumed that these numbers were exactly representable in machine precision. If not, an additional term must be added to the roundoff error to account for rounding input data. Suppose fl(x) = x + 5. Then the additional term is ||ro||RMsá VJV||8||RMB.
On the other hand, suppose that the input data is known to a number of significant digits fewer than that of machine precision. For example, the data might have come from an analog device of limited accuracy. Then the bounds on roundoff error can 
