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Abstract
Large Eddy Simulation (LES) has become an increasingly useful tool for the prediction of tur-
bulent reactive flows with the increasing availability of cheaper and faster computing power.
In the context of premixed combustion, LES encounters the challenge of resolving the flame
thickness, which is normally smaller than the filter width used in typical engineering appli-
cations. This thesis considers the Flame Surface Density (FSD) approach to provide closure
to the filtered LES reaction rate. The FSD can either be modelled algebraically (FSDA) or
determined through a transport equation (FSDT) and both approaches are investigated in the
LES of three diﬀerent test cases. The first case explores the response of diﬀerent FSDA models
towards changes in turbulence levels, and compares the instantaneous flame structures and
reaction rates predicted by FSDA and FSDT methods. The remaining cases examine the LES
of two turbulent premixed burners. A relatively large range of FSDA models are tested under
the same operating conditions for the first time, and the LES-FSDT equation is applied to
premixed flames that involve a higher level of geometric complexity than earlier work. Gen-
erally, the results show that the performance of some FSDA models are inconsistent between
the two premixed burners, suggesting that the models may operate optimally under diﬀerent
turbulent conditions. By contrast, the consistently good agreement of the FSDT results with
experiments suggests that the method has much potential in the LES modelling of turbulent
premixed flames. However, the improved FSDT predictions were dependent on the value of
the model constant within the sub-grid curvature model, and the value yielded an additional
dependency on filter width. For these reasons as well as for the higher computational expense,
the eﬀective use of FSDT requires further development, while the application of the FSDA
models remains a viable alternative to the FSDT approach.
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Nomenclature
Latin Symbols, uppercase
A Projected area normal to flame propagation direction (section 2.3.4)
A Pre-exponential factor
A Model constant used for CH expression (section 3.2.2.3)
A Amplitude of sinusoidal pulsation (section 6.2)
A¯∆ Average projected area per unit volume
AT Turbulent flame surface area (section 2.3.4)
AT,∆ Turbulent flame surface per unit volume
B(r) Flux limiter function
C Model constant for power law expression ST /SL (section 2.3.4)
C Reaction rate constant used in Tangermann model
CEBU Model constant for Eddy Break Up model
CH Model expression for Csg model [27]
Ck Model constant used for fu, f∆ and fRe
Cmean Resolved or mean curvature term within the FSDT equation
CMP Vortex-eﬃciency function [123]
Cn Vortex-eﬃciency function [12, 44]
Cp Probability coeﬃcient
CR Combined probability coeﬃcient and reaction rate constant for the
Tangermann model
Cs Smagorinsky constant
Csg Sub-grid curvature term within the FSDT equation
D Diﬀusivity
Df Fractal dimension
Dt Turbulent diﬀusivity
Dth Thermal diﬀusivity
Da Turbulent Damko¨hler number
Da∆ Sub-grid Damko¨hler number
E Eﬃciency function
Eavg Averaged Est over n measurement planes
Ek Cantor set at level k
E(κ) Turbulent kinetic energy as a function of wavenumber (κ)
Est Error represented by standard deviation
F Filter function (section 2.4.3.1)
F Thickening factor for ATF model
FC,f Convective flux over cell face f
FD,f Diﬀusive flux over cell face f
FTot Sum of convective, diﬀusive and reaction rate terms
G Scalar G used in the level set modelling approach
G0 Chosen G iso-level
G˘ Level-set representation of filtered flame front position
H Triangular flame holder height
K Rate coeﬃcient (section 2.3.1)
K Chosen c∗ iso-surface in the NGT and Shr terms of the FSDT equation
KΣ Adjustable model constant for the Boger model
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Latin Symbols, uppercase
LG Gibson scale
Lij Germano identity
L0 Integral length scale of turbulence
Le Lewis number
M Resolved flame normal vector
Mi Resolved flame normal in the i-direction
Mwt Mean molecular weight of mixture
Ma Mach number
N Flame normal vector
N Number
Ni Flame normal in the i-direction
Nr Total number of reactions r
P¯ Mean pressure over time step ∆t
Pc Probability density function used in the Tangermann model
Pmean Resolved or mean propagation term within the FSDT equation
Q Arbitrary scalar for general transport equation
Q Number of points within the inner layer of the flame (section 2.4.1)
R2 Coeﬃcient of determination
Rc Radius of curvature
Rij Autocorrelation function tensor
Re Reynolds number
Recrit Critical Reynolds number
ReT Turbulent Reynolds number
Sij Stress tensor
S˙Q Source/sink term for general transport equation of Q
Sd Flame displacement speed
Shr Strain due to heat release term within FSDT equation
SL Laminar flame speed
S￿L Modified flame speed
Smean Resolved or mean strain term within the FSDT equation
Sn Normal component of the flame displacement speed
Sr Reactive component of the flame displacement speed
Ssg Sub-grid strain term within the FSDT equation
St Tangential component of the flame displacement speed
ST Turbulent flame speed
Sc∆ Sub-grid Schmidt number
ScΣ FSD Schmidt number
T Time interval (chapter 2.4.2)
T Temperature
Ta Activation temperature
Tad Adiabatic flame temperature
Tb Burnt temperature
Tu Unburnt temperature
T1 Curvature generating term within CGT model
U Characteristic velocity
U Mid y-z plane mean velocity profile (section 6.2)
U0 Bulk velocity of flow
Ufluct Velocity fluctuation of turbulence inflow slice (section 6.2)
V Volume
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Latin Symbols, uppercase
[X] Molar concentration
Y Mass fraction
YF Fuel mass fraction
YO Oxidizer mass fraction
ZL Spatial quantity normalised by hc/2 for lower feeding channel
ZU Spatial quantity normalised by hc/2 for upper feeding channel
Latin Symbols, lowercase
a Adjustable model constant for the Angelberger model
a1 Model expression for Γ∆
aT Tangential strain rate or global eﬀective strain rate
b Model constant for the expression of α in the Colin model
b Scaling factor (Appendix A)
b1 Model constant for Γ∆
b2 Model constant for the Pitsch model
b3 Model constant for the Pitsch model
c Reaction progress variable
c0 Progress variable of a patch of gas between two opposing flame fronts
ct0 Minimum progress variable used for determining c0 for the Boger model
c∗ Chosen c iso-contour
cms Model constant for the expression of α in the Colin model
cp Specific heat at constant pressure
cv Specific heat at constant volume
ds Similarity dimension
dt Change in time
e Internal energy
f Arbitrary flow quantity for LES filtering
f Frequency of sinusoidal pulsation (section 6.2)
f1 Model constant in the Gu¨lder model formulation
f∆ Model expression for Γ∆
fRe Model expression for Γ∆
fu Model expression for Γ∆
h Enthalpy (section 2.1.2)
h Z-height of the backward facing step for the ORACLES burner
hc Z-height of the flow through the dump combustor plane
i Number of filtering operations in inflow generator
k Turbulent kinetic energy
ki Volume force
ksgs Sub-grid turbulent kinetic energy
m Model constant for the power of pressure ratio
n Model constant for the power of temperature ratio (section 2.3.3)
n Model constant for power law expression ST /SL (section 2.3.4)
n Number of cells within thickened flame (section 3.1.1)
n Constant for the power of Ka (sections 3.2.1.2 and 5.1.2.1)
n Number of points along each measurement plane
ni Unit vector normal outwards from cell face in the i-direction
p Pressure
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Latin Symbols, lowercase
r Distance vector
r Ratio of gradient (section 4.3.2)
r Elementary reaction (section 2.3.1)
r Distance between the centre of two vortices (section 3.1.2)
s Rate of burning
t Time
tη Kolmogorov time scale
tC Chemical time scale
tT Turbulent time scale corresponding to the integral length scale
ui Velocity component in the i-direction
u Axial velocity
uη Kolmogorov velocity
u￿∆ Sub-grid scale velocity fluctuation
u￿∆e Sub-grid scale velocity fluctuation corresponding to ∆e
v Transverse velocity of flow in the Volvo Rig
v￿ Characteristic velocity of eddy with size r (section 3.1.2)
w Transverse velocity of flow in the ORACLES burner
w˙ Combined diﬀusion and reaction rate terms of the c˜ transport equation
x Spatial location vector￿xf Filtered location with respect to local flame surface co-ordinates
x Axial distance from the dump combustor plane (chapter 6)
x Axial distance from the end face of the flame holder (chapter 7)
xi Spatial co-ordinate in i-direction
xT Distance from the inlet of the Volvo Rig
y Transverse distance from the bottom combustor wall (chapter 7)
z Transverse distance from the bottom combustor wall (chapter 6)
z1 Transverse distance from z = h (section 6.2)
Greek Symbols, uppercase
∆ LES filter width
∆e Flame scale (thickened flame thickness)
∆Af Face f of surface ∆A of finite volume ∆V
∆hf Heat of formation
∆ρ¯ Density correction
∆t Time step width
∆u Velocity correction
∆V Finite volume
∆x Grid spacing
Γ Fitting function
Γn Numerical approximation of Γ for various wrinkling factor models
Γ∆ Numerical approximation of Γ for solely for the Charlette2 model
Σ Flame surface density with definition dependent on c∗
Σgen Generalised flame surface density
Σ￿ Fine grained surface to volume ratio (FSD)
Φ Generic (scalar) field quantity
Θ DNS evaluated constant in the definition of c¯ (section 3.2.1)
Θ Model expression for the Weller model
Ξ Wrinkling factor
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Greek Symbols, lowercase
α Chemical species (section 2.1.2)
α Model constant for general Ξ expression (section 3.1.1)
α Model constant for the Colin model (section 3.2.1.2)
α Resolution factor for the Csg model
β Power-law exponent for general Ξ expression (sections 3.1.1, 3.2.1.2 and
Appendix D)
β Adjustable model constant for the Csg model [25]
β1 Model constant for the Charlette2 model (section 3.2.1.2)
β1 Adjustable model constant for the CH expression
β2 Adjustable model constant for the Csg model [41]
βk Power-law exponent for the Knikker model
βr Temperature exponent for reaction r
βz Zel’dovich number
δ Inner flame layer thickness
δij Kronecker delta
δL Unstretched laminar flame thickness
δ1L Thickened flame thickness
δTL Thermal flame thickness
δZL Zel’dovich flame thickness
δt Turbulent flame brush thickness
￿ Turbulent energy dissipation rate
￿i Inner cutoﬀ scale
￿o Outer cutoﬀ scale
η Kolmogorov scale
η¯ Eﬀective Kolmogorov scale
η￿ Factor of η used in modelling ￿i in the Gu¨lder model
γ Multiplying factor of ∆ for test filter width
κ Wave number (section 2.2.2)
κ Von Ka´rma´n constant
κc Curvature
κm Mean curvature
λ Thermal conductivity
µ Dynamic viscosity
µt Turbulent dynamic viscosity
ν Kinematic viscosity
ν Molar stoichiometric coeﬃcient (section 2.3.1)
νt Turbulent kinetic viscosity
ρ Fluid density
ρu Unburnt density
ρui Momentum in i-direction
σ Schmidt number
τ Heat release
τij Stress tensor
τ sgsij Sub-grid stress tensor
τ∗ij Test filtered stress tensor
φ Equivalence ratio
φi Simulated quantity corresponding to the ith data point
ω˙ Reaction rate of the progress variable transport equation
ω˙α Global chemical source term of species α
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Operators
.ˆ Test filtering
.ˆ Filtering with respect to local flame co-ordinates (section 2.4.4)￿. Favre filtering
￿￿ Favre fluctuation
. Spatial filtering (unweighted)
￿ Sub-grid component
. Mean from Reynolds decomposition (section 2.2.1)
￿ Fluctuating component from Reynolds decomposition (section 2.2.1)
￿ General fluctuation
|.| Absolute magnitude
(.)s Surface-weighted average
Super- and Subscripts
￿ Forward reaction (section 2.3.1)
￿￿ Backward reaction (section 2.3.1)
.0 Initial state at t = 0
.e Experimental quantity
.∗ Predicted quantity
.n Quantity at time level n
.sgs Sub-grid scale component
.1 Fresh gas quantity used in temperature scaling relation (section 2.3.3)
.α Species
.b Burnt quantity
.c Chemical state
.E Quantity at midpoint of a cell located east of cell M
.e Quantity at the east face of cell M
.f Cell face quantity
.M Quantity at midpoint of cell M
.max Maximum quantity
.P Product quantity
.R Reactant quantity
.r Chemical reaction
.s Surface quantity
.st Stoichiometry
.u Unburnt quantity
.W Quantity at midpoint of cell located west of cell M
.w Quantity at the west face of cell M
24
Abbreviations
1-D One dimensional
3-D Three dimensional
ATF Artificially thickened flame
BML Bray Moss Libby analysis
BRZ Broken reaction zones
CARS Coherent Anti-Stokes Raman Scattering
CDS Central diﬀerencing scheme
CF Corrugated flamelet
CFD Computational fluid dynamics
CFL Courant Friedrich Levy criterion
CFM Coherent Flame Model
CGT Counter-gradient transport of the c-equation
CGT-R. CGT model by Richard
CGT-W. CGT model by Weller
Cini Initial c-profile in 1-D flame study
CPU Central processing unit
CV Control volume
DS Dynamic Smagorinsky
DNS Direct numerical simulation
EBU Eddy break-up model
FSD Flame surface density
FSDA Flame surface density algebraic
FSDT Flame surface density transport
FVM Finite volume method
GT Gradient transport of the FSDT equation
IB Immersed boundary
KPP Kolmogorov, Petrovski and Piskunov
LDA Laser Doppler anemometry (velocimetry)
LDV Laser Doppler velocimetry (anemometry)
LES Large eddy simulation
LHS Left hand side of an equation
NaN Not a number
NGT Non-gradient transport of the FSDT equation
PIV Particle image velocimetry
RANS Reynolds averaged Navier Stokes/simulation
RHS Right hand side of an equation
SGS Sub-grid scale
TRZ Thin reaction zones
TVD Total variation diminishing
UDS Upwind diﬀerencing scheme
WF Wrinkled flamelet
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Chapter 1
Introduction
Since the 19th Century, the global demand for energy has been rising with fossil fuels as the
dominant source of energy. It is estimated that the global energy demand will increase by
53% [1] from 2008 to 2035, with the emerging economies of China and India making up half
the growth. These countries in particular are undergoing rapid industrialisation and citizens
are increasingly seeking for improved standards of living. Alternative energy sources such as
nuclear, hydro, biofuels and renewable wind and solar make up less than 20% of the global
energy demand [2] and are unlikely to replace fossil fuels in the foreseeable future. Though
extremely beneficial in our daily lives, our reliance on fossil fuels has led to several pressing
issues. Consumers and businesses alike are aﬀected by the increasing prices of fossil fuel as
global demand for energy rises. The combustion of fossil fuels leads to the production of carbon
dioxide, which is a major contributor to global warming and if the combustion is incomplete,
harmful gases like nitric oxides and carbon monoxide will also be produced. Combustion
research is therefore primarily aimed at reducing pollutant emissions and improving the design
and eﬃciency of existing technologies, namely combustion devices.
The mode of combustion can be broadly classified by the mixing state of the fresh reactants
and whether the flow is laminar or turbulent. In many practical engineering devices, the flow is
likely to be turbulent causing the flame to be wrinkled and unsteady. The wrinkling eﬀectively
increases the rate at which reactants are consumed, yielding the necessary power output for
combustors. If the fuel and oxidiser are mixed prior to reaction, the combustion is classified as
premixed and is characterised by a flame front propagating into a mixture of fresh premixed
reactants. On the other hand, non-premixed or diﬀusion flames occur when fuel and oxidiser
enter separately into a combustion chamber, in which both reactants diﬀuse towards the reaction
zone that is located between the boundaries of the two streams. There, the reactants burn and
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generate heat but unlike the premixed mode, the flame is unable to propagate towards the
fuel or oxidiser stream. The premixed mode is the focus of the current work and generally
delivers the benefits of lower emissions and better combustion eﬃciency. The maximum burnt
temperature for a premixed flame is better controlled by the pre-defined equivalence ratio of
the fuel-air mixture, whereas for diﬀusion flames, it is possible that fuel and air are burnt
at stoichiometry at certain regions of the flow, leading to higher flame temperatures. Higher
temperatures will inevitably produce greater NOx emissions. The premixed combustion of lean
mixtures (fuel with excess air) may therefore be cleaner because NOx emissions are limited by
the lower flame temperatures, and less CO emissions are produced as the fuel is fully consumed.
However, under lean premixed conditions, combustors may suﬀer from combustion instabilities
that can occur, for example, by the interaction between periodic shedding of vortices and a
premixed flame in a combustor. In this case, fluctuations in heat release rates act as a source of
energy to drive self-sustained oscillations which can eﬀectively limit the combustor’s lifetime.
Better combustor designs are necessary to prevent the occurrence of instability, and this is often
accompanied by improved understanding of combustion processes. Experimental studies were
considered the most direct method of achieving this goal in the years where computers were
not readily available and processing power was lacking. An experimental parameter would be
systematically varied while taking readings of the desired quantity of interest. For example, in a
study of combustion oscillations for the Volvo Rig [164], the equivalence ratio was systematically
increased by increasing the fuel flow rate, while taking measurements of pressure fluctuations.
It was found that screech occurred when the equivalence ratio was increased to 0.71 but by
changing the shape of the flame holder, substantially less oscillations were generated. However,
experimental studies often suﬀered from limitations such as high equipment costs and the
inaccessibility of taking optical measurements for flows within real combustors.
With the increasing availability of cheaper and faster computers, computational fluid dynam-
ics (CFD) supplements the understanding of combustion phenomena and the prediction of
unsteady turbulent reactive flows. This must be accompanied with robust and reliable mathe-
matical models, which can describe the turbulence-chemistry interaction for diﬀerent flow con-
figurations. To date, Reynolds Averaged Navier Stokes (RANS) is still the industrial standard,
delivering fast eﬃcient simulations and saving manufacturing costs from the initial design pro-
cess. However, the sole ability of computing temporal averaged quantities has limited RANS’s
application in predicting instantaneous flow features as well as combustion instabilities. At the
other end of the computational spectrum is Direct Numerical Simulations (DNS), which resolves
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all turbulent scales of the flow field and therefore removes the necessity of any numerical mod-
els. The simulations have enabled better understanding of fundamental turbulent combustion
modelling and phenomena [146, 177] and more specifically, is beneficial for supplying insight
into the modelling parameters [37, 32] used in this project. However, the high computational
costs of DNS prohibits its use in simulating flow through practical engineering systems. In
between RANS and DNS lies a technique known as Large Eddy Simulation (LES), in which
large scale flow features above a defined filter width are resolved and intermittency of the flow
is taken into account. This enables the accurate simulation of the large scale unsteadiness of
the flow, particularly useful in the study of combustion instabilities. The remaining small scale
features with sizes below the filter width may be considered statistically isotropic (at least,
those of turbulence) away from the boundary of a flow at suﬃciently high Reynolds numbers
according to Kolmogorov’s hypothesis of local isotropy [106]. Nevertheless, at practical LES
resolutions, the eﬀect of small scales must be modelled particularly for reactive flows. Though
LES is more computationally expensive than RANS, its benefits may outweigh the costs as
shown in the reviews by Janicka and Sadiki [86], and Pitsch [143].
1.1 Turbulent premixed combustion modelling in LES
The large eddy simulation of non-reactive flows is well established with sub-grid models that
describe the dissipation of energy from the large resolved scales following the energy cascade.
Details of such models can be found in the review papers by Piomelli [138] and Meneveau and
Katz [122]. When factoring in premixed combustion, however, the problem becomes challenging
as the flame front is typically much thinner than the computational mesh size. This implies
that the chemistry and the flame interaction with turbulence must be modelled. Sub-grid scalar
transport, specifically the counter gradient contribution, is also found to play a significant role
in capturing the positive scalar flux due to flame dilatation in experiments [136] and in limiting
the rate of flame thickening in conjunction with flame surface density (FSD) reactive modelling
as shown later in the thesis. One must therefore bear in mind that assessing the performance
of reaction rate models is not straightforward as scalar transport and sub-grid stress models all
interact with each other.
Several approaches have been attempted by diﬀerent authors in applying the LES of premixed
combustion and the simulated results are often compared against experimental measurements.
Pitsch and Duchamp de Lageneste [144] applied a flame front tracking technique (G-equation
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or level-set method) to a turbulent Bunsen burner test case, and concluded that the turbulent
burning velocity and the eﬀects of heat release on the flow field were in close agreement with
the experimental results. This technique was also used to explore the eﬀects of the grid size
and LES filter width on the wrinkling of the flame by sub-grid scale (SGS) eddies for the
Volvo Rig [55, 182]. Using a similar triangular flame holder set up but with diﬀerent fuel
mixture and inflow conditions, Nottin et al. [131] applied the artificially thickened flame (ATF)
approach to simulate an acoustically excited turbulent premixed flame by LES. Large coherent
motions were well predicted by the model, but it failed to predict the locations of the maximum
reaction rates. The ATF model was also used in studies carried out by Colin et al. [44] and
Selle et al. [160] for complex geometries. Another combustion modelling approach is to apply
the FSD concept which can be implemented through algebraic means [18] (FSDA) or solved
by an additional transport equation [81] (FSDT). Though the latter is considered to be more
adequate in describing unsteady flame propagation [80], several complex modelled terms exist
within the equation, and so far the equation has been applied to a-priori [32, 33] studies and
to a limited number of LES studies [82, 84, 110, 154]. On the other hand, FSDA has been
applied in several real premixed flame burners [11, 56, 60, 120]. The aforementioned models
are mainly based upon the flamelet assumption where thin interfaces or flamelets separate the
unburnt reactants from the burnt products. These flamelets are assumed to retain the same
structure as a laminar flame but experience strain and curvature induced by the surrounding
fluid. The eﬀects of chemistry and turbulence are decoupled as a result and their modelling is
explained later in Section 2.3.4.
1.2 Motivation and Objectives
This work applies the concept of flame surface density to the LES of turbulent premixed com-
bustion. Essentially, FSD is used to close the combined filtered reaction rate and diﬀusion terms
of the chemical scalar equation by means of algebraic models or solving an additional transport
equation. Algebraic models have been studied extensively by Chakraborty and Klein [37] in
a-priori DNS analyses for freely propagating statistically planar turbulent premixed flames in
both the corrugated flamelet (CF) and thin reaction zone (TRZ) regimes, providing more in-
sight into parameters that make up the formulations of most models. The performance of these
FSD models was also compared with values obtained from DNS databases, although a-priori
assessment cannot shed light on how the modelling of input parameters to the FSD models ulti-
mately aﬀects the simulation results. In a LES modelling errors may interact and cancel out or
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accumulate, leading to very accurate results or large errors respectively. It is therefore essential
to verify and test the algebraic models in a true LES. The FSDT equation for LES has been
studied a-priori by Chakraborty and Cant [32], providing more insight into the modelling of
individual unclosed terms within the equation. It has also been tested a-posteriori by Hawkes
and Cant [82], Richard et al. [154], Lecocq et al. [110] and more recently, by Hernandez-Perez
et al. [84]. However, the modelled forms of the FSDT equation diﬀer from each other, and more
quantitative comparisons between simulated and experimental data are necessary in aiding the
further development of the transported approach. The present work applies both FSD methods
to the LES of a low Reynolds number set up configuration and more importantly, to the LES of
two real turbulent premixed flames. These include the plane symmetric dump combustor with
a sudden expansion, and a premixed flame stabilised in the wake of the triangular bluﬀ body
holder within a rectangular channel. For the very first time, the performance of an array of
FSDA models is assessed under the same test configurations by comparing the numerical and
experimental data. A direct comparison between FSDA and FSDT is also made, where the
FSDT equation resembles more closely to the original LES form proposed by Hawkes [80] and
Hawkes and Cant [82].
The main objectives of this thesis are:
• to gain greater understanding of the FSD approach through simplified numerical studies
concerning a one dimensional (1-D) planar flame and a three dimensional (3-D) propa-
gating premixed flame in wind tunnel turbulence;
• to test these models a-posteriori in the LES of two real turbulent premixed flames and
make a fair performance comparison amongst the models;
• to identify modelling/numerical parameters that may aﬀect the performance of individual
models through the use of sensitivity studies; and
• to determine the better performing FSDA models, and any advantages of the FSDT
method over FSDA models.
1.3 Thesis outline
The thesis consists of eight chapters. The following chapter provides a background on the fun-
damental concepts of fluid mechanics, mainly outlining the governing equations for mass, mo-
mentum and scalar transport. This project focuses on turbulent premixed flames, therefore the
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structure of turbulence is described as well as some concepts that are commonly encountered in
premixed combustion. A brief overview of the three main computational modelling approaches
consisting of Direct Numerical Simulations (DNS), Reynolds Averaged Navier Stokes (RANS)
and Large Eddy Simulation (LES) are also described and followed by an overview of premixed
combustion models for LES. Chapter 3 provides more details on two specific reactive modelling
methods: ATF and FSD, both of which have been used in the present work. Chapter 4 de-
scribes the main elements of the code PsiPhi used in this work, including spatial discretisation,
time advancement scheme, pressure correction algorithm and boundary conditions. Chapter 5
discusses the work on the 1-D flame study and the simulation of a propagating flame in wind
tunnel turbulence. This chapter serves to enhance the understanding of most FSD algebraic
models in a simplistic manner and also identifies issues that may arise under very fine grid
conditions. The behaviour of individual terms of the FSDT equation are also studied as a way
of validating the FSDT implementation. Chapters 6 and 7 are separated according to the two
test burners: the ORACLES burner and the Volvo Rig. The premixed flames in these burners
are stabilised via the recirculation of hot gases that form behind a geometric sudden expan-
sion and a triangular bluﬀ body respectively. Both non-reactive and reactive cases for each
burner are examined along with sensitivity studies and performance assessment of FSDA and
FSDT methods. Finally, the main conclusions and suggestions for future work are presented in
chapter 8.
Chapter 2
Theoretical Background
The aim of this chapter is to provide the essential elements needed to describe turbulent reactive
flows. A general overview of fluid mechanics and its governing conservation equations are first
presented, followed by the characteristics of turbulence. Physical properties of premixed flames
are then introduced and the approaches in modelling their chemical source are explored. Lastly,
the computational methods of modelling flow are discussed with emphasis placed on Large Eddy
Simulation which forms the basis of the project.
2.1 Governing equations for reacting flows
In the study of fluid mechanics, a macroscopic approach is taken to examine flow phenomena.
This approach relies on the continuum hypothesis, whereby a cluster of molecules within the
fluid can be represented as a fluid particle possessing mean properties. In such cases, the fluid
particle would need to have a length scale larger than the mean free path between molecules
(to permit reasonable averaging over a large sample space), and at the same time be smaller
than the typical length scales of the problem under consideration. A cumulation of these fluid
particles would result in a continuous medium whose properties should vary continuously from
point to point. This is an appropriate assumption for industrial applications, since the size
of the flow system is usually much larger than the mean free path of molecules. The fluid
motion at each point can now be described by a set of partial diﬀerential equations known as
the governing equations of mass and momentum. As the fluid is treated as incompressible,
i.e. density changes are not pressure dependent, these two equations will suﬃce for describing
isothermal or non-reactive flows at low Mach numbers; at least one additional scalar equation
needs to be solved to describe reactive flows. Another necessary equation is the equation of
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state relating pressure p, fluid density ρ and temperature T , and for an ideal gas, this reads:
p = ρ
R
Mwt
T (2.1)
where R = 8.314J/molK is the universal gas constant and Mwt is the mean molecular weight
of the mixture. For a constant pressure flow, Eq. (2.1) reduces to
ρ =
ρuTu
T
(2.2)
assuming that the number of molecules does not change in reactions. Subscript u denotes the
unburnt state of the fluid.
2.1.1 Conservation of mass and momentum
The conservation of mass and momentum, in the Cartesian form, are given by the following
expressions respectively:
∂ρ
∂t
+
∂(ρui)
∂xi
= 0 (2.3)
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂
∂xj
τij − ∂p
∂xi
+ ρki (2.4)
where xi, t and u denote the distance in the i -direction, time and flow velocity respectively.
Referring to Eq. (2.3), no source terms appear since mass cannot be created or destroyed. Mass
can be transferred into and out of a surface of a control volume as represented by the second
term on the left hand side (LHS) of the equation, known as the convective transport. The
temporal change in density (∂ρ/∂t) cannot be omitted in cases describing unsteady reactive
flow.
The terms within conservation of momentum, Eq. (2.4), starting from the LHS are the accu-
mulation of momentum, the convective transport, the stresses due to deformation, the pressure
gradient ∂p/∂xi and external body forces ki, which can include gravity, centrifugal and Coriolis
forces. The stress tensor τij is defined to represent a Newtonian fluid, in which the shear stress
and velocity gradients are linearly correlated and the fluid is isotropic. It reads:
τij = µ
￿
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
￿
(2.5)
where µ and δij are the dynamic viscosity and Kronecker delta (δij = 1 if i = j and δij = 0
otherwise) respectively. Substituting Eq. (2.5) into Eq. (2.4) and neglecting body forces, the
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Navier Stokes equation for an incompressible Newtonian fluid is obtained:
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂
∂xj
￿
µ
￿
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
￿￿
− ∂p
∂xi
(2.6)
2.1.2 Scalar Transport
To account for chemically reactive flows, transport equations for scalars need to be solved in
addition to the equations of mass and momentum. For an arbitrary scalar Q, for example,
the mass fraction or typically, progress variable in premixed combustion, the general transport
equation takes the following form:
∂
∂t
(ρQ) +
∂
∂xj
(ρQuj) =
∂
∂xj
￿
ρD
∂Q
∂xj
￿
+ S˙Q (2.7)
where the two terms on the LHS of the equation denote the temporal change of the scalar
and convective transport by velocity uj, and the RHS terms represent the molecular diﬀusion
of the scalar (assuming Fick’s second law of diﬀusion with diﬀusivity D) and the source/sink
term, which describes the production or destruction of Q respectively. One can see that the
conservation equations of mass and momentum follow a similar format. For example, to obtain
the momentum equation, the following substitutions are made: Q ≡ ui,
￿
ρD ∂Q∂xj
￿
≡ τij and
S˙Q ≡ − ∂p∂xi + ρki.
To describe chemical processes involving a change in properties of a fluid, a scalar transport
equation for the mass fraction Yα would need to be solved for each species α, along with
an enthalpy h transport equation, which provides additional information on temperature for
purposes of closing the Yα transport equations. Solving such a system with n species would be
computationally expensive, and so for the case of a homogenous premixed flame, it is possible to
reduce the number of scalar equations down to a single transport equation involving the progress
variable c. This is a normalised quantity that increases monotonically from 0 in unburnt gases
to 1 in burnt gases, and can be expressed in terms of product mass fraction YP or temperature
T assuming low Mach and unity Lewis number (defined as ratio of thermal to mass diﬀusivity
in Eq. (2.22)):
c =
T − Tu
Tb − Tu ; c =
YP − Y uP
Y bP − Y uP
(2.8)
where the sub- and super script b denote the burnt state. The present work employs the
temperature definition for simplicity, despite certain limitations. For example, in a near cold
wall region, the progress variable will increase gradually from zero to one away from the wall
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using the temperature definition. However, following the mass fraction definition, c = 1 (YP =
Y bP ) immediately next to the wall assuming no heat losses.
The progress variable transport equation can be derived by first taking the transport equation
of fuel mass fraction YF (Q = YF in Eq. (2.7)) and introducing the reduced fuel mass fraction
Y = YF/Y uF into the equation. The reduced fuel mass fraction is eﬀectively 1 − c, in which
c that is defined in terms of YP in Eq. (2.8) is used. Alternatively, the progress variable
transport equation can be derived by substituting the temperature definition of c into the
temperature transport equation, but would require additional assumptions such as unity Lewis
number, equal and constant heat capacity Cp for all species, and low Mach number which implies
zero contribution from the pressure gradient and viscous heating terms in the temperature
equation. More details on the transformation are provided by Poinsot and Veynante [147] and
Williams [186]. The progress variable transport equation then reads:
∂
∂t
(ρc) +
∂
∂xj
(ρcuj) =
∂
∂xj
￿
ρD
∂c
∂xj
￿
+ ω˙ (2.9)
in which the source/sink term is given by the reaction rate ω˙. The set of transport equations
of mass, momentum and progress variable, as well as the equation of state (Eq. (2.2)), from
which T is derived from Eq. (2.8), are only the barebones in describing premixed combustion
(more specifically, algebraic flame surface density method) within homogenous mixtures and
at low flow velocities. For more practical purposes, the progress variable transport equation
would need to be extended to account for stratified combustion [30, 56] and an energy equation
is necessary to describe flows with higher Mach number flows Ma > 0.3. Other transported
scalars that one may consider for modelling premixed combustion include a level set G and the
generalised flame surface density Σgen that is discussed in chapter 3.
2.2 Turbulence
2.2.1 Phenomenological description
Turbulence is characterised by unsteady, chaotic flow, which is composed of eddies or vortices
possessing a wide range of diﬀerent scales. The flow’s diﬀusive nature enhances mixing and
increases the rate of mass, momentum and energy transfer within the fluid; a feature that plays
an important role in combustion as increasing the turbulence levels in a vessel prior to reaction
can increase the combustion rate [185].
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An indication of whether the flow is laminar or turbulent is to examine the ratio of inertial
to viscous forces. Reynolds studied the conditions in which flow transitioned from laminar
to turbulent by studying flow in a pipe coloured by dye filaments [153] and came up with a
dimensionless parameter that is today called the Reynolds number Re as given by:
Re =
ρUL
µ
=
UL
ν
(2.10)
where U , L, and ν are the characteristic velocity, length scale and kinematic viscosity respec-
tively. The parameter is often compared against the critical value Recrit, which indicates the
onset of turbulence for a flow through a specific system or geometry. It can vary over a large
range depending on the level of disturbance and typically for a pipe, Recrit = 2300 when L is
equal to the pipe diameter. Reynolds also noted that this critical value is by no means absolute
as it is relatively easy in a pipe for large disturbances to appear before the critical velocity is
reached [153], resulting in the onset of turbulence. The discovery of this parameter has also
yielded the benefit of examining experimentally flow features more cost eﬀectively, because
scaled down models with higher velocities can be used instead of large experimental rigs that
are costly to construct, provided that Re is the same.
To describe turbulent flows quantitatively, the instantaneous velocity, for example, can be
decomposed into the mean u¯i and fluctuating components u￿i, also known as Reynolds decom-
position:
ui(t) = u¯i + u
￿
i(t) (2.11)
Here, the mean u¯i is time averaged over a suﬃciently long time period. The time averaged
quantities have led to the basis of Reynolds Averaged Navier Stokes (RANS) modelling, and
another method of averaging would be to take the ensemble average compiled from many
diﬀerent realisations of the flow. Ensemble averaging is useful for flows with periodicity, for
example in reciprocating engines.
In turbulent flow, structures are often observed despite the random fluctuations of scalar and
velocity quantities. An example is the alternating pattern of eddies appearing behind a cylindri-
cal bluﬀ body above a certain Re number; a phenomena known as the Ka´rma´n vortex street.
To estimate the size of the largest energetic eddies, known as the integral length scale, the
velocity fluctuation at two points separated by a vector r are measured. A two point spatial
correlation can then be taken:
Rij(x, r, t) = u￿i(x, t)u
￿
j(x+ r, t) (2.12)
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and by normalising the expression, the strength of correlation relating to the velocity fluctua-
tions at point x and at x+ r can be quantified between 0 and 1. The normalised longitudinal
and transverse correlations are expressed as:
R11 =
u￿1(x)u￿1(x+ r)
u￿1
2
R22 =
u￿2(x)u￿2(x+ r)
u￿2
2
(2.13)
where subscript 1 and 2 corresponds to the x and y directions. The integration of the expressions
in Eq. (2.13) give the integral length scale in the corresponding directions. In the case of
homogenous isotropic turbulence, an integral length scale L0 can be defined as:
L0 =
∞￿
0
R11(r)dr =
∞￿
0
R22(r)dr (2.14)
An integral time scale can similarly be evaluated by taking the correlation of the velocity
fluctuation at the same point but at diﬀerent times, known as a temporal correlation. This
eﬀectively becomes a measure of time that fluctuations that will last.
2.2.2 Turbulent Scales
Eddies with a size of the estimated turbulent length scale in Eq. (2.14) represents those that
carry most of the turbulent kinetic energy k, which can be defined in 3-D as:
k =
1
2
(u￿21 + u￿22 + u￿23 ) (2.15)
or 32u
￿2 assuming homogenous turbulence. Large eddies have a tendency of continuously break-
ing up into smaller and smaller eddies to a point where the small eddy is dissipated by viscous
forces into heat. To sustain turbulent motion, an external source of energy is required to make
up for the loss of kinetic energy in the bulk flow. Energy is thus transferred from the large scale
eddies to the small scale eddies and this is known as the energy cascade and was first introduced
by Richardson [155]. Figure 2.1 shows a sketch of the theoretical turbulent spectrum which
represents a range of energy as a function of wave number. The size of eddies can be related
by wave number κ = 2π/L, which implies that large eddies correspond to small wave numbers.
The energy containing scales have length scales that are limited by the flow geometry and can
be referred to as the integral length scale. As the wave number increases, the energy decreases
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Figure 2.1: Energy spectrum
following the k−5/3 law, a region denoted as the inertial subrange. According to Kolmogorov
theory [106], rate of dissipation ￿ of energy within the inertial sub-range is given by:
￿ =
U3
L
(2.16)
where U is often approximated as the turbulence intensity u￿ corresponding to the size of eddy L.
Note that ￿ is only dictated by flow and geometric quantities i.e. U and L respectively. On the
other hand, for the maximum wavenumber limit of the inertial subrange near the Kolmogorov
length scale, ￿ is dependent on ν as viscous eﬀects become important. The Kolmogorov scales
are given by [106]:
η =
￿
ν3
￿
￿1/4
; uη = (ν￿)
1/4 ; tη =
￿ν
￿
￿1/2
(2.17)
When η in Eq. (2.17) is coupled with the turbulent Reynolds number by replacing U and L
with u￿ and L0 in Eq. (2.10), the following relation is derived:
η = L0Re
−3/4
T (2.18)
Equation (2.18) suggests that for a fixed integral length scale, a larger Reynolds number will
increase the maximum wave number limit of the inertial range, leading to a greater range of
scales that will enhance mixing in a fluid. The notion becomes useful in understanding the
algebraic flame surface density fractal models, which are discussed later in Section 3.2.1.2.
Referring back to Fig. 2.1, the energy spectrum for eddies with sizes smaller than η drops
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rapidly due to viscous forces. This is a region known as the viscous subrange.
2.3 Premixed Combustion
Premixed combustion occurs when the fuel and oxidizer are mixed prior to chemical reaction.
Assuming a tube with open ends, ignition of the mixture would create a propagating flame front
that travels from the ignition source towards the unburnt mixture by the combined eﬀects of
thermal diﬀusion of heat and chemical radicals, and the release of heat and radicals from reac-
tion. The speed of this flame front increases with turbulence due to the increased flame surface
area, leading to the faster consumption of reactants. The following sections describe some basic
properties of the chemistry and flame, the flame’s response to turbulence and diﬀerent regimes
of premixed combustion.
2.3.1 Chemical Reaction
A chemical system of Nα species reacting through Nr elementary reactions can be expressed
as:
Nα￿
α=1
ν ￿α,rMα ￿
Nα￿
α=1
ν ￿￿α,rMα ; r = 1, 2, ...Nr (2.19)
where ν ￿α,r and ν
￿￿
α,r are the molar stoichiometric coeﬃcients in the forward and backward di-
rection respectively of species α in elementary reaction r, and M is a chemical symbol of α.
(Note that ￿ indicates that the elementary reactions may be reversible.) The global chemical
reaction rate ω˙α for a single species can be expressed as the sum of Nr elementary reactions:
ω˙α =
Nr￿
r=1
(ν ￿￿α,r − ν ￿α,r)
￿
K ￿r
Nα￿
α=1
[Xα]
ν￿α,r −K ￿￿r
Nα￿
α=1
[Xα]
ν￿￿α,r
￿
(2.20)
where K ￿r and K
￿￿
r are the forward and backward rate coeﬃcients of r respectively and [Xα] is
the molar concentration. (Note that ω˙α has units of mass per unit volume and time, and the
sum of ω˙α should equate to zero in order to satisfy global mass conservation.) The forward and
backward reaction rates can be described by the Arrhenius law:
K ￿r = A
￿
rT
βr exp
￿
−Ta,r
T
￿
(2.21)
where A￿r, βr, Ta,r are the pre-exponential factor, temperature exponent and activation temper-
ature for the reaction r. The global reaction rates ω˙α for all species can then be implemented
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into transport equations, which are then solved to simulate a reacting system. However, the
process is computationally expensive, making it very diﬃcult to tackle practical engineering
problems. The system is therefore usually simplified by applying, for example, a one-step
chemistry mechanism with assumptions described by Poinsot and Veynante [147]. Upon sim-
plification, the non-linearity in the mean reaction rate poses the greatest challenge in turbulent
combustion modelling.
2.3.2 Flame structure
A structure of a premixed laminar flame can be divided into three layers: the preheat layer,
the inner layer and the oxidation layer, as listed in the order closest to the fresh gases. A
sketch of the three layers with additional information on the relative proportions of reactants
and products for methane-air combustion [134] is shown in Fig. 2.2(a). In the preheat layer,
the unburnt gases are raised to a higher temperature by heat that is continuously transferred
from the inner layer through thermal diﬀusion. As the temperature is too low to overcome
the activation energy of chemical reactions, virtually no reaction occurs in this layer. In the
inner layer, most of the reactions occur, as the temperature is high enough to overcome the
activation energy. The methane fuel is consumed at a faster rate as hydroxyl (OH) radicals,
and free radicals of hydrogen and oxygen attack the fuel to yield carbon monoxide (CO). The
third layer closest to the burnt gases is the oxidation layer, where radicals are recombined in
exothermic reactions. For example, the CO is oxidised by the OH radicals to form carbon
dioxide, and hydrogen to water. Of the three layers, the inner layer is thinnest (approximately
a tenth of the laminar flame thickness δL at atmospheric pressure [134]) and its thickness is an
important parameter that distinguishes the diﬀerent turbulent premixed combustion regimes.
The three-part flame structure is maintained through the balance of mass and heat diﬀusion.
Reactants from the pre-heat zone are supplied to the inner layer through mass diﬀusion, while
chemical reactions occurring in both the inner layer and oxidation layer transfer heat into the
preheat layer via a temperature gradient. The ratio of the thermal Dth to mass diﬀusion D for
a reactant mixture is given by the Lewis number Le:
Le =
Dth
D
=
λ
ρucpD
(2.22)
where λ and cp denote the thermal conductivity and heat capacity at constant pressure respec-
tively. The value of Le is found to aﬀect the response of the flame when subjected to stretch
induced from the surrounding flow field. An Le < 1 can lead to thermal instability, while
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Figure 2.2: (a) Schematic structure of a premixed methane-air flame [134] and (b) thermal and
total thickness definitions
Le ≥ 1 delivers a stable flame. Recent numerical studies by Chakraborty and Cant [34] have
indeed shown that Le < 1 produces a highly wrinkled flame, while increasing Le reduces the
wrinkles considerably. As the work here focuses on unity Lewis number flames, the details on
Le eﬀects will not be discussed further.
2.3.3 Flame properties: thickness and speed
The laminar flame thickness is an important parameter in the modelling of premixed flames.
Not only is it used as a parameter in the combustion models, but when normalised with the
mesh size, it gives an indication on how well the flame structure is resolved. Poinsot and
Veynante [147] proposed a range of definitions for the flame thickness. One definition known
as the ‘total thickness’ involves determining δL that covers the progress variable range between
c = 0.01 and c = 0.99. The limits are arbitrarily chosen and clearly this would result in
a thicker flame with a thickness value that may be misleading when selecting an appropriate
mesh size [147]. A definition that is recommended by Poinsot and Veynante [147] is the ‘thermal
thickness’:
δTL =
Tb − Tu
max
￿￿￿∂T
∂x
￿￿￿ (2.23)
As this involves computing the maximum gradient of temperature, the thickness will be smaller
than the ‘total thickness’. The aforementioned estimations of flame thickness (also displayed
in Fig. 2.2) can only be obtained from the post-analysis of a computational flame study, such
as a 1D laminar flame study of a certain fuel-air mixture. Unless such a study is conducted
prior to the actual simulation of concern, a more useful definition for δL is required as an
input parameter for reactive modelling. From scaling laws, the Zel’dovich thickness [71] can be
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derived as:
δZL =
λ
ρucpSL
=
Dth
SL
(2.24)
where SL is the laminar flame speed. Other estimations that are less commonly used in literature
include the Blint thickness and reaction thickness [147]. The present work applies the Zel’dovich
thickness with unity Le number, such that:
D = Dth =
ν
σ
⇒ δZL =
ν
σSL
(2.25)
where the Schmidt number (ratio of momentum to mass diﬀusivity) σ is equal to 0.7.
Another important parameter is the laminar flame speed SL which is the speed at which the
flame front propagates normal to itself towards the fresh reactant mixture within the open tube.
To maintain the flame at the same spatial position within the open tube, the magnitude of the
fresh gas velocity would have to be equal to SL, which is a quantity that can either be measured
experimentally [74, 124] or formulated by algebraic means. The algebraic evaluation is based
on solutions of the Arrhenius form (Zeldovich, Frank-Kamenetski and von-Karman analysis)
or solutions that mimic the Arrhenius form (Echekki and Ferziger [58]). These expressions will
not be presented here, but are proportional to the square root of the product of the diﬀusion
and reaction coeﬃcients [147]. Such a dependency is relevant to introducing the modelling
concept of the artificially thickened flame approach, where the flame is artificially thickened
but maintains the same laminar flame speed. In the present simulations, the chosen SL values
are based on the experimental values provided for each burner.
Aside from determining the value of SL, it is interesting to note that for a planar and unstretched
premixed flame, SL is dependent on the mixture composition, the pressure of the fresh gases,
and the unburnt and burnt temperatures. A measure of the mixture composition is given by
the equivalence ratio φ:
φ =
￿
YF
YO
￿
·
￿
YO
YF
￿
st
(2.26)
where YF and YO denote the mass fractions of fuel and oxidizer, and subscript st represents
stoichiometry. The flame can only be sustained between certain flammability limits of φ de-
pendent on the type of fuel. Starting from an initial lean fuel-gas mixture (φ < 1), SL increases
non-linearly with equivalence ratio to a maximum value just over stoichiometry, beyond which
SL starts decreasing. This trend can be explained by the fact that a deficiency in either fuel
(lean combustion) or oxidizer (rich combustion) reduces the burnt gas temperature, and so heat
transfer into the reactants drops, leading to a lower value of SL. The dependency of SL on pres-
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sure and temperature of the unburnt gas mixture is demonstrated in the experimental studies
by Gu et al. [74] and Metghalchi and Keck [124], involving methane-air and propane-air mix-
tures respectively. The two groups of authors propose the following pressure and temperature
scaling relation:
SL(P, T1) = SL(P
0, T 01 )
￿
P
P 0
￿m￿Tu
T 0u
￿n
(2.27)
where superscript 0 denotes the initial condition at which the parameter was evaluated. Values
for the constantsm and n for a propane-air mixture are [-0.23, -0.17, -0.17] and [2.27, 2.13, 2.02]
respectively for φ = 0.8, 1.0, 1.2 as provided by Metghalchi and Keck [74]. Similarly, m and
n values can be found for methane-air mixtures in the work by Gu et al. [74]. The suggested
values indicate that SL increases rapidly with increasing fresh gas temperature and decreases
with increasing pressure. In addition, the relative magnitudes of the constants suggest that SL
is more strongly influenced by temperature than pressure.
2.3.4 Eﬀect of turbulence on flame front
The introduction of turbulence into the reactive flow tends to increase the rate at which the
reactants are consumed. This is mainly due the eﬀect of flame wrinkling, resulting from the
interaction of vortices or eddies with the flame front. As a consequence, the surface area of
the flame increases and so the consumption rate of fresh gases increases. The higher flame
speed due to the wrinkling is known as the turbulent flame speed ST , and a first approximation
can be obtained by considering the case of a steady premixed flame propagating purely in the
negative x-direction against the flow of fresh reactants within a control volume V . Assuming
continuity (ρ¯u˜ = ρuST = const.) and cancelling out the diﬀusion terms far away from the flame
front, the integral of the progress variable transport equation in Eq. (2.8) within the limits of
x = −∞ and x =∞ reads:
ST = − 1
Aρu
￿
V
ω˙dV = − 1
ρu
∞￿
−∞
ω˙dx (2.28)
where A is the projected area normal to the direction of flame propagation. A similar expression
to Eq. (2.28) is obtained when integrating mass fraction of fuel transport equation [147]. At
this point, the flamelet assumption is applied, where the wrinkled flame can be divided up
into thin segments or flamelets separating unburnt reactants and burnt products. Though
the flamelets are strained and curved by the turbulent motion of the surrounding fluid, the
flamelets are assumed to retain a laminar structure, consuming reactants at the laminar flame
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Figure 2.3: Propagating flame front in open tube
speed SL. Furthermore, when the interface is assumed thin relative to the Kolmogorov scale,
for example in the corrugated flamelet (CF) regime, all the iso-contours of c become parallel
and so SL is constant. This is simplistically shown by a 2-D sketch in Fig. 2.3, where each
flamelet is depicted by a straight segment travelling at a speed of SL. Now, a similar expression
to Eq. (2.28) can be derived by replacing A and ST with the total flame surface area AT and
SL respectively. By equating the integrals of the reaction rate, Damko¨hler [47] established the
following relation:
ST
SL
=
AT
A
(2.29)
The relationship linking turbulent flame speed and turbulence intensity has been explored by
numerous experimental studies. Abdel-Gayed and Bradley [5] surveyed a range of experimental
data and presented them according to their turbulent Reynolds number. Peters [134] also
displayed this relation for a particular Re number and stated that experimental data obtained
from diﬀerent authors diﬀer greatly, resulting in a myriad of best fit curves. The great variance
may arise from measurement errors or more likely that an ‘unique relation’ solely dependent
on u￿ does not exist in practice [147]. Abdel-Gayed et al. [4] measured a spread of turbulent
flame speeds for the same u￿ in an explosion bomb set up and deduced that the spread of ST is
the consequence of the random characteristics of turbulence. Experimental work on turbulent
Bunsen flames by Kobayashi et al. [105, 104] have found that the type of fuel-air mixture and
the operating pressure can aﬀect the magnitude of ST/SL for flames subjected to the same
range of turbulent intensities.
Regardless of the considerable data scatter, a sketch of a theoretical curve showing the afore-
mentioned relationship is shown in Fig. 2.4. From this figure, the ratio of ST/SL, also known
as the wrinkling factor Ξ, increases linearly for low turbulence intensities. As u￿/SL continues
to increase, the gradient of the curve is reduced (referred here as the ‘bending slope’ eﬀect). At
even higher u￿/SL, the wrinkling factor rapidly drops due to the presence of very small eddies
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Figure 2.4: Theoretical sketch of turbulent flame speed against turbulent intensity
that distort the inner layer of the flame, causing the flame to encounter very strong large scale
strain or possibly quenching. Based on the experimental data on flame quenching in fan-stirred
explosion vessels, Abdel-Gayed and Bradley [7] proposed criteria for flame quenching such that
quenching occurs when u￿/SL ≥ 3.1(ReT )0.5 for turbulent Reynolds number ReT > 300 and
u￿/SL ≥ 0.71Re0.5T for ReT < 300 for Le = 1 flames. The investigation on the accuracy of such
limits are beyond the scope of the present thesis.
Attempts have been made to model the non-linear behaviour through the use of general power
law form:
ST
SL
= 1 + C
￿
u￿
SL
￿n
(2.30)
where C and n can take a range of values [76, 134]. One must note that ST = SL in the limit
u￿ → 0 and the power law form yields some similarities with the algebraic flame surface density
(FSDA) models described in the next chapter.
The previous discussion focussed on the eﬀect of turbulence on the flame front, however, the
turbulence levels can be influenced by the combustion, leading to two competing eﬀects. In the
extreme case, the flow may re-laminarise due to the increased kinematic viscosity from high
temperatures: the Re number can drop by a factor of 10 as dictated by the ratio of burnt
and unburnt temperatures. On the other hand, flame generated turbulence may occur due to
the acceleration of gas through the thin flame front. The change in velocity will modify the
turbulent flow field as well as the vorticity field, hence generating higher velocity fluctuations.
In the cases studied here, the re-laminarisation eﬀect is seemingly more dominant as velocity
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fluctuations generally reduce with increased reaction rates.
2.3.5 Premixed Combustion Regimes
Several diﬀerent regime diagrams describing premixed combustion have been proposed in earlier
work by Borghi [19], Peters [134], Abdel-Gayed and Bradley [6], Poinsot et al. [147], Pitsch and
Duchamp de Lageneste [144], Du¨sing et al. [55] and others. All of them describe turbulence-
chemistry interaction mainly through the use of velocity and length scale ratios, as well as
three dimensionless parameters that diﬀerentiate the various regimes on the diagram, namely
the turbulent Reynolds number ReT , the turbulent Damko¨hler number Da, and the Karlovitz
number Ka.
The turbulent Reynolds number in terms of flame properties is defined as:
ReT =
u￿L0
ν
=
u￿L0
δLSL
(2.31)
where unity Schmidt number is assumed, hence ν = δLSL according to Eq. (2.24) and Eq. (2.25).
The turbulent Damko¨hler number is defined as the ratio of turbulent integral time scale tT to
the chemical time scale tC :
Da =
tT
tC
=
L0SL
δLu￿
(2.32)
If Da < 1, the mixing of reactants and products occurs quickly and the overall reaction rate
is controlled by chemistry. This condition corresponds to a well-stirred reactor. On the other
hand, if Da > 1, the rate of chemical reaction is very fast and turbulence cannot aﬀect the
inner flame structure.
The Karlovitz number was also introduced to subdivide premixed combustion into more precise
categories. It is formulated as the ratio of chemical time scale to the Kolmogorov time scale tη,
which is the time taken for a Kolmogorov-sized eddy to fully dissipate. Applying Eqs. (2.16)
and (2.17) and assuming unity Schmidt number:
Ka =
tC
tη
=
￿
u￿
SL
￿3/2￿ δL
L0
￿1/2
=
￿
δL
η
￿2
=
￿
uη
SL
￿2
(2.33)
A second definition of Karlovitz number Kaδ divides the thin reaction zones (TRZ) regime
and the broken reaction zones (BRZ) regime and it involves replacing δL in Eq. (2.33) with
thickness of the inner layer of the flame structure. This thickness of the inner layer is typically
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Figure 2.5: Premixed combustion regime diagrams proposed by (a) Borghi and Peters [134]
(flame front sketches extracted from [183]), and (b) Pitsch and De Lageneste [144] with the
regime covered by the ORACLES burner and Volvo Rig. Diagram (b) has been reproduced
here with the permission of the rights holder, Elsevier Limited.
0.1δL such that Kaδ then reads:
Kaδ =
￿
0.1× δL
η
￿2
= 0.01Ka (2.34)
The classic premixed combustion regime diagram proposed by Peters [134] is presented in
Fig. 2.5(a), which plots the velocity ratio u￿/SL against length scale ratio L0/δL. Diﬀerent
regimes within the diagram are bounded by the lines of ReT = 1, Ka = 1, Kaδ = 1, and
u￿/SL = 1. Though the validity of the diagram is limited to homogeneous and isotropic frozen
turbulence and that the Ka boundaries are by no means definitive [147], the diagram can
be considered as a useful guideline in distinguishing the diﬀerent types of premixed flames.
Descriptions of the various regimes are now briefly discussed. The laminar flamelet regime
occurs when ReT < 1. Despite low turbulence, the flame may encounter instabilities especially
in lean hydrogen flames where Le < 1 due to the higher diﬀusivity of the light H radicals.
As a consequence, a flame front region that is convex (concave) towards unburnt gases would
accelerate (decelerate) leading to thermal instability. The low turbulence level in this regime
yields little interest in practical engineering systems. The flamelet regime consists of both the
wrinkled flamelet (WF) and corrugated flamelet (CF) regimes. The wrinkled flamelet regime
is based on the condition that u￿ < SL, hence the flame front is wrinkled only minimally and
the flame propagates at a speed close to the laminar flame speed. If u￿ > SL, the corrugated
flamelet regime is reached and turbulent eddies are able to corrugate the flame front, thus
increasing the flame surface area and the chemical reaction. Peters [134] states that as long as
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the eddies possess circumferential velocities greater than or equal to the laminar flame speed,
the eddies would be able to convolute the flame front. Peters defines the size of an eddy
with a circumferential velocity equal to the laminar flame speed as the Gibson scale LG and is
formulated by:
LG =
S3L
￿
(2.35)
where dissipation rate ￿ is determined earlier in Eq. (2.16). The size of LG, however, is still
larger than the flame thickness and so eddies cannot perturb the flame structure. As such,
the c iso-contours of the corrugated flame remain mostly parallel to each other. The upper
limit of this regime is known as the Klimov-Williams criterion Ka = 1 and both WF and CF
regimes are classified as Ka1 < 1. Above this border lies the TRZ regime, in which eddies are
now able to enter the preheat layer of the flame, thus thickening it. The inner layer remains
unperturbed as the size of the eddies are still larger than the inner layer thickness. Here, the
definition of LG in Eq. (2.35) breaks down as SL < uη according to Eq. (2.33), implying that
the Gibson scale is smaller than the Kolmogorov scale. To overcome this issue, Peters [134]
introduces the concept of a mixing length scale with a size representing the maximum distance
that preheat fluid can be transported from the preheat layer to the unburnt gas. As it yields
limited relevance to the present study, it will not be discussed here. Finally, the broken reaction
zone regime occurs when Kaδ > 1. Eddies are now able to distort the inner layer of the flame
causing a larger proportion of heat and radicals diﬀusing from the inner layer to the preheat
zone. The maximum level of heat in the inner layer zone is reduced, lowering the production
of radicals. Chemical reaction slows down and flame extinction is likely to occur. Modelling of
the reaction rate becomes diﬃcult for flames operating well within the TRZ and BRZ regimes
due to the discontinuous flame front that breaks the flamelet assumption.
The above descriptions were based upon the Borghi and Peters regime diagram that relied
on physical quantities such as u￿/SL and L0/δL. As the focus of this work is on combustion
modelling in the LES context, it would be useful to explore a regime diagram constructed
for this purpose, such that both physical and modelling parameters are accounted for. One
such diagram was proposed by Pitsch and Duchamp de Lageneste [144] and is presented in
Fig. 2.5(b), where the ratio of filter width to laminar flame thickness ∆/δL, and sub-grid
Karlovitz number Ka∆ are used for the axes of the diagram. The quantity Re∆ has been
redefined by replacing L0 and u￿ in Eq. (2.31) with ∆ and u￿∆ respectively. Though Ka∆ is
expressed as a function of these two latter quantities, it remains to be a physical quantity
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independent of filter width as defined by [144]:
Ka∆ =
￿
δL
S3L
￿
￿1/2
=
￿
u￿∆
SL
￿3/2￿δL
∆
￿1/2
(2.36)
The first definition in Eq. (2.36) is based entirely on physical quantities and the dissipation rate
￿ is constant for eddies within the inertial sub-range. This formulation is derived by substituting
the definition of η in Eq. (2.17) with ν = δLSL into the length scale ratio definition of Eq. (2.33),
resulting in Ka∆ ≈ Ka. Being a definition of constant physical quantities, the second relation
in Eq. (2.36) must therefore be constant such that changes in ∆ should be counterbalanced
by the subsequent changes in u￿∆. The diagram therefore shows that changes in filter width
do not allow transitions across the corrugated and thin reaction zones regimes, and the thin
reaction zones and broken reaction zones regimes. A way of interpreting the regime diagram
as described by Pitsch and Duchamp de Lageneste [144] is to first assume for example, a point
∆/δL = 100 and Ka∆ = 0.2, where the modelled part of the combustion process is in the
CF regime. Reducing the ∆ below LG, u￿∆ should automatically fall below SL and sub-grid
combustion modelling would apply to the WF regime, while flamelets at the CF regime would
be fully resolved. Reducing ∆ further below the size of η would imply that the laminar flame
brush is nearly fully resolved apart from its inner layer, which is only resolved in the DNS
region when ∆ < δ. The advantage of using this diagram is that the parameters can readily
be obtained locally in the LES, whereas for the Borghi and Peters regime diagram, only the
inflow values of u￿ and L are known. However, numerically, u￿∆ is a modelled quantity and so
the changes of u￿∆ may not match the variation in ∆ to maintain a constant Ka∆.
2.4 Computational Approaches to modelling flow
The equations of mass (Eq. (2.3)), momentum (Eq. (2.6)) and reactive scalar(s) (Eq. (2.7))
need to be solved in order to describe turbulent reacting flows. However, in most engineering
applications no analytical solution can be achieved and so the equations need to be solved
numerically through the process of discretisation in space and time. The three main computa-
tional approaches are Direct Numerical Simulation (DNS), Reynolds Averaged Navier Stokes
(RANS) and Large Eddy Simulation (LES). The use of RANS is common in industry, but with
the increased availability of faster computers and the importance of examining of combustion
instabilities to improve the design of combustion devices, LES is becoming a practical option.
With the current and forseeable computing power, the application of DNS, on the other hand,
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is still limited to small and moderate Reynolds numbers flows. The following sections briefly
describe the three methods and provides an overview of the combustion modelling methods
that are used for LES.
2.4.1 Direct Numerical Simulation (DNS)
Direct Numerical Simulations (DNS) can be argued to be the most accurate method in pre-
dicting flows as the Navier Stokes equations are solved, resolving all the length and time scales
down to the Kolmogorov scales. Researchers would assume that results generated from DNS
are very similar to those obtained from a real experiment, allowing them to be compared with
those generated from RANS or LES. However, solving the set of equations for flow through
a practical geometry is a time-demanding process and requires prohibitive computational re-
sources even with the current computing power. On top of this, not all turbulent structures
resolved by this approach are of interest to industry. For these reasons, many DNS simulations
are limited to small domains; some with the intention of conducting in-depth flame studies
involving complex chemistry eﬀects [16, 166], while others [32, 37, 90] seek to gain insight into
certain modelling parameters that may aid the implementation of models in an a-posteriori
sense.
In terms of grid dimensions, a proper DNS would need to meet the requirements that 1) the size
of the domain is large enough to resolve the largest possible scales, and 2) the mesh size is smaller
than the Kolmogorov scales and the inner structure of the flame. For the latter requirement,
at least ten to twenty points are required to fully resolve the inner structure of the flame
involving simple chemistry [147]. Applying these two requirements as well as the expression for
Kolmogorov scale in Eq. (2.18), the number of required points on a three-dimensional domain
becomes:
N ≥ Re9/4T (2.37)
The relatively high exponent of ReT suggests that DNS should operate at low to moderate
turbulent intensities using current computational resources. More specific to reactive flows,
Poinsot and Veynante [147] further narrow down the operating range by determining the max-
imum Da number for a given N and the number of points within the inner flame structure of
the flame Q:
ReTDa <
￿
N
Q
￿2
(2.38)
For the same ReT number, a 2-D domain will obviously extend the maximum limit of Da than
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the limit imposed by using a 3-D domain.
2.4.2 Reynolds Averaged Numerical Simulation (RANS)
Another numerical technique is known as Reynolds Averaged Numerical Simulation (RANS),
where all turbulent eddies in the energy spectrum need to be modelled contrary to DNS. The
mesh size is significantly coarser than DNS allowing faster and cheaper computations, but only
the mean flow structures can be resolved, making it a lot less ideal for examining combustion
instabilities. To express the instantaneous set of equations in the Reynolds averaged form, the
Reynolds decomposition in Eq. (2.11) involving time averages is applied to each flow variable,
and then each term in the equation is time-averaged over a time interval T towards infinity.
Time averaging applied to a scalar Φ is thus given by:
Φ¯ = lim
T→∞
1
T
T￿
0
Φ(t)dt (2.39)
The resulting set of RANS equations require closure for the Reynolds stress tensor (u￿iu
￿
j), the
mean reaction rate and the turbulent scalar transport term, where the latter two terms belong
to the chemical scalar transport equation. The Reynolds stress tensor can be closed by either
expressing it as a function of the turbulent viscosity through the Boussinesq approximation,
or deriving a transport equation for the Reynolds stresses. The latter is numerically more
challenging as this leads to more unknown closure terms. On the other hand, applying the
Boussinesq approximation requires the modelling of turbulent viscosity through the commonly
used zero-equation model, one-equation model or two-equation model. The zero equation model
is the mixing length model proposed by Prandtl [151] and links the turbulent viscosity with
the mean stress tensor. The model resembles that of the Smagorinsky model for LES. The
one equation model requires solving one additional transport equation for turbulent kinetic
energy k, while the popular forms of the two equation model require solving the combination
of either k and ￿ or k and ω, where the latter variable denotes the scale of turbulence (specific
dissipation). Of the three types of equation models, the two equation model is commonly used
due to its ability to estimate additional parameters that are relevant to turbulent combustion
modelling, such as turbulent time scales estimates k/￿ and
￿
ν/￿. The interested reader should
refer to Launder and Spalding [109], Poinsot and Veynante [147] and Bardina et al. [14] for
RANS closures of the Reynolds stress tensor, and modelling for the turbulent scalar transport
term and mean reaction rates are summarised by Poinsot and Veynante [147].
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2.4.3 Large Eddy Simulation (LES)
An intermediate tool between RANS and DNS that is becoming increasingly useful for the
prediction of turbulent flows with the rise in cheaper and faster computing power, is the tech-
nique known as Large Eddy Simulation (LES). The technique involves applying a low pass
spatial filter to the set of governing equations, enabling the explicit computation of large scale
structures and limiting the modelling to small scales with sizes below the defined filter width.
The isotropic and universal behaviour of the small turbulence scales [106] are more suited for
modelling, and early LES studies have been mainly applied to turbulent non-reacting flows, for
example in channels [50, 125, 159]. When considering reactive flows however, the modelling
becomes more challenging since chemical reactions are confined to propagating surfaces that are
much thinner than the typical filter width, and so the turbulence-chemistry interaction needs
to be modelled entirely. A range of reactive modelling techniques exist (details of a few are
presented in Section 2.4.4), but there is no strong indication of which method is preferred. The
following paragraphs first describe the filtering process and then the terms that require closure
for premixed combustion modelling.
2.4.3.1 LES filtering
In LES, spatial filtering is applied to the relevant flow quantity f as follows [111]:
f(xi, t) =
￿ +∞
−∞
f(x￿i, t)F (xi − x￿i;∆)dx￿i (2.40)
where the integral of the filter function F over the whole domain is equal to 1:￿ +∞
−∞
￿ +∞
−∞
￿ +∞
−∞
F (x1, x2, x3)dx1dx2dx3 = 1 (2.41)
Examples of filters in physical space include the commonly used box filter:
F (x) = F (x1, x2, x3) =

1
∆3 if |xi| ≤ ∆/2, i = 1, 2, 3
0 if otherwise
(2.42)
and the Gaussian filter:
F (x) = F (x1, x2, x3) =
￿
6
π∆2
￿3/2
exp
￿
− 6
∆2
(x1
2 + x2
2 + x3
2)
￿
(2.43)
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The application of the box- or top hat filter in LES can be interpreted as the spatial averaging
of a local quantity over the mesh cells, provided that the filter width is equal to the local cell
size. This filter can easily be applied in the discretisation of the governing equations by the
finite volume approach for the present work. For anisotropic grids, the size of the filter width
can be designated as ∆ = (∆x1∆x2∆x3)1/3.
Similar to the Reynolds decomposition in Eq. (2.11), the instantaneous velocity field can be split
up into the mean filtered quantity f¯ in Eq. (2.40) and also a sub-grid component f ￿, which needs
to be modelled. In variable density flows, another useful form of filtering is known as Favre
filtering (density-weighted averaging) that eliminates the need of providing unnecessary closure
for certain terms, for example, ρu in the mass continuity equation. The filtering operation is
given by:
f = f˜ + f ￿￿ where f˜ =
ρf
ρ¯
(2.44)
where f˜ and f ￿￿ denote Favre filtered quantity and its corresponding fluctuation. The Favre
filtered form of ρu would then become ρ¯u˜, which consists of readily available parameters in
LES. It is also important to note that the diﬀerentiation and filtering operations are assumed
to commute. For example: ￿
ν
∂uj
∂xi
= ν˜
∂u˜j
∂xi
(2.45)
Generally the derivative and filter operators are non-commutable when a non-uniform filter is
applied, and Ghosal and Moin [69] have found that the commutation error is approximately of
the order O(∆2). This implies that by using a second order diﬀerencing scheme with the same
grid and filter width spacing, the commutation error is of the same order as the diﬀerencing
scheme.
2.4.3.2 LES filtered governing equations of mass and momentum
Applying the aforementioned filtering concepts, the LES-filtered equations for mass in Eq.(2.3)
and momentum in Eq.(2.6) become:
∂ρ¯
∂t
+
∂
∂xi
(ρ¯u˜i) = 0 (2.46)
∂
∂t
(ρ¯u˜i) +
∂
∂xj
(ρ¯u˜iu˜j) =
∂
∂xj
￿
ρ¯ν˜
￿
∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
∂u˜k
∂xk
δij
￿
− τ sgsij
￿
− ∂p¯
∂xi
(2.47)
where τ sgsij = ρ¯(￿uiuj − u˜iu˜j) is the sub-grid stress tensor arising from the convection term since￿uiuj ￿= u˜iu˜j. All other terms can be solved based on resolved quantities.
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A range of closure methods exist for the sub-grid stress tensor, most of which are based on
the local resolved velocity fields. Eddy viscosity models are a common class of models used in
LES simulations and these attempt to describe the transfer of energy from large to small scales
through sub-grid viscous eﬀects. As the name suggests, these models involve determining the
turbulent viscosity after a Bousinessq approximation is applied to the sub-grid stress tensor.
An example is the Smagorinsky model [165] and though this model is relatively simple to
implement, it encounters numerous limitations as discussed later in this subsection. Alternative
models within this class of models have been proposed such as the dynamic Smagorinsky model,
also known as the Germano model [68], and the one-equation eddy viscosity model. The
former avoids the necessity of defining an arbitrary chosen model constant, while the latter
solves an additional transport equation for the sub-grid scale turbulent kinetic energy ksgs.
Within the transported ksgs equation are model coeﬃcients that have been defined as fixed
constants [157, 190] or dynamically variant [97]. Though solving an additional equation will
increase the computational cost, the method yields advantages over the Smagorinsky model by
accounting for non-equilibrium eﬀects in production and dissipation of ksgs and ensuring that
sub-grid stresses disappear for fully resolved flow as ksgs → 0. In general, eddy viscosity models
tend to be over-dissipative [147], as they cannot describe the eﬀects arising from the reversal
of energy transfer from small to large scales known as backscatter; a phenomena studied by
Piomelli et al. [139, 141] in the DNS of channel flows over a range of relatively low Reynolds
numbers. Piomelli et al. [139, 141] have found that backscatter occurs during the early nonlinear
stages of flow transition and/or near the walls of the channel where there are strong Reynolds
shear stresses. Other less common alternatives for modelling the sub-grid stress tensor include
the mixed model by Bardina et al. [13] and deconvolution models by Stolz and Adams [170].
The mixed model combines the Smagorinsky model with a scale similarity model with the aim
of achieving better numerical stability and accuracy, while the deconvolution models attempt
to estimate the unfiltered velocity from the filtered velocity using an invertible filter. The
estimated velocity is then used to close the sub-grid stress tensor. The remainder of this
section describes the two most commonly used eddy viscosity models in LES.
Smagorinksy and Germano models
The Smagorinsky model [165] is a simple, commonly used model to describe the dissipation of
kinetic energy from small scales below the desired filter width. First, the Boussinesq approxi-
mation is used to express the sub-grid stresses as the product of eddy viscosity and the strain
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rate tensor:
τ sgsij −
1
3
τ sgskk δij = −νt
￿
∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
δij
∂u˜k
∂xk
￿
(2.48)
The turbulent kinematic viscosity νt is then expressed in terms of the Smagorinsky constant
Cs, ∆ and the mean stress tensor S˜ij:
νt = (Cs∆)
2|S˜| = (Cs∆)2(2S˜ijS˜ij)1/2 ; S˜ij = 1
2
￿
∂u˜i
∂xj
+
∂u˜j
∂xi
￿
(2.49)
The global value of Cs needs to be carefully chosen to produce reasonable results and may be
dependent on the flow configuration. Germano et al. [68] estimated a range of 0.1 to 0.23 based
upon earlier work, whereby the lower value was used in turbulent channel flow and the upper
value for isotropic turbulence. Manickam et al. [120] have applied Cs = 0.1 in the reactive
simulations of a bluﬀ body premixed flame within a rectangular channel; generally, there is
no consensus on an optimal value. The Smagorinsky model also encounters other limitations.
For low Reynolds number flows, for example, in the study of transitional channel flows by
Piomelli et al. [141], the model was found to overestimate sub-grid scale dissipation partly due
to the non-zero prediction of residual stresses in the laminar flow i.e. when ∆ < η. The other
contributing factor to overestimation of sub-grid scale dissipation is model’s failure to account
for the eﬀects of backscatter. In the study of turbulent channel flows, Piomelli et al. [139] found
that the fraction of grid points in each plane that experiences backscatter was around 30−50%.
Another disadvantage of the Smagorinsky model is its failure to account for the reduced growth
of eddies near wall regions. In the simulation of laminar channel flow, an over-prediction of
35% in mean sub-grid scale dissipation was reported and a van Driest damping function was
necessary to improve its prediction [141].
To avoid the necessity of choosing the global Cs value, the Germano model [68] can be considered
as an alternative. A brief description of the model is given here and more details can be found
in the papers by Germano et al. [68], Lilly [112] and Piomelli [140]. The process involves
applying a test filter of size ∆ˆ > ∆ to the existing LES filtered field such that the cut oﬀ scales
of the resulting test filtered field will be larger than the resolved field. Assuming that the test
filtering still applies within the inertial eddy range, the value of Cs should remain the same
in both cases. The objective is then to evaluate the small scale dissipation between these two
filtered fields and hence estimate a local value of Cs. The test filtered stresses τ ∗ can be written
as:
τ ∗ij = ￿uiuj − ˆ˜ui ˆ˜uj (2.50)
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where the term ￿uiuj is unknown. The term is eventually discarded by applying the test filter
to the τ sgsij : ￿τ sgsij = ￿uiuj − ￿˜uiu˜j (2.51)
and subtracting Eq. (2.51) from Eq. (2.50), leading to the Germano identity:
Lij = ￿˜uiu˜j − ˆ˜ui ˆ˜uj (2.52)
The filtered stresses in Eqs. (2.50) and (2.51) are then expressed according to the Boussinesq
approximation in Eq. (2.48) and two resulting equations are combined using Eq. (2.52), leading
to:
Lij − 1
3
Lkkδij = 2C
2
s (∆ˆ
2| ˆ¯S| ˆ¯Sij −∆2￿|S¯|S¯ij) (2.53)
The Cs field in Eq. (2.53) can then be estimated using the least squares approach proposed
by Lilly [112]. Aside from the fact the Cs value is now a field with values that no longer need
to be chosen (as previously necessary for the Smagorinsky model), the model has a potential
advantage of predicting zero νt in laminar regions of the flow as Cs → 0. The value may
also increase in regions where the smallest resolved eddies have too much energy, requiring
more dissipation, and vice versa. However, a disadvantage of the model occurs when C2s < 0.
Some authors interpret it as a way of modelling backscatter, but the presence of negative
νt over a large spatial region or persisting over a long period of time may lead to numerical
instability [61]. Another drawback is that the additional filtering operations make the model
more computationally expensive and ineﬃcient than its predecessor.
The present work uses the simple Smagorinsky model to ensure a fairer comparison amongst
the flame surface density (FSD) models as a continuously changing Cs local field is likely to
yield a non-linear influence on the prediction of the FSD chemical source. Computational time
is saved and the work does not focus on the modelling of fluid behaviour near the walls. The
global Cs values are chosen based upon sensitivity studies.
2.4.3.3 LES-filtered equation of the progress variable
The LES-filtered transport equation for the progress variable is given by:
∂
∂t
(ρ¯c˜) +
∂
∂xj
(ρ¯c˜u˜j) +
∂
∂xj
(ρ¯ ￿cuj − ρ¯c˜u˜j) = ∂
∂xj
￿
ρD
∂c
∂xj
￿
+ ω˙ (2.54)
Three terms in Eq.(2.54) need modelling: the sub-grid scalar flux term ρ¯ ￿cuj− ρ¯c˜u˜j, the filtered
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molecular diﬀusion and the reaction rate ω˙. The sub-grid scalar flux is modelled using the
simple gradient approach:
(ρ¯ ￿cuj − ρ¯c˜u˜j) = −µt
σ
∂c˜
∂xi
(2.55)
Making this assumption may not always be applicable since several experiments [126, 136] and
DNS studies [18, 174] have shown the existence of counter-gradient transport (CGT). This
is a physical mechanism by which a strong gas acceleration occurs across the flame due the
diﬀerence in reactant and product densities, particularly in the case of high heat release and
low turbulence intensity conditions [179]. More specifically, products are accelerated much
faster than reactants by a pressure gradient of decreasing pressure from reactants to products.
In LES, Boger et al. [18] claim that partial resolution of the flame structure should enable some
of the counter-gradient transport eﬀects to be captured in the resolved scales. More recently,
however, Lecocq et al. [110] have demonstrated the importance of including the sub-grid CGT in
the simulation of a lean turbulent swirl burner as there were regions within the flame where the
sub-grid contribution was comparable to the resolved component. The role of this contribution
is also found to be important in limiting the flame thickening eﬀect from the FSD model as
demonstrated in chapters 5 and 6 of the thesis.
Similar to the filtered convection term, the filtered molecular diﬀusion term can be split up
into resolved and sub-grid components as follows [80]:
∂
∂xj
￿
ρD
∂c
∂xj
￿
=
∂
∂xj
￿
ρ¯D¯
∂c˜
∂xj
￿
+
￿
∂
∂xj
￿
ρD
∂c
∂xj
￿
− ∂
∂xj
￿
ρ¯D¯
∂c˜
∂xj
￿￿
(2.56)
The sub-grid contribution given in square brackets of Eq. (2.56) is often not explicitly modelled,
particularly so in the flame surface density and artificially thickened flame approaches. The
FSD method provides a single model for the combination of filtered molecular diﬀusion and
reaction rate, and the ATF’s sub-grid component of molecular diﬀusion is presumably covered
by its increased diﬀusivity, which is responsible for the artificial thickening. The viscosity for
mass diﬀusion D (defined in Eq. (2.25)) varies with temperature according to the Sutherland’s
law, while the Schmidt number is kept at a constant value. Some of the ways to model the
remaining filtered reaction rate term are discussed in the following subsection and chapter 3.
2.4.4 Overview of Premixed combustion models
The main challenge in the numerical modelling of turbulent premixed flames arises from the
reaction rate term, which yields a highly non-linear dependency on temperature and species
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concentration. In LES, the propagating laminar flame is typically several times thinner than
the LES filter size and hence, the flame front cannot be resolved on the computational mesh.
Sub-grid scale models are therefore necessary to close the filtered reaction rate. The following
modelling methods are commonly based upon a geometric description of a flame surface evolving
in a turbulent flow field, and are often associated with the flamelet assumption (thin interface
separating fresh and burnt gases). A transported scalar field thus represent the iso-contours of
a flame surface and the dynamics of the scalar field are examined, such that these methods can
be more easily related to the presently studied FSD method.
Single-step Arrhenius-type reaction
The model assumes that the mean reaction rate can be expressed as a function of the mean
quantities such as temperature, mass fractions and density. In LES, this is equivalent to
evaluating the filtered reaction rate in terms of the resolved quantities. Retaining the first term
in the Taylor series of the exponential function only (thus neglecting sub-grid scale fluctuations),
the Arrhenius form as a function of the progress variable [147] reads:
¯˙ω = ω˙(c˜) = −Aρ¯(1− c˜) exp
￿
− Ta
Tu + (Tb − Tu)c˜
￿
(2.57)
The model assumes that chemical time scales are larger than the turbulent time scales, and
has been used by Nieuwstadt and Meeder [129] for modelling chemical reactions in atmospheric
boundary layers. In the context of premixed flames however, the model fails to account for
the typical level of temperature fluctuations [183] and can lead to errors in the reaction rate of
orders of magnitude [147].
Eddy Break up model (EBU)
The model was first proposed by Spalding [167] and it was based on the assumption that the rate
of reaction is predominately aﬀected by turbulence rather than by chemical kinetics, implying
large Da and Re numbers. As a result, the model only dependent upon the temperature
fluctuations T ￿ and the characteristic turbulent mixing time ￿/k and is given by:
¯˙ω = CEBU ρ¯
￿
k
￿￿T ￿2 (2.58)
where CEBU is a model constant and for the convenience of applying it to the c˜ equation,
T ￿2 = c˜(1 − c˜) for an infinitely thin flame [147]. In the context of LES, ￿ and k(=ksgs) need
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to be modelled as these refer to the sub-grid scales. They can be modelled based upon ∆
and the sub-grid scale velocity fluctuations u￿∆ given later in Eq. (3.21). An alternative would
be to solve a transport equation for ksgs, but this incurs additional computing cost. While
the EBU model is relatively simple to implement, it remains independent of chemical eﬀects
and may overestimate the reaction rate in regions of high strain as ￿/k becomes large [147].
In an attempt to include chemical eﬀects, Fureby and Mo¨ller [67] combined an eddy breakup
model [116] and an Arrhenius expression to describe the filtered reaction rate in the LES of
the bluﬀ body flame. The simulated results produced a good agreement with experiments but
were on par with simulations that ran without the sub-grid scale modelling. Another drawback
is the constant CEBU that needs to be adjusted to suit the test case as it can be dependent on
experimental parameters, e.g. temperature and pressure [26].
Artificially thickened flames (ATF)
The method involves artificially thickening the flame such that the flame brush can be resolved
on the computational mesh. Butler and O’Rouke [23] were the first to introduce this concept by
resolving a propagating premixed flame with single step chemistry on a coarse grid. The flame
is thickened by increasing the diﬀusivity and decreasing the reaction rate by a thickening factor
F in order to maintain the same SL. The greatest challenge arises from describing the modified
interaction between turbulence and chemistry due to the artificial thickening. Eddies that were
able to corrugate the original un-thickened flame may no longer wrinkle the thickened flame with
the same eﬃciency. As such, a modelled eﬃciency function E is introduced to compensate for
the loss of wrinkling and two of the common models for E have been derived by Colin et al. [44]
and Charlette et al. [39]. The former model was tested in the LES of the ORACLES burner [128]
by Broeckhoven et al. [22] using single step chemistry, and both models were later compared
by De and Acharya [49] in the LES of the Bunsen burner methane-air flame [42] using one and
two step chemistry. Minimal diﬀerences were observed between the two models for the latter
study, and two-step chemistry performed better than the one-step chemistry model. Dynamic
variants of the thickened flame model, which increase diﬀusivity only in the vicinity of the
flame front, have also been tested by De and Acharya [49] and Strakey and Eggenspieler [171].
These have the advantage of predicting the mixing more accurately particularly in partially
premixed flames. The benefits of the ATF model are that it has the potential to account for
various phenomena such as ignition, quenching and flame-wall interaction and the possibility
of incorporating complex chemistry [44] due to the Arrhenius expression for the reaction rate.
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Numerically, an easier simplified transition from LES to DNS and vice versa for the reactive
modelling can be made as thickening reduces when∆ tends to that of a DNS. Explicit modelling
of the sub-grid scalar transport is also not required for the present approach. However, the
obvious drawback is that sensitivity of flame-turbulence interaction is reduced, often resulting in
a flame that is considerably less wrinkled than the actual experimental flame [84]. The finding
was further supported by Fedina and Fureby [60], who found that the model’s performance
is sensitive to F and beyond F = 6, the heat release was too low due to the under-predicted
turbulent flame speed. The model characteristic of a constant flame thickness can also lead to
unphysical results (see Volvo Rig results in Appendix D). The present work only applies the
simple ATF model by Colin et al. [44] as it is only carried out as a reference case to the FSD
methods; this is discussed further in chapter 3.
G-equation
In contrast to the thickened flame in the ATF method, the flame is assumed to be an infinitely
thin propagating surface indicated by a scalar field G. The flame front position is identified
by an iso-level G = G0 such that fresh and burnt gas zones can be denoted by regions of
G < G0 and G > G0 respectively. Instead of solving the progress variable transport equation,
the filtered G-equation is employed and can be written in a non-conservative form as:
∂G¯
∂t
+
∂u˜iG¯
∂xi
= S¯T |∇G¯| (2.59)
Noticeable diﬀerences from the progress variable equation in Eq. (2.54) include the lack of
a filtered molecular diﬀusion term, sub-grid scalar transport, and mean reaction rate which
has been replaced by S¯T |∇G¯|. The lack of molecular diﬀusivity in Eq. (2.59) can lead to the
formation of numerical flame cusps, which can be avoided by adding diﬀusive eﬀects in the
expression of S¯T [85, 137], and numerical diﬀusion inherent in some codes may also suﬃce in
smearing out the cusps [80]. More consistent to the LES filtering process, Kim et al. [98]
and Im et al. [85] have included the sub-grid transport term and modelled it using a simple
gradient assumption. The remaining parameter S¯T in the equation needs to be modelled and
can take the algebraic power law form of Eq. (2.30). Two models that use a similar form
have been proposed by Yakhot [189] and Pocheau [145]. Both of these models were tested by
Kim et al. [98], claiming that the model by Pocheau provided a more accurate prediction of
the flame location with constants C and n in Eq. (2.30) set to 20 and 0.5 respectively. The
selected value for C was evaluated by fitting the model expression to experimental data [43]. As
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both models operated optimally under diﬀerent turbulence levels [145], Peters [134] discusses
a closure method that is appropriate for both CF and TRZ regime flames and was further
extended by Pitsch and De Lageneste [144] in the LES of a turbulent Bunsen burner of a
methane-air flame, yielding an accurate prediction of the mean flame front location.
Once G¯ is obtained, the filtered density would need to be evaluated to solve the mass and
momentum equations. The arbitrary scalar G¯ can be interpreted as a marker for the distance
normal to the flame by setting |∇G¯| = 1. To preserve G¯ as a distance function, this condition
is enforced at each time step of the simulation by a so-called re-initialisation procedure. The
scalar can then be used as a link to a flamelet library according to Wang and Bai [182], allowing
the provision of detailed distributions of species, temperature and density as functions of normal
distance through a laminar flamelet. An alternative to coupling G¯ with thermochemistry via a
flamelet library would involve solving an additional transport equation for energy and obtaining
the temperature given by [98]:
T¯ = (e¯−∆hfG¯)/cv (2.60)
where e¯, ∆hf and cv denote the filtered internal energy, the heat of formation and specific heat
at constant volume of the premixed fuel respectively.
More recently, a relatively new G-equation has been proposed by Pitsch [142] to respond to
the concerns made by Peters [134] and Oberlack [132], who argue that conventional ensemble
or time averaging of the G-field cannot be applied as the G-field only has physical meaning at
G = G0. This has significant implications in the LES method as the filtered G-field cannot
be obtained from filtering the instantaneous resolved field. As a consequence, Pitsch [142]
introduces a new spatial filter as a function of curvilinear co-ordinates along the flame surface
and derives a new G-equation for the filtered flame front location such that G˘( ￿xf , t) = G0.
The symbol (ˆ·) denotes a filtered quantity with respect to the flame surface co-ordinates and
G˘ is a level-set representation of the filtered flame front location. Models for the flame front
conditional averaged flow velocity and the filtered flame propagation terms are provided and
a relation linking the former quantity to the Favre-filtered flow velocity have been proposed.
The interested reader should refer to Pitsch’s work [142] for further details.
Flame Surface Density method
The flame surface density modelling method for LES was introduced by Boger et al. [18] in
their study of the individual filtered terms of the progress variable transport equation using a
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filter size larger than the DNS mesh size. They have shown that the profile of the combined
filtered quantities of molecular diﬀusion and reaction rate can be described adequately using the
generalised flame surface density Σgen, particularly for larger filter widths ∆￿ δL. The flame
surface density is defined as the flame surface area per unit volume and the term ‘generalised’
refers to the independency of Σgen from any chosen progress variable iso-contour. The quantity
Σgen can either be modelled algebraically [37, 66, 127, 172] or solved through a transport
equation proposed by Hawkes and Cant [81, 82].
The present chapter covered the basics of describing turbulent flows in the premixed combustion
of homogenous mixtures. Characteristics of turbulence, and commonly used parameters and
regime diagrams associated with premixed flames were discussed. Three numerical approaches
in solving the governing equations were then described, followed by the modelling of terms
within the momentum and progress variable equations in the LES context. As reactive mod-
elling can be considered the prime interest in combustion research, an overview of the reactive
models that are mostly related to the geometric description of a flame’s surface was presented.
The artificially thickened flame and flame surface density approaches are described in greater
detail in the next chapter as the latter approach, in particular, is the focus of the present work.
Chapter 3
Premixed combustion modelling
A brief overview of premixed combustion models was presented in Section 2.4.4. In this chap-
ter, two of the methods, artificially thickened flame (ATF) and flame surface density (FSD)
modelling, will be explained in greater detail. More emphasis will be placed on FSD modelling
as this is the core of the present work. The ATF approach was conducted as a reference case
and was selected as it shares some common traits with the FSD method such as the use of the
progress variable transport equation for the premixed combustion of a homogenous mixture,
and more importantly, the use of certain wrinkling factor models that are claimed to be ap-
plicable in both contexts [44]. To the author’s knowledge, this compatibility of the wrinkling
factor models has yet to be tested. In addition, both ATF and FSD methods yield diﬀerent
resolved flame brush thicknesses i.e. the thickness of an instantaneous flame brush observed in
LES. The ATF method predicts a constant resolved flame brush thickness, whereas the FSD
formalism leads to a resolved flame brush thickness that increases indefinitely over time due to
turbulent diﬀusion. It would therefore be interesting to evaluate the eﬀect of these features on
the predicted flow quantities; the study of which is discussed in later chapters.
3.1 Artificially Thickened Flame
The diﬃculty of describing a flame in LES arises from the fact that the laminar flame thickness
δL of thickness 0.1-1mm [147] is often thinner than the filter width. The idea of the ATF
approach is to thicken the flame by boosting the diﬀusivity such that the flame can be resolved
with a certain number of cells. Following laminar premixed flame theory [108, 186], expressions
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for SL and δL are given by:
SL ∝
√
D ¯˙ω ; δL ∝ D
SL
=
￿
D
¯˙ω
(3.1)
In order to maintain a constant SL, the equation shows that the flame can be thickened by
multiplying diﬀusivity by a thickness factor F , while reducing the reaction rate to ¯˙ω/F . The cost
of artificially thickening the flame is that it modifies the turbulence and chemistry interaction
as indicated by the reduction in Damko¨hler number by a factor F in Eq. (2.32). (The laminar
flame thickness in the denominator of Da becomes δ1L = F · δL, where δ1L denotes the thickened
flame thickness when F > 1.) Physically this means that the thickened flame becomes less
sensitive to wrinkling induced by turbulent motions and so less flame surface area is generated
compared to that of the un-thickened flame. An eﬃciency function E is therefore introduced to
compensate for the loss in flame area, such that the thickened flame propagates with a turbulent
flame speed of ST = ESL. Assuming single-step chemistry and applying the parameters E and
F , the LES filtered transport equation for the progress variable reads:
∂ρ¯c˜
∂t
+
∂ρ¯u˜j c˜
∂xj
=
∂
∂xj
￿
ρ¯EFD
∂c˜
∂xj
￿
+
¯˙ωE
F
(3.2)
where ¯˙ω is expressed in the Arrhenius form [39, 186]:
¯˙ω = Aρ¯(1− c˜)exp
￿
−Ta
T
￿
(3.3)
Note that the diﬀusivity term ED in Eq. (3.2) can be decomposed to D + D(E − 1), where
the quantities D and D(E − 1) denote the molecular and turbulent sub-grid scale diﬀusivities
respectively [44]. The latter quantity can be considered to close the scalar transport of the
progress variable equation. The remaining undefined function E is the central ingredient of
ATF modelling and this is discussed in the following section.
3.1.1 Modelling of the eﬃciency function E
The eﬃciency function E is linked to a parameter known as the wrinkling factor Ξ which
describes the ratio of the actual flame surface area to its projected area in the direction of
flame propagation. The modelling of Ξ arguably represents the core of the algebraic FSD and
ATF modelling. Taking the ratio of Ξ for the physical flame to that of the thickened flame, the
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eﬃciency function can be written as:
E =
Ξ(δL)
Ξ(δ1L)
(3.4)
where E ≥ 1, with the lower limit of 1 implying that there is no flame thickening and hence no
correction is required. To date, the three Ξ models proposed by Angelberger et al. [12], Colin et
al. [44] and Charlette et al. [39] have been applied in the ATF context and minimal diﬀerences
between the latter two models were reported in LES simulations [49, 107]. The wrinkling factor
can be expressed by a power-law expression as given by [39]:
Ξ =
￿
1 +
￿o
￿i
￿β
(3.5)
where ￿i and ￿o denote the inner and outer cutoﬀ scales, and β is a power-law exponent. The
inner and outer cutoﬀ scales are eﬀectively the minimum and maximum limits of unresolved
flame wrinkling respectively; their definitions of which are described below.
In ATF modelling, ￿o = ∆e which is chosen to approximate the largest unresolved length scale.
Note that ∆e is not the same as the local filter width ∆. It is defined by ∆e = F δL = n∆,
where n denotes the number of grid points placed within the thickened flame. Charlette et
al. [39] suggests n = 4 − 10, whereas a larger range of n = 5 − 25 is proposed by Colin et
al. [44]. A larger range of higher values for n was suggested by Colin et al. [44] because the
flame response to turbulence motions is aﬀected for turbulence scales of up to 5δ1L, otherwise
the smaller numbers are considered a good compromise between numerical costs and physical
requirements [44]. With δL held constant, the thickness factor is therefore governed by two
parameters of n and ∆.
More choices are available for the value of the inner cutoﬀ scale and some examples in the
FSD context are provided later in Section 3.2.1.2. For the three prescribed Ξ models discussed
here, the scale is defined as the magnitude of the inverse mean surface-averaged curvature of
the flame, i.e. ￿i = |(∂Ni/∂xi)s|−1, where Ni is the flame normal and (· · ·)s denotes surface-
weighted filtering operation. This expression of ￿i cannot be computed and needs to be modelled
through an equilibrium assumption for the sub-grid generation and destruction of flame surface
area within the flame surface density transport (FSDT) equation. Details showing the outcome
of performing the equilibrium assumption can be found in the papers by Charlette et al. [39],
Colin et al. [44] and Chakraborty and Cant [37]. As the derivation is useful in this thesis, a brief
description of the procedure is given here. Mechanisms contributing to the sub-grid generation
and destruction of flame surface area are primarily the tangential strain rate and curvature
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terms respectively within the LES filtered FSDT equation in Eq. (3.30). Equating both terms:
￿
(δij −NiNj)∂ui
∂xj
￿
s
= −
￿
Sd
∂Ni
∂xi
￿
s
≈ SL
￿￿￿￿￿
￿
∂Ni
∂xi
￿
s
￿￿￿￿￿ (3.6)
where the flame front displacement speed Sd i.e. the flame front speed relative to the flow, is
equal to SL assuming weak flame curvature. The tangential strain rate or referred to as the
global eﬀective strain rate (aT )s by Colin et al. [44], can be approximated by:
(aT )s =
￿
(δij −NiNj)∂ui
∂xj
￿
s
= Γ
u￿∆e
∆e
(3.7)
where Γ is a fitting function to account for the reduced ability of small vortices to wrinkle the
flame front and u￿∆e is the sub-grid scale velocity fluctuation corresponding to scale ∆e. The
estimation more or less corresponds to the sub-grid strain formulation given by Hawkes [80] for
Ssg as written later in Eq. (3.38). Substituting Eq. (3.7) into Eq. (3.6), the inner cut oﬀ scale
finally reads:
￿i =
￿￿￿￿￿
￿
∂Ni
∂xi
￿
s
￿￿￿￿￿
−1
=
∆eSL
Γu￿∆e
(3.8)
The two inner and outer cutoﬀ scales can now be substituted into the wrinkling factor expression
in Eq. (3.5) to give:
Ξ =
￿
1 + αΓ
u￿∆e
SL
￿β
(3.9)
where α is a new model constant. Both α and β values are given in Table 3.1, which shows the
diﬀerent values used by Angelberger et al. [12], Charlette al. [39] and Colin et al. [44]. (The
models in the table are referred to by their first authors1 and will be addressed as such in the
following text for convenience.) The Colin model may be considered an improvement over the
Angelberger model as α is formulated as a function of ReT rather than unity. An approximation
for the previously defined ReT in Eq. (2.31) as proposed by Colin et al. [44] is presented in
the table. By setting α = α(ReT ), the maximum wrinkling factor Ξmax ≈ 1 + u￿∆e/SL is
recovered from Damko¨hler theory [47] when all vortices from the integral scale down to the
Kolmogorov scale wrinkle the flame front. The estimation of the global ReT , however, remains
to be a problem in LES as local values of the overall rms velocity fluctuations u￿ and L0 are
unknown [44] at least before a simulation is started. Here it is estimated based on approximate
inflow conditions in the experiment and hence ReT is treated as a constant. Uncertainties
1The ‘2’ in the ‘Charlette-2’ model denotes the second of the three wrinkling factor models that was derived
by the same author.
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Model α β Ξ
Angelberger [12] 1.0 1.0 Ξ =
￿
1 + Γn
u￿∆e
SL
￿
Charlette-2 [39] 1.0 0.5 Ξ =
￿
1 + min
￿
∆e
δL
,Γ∆
u￿∆e
SL
￿￿β
Colin [44] b× 2 ln(2)
3cms[Re0.5T −1] ; b = 1.0; 1.0 Ξ =
￿
1 + αΓn
u￿∆e
SL
￿
cms = 0.28 ; ReT = 4
u￿L0
SLδL
Table 3.1: Wrinkling factor models used for the ATF approach
also arise in the value of b for the same α parameter, as it can be adjusted according to
Charlette et al. [39]. Following the original author’s definition, b = 1. Other points to note
within Table 3.1 are the diﬀerences in fitting functions: Γn and Γ∆, and the Charlette-2 model
specifies a minimum limit such that ￿i ≮ δL. The lower limit implies that the model is most
suited for the wrinkled flamelet (WF) and corrugated flamelet (CF) regimes and if ￿i < δL the
assumption Sd = SL breaks [39].
3.1.2 Modelling of Γ and u￿∆e
To determine the fitting function Γ, (aT )s would need to be estimated according to Eq. (3.7),
and this is achieved by integrating the eﬀective strain rate induced by a pair of vortices over a
range of turbulence scales between η and ∆e. Poinsot et al. [148] performed 2-D DNS studies to
examine classical flame-vortex interaction, and using these results, Meneuveau and Poinsot [123]
developed a simple relationship relating the eﬀective strain rate Sr induced by a pair of vortices
to its size r and characteristic velocity v￿:
Sr = CMP
￿
v￿
r
￿
(3.10)
The vortex-eﬃciency function CMP had a sole dependence on the length scale ratio (r/δ1L) with
a formulation provided in [123]. It was later observed by Angelberger et al. [12] and Colin et
al. [44] that the function had an additional dependency on the velocity ratio v￿/SL and so a
new vortex-eﬃciency function Cn was proposed to replace CMP :
Cn =
1
2
1 + erf
0.6 ln￿ r
δ1L
￿
− 0.6￿
v￿
SL
 (3.11)
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Figure 3.1: Flame stretch induced by a pair of vortices against the length scale ratio r￿/δ1L.
Bold line corresponds to Cn and thin line to CMP . Symbols: ￿, ￿ and • are DNS data denoted
by v￿/SL = 0.8, 4, 8 respectively. Figure extracted from [44] and reproduced here with the
permission of the rights holder, American Institute of Physics.
Figure 3.1 taken from Colin et al. [44] shows the flame stretch against length ratio r/δ1L,
which was varied by controlling the thickness factor F. The thickness factor was increased
by reducing the number of grid points in the axial direction and/or increasing the length of
the computational domain, eﬀectively increasing ∆. As r/δ1L decreases, flame stretch reduces
as vortices become less eﬃcient at wrinkling the flame front [148] and vice versa. On the other
hand, with higher v￿/SL, the strain rate induced by vortices increases leading to greater flame
stretch. The solid lines in the figure demonstrate that Cn is able to capture the non-linearity of
the DNS data more accurately than CMP . Charlette et al. [39] further improved the formulation
of Cn by ensuring that slow eddies with a speed of less than SL/2 do not stretch the flame. This
may help mitigate the increasingly over-predicting trend in flame stretch (Fig. 3.1) as v￿/SL
reduces. Having defined Cn, Eq. (3.10) is numerically integrated over all scales to obtain the
global eﬀective strain rate, thus the evaluation of Γ in Eq. (3.7). The full integral form of Cn
can be found in the work by Colin et al. [44]. For ease of numerical implementation, a curve
fit, referred to as a ‘fitting function’ Γn to describe Γ was proposed by Angelberger et al. [12]:
Γn = 0.75 exp
￿
− 1.2
(u￿∆e/SL)
0.3
￿￿
∆e
δL
￿2/3
(3.12)
and later used by several authors in their models, for example, Colin et al. [44] and Fureby [66].
The good agreement between this fitting function and that resulting from the numerical in-
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Figure 3.2: Fitted function Γn versus length scale ratio ∆e/δ1L for u
￿
∆e/SL = 100 (——),
u￿∆e/SL = 10 (– – –) and u
￿
∆e/SL = 1 (– - –). Bold lines denote numerical integration of Cn,
while thin lines denote the function (Eq. (3.12)). Figure extracted from [44] and reproduced
here with the permission of the rights holder, American Institute of Physics.
tegration is shown in Fig. 3.2. The fitting function formulation Γ∆ in the Charlette-2 model
diﬀers greatly from Γn (see Table 3.2) as their Cn is based on the relationship between strain
rate and the energy spectrum in homogenous turbulence.
The sub-grid velocity fluctuation u￿∆e , an input parameter to Eqs. (3.5) and (3.12) can be
evaluated using the expression proposed by Colin et al. [44]:
u￿∆e = 2.0∆
3|∇× (∇2u¯)| (3.13)
where u¯ is the resolved velocity corresponding to filter width ∆. Although an alternative would
be to evaluate u￿∆e using the Smagorinsky model as given in Eq. (3.21), Colin et al. [44] argue
that the strain rate tensor may be largely aﬀected by the heat release within the flame causing
errors in u￿∆e . However, the heat release also aﬀects the vorticity transport through the dilata-
tion rate and baroclinic torque related contributions in the vorticity transport equation, which
will influence the resolved vorticity field |∇× u¯| [37]. Both approaches were found to perform
equally well for relatively high Reynolds number flows [22]. To maintain consistency with the
earlier work [39, 44, 49], Colin’s formulation of u￿∆e is used in the present ATF simulations.
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3.2 Flame Surface Density modelling
The flame surface density can be generally defined as the flame area per unit volume at a
chosen iso-surface, c = c∗ within the flame brush. A theoretical expression for the (unfiltered)
flame surface density referred to as the fine grained surface to volume ratio, Σ￿ was proposed
by Pope [149], involving the integral of a diﬀerential element of area over a region dictated by
the local co-ordinates parameterising the surface c = c∗. Integrating Σ￿ over its volume yields
the instantaneous surface area within the volume. In LES, Σ￿ is spatially filtered such that the
modelled flame surface density Σ = Σ¯￿. A more convenient expression in the LES context was
given by Vervisch et al. [176] in terms of the progress variable:
Σ = |∇c|δ(c− c∗) (3.14)
The chosen value of c∗ becomes important within the thin reaction zones (TRZ) regime, where it
can greatly aﬀect the contributions of strain and curvature terms within the modelled transport
equation of FSD [31]. By contrast, the choice becomes less important in the CF regime as iso-
contours remain parallel to each other. An alternative expression to Eq. (3.14) is to apply the
concept of generalised flame surface density Σgen as proposed by Boger et al. [18]:
Σgen = |∇c| (3.15)
Both definitions Σ and Σgen should equal in the limit of thin flames as the scalar gradients only
become non-zero near the reacting surface. However, Σgen is independent of c∗ and Chakraborty
and Cant [31] argue that it is the preferable definition in describing flames for both CF and
TRZ regimes. For these reasons, Σgen is used as a basis of FSD modelling in the present
work. Assuming a 1-D premixed flame, Eq. (3.15) brings about the numerical implication that
the local quantity increases with reducing filter width, and lim
∆→0
Σgen = Σ￿ = |∇c|. However,
the global turbulent flame speed or consumption rate within the whole computational domain
remains to be the same according to the ST definition in Eq. (2.28), in which ω˙ = ω˙(Σgen).
The dependency of ω˙ on Σgen is based upon Boger’s formulation [18], whereby LES-filtered
molecular diﬀusion and reaction rate terms can be modelled together to yield:
∂
∂xj
￿
ρD
∂c
∂xj
￿
+ ω˙ = (ρSd)sΣgen (3.16)
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The surface-weighted filtering operation applied to a quantity Φ is expressed [18] as:
(Φ)s =
Φ|∇c|
|∇c| =
Φ|∇c|
Σgen
(3.17)
As a first approximation, (ρSd)s ≈ ρuSL and Boger et al. [18] validated this approximation by
obtaining a good agreement between the filtered DNS data for the sum of molecular diﬀusion
and reaction rate, and ρuSLΣgen conditioned on c˜. Numerical studies by Chakraborty and
Cant [35] have shown that the approximation applies for a good portion (c > 0.1) of the flame,
and is applicable in the WF and CF regimes where curvature eﬀects on SL are weak [37, 100,
134]. The assumption has also been used in several a-posteriori LES [66, 82, 84, 184], yielding
good agreement with experiments. An alternative estimation would be to replace SL with a
modified laminar flame speed S ￿L [32] to include the additional influence of curvature on the
flame; a feature that is most dominant within the TRZ regime. This has been carried out in
the present FSDT method as was originally intended for.
The greatest challenge arises in the modelling of Σgen, which can be derived by algebraic models
or solving an additional FSDT equation. Algebraic methods are relatively simple to implement
and less costly to compute than FSDT. They are mainly distinguished by the modelling of Ξ
and as previously demonstrated for the Colin model, most rely on the equilibrium assump-
tion for the sub-grid generation and destruction of flame surface area. Exceptions are the
dynamic FSDA models [40, 103, 181] that automatically adjust the degree of flame wrinkling
based on instantaneous resolved flame characteristics. This feature should enable dynamic
models to better describe transient behaviour, for example, during the initial stages of flame
kernel growth from spark-ignition [181] or situations with progressive flame wrinkling in time.
Dynamic models, however, may encounter practical diﬃculties [180, 181], requiring more ex-
tensive validation. Only a simple implementation of a dynamic FSDA model is tested here
and the interested reader can refer to the aforementioned references. Aside from satisfying the
equilibrium assumption, mechanisms that explicitly describe the resolved components of prop-
agation, curvature and strain are not included in the FSDA models, but are only represented
by the gradient of the filtered progress variable. As a result, large scale unsteadiness that often
occurs in lean premixed combustors may not be adequately captured [80]. By contrast, the
FSDT method should be more applicable over a wider range of test conditions but suﬀers from
the additional computational cost of solving an additional transport equation. The unclosed
source/sink terms within the equation also introduce more modelling uncertainties, which may
interact and cancel out or accumulate, leading to very accurate results or large errors respec-
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tively. Each term obviously cannot be considered in isolation, and the existing models may
lack in robustness as shown in later chapters of the thesis. The following sections provides a
review of the FSD method in both algebraic and transport equation contexts.
3.2.1 Algebraic models
The wrinkling factor was previously introduced in Section 3.1.1 in terms of a flame area ratio,
but other equivalent definitions are also useful for FSDA modelling. These include the ratio of
the turbulent to laminar flame speed ST/SL and |∇c|/|∇c¯|. The flame speed ratio definition
has enabled the possibility of re-expressing turbulent flame speed models into the Ξ form as
summarised by Chakraborty and Klein [37]. The |∇c|/|∇c¯| definition gives an indication on
the contribution of the model in relation to filter width as lim
∆→0
Ξ = |∇c||∇c¯| =
|∇c|
|∇c| = 1. Applying Ξ
in the the generalised FSD context:
Σgen = Ξ|∇c¯| (3.18)
where |∇c¯| represents the resolved component of Σgen. The LES filtered progress variable c¯
needs to be extracted from the Favre-filtered value c˜ which is readily available from solving
the transported ρ¯c˜ and mass continuity equations. Hawkes and Cant [81] suggested using the
Bray-Moss-Libby (BML) formalism [21]:
c¯ =
(1 + τ)c˜
(1 + τ c˜)
(3.19)
where τ (= (Tb/Tu) − 1) is the heat release parameter. But Chakraborty and Cant [32] have
later shown from DNS that a non-linearity exists between the two quantities with increasing
filter size as displayed in Fig. 3.3. Partial resolution of the flame structure in LES weakens the
assumption that the pdf of c is bimodal as assumed within BML. They therefore proposed the
following expression that is applicable for flames where the Lewis number is unity:
c¯ =
(1 + τ)c˜
1 + τ c˜
￿
1− exp
￿
−Θ∆
δL
￿￿
+ c˜ exp
￿
−Θ∆
δL
￿
(3.20)
where Θ = 0.2 [32] for the particular DNS dataset [32]. The relation allows c¯ to approach c˜ in
the limit of small filter size as well as satisfy the BML formalism when the filter size is large.
A great number of FSDA models in the form of Eq. (3.18) are presented in Table 3.2, many of
which have been studied a-priori by Chakraborty and Klein [37]. For convenient purposes of
discussion throughout the thesis, the models will be referred to the names of their first authors
as listed in the table. The flame surface density models can be divided into the following classes:
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Figure 3.3: Plot of c¯ against c˜ for varying filter widths, where ∆m denotes the DNS mesh size
which is 0.1 · δL, taken from [32]. Plot has been reproduced here with the permission of the
rights holder, American Institute of Physics.
• BML-type models
• Wrinkling factor models
• Turbulent flame speed models
3.2.1.1 BML-type models
Boger et al. [18] derived a flame surface density expression similar to the classical BML expres-
sion in RANS [20], involving the term c¯(1−c¯). This expression has been adjusted for the context
of LES with the inclusion of filter width and a model parameter KΣ. This model parameter can
be expressed as a function of wrinkling factor, which however was undefined in the author’s pa-
per [18], or assumed to be a constant for an employed grid. The latter assumption can be valid
particularly for large filter widths, as the value for KΣ is found to initially increase non-linearly
with the filter size and becomes fairly insensitive for large values of ∆. As our LES code applies
implicit filtering, the filter width in the Boger model is set as the cell size and value of KΣ as a
model constant, similar to the implementations made by Kirkpatrick et al. [99] and Fedina and
Fureby [60]. Since KΣ is also aﬀected by turbulence levels and heat release, proper selection of
KΣ is important and can only be estimated through trial and error with experiments. Another
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drawback of the model is that the c¯(1− c¯) formulation will yield a turbulent flame speed that is
dependent on the flame brush thickness, as ST is a function of the integral of the local reaction
rate over a control volume. For a premixed V-flame where the flame brush thickness gradually
increases with distance from a cylindrical rod flame holder, numerical studies by Dinkelacker
and Ho¨lzler [51] have indeed shown that a concave flame shape towards reactants appears in the
downstream location, in contrast to the reaction models based on |∇c¯|. The change in shape
suggests that flame propagation accelerates downstream leading to an increased flame angle.
Not only will this aﬀect flames that are geometrically thick, but numerical diﬀusive schemes
for the progress variable transport equation may lead to problems. Catlin and Lindstedt [29]
recommend that some cold front quenching is required for a reaction model of BML-type ac-
cording to their 1-D simulation of flames propagating in an open-ended tube. Without cold
front quenching or more specifically, when the flame is quenched for c ≤ 10−4, the flame brush
thickness grows to unrealistic values and may also lead to detonation. For these reasons, the
wrinkling factor models therefore yield an advantage as ST or the integral of |∇c¯| is independent
of ∆.
3.2.1.2 Wrinkling factor models
The bulk of the FSD models fall within this category and require an approximation for the sub-
grid scale velocity fluctuations u￿∆. A simple estimation of u
￿
∆ originates from the Smagorinsky
model and is used by other computational groups [11, 22, 44]. The expression reads:
u￿∆ =
νt
Cs∆
= (Cs∆)(2S˜ijS˜ij)
1/2 (3.21)
where νt is defined in Eq. (2.49).
The Angelberger, Colin and Charlette-2 models were discussed in Section 3.1.1 and now sim-
ilarly presented in Table 3.1, but this time expressed within the Σgen formulation along with
the full expression of Γ∆. Their Ξ expressions were claimed to be applicable in the FSD con-
text [44], though to the author’s knowledge, no direct comparisons have been made in LES. The
thickened flame parameters: ∆e and u￿∆e in Eq. (3.5) are replaced with ∆ and u
￿
∆ respectively
as shown in Table 3.2. In applying the Angelberger model, the adjustable constant a, which
takes the value of unity [12], is found to cause excessively high reaction rates such that the
constant must be adjusted for the test case. The Colin model also faces uncertainties with
the constant that is defined by ReT as previously discussed in Section 3.1.1. By contrast, the
Charlette-2 model requires the input of only two parameter ratios ∆/δL and u￿∆/SL, removing
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Angelberger [12] Σgen =
￿
1 + aΓn
￿
u￿∆
SL
￿￿
|∇c¯|
Boger [18] Σgen = 4KΣ
c¯(1−c¯)
∆ where KΣ = const.
Charlette-2 [39] Σgen =
￿
1 +min
￿
∆
δL
,Γ∆
￿
u￿∆
SL
￿￿￿β1 |∇c¯|, β1 = 0.5
Γ∆ =
￿￿￿
f−a1u + f
−a1
∆
￿−1/a1￿−b1 + f−b1Re ￿−1/b1 , fu = 4 ￿ 27110Ck￿1/2 ￿1855Ck￿ ￿u￿∆SL￿2
Ck = 1.5, f∆ =
￿
27
110Ckπ
4/3 ×
￿￿
∆
δL
￿4/3 − 1￿￿1/2
Re∆ =
u￿∆∆
ν , fRe =
￿
9
55 exp
￿−32Ckπ4/3Re−1∆ ￿￿1/2 ×Re1/2∆
a1 = 0.60 + 0.20 exp
￿
−0.1
￿
u￿∆
SL
￿￿
− 0.20 exp
￿
−0.01
￿
∆
δL
￿￿
, b1 = 1.4
Colin [44] Σgen =
￿
1 + αΓn
￿
u￿∆
SL
￿￿
|∇c¯| , α = b× 2ln(2)
3cms(Re
1/2
T −1)
, b = 1, cms = 0.28,
ReT = 4
u￿L
SLδL
Fureby [66] Σgen =
￿
Γn
￿
u￿∆
SL
￿￿Df−2 |∇c¯|
Gu¨lder [75] Σgen =
￿
1 + 0.62
￿
u￿∆η
ν
￿￿￿
u￿∆
SL
￿￿
|∇c¯| , η =
￿
ν3∆
u￿3∆
￿1/4
Knikker [103] Σgen =
￿
∆
￿i
￿βk |∇c¯| , ￿i = 3δL, βk = ￿ log￿d|∇c¯|￿−log￿|∇ˆ¯c|￿log γ ￿
ˆ¯c denotes progress variable at test filter level γ∆
Muppala [127] Σgen =
￿
1 + 0.46Le Re
0.25
∆
￿
u￿∆
SL
￿0.3 ￿
p
p0
￿0.2￿ |∇c˜|
Pitsch [144] Σgen =
￿
1 +
￿
u￿∆
SL
￿
b3
￿ “
Da∆
Sc∆
”
1+
“
b3
b2
”2“Da∆
Sc∆
”
￿
|∇c¯| ,
Da∆ =
￿
SL
u￿∆
￿￿
∆
δL
￿
, b3 = 1.0, b2 = 2.0, Sc∆ = 0.5
Tangermann [172] Σgen = CR
￿
∆
η¯
￿1/3
c˜(1− c˜)|∇c˜|, η¯ = ￿1 + νtν ￿−1/2Cs ·∆
Weller [184] Σgen = [1 + 2c˜ (Θ− 1)] |∇c¯|, Θ = 1 + 0.62
￿
u￿∆η
ν
￿￿
u￿∆
SL
, η =
￿
ν3∆
u￿3∆
￿1/4
Zimont [192] Σgen =
￿
1 + 0.51
￿
u￿∆
SL
￿3/4 ￿
∆
δL
￿1/4￿ |∇c˜|
Table 3.2: List of selected algebraic flame surface density models
the necessity of tweaking model constants for diﬀerent test cases.
Within the wrinkling factor model category, there are a few models that use the fractal ap-
proach. This is based on Mandelbrot’s theory of fractal surfaces [118] and was later applied to
the description of premixed turbulent flame surfaces by Gouldin [73]. A fractal model typically
yields the following form:
Ξ =
￿
1 +
￿o
￿i
￿Df−2
(3.22)
where Df is the fractal dimension. The equation is in fact identical to Eq. (3.5) if β = Df − 2,
but it may not be appropriate to classify Angelberger, Colin, and Charlette-2 models as fractal
models since their corresponding Df values of 3.0, 3.0 and 2.5 are rather unrealistic: a value of 3
implies a volume that is completely filled with a wrinkled flame surface, while Df = 2.5 exceeds
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the maximum value of 7/3, which is a value postulated by Kerstein [96] and Gouldin [73], and
later verified in DNS studies as a maximum limit in the TRZ regime by Chakraborty and
Klein [37]. However, Mandelbrot [117] and Constantin et al. [45] have reported that 8/3 is
achievable, but presently limited to highly turbulent non-reactive flows. The three models that
are considered to be fractal models are those proposed by Gu¨lder [75], Fureby [66] and Knikker
et al. [103]. The Gu¨lder model follows exactly the form expressed in Eq. (3.22), whereas the
Fureby and Knikker models omit the unity in the expression such that for the Fureby model,
the resolved contribution to Ξ in regions of zero turbulence is neglected. The Fureby model may
hence be more applicable for higher Reynolds number flows or for RANS techniques. For the
Knikker model, a laminar flame will yield Df − 2 = 0 (￿￿|∇c¯|￿ = ￿|∇ˆ¯c|￿ within βk in Table 3.2)
and Ξ = 1 for ∆ ￿= 0. However, the fractal formulation is unlikely to predict accurate values of
Ξ for ￿o ￿ ￿i i.e. in the limit of ∆→ 0 according to Chakraborty and Klein [37]. In this DNS
limit of small filter widths, the variation of log[￿Σgen￿/￿|∇c¯|￿] with log∆ becomes non-linear
in nature and the fractal formulation cannot capture this trend. The outer cutoﬀ scale ￿o is
often approximated as the integral length scale of turbulence [72, 134], but in LES, ￿o = ∆ as
an approximation to the largest unresolved length scale. The parameters that truly set apart
the three models lie in the definitions of ￿i and Df .
Definitions of ￿i and Df
The inner cutoﬀ-scale ￿i represents the smallest scale below which no flame wrinkling occurs
and yields a dependency on the turbulent intensity or the Karlovitz number Ka of the flow. It
is expected that at low turbulence intensities, the smoothing action of flame propagation will
remove small scale wrinkling, thus yielding a larger inner cutoﬀ-scale [72]. There are several
ways to model ￿i. For example, Peters [134] suggested the Gibson scale ￿i = LG and with higher
turbulence intensity, ￿i would scale with the Kolmogorov scale η as the definition of LG fails.
Gouldin [72] proposed an exponential function to model the variation of ￿i between the limits
of u￿/SL = 0 and u￿/SL = ∞ such that ￿i reduces to η asymptotically with increasing u￿/SL.
However, the two suggested scalings were not well supported by experiments [77], and Gu¨lder
and Smallwood [77] suggested linking ￿i with Ka and δL in the following form: ￿i = 22δLKan,
where the model constant n of −0.5 is shown to fit well with experiments. Referring back to the
three wrinkling factor models, the Fureby model uses the inverse surface-averaged curvature
(￿i = |(∇ ·N)s|−1 where N is the flame normal vector) of the flame, while the Gu¨lder model
applies a factor of η￿, where η￿ = f1 ·η and f1 ≈ 4.20 to fit experimental data [75] in the wrinkled
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flamelet regime. The derivation of this factor is based on the assumption that the upper and
lower bounds of the turbulent flame brush thickness δt are dictated by the maxima and minima
of large scale flame wrinkles on the laminar flame front embedded within δt. The ratio of η/δt
(≈ (Dt/D)−3/4, where Dt is the turbulent diﬀusivity) hence becomes eﬀective in the formation
of fine-scale wrinkles on the laminar flame front within the turbulent flame brush thickness [75]
and this is then multiplied by η￿ to obtain ￿i. Finally, the Knikker model uses ￿i = 3δL which
is a value obtained from the analysis of experimental data [102]. Similar to defining ￿i, a range
of fractal dimensions exist in literature and several are listed by Gu¨lder [75]. The parameter is
expected to increase with turbulent intensity and is often bounded by a lower limit of 2.0 and
a typical upper limit of 2.3− 2.4. The fractal dimension in the Fureby model is evaluated from
empirical parameterisation by North and Santavicca [130]:
Df =
laminar￿ ￿￿ ￿
2.05
(u￿∆/SL + 1)
+
turbulent￿ ￿￿ ￿
2.35
(SL/u￿∆ + 1)
(3.23)
In contrast, Knikker determines the value of Df through a dynamic formulation as expressed in
Table 3.2, in which the symbol ￿·￿ describes volume averaging with the intention of avoiding any
unphysical oscillations in the dynamic filtering operation. The formulation of the power-law
exponent βk consists of several adjustable input variables such as the size and shape of the test
filter and the size of the averaging volume, all of which are quantities that also exist in the
power-law exponents within the dynamic variants of Charlette-2 [40] and Boger models. To
the author’s knowledge, the dynamic variants of the Charlette-2 and Boger models have been
tested in the ATF and FSD context for LES respectively by Wang et al. [180, 181], though
the study of the Knikker model is only limited to a-priori work [37, 89]. The present work
applies a test filter size of 2 · ∆ with a simple box filter to reduce computational costs. An
alternative would be to apply a Gaussian test filter kernel for reasons of enabling more points
within the flame brush to be resolved and reducing numerical uncertainties when applied to the
unstructured meshes [40, 180], where the latter point is less applicable in the employed code.
The size of the averaging volume can be considered another important parameter as it dictates
whether βk is a local (varying spatially) or global quantity that evolves with time. The earlier
LES work applied a global βk [180, 181] for the dynamic variants of the Charlette-2 [40] and
Boger [18] models, yielding good agreement between numerical and experimental data. Wang
et al. [180] state that the application of local βk values is also possible, but would require further
investigation into the size of the averaging volume. Charlette et. al [40] have found that the
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global consumption rates of applying a local βk value (volume averaged in the x-direction i.e.
approximately in the direction of flame propagation) and a global βk value are very similar,
though in both cases the wrinkling factor remains to be a local quantity due to the local ￿i value
of the Charlette-2 model. The present work performs the volume averaging over the interior
geometry of the specific test, leading a global value of the power-law exponent βk that evolves
with time. As the inner cutoﬀ scale is also constant (= 3δL), the model yields a spatially
invariant wrinkling factor and may thus stray away from the original model’s intention. The
computation of βk may also encounter numerical errors when ￿￿|∇c¯|￿ and/or ￿|∇ˆ¯c|￿ equates to
zero due to the logarithmic operation. This is avoided by setting an arbitrarily chosen minimum
limit of ∼ 1.0× 10−9m−1 to these two quantities. Further sensitivity studies on the shape and
sizes of the test filter and averaging volume will not be investigated as the focus of the present
work is on non-dynamic FSD models. Finally, the Gu¨lder model applies a constant fractal
dimension of 7/3, as determined by Kerstein [96]. Algebraic expressions for Df and ￿i have
been derived from recent DNS work [37] as functions of Ka to describe flames in both CF and
TRZ regimes; more information on fractal dimensions is provided in Appendix A.
Weller, Muppala and Tangermann models
Weller [184] formulated a transport equation for the wrinkling factor Ξ. Though there are some
similarities between the transport equations of Ξ and Σgen, more modelling eﬀort is required for
the former; for example, the need of expressing the resolved strain term in terms of modelled
parameters, whereas the resolved strain term is naturally incorporated in the Σgen transport
equation. To obtain the algebraic form of the Weller model, the modelled sub-grid generation
and removal rates within the Ξ transport equation are constructed to return an equilibrium
value of Ξ as given by [1 + 2c˜(Θ− 1)] in Table 3.2. The wrinkling factor model by Gu¨lder [75]
was then selected as a modelling component for this equilibrium value of Ξ.
The models derived by Muppala et al. [127] and Tangermann et al. [172] are diﬀerent from the
others described so far as the reaction source is modelled on its own i.e. ¯˙ω = ρ0SLΣgen and
the filtered molecular diﬀusion term or in this case, only the resolved diﬀusion component, is
computed separately. Both models were originally derived for RANS and later extended for
LES [11, 172]. Another diﬀerence lies in the use of a Favre-filtered progress variable (rather
than filtered un-weighted) for evaluating |∇c|, implying that CGT is implicitly included [191].
Muppala et al. [127] define the ‘flame-surface-wrinkling’ factor ratio as AT,∆/A¯∆, where AT,∆
is the turbulent flame surface per unit volume and A¯∆ is the average projected area per unit
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volume, while |∇c˜| is perceived as the product of the probability to find a flame front at
location x and the inverse of the flame brush thickness. This suggests that the mean flame
brush thickness must increase over time as the region in which the instantaneous flame can
be found grows in time. The ratio AT,∆/A¯∆ is represented by the expression in the square
brackets of the Muppala model in Table 3.2, consisting of only three input parameters. The
pre-factor constant 0.46/Le resulted from applying best fit lines to experimental data which
consisted of measured flame angles from 101 diﬀerent Bunsen-type flames for fuel mixtures
of methane/air, ethylene/air and propane/air. The pressure ratio p/p0 dependency on the
model is an interesting feature as none of the published FSD models take this into account.
The model has been tested extensively over a wide range of test cases [11, 52, 119], generally
showing reasonably good agreement with experiments.
The Tangermann model uses a fractal approach with Df = 7/3(= 2 + 1/3) and outer and
inner cutoﬀ scales are defined by ∆ and the eﬀective Kolmogorov length η¯ [150] respectively.
To understand the presence of the c˜(1 − c˜)|∇c˜| component in the model requires looking at
the fractal approach of Gouldin et al. [73], whose derivation is briefly summarised here. For a
surface area A in a cubic volume of dimension L, the surface density involving ￿i and ￿o = L
can be written as [73]:
A
L3
= C
￿￿i
L
￿2−Df
L−1Pc (3.24)
where C is a reaction rate constant and Pc is a probability density function. The original ex-
pression presented in Eq. (3.24) with Pc = 1 is applicable for a property surface in homogenous,
isotropic turbulence as the surface is expected to spread uniformly over the whole volume L3.
However, flamelets are not expected to fill the volume in the same manner and Gouldin et
al. [73] introduces the probability density function of finding a flamelet along a segment of the
flamelet’s normal with length L:
Pc = Cpc˜(1− c˜)L (3.25)
When Eq. (3.25) is integrated over the turbulent flame brush thickness δt, the probability
should be one and so Cp = 1/δt. In RANS, δt can be modelled by the integral length scale, in
LES however, applying δt = ∆ will underestimate the turbulent flame brush thickness. As a
consequence, Tangermann et al. [172] integrated Pc/L (Pc from Eq. (3.24)) over a single filter
width to give:
Pc = Cpc˜(1− c˜)|∇c˜| ·∆ (3.26)
Equation (3.26) is then substituted into Eq. (3.24) with the previously defined ￿i = η¯ and
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L = ∆ to yield the expression displayed in Table 3.2. The model constant CR represents the
combined probability coeﬃcient Cp and reaction rate constant C, and is an adjustable constant
dependent on test case. Note that the model does not exactly recover the laminar flame speed
(i.e. Σgen → |∇c¯|) in the limit of zero turbulence and Keppeler and Pfitzner recommend new,
more advanced models [94, 95].
3.2.1.3 Turbulent flame speed models
The remaining models in Table 3.2 define the turbulent burning velocity diﬀerently, and
Fureby [66] compares his model against one of the turbulent flame speed expressions that
is expressed in the form of wrinkling factor in the context of LES. Zimont [192] approximates
ST as a function of u￿∆, and the Damko¨hler number. This model was originally designed to
be used for RANS simulations and for high turbulent intensity cases. It has more recently
been evaluated in LES by Manickam et al. [120], and they observed a diﬀerence in the shape
of the burnt gas zone behind the flame holder as well as the level of burning near the com-
bustor wall between their proposed FSD model and the Zimont model. Pitsch and Duchamp
de Lageneste [144] proposed an expression for ST in the context of LES with the intention of
capturing the physics of flames in the both CF and TRZ regimes. The model was implemented
for the level set approach and was tested in a turbulent Bunsen burner configuration, which
operated well within the TRZ regime. The model was found to predict the experimental mean
flame front location well, thereby the heat release on the flow field. For the reason that it was
originally designed for the G-equation approach, the model is not considered in the present 3-D
simulations.
3.2.1.4 Implications of the equilibrium assumption for flame surface area
In the formulations of the Angelberger, Colin, Charlette-2 and Fureby models, the assumption
of equilibrium between flame area generation and destruction is made, leading to zero net
stretch rate of a flame surface. The balancing of terms that are responsible for this assumption
was previously presented in Eq. (3.6), but the implications of the expression have yet to be
discussed.
Within Eq. (3.6), the displacement speed of the flame was assumed to equal to the laminar flame
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speed, but in fact Sd can be decomposed into the sum of the following three components [35, 57]:
Sr =
w˙
ρ
￿￿￿ ∂c∂xi ￿￿￿ ; St = −2Dκm ; Sn =
Ni
∂
∂xi
￿
ρDNj
∂c
∂xj
￿
ρ
￿￿￿ ∂c∂xi ￿￿￿ (3.27)
where Sr, Sn, St, and κm denote the reaction, normal, tangential diﬀusion components, and
mean curvature respectively. Decomposing Sd in Eq. (3.6) and substituting in the definition of
St from Eq. (3.27), the unfiltered tangential strain rate term is given by:
aT = −(Sr + Sn)
￿
∂Ni
∂xi
￿
+D
￿
∂Ni
∂xi
￿2
(3.28)
Through the use of scaling arguments [100, 134] and by applying dimensional analysis [37], it
is found that the contributions of the (Sr + Sn) and D(∇ ·N) terms on the RHS of Eq. (3.28)
can vary depending on the Karlovitz number and hence, the premixed combustion regime. The
scaling is shown briefly here following modelling arguments by Peters [134] and findings from
DNS studies [37], making reference to the premixed combustion regime diagram presented in
Fig. 2.5.
Referring to Eq. (3.28), it is possible to assume that (Sr + Sn) scales with SL [100, 134] for a
good portion of the flame and that ∇ ·N = 1/￿i [12, 39]. Now taking the ratio of the magnitude
of the first to second term on the RHS of Eq. (3.28) and applying scaling arguments:
|(Sr + Sn)∇ ·N|
|D(∇ ·N)2| ∼
SL￿i
D
∼ ￿i
δL
∼ Ka−n (3.29)
For Ka < 1, i.e. the CF and WF regime, the inner cutoﬀ scale ￿i in Eq. (3.29) becomes
the Gibson scale LG according to Peters [134]. Expressing LG in terms of η and assuming
unity Schmidt number, ￿i = LG ∼ η4/δ3L. Substituting ￿i into Eq. (3.29), n = 2 and so the
|(Sr+Sn)∇ ·N|/|D(∇ ·N)2| > 1 for Ka < 1. On the other hand, when Ka > 1, i.e. in the TRZ
regime, ￿i ∼ η, and so n = 0.5, leading to |(Sr + Sn)∇ ·N|/|D(∇ ·N)2| < 1. The tangential
diﬀusion term therefore becomes significant in the TRZ regime and is found to act as a sink for
the flame surface density [32]. As a result, the models that neglect the contribution of −D∇ ·N
are expected to over-predict the flame surface density.
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3.2.2 FSD transport equation
The flame surface density transport equation was first postulated by Marble and Broadwell [121]
for non-premixed flames, and in their study, they illustrate the idea that in the flame stretching
process where Σ is high, adjacent flame elements tend to consume the intervening reactants
leading to the annihilation of flame fronts. This so-called flame shortening mechanism can be
described by the Coherent Flame Model (CFM). Thereafter, exact transport equations for Σ
were derived by Pope [149] and Candel and Poinsot [24] for a propagating surface. A range
of flame surface density models were tested in 1-D by Duclos et al. [54] by comparing their
turbulent flame speeds derived from Kolmogorov, Petrovsky and Piscounov (KPP) analysis [62,
78] with experimental data, and Prasad and Gore [152] further extended the investigation in
the simulation of a premixed Bunsen burner [42] by comparing mean velocity and temperature
profiles.
To the author’s knowledge, the LES of premixed flames using the Hawkes’s FSDT equation [80]
is still in its infancy and is limited to simple geometries [82, 84]. One of the main goals of the
present work is to test the transported equation at higher Re numbers or for more realistic
premixed flames. The current implementation of FSD follows the LES-filtered form presented
by Hawkes [80] and Hawkes and Cant [81, 82] with a slight modification to the displacement
speed [33] in the hope of simulating higher turbulent conditions. The unclosed LES filtered
generalised flame surface density equation can be expressed as [149]:
∂Σgen
∂t
+
∂(u˜jΣgen)
∂xj￿ ￿￿ ￿
convection
= − ∂
∂xi
￿
(ui)s − u˜i
￿
Σgen￿ ￿￿ ￿
sub−grid convection
+
￿
(δij −NiNj)∂ui
∂xj
￿
s
Σgen￿ ￿￿ ￿
tangential strain rate
− ∂
∂xi
￿
(SdNi)sΣgen
￿
￿ ￿￿ ￿
propagation
+
￿
Sd
∂Ni
∂xi
￿
s
Σgen￿ ￿￿ ￿
curvature
(3.30)
where all terms in Eq. (3.30) have an associated meaning as indicated, and those on the RHS
of the equation require modelling. A simplistic 2-D illustration of a few physical processes
in the FSDT equation are shown in Fig. 3.4. At point A, the flame is being stretched by
the tangential strain rate aT that reduces the flame thickness, increasing the spatial gradient
of c and therefore Σgen. Generally, a positive correlation exists between aT and Σgen [31].
Regions around point A are also subjected to positive curvature κc = 1/Rc, where Rc is the
radius of curvature, and ∂Ni/∂xi in the curvature term denotes the sum of the minima and
maxima principal curvatures. The sign conventions of the flame normal in Fig. 3.4 and of the
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Figure 3.4: 2-D sketch describing the source and sink terms within the FSDT equation for a
chosen flame iso-contour c = c∗.
curvature term in Eq. (3.30) suggest that curvature term augments (reduces) Σgen in regions
of positive (negative) curvature. This eﬀect is not necessarily accurate in describing the net
eﬀect of Σgen on curved regions of a physical flame, as the corresponding contribution from the
tangential strain rate term is not considered. In regions of increasing positive flame curvature,
the tangential strain rate would need to be increasingly negative (compressive), causing the
net Σgen to reduce as the flame thickens. In regions of negative flame curvature, local flame
thickening will also occur due to the focussing of heat that gives rise to higher flame dilatation.
In fact, the DNS studies by Chakraborty and Cant [35] show a negative correlation between
mean curvature and displacement speed of the flame, and the authors claim that the higher
turbulent intensities in the reactants invoke greater acceleration of the flame’s leading edge.
This eﬀectively leads to local flame thickening and a reduction of net Σgen. Finally, the flame
front denoted by dashed lines in the sketch (Fig. 3.4) shows the eﬀect of the propagation term.
The flame front has advanced by a distance of Sddt, but the radii of curvatures have increased,
as the propagation term deals with the translation of mainly planar flame surfaces. In fact, both
propagation and curvature terms are necessary to describe the propagation of a curved flame.
The following paragraphs describe the LES models that have been proposed by Hawkes and
Cant [81, 82] and since then, been further studied a-priori by Chakraborty and Cant [32, 33].
The surface-averaged quantities of flame normal and displacement speed are prevalent through-
out the modelling of the FSDT equation and therefore it is essential to provide accurate approx-
imations for them before applying the models. The surface averaged flame normal is defined
as:
(Ni)s = −
1
Σgen
∂c¯
∂xi
(3.31)
with the quantity pointing towards fresh reactants. The Σgen in the denominator indicates that
sub-grid fluctuations of the normal are taken into account. The surface averaged displacement
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speed (Sd)s should vary for each c iso-contour within the flame brush and using continuity,
Hawkes and Cant [80] applied a linear expression:
(Sd)s = SL(1 + τc
∗) (3.32)
The relation lacks the dependence on strain and curvature and therefore would only be suited
for the CF regime. To incorporate the strain and curvature eﬀects, a modified laminar flame
speed S ￿L is proposed to replace the unstretched laminar flame speed SL in Eq. (3.32). The
displacement speed of the flame can be decomposed into three components as presented earlier
Eq. 3.27. Under the eﬀects of surface averaging: (ρSd)s = (ρSr + ρSn)s − 2(ρDκm)s, where
it can be assumed that (ρSd)s = ρ0SL ≈ (ρSr + ρSn)s [100, 134] for flames operating in the
CF regime. The tangential diﬀusion component −2(ρDκm)s would need to be considered for
flames within the TRZ regime. Assuming that the product ρD is a constant on a given c
iso-surface [134], the remaining surface averaged curvature term (κm)s is modelled according
to Chakraborty and Cant [32, 33] as:
2(κm)s =
∇ ·N|∇c|
Σgen
=
∂(Ni)s
∂xi
− 1
Σgen
￿
Ni
∂|∇c|
∂xi
− (Ni)s
∂Σgen
∂xi
￿
(3.33)
The terms within the square brackets require further modelling, for example, by scale similarity,
and it is found to be close to zero unless the flame is subjected to very high curvatures [32]. The
terms in the square brackets have therefore been neglected in this work due to the uncertainty
involved, but could be relevant in the TRZ regime. Finally, the modified flame speed is given
by [33]:
S ￿L =
(ρSd)s
ρ0
= SL − ρD
ρ0
∂(Ni)s
∂xi
(3.34)
leading to (Sd)s = S
￿
L(1+τc
∗). Here, the value of c∗ is not an input parameter because it cancels
out when all modelled terms are summed up in the FSDT equation (see later in Section 3.2.2.4.)
3.2.2.1 Turbulent transport
The sub-grid convection term describes the transport due to turbulent fluctuations in velocity
and the velocity diﬀerence across a flame. These can be referred to as gradient (GT) and non-
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gradient transport (NGT) terms respectively and can be expressed mathematically as [33, 80]:
(ui)s − u˜i = [((ui)Rs − (ui)R) +K{((ui)Ps − (ui)P )− ((ui)Rs − (ui)R}]￿ ￿￿ ￿
GT
+(K − c˜)[(ui)P − (ui)R]￿ ￿￿ ￿
NGT
(3.35)
where velocities are conditionally averaged either on the reactant (subscript R) or product
(subscript P ) side, and the subscript s denotes surface fluid velocity. The constantK represents
a chosen c∗ iso-surface. Similar to the scalar flux for the progress variable in Eq. (2.55), the
GT component can be approximated using the simple gradient assumption:
[((ui)Rs − (ui)R) +K{((ui)Ps − (ui)P )− ((ui)Rs − (ui)R}] = −
1
Σgen
νt
ScΣ
∂Σgen
∂xi
(3.36)
The remaining NGT component is related to the diﬀerence in velocities between product and
reactant, and is dominant in cases of high heat release and low turbulence. It has the ability to
restrict a planar flame from thickening [80] by mitigating the eﬀect of a faster net propagation
rate at the front of the flame than at the back. (Note that the purpose of the NGT component
is very similar to that of the counter gradient transport component in the c˜ equation as men-
tioned in Section 2.4.3.3. To avoid confusion, the terms NGT and CGT will be associated with
FSDT and c˜ equation respectively for the rest of this thesis). For curved/wrinkled flames, the
contribution of NGT may either increase or decrease depending on the orientation of the flame
normals. On one hand, the sub-grid wrinkling of the flame causes reactants to be consumed at
a faster rate leading to a rise in velocity diﬀerence. On the other hand, the increased sub-grid
wrinkling may cause sub-grid flame normal vectors to be randomly orientated resulting in a re-
duced velocity diﬀerence. Hawkes [80] applied the approximation: (ui)P − (ui)R = −τSL(Ni)s,
in which the definition of (Ni)s in Eq. (3.31) accounts for the eﬀect of flame orientation. How-
ever, the eﬀect of achieving a higher velocity diﬀerence in the sub-grid level is not accounted
for, since Σgen ￿ |∇c¯| for high Re or ∆￿ δL, therefore the velocity diﬀerence may be underes-
timated [80]. Tullis and Cant [174] suggested an alternative expression in their a-priori study,
with the intention of satisfying both sub-grid wrinkling eﬀects: (ui)P − (ui)R = −τSLΞ Mi,
where Mi = − 1|∇c¯| ∂c¯∂xi is the resolved flame normal. The flame speed SLΞ increases with higher
sub-grid wrinkling and reduces to SL when the flame front is fully resolved. In this work, we
apply (ui)P − (ui)R = −τSL(Ni)s, but with the modified flame speed in Eq. (3.34) to include
the stretch and curvature eﬀects. Combining both GT and NGT, the full unresolved convection
3.2. Flame Surface Density modelling 86
term is expressed as:
∂
∂xi
￿
(ui)s − u˜i
￿
Σgen = − ∂
∂xi
￿
νt
ScΣ
∂Σgen
∂xi
￿
− ∂
∂xi
￿
(K − c˜)τS ￿L(Ni)sΣgen
￿
(3.37)
where ScΣ is the FSD Schmidt number and is equal to the turbulent Schmidt number Sct = 0.7
to satisfy the realisability criterion [83], which states that turbulent diﬀusion of the flame surface
density must be accompanied by turbulent diﬀusion of the progress variable. The constantK no
longer becomes an input parameter when all the unclosed terms in the FSD transport equation
are modelled. The similarity of the NGT formulation with mean or resolved propagation term
Pmean in Eq. (3.41) suggests that the term acts as an adjustment to Pmean.
3.2.2.2 Strain rate
The FSD strain term describes the strain induced by the surrounding fluid on the flame front
and acts as a predominant source term in the FSD transport equation. It can be decomposed
into three components: resolved strain rate Smean, strain rate due to heat release Shr and
sub-grid strain Ssg. These components are modelled as follows [80]:￿
(δij −NiNj)∂ui
∂xj
￿
s
= Smean + Shr + Ssg
Smean =
￿
δij − (NiNj)s
￿ ∂u˜i
∂xj
Shr = −(K − c˜)τS ￿L
∂(Ni)s
∂xi
Ssg = Γ
√
ksgs
∆
(3.38)
The unclosed term (NiNj)s can be referred to as the orientation factor and represents the flame
strain with respect to resolved velocity gradients. Hawkes [80] proposes the following model for
this term:
(NiNj)s = (Ni)s(Nj)s +
1
3
δij[1− (Nk)s(Nk)s] (3.39)
which was originally derived for RANS by Cant et al. [27], assuming that the sub-grid scale
contribution of (NiNj) is isotropic in nature. The strain rate due to heat release accounts for
the diﬀerence between velocity gradients at the flame surface and those of the mean flow. It
is modelled in a similar way to the NGT component in Eq. (3.36) but acts as an adjustment
to the mean curvature term Cmean in Eq. (3.41). Finally, the sub-grid strain term takes into
account both turbulence and heat release for the unresolved scales. Inaccuracies that may arise
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from the modelling of (NiNj)s for Smean are also expected to be compensated by this term [33].
The sub-grid scale kinetic energy scales with the inverse of the turbulent time scale
√
ksgs/∆
(ksgs = 1.5u￿∆
2), though not directly, due to the reduced ability of smaller eddies to strain the
flame front as mentioned in Section 3.1.2. Therefore the fitting function Γ is re-introduced for
Ssg and Hawkes [80] applied the original one proposed by Meneveau and Poinsot [123]. However,
due to the function’s lack of dependence on the velocity ratio u￿/SL, the Γn by Angelberger et
al. [12] in Eq. (3.12) is selected. An alternative would be to use Γ∆ by Charlette et al. [39],
but a-priori DNS studies by Chakraborty and Cant [33] revealed that Γn resulted in better
performance.
3.2.2.3 Propagation and curvature
The filtered propagation and curvature terms in Eq. (3.30) can be written as:
∂
∂xi
￿
(SdNi)sΣgen
￿
+
￿
Sd
∂Ni
∂xi
￿
s
Σgen = Pmean + Cmean + Csg (3.40)
where Cmean and Csg are the resolved and sub-grid components of curvature respectively. A-
priori DNS studies [38] have shown that Sd and Ni are weakly correlated, hence the filtered
value of the product can be expressed as the product of individually filtered values:
Pmean =
∂
∂xi
￿
(Sd)s(Ni)sΣgen
￿
Cmean = (Sd)s
∂(Ni)s
∂xi
Σgen (3.41)
provided that (Sd)s and (Ni)s are modelled accurately. Physically, the propagation term merely
translates a planar flame profile without disturbing the flame structure by assuming positive
(negative) values on the fresh (burnt) gas side of the flame. By expanding the Pmean formulation,
the transition of Pmean from positive to negative values shifts towards larger c˜ values with finer
grid resolutions [32]. This transition corresponds to the shift in peak of Σgen towards the burnt
gas side with grid refinement. The propagation term works in combination with the mean
curvature term to propagate a curved flame and three possible expressions for Cmean were
noted by Hawkes [80]. One of them is presented in Eq. (3.41), while the other two are given
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by:
Cmean = (Sd)s
∂Mi
∂xi
Σgen (3.42)
Cmean = (δij − (NiNj)s)
∂(Sd)s(Ni)s
∂xj
Σgen (3.43)
The second model by Hawkes [80] in Eq. (3.42) is similar to Eq. (3.41) but uses the resolved
flame normal Mi rather than (Ni)s. The third model in Eq. (3.43) is based on a RANS model
derived by Cant et al. [27]. The three models were tested a-priori by Chakraborty and Cant [32]
and rated based on their ability to capture the behavioural trend of the filtered curvature
term and the magnitude of the corresponding Csg. As Csg models are often ad hoc, a smaller
magnitude of Csg is desired to minimise the modelling uncertainties arising from that term.
Based on their results, the presented expression in Eq. (3.41) performed marginally better than
the expression with the resolved flame normal, while the model by Cant et al. [27] delivered the
largest magnitude of Csg, particularly for finer grids. The diﬀerences in performance among the
three models were also found to reduce with increasing filter width. Chakraborty and Cant [32]
therefore recommend the model presented in Eq. (3.41) to close the mean curvature term.
The sub-grid curvature term on average acts as a destruction term to flame surface area through-
out the flame brush in situations where two flame fronts interact and merge together, or during
the consumption of intervening reactants. Many of the RANS models for the consumption
term, as listed by Duclos et al. [54], are formulated by the square of the flame surface density
i.e. ∝ Σ2 but cannot be readily extended for the use in LES since the terms do not vanish as
∆ → 0. An exception, as pointed out by Hawkes [80], is the RANS model by Cant et al. [27]
which, in the LES context, reads [32]:
Csg = −
CHSLΣ2gen
(1− c¯) ; CH = αβ1
￿
1− 1
3
￿
1− exp
￿
−A(1− c¯)√ksgs
Σgen∆SL
￿￿￿
(3.44)
where model constant A = 10, β1 is an adjustable constant and α = 1 − (Ni)s(Ni)s is the
resolution factor. The latter parameter is responsible for nullifying Csg when the flow is fully
resolved as: lim
∆→0
(Ni)s(Ni)s → 1 when Σgen → |∇c¯|. Another possible LES model proposed by
Charlette et al. [41] is given by:
Csg = −β2SL(Σgen − |∇c¯|)Σgen
c¯(1− c¯) (3.45)
in which Σgen → |∇c¯| as ∆ → 0. Finally, the Csg model that is proposed by Hawkes [81]
3.2. Flame Surface Density modelling 89
following Candel et al. [25], and used in this work reads:
Csg = −αβSL
Σ2gen
1− c¯ (3.46)
The performance of all three models were tested a-priori by Chakraborty and Cant [32] and
they found that the model by Charlette et al. [41] (Eq. (3.45)) tends to over-predict the negative
values of Csg towards the fresh gas side. At a larger filter width, the predicted minimum value
of Csg is overly shifted towards the centre of the flame brush, whereas the actual minimum
value is located on the burnt gas side. By contrast, the other two models were found to deliver
similar improved results for both filter sizes. The study also investigated the eﬀect of varying
∆ on the values of the β1, β2 and β for the three models and depending on the selected Cmean
expression, the values were found to non-linearly increase or decrease with ∆. As such, the
possibility that the trends may also change with diﬀerent turbulent conditions cannot be ruled
out. For the currently selected Cmean expression in Eq. (3.41), Chakraborty and Cant [32]
recommended the model in Eq. (3.46) due to weaker sensitivity of β to changes in ∆, and
suggested β = 3.0 in the range 0.2δL ≤ ∆ ≤ 2.1δL. The suggested β value also satisfies the
realisability criterion β ≥ 1 [80], which ensures that Σgen and (1− c¯) remain greater than zero
within the flame brush. Other advantages of using Eq. (3.46) are that the model is numerically
simple to implement and avoids the introduction of another model constant (A) in Eq. (3.44).
In the later chapters 5-7, it becomes evident that the value of β can have a great impact on
the flow and needs to reduce with increasing ∆.
3.2.2.4 Modelled FSDT equation
Before applying all the modelled terms to Eq. (3.30), the previously mentioned combinations
of NGT + Pmean and Shr + Cmean can be simplified by making the assumption that K = c∗,
in order to revert the modelled FSDT equation back to the exact equation as ∆ → 0. The
following description on the reversion process has been suggested by Hawkes [80]. For a 1-D
planar un-stretched flame, the modelled LES-FSD transport equation in Eq. (3.30) reads:
∂Σgen
∂t
+
∂(u˜jΣgen)
∂x
= − ∂
∂x
￿
(S ￿L(1 + τc
∗)(N1)sΣgen
￿
+
∂
∂x
￿
(K − c˜)τS ￿L(N1)sΣgen
￿
(3.47)
where only the propagation and sub-grid NGT terms exist, while all other terms are automat-
ically nullified (the term ∂(N1)s/∂x in Shr +Cmean vanishes for a planar flame and so does the
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tangential strain rate term). When the flame is fully resolved, the equation should read:
∂Σgen
∂t
+
∂(u˜jΣgen)
∂x
= − ∂
∂x
￿
S ￿L(1 + τc
∗)(N1)sΣgen
￿
(3.48)
where the sub-grid NGT component no longer exists. In the limit of ∆ → 0, Σgen is zero
everywhere apart from the flame surface where c˜ = c∗. Therefore, to make both Eq. (3.47) and
Eq. (3.48) equal and thereby enabling the filtered FSDT equation to revert back to the exact
equation when fully resolved, K = c∗.
Incorporating the above expressions and models, the complete 3-D modelled transport equation
reads [33, 82]:
∂ρ¯Σgen
∂t
+
∂(ρ¯u˜jΣgen)
∂xj
=
∂
∂xi
￿
µt
ScΣ
∂Σgen
∂xi
￿
− ∂
∂xi
￿
S ￿L(1 + τ c˜)(Ni)sΣgen
￿
ρ¯
+
￿
δij − (NiNj)s
￿ ∂u˜i
∂xj
ρ¯Σgen + S
￿
L(1 + τ c˜)
∂(Ni)s
∂xi
ρ¯Σgen
+ Γ
√
ksgs
∆
ρ¯Σgen − αβSL
ρ¯Σ2gen
1− c¯ (3.49)
The equation is expressed in a conservative form in the same way that quantities of mass and
momentum are transported in the code.
3.2.2.5 Numerical issues
The modelled FSDT equation in Eq. (3.49) is discretised in space and time, from which Σgen is
obtained and applied to close the filtered diﬀusion and reaction terms in the progress variable
equation. A number of numerical treatments were incorporated to achieve the realisability
conditions that were set out by Hawkes [80] and Hawkes and Cant [83]. In particular, special
treatment was required to satisfy the condition that α ≥ 0 in the modelling of Csg. The surface
averaged flame normal is first examined as it represents the core ingredient within the modelling
of the unclosed terms. Away from the flame front, there will be a situation where both the
scalar gradient and Σgen fall to zero such that (Ni)s will become 0/0. (The finite precision
of the computer, as well as the possibility of a division by zero operation, will yield a ‘Not
a Number’ (NaN) error.) As a way of overcoming this, a minimum limit to |∇c¯| is set, such
that (Ni)s = 0 (for i = 1, 2, 3) if |∇c¯| < 5.0 × 10−3m−1 (a smaller limit was also applied and
led to virtually identical statistical results). In the statistically 1-D case, Hawkes [80] have set
N1 = −1 corresponding to the direction of flame propagation and equated the other directional
components to zero. To the author’s mind, there is no general consensus on what the limiting
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value of (Ni)s should be away from the flame front. In any case, Σgen ≈ 0 in regions away
from the flame front, negating all FSDT terms. Another situation may arise when |N| > 1.
From a numerical perspective, |N| gives an indication on the resolution of the flame front as it
is a quantity that is normalised by Σgen and not by |∇c¯|. Therefore, |N| < 1 denotes a flame
wrinkled in the sub-grid scale, while |N| = 1 implies a fully resolved or planar flame. The third
situation |N| > 1 can only arise when the condition Σgen ≥ |∇c¯| is not fulfilled and this is
not unexpected (in the numerical treatment) since both c˜ and Σgen are independently solved.
One possible reason arises from the incoherency in the widths of the Σgen and |∇c¯| profiles
as NGT is employed in the FSDT equation with no CGT in the c˜ equation due to the lack
of compatibility. The thicker c˜ profile may then result in |∇c¯| > Σgen at the front and back
regions of the flame. Mathematically, |N| > 1 will break the realisability criterion α ≥ 0 [80],
and Csg will become a source term for Σgen, particularly at the burnt gas side of the flame
brush. One can then speculate that the flame brush thickness will become thinner, inducing
higher strain on the flame and possibly causing local areas of flame extinction [80]. A simple
remedy is to compute the resolved flame normalM in Eq. (5.6) whenever Σgen < |∇c¯|, resulting
in a maximum |N| = 1.
Another issue that is more specific to the geometry of any test case is the tendency of the
Σgen contour to detach from the flame’s anchoring point and drift away at the initial stages
of the simulation. This is not unexpected (in the numerical treatment) since Σgen is no longer
computed by the c¯ gradient (as in most FSDA models). A special wall boundary treatment
is therefore applied by setting a minimum limit of |∇c¯| to Σgen (i.e. FSD that would result
for full resolution) for the local cell immediately next to the flame stabilisation point. These
treatments are described in the numerics section of each burner in chapters 6 and 7.
3.3 Summary
The details of two modelling methods: the artificial thickened flame and flame surface density
approach, have been discussed in this chapter. The aim of the ATF method is to thicken
the flame by increasing the diﬀusivity by a factor so that the flame brush can be suﬃciently
resolved on the mesh. The decreased eﬃciency of eddies wrinkling the flame front inevitably
alters the dynamics of the turbulent-chemistry interaction, and so modelling is required to boost
the turbulent flame speed such that the consumption rate of reactants is the same as that of
an un-thickened flame. On the contrary, the FSD approach attempts to model turbulence-
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chemistry interaction in the sub-grid scales since the flame thickness is often smaller than the
filter width. Chemistry is described by the laminar flame speed within the surface averaged mass
consumption rate, while turbulence on the flame front is represented by the generalised flame
surface density Σgen. The latter quantity can be modelled algebraically or computed through
a transport equation; both methods of which have been discussed in detail in Section 3.2.
The transported method is expected to improve the capture of large-scale unsteady flame
propagation [80] compared to the algebraic closures as sub-grid production and destruction of
FSD are no longer in equilibrium, and resolved FSD components of strain, propagation and
curvature are accounted for.
The present thesis employs the ATF and FSD modelling methods, whereby the former is only
applied as a reference case and for testing the dual compatibility of a wrinkling factor model in
both modelling approaches. Further understanding of algebraic and transported FSD methods
is gained in chapter 5 by examining the predicted wrinkling factors of algebraic models in a 1-D
test case, comparing predicted instantaneous flame structures of FSDA and FSDT methods, and
investigating the behaviours of individual terms within the transported equation. Performance
assessments amongst a range of diﬀerent algebraic FSD models are then conducted for two
premixed burners in the early sections of chapters 6 and 7 followed by direct comparisons
between a few of the chosen algebraic models and the transported FSD method. Prior to
presenting the aforementioned studies however, the details of the CFD code is first described
in next chapter.
Chapter 4
Numerical treatment
The set of equations of mass, momentum, progress variable and Σgen that were presented in
Eqns. (2.46), (2.47), (2.54) and (3.49) respectively will need to be discretised on a computational
grid and undergo spatial and time advancement to obtain a solution. The LES code employed
in this work is an in-house FORTRAN95/2003 code called ‘PsiPhi’, which has been used in
the simulation of lifted partially premixed flames in a model gas turbine combustor [133],
turbulent opposed jet flows [135, 169] and stratified premixed flames [30]. Simulated results
generally agreed well with experiments and were in line with those generated by Darmstadt’s
FASTEST-ECL [133]. (‘PsiPhi’ has also been extended to account for compressibility eﬀects,
but limited to premixed flames with low flow velocities [114] as the kinetic energy equation
has yet to be implemented in the present version of the code). Numerically, the ideas and
concepts of the code are based on ‘Flowsi’, which was developed in Munich [158] and was
thereafter extended to simulate non-premixed combustion by Forkel [63] and Kempf [92]. The
present chapter describes the main features of the ‘PsiPhi’ code, including the grid system, the
solution algorithm, the discretisation of equations in space and time, the pressure solver used
to couple the mass and momentum equations with the reactive scalar, the numerical boundary
conditions that are commonly applied for each burner setup, and the post-processing of the
simulated data. Note that the specific boundary conditions to each burner are given in the
later respective chapters.
4.1 Grid system and parallelisation
The ‘PsiPhi’ code uses a cartesian grid with each cell having equal lengths in three orthogonal
directions. The code uses a collocated grid arrangement in which all transported variables
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are stored at the cell centres. This arrangement has the advantage of minimising the number
of coeﬃcients that must be computed and stored, and greatly simplifies the programming
of the solution. The use of equidistant grid spacing reduces computational time and makes
vectorization easier for the compiler to optimise the code. However, the code does not support
local grid refinement. This feature would be useful in gaining an accurate solution in areas
with steep spatial gradients, for example in regions near the flame-brush, while at the same
time, reduce computational resources in regions of no desired interest. A smaller grid spacing
in regions of large spatial gradients and vice versa, would help to achieve a more uniform
spread of truncation error over the domain, while retaining the same number of cells [61]. In
RANS, local grid refinement can be implemented with relative ease once the mean flame brush
location is known, whereas in LES, this becomes more complex. Flow features that may be
treated as sub-grid scales in a local region of the flow, may be perceived as resolved scales in
another region. Furthermore, local grid refinement implies that the filter width is no longer well
defined, and may lead to errors in the application of sub-grid reactive models which depend
on a single constant value for ∆. The lack of support for local grid refinement near the walls
prohibits an accurate description of wall boundary layers, but this drawback yields secondary
importance because the thesis does not focus on the behaviour of flame-wall interactions. In
addition, LES is known to often struggle with accurate wall modelling. Isotropic filters/uniform
grids are therefore considered suﬃcient to achieve a reasonable solution.
In carrying out parallel simulations, the computational domain is decomposed one dimensionally
in the horizontal i-direction into equally-sized slices, where the computations for each slice of
the domain are handled by an individual processor. Code parallelisation is therefore relatively
straightforward because communication only occurs in the left and right directions, but can
have a great impact on eﬃciency of communication or the execution speed of the code if
domain slices become increasingly non-cubic. In such case, a three dimensional decomposition
is recommended, but it was found that the 1-D decomposition is suﬃcient to obtain converged
statistical data within a relatively short period of time for the test cases studied here. In
order to evaluate the convective and diﬀusive fluxes (see later in Section 4.3) near local domain
boundaries in the i-direction, the ‘receive’ and ‘send’ commands within the Message Passing
Interface (MPI) library are called to fill two ‘halo’ cells.1 as shown in Fig. 4.1. These commands
are called at the end of each sub-step for transported density, momentum and reactive scalars.
1these help to ensure the application of a consistent diﬀerencing scheme throughout the physical domain for
‘real’ cells from which statistical data is extracted.
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Figure 4.1: Exchange of two halo cells (hashed) between two processors, each indicated by
number of Rank.
4.2 Solution algorithm
The following steps illustrate the basic operation of the ‘PsiPhi’ code and the reader can refer
to the section numbers for more details.
Initialise fields
- Immersed boundaries (Section 4.6.2)
- Artificial turbulence (Section 4.6.1)
- Reactive scalars and momentum
Loop over time steps
- Calculate time step width from CFL criterion (Section 4.4)
- Perform the following procedures three times with Runge-Kutta weightings:
- Evaluate and sum up convective and diffusive terms for mass and scalar transport equa-
tions (Section 4.3)
- Evaluate chemical source term in progress variable transport equation
- Calculate mass error and carry out projection method (Section 4.5)
- Transport equations of mass, momentum and scalar equations with corrected velocities
(Section 4.3)
- Enforce inflow and outflow conditions (Sections 4.6.1-4.6.2) and halo cell exchange (Sec-
tion 4.1)
- Convert momentum fields to velocities
- Calculate turbulent viscosity and add this to temperature-dependent molecular viscosity
- Output visual PGM/MTV files and statistical data, write restart file if necessary (Section 4.7)
End of loop over time steps
4.3. Discretisation of equations 96
4.3 Discretisation of equations
4.3.1 Finite Volume method
To solve the governing equations in CFD, the governing equations need to be discretised, i.e.
approximating the continuous diﬀerential equations such that values can be prescribed to a
finite number of grid points or volumes. Notably, some information would be lost in the
process and the accuracy of the approximation improves with finer grids. There are three main
methods of discretisation, of which the finite volume method (FVM) is used here. This method
is well suited for LES with implicit filtering as the spatial averages of each cell represent the
LES filtered values. The final result of discretising a general transport equation of a conserved
scalar Φ (i.e. setting ρQ = Φ in Eq. (2.7)) using FVM is shown here for the convenience of
discussing the convective and diﬀusive flux terms. The interested reader can refer to Versteeg
and Malalasekera [175] for more details on the full derivation.
The discretised equation for Φ reads:
∂
∂t
(ΦM∆V ) +
￿
f
Φfun,f∆Af =
￿
f
￿
D
∂Φ
∂xj
￿
f
nf∆Af + ω˙M∆V (4.1)
where the subscript M denotes the quantity at the cell centre, ∆A denotes the surface area of
control volume ∆V , and un,f = uf · nf , where nf is the unit vector pointing perpendicularly
outwards from the cell face f . As Φ is stored at the cell centre, the quantity would need to be
interpolated to the mid point of cell surfaces in order to evaluate the convective and diﬀusive
fluxes in Eq. (4.1). For ease of discussion, notations for a control volume and its neighbouring
cells are presented in Fig. 4.2.
Diﬀusive fluxes are evaluated using interpolation of midpoints for diﬀusion coeﬃcient D and
second order central diﬀerencing (CDS) for the normal derivative. The CDS approximation is
the simplest and most widely used for diﬀusive fluxes [61] because the diﬀusion process spreads
the transported quantity equally in all directions. For the east face of the control volume M ,
the diﬀusive flux FD,e reads:
FD,e = De
∂Φe
∂x1
∆Ae =
￿
DM +DE
2
￿
ΦE − ΦM
∆x
Ae (4.2)
where ∆x is the distance separating the two points.
Convective fluxes can be determined through a variety of interpolation schemes depending on
the quantity that is solved. The mass and momentum equations are discretised in the similar
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Figure 4.2: Notations for 2D collocated computational grid in the North (N), West (W), East
(E), South (S) and Central (M) directions using upper case letters for cell centres and lower
case for surfaces.
manner as Eq. (4.1) by setting Φ equal to ρ and ρui respectively.
4.3.2 Convective fluxes
Considering the east face, e, of the control volumeM , the convective flux FC,e can be expressed
as:
FC,e = Φeun,e∆Ae (4.3)
The normal velocity on the east face un,e, is determined by linear interpolation assuming a
uniform grid:
un,e =
1
2
￿
(ρu)M
ρM
+
(ρu)E
ρE
￿
(4.4)
The remaining scalar term Φe in Eq. (4.3) can be evaluated through numerous schemes, each
of which possess varying degrees of accuracy (order) and stability. (The ‘order’ of a scheme
signifies the rate at which truncation errors reduce with grid refinement, and can be determined
through a Taylor expansion around a point. Generally, higher order schemes are preferred,
since the truncation error drops more rapidly for finer grids. However, higher order schemes
can lead to oscillations when applied to a scalar, and requires more computational time as the
solution becomes dependent on values over a greater range of neighbouring cells.) In the code,
convective fluxes of momentum use a CDS scheme, while those of the density and reactive
scalars: c and Σgen apply a Total Variation Diminishing (TVD) scheme. A CDS scheme is used
for momentum transport to ensure low numerical dissipation such that small scale eddies are
resolved and maintained on the grid. Ideally, this scheme should also be applied for reactive
scalars to make both velocity and scalar length scales consistent, but will inevitably result in
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numerical oscillations that will destroy the boundedness of the solution. For example, progress
variable exceeding the limits of 0 and 1 will not make physical sense and will likely lead to
inaccurate predictions of the chemical source, thus strongly aﬀect flame propagation. A TVD
scheme, which combines both the features of a UDS and CDS scheme is therefore used, enabling
a stable solution with acceptable accuracy. The TVD schemes are distinguished from each
other by the flux limiter function B(r), a term that signifies the weighting of the UDS and
CDS contributions. The general form of the TVD scheme is expressed as:
Φe = ΦM +
B(r)(ΦM − ΦW )
2
; r =
ΦE − ΦM
ΦM − ΦW (4.5)
where r is the gradient ratio of the scalar. Many flux limiter functions exist [175] and the
‘PsiPhi’ code uses the CHARM limiter function because it yields an accurate and smooth
solution that is beneficial for stabilising the code [92]. The CHARM limiter function reads:
B(r) =

r(3r+1)
(r+1)2 if r > 0
0 if r < 0
(4.6)
Detailed explanations on convective schemes are provided by Versteeg and Malalaskera [175]
and will not be discussed here.
4.4 Time Advancement
Having spatially discretised the governing equations of mass, momentum and scalar transport,
the solutions would need to be advanced in time to describe the unsteady turbulent flow. This
involves first equating the volume integral for the temporal change of the scalar (the first term
on the left-hand side of Eq. (4.1)) to the sum of convective, diﬀusive and reaction rate terms
as shown by the following:
∂
∂t
(ΦM∆V ) = −FC,M + FD,M + ω˙M∆V = FTot (4.7)
where FC,M and FD,M are the sum of the convective (Eq. (4.3)) and diﬀusive (Eq. (4.2)) fluxes
over all faces of the control volume M respectively. To ease the illustration of the following
time advancement schemes, the terms on the right-hand side of Eq. (4.7) are grouped together
to form a function FTot.
The transported scalar can now be time advanced by first noting that the total simulation
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time can be divided up into a number of time intervals or time-steps n, with each time step
lasting a maximum duration of ∆t seconds. This step in time is dependent on the Courant-
Friedrich-Lewy (CFL) criterion which is used to achieve numerical stability for the explicit time
discretisation scheme used here. The maximum time step width as given by Courant et al. [46]
reads:
∆t ≤ CFL ∆|umax| (4.8)
where CFL is a scheme dependent constant with a value of less than unity and umax is the
maximum flow velocity in the computational domain. The expression ensures that a fluid
particle cannot move more than CFL ×∆ spacing in a single time step. The chosen value of
CFL has to be low enough to ensure numerical stability and accuracy, while high enough to
achieve eﬃcient advancement in time (generally faster computational times to reach statistical
convergence). To compensate for the increased diﬀusive fluxes of the reactive case, the value
of CFL is expected to be lower than for the cold case, and for the test cases studied, the values
are specified in their respective chapters. In situations where flows are highly diﬀusive, ∆t is
determined by a more restrictive criterion:
∆t ≤ ρ∆
2
2D
(4.9)
in the context of a 1-D convection-diﬀusion problem [61]. The same 1-D expression is applied
for the present 3-D cases (more specifically, in artificially thickened flame (ATF) simulations
presented in Appendix D) because the value of ∆ in Eq. (4.9) is the same in all three orthogonal
directions. The diﬀusive approximation is particularly useful in achieving a numerically stable
solution for the ATF approach because of the artificially increased diﬀusive fluxes by a factor
F . In this case, the value of D in Eq. (4.9) is equated to the maximum diﬀusivity Dmax:
Dmax = EmaxF
νmax
Sc
(4.10)
where maximum eﬃciency function Emax = F 2/3 [44] and νmax was equated to the value of the
burnt molecular viscosity. Note that Eq. (4.10) may be considered ad-hoc and to the author’s
mind, this expression has not been proposed in literature.
With a known ∆t, the transported scalar can now be advanced in time. The simplest time
advancement method is known as the explicit Euler scheme as it relies only on known values at
the previous time step. The scheme is of first order accuracy in time, hence reasonable accuracy
can only be achieved with small time steps and suﬃciently fine grids or high diﬀusivity. Though
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simple to implement, it is not stable in solving the Navier Stokes equations [61] and is only
applied for the 1-D flame study presented in Section 5.1. The present simulations employ a
third order low storage Runge-Kutta scheme [187], where ∆t is divided up into three sub-time
step widths for stability. The scalar is then time advanced explicitly, relying on values from
previous intermediate time steps until a full time-step is reached. The following equations
outline the scheme:
Φn+
1
3 = Φn +∆t1[α1FTot(Φ
n)] (4.11)
Φn+
3
4 = Φn+
1
3 +∆t2[α2FTot(Φ
n+ 13 ) + β2FTot(Φ
n)] (4.12)
Φn+1 = Φn+
3
4 +∆t3
￿
α3FTot(Φ
n+ 34 ) + β3
￿
FTot(Φ
n+ 13 ) +
β2
α2
FTot(Φ
n)
￿￿
(4.13)
where the coeﬃcients for α and β are:
α1 =
1
3
, α2 =
15
16
, α3 =
8
15
, β2 = − 75
144
, β3 = −51
81
with the following weightings for sub-time step widths: ∆t1 =
1
3∆t , ∆t2 =
5
12∆t and ∆t3 =
1
4∆t [187]. According to the author of the code, the chosen coeﬃcients and exact algorithm
are based on those found in the early FORTRAN77 code ‘Flowsi’ [63, 92], from which many of
the ideas were then adopted into the present code ‘PsiPhi’. Apart from the works mentioned
earlier, the scheme has been applied successfully to other studies [168, 188]. One advantage
of the scheme is that only two fields are stored in carrying out the time advancement: one
belonging to the previous sub-time step and the other to the current step, hence the name
low-storage.
4.5 Predictor-corrector algorithm
After conducting the spatial and temporal discretisation, it is essential to couple the reactive
scalar transport equation to the governing equations of mass and momentum. The process
mainly involves evaluating a density (mass) error between the predicted density arising from
the transport equation of mass and the density calculated from the thermochemical state. This
is then translated to a pressure term used to correct the momentum field and velocities. The
whole process is a predictor-corrector scheme and was introduced by Forkel [63] and extended
by Kempf [92]. In-depth details of the algorithm can be found in the theses by Kempf [92] and
Stein [168] and in the following paragraph, the algorithm is described briefly.
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The transport equations of mass, momentum and progress variable are first solved based on
the current solutions of ρn, ρuin and ρcn respectively. In the case of starting a simulation, these
values are defined based on experimental data, for example, the initial ρuin can be determined
by taking the product of the unburnt density field and the velocity field which is often measured
at the inlet of a fuel feeding channel / combustion chamber. As the pressure term is neglected
in the momentum equation (Eq. (2.47)), the time advanced solutions of the three transported
quantities are considered only as predicted quantities denoted by ρn+1,∗, ρuin+1,∗ and ρcn+1,∗.
The advanced solution of the progress variable reads:
ρcn+1,∗ = ρcn +∆tFTot(ρcn, ￿uin−1) (4.14)
where ￿uin−1 is corrected velocity (mass error accounted for) at the previous time step. The
Favre-filtered progress variable at the new time step can then be obtained by dividing the
transported ρc quantity by the predicted density: ρcn+1,∗/ρn+1,∗ = c˜n+1 , from which the
chemical (correct) density ρn+1c is evaluated via Eqns. (2.8) and (2.2). The diﬀerence between
ρn+1c and ρ
n+1,∗ is the density error ∆ρ and this can be translated into the pressure term within
the momentum equation through a projection method or pressure correction as shown below.
The corrected velocities ￿uin are then used to solve the three equations again, but this time,
ρn+1 is much closer to ρn+1c .
ρcn+1 = ρcn +∆tFTot(ρc
n, ￿uin) (4.15)
Projection method
The method of translating the density error ∆ρ¯ into a pressure term for momentum equation is
shown in this section. Starting with the filtered momentum equation Eq. (2.47) and integrating,
two forms of the equation can be obtained with or without a pressure term as shown accordingly:
ρui
n+1,∗ − ρuin = FTot∆t (4.16)
ρui
n+1 − ρuin = FTot∆t−
￿ tn+1
tn
∂p¯
∂xi
dt (4.17)
where, similar to the scalar transport equation, FTot denote the sum of the convective, diﬀusive
and body forces in the momentum equation. Subtracting Eq. (4.16) from Eq. (4.17) and
4.6. Boundary conditions 102
assuming that the spatial derivative of p¯ is independent with respect to time integration:
ρui
n+1 − ρuin+1,∗ = − ∂
∂xi
￿ tn+1
tn
p¯dt (4.18)
= −∂P¯
∂xi
∆t
where P¯ is the mean pressure over time interval ∆t. Substituting ρuin+1 from Eq. (4.18) and
the relation ρ¯n+1c = ρ¯
n+1,∗ +∆ρ¯ into the continuity equation Eq. (2.46):
∂ρ¯n+1,∗
∂t
+
∂∆ρ¯
∂t
+
∂
∂xi
￿
ρui
n+1,∗ − ∂P¯
∂xi
∆t
￿
= 0 (4.19)
The sum of the predicted quantity terms in Eq. (4.19) leads to zero to satisfy mass continuity
resulting in the Poisson equation for pressure:
∂2P¯
∂x2i
=
1
∆t
∂∆ρ¯
∂t
≈ ρ¯
n+1
c − ρ¯n+1,∗
∆t2
(4.20)
An iterative solver is applied to this Poisson equation leading to a pressure field which keeps
the density error below a preset minimum value or residuum. This pressure field is then used
to correct the velocity field as given by:
￿uni = ￿u∗i − 1ρ¯n+1c ∂P¯∂xi∆t (4.21)
where the velocities are those of cell faces, enabling the evaluation of new, corrected fluxes in
the mass, momentum and progress variable (Eq. (4.15)) equations. The momentum field is also
corrected equivalently, avoiding pressure-velocity decoupling:
ρui
n = ρui
∗ − ∂P¯
∂xi
∆t (4.22)
4.6 Boundary conditions
Ideally, when carrying out any practical fluid flow simulation, the computational domain should
encompass the whole burner set up even though in most cases, experimental flow measurements
are only made within a particular area of interest. An inlet computational boundary that
extends far upstream from the area of interest enables the simulated flow to develop, mimicking
that of the experiment. However, this is often computationally expensive and if simulated,
near-wall eﬀects of confined flows are often not accurately modelled, leading to an inaccurate
representation of the physical flow. Similarly, it is often desired that the outlet boundary
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should be extended as far downstream as possible, as little of the flow is known at this point
and errors may propagate upstream; this is again limited by computational resources. For
these reasons, it is therefore important to impose appropriate boundary conditions. Since the
imposed conditions are specific to the test case, they are described within chapters 6 and 7
corresponding to the burner set-ups. The following paragraphs provide a general description of
the boundary conditions that are applied to the inlet, outlet and lateral boundaries for flows
simulated in this work.
4.6.1 Inlet conditions and artificial turbulence
In most cases, the inlet conditions are known through experimental data or physical intuition.
For example, experimental data would often provide the inlet mean velocity of the reactant
gas upstream of the combustion chamber, as well as the composition of the fresh reactant.
This enables one to specify the inlet momentum as the product of the inlet mean velocity and
transported density (unburnt gas density) fields. The mean velocity may vary spatially across
the span of the combustor and this can be implemented as a polynomial fit or if raw data is
available, interpolation can be used. Specifying known values on a boundary is known as the
Dirichlet condition.
Simply setting the inlet momentum value is inadequate to describe the flows in industrial
applications as the flow is often turbulent in nature. Imposing artificial turbulence at the inlet is
therefore required and a method has been developed by Klein et al. [101] and later implemented
into the code by Kempf et al. [91] and Olbricht. The method involves taking a 2-D slice from a
3-D filtered turbulence field and adding it to the bulk velocity at the inflow. Two quantities are
specified by the user, the turbulent length scale and the turbulence intensity. First, a 3-D field
of random numbers is initialised and is cumulatively filtered along the axial direction. To avoid
the reduction in amplitude from the filtering process, the field is normalised with mean of zero
and variance of one after each filtering operation. A 2-D slice is then extracted from the field
with the desired turbulent length scale by using an empirical relationship linking the number
of filtering operations to the length scale ratio L/∆, as formulated by Olbricht. Next, the three
independent signals within this 2-D slice are transformed into turbulent velocity fields following
the procedure by Lund et al [113]. The resulting field is then added to the mean inlet velocity
field and the process is repeated to maintain transient turbulent inflow conditions during the
simulation.
The implementation was later modified by Kempf et al. [93] to minimise memory requirements
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and improve the parallel eﬃciency. The modification was particularly necessary for simulating
the case of a propagating flame in wind tunnel turbulence under extremely fine grid resolutions.
The main modification involves the application of a 1-D gaussian filter kernel to a field of
random noise, whereby the width of the filter kernel can be represented by the prescribed
length scale [101]. Computational eﬀort is reduced by the subsequent application of this 1-D
filter in each direction of the field. The main modification therefore avoids the necessity of
generating a very long cumulatively filtered field of random numbers due to the very large L/∆
ratio, eﬀectively minimising memory requirements.
4.6.2 Outflow condition and Immersed boundaries
At the outflow, a type of von Neumann condition, the zero gradient boundary condition is
implemented, and positive outflow (axial momentum) is invoked. This ensures that no fluid
entrainment occurs and fluid can enter the domain only through the inlet boundary. In math-
ematical terms, the zero gradient condition for any scalar Φ reads:
∂Φ
∂xi
ni = 0 (4.23)
where ni is a component vector pointing normal to the boundary.
In addition to setting outlet conditions, the walls of the computational domain must be consid-
ered as many practical combustion devices involve confined flows. Depending on the quantity
of interest, near wall eﬀects may need to be carefully modelled to achieve an accurate flow sim-
ulation. This normally involves the use of unstructured grids in which the flexibility in mesh
shape enables one to fit a solution to a complex geometric boundary and local grid refinement
is possible to improve accuracy. As the present work involves only studying the global charac-
teristics of the bulk flow which lies considerably far away from the walls, simple modelling of
near wall eﬀects is suﬃcient, saving computational power and speed. The wall model utilises
the immersed boundary technique, which theoretically results in a no-slip boundary condition
for velocity and a zero gradient condition for scalars.
Numerically, the technique can be more clearly described using a small 2-D mesh example
presented in Fig. 4.3. An immersed boundary field IB is first defined by setting values of 1 for
wall cells (in gray) and 0 for all fluid cells (non-gray). ‘Helper’ fields are then established based
on this IB field with each ‘helper’ field achieving each of the following outcome:
• Cell face velocities in the x-direction (y-direction) are set to zero by the green cells aligned
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Figure 4.3: 2-D mesh highlighting wall cells (grey) and ‘helper’ fields (blue and green) associated
with them.
in the y-direction (x-direction), such that the fluid will not penetrate through the wall.
• Cell-centred reaction rates at the green regions are suppressed (at least for the FSDA
method) as flames are unlikely to stabilise near the combustor walls.
• In terms of determining momentum flux quantities, upwind diﬀerencing scheme is enabled
in the regions containing blue cells and also green cells (those that are aligned in the di-
rection corresponding to that of the momentum flux), whereas higher accuracy second
order CDS is applied for white cells. To avoid a step in the eﬀective numerical viscosity
between cells, box filtering is applied to ensure a smooth transition in numerical dissipa-
tion. Physically, the fluid will therefore move more slowly along the wall, as it should in
a ‘boundary layer’ though not accurately, as only three cell widths are involved.
The disadvantages of this immersed boundary technique are that the quantities in all wall cells
are still computed and updated, leading to a waste of computational resources, particularly so
for large domains that describe complex geometry. Quenching eﬀects near the walls are also
inaccurately modelled. However, the technique will suﬃce for the present work as flame-wall
interactions are not studied and the tested geometries are relatively simple and compact.
4.7 Postprocessing
The code periodically outputs data during the simulation so that the user can check the cred-
ibility of flow quantities and narrow down the range of potential problems that may arise if a
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simulation fails. Instantaneous transported and derived quantities are outputted after every
prescribed number of time steps, as well as their statistical means and variances. The output
comes in the form of PGM, MTV and binary files with the former two providing useful visuali-
sation of quantities in the flow field, while the binary files are ideal for comparing experimental
point data. The code also writes restart files which are ideal for long simulations on systems
with time-limited queues.
For parallel runs, data from each processor is gathered into one global field and outputted by
a single processor. The first and last column of halo cells in the i-direction for each processor
are removed as they do not represent the physical field. At every user-prescribed number of
time steps, MTV and PGM files are outputted, displaying three 2-D slices in the i− j, j − k,
i − k planes of the computational domain with each slice taken at the mid-plane of the 3rd
dimension. The diﬀerences between MTV and PGM lie in colour and applicability. The MTV
files provide a colour output whereas PGMs yield a grayscale image. In terms of applicability,
MTV files provide the magnitudes of the flow quantities concerned, while the PGM files only
show a distribution of minimum to maximum values in the field over 100 levels of greyscale
shading; actual magnitudes of the field are not known. The PGM files can be easily converted
to video clips in the form of animated GIFs.
To output statistical data of means and variances, the number of time steps between samples
and the time step at which statistics are extracted, are specified. The selection of these two
quantities is based on trial and error with the help from viewing video clips of velocity and
progress variable. The statistical data can be outputted visually, but more importantly in the
form the binary files which contain values along the span-wise j− or k-direction at specified
axial locations in the i-direction. It must be noted that a mean quantity is calculated by
directly averaging the Favre filtered quantity i.e. for a quantity Q, the mean value is given by
￿Q˜￿, where ￿·￿ is a time-averaging operation. Theoretically, this cannot be directly compared
to experimental mean values which are often provided as averaged unweighted quantities e.g.
￿Q￿. But in the limit of small filter sizes, ￿Q˜￿ ≈ ￿Q￿ because density is expected to be constant
over the filter volume [178]. In terms of variances, only the resolved variance is computed
and compared against experimental data, though sub-grid scale contributions may become
important for reactive scalar fields like the progress variable. Veynante and Knikker [178] have
shown that the variance of the resolved c¯ field evolves almost linearly with the actual variance of
the progress variable and decreases with larger filter widths. Future work may involve modelling
the sub-grid scale variance before comparing simulated results with experimental data.
Chapter 5
Planar Flame studies
This chapter is divided into two sub-sections, each corresponding to a specific test case. Sec-
tion 5.1 investigates how diﬀerent algebraic flame surface density (FSDA) models behave when
subjected to varying levels of turbulence intensity. In particular, since most of the models are
based on the wrinkling factor, the trends of Ξ against u￿/SL are examined. The models are then
implemented into a 1-D CFD code that outputs their predicted flame positions at the same
(later) time with varying turbulence intensity to the verify the trends of Ξ against u￿/SL. This
1-D analysis serves to give an illustration of the models’ behaviour and are at best indicative.
This analysis has been presented recently by Ma et al. [115]. Section 5.2 describes the LES of a
premixed flame embedded in a small 3-D field of turbulence at very fine grid resolutions. The
purpose of the study is to show any diﬀerences in flame structures that are predicted by the
diﬀerent modelling techniques of FSD (including that derived by FSD transport (FSDT) equa-
tion) and artificially thickened flame (ATF). Instantaneous visualisations of 2-D slices at the
mid plane and predicted reaction rate plots are presented to illustrate the changes. The com-
plexity of the FSDT equation motivated the further investigation of the individual source/sink
terms in the equation and their behavioural trends are validated against earlier work.
5.1 1-D flame studies
Eight FSDA models are selected for testing, and these are referred to here and in Table 3.2 as
the Angelberger, Charlette-2, Colin, Fureby, Gu¨lder, Pitsch, and Zimont models. The models
satisfy the generalised FSD formulation (Eq. (3.15)) with the exception of the latter two, which
have been expressed in the form of wrinkling factor by Chakraborty and Klein [37]. Wrinkling
factor models that are a function of the progress variable as well as dynamic Knikker model
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has been excluded for simplification. The wrinkling factors are then plotted against a range of
u￿/SL from 0−6, which is a typical sub-grid range in LES, and the magnitudes of the wrinkling
factors are compared. The result is further investigated by simulating a 1-D case where a flame
is initialised near the outlet of the computational domain and propagates towards the left
against stationary fresh gas. The turbulent intensity is varied to demonstrate the non-linearity
between Ξ and u￿/SL.
5.1.1 Description of 1-D code numerical conditions
The 1-D code is written in MATLAB and can be regarded as a simplified version of the ‘PsiPhi’
code. The grid is uniform with a cell length of 0.5mm and a total domain length of 1m. Only
the continuity and progress variable transport equations are solved. The momentum equation
simplifies into a 1-D Euler equation in which dPdx = 0, assuming that the kinetic energy change
across the premixed flame is small. As the code focuses on only considering the distance of
flame travelled with increasing u￿, the mean convective velocity is set to zero at the beginning
of each time step. To account for the expansion of the burnt gas, a velocity correction scheme
is implemented, from which the change in velocity that is required to push any excess mass
in a cell down to the next cell, is evaluated. Using the cell notations set out in Fig. 4.2, the
correction scheme first involves evaluating the balance of mass fluxes into and out of a control
volume as given by:
ρM,e∆Ae∆uM,e = ρW,e∆Aw∆uW,e +
∆ρV
∆t
(5.1)
where V is the volume of a cell, and ∆ρ refers to the error between the predicted and chem-
ical densities (the chemical density is derived from the progress variable transport equation).
The densities at cell faces are determined through the same scheme used for convective scalar
transport. Further simplifying, ∆uM,e becomes:
∆uM,e =
ρW,e
ρM,e
·∆uW,e +∆x · ∆ρ
∆tρM,e
(5.2)
The corrected cell face velocity is then applied in the transport of the initial scalar quantities
through a total-variation diminishing (TVD) convective scheme using the CHARM limiter. As
only the two mass and scalar equations are solved, time advancement is carried out using the
simple Euler Explicit scheme, in which the value of ∆t is restricted by the diﬀusive criterion in
Eq. (4.9) to ensure a smaller time step for better accuracy of solution. Von Neumann boundary
conditions are applied at the inflow and outflow for all scalars apart from the velocity which is
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Table 5.1: Parameters used for 1-D flame study
σ ρu Tu Tb νu SL δL η
−− kgm3 K K m
2
s
m
s m m
0.7 1.296 276 1980 1.66× 10−5 0.27 8.78× 10−5 1.4× 10−5
set to zero at the inlet. The velocity fluctuation u￿ is set to a constant value throughout the flow
field. The flow conditions and physical properties described in Table 5.1 were used to carry out
the 1-D simulation as well as for preparing the plots of wrinkling factor Ξ against turbulence
intensity u￿/SL. The data in the table correspond to the reactive case of the ORACLES burner
described in Section 6.1, apart from the value of η, which is arbitrarily estimated for use in the
Gu¨lder model. The study also assumes u￿∆ ≈ u￿.
5.1.2 Results and Discussion
5.1.2.1 Influence of turbulence intensity on Ξ
A plot of wrinkling factor Ξ against u￿/SL is shown in Fig. 5.1 for the selected FSDA models.
The models presented in the figure follow the shape of the proposed curve (Fig. 2.4) apart
from the Angelberger, Fureby, Gu¨lder and Charlette-2 models, though it must be said that
some curves only have very small portions of linearity at low turbulence intensities. This is
not unexpected due to the range of experimental data scatter [5]. The interesting outcome
is to see the number of models delivering diﬀerent magnitudes of Ξ for the same turbulence
intensity. The reasons lie in their derivations which share the assumption of equilibrium between
the sub-grid generation and destruction of flame surface area, and that Sd = SL. The latter
assumption is inaccurate for higher flame curvatures in the thin reaction zones (TRZ) regime
and ultimately leads to an over-prediction in FSD; details of this result were discussed previously
in Section 3.2.1.4. As a result, the Angelberger model has an ever-increasing wrinkling factor
for increasing u￿/SL. Reducing the model constant a has the eﬀect of decreasing the gradient of
the curve such that for a = 0.2, comparable magnitudes in wrinkling factors to other models are
achieved but no bending slope eﬀect is observed. The Colin, Charlette-2, and Fureby models
are also expected to over-predict the FSD in the TRZ regime [37, 89], but to a lesser degree due
to the limiting behaviours imposed by the authors. For example, in the Colin model, the model
constant is defined as a function of ReT rather than a constant value that was applied for the
Angelberger model. The Charlette-2 model implements a limiting behaviour such that as u￿/SL
reaches large values, ￿i is clipped to be equal to δL. This limiter results in the horizontal plateau
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Figure 5.1: Plot of Ξ against u￿/SL for diﬀerent FSDA models.
at higher u￿/SL in Fig. 5.1. The fractal formulation of the Fureby model reduces the need to
explicitly implement limiting behaviours as the shape of the curve bears some resemblance
to the expected shape. The neglect of the resolved contribution to the wrinkling factor is
avoided because Fureby imposes a positive k at the inlet and solves for the transport equation
of turbulent kinetic energy, hence keeping u￿ > 0 in the flow. As the k transport equation is
not solved here, a modified Fureby model (FurebyM.) is therefore proposed to show the correct
behaviour in the limit of u￿ → 0:
Σgen =
 1+￿￿￿￿
mod.
Γ
￿
u￿∆
SL
￿Df−2 |∇c¯| (5.3)
which initially was expressed without the modification indicated. The modification enables Σgen
to revert to |∇c¯| in the limit of zero u￿∆ and when the flow is fully resolved, lim
∆→0
|∇c¯| = |∇c|. The
eﬀect of this modification is shown in Fig. 5.1, in which the diﬀerence in Ξ becomes negligible
with higher u￿/SL.
The Gu¨lder and Zimont models are designed for only the wrinkled flamelet (WF) and corrugated
flamelet (CF) regimes, as they ignore the influential eﬀects of the stretch rate arising from the
tangential diﬀusion component of displacement speed (i.e. −D∇ ·N) in the TRZ regime. Their
5.1. 1-D flame studies 111
magnitudes of wrinkling factor in Fig. 5.1 are therefore relatively large for high u￿/SL values.
Note that the Gu¨lder model yields relatively low magnitudes here due to the arbitrary chosen
Kolmogorov length scale in the model’s formulation.
The Pitsch model has the highest magnitude of Ξ if it is extended to the FSD formalism
following Chakraborty and Klein [37]. This is unexpected as Pitsch’s expression for ST accounts
for the physics in both the CF and TRZ regimes. However, this finding is consistent with the
a-priori DNS analysis carried out by Chakraborty and Klein [37], whose study showed that
Pitsch’s expression over-predicted the FSD in the CF regime but the prediction was accurate
for the TRZ regime (see Figs. 2(a) and (b) in Ref. [37]). This model is calibrated especially for
the TRZ regime and as it is proposed originally for the G-equation context, it may not be a
suitable model for FSD based methods. Therefore, the model has been discounted in the other
3-D simulations.
Finally, it must be noted that this study is intended to illustrate a wide range of predictions
from diﬀerent models and it is not possible to determine the ‘correct’ prediction because of the
large experimental scatter in data for reasons discussed in Section 2.3.4.
5.1.2.2 1-D flame travel study
The FurebyM. model was first applied to the simulation of a 1-D propagating flame and it was
found that this led to an ever-increasing flame brush thickness with time. Figure 5.2 shows
an initialised planar flame ‘Cini’ at 0.6m inside the domain and predicted flame positions are
noted at 0.1 s and 0.2 s (labelled as ‘t=0.1 s’ and ‘t=0.2 s’ respectively without counter-gradient
transport (CGT) modelling). To discount any sub-grid modelling uncertainties in the FSD
model, Σgen = |∇c¯| was also tested and showed a similar trend of increasing flame brush
thickness though at a slower rate. Mathematically, this feature can be explained by the steeper
(shallower) gradient of c¯ near the fresh (burnt) gas side of the flame in Fig. 3.3 for larger
filter widths, according to the BML relation linking c¯ to the readily available c˜ quantity in
the simulations. The diﬀerence in gradients acts to increase the value of Σgen at the flame’s
leading edge in comparison to its value towards the burnt gas side, leading to a faster flame
propagation rate at the leading edge than at the trailing edge. For this reason, the flame brush
thickens considerably.
As a way of mitigating the flame thickening eﬀect, sub-grid counter-gradient transport is mod-
elled to counteract the diﬀerence in flow velocity across a flame. This eﬀect is similarly modelled
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Figure 5.2: Predicted positions of flame front with (‘CGT-W.’ [154], ‘CGT-R.’ [184]) and
without non-gradient transport.
it can be anti-diﬀusive, causing numerical instability. Several models exist [81, 174, 184], and
as the present study focuses on sub-grid reactive FSD modelling, the two models by Richard
et al. [154] and Weller et al. [184] were tested for this 1-D flame study.
The Richard and Weller CGT models are given by the following expressions respectively:
Richard: [ρ¯(￿uc− u˜c˜)]CGT = −ρuSL(c¯− c˜)M (5.4)
Weller: [ρ¯(￿uc− u˜c˜)]CGT = −ρuSLΞ(c¯− c˜)M (5.5)
and a brief description on their derivations is provided by the following. The basis of the
models can be understood by first approximating the velocity diﬀerence between products and
reactants such that uP − uR = τSL for a 1-D flame assuming continuity. However, as was
discussed in Section 3.2.2.1 for the non-gradient transport (NGT) model, the flame orientation
and sub-grid wrinkling needs to be accounted for in LES. Flame orientation can be described
by introducing a resolved flame normal vector M , which can be defined as [154]:
Mi = − 1|∇c¯|
∂c¯
∂xi
= − 1|∇c˜|
∂c˜
∂xi
(5.6)
where the interchangeability of the density weighted and unweighted filtering operation of the
progress variable assumes that c¯ is a function of a limited number of parameters as given in
Eq. (3.20). Sub-grid wrinkling can be accounted for by including the wrinkling factor, which is
only present in the Weller CGT model (Eq. (5.5)). At this point, the Weller model expression
becomes: uP − uR = −τΞSLM. Veynante et al. [179] developed an expression for the sub-grid
scalar flux in RANS using the BML assumption, and by adapting it to LES, the sub-grid CGT
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flux for the Weller model becomes:
[ρ¯(￿uc− u˜c˜)]CGT = −ρ¯ΞSLM · c˜(1− c˜) (5.7)
Introducing the BML formalism in Eq. (3.19) and the incompressible equation of state as a
function of heat release parameter, Eq. (5.7) can be translated to Eq. (5.5).
The eﬀect of applying the Richard and Weller CGT models are indicated by CGT-R. and
CGT-W. in Fig. 5.2 respectively. The flame with the Weller CGT model has moved a distance
of about 0.05m in 0.2 s, while maintaining a thin flame thickness. On the other hand, the
Richard CGT model show a reduced flame thickness but it continues to increase with time.
The following mathematical 1-D analysis is conducted to explain the observed behaviour of
these two models.
By taking the derivative of the sub-grid scalar flux in Eq. (5.5) and assuming that Ξ does not
vary spatially, the sub-grid scalar stress becomes:
∂
∂xi
[ρ¯(￿uc− u˜c˜)]CGT = −ρuSLΞ ∂
∂xi
[(c¯− c˜) ·Mi]
= −ρuSLΞ
￿
c¯ · ∂Mi
∂xi
+
∂c¯
∂xi
·Mi − c˜ · ∂Mi
∂xi
− ∂c˜
∂xi
·Mi
￿
= −ρuSLΞ
(c¯− c˜)∂Mi∂xi￿ ￿￿ ￿
T1
−
￿￿￿￿ ∂c¯∂xi
￿￿￿￿+ ￿￿￿￿ ∂c˜∂xi
￿￿￿￿
 (5.8)
In the 1-D case, the first term within the square brackets will cancel out since M = −1.
Substituting Eq. (5.8) into Eq. (2.54) and applying gradient transport (Eq. (2.55)) and FSD
modelling (Eq. (3.16)), the c˜ transport equation in 1-D becomes:
∂
∂t
(ρ¯c˜) +
∂
∂x1
(ρ¯c˜u˜1)− ∂
∂x1
￿
µt
σ
￿
∂c˜
∂x1
￿￿
= ρuSLΣgen + ρuSLΞ
￿
−
￿￿￿￿ ∂c¯∂x1
￿￿￿￿+ ￿￿￿￿ ∂c˜∂x1
￿￿￿￿￿
= ρuSLΞ
￿￿￿￿ ∂c˜∂x1
￿￿￿￿ (5.9)
The expression shows that it is possible to apply c˜ instead of c¯ in the computation of |∇c| and
this has the combined eﬀect of the FSD source term and sub-grid counter-gradient transport.
The Richard CGT model is defined by setting Ξ = 1 and c˜ transport equation then becomes:
∂
∂t
(ρ¯c˜) +
∂
∂x1
(ρ¯c˜u˜1)− ∂
∂x1
￿
µt
σ
￿
∂c˜
∂x1
￿￿
= ρuSLΣgen + ρuSL
￿
−
￿￿￿￿ ∂c¯∂x1
￿￿￿￿+ ￿￿￿￿ ∂c˜∂x1
￿￿￿￿￿
= ρuSL(Ξ− 1)
￿￿￿￿ ∂c¯∂x1
￿￿￿￿+ ρuSL ￿￿￿￿ ∂c˜∂x1
￿￿￿￿ (5.10)
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Figure 5.3: Progress variable profiles predicted by diﬀerent FSDAmodels after 0.75 s has elapsed
for varying turbulence levels.
For a laminar flame Ξ = 1, both expressions (Eqs. (5.9) and (5.10)) are equal and so it is
expected that the predicted distance of flame travel will be the same for both CGT models.
However, for a turbulent flame (Ξ > 1), the predictions in flame positions diﬀer greatly. In
the 1-D code, u￿∆ has a constant value of u
￿, and so the whole flame brush is assumed to be
unresolved. Therefore, the first term on the RHS of Eq. (5.10) dominates over the second
term, thus largely retaining the flame thickening eﬀect from the term
￿￿￿ ∂c¯∂x1 ￿￿￿. The Richard model
therefore retains less of a constant flame thickness than the Weller model as shown in Fig. 5.2.
For this reason, the Weller CGT model is applied in the present 1-D flame study.
The flame positions predicted by the selected FSDA models are shown in Fig. 5.3, where the
initial c˜ profile is denoted by ‘Cini’. Strong parallels can be drawn between Fig. 5.3 and Fig. 5.1.
Pitsch’s flame accelerates the fastest with increasing u￿ and Fureby’s flame has not moved when
u￿ = 0m/s. The modification to the Fureby model resolves this issue of a stationary flame front,
and with increasing turbulence, the distance between the two flame fronts predicted by Fureby
and FurebyM. models decreases. This is consistent with the gradually increasing similarity
in the corresponding Ξ − u￿/SL curves with higher turbulence intensities. The Angelberger
and Gu¨lder models both possess a power law increase in distance travelled by the flame with
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increasing u￿/SL. With an Angelberger model constant a = 0.2, the flame positions of both
models are indistinguishable from each other due to the overlapping Ξ−u￿/SL curves (Fig. 5.1)
at low turbulence intensity. The flame distance travelled for the Angelberger model (a = 1.0)
eventually exceeds that of Zimont’s for u￿ = 0.4m/s, which corresponds to the crossover of the
Angelberger and Zimont curves in Fig. 5.1.
5.1.3 Conclusions
The tested models in this 1-D study have shown a noticeable range of predicted wrinkling
factors and not all of them follow a decreasing Ξ − u￿/SL gradient with turbulence; a trend
that is suggested by Peters [134] and Abdel-Gayed and Bradley [5] based on lines of best fit
to experimental data. The varying Ξ predictions amongst the models are likely to arise from
the equilibrium assumption of generation and destruction of flame surface area. Under this
assumption, the flame displacement speed is modelled as the laminar flame speed, neglecting
its tangential diﬀusion component which predominantly acts as a sink term to FSD when
the Karlovitz number Ka > 1. As a result, models tend to over-predict FSD under the
TRZ regime and this is consistent with the a-priori studies carried out by Chakraborty and
Cant [37]. Some of the models yield limiting behaviours to this over-prediction in Ξ in the
form of adjustable constants. To verify the predicted behaviours of Ξ with turbulence, the
models were implemented into a 1-D CFD code and it was found that the flame brush thickens
indefinitely with time, regardless of the FSDA model. Assuming a BML relation between c¯ and
c˜, the flame thickening eﬀect is induced by the steeper (shallower) gradients of c¯ near the fresh
(burnt) gas side of the flame brush. As a consequence, flame propagation occurs at the flame’s
leading edge. To overcome this issue, a modelled CGT term was added in the c˜ transport
equation, accounting for the dilatation across the flame.
Two similar CGT models were tested and in the 1-D case, the CGT model by Weller was
found to be appropriate, maintaining a thin flame profile over time. The FSDA models were
tested with the Weller CGT model and their predicted flame positions correlate well with their
relative magnitudes of Ξ. Out of the eight tested models, Gu¨lder, Pitsch and Zimont predicted
greater wrinkling factors leading to greater distances of flame travel, whereas the other models
delivered similar predictions.
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Table 5.2: Parameters used for planar premixed turbulent flame
ρu Tu Tb νu SL u￿ L0/δL ReT Ka
kg
m3 K K
m2
s
m
s
m
s −− −− −−
0.912 371 2044 2.31× 10−5 0.40 0.486 6.0 47.85 0.54
5.2 Propagating flame in wind-tunnel turbulence
The previous 1-D numerical study lacked the physical representation of a flame brush that
is wrinkled by turbulence. The nature of turbulence is three-dimensional with vortex-vortex
interaction and so it is important to understand how the FSD models behave under more
realistic turbulent conditions. Before proceeding to the LES of real turbulent flames, flame
structures and reaction rates predicted by FSDA and FSDT methods are examined on a smaller
scale as a simple way of diﬀerentiating the modelling methods. (The study can also help answer
possible discrepancies in LES predictions of real flames.) For the FSDT equation, the behaviour
of individual terms within the equation are examined and checked for consistency to earlier
work [32, 82]. The study involves initialising a vertically aligned planar premixed flame at the
centre of a rectangular cuboid but unlike typical a-priori studies, turbulence is not decaying as
artificial turbulent inflow is continuously generated throughout the simulation.
5.2.1 Description of numerical conditions
The physical parameters and computational domain size are chosen to reflect the non-dimensional
parameters in a DNS database used by Chakraborty et al. [36]. The computational domain is
a cuboid of size 36.2δL × 24.1δL × 24.1δL and three very fine grid resolutions of ∆/δL = 0.1,
∆/δL = 0.2 and ∆/δL = 0.4 with δL = 0.38mm are used, resulting in computational domain
sizes of 21.0, 2.6 and 0.3 million cells respectively. The reactants consist of methane and air
mixed at an equivalence ratio φ = 0.8, from which SL can be determined using the scaling
relation presented in Eq. (2.27), where the reference value for the laminar flame speed S0L is
estimated as 0.259m/s at P 0 = 1.01MPa and T 0u = 300K according to Gu et al. [74]. The
unburnt and adiabatic burnt temperatures are selected from the Cantera toolkit [28] in order
to satisfy the heat release parameter τ = 4.5 [36], while the values for the velocity u￿/SL and
length scale L0/δL ratios are chosen to simulate a flame within the CF regime. The integral
length scale L0 is estimated using the given value of ReT [36], and with a chosen length-scale
ratio, δL can be determined. The relevant parameters are summarised in Table 5.2. The tested
FSDA model is FurebyM., and sub-grid CGT is negligible due to the very fine grid resolutions
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i.e. c¯ ≈ c˜ according to Eq. (3.20). Initial simulations for FSDT are conducted using β = 3.0 in
the modelling of the Csg term, as suggested by Chakraborty and Cant [32] for grid resolutions
of a similar scale. An ATF simulation (thickening factors of F = 1, 2, 4 for ∆/δL = 0.1, 0.2, 0.4
respectively) is also carried out as a reference case, using a single-step Arrhenius-type reaction
mechanism with a pre-exponential factor of 7.2 × 108 s−1 [48] and an activation temperature
of 14, 983K in order to satisfy a Zel’dovich number βz of 6 (βz = Ta(Tb − Tu)/T 2u ). For all
modelling methods, the Smagorinsky constant is set to 0.1 and the value should yield minimal
influence due to the extremely high grid resolutions.
Periodic boundary conditions are applied in the transverse directions of the domain and positive
outflow is enforced. At the inlet, a velocity of SL + u￿ is applied in an attempt to maintain
the flame front at the middle of the domain for at least a short period of simulation time.
A field of homogenous turbulence with the prescribed L0 and u￿ in Table 5.2 is initialised
over the whole domain. As instantaneous data is analysed in this study, care must be taken
when interpreting the results. The initial turbulence field, and the subsequent addition of 2D
turbulent inflow slices that maintain transient turbulent conditions during the simulation as
described in Section 4.6.1, will lead to the appearance of diﬀerent instantaneous c˜ contours
for varying ∆. For the purposes of studying the flame structure, this is less of a concern,
but may aﬀect the comparison of budget plots showing source/sink terms for the three filter
widths. The coarser grid simulation was therefore tested for repeatability over 5 realisations
and generally showed minimal influence. For example, the sub-grid curvature term within the
FSDT equation yielded a maximum diﬀerence of approximately 10% from the mean value. The
idea of taking mean statistics when steady state is reached could have been achieved by setting
an inflow velocity of ST computed by Eq. (2.28) at the end of each time step such that the
flame remains at the centre of the domain. However, the main thrust of the present work is to
examine instantaneous flame structures (not necessarily at steady state) and the extraction of
mean quantities can be left for future work. The time step width is determined using the CFL
number of 0.05 for stability.
5.2.2 Results and Discussion
5.2.2.1 Predicted flame structures
Figure 5.4 shows a series of instantaneous Favre-filtered progress variable contour plots com-
paring FSDA, FSDT and ATF for three diﬀerent grid resolutions at t = 1.5tc (tc = δL/SL).
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A loose interpretation would be that the actual thickness of the physical flame corresponds
to the prediction of ATF at ∆/δL = 0.1 (Fig. 5.4(a)) with thickening factor F = 1 (the ATF
prediction cannot be considered truly accurate as only single-step chemistry is employed). The
other two methods may predict thinner flames due to the lack of molecular diﬀusion in the
progress variable transport equation, and the FSDA flame is more susceptible to wrinkling.
The presence of artificial wrinkles can lead to undesired eﬀects of greater fuel consumption
from the increased flame surface area. The artificial wrinkles may arise from the fact that the
flame is initialised thinner (one filter width thick) than the flame thickness. The flame remains
thin and becomes susceptible to much greater wrinkling than a real laminar flame which would
fold over itself due to its thickness, thus removing flame wrinkles or cusps. The lack of the
molecular diﬀusion term in FSD method further causes greater artificial wrinkling of the thin
flame. Another possible reason for the appearance of these artificial wrinkles may result from
Darrieus-Landau instability, where reactant flow speed increases (decreases) when approaching
a flame surface with concave (convex) flame curvature towards reactants, leading to increased
flame wrinkling [10]. The growth of this instability is promoted by low turbulence intensities.
The FSDT, however, avoids the artificial wrinkling (Fig. 5.4(g)). With coarser resolutions,
the simulated flame brush thickness increases and the artificial wrinkles generated from FSDA
are gradually smeared out. By ∆/δL = 0.4, FSDA’s flame resembles more closely to FSDT’s,
however demonstrating sharper negative and unphysical curvatures. The ATF predicts an in-
creasing flame thickness due to the higher values of thickening factor (F = 2 and F = 4 in
Figs. 5.4(b) and (c), respectively) as the grid coarsens.
Figure 5.5 shows the corresponding instantaneous filtered source terms: the combined filtered
molecular diﬀusion and reaction rate (referred to as ¯˙w onwards) terms for FSDA, FSDT and
ATF methods, and the filtered reaction rate term for the ATF method, of the progress variable
transport equation plotted against c˜ for the three grid resolutions. These source terms are
normalised with δL/(ρuSL). As expected, the filtered reaction rate term of the ATF method
yields curves that are skewed towards the burnt gas side, and with the addition of the molecular
diﬀusion contribution, the peak magnitude reduces and the curve becomes more symmetric.
These features are consistent with the budget plot presented by Chakraborty and Cant [35]
(see Fig. 6(a)) for a similar flame set up. The observed artificial wrinkling of FSDA could be
caused by the greater contribution of ¯˙w towards the burnt gas side compared to ATF method.
This may have an eﬀect of thinning the flame brush, thus making the flame more susceptible to
wrinkling. With greater turbulent intensities and/or longer simulation times, it may be possible
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Figure 5.4: Instantaneous c˜ contour images for ∆/δL = 0.1, ∆/δL = 0.2 and ∆/δL = 0.4
predicted by ATF, FSDA and FSDT.
0.0
1.0
2.0
3.0
4.0
5.0
0.0 0.2 0.4 0.6 0.8 1.0
So
ur
ce
 te
rm
s
c~
ATF - Reactn. rate + Mol. Diff.
ATF - Reactn. rate
FSDA
FSDT
Figure 5.5: Instantaneous budget plot of normalised source terms against c˜ for ∆/δL = 0.1
(thick line) and ∆/δL = 0.2 (medium line) and ∆/δL = 0.4 (thin line) predicted by ATF,
FSDA and FSDT.
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that the magnitude of ¯˙w will greatly surpass those predicted by the FSDT and ATF methods.
Further grid refinement may also increase the artificial wrinkling as was observed in Figs. 5.4(d-
f) possibly because of the unphysically thin flame front that is susceptible to wrinkling, and the
absence of the molecular diﬀusion term in the c-equation with FSD modelling. By contrast,
symmetrical curves are predicted by FSDT and may be attributed to the destruction of Σgen
due to the sub-grid curvature term that acts primarily at the burnt gas side of the flame [32].
With grid coarsening, a reduction in ¯˙w occurs for all models due to the reduced scalar gradients
of a thicker flame brush. The ¯˙w contribution predicted by FSDT yields the largest magnitude
across all three grid resolutions with maximum normalised values of 2.84, 1.79 and 1.00 for
∆/δL = 0.1, 0.2 and 0.4 respectively. This is a finding that cannot be deduced from the
instantaneous c˜ contours at the mid y-z plane of Fig. 5.4(g-i). One possible reason for the
larger ¯˙w contributions may arise from the inappropriate choice of the value of β in the Csg
model, where the suggested value of 3 is based upon a much higher Ka number of 9.84 [34]
Ka = 9.84 compared to Ka = 0.54. The use of larger values of β for ∆/δL = 0.4 may therefore
be necessary to promote greater FSD destruction, hence a lower reaction rate. Another reason
for the larger reaction rate may lie in the fact that at t = 1.5tc = 1.4ms, the flame predicted by
the FSDT method is still at its initial start-up phase (see Fig. 5.8) and the start-up duration
may diﬀer for the other modelling methods. The FSDT method may take a longer time for
competing processes of flame area generation and destruction to reach a dynamic balance. It
should be noted that the ‘true’ reaction rate is unknown and so it becomes diﬃcult to make any
tangible conclusion regarding the accuracy of the three model predictions. However, the key
observation stands that FSDA can lead to too thin flame fronts with grid refinement, leading
to unphysical excessive wrinkling, which does not happen with ATF and FSDT approaches.
A possible method of overcoming the artificial wrinkles for FSDA is to replace SL with S ￿L i.e.
by including a curvature contribution, as expressed in Eq. (3.34), but (N)s modelled as the
resolved flame normal M. This is necessary as S ￿L and Σgen are quantities that are mutually
dependent in their evaluation. The sign in front of the curvature term of Eq. (3.34) causes
the flame to accelerate (decelerate) in regions of negative (positive) curvature. The result
is displayed in Fig. 5.6, in which the jagged features from applying SL in Figs. 5.6(a) and
(c) are now smoothened out, resembling more closely to the prediction by ATF and FSDT.
An instantaneous budget plot in Fig. 5.7 for ∆ = 0.2δL and ∆ = 0.4δL shows that with
the modification, ¯˙w is reduced significantly from the original FSDA model prediction. But
diﬀerences in ¯˙w between the modified and original flame speed become smaller with coarser
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Figure 5.6: Instantaneous c˜ contour images for ∆/δL = 0.2 and ∆/δL = 0.4 predicted by FSDA
using SL and S ￿L.
???
???
???
???
??? ??? ??? ??? ??? ???
??
??
?? ?
???
??
??
??
Figure 5.7: Instantaneous budget plot of normalised ¯˙w against c˜ for ∆/δL = 0.2 (thick line)
and ∆/δL = 0.4 (thin line) predicted by FSDA with (—–) and without S ￿L (– – –).
filter widths, possibly due to the grid smearing eﬀect. Unfortunately, no solid conclusions
regarding the accuracy of these model predictions can be drawn due to the lack of any reference
data. Nevertheless, the curvature dependence of flame speed may be beneficial for the purpose
of FSDA modelling.
5.2.2.2 Validation of FSDT terms
In-depth studies on the individual terms within the FSDT equation for use in the LES context
have been conducted by Hawkes [80], Hawkes and Cant [82] and Chakraborty and Cant [32, 34].
To validate the current FSDT implementation, each of the modelled terms are examined in the
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form of instantaneous contour images and budget plots, which are then checked for consistency
to the earlier findings. Note that only the qualitative trends can be validated as DNS data are
unavailable to assess the actual magnitudes.
Figure 5.8 shows a plot of global consumption rates predicted by FSDT as a function of time
for the three grid resolutions of ∆/δL = 0.1, 0.2 and 0.4. The consumption rate is computed
by taking the integral of the local reaction rate over the volume of the whole domain. The
eﬀect of using diﬀerent β values in the modelling of Csg for the coarse grid is also displayed
in the plots. The results show an initial rapid increase in consumption rate within a period
of around 0.02ms, followed by a small drop. The curve of the coarse grid then plateaus for a
period of nearly 2ms, whereas the consumption rates predicted by finer grids slowly increase
during this period. This window of time describes the competing processes of flame surface
area production and destruction to achieve an equilibrium state. Thereafter, the consumption
rates are generally independent of filter width for a period of more than 2ms, beyond which
the consumption rates start diverging. As the flame would have propagated closer to the inlet,
the less physical turbulent conditions generated at this region may aﬀect the degree of flame
wrinkling, causing the discrepancy in consumption rates. The region of similar consumption
rates suggest that the total amount of flame wrinkling within the domain is the same and may
possibly reflect the expected changes in the contributions of sub-grid and resolved components
within the FSDT equation. It should be noted however that the similar consumption rates are
achieved with proper adjustment of the β value for the coarse grid, as values of β > 2.0 yield
results that increasingly deviate away from the finer grid predictions with time.
Figure 5.9 shows instantaneous contour maps of the majority of terms within the FSDT equation
for ∆/δL = 0.4 (β = 3.0) taken at t = 3ms, which lies within the period where consumption
rates are independent of filter width (see Fig. 5.8). The contour maps for the fine resolution
∆/δL = 0.1 are also presented in Fig. 5.10, showing a much thinner flame brush wrinkled by a
diﬀerent turbulent field that has the same inflow integral length scale and u￿ as the coarse grid.
All the terms away from the flame front i.e. c˜ ≈ 0 and c˜ ≈ 1 in Fig. 5.9(a) are equal to zero.
The terms presented in Fig. 5.9 also follow the sign convention as they appear on the right hand
side of the FSDT equation (Eq. (3.49)), and K = 0.8 in the contour maps of NGT and Shr
terms. The resolved and sub-grid components of strain are positive contributions to the FSD
throughout the flame brush. As expected, the contours of resolved propagation show positive
values of FSD on the fresh gas side and negative values on the burnt gas side of the flame.
The positive contributions of Pmean seemingly vary with flame curvature i.e. it becomes more
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Figure 5.8: Consumption rates predicted by the FSDT equation using diﬀerent resolutions and
β values.
pronounced in regions of concave curvature and vice versa. This is somewhat counteracted
by the mean curvature term (Fig. 5.9(c)) as both Pmean and Cmean represent the net eﬀect of
laminar propagation [80]. The strain due to heat release is formulated as an adjustment to the
mean curvature term and in this case, oﬀsets more than half of the contribution from Cmean;
this is mathematically consistent with the negative sign and the use of K = 0.8 in Eq. (3.38).
If K was equated to lower values, the opposite trend would occur but the net rate of change of
Σgen would be the same as K = c∗ which cancels out the dependency of the modelled FSDT
equation on a chosen c iso-contour. The non-gradient transport acts according to its intended
purpose of thinning the flame brush as FSD increases (decreases) at the burnt (fresh) gas
side, counteracting the gas expansion. Finally the sub-grid curvature shows relatively larger
negative contributions near the burnt side of the flame as the denominator (1−c¯) produces small
values, leading to large Csg. The aforementioned trends are consistent with those presented by
Hawkes [80].
The corresponding budget plots of the FSDT terms which are normalised by the inflow value
of u￿/L20, are presented in Fig. 5.11. At the leading edge of the flame, significant contributions
of Σgen arise from resolved convection and resolved propagation, while these two terms as well
as the sub-grid curvature term dominates at the trailing edge of the flame. The sum of the
strain components generally produces FSD across the flame brush and its sub-grid contribution
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Figure 5.9: Instantaneous images of FSDT terms using ∆/δL = 0.4 at t = 3ms.
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Figure 5.10: Instantaneous images of FSDT terms using ∆/δL = 0.1 at t = 3ms.
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is virtually negligible due to the very fine grid resolutions and weak turbulent intensity, which
nullify Γ in Ssg (Eq. (3.38)) as ∆ → 0 and u￿∆ → 0. The resolved propagation term exhibits
positive (negative) values at the leading (trailing) edge of the flame respectively with similar
magnitudes, suggesting that the term merely propagates the flame profile while retaining the
flame structure. The non-gradient transport term displays an opposite trend, assuming negative
(positive) values towards the unburned (burned) gas side of the flame brush. Such a trend is
also observed for the resolved convection term but with greater magnitudes, suggesting that it
predominantly exhibits non-gradient behaviour. The contribution from gradient transport is
very small compared to other terms within the FSDT equation for the three grid resolutions
used in this study. The aforementioned trends are generally consistent with those presented by
Hawkes and Cant [81, 82].
When ∆/δL is increased, all components including the sub-grid terms reduce. Note the change
in y-scale when moving across the diﬀerent resolutions in Fig. 5.11. This may seem surprising
at first, but the reasoning lies behind the volumetric property of flame surface density i.e. the
volume-integrated Σgen is a measure of total flame area that is independent of the filter width.
It is known that the contribution of FSD only exists within the flame brush: 0 < c˜ < 1,
and is zero in fully burnt and unburnt gases. Assuming an infinitely thin planar flame front
within a relatively large filter volume, the volume of unburned and burned gases will be much
greater than the reacting mixture. Now ‘refining’ (dividing) the same filter volume into smaller
cells, partial resolution of the flame brush will lead to certain cells fully containing the reacting
mixture as well as cells which contain only unburnt or burnt gases. Averaging these local FSD
values over the original filter volume will undoubtedly equal to the same FSD value computed
before refinement. However, as the budget plots are conditioned on the local c˜ (eﬀectively
only accounting for cells within the flame brush), Σgen will have to increase with reducing
∆ in order to maintain the same global consumption rate over a chosen control volume. The
budget plots will therefore yield a false impression of increased (decreased) contributions of both
resolved and sub-grid terms for lower (higher) values of filter width. Applying the same logic,
a possible way to observe the increased (decreased) contributions of the sub-grid (resolved)
components with increasing filter width would be to conduct explicit filtering on unfiltered
quantities. The local Σgen will then be computed for a constant mesh size, while filter width
can change independently; a process similar to a-priori DNS analysis.
In the following, other non-volumetric dependent parameters used in the modelling of individual
FSD terms are explored with respect to changing ∆. The modelling of Csg in Eq. (3.46) is first
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Figure 5.11: Instantaneous budget plot of FSDT terms for (a) ∆/δL = 0.1, (b) ∆/δL = 0.2 and
(c) ∆/δL = 0.4 with β = 3.0.
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Figure 5.12: Instantaneous plots of (a) α and (b) c¯ against c˜ at t = 3ms for diﬀerent grid
resolutions and β values.
examined. In Eq. (3.46), the three modelled parameters: α, β and c¯ are dependent on filter
width. Theoretically in the limit of ∆ → 0, α → 0 and c¯ → c˜ → c. As c¯ ≥ c˜ for all ∆
according to Eq. (3.20), smaller filter widths point to reductions in the values of c¯, causing
the denominator of Csg to eﬀectively increase throughout the flame brush. The two input
parameters of α and c¯ therefore should promote the reduction of Csg with grid refinement.
Figure 5.12 shows a plot of these two quantities conditioned on c˜ over the three filter widths.
The α values average at about 0.4 within the bulk flame brush region of 0.1 < c˜ < 0.9 but
is unexpectedly less sensitive to changes in ∆. Theoretically, α = 0.4 implies that Ξ = 1.29
by means of defining (Ni)s(Ni)s = [(1/Σgen)(∂c/∂xi)]
2 = 1/Ξ2 in the α expression. The use
of β = 2.0 has a favourable eﬀect of increasing α for the coarse grid, though no DNS data is
available to assess this prediction. Regarding the remaining areas of the flame brush, the rapid
drop of α values below c˜ < 0.1 is found to arise from the numerical condition Σgen < |∇c¯|, since
both Σgen and c˜ quantities are now solved independently and a compatible CGT model in the
c˜ equation is not employed. The numerical treatment for that condition (see Section 3.2.2.5)
would then nullify the value of α as (Ni)s(Ni)s = 1. One possible reason why the condition
does not occur on the burnt gas side arises from the flame thickening behaviour of the sub-grid
curvature term, which will more than oﬀset the eﬀects of sub-grid NGT according to Fig. 5.11.
As a consequence, both Σgen and |∇c¯| profiles may spatially coincide in the burnt gas side.
Figure 5.12(b) shows that there are minimal diﬀerences between c¯ and c˜ as expected by the
very high grid resolutions. Unlike the value of α, the choice of β yields negligible changes for
the same ∆. The remaining parameter β can be considered to deliver the greatest modelling
uncertainty as it is an adjustable constant and also has some dependence on ∆ (see Fig. 5.8 and
a-priori work [32]). Figure 5.13 shows the eﬀect of using β = 2.0 and β = 4.0 for ∆/δL = 0.4
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Figure 5.13: Instantaneous budget plot of FSDT terms for ∆/δL = 0.4 using (a) β = 2.0 and
(b) β = 4.0.
(the previous Fig. 5.11(c) uses β = 3.0). With increasing β, the contribution from Csg reduces
and also its negative peak is slightly shifted towards the unburnt gas side. The reduction and
shift in peak correspond to the increased flame thickness with β, leading to a reduction in Σgen,
particularly near the burnt gas region. This finding is consistent with those reported by Hawkes
and Cant [83] who showed that for a statistically 1-D flame, the simulated flame thickness is an
increasing function of β. The budget plots further demonstrate that Csg cannot be considered
in isolation as all the FSD terms are associated with Σgen.
Looking now at the NGT term on the RHS of Eq. (3.37), the only mechanism that nullifies
this term is if an infinitely thin flame is simulated i.e. c˜ = K when ∆ → 0. Aside from this
measure, the eﬃciency of the term will reduce with increased turbulence [80] as (Ni)s drops.
This behaviour is expected [179], but as discussed in Section 3.2.2.1, the increased velocity
diﬀerence between the products and the reactants due to sub-grid wrinkling is not accounted
for.
Finally, the relatively small contributions of the sub-grid strain term (Eq. (3.38)) are displayed
more clearly in Fig. 5.14(b) and the sub-grid strain term increases with grid refinement due
to the volumetric property of Σgen. Reduction of the value of β from 3.0 to 2.0 attributes
to a 60% increase in the peak magnitude on the coarse grid. Referring to u￿∆ for β = 3.0 in
Fig. 5.14(a), it is interesting to see that similar predictions are achieved for both ∆/δL = 0.2
and 0.4. One possible reason is that the greater smearing eﬀect from the coarse grid generates
a much thicker simulated flame. The relatively smoother progress variable gradients translate
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Figure 5.14: Instantaneous plots of (a) u￿∆ and (b) SsgΣgen against c˜ at t = 3ms for diﬀerent
grid resolutions and β values.
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Figure 5.15: Instantaneous plot of Γ (described by Γn) against c˜ at t = 3ms for diﬀerent grid
resolutions and β values.
to reduced velocity gradients in the computation of νt from the Smagorinsky model, resulting
in a much smaller increase in u￿∆. Furthermore, since implicit LES filtering is also used, the
filter width input parameter is cancelled out in the u￿∆ expression. The smoothening eﬀect
may also explain the higher (lower) u￿∆ for β = 2.0 (4.0) as thinner (thicker) flame brushes are
simulated. The remaining parameter Γ as approximated by Eq. (3.12) is displayed in Fig. 5.15,
where its peak magnitude increases by more than 1.5 times when moving from ∆/δL = 0.2 to
∆/δL = 0.4, due to its additional dependence on ∆2/3. This result is an encouraging note for
some FSDA models as it demonstrates that the models’ wrinkling factors increase with ∆. At
the flame brush boundaries, the magnitude of Γ is lower at c˜ = 1 than at c˜ = 0 as eﬃciency of
turbulent eddies are greatly weakened by the higher viscosity.
The analyses of individual parameters within the sub-grid terms indicate that not all of them are
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capable of describing the influence of∆, in particular those belonging to the Csg term. However,
as each term within FSDT cannot be considered in isolation, there may be the possibility that
other components will make up for the lost contribution due to modelling, leading to a global
consumption rate independent of ∆. There are, however, other shortcomings to this study.
First, the current set up operates under very fine grids and low Reynolds number, and so
behavioural trends of the modelled terms may change for filter widths beyond δL. To the
author’s knowledge, there are virtually no studies that examine these trends at typical LES
resolutions. The second issue arises from the computation of input parameters for the presently
tested models. For example, the Reynolds-averaged progress variable that is prevalently used in
the modelling, can also be dependent on other factors apart from c˜, ∆ and δL, such that c¯ is not
always greater than c˜. Even if c¯ ≥ c˜, the Θ constant in Eq. (3.20) may change due to diﬀerent
test conditions; another example is the evaluation of u￿∆ in the modelling of Ssg. A diﬀerent
expression involving the computation of vorticity [44] could have been used, or if not, the Cs
constant within the Smagorinsky model could have been evaluated dynamically. In either case,
the impact on the value of u￿∆ is unknown and will not be explored here. Lastly, there are
no studies available to validate the magnitude of the presented FSDT terms. For the exact
test conditions, a-priori computations are not available for comparison and even if there were,
they may not be directly comparable with the a-posteriori predictions. A simple example is
that a-priori results can show the increasing contributions of sub-grid components conditioned
on c˜ with increasing filter width. Another example is concerned with the Cmean expression by
Hawkes [80]. The a-priori result [32] exhibited a negative FSD contribution throughout the
flame brush, whereas the present case displayed a positive contribution and is consistent with
the LES finding presented by Hawkes [80].
5.2.3 Conclusions
The present study examined the diﬀerences between FSDA and FSDT in the simulation of a
propagating flame in wind tunnel turbulence for three extremely fine grid resolutions. A simple
ATF method was also conducted as a reference case. The predictions of the FSDA method led
to the presence of artificial flame wrinkles that may promote higher reaction rates due to the
increased flame surface area. With grid coarsening, these structures were gradually smeared
out. By contrast, the FSDT equation predicted a smooth flame front reminiscent to that of the
ATF method. Instantaneous plots of the combined filtered diﬀusion and reaction rate terms
conditioned on c˜ showed that the profiles of FSDA and ATF exhibited a positive skew with
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the peak slowly shifting towards the fresh gas side for coarser filter widths, whereas FSDT
predicted rather symmetric curves for the three grid resolutions. By using a modified flame
speed for FSDA models, the artificial wrinkles were smoothened out, but no data was available
to assess the accuracy of the prediction.
The current FSDT equation implementation was validated by examining instantaneous contour
and budget plots for individual terms, and their behavioural trends generally agreed with earlier
work [82]. With increasing ∆ (recognising that Σgen is a volumetric property), all components
within the FSDT equation reduced in magnitude. Other input parameters within the sub-grid
terms were explored. Of particular interest were input parameters belonging to the Csg model,
which can arguably yield the greatest model uncertainty in the FSDT equation. The model
constant β in the Csg model is known to yield some dependency on ∆ from a-priori work [32].
The present study demonstrated that the predicted global consumption rate for the coarse grid
was similar to that of the finer grid, provided that the value of β is reduced. Changing the
value of β also aﬀected the contributions of other FSDT terms. Unexpectedly, the value of α
within Csg was also found to be rather insensitive to changes in ∆. Theoretically, it should
reduce to zero in the limit of ∆→ 0 as sub-grid wrinkling decreases. Other examined sub-grid
terms were NGT and Ssg and within these terms, are mechanisms that promote their increase
with ∆, but only to a limited degree. Nevertheless, it can be speculated that the missing Σgen
contributions due to the modelling uncertainties are compensated by the resolved components
in order to deliver the same global consumption rate independent of ∆. A possible reason may
be that the sub-grid contributions are arguably small for the presently tested grid resolutions.
Similar investigations on coarser resolutions are left for future work.
Chapter 6
LES of the ORACLES burner
The ORACLES (One Rig for Accurate Comparisons with Large Eddy Simulation) burner is
a plane symmetric dump combustor which is characterised by a rectangular channel with a
sudden expansion of two backward-facing steps. Experimental studies have been conducted by
Nguyen et al. [128] and Besson et al. [17] with the goal of establishing a database that can be
used for LES development and testing. To date, several computational groups [22, 53, 56, 66]
have simulated this configuration for testing a range of combustion models. The work on FSDA
models in this chapter has also been presented in a recent paper by Ma et al. [115].
Section 6.1 describes the ORACLES burner including the dimensions of the relevant combustor
section and details of the chosen test configuration. Section 6.2 discusses the numerical details
that are specific for this test case. These consist of the grid resolution and computational
domain size, as well as the boundary conditions for the scalars and velocities. Section 6.3 is
split up into two subsections covering the non-reactive and reactive cases. The non-reactive case
was simulated to gain a greater understanding about the flow, particularly through sensitivity
studies of turbulent viscosity and grid resolution. It was also a starting point for assessing the
accuracy of predictions that LES can deliver. Due to the change in the physics of the flow,
similar sensitivity studies were conducted for the reactive case and this is followed by the model
comparisons of the FSDA and FSDT methods. Finally, conclusions of the study are drawn in
Section 6.4.
6.1 Experimental setup
The details of ORACLES burner set up has been described by Nguyen et al. [128] and a sketch
of the relevant part of the combustion chamber is shown in Fig. 6.1. The entire burner consists
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Figure 6.1: Sketch of the ORACLES burner’s combustion chamber, where h = 29.9mm. Inte-
rior width in the y direction is 5.03h. The origin of the co-ordinate axes correspond to x/h = 0
and z/h = 0 denoted in the velocity plots.
of four main sections. Two mixing chambers lead into two 3m long rectangular channels (not
shown) separated by a 0.33h thick splitter plate, where h = 29.9mm, representing the dimension
for the sudden geometric step expansion at the dump plane. These channels transport mixtures
of propane-air into the combustion chamber shown in Fig. 6.1, from which the combustion
products exit via an exhaust section. The splitter plate ends in a sharp tip of an opening
angle of 14◦ located 2.35h upstream of the dump combustor plane. The interior width of
the entire burner is 5.03h. Experimental data provided for non-reactive and reactive flows
includes mean and instantaneous velocity measurements at numerous points from the dump
plane down to a distance of 10h inside the combustor. The velocities were measured using
Laser Doppler Velocimetry (LDV) and were taken by Nguyen [128] in the framework of the
EU-funded project MOLECULES. Duwig and Fureby [56] estimate a level of computational
uncertainty (systematic error) in the mean axial velocities of below 5% for distances less than 7h
from the dump plane, and up to 15% at a distance of 10h for a grid resolution of approximately
∆ = 1.6mm. For a variable Q and noting that ￿·￿ denotes a time-averaging operation, this
systematic error was evaluated by subtracting the Favre average ￿ρQ￿/￿ρ¯￿ from the unweighted
average of the resolved field ￿ρQ/ρ¯￿ = ￿Q˜￿. The experimental uncertainty associated with
the velocity measurements range from 6-8% inside the combustor [56, 128]. Unfortunately, no
temperature measurements are available, but instantaneous direct light visualisations of the
flame provide some insight into the scalar field. The relevant non-reactive nc1 and reactive
c1 test conditions used in LES and experiments are summarised in Table 6.1. Though several
other test configurations exist, the work focuses on the case where both the upper and lower
channels possess the same propane-air mixture composition and hence the same equivalence
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Table 6.1: Parameters used for the ORACLES burner LES calculations
Case Re U0 ρu Tu Tb νu SL φ
−− ms kgm3 K K m
2
s
m
s −−
nc1 25000 11.0 1.275 276 −− 1.33× 10−5 −− −−
c1 20000 11.0 1.296 276 1980 1.66× 10−5 0.27 0.75
ratio. The Reynolds number is evaluated using the bulk velocity U0, step height h and viscosity
of the unburnt mixture νu.
In the premixed combustion regime in which the experiment operates, Broeckhoven et al. [22]
states that the Karlovitz number Ka = 1.2, Duwig and Fureby [56] approximate Ka = 1.5,
while Freitag [64] suggests a turbulence intensity ratio k1/2/SL range of 5.1-8.3 and length
scale ratio L0/δL range of 30-100. Using the definition of Ka and k in Eq. (2.15), these ratios
translate to a Ka range of 0.85-3.22 as indicated on the Borghi-Peters diagram (Fig. 2.5(a)).
The Ka numbers generally point to a location in the thin reaction zones (TRZ) regime not far
from the corrugated flamelet (CF) and TRZ boundary.
6.2 Numerics
As indicated by the dashed box in Fig. 6.1, the computational domain has a length of 16.35h
and widths of 5.03h and 5.70h (including walls) in the z- and y-directions respectively. Grid
resolutions of 4mm (coarse), 2mm (medium) and 1mm (fine) are used leading to domain sizes
with more than 0.2, 1.6 and 10.8 million cells respectively. Normalising the grid resolutions
with the Zel’dovich flame thickness, we evaluate ∆/δL = 11.4, 22.8 and 45.6 for fine, medium
and coarse grid respectively.
The length of the domain adequately covers all experimental measurements downstream from
the dump combustor plane, while upstream of the plane, the domain only extends to the tip
of the splitter plate. It would have been interesting to include the splitter plate in order to
simulate the Kelvin-Helmholtz instability in its wake, but due to the use of cubic cells and the
inability to perform localised grid refinement, the jagged slopes of the splitter plate may result
in numerical errors and instability. The experimental velocity profiles of the two channels (at
x = −5h) were prescribed to the inlet using a sixth order polynomial fit. For example, the
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upper and lower channels for the reactive case are given by:
uU(z1) = U0 · (−182.09Z6U + 552.88Z5U − 647.27Z4U + 365.95Z3U − 103.54Z2U
+14.112ZU + 0.4515) (6.1)
uL(z1) = U0 · (−211.63Z6L + 643.78Z5L − 755.24Z4L + 427.58Z3L − 120.52Z2L
+16.098ZL + 0.4105) (6.2)
where subscripts U and L refer to the upper and lower channels, and z1 is the spatial quantity
aligned with the co-ordinate axis z, where z1 = 0 at z = h. The symbol Z is the spatial quantity
normalised against half the height of the inlet flow domain hc/2 i.e. 1.18h, such that ZU (ZL)
ranges from 0 to 1 for 0 ≤ z1 ≤ 1.18h (1.18h ≤ z1 ≤ 2.36h). The coeﬃcients of determination
R2 for the upper and lower channels are 0.957 and 0.942 respectively, suggesting a strong fit
between the polynomial approximation and the experimental data. Setting the inlet of the
domain at the tip of the splitter plate is a reasonable approximation, as these velocity profiles
represent fully developed flow (the velocity profiles are unlikely to diﬀer significantly over the
relatively short axial distance of 0.2h, within which the edges of the plate converges to the
tip). Slight stretching of the profile to accommodate for the small increase in channel height is
considered acceptable.
Apart from prescribing mean velocities at the inlet, artificial turbulence is generated with an
inflow length scale and velocity fluctuation of 0.25h and 0.836m/s respectively. The former
dimension is selected based on taking half the channel height of 1.02h and multiplying this
by a constant κ (von Ka´rma´n constant) of range 0.3-0.7. From this limited range of values,
a sensitivity study of κ on the predicted velocities was carried out, from which the value of
7.6mm was selected corresponding to κ = 0.5. The value for the turbulent inflow velocity
fluctuation was chosen to match the experimental transverse velocity fluctuations w￿ at the
dump combustor plane. In the reactive case, it is found that the velocity fluctuations at the
inlet are not isotropic (u￿ ￿= w￿) due to the ‘piston-like’ stream-wise pulsation that is observed
in the experiments [128]. The pulsation is brought about by the interaction between vortices
shed oﬀ the steps and acoustic pressure variations, and to emulate this eﬀect, a sinusoidal
velocity component was added with an amplitude of 27% of the bulk velocity and a frequency
of 50Hz. These values are consistent with those suggested by Nguyen et al. [128] and Duwig
and Fureby [56]. In contrast, no pulsations are added for the non-reactive case as these are
virtually non-existent. Mathematically, the stream-wise velocity prescribed at the inlet of the
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computational domain for the reactive case is given by:
u(y, z, t) = U(z) · (1 + A sin(2πft)) + Ufluct(y, z, t) (6.3)
where U(z) denotes the polynomial mid y-z plane mean velocity profile in Eqs. (6.1) and (6.2),
Ufluct(y, z, t) is the slice of artificial turbulence with the selected length scale and velocity
fluctuation, and A and f are the amplitude and frequency of the sinusoidal pulsation with
values of 0.27 and 50 respectively.
Apart from enforcing a positive outflow, a blended central/upwind diﬀerencing scheme (CDS-
UDS) is implemented near the outflow region for numerical stability. The blending starts from
1.67h and ends at 0.33h from the outlet, beyond which only pure UDS occurs. The CDS-UDS
region is therefore located well beyond the last measurement point x/h = 9, minimising any
adverse influence from the outflow at that point. At the walls, a no-slip condition is applied. For
reactive simulations, the progress variable is initialised as zero in the central span-wise region
along the length of the combustor with lateral dimensions corresponding to that of the inlet
channel. Elsewhere, c˜ = 1 and chemical reactions predicted by FSDA are suppressed in the
fluid cells next to the walls. This wall treatment can be considered an over-simplified model for
quenching due to heat losses at the wall. Alternative flame-wall interaction models involve the
reduction of SL or the reduction in FSD according to Keppler et al. [94]. For FSDT however, the
chemical source is enabled for fluid cells next to the walls of the combustor section, but the wall
normal gradient of the transported quantities of ρ¯, ρ¯c˜ and ρ¯Σ˜gen in these cells is set to zero. This
treatment serves to reduce numerical instability that may arise from the computation of steep
scalar gradients in the terms of FSDT. In the feeding channels, chemical reaction is suppressed
in fluid cells next to the walls to prevent flame flashback. All remaining wall cell values of the
transported quantities are set to the unburnt state. Another wall treatment exclusive to FSDT
in this set up is the condition: Σgen = max(|∇c¯|,Σgen) for the single fluid cell that is located
horizontally next to the corner of the step, corresponding to the flame stabilisation point. This
prevents the possibility of the Σgen contour detaching from the step and drifting away during
the initial stages of the simulation, since Σgen is no longer dependent on |∇c¯|.
The time step is determined using the CFL number of 0.3 for both non-reactive and reactive
cases. The asymmetric flow field of the non-reactive case presents numerical stability issues
that call for the lower CFL number of 0.3.
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6.3 Results and Discussion
6.3.1 Non-reactive case
The non-reactive case simulations were run for a physical time of up to 2 s for the medium grid
and statistics were taken from 0.5 s, which is a time where the flow has broken its symmetry
and attached itself on the top or bottom wall of the combustor. The two time scales translate
to 45 and 12 flow-through times respectively. The simulation time may seem rather long, but
was necessary to achieve converged velocity fluctuations. Applying 4 (16) CPUs, the medium
(fine) grid simulation ran for 1.75 (5.5) days. In the following paragraphs, a description of the
flow is first presented followed by sensitivity studies for the Smagorinksy constant and grid
resolution.
Figure 6.2 shows the normalised mean stream-wise velocities and transverse velocities (u and
w) as well as their corresponding rms fluctuations u￿ and w￿ measured at six diﬀerent axial
locations (x/h = [0, 1, 2, 4, 7, 9]) along the mid y-z plane of the combustor. At the upstream
locations, the experimental axial profile exhibits a minimum near the centre corresponding to
the wake of the splitter plate. As the jet penetrates into the combustor, two recirculation zones
develop above and below the jet at a small distance away from the backward facing steps. The
jet then spreads towards the combustor walls but interestingly, bends and attaches itself to one
side of the combustor (in this case, the bottom wall) as can be seen by the asymmetric axial
velocity profiles that appear beyond the location of x/h = 4. Visually, the deflection can also
be seen by the simulated instantaneous images of the axial velocity field in Fig. 6.3, where there
is a longer recirculation zone at the upper wall of the combustor. In the experiment, Nguyen et
al. [128] measure a recirculation zone length of 8h for the top wall and 5.5h for the bottom, and
in Fig. 6.2, this is indicated by the lower mean axial velocity in the region close to the upper
wall at x/h = 7 compared to that at the lower wall. Studies of similar flows through single
and double backward-facing step geometries were conducted by Abbott and Kline [3] and they
too have found that the asymmetric flow pattern appears when the geometric expansion ratio
exceeds 1.50. In this case, referring to the dimensions in Fig. 6.1, (hc + 2h)/hc = 1.84, which
is a value beyond the proposed limit.
6.3.1.1 Sensitivity study for the Smagorinsky constant Cs
Unlike typical non-reactive cases where the flow is expected to be weakly sensitive to diﬀerent
values of the Smagorinsky constant, the simulated velocities in Fig. 6.2 are noticeably sensitive
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Figure 6.2: Normalised mean and fluctuating velocities for the non-reactive case using Cs = 0.05
(– – –) and Cs = 0.15 (—–) and Cs = 0.20 (· · · ). Exp. results denoted by (◦) [128].
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Figure 6.3: Instantaneous axial velocity contours for the non-reactive case at t = 0.99 s for (a)
Cs = 0.05 and (b) Cs = 0.15.
to the tested values of Cs = 0.05, 0.15 and 0.20. The reason may be explained by comparing
the instantaneous images of the axial velocity field using Cs = 0.05 and Cs = 0.15 in Fig. 6.3.
Numerical oscillations (vertical discontinuous stripes in Fig. 6.3) appear near the walls of the
feeding channel as well as in the two shear layers between the recirculation zones and the central
jet, but at the same time, finer structures are resolved. These oscillations are likely to arise from
the use of the second order CDS convective scheme for the momentum flux in regions of steep
velocity gradients in the z-direction. As a result, velocity fluctuations appear to be higher by a
factor of two than those predicted by Cs = 0.15 in the shear layers and coincidentally, captures
the fluctuating peaks u￿/u0 from x/h = 0 − 4 regardless of grid resolution (see Fig. 6.4). In
contrast, numerical oscillations do not appear for Cs = 0.15 due to the increased νt and the
expected increase in fluctuations with grid refinement can be seen. Applying an intermediate
value of Cs = 0.10 still resulted in the presence of numerical oscillations although to a slightly
lesser degree than using Cs = 0.05.
Looking at the mean velocity quantities presented in Fig. 6.2 for the medium grid, the Cs = 0.05
case shows excessive bending of the jet towards the bottom wall as evidenced by the overly
shifted axial profiles at x/h = 7 − 9 and also the over-predicted negative transverse velocities
at x/h = 2−4. On the other hand, the higher Cs value of 0.20 shows much earlier spreading of
the jet towards the upper wall. The higher transverse fluctuations at the downstream regions
suggest greater momentum transfer from the jet to the two recirculation zones, thus enabling
the flow to return to a symmetrical state at an earlier distance away from from the dump
combustor plane. The intermediate value of 0.15 shows improved agreement with experiment
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Figure 6.4: Normalised fluctuating axial velocities for the non-reactive case using Cs = 0.05 (–
– –) and Cs = 0.15 (—–). Thin line denotes ∆ = 4mm and thick line ∆ = 2mm. Exp. results
denoted by (◦) [128].
in both mean and fluctuating quantities and as a result, this value was selected for further
studies.
6.3.1.2 Grid sensitivity study
Figure 6.5 shows the axial and transverse velocities for the three grid resolutions. At upstream
locations, the three mean stream-wise profiles look very similar, capturing the mean velocities of
the jet with slight over-predictions near the walls. These slight over-predictions suggest that the
two predicted recirculation zones occur further downstream of the backward facing step, and it
is only at x/h = 2, where negative velocities at these regions appear with improved predictions
for the finest grid. Further downstream, the mean axial velocity profile of the coarse grid
remains unshifted, whereas the medium and fine grids show jet deflection towards the bottom
wall, generally matching that of experiment. The greater spreading of the jet towards the upper
wall at downstream locations may imply an earlier point of jet attachment and so the length
of the predicted recirculation zone is likely to be at least 25% shorter than that found in the
experiment. Referring to the the stream-wise velocity fluctuations, the two peaks are better
captured (x/h = 1−2) with grid refinement, and the diﬀerences among the grids diminish with
increasing axial distance. This is the result of the increased dissipation of small scale turbulent
structures in the shear layer as the flow moves downstream of the combustor, enabling most of
the remaining turbulent structures to be resolved suﬃciently on the medium and fine grids.
In the transverse direction, the mean velocities exhibit much lower (closer to zero) magnitudes,
suggesting that the flow moves predominately in the streamwise direction. Under-predicted
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Figure 6.5: Normalised mean and fluctuating velocities for the non-reactive case using the fine
(– – –), medium (—–) and coarse (· · · ) grids. Exp. results denoted by (◦) [128].
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velocities near the walls at x/h = 1 of the LES confirms the previous finding that the location
of the predicted recirculation zone is slightly shifted downstream, particularly so for the coarse
and medium grids. The increased negativity of 10% in mean transverse velocity at x/h = 4 and
z/h = 1.0 accounts for the bending of the flow towards the bottom wall with the medium grid
showing greater deflection. In terms of the fluctuating quantities, large diﬀerences between the
results gradually diminish with increasing distance from the dump combustor plane; a trend
that is also seen in the streamwise direction. The study shows that the medium grid is suﬃcient
to capture the physics of the flow.
6.3.2 Reactive case using FSDA models
The reactive case simulations for FSDA models ran for a physical time of up to 0.85 s, which
corresponds to approximately 43 flow-through times. Within this period, statistics were taken
from 0.1 s. Similar to the non-reactive case, a longer physical time was necessary to attain a
constant level of fluctuations irrespective of further sampling time. Applying 4 (16) CPUs, the
simulation ran for a length of 1.3 (8) days for the medium (fine) grid resolution.
A preliminary run using the FurebyM. model was performed and a series of instantaneous
images of the flame brush are shown in Fig. 6.6(a-d), where black and white colours denote
unburnt and burnt gases. The two flame brushes are stabilised behind the corners of the
backward facing steps and the images show two interesting features. First, the flame shape
is not simply triangular and wrinkled as shown schematically in Fig. 6.1, but displays flame
puﬃng. This is the direct consequence of adding sinusoidal pulsations at the inlet to emulate the
experimental instability that arises from flame-acoustic coupling. The pulsation creates large
pockets of unburnt gas that travel relatively far downstream, and this finding is consistent
with the LES results presented by Duwig and Fureby [56]. Experimental instantaneous flame
visualisations in direct light in Fig. 6.7(b) and (c) also show symmetrical flame flapping due to
these pulsations. The second feature is the unrealistically ‘thick’ flame brush. Typically for
the current ∆ = 2mm resolution, the turbulent flame brush should be only a few filter widths
thick but in this case, the combustor geometry cannot fully contain the whole flame brush i.e.
no fully burnt gas regions are observable in Fig. 6.6(a-d). The explanation for this lies in the
findings of the 1-D case study (Section 5.1.2.2), where the use of filtered (unweighted) progress
variable in the computation of the source term causes the flame to thicken indefinitely with
time. A sub-grid counter-gradient transport model by Weller et al. [184] was therefore applied
as a remedy, leading to a thinner 1-D flame profile. For 3-D cases, the solution becomes less
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Figure 6.6: Instantaneous c˜ contours predicted by the FurebyM. model (a-d), and with a CGT
model that is numerically untreated (e-h) and treated (i-l). Shots taken, from top to bottom,
at t = to, t = t0 +
1
4T , t = t0 +
1
2T and t = t0 +
3
4T , where t0 = 0.416 s and T =
1
f = 0.02 s
??? ??? ???
Figure 6.7: Direct light visualisations of (a) mean and (b-c) instantaneous flame brushes ex-
tracted from Nguyen et al. [128] and presented here with the permission of the rights holder,
Springer.
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eﬀective as the term (c¯− c˜)∂Mi∂xi , which is referred to as T1 in Eq. (5.8), becomes active. The sign
of T1 suggests that the flame speed increases (decreases) when the flame is convex (concave)
towards reactants. In other words, the term is a curvature-generating component, producing
more curvature for a curved flame. The result of explicitly modelling sub-grid CGT for the
ORACLES burner is shown in Fig. 6.6(e-h). Flame thickness has indeed reduced, but short
and horizontal strands of partially burnt gases appear downstream. Note that the Richard
model is used in the 3-D simulations even though the Weller CGT model maintained a thin
flame profile (see Section 5.1.2.2). The Richard model was applied for the following reasons.
First, the Richard model was found to perform considerably better in both a-priori and a-
posteriori 3-D cases according to the numerical study by Lecocq et al. [110]. With regards to
the a-priori study, the model was able to capture the DNS transitions of gradient to counter-
gradient transport when u￿ or τ was varied, while for the a-posteriori study, the Weller model
was found to deliver mean flame surface densities that are significantly larger than those of the
Richard model and those without CGT. Second, the assumption of the wrinkling factor being
spatially invariant in Eq. (5.8) is questionable, particularly in the 3-D case, and its inclusion
may bring about the greater instabilities as reported by Lecocq et al. [110]. Nevertheless, the
strands of partially burnt gases in Fig. 6.6(e-h) remain to be a problem which may be alleviated
by the following treatment.
Examining T1 in Eq. (5.8) from a numerical perspective, it is possible to deduce that the term
becomes a local maximum/minimum for a cell (referred to as ‘cell M’) that is surrounded by
cells with lower/higher c values. Furthermore, if these neighbouring cells yield similar chemical
states, the chemical source term, or more specifically, |∇c¯| for cell M would equal to zero; a
situation that is not physically realisable. Numerical treatment is therefore required to avoid
this situation, which is likely to be predominant in the ORACLES burner as shown by the
horizontal strands of fully burnt gases in Fig. 6.6(e-h). The following ad-hoc treatment is
applied for the curvature term in T1:
∂Mi
∂xi
=

0 if
￿￿￿∂M1∂x1 ￿￿￿ > 12∆ ;
0 if
￿￿￿∂M2∂x2 ￿￿￿ > 12∆ ;
0 if
￿￿￿∂M3∂x3 ￿￿￿ > 12∆ ;
∂Mi
∂xi
if otherwise.
(6.4)
The treatment eﬀectively nullifies the sub-grid CGT contribution in the aforementioned situ-
ation or in the case of directly opposing flame fronts. The result leads to a relatively thinner
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flame brush, while retaining the large pockets of unburnt gases as displayed in Fig. 6.6(i-l). The
Richard CGT model with the numerical treatment in Eq. (6.4) is employed in the following
FSDA model simulations. It can still be argued, however that the prevailing presence of grey
regions or heterogeneities in burnt gases in Fig. 6.6(i-l) are not intrinsic of flamelet models. A
possible explanation arises from the inconsistency of velocity and scalar length scales due to
the diﬀerence in convective schemes used for momentum and scalar transport respectively. A
more detailed explanation as well as a temporary solution is provided in Appendix B. Another
reason for the heterogeneities may arise from the fact that no reaction will occur for gradient
type FSD models in a local region where a homogenous c˜ field is established. For these models,
the magnitude of |∇c¯| also remains small for values of c˜ close to unity [37] and thus the slower
rate of burning towards the burned gas side gives rise to heterogeneities in the burnt gas. A
simplified 1-D analysis in Appendix C indicates that an unburnt region surrounded by burnt
gases will slowly converge towards the fully burnt state following an exponential law in time.
Figure 6.8 shows the mean velocities and rms velocity fluctuations of the reactive case, compar-
ing the simulations with and without the use of CGT for the FurebyM. model. Referring first
to the experimental data, one can see that the physics of the flow is very diﬀerent to that of the
non-reactive case. The fluid accelerates faster near the walls due to burnt gas expansion and
as a consequence, the lengths of the recirculation zones are reduced (in this case, to just over
2h compared to at least 5.5h in the non-reactive case, as seen from the negative axial velocity
at that location). In addition, unlike the non-reactive case, a symmetric flow is established
as both recirculation zones behind the steps are similar in size. The elevated stream-wise ve-
locity fluctuations at the inlet compared to those in the transverse direction further confirms
the pulsating nature of the flow. Similar to the isothermal simulations, the two recirculation
zones are again predicted slightly further away from the backward facing step leading to under-
and over-prediction in axial fluctuations near the walls at x/h = 1 and x/h = 4 respectively
for both calculations; a lack of wall modelling may lead to this result. Freitag [64] states the
possibility that the flame burns slightly lifted, hence the discrepancy in the mean stream-wise
velocities near the walls at x/h = 1. Adding the sub-grid CGT model greatly enhances the
chemical reaction as demonstrated by the much higher predicted mean velocities (more than
50% increase near wall regions), which now deliver a better agreement with the experiments.
In the transverse direction, gas expansion towards the top and bottom combustor walls are
over-predicted. This over-prediction in mean velocities may arise from the lack of modelling
the eﬀect of the combustion instability in the transverse direction of the flow. After all, it is
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Figure 6.8: Normalised mean and fluctuating velocities predicted by the FurebyM. model with
(—–) and without (– – –) CGT model. Exp. results denoted by (◦) [128].
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the added pulsations in the axial flow that are responsible for the increase in u￿ values near the
walls. However, the fluctuations are generally over-predicted at the broad central downstream
regions, likely due to the curvature-generating component in Eq. (5.8). Lecocq et al. [110] have
also reported higher fluctuations in their simulation of the PRECCINSTA swirl burner, claim-
ing that these originate from the instabilities generated by the sub-grid CGT term. Without
incorporating sub-grid counter-gradient transport, the fluctuations are seemingly well predicted
as a consequence of the excessive smoothing of progress variable gradients within the very thick
flame brush (Fig. 6.6(a-d)). For a realistic flame, these regions could have well been areas of
fully burnt/unburnt zones, while still maintaining a distinctively thin flame brush thickness.
The present study has shown that it is vital to include sub-grid CGT modelling to achieve
suﬃcient combustion as well as a more realistic flame thickness.
6.3.2.1 Sensitivity study for the Smagorinsky constant Cs
The value of Cs plays a greater role in the reactive case as there are two competing eﬀects acting
upon the flame and in turn, the flow field. With higher values of Cs, the flame surface may be
smoothened out by the increased turbulent viscosity, but on the other hand, flame wrinkling
may also increase as the chemical source is dependent on u￿∆, which is directly proportional to
Cs (Eq. (3.21)). The instantaneous progress variable contours in Fig. 6.9 suggest that the latter
eﬀect is more dominant as the portion of unburnt gases have reduced with increasing value of
Cs, particularly in the mid-downstream regions of the combustor. Smoothing eﬀects on flame
surface induced by the higher value of Cs (greater turbulent diﬀusion) are less observable.
Quantitatively, higher mean velocities are therefore attained with increasing values of Cs as
displayed in Fig. 6.10, followed by a reduction in fluctuations due to the increased dampening
eﬀect of the higher temperature-dependent viscosity and the higher turbulent viscosity. Inter-
estingly, the increases in mean axial velocities are somewhat linear to the increasing values of
Cs. The study has shown that Cs = 0.05 is a suitable choice, though to the author’s knowl-
edge, there is no minimum limit for Cs and so applying an even lower value may reduce the
mean velocities further. As a further verification of selecting Cs = 0.05, a dynamic Smagorinsky
(DS) model [140] was tested, resulting in a maximum increase of 8% in mean flow acceleration
(see Fig. 6.11) compared to the Smagorinsky model. Better predictions are achieved for peaks
of the transverse velocity fluctuations at the upstream regions and the broad central parts of
the flow. Inspection of the mean values of Cs in Fig. 6.12 reveal the presence of higher values
(Cs > 0.05), pointing to the possibility of increased νt. The similar (if not better) predicted
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Figure 6.9: Instantaneous c˜ contours predicted by the FurebyM. model using (a) Cs = 0.05,
(b) Cs = 0.10 and (c) Cs = 0.15 at 0.203 s.
results and the fact that Cs no longer needs to be specified make the DS model a more attractive
option to describe the sub-grid stresses than the original Smagorinsky model. However, the
significantly longer computational time and memory requirements in the current version of the
code prohibit its eﬀective use. Furthermore, the fact that Cs becomes a local value and yields
a non-linear relationship with the combustion model or Ξ introduces more uncertainties to the
FSD model comparison. For these reasons, the value of Cs = 0.05 is used for the testing.
6.3.2.2 Grid sensitivity study
Figure 6.13 shows the stream-wise and transverse velocities predicted by the FurebyM. model
with Cs = 0.05 for the three grid resolutions. The fine grid delivers larger over-predictions
in mean velocities for both directions at downstream regions, whereas the velocities predicted
by the coarser grids (∆ < 2mm) seem to gradually converge to those obtained by ∆ = 2mm
(see Fig. 6.14 showing mean velocities at three locations in the combustor). Previous findings
from the flame in wind-tunnel turbulence study point to the possibility that artificial wrinkling
occurs for fine grids, generating excessive flame surface area and in turn, accelerating the flow.
As the grid coarsens, these artificial wrinkles are gradually smeared out, leading to reduced
mean velocities.
Another interesting finding is the relatively large values of w￿ for the coarse grid throughout
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Figure 6.10: Normalised mean and fluctuating velocities predicted by the FurebyM. model using
Cs = 0.05 (—–), Cs = 0.10 (– – –) and Cs = 0.15 (· · · ) at locations x/h = 2, x/h = 7 and
x/h = 9. Exp. results denoted by (◦) [128].
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Figure 6.11: Normalised mean and fluctuating velocities predicted by the the FurebyM. model
using Cs = 0.05 (—–) and the DS (– – –) model at locations x/h = 2, x/h = 7 and x/h = 9.
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Figure 6.12: Mean Cs values predicted by the FurebyM. model using the DS model at locations
x/h = 2, x/h = 7 and x/h = 9.
the combustor. A series of flame brush images (not shown) display a fairly large proportion
of partially burnt gases residing at the top and bottom combustor walls. It is suspected that
boundary wall treatment used for FSDA as well as the relatively poor response of FSDA models
to the changes in filter width (mentioned later in Section 6.3.2.3), lead to a weaker chemical
source in those regions. As a result, unlike the finer grids, most of the partially burnt gases are
unable to reach fully burnt state before reaching the combustor walls. The study shows that
the medium grid generally delivers the best agreement with experiments as it is less aﬀected
by the aforementioned issues. The fact that grid refinement does not necessary lead to better
results is a severe shortcoming of the FSDA approach. The medium grid is therefore selected
in carrying out the performance comparison of FSDA models.
6.3.2.3 FSDA model comparison
Based upon the chosen variables of Cs and ∆ from the previous sensitivity studies, the pre-
mixed combustion regime in the LES context can be located on the diagram proposed by Pitsch
and Duchamp de Lageneste [144] as presented in Fig. 2.5(b). Evaluating the premixed com-
bustion regime is vital prior to the testing of FSDA models, as it provides an indication on
the applicability of the models for the ORACLES burner. In Fig. 2.5(b), the ratio ∆/δL for
the medium grid is approximately 22.8, where δL, as defined by the Zel’dovich flame thickness
in Eq. (2.24), equals to 8.78 × 10−5m based on the parameters in Table 6.1. The sub-grid
Karlovitz number Ka∆ is computed in Eq. (2.36). With the intention of basing Ka∆ on the
unburnt gas state, a plot of the conditional mean Ka∆ field (Fig. 6.15) for c < 0.1 shows that
the mean values vary from 0.05 to 0.44, with mid to high values lying close to the flame, where
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Figure 6.13: Mean and fluctuating velocities predicted by the FurebyM. model using fine (– –
–), medium (—–) and coarse (· · · ) grids. Exp. results denoted by (◦) [128].
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Figure 6.14: Normalised mean axial and transverse velocities predicted by the FurebyM. model
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Figure 6.15: Mean Karlovitz number field computed from Eq. (2.36) conditioned on c˜ < 0.1.
White regions yield no samples for c˜ < 0.1. Black vertical lines denote boundaries between
processors.
strain rates are relatively high.1 Placing this range of Ka∆ on Pitsch’s diagram in Fig. 2.5(b),
we see that the ORACLES burner operates across the wrinkled flamelet (WF) and CF regimes,
contrary to the Ka estimations made by Duwig and Fureby [56] and Broeckhoven et al. [22]
in Section 6.1. There are two reasons that may explain this diﬀerence. Firstly, Broeckhoven et
al. [22] apply a δL, presumably a thermal thickness, that is larger than the presently computed
Zel’dovich thickness and this will increase the values of Ka∆ by nearly two times. Secondly,
Ka∆ is dependent on the value of Cs through u￿∆ defined in Eq. (3.21), and so Ka∆ is only an
approximation to Ka. Even if the higher Ka value is taken, the models investigated in this
work should be applicable to the ORACLES burner test case, since curvature eﬀects on flame
stretch are relatively weak.
The results gathered from these models, as shown in Fig. 6.16, are generally in good agreement
with experimental measurements. The majority of the models show small varying degrees of
over-prediction in both stream-wise and transverse velocities near the walls where the flow
1The range of Ka∆ values was reduced to enable better contrast of the figure.
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Figure 6.16: Normalised mean and fluctuating velocities predicted by diﬀerent FSDA models
using the medium grid. Exp. results denoted by (◦) [128].
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accelerates. The following observations are made based mainly on the assessment of stream-
wise velocities in Fig. 6.16, while a further analysis is presented in the form of error bar charts
in Fig. 6.18.
1. The Angelberger, Boger and Tangermann models can give the best agreement to the
experimental data due to their adjustable constants. The Angelberger model would have
produced a larger over-prediction if the model constant a (see Table 3.2) had been set to
the original value of unity (currently, a = 0.1). The Boger model, though giving closer
agreement to experimental results with model constant KΣ = 0.25, show slightly diﬀerent
trends in relation to the other models. For example, it predicts higher values (closer to the
experimental data) for u￿ near the walls at x/h = 2 but lower values at x/h = 4. It is also
the only model that captures the experimental data of w at x/h = 1− 2, suggesting that
the recirculation zone is better predicted. The idiosyncrasies of these results for Boger
model may arise from its unique formulation of Σgen in that it does not take into account
local values of flame strain and curvature [37], and the model is explicitly dependent
upon filter width, hence the need to adjust the model constant for varying filter widths.
For the Tangermann model, the constant CR has been adjusted to a value of 3.0 which
is much lower than the suggested range of 8.0-10.0 [172]. However, this range is only
recommended for cases with higher turbulence levels; a situation which is unlikely here,
since even Ξ = 1 captures the flow reasonably well.
2. The Colin and Charlette-2 models yield very similar results. Though the Charlette-
2 model involves more computation, the similarity in results indicates that it may be
a preferable choice over the Colin model, which requires the estimation of ReT . As
these models were originally used in the artificially thickened flame context, a further
comparison between the ATF and FSD methods is presented for the Colin model in
Appendix D.
3. The Fureby model provides a prediction that follows very closely to Σgen = |∇c¯| (labelled
Ξ = 1). The predicted result suggests that turbulence is relatively weak and in central
regions of the flow, its mean velocities fall slightly below the values predicted by Ξ = 1.
The modified version of the Fureby model as presented in Eq. (5.3) was therefore proposed
to avoid the possibility of Ξ→ 0 in cases with low turbulent intensities. Figure 6.17 shows
a comparison between the Fureby and FurebyM. models at three locations. Minimal
benefits of using the modified model is gained here as the original model is already slightly
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Figure 6.17: Normalised mean axial and transverse velocities predicted by the Fureby (—–)
and FurebyM. models (– – –). Exp. results denoted by (◦) [128].
over-predicting experiments.
4. The Gu¨lder, Knikker2, Weller and Zimont models clearly yield the largest over-predictions
in mean velocities and is generally consistent with the Σgen predictions that were con-
ducted a-priori by Chakraborty and Klein [37]. The over-predictions of the Knikker
model throughout the combustor are likely to arise from the inaccurate estimation of
global value of βk (= Df − 2) that is strongly influenced by the numerical wrinkling of
the flame for the reasons outlined in Appendix B. Furthermore, the inner cut-oﬀ scale
is taken to be a constant of 3δL, which is a value that may not be correct, leading to
inaccuracies in the velocity prediction. A localised βk value may have been preferable to
avoid the higher heat release (deduced by the velocity over-prediction) at the upstream
regions of the burner. The Gu¨lder and Zimont models predict similar mean streamwise
velocities at x/h = 9, though their predicted fluctuations substantially diﬀer, with the
Zimont model yielding much higher fluctuations. In the transverse direction, the Zimont
model also delivers excessive flow acceleration, while the Gu¨lder, Knikker and Weller
models lie within range of the other models’ predictions.
5. The Muppala model captures both mean and fluctuating quantities distinctively well.
The fact that its formulation is based on an empirical fit onto a range of experimental
data of the same fuel mixture contributes to the model’s good performance.
6. Setting Ξ = 1, Σgen = |∇c¯| delivers the lowest mean velocities since the turbulence
contribution to the wrinkling factor is omitted. However, the model captures the flow
suﬃciently well, such that an additional sub-grid contribution to the model may not be
2applying the chosen parameters discussed in Section 3.2.1.2
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necessary in this case. This clearly indicates that the medium grid resolves the case well
or that the Reynolds number of the ORACLES burner is too low to require a strong
turbulent model contribution. The result also shows that fine grid resolutions can be
achieved with LES and calls for the need of a suitable model that works in the limit
of negligible sub-grid fluctuations; a problem that was apparent in the grid sensitivity
studies (Section 6.3.2.2).
To represent the prediction quality achieved in this test, an error Est is first calculated for each
measurement plane according to:
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Figure 6.18: Error bar charts for quantities u, u￿, w and w￿, and an averaged global error
predicted by FSDA models. Bars that are outlined by solid and dashed lines denote medium
and coarse grids respectively.
Est =
￿￿￿￿ n￿
i=1
(φi − φei )2
n
(6.5)
where n denotes the number of experimental measurement points per plane. The symbols φi
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and φei represent the numerical quantity and values measured in the experiment respectively.
The error is then averaged over the six planes such that each model has a single error value
Eavg for each velocity quantity as displayed in Fig. 6.18. To evaluate the global error of each
model, the Eavg of the four velocity quantities: u, w, u￿ and w￿ are summed up. The bars
with solid outlines denote the models applied to the medium grid, while dashed boundaries
denote coarse grids. Considering the errors of the stream-wise velocity under the medium
grid, the majority of the models excluding those of Gu¨lder, Knikker, Weller and Zimont’s lie
within a small error range of approximately 1.2 − 1.6 m/s. The error range in the transverse
direction is slightly smaller (0.42−0.53 m/s), despite the fact that the eﬀect of the combustion
instability on the transverse flow at the inlet is not imposed. The errors in mean u and w are
correlated: generally, a model that performs well in the axial direction also performs well in the
transverse direction. However, as these are errors averaged across the six planes, the positive
correlation may not necessarily apply at individual locations. For example, despite Gu¨lder and
Weller models largely over-predicting mean axial velocities at x/h = 9, their predictions in
the transverse direction stay inline with the other models (see Fig. 6.16 at x/h = 7, 9). In
terms of velocity fluctuations, a generally better correlation than that of mean velocities is
observed for all models. The global error bar charts show that the models, excluding Gu¨lder,
Knikker, Weller and Zimont’s, perform within a narrow error range of about 2.95 − 3.45m/s.
Within this limited range of models, there is no strong case for deciding which single model
performs the best. A possible way of narrowing down the range would be to remove the models
with adjustable constants, leaving behind the models of Charlette-2, Colin, Fureby, FurebyM.,
and Muppala. Referring back to Fig. 6.18, these models diﬀer by only a small margin but
the Muppala model improves the error fluctuations considerably. A possible reason for the
better predicted fluctuations of the Muppala model may arise from the model’s implicit CGT
implementation, avoiding the unstable properties of the curvature term T1 in Eq. (5.8). Note
however, that a suitable Le number is required for the Muppala model and its sensitivity to
the overall performance of the model is not investigated here. Here a value of 1.62 [127] is used
corresponding to a lean mixture of propane-air.
The velocity profiles in Fig. 6.16 revealed that all the models tend to over-predict the mean
velocities in both the stream-wise and transverse directions. One possible reason is that the
wrinkling is mostly resolved under the medium grid and the models are unable to perform
eﬀectively with this resolution. We may know that the wrinkling is mostly resolved by the
relatively small global error of Σgen = |∇c¯|, but the performance of the resolved Σgen (Ξ = 1) is
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expected to deteriorate rapidly for coarser grids and less so for the other models. A comparison
of coarse grid results (Fig. 6.19) with those from the medium grid (Fig. 6.16) verifies this and
also helps distinguish the ability of individual models. Ideally, a model is expected to deliver
predicted velocities that remain somewhat constant over a range of filter widths. However,
the plots show that with grid coarsening, all models predict a reduction in mean velocities
of varying degree. Apart from the Gu¨lder, Knikker, Weller and Zimont models, the models
under-predict mean streamwise experimental velocities. This is not unexpected since volume
averaged predicted values of Σgen for most models were found to deviate with filter width
in a-priori studies by Chakraborty and Cant [37]. Velocity plots show that the Charlette-2,
FurebyM., Muppala models are less sensitive to changes in ∆, whereas the Boger model is
strongly influenced by ∆, hence the model constant needs to be adjusted. Errors concerning
the coarse grid are overlaid on the error bar charts in Fig. 6.18. However, the chart alone is
less useful; a model may over-predict (under-predict) experiments for the medium (coarse) grid
by the same amount, yielding the same value of Est in Eq. (6.5) for both grids. This will then
leave a false impression that the model is insensitive to changing ∆. A better grid-independency
check would be to apply Eq. (6.5), but replace the experimental value φei with the simulated
medium grid value. The result is displayed in Fig. 6.20 for mean quantities of u and w only
as fluctuations for the coarse grid are largely over-predicted (see Fig. 6.13). Amongst all the
models, the mean error for Ξ = 1 is theoretically expected to take the highest value and its
magnitude is denoted by a horizontal dash line. Only models that fall below the dotted line
are beneficial for this test case and the smaller the error, the more grid-independent the model
is. One can see that the Charlette-2, Fureby, FurebyM. and Muppala models fall below the
dotted line for both stream-wise and transverse velocity errors, of which, the Muppala model
is the most grid-independent.
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Figure 6.19: Normalised mean and fluctuating velocities predicted by diﬀerent FSDA models
using the coarse grid at locations x/h = 2, x/h = 7 and x/h = 9. Exp. results denoted by
(◦) [128].
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Figure 6.20: Error bar charts showing diﬀerences between coarse and medium grids predicted
by FSDA models for mean u and w. Errors tending to zero denote increased grid independency.
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6.3.3 Reactive case using FSDT equation
The time at which statistics were taken and the total simulation time were similar to those for
FSDA in Section 6.3.2. However, it took computational times of 2.2 (18) days for the medium
(fine) grid resolution on 8 (16) CPUs.
A visualisation of the flame brush at one instance in time predicted by the FSDT equation
is shown in Fig. 6.21(a) along with the algebraic FSD models of FurebyM. and Muppala. A
series of instantaneous images (not shown here) display that pockets of unburnt gas still travel
down the combustor, though the reactants are consumed at significantly diﬀerent rates. The
flame brush predicted by the FSDT equation is relatively shorter and is surrounded by a larger
volume of partially burnt gases, in comparison to flames predicted by algebraic closures. Greater
mixing between partially burnt and fully burnt gases will occur in regions behind the backward-
facing steps, leading to possibly higher velocity fluctuations. Apart from the numerical eﬀects of
applying diﬀerent convective schemes for the momentum and scalar transport (see Appendix B),
one can suspect that the relatively thick flame brush (excessive volume of partially burnt gases)
arises from the lack of modelling the sub-grid CGT component in the progress variable equation
for the following reasons. When solving the FSDT equation, Σgen can become independent of
|∇c¯| and therefore decoupled from the evolution of the c˜ field, leading to a possible incoherency
between the c˜ and Σgen fields. Herna´ndez-Pe´rez et al. [84] have applied the FSDT equation
without including a CGT model in the c˜ equation, but did not mention any thickening of the
flame brush that was observed in Fig. 6.21(a). This may result from the fact that a relatively
simpler Bunsen burner flame was simulated without any recirculation zones or topological
changes. On the other hand, the study of turbulent and unsteady test cases presented here
and in chapter 7 increases the chances of encountering higher Σgen in regions that correspond
to mostly burnt/unburnt chemical gas state. Furthermore, the thin flame profile simulated by
Herna´ndez-Pe´rez et al. [84] may arise from the use of the Favre filtered progress variable c˜ rather
than c¯ in the denominator of the sub-grid curvature term (Eq. (3.46)), leading to less (more)
destruction of FSD near the burnt (fresh) gas side of flame according to the BML expression
in Eq. (3.19). It is therefore expected that less flame thickening will occur. In contrast,
the present work applies c¯ as the input parameter to Csg that is consistent with the work
presented by Hawkes [80], Hawkes and Cant [83] and also several a-priori studies [32, 33, 87, 88].
Another reason for not applying sub-grid CGT when solving the FSDT equation is related to
the numerical modelling issues. The numerical treatment in Eq. (6.4) will likely cause the c˜
and Σgen fields to be more incompatible as similar numerical treatment has not been applied to
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Figure 6.21: Instantaneous c˜ contours predicted by (a) the FSDT equation, and FSDA models:
(b) FurebyM. and (c) Muppala.
the NGT model of the FSDT equation. For the two aforementioned primary reasons, explicit
CGT modelling in the c˜ equation is not included when Σgen is computed from the transport
equation.
Prior to comparing the mean and fluctuating velocity data between FSDA and FSDT methods,
sensitivity studies for the value of Cs and grid resolution are first presented.
6.3.3.1 Sensitivity study for the Smagorinsky constant Cs
Within the FSDT equation, Cs is used as a parameter to model the sub-grid strain term
through u￿∆. This term augments FSD and so it is expected that higher values would lead to a
greater chemical source. Figure 6.22 indeed shows higher mean velocities with increasing Cs and
fluctuations generally reduce due to the increased dampening eﬀect of the higher temperature-
dependent viscosity as well as the increased turbulent viscosity. The predicted transverse
velocity fluctuations that are generally about 30% lower than experiments can be related to
the prolonged existence of partially burnt gases downstream across the span-wise width of the
combustor. The quasi-homogenous chemical state smoothens out the lateral c¯ gradients and
hence the w￿ fluctuations. The Cs value of 0.05 is appropriate to achieve a good agreement
with experiments and for consistency reasons, it is selected to make a direct comparison with
FSDA models.
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Figure 6.22: Normalised mean and fluctuating velocities predicted by FSDT using Cs = 0.05
(—–), Cs = 0.10 (– – –) and Cs = 0.15 (· · · ) at locations x/h = 2, x/h = 7 and x/h = 9. Exp.
results denoted by (◦) [128].
6.3.3.2 Grid sensitivity study
Similar to the velocity results predicted by the FurebyM. model in Section 6.3.2.2, mean stream-
wise and transverse velocities increase with grid refinement, but to a lesser degree due to the
absence of artificial flame wrinkling, which was observed previously for the FSDA method in
Section 5.2.2.1. Nevertheless, the diﬀerences in velocity predictions amongst the three grid
resolutions are likely to arise to some degree from the use a fixed value of β within the Csg
model, leading to increases in fuel consumption rate as the grid is refined. The findings from
Section 5.2.2.2 potentially point to a negative correlation between β and ∆, implying that the
use of a higher β value is necessary in calculations with the fine grid. The negative correlation
was also found in recent a-priori analyses for a range of diﬀerent Lewis and Karlovitz num-
bers [87, 88] for the same mean curvature expression and sub-grid curvature model employed
here. By increasing the value of β with reducing ∆, greater destruction of flame surface density
is expected, leading to reduced, better predicted mean velocities.
Amongst the three grid resolutions, larger diﬀerences in mean velocity profiles only appear
further downstream of the combustor (past x/h = 7), and the transverse fluctuations predicted
by the coarse grid are quantitatively similar to those of the finer grids. The resemblance in
fluctuations is in contrast to the earlier findings reported for the FSDA model predictions, in
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which w￿ for the coarse grid are greatly over-predicted. Apart from the quasi-homogeneous
presence of partially burnt gases downstream, another possible contributing factor to the lower
transverse velocity fluctuations for the coarse grid is the special wall-treatment used in con-
junction with the FSDT equation. As the chemical source is no longer suppressed for fluids
cells immediately next to the wall, fresh gases in those regions are consumed at a faster rate,
thus limiting the presence of vertical c¯ gradients in those regions. For consistency reasons and
the fact that the medium grid yields a good agreement with experiments, the medium grid is
selected in carrying out the FSDA model and the FSDT equation comparison.
6.3.3.3 Comparison of FSDT and FSDA
Figure 6.24 shows mean and fluctuating velocities predicted by the FSDT equation and the two
algebraic models of Muppala and FurebyM., both of which were found to perform reasonably
well. The FSDT method yields potentially better predictions than the FSDA models in certain
locations. At x/h = 1, the region around the recirculation zone is better predicted by the FSDT
equation, capturing well the mean lateral contraction as indicated by the transverse velocities of
the central jet. Similar predictions to those of the FSDA models are obtained between x/h = 2
and x/h = 4, but beyond x/h = 7, the mean velocities at the core region of the combustor are
over-predicted by the FSDT equation. Mean progress variable visualisations of the flame (not
shown here) predicted by the FSDT approach reveal a shorter region of fresh gases (c˜ = 0)
than that of FSDA, leading to the earlier (a shorter distance away from the dump combustor
plane) expansion of gases in the transverse direction. Velocity fluctuations are quantitatively
better captured by the FSDT equation than the FSDA models throughout the combustor,
though one can easily speculate that the lower stream-wise and transverse velocity fluctuations
are linked to the excessive volume of partially burnt gases that smoothen out c¯ gradients. A
major contributing factor to the higher fluctuations predicted by the FurebyM. model along the
central span-wise width of the combustor is arguably linked to the explicit modelling of sub-grid
CGT that consists of the curvature-generating component, adding more artificial wrinkles to
the flame. The acceleration of gases across the numerous artificial flame fronts will eﬀectively
modify the turbulent flow field as well as the vorticity field, hence generating higher velocity
fluctuations. By contrast, the Muppala model predicts about a 30% reduction in fluctuations
compared to those of the FurebyM. model, as CGT is implicitly included in the chemical source
term. Visually, this can be observed by the relatively greater wrinkling of the flame brush in
Fig. 6.21(b) than in Fig. 6.21(c).
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Figure 6.23: Normalised mean and fluctuating velocities predicted by FSDT using fine (– – –),
medium (—–) and coarse (· · · ) grids. Exp. results denoted by (◦) [128].
To quantify the performance of FSDT approach and the two algebraic models, the same error
analysis using Eq. (6.5) is applied and presented in Fig. 6.25. Note that the errors for Ξ = 1 are
also included as their magnitudes indicate the level of sub-grid wrinkling and thus increases with
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Figure 6.24: Mean and fluctuating velocities predicted by the FSDT equation (—–) and FSDA
models: FurebyM.(– – –) and Muppala (· · · ) using the medium grid for the ORACLES burner.
Exp. results denoted by (◦) [128].
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Figure 6.25: Error bar charts for quantities u, u￿, w and w￿, and an averaged global error
predicted by FSDT and FSDA models. Bars that are outlined by solid and dashed lines denote
medium and coarse grids respectively.
grid coarsening. The global error shows a narrow error range of 2.66-3.44m/s for the medium
grid. Both FSDT and FSDA methods generally produce similar predictions, considering that
the lower global error of the FSDT equation is partly the result of the better predicted velocity
fluctuations, which originate from the excessive volume of partially burnt gases surrounding
the flame. The error averaging across the six planes also hides certain details of the model
predictions. For example, the relatively higher predictions of w errors for the FSDT equation
is likely biased towards the over-predicted lateral acceleration of gases downstream, concealing
the significantly improved predictions near the recirculation zones at x/h = 1. For these reasons
as well as the limited error range, there is no strong evidence to suggest the best modelling
approach from these charts. Figure 6.25 also shows the eﬀect of coarsening the grid and
generally the errors predicted by Ξ = 1 are larger than those predicted by the other models.
A further grid independency check in Fig. 6.26 shows that the Muppala model remains to
be “the most grid-independent”, whereas the predicted errors of the FSDT equation surpass
those of Ξ = 1 for the following reasons. Unlike the FSDA models, the Σgen obtained from the
transport equation is not explicitly computed as a function of |∇c¯| and so the value of Σgen may
deviate from |∇c¯| in regions of fully resolved wrinkling due to the modelling uncertainties. More
importantly, the fixed value of β within Csg leads to diﬀerences in predicted global consumption
rates of reactants across diﬀerent grid resolutions as demonstrated in Section 5.2.2.2.
The eﬀect of applying three diﬀerent values of β (values of 3, 6, and 9) on flow velocities is
therefore investigated on the medium grid and predicted velocities are presented in Fig. 6.27.
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Figure 6.26: Error bar charts showing diﬀerences between coarse and medium grids predicted
by FSDT and FSDA models for mean u and w. Errors tending to zero denote increased grid
independency.
As expected, with higher values of β, reactants are consumed at a slower rate and so the
mean flow acceleration drops. An interesting finding is that the diﬀerences in the mean and
fluctuating velocities between the two higher β values are noticeably less than between β = 3
and 6. (Quantitatively, there is a diﬀerence of 12.5% between β = 6 and 9, and a diﬀerence of
33% between β = 3 and 6 in mean velocities at x/h = 9 near the combustor walls.) A similar
dependency can be seen for the mean flame surface density values displayed in Fig. 6.28, which
also indicates the presence of a shorter flame with low β values. The non-linear relationship
between Σgen and β may be related to the formulation of the maximum FSD Σmax that was
theoretically proposed by Hawkes and Cant [83] for a 1-D flame propagating against a flow with
constant speed of SL, assuming the use of the same sub-grid curvature model. The expression for
Σmax [83] is given by: Σmax = (Ssg/αSL)ββ/(1−β), though one must note that the formulation
is based upon major simplifications such that the result may not be carried over to general
cases. The simplifying assumptions include constant density, frozen turbulence (i.e. no spatial
or temporal variation of turbulence parameters), and the omission of turbulent diﬀusion. The
surface averaged flame normal is also assumed to be a constant, thus cancelling out several of
the resolved terms within the FSDT equation. From a geometric perspective, one can also
speculate that the increased flame thickening from higher values of β partly result from the
overlapping of wrinkled flame features, which reduces the total flame surface area. Intuitively,
this may be further promoted by the pulsating eﬀect of the flow. Beyond a certain value of
β, new opportunities for neighbouring flame fronts to join reduce, leading to smaller changes
in FSD and therefore heat release. As a possible consequence, a smaller velocity diﬀerence is
observed between β = 6 and 9.
6.3. Results and Discussion 169
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
0.0 1.0 2.0 3.0
z/h
x/h = 0
u/U0
0.0 1.0 2.0 3.0
x/h = 1
0.0 1.0 2.0 3.0
x/h = 2
0.0 1.0 2.0 3.0
x/h = 4
0.0 1.0 2.0 3.0
x/h = 7
0.0 1.0 2.0 3.0
x/h = 9
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
0.0 0.2 0.4 0.6
z/h
u’/U0
0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
-0.2 0.0 0.2
z/h
x/h = 0
w/U0
-0.2 0.0 0.2
x/h = 1
-0.2 0.0 0.2
x/h = 2
-0.2 0.0 0.2
x/h = 4
-0.2 0.0 0.2
x/h = 7
-0.2 0.0 0.2
x/h = 9
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
0.0 0.1 0.2
z/h
w’/U0
0.0 0.1 0.2 0.0 0.1 0.2 0.0 0.1 0.2 0.0 0.1 0.2 0.0 0.1 0.2
Figure 6.27: Mean and fluctuating velocities predicted by FSDT using β = 3 (– – –), 6 (—–)
and 9 (· · · ). Exp. results denoted by (◦) [128].
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Figure 6.28: Mean Σgen values predicted by FSDT using β = 3 (– – –), 6 (—–) and 9 (· · · ).
6.4 Conclusion
Isothermal and reactive simulations were conducted for the plane symmetric dump combus-
tor known as the ORACLES rig. Simulations of the non-reactive case were first carried out
to ascertain the level of accuracy that LES delivers. The flow was found to be asymmetric
with the presence of a longer (shorter) upper (lower) recirculation zone. Their lengths were
influenced by the values of the Smagorinsky constant Cs, and a lower Cs value of 0.05 yielded
numerical oscillations near the shear layer regions as a consequence of employing second order
central-diﬀerencing scheme for momentum transport. With higher values of Cs, the numerical
oscillations were eventually dampened out due the increased turbulent viscosity, and Cs = 0.15
was considered to be an appropriate value to capture the jet deflection downstream. A grid
sensitivity study was then conducted and only the medium and fine grids were able to capture
the jet deflection.
For the reactive simulations, the flow becomes symmetric with higher gas acceleration at the
top and bottom walls of the combustor. It was found that the additional modelling of sub-grid
CGT is essential for achieving a more realistic flame brush thickness when using FSDA models.
The diﬀerence in numerical schemes for momentum and scalar transport also play a role in
the flame brush thickness; the long-term solutions of which are left for future work. A value
of Cs that is diﬀerent to that of the non-reactive case was selected as the higher temperature-
dependent viscosities dampened out the numerical oscillations, and a better agreement with
experiments is achieved with Cs = 0.05. A grid sensitivity study revealed that the medium
grid was suitable for algebraic model testing. The coarse grid delivered largely over-predicted
6.4. Conclusion 171
fluctuations, while the fine grid results may suﬀer from excessive artificial flame wrinkling as
previously observed for a propagating flame in wind-tunnel turbulence. The artificial wrinkling
is indeed a serious problem as this implies that solutions do not necessarily converge with grid
refinement using the LES-FSDA approach.
Thirteen algebraic FSD models were tested. The configuration used was found to operate
mainly in the WF and CF regimes based on Pitsch and De Lageneste premixed combustion
regime diagram [144]. Comparison of the models from the axial velocity profiles have shown
that the Gu¨lder, Knikker, Weller and Zimont models yielded large over-predictions, while the
Muppala model performed relatively well. A detailed error analysis verified this observation,
but most models were found to operate within a narrow global error range. Considering the
models without adjustable constants, the models of Charlette-2, FurebyM., and Muppala per-
formed relatively better. An error analysis was used to further assess the grid-independency of
individual models. As expected for the coarse grid, the model Σgen = |∇c¯| (Ξ = 1) alone was
insuﬃcient to describe the filtered reaction rate and so a FSD model was required to take into
account the increased level of sub-grid scale wrinkling. The analysis showed that the Muppala
model is the most insensitive to the changes in filter width. Finally, a comparison with FSDT
results was made and better agreement with experiments was obtained for transverse velocities
in regions near the recirculation zone. Fluctuations throughout the combustor are seemingly
well predicted due in part to the excessive volume of partially burnt gases; a problem that
could possibly be solved with proper counter-gradient modelling of the progress variable equa-
tion. The error analysis showed that FSDT yielded marginally better results than the algebraic
models, and a further grid-independency check suggested that FSDT performed inconsistently
across the coarse and medium grid resolutions. The results point to the necessity of adjusting
the value of β within the sub-grid curvature term and earlier studies in this thesis supported
this finding. Lastly, a sensitivity study on the β model constant for the same grid resolution
showed that systematic increases in the value of β led to a non-linear decrease in mean flow
velocities. A more robust model may be required to account for test cases that yield higher
flame curvatures.
Chapter 7
LES of the Volvo Rig
The Volvo Rig consists of a straight rectangular channel with a premixed flame that is stabilised
behind a triangular flame holder, emulating a jet engine afterburner. Experiments have been
conducted by Sjunnesson et al. [161, 162, 163] and, as in the case of the ORACLES burner, one
of the main objectives is to generate good experimental data for combustion model validation.
The understanding of relevant flow physics have been supplemented in the numerical studies
involving a range of LES combustion models [15, 65, 70, 120, 182]. The present work on FSDA
models for the Volvo Rig has also been presented in a recent paper by Ma et al. [115].
7.1 Experimental setup
The whole set up consists of two main sections: the inlet and the combustor. In the inlet
section, the flow of air is first distributed over the cross-section by a critical orifice plate that
isolates the combustor acoustically from the air supply system. Gaseous propane is introduced
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Figure 7.1: Sketch of the Volvo Rig’s combustor section, where H = 40mm. Interior width in
the y direction is 6H.
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Table 7.1: Parameters used for the Volvo Rig LES runs
Cases Re U0 ρu Tu Tb νu SL φ
−− ms kgm3 K K m
2
s
m
s −−
NRx 37200 17.3 1.169 298 −− 1.86× 10−05 −− −−
Rx 28000 37.0 0.591 600 1876 5.29× 10−05 0.76 0.58
through a multi-orifice injector and premixed with the air stream, and the mixture then tra-
verses honeycomb screens that control the turbulence to a level of approximately 3− 5% [162].
The mixture then approaches the combustor section (shown in Fig. 7.1), and anchored at a
distance of 7.75H from the combustor inlet, lies a triangular flame holder of height H = 40mm,
which helps to stabilise the flame by the recirculating burnt gases in its wake. Two shear layers
extend behind the corners of the bluﬀ body further promoting combustion due to the enhanced
mixing between the fresh and burnt gases. Details of experimental parameters for pre-heated
propane air combustion are outlined in Table 7.1; the Reynolds number is evaluated using the
bulk velocity U0, unburnt viscosity νu and flame holder heightH. The burnt temperature Tb will
be referred to as the adiabatic flame temperature Tad as shown later in the plots. Experimental
data consists of Laser Doppler Anemometry (LDA) measurements of velocity [162, 163]1 and
Coherent Anti-Stokes Raman Scattering (CARS) of the temperature [161]. The optical access
is provided by quartz windows located along side walls in the y-direction and these walls are
cooled by air. The top and bottom walls without windows in the z-direction are water cooled.
To the author’s knowledge, the exact location of the premixed combustion regime that this flame
operates in on the Borghi-Peters diagram (Fig. 2.5(a)) has not been specified in literature, but
it known that the flame operates in the corrugated flamelet (CF) regime based upon the mean
Karlovitz number range of 0.1-0.7 [9]. By applying the inflow turbulence intensity of 3-5% [162],
the range of L/δL is computed and the location is indicated in Fig. 2.5(a).
7.2 Numerics
The computational domain includes the whole of the combustor section shown in Fig. 7.1
with walls in both the y and z directions. Grid sizes of 2mm (coarse) and 1mm (fine) were
used leading to domain sizes of 4.5 and 34.3 million cells respectively. When normalised with
δL, ∆/δL = 20.1, 10.0 are obtained for the coarse and fine grids respectively. A coarser grid
1The same velocity data [163] for the Rx case in Table 7.1 can also be found in the work by Fureby and
Mo¨ller [67].
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resolution of 4mm was tested for the non-reactive case and was found to be insuﬃcient to
describe the level of turbulence dissipation behind the bluﬀ body and was therefore not used
for the reactive case.
For both non-reactive NRx and reactive Rx cases, uniform velocity profiles are initialised at
the inlet and artificial turbulence is generated with a turbulent intensity of 4% of U0 to reflect
the measurements, and a length scale of 0.45H. The length scale was calculated by taking half
the channel height of 3H and multiplying this by κ = 0.3 after conducting sensitivity studies.
At the outflow, a zero gradient condition is applied for all quantities and for stability, a blended
central/upwind diﬀerencing scheme is implemented for velocities 1.25H from the outlet. This
is a distance that is far away from the last measurement point, which is located at x/H = 9.40
and so any adverse influence from the outflow is minimal. For reactive cases, the progress
variable is initialised as zero in the side walls and also for a rectangular block of fluid cells
from the inlet to the onset of the flame holder. The remaining areas are burnt (c˜ = 1). The
wall treatment is similar to the ORACLES burner, where a no-slip condition is applied and
chemical reactions are suppressed in the fluid cells next to the walls for FSDA modelling. One
exception applies for the cells immediately behind the flame holder, where the chemical reaction
is enabled for these fluid cells to help with flame stabilisation. For FSDT, the normal gradient
of the three transported quantities of ρ¯, ρ¯c˜ and ρΣ˜gen is set to zero at the wall. Unlike the
FSDA runs, this Von Neumann condition causes the flame holder to be unburnt. The special
condition max(|∇c¯|,Σgen) is enforced for the two fluid cells that are located horizontally behind
the corners of the flame holder to avoid the possibility of the Σgen contour drifting away from
the flame holder during the initial stages of the simulation. A CFL number of 0.5 is used for
both non-reactive and reactive cases.
7.3 Results and Discussion
7.3.1 Non-reactive case
The non-reactive case simulations ran for a physical time of up to 1.5 s which equated to around
26 flow-through times, within which the gathering of statistics was started at 0.2 s (i.e. after
8 flow through times) to allow the flow upstream of the bluﬀ body to fully develop. For the
coarse (fine) grid, the runs were carried out on 12 (48) CPU cores producing a run time of
about 1.7 (4.0) days.
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Figure 7.2(b) shows an instantaneous image of the axial velocity calculated using the fine grid.
Asymmetric vortex shedding occurs from the shear layers that form behind the corners of the
bluﬀ body holder, leaving behind a von Ka´rma´n vortex street pattern. With increasing axial
distance, the vortices break down into smaller eddies and these dissipate due to viscous forces.
Looking at the normalised experimental axial mean velocity profiles (u/U0) in Fig. 7.3, a uniform
velocity profile is obtained downstream (x/H = 9.40) as the viscous stresses reduce the velocity
gradients between the wake and the free stream surrounding it. The simulated velocities of the
medium and fine grids are fairly similar and show good agreement with experimental data,
whereas the coarse grid predicts a delayed recirculation zone. The predictions of u￿/U0 at
all three grid resolutions at x/H = 0.95 are all greater than the experimental data and the
diﬀerences diminish downstream; a finding that is consistent with those made by Manickam et
al. [120]. In the transverse direction, the grid resolution plays a greater role as the coarse grid
delivers noticeably higher w￿/U0 fluctuations than the two finer grids. As stated by Manickam
et al. [120], the coarse grid may be too coarse to capture the correct resolved strain rates that
are used in the turbulent viscosity model, leading to less dissipation of small scale turbulence.
The reduction in dissipation can be observed in the instantaneous images of u and w (Fig. 7.2),
where the coarse grid predicts a longer trail of eddy structures behind the bluﬀ body and this
point is further supported by the longer recovery zone to reach u/U0 = 1 along the central axis
of the channel in Fig. 7.4. Overall, the medium and fine grids make similarly good predictions
and the former is suﬃcient for describing the cold flow.
Applying the same grid resolution, it is expected that lower values of Cs will generally lead to
less sub-grid scale dissipation leaving behind a longer trail of eddies. The fluctuations in Fig. 7.5
support this claim as the lowest value of Cs predicts the highest u￿/U0 and w￿/U0 values in the
three locations. The Cs value of 0.10 is chosen as the higher value is slightly too dissipative at
certain locations.
7.3.2 Reactive case using FSDA models
The reactive simulations for FSDA ran for a physical time of up to 0.5 s and statistics were taken
at 0.2 s, leading to approximately 24 and 10 flow-through times (assuming averaged velocity
between unburnt and burnt gases) respectively. The simulations ran for 2.2 and 17 days on the
coarse and fine grid using 12 and 48 CPUs respectively.
Two sheet-like flame fronts are formed on the top and bottom corners of the triangular bluﬀ
body and propagate downstream. The region of burnt recirculating gas behind the bluﬀ body
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Figure 7.2: Cropped images of the instantaneous axial and transverse velocities for the non-
reactive case using (a,d) coarse, (b,e) medium and (c,f) fine grids respectively.
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Figure 7.3: Normalised mean and fluctuating velocities for the non-reactive case using coarse
(· · · ), medium (—–) and fine (– – –) grids. Exp. results denoted by (◦) [162].
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Figure 7.4: Normalised mean axial velocity for the non-reactive case using coarse (· · · ), medium
(—–) and fine (– – –) grids along the 1m channel. Exp. results denoted by (◦) [162].
stabilises the flame, and the turbulence generated by the shear layers as well as the vortex
shedding promote the continuous mixing between the fresh and burnt gases. Downstream of
the recirculation zone, the flame propagates asymmetrically, eventually attaching to the top
and bottom walls of the combustor as shown later in Fig. 7.7(a). The downstream distance at
which the flame attaches to the walls can vary depending on the value of Cs (Section 7.3.2.1)
and the selected FSD model as shown later in Section 7.3.2.3. Due to the lack of a proper wall-
model, the flame’s attachment point to the wall cannot be predicted accurately. In comparison
to the non-reactive case, the recirculation zone is found to be about three times longer and
the axial velocity at the combustor exit can increase to over twice the inflow velocity (compare
Fig. 7.4 with later presented Fig. 7.17). Prior to making a performance comparison with FSDA
models, sensitivity studies on Cs and filter width are carried out. To maintain consistency with
the ORACLES burner simulations, the CGT model from Richard et al. [154] was included in
carrying out the following studies.
7.3.2.1 Sensitivity study for the Smagorinsky constant Cs
A sensitivity study is conducted for the three values of Cs: 0.05, 0.10 and 0.15. It is possible
to select a diﬀerent value of Cs than the cold case as high viscosities now exist in the high
temperature region behind the bluﬀ body, altering the dynamics of the flow. Contrary to the
non-reactive case, the length of recirculation zone also increases as the value of Cs increases.
Figure 7.6 shows the normalised mean and fluctuating axial and transverse velocities predicted
using the three diﬀerent values of Cs. None of the calculations are able to capture the negative
mean axial velocities (reverse flow) at the upstream location, but at x/H = 3.75, the predictions
using Cs = 0.05 better captures the recovery velocity in the wake. The use of higher values
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Figure 7.5: Normalised mean and fluctuating velocities for the non-reactive case using Cs = 0.05
(– – –), Cs = 0.10 (—–) and Cs = 0.15 (· · · ). Exp. results denoted by (◦) [162].
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of Cs under-predict the wake velocity, pointing to longer recirculation zones; interestingly, this
has minimal influence on the velocities at the downstream location. In terms of u￿/U0, the
values generally increase with decreasing values of Cs, but at x/H = 9.40, the predictions with
Cs = 0.05 diﬀers qualitatively. A series of instantaneous progress variable images show that
the flame predicted using Cs = 0.05 attaches to the wall surface at an earlier distance than
those with higher values of Cs, thus pointing to the elevated u￿/U0 values near the walls. In
the transverse direction, the use of a lower value of Cs is generally better at capturing the
mean qualitative trends of the experimental data. The higher and better predicted velocity
fluctuations at x/H = 3.75 using Cs = 0.05 suggests that the flame corrugates earlier (compare
Fig. 7.7(a) with (b-c)).
The temperature plots (Fig. 7.8) reveal that the predictions with the two higher Cs values yield
longer burnt gas zones, whereas the shorter burnt gas zone predicted with Cs = 0.05 facilitates
greater mixing between burnt and unburnt gases early on, hence the higher T ￿ at x/H = 0.95
and x/H = 3.75. At the downstream location, the predictions with the two higher Cs values
show similar narrow T profiles, whereas those with Cs = 0.05 predict a wider flame, capturing
experimental data in regions of z/H < 0.5 and z/H > 2.5. With grid refinement, the mean
temperatures at the central regions are better captured (see Section 7.3.2.2).
The study shows that the use of Cs = 0.05 generally describes the qualitative trends of the
experimental data. A preliminary simulation using the dynamic Smagorinsky (DS) model was
later conducted. It was found, on the contrary, that the predicted velocities closer resemble
those using Cs = 0.10 and Cs = 0.15. A comparison of predicted temperatures using Cs = 0.05
and DS model are shown in Fig. 7.9. Similar to the predictions of Cs = 0.05, the DS model is
able to predict the wider flame feature but also yields greater combustion. The model seemingly
combines the good traits of all three tested Cs values, and mean Cs profiles (Fig. 7.10) reveal
higher mean values of Cs = 0.15 at the central span-wise regions. These higher Cs values will
eﬀectively boost u￿∆ in the formulation of Ξ, delivering greater heat release and hence the higher
predicted temperatures.
For reasons of avoiding a non-linear relationship between Cs and Ξ, and the greater sensitivity
of the predicted temperatures to the grid resolution and to the FSDA model (as shown in the
following sections), a constant value of Cs = 0.05 is used for the model testing.
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Figure 7.6: Normalised mean and fluctuating velocities predicted by the FurebyM. model using
Cs = 0.05 (—–), Cs = 0.10 (– – –) and Cs = 0.15 (· · · ). Exp. results denoted by (◦) [163].
7.3. Results and Discussion 182
Figure 7.7: Cropped instantaneous c˜ contours predicted by the FurebyM. model using (a)
Cs = 0.05, (b) Cs = 0.10 and (c) Cs = 0.15 at t = 0.45 s.
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Figure 7.8: Normalised mean and fluctuating temperatures predicted by the FurebyM. model
using Cs = 0.05 (—–), Cs = 0.10 (– – –) and Cs = 0.15 (· · · ). Exp. results denoted by (◦) [161].
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Figure 7.9: Normalised mean and fluctuating temperatures predicted by the FurebyM. model
using Cs = 0.05 (—–) and the DS model (– – –). Exp. results denoted by (◦) [161].
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Figure 7.10: Mean values of Cs predicted by the FurebyM. model using the DS model (– – –).
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7.3.2.2 Grid sensitivity study
The medium and fine grids using Cs = 0.05 are compared in this study as the coarse grid yielded
insuﬃcient levels of turbulence dissipation in the wake of the bluﬀ body for the non-reactive case
(see Section 7.3.1), possibly due to the inaccurate estimation of the turbulent viscosity. The
medium and fine grids predict very similar velocities and capture the experiments reasonably
well as shown in Fig. 7.11. The small reductions in velocity fluctuations are likely to be brought
about by local regions of higher temperatures, and therefore higher viscosities that dampen the
velocity fluctuations. Greater changes appear in the temperature plots in Fig. 7.12, where
significant improvements in mean temperatures are observed at x/H = 3.75 and x/H = 9.40
for the fine grid. Improved levels of heat release (i.e. mean temperatures) as well as mean
flame spread are observed; a prediction that was not previously captured when applying higher
Cs values using a medium grid resolution. In terms of temperature fluctuations, the fine grid
under-predicts along the central axis of the combustor, while yielding good predictions in the
shear layers.
Instantaneous images of the progress variable comparing the medium and fine grids are shown in
Fig. 7.13 with large scale corrugated features coinciding at similar locations. However, the fine
grid maintains a rather constant burnt gas state throughout the flame’s propagation, whereas
segmented features are predicted by the medium grid. This latter feature may attribute to the
higher velocity and temperature fluctuations at the central span-wise regions for the medium
grid. Overall, the study has shown that the medium grid is insuﬃcient to predict the measured
mean temperatures and thus the level of combustion. However, greater variance in predicted
temperatures are observed across a range of tested models and a few of them can actually
deliver temperature predictions that are on par with experiments. As such, the medium grid
is selected to make the model performance comparison.
7.3.2.3 FSDA model comparison
Using the selected parameters of Cs and ∆, a plot of the sub-grid Karlovitz number Ka∆
conditioned on c < 0.1 is presented in Fig. 7.14, it is noted that values of < 1 exist everywhere
and < 0.5 in more than 90% of the domain. This range is marked on Pitsch’s diagram in
Fig. 2.5(b). Unlike the ORACLES burner, the Volvo Rig covers a smaller region of the wrinkled
flamelet regime and the whole of the corrugated flamelet regime, bounded by the upper limit
of Ka∆ = 1. The FSDA models should therefore be applicable for this test case.
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Figure 7.11: Normalised mean and fluctuating velocities predicted by the FurebyM. model using
medium (—–) and fine (– – –) grids. Exp. results denoted by (◦) [163].
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Figure 7.12: Normalised mean and fluctuating temperatures predicted by the FurebyM. model
using medium (—–) and fine (– – –) grids. Exp. results denoted by (◦) [161].
Figure 7.13: Cropped instantaneous c˜ contours using (a) medium and (b) fine grids at t = 0.47 s.
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Figure 7.14: Mean Ka∆ field conditioned for c˜ < 0.1 for the Volvo Rig. White regions yield no
samples for c˜ < 0.1. Black vertical lines denote boundaries between processors
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In terms of the flame structure, the predictions of the FSD models mainly diﬀer according to
three observable features: (a) the length of the burnt gas zone behind the bluﬀ body (here,
measured by the region of c > 0.9), (b) the axial distance at which the flame attaches to the
top or bottom wall, and (c) the chemical gas state of the propagating flame. The first feature
(a) can be roughly estimated through mean axial plots of progress variable along the length of
the 1m long channel (see Fig. 7.17) and this length may not necessarily be correlated to the
length of the recirculation zone (u < 0). The second feature (b) can be related to temperature
data beyond span-wise distances of z/H < 1.0 and z/H > 2.0 at the downstream location
x/H = 9.40. Higher values of v￿/U0 at x/H = 3.75 may indicate a flame that corrugates
more vertically and presumably would attach to the walls at a shorter distance away from
the bluﬀ body. However, these higher values could equally point to increased mixing of burnt
and unburnt gases as the flame could be chemically segmented. The third feature (c) can be
observed in instantaneous progress variable contours, where the flame may be homogeneously
burnt or segmented. Quantitatively, the heat release is represented by the temperature plots.
Based on observations of the FSD models tested here, there is no strong case linking the three
features (a)-(c). One train of thought is that a model predicting a high chemical source will
describe a flame that has a relatively long burnt gas zone, starts corrugating and attaching
to the wall at a larger distance from the bluﬀ body, and visually, will be more homogeneously
burnt. Less corrugation may result from the higher predicted temperature dependent viscosities,
which reduce the strength of the vortices shed behind the corners of the bluﬀ body. However,
this is not always the case. Manickam et al. [120] observed that by increasing their reaction
pre-constant for the algebraic flame surface wrinkling model (a variant of the Muppala model),
the greater chemical source led to a homogeneously burnt flame with a shorter burnt gas zone.
The observations for the tested FSD models are listed below. The axial mean velocity (u/U0)
plots in Fig. 7.15 show that all models over-predict velocities at the wake region (x/H = 0.95),
leading to a delayed recovery velocity zone as shown by the under-prediction of most models
at x/H = 3.75. The shifted recirculation zone may delay the location at which the flame
corrugates, resulting in the under-predicted velocity fluctuations (u￿/U0, w￿/U0) at x/H =
0.95 for all models. The previous grid refinement study in Section 7.3.2.2 led to virtually
no improvement at x/H = 0.95. The prediction of the shifted recovery velocity zone may
be dependent on the reactive model as demonstrated in earlier work by Baudoin et al. [15].
The authors of the work found that models which incorporated finite rate chemistry were able
to capture the mean velocities at x/H = 0.95, whereas similar over-predictions occurred for
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the G-equation approach. It may be argued that the G-equation modelling method resembles
more closely to the FSD method as finite rate chemistry is not accounted for. Referring back
to Fig. 7.15, the diﬀerences in model predictions are more noticeable downstream, where the
Gu¨lder, Weller and Zimont models yield a better agreement with experiments, whereas the
other models under-predict the mean velocity at the central span-wise regions. However, the
velocities are still minimally influenced by the use of diﬀerent FSD models in relation to the
temperature plots presented in Fig. 7.16. The following discussion on model comparisons will
therefore be primarily based upon plots of T/Tad, and axial plots of u/U0 and c in Fig. 7.17,
though there are no experimental data for the latter two quantities (only data points from three
y-z plane profiles are extracted). The comparison of the model predictions show:
1. The Colin, Fureby and FurebyM. models yield similar under-predicted mean temperatures
though better agreement for regions beyond z/H < 1.0 and z/H > 2.0 can be observed
for the latter two models. The lengths of their burnt gas regions are similar.
2. The Charlette-2 model yields a better prediction at x/H = 3.75, but still under-predicts
experiments downstream. It delivers more combustion (higher mean temperatures) than
the Colin model, leading to a burnt gas region that is about 50% longer. However,
a similar level of reaction is predicted near the walls. This is not surprising since both
model formulations use a similar concept but the Colin model requires a global estimation
of ReT which, in this case, is tailored towards unburnt conditions (similar to those at the
walls). A comparison with the Colin model used in the ATF context is presented in
Appendix D.
3. The Knikker model delivers more combustion, though still under-predicting temperatures
at the downstream location. The model is considered to predict the smallest mean flame
spread. It can be speculated that the vertical flame corrugation occurs at a further
distance away from the flame holder as shown by the large under-prediction in w￿/U0 at
x/H = 3.75 and the relatively long recirculation zone. A very similar level of mean flame
spread results from the Muppala model, though in the central span-wise regions, mean
temperatures are better predicted.
4. The Gu¨lder, Weller and Zimont models yield the significantly better temperature predic-
tions in terms of flame shape and chemical source. Here, the lengths of the recirculation
zone and the burnt gas region are negatively correlated, and it is suggested that the
flames corrugate early due to the high values of w￿/u0 at x/H = 3.75 (see Fig. 7.15).
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The three models’ high exothermicities result in more apparent increases in axial veloc-
ity downstream, agreeing better with experiments. Though the Gu¨lder model predicts a
slightly longer recirculation zone, the recovery rate of velocity is very similar to that of
the Zimont model. The Gu¨lder model represents an improvement over the two models,
particularly in the prediction of temperature fluctuations.
5. Setting Ξ = 1, the model Σgen = |∇c¯| is inadequate to describe the required level of
combustion, suggesting that most of the reaction occurs on the sub-grid scales. The
Volvo Rig can therefore be considered a far superior test case than the ORACLES burner
for the validation of LES combustion models.
The mean contours of c˜ obtained from five diﬀerent models are presented in Fig. 7.18, where the
three dashed vertical lines A, B and C denote measurement locations of x/H = [0.95, 3.75, 9.40]
respectively. These five models are selected to demonstrate each of the observations listed
previously. The two models of FurebyM. and Ξ = 1 possess greater mean flame spreading than
the Knikker and Muppala models, which show a more concentrated horizontal region of partially
burnt gas between locations B and C. This fits the general notion that weaker combustion leads
to greater corrugation of the flame brush. The Zimont model, on the other hand, interestingly
shows a longer burnt gas zone between locations A and B, yet spreading of the flame starts
a short distance away from location B. To further quantify the performance of the models,
error bar charts were produced using Eq. (6.5). As expected, errors vary minutely for the
velocity quantities (Fig. 7.19) and the locations at which these diﬀerences occur can easily be
found in Fig. 7.15. For example, the relatively lower u errors of the Gu¨lder, Weller and Zimont
models are the result of the better agreement with experiments at locations x/H = 0.95 and
x/H = 3.75, while the greater variance in w￿ errors corresponds to the varying predictions at
x/H = 3.75. Unlike the case of the ORACLES burner, correlations in velocity errors between
the two directions are more diﬃcult to identify. The global error for velocities show that there
is no strong indication of the model that performs best as they only diﬀer within a small
range of 8.8% of the largest global error which is predicted by Ξ = 1. Errors in temperatures
in Fig. 7.20 however, show greater variance and clearly indicate that the Gu¨lder, Weller and
Zimont models are the better performing models, conforming with the previous observations.
This is indeed contrary to the velocity predictions made for the ORACLES burner and volume
averaged Σgen in a-priori studies [37]. The Gu¨lder model and Zimont models are based upon
empirical fits of experimental turbulent burning velocities with scalings that are most valid for
low values of sub-grid Damko¨hler numbers [134]. Following the expression Da∆ ∼
√
Re∆/Ka∆,
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Figure 7.15: Normalised mean and fluctuating velocities predicted by diﬀerent FSDA models
using the medium grid. Exp. results denoted by (◦) [163].
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Figure 7.16: Normalised mean and fluctuating temperatures predicted by diﬀerent FSDA mod-
els using the medium grid. Exp. results denoted by (◦) [161].
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Figure 7.17: Normalised mean axial velocity and progress variable axial plots predicted by
diﬀerent FSDA models along the central axis of the 1m channel. Exp. results denoted by
(•) [161, 163]
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Figure 7.18: Cropped images of the mean progress variable using models of Zimont, Muppala,
Knikker, FurebyM. and Ξ = 1 with medium grid. Dashed vertical lines A, B and C denote
measurement points of x/h = [0.95, 3.75, 9.40] respectively.
the higher range of Ka∆ values for the Volvo Rig (see Figure 2.5(b)) will yield lower Da∆ values
that are better suited to the operating conditions of these two models than in the ORACLES
burner. This similarly applies for the Weller model, in which the Gu¨lder model’s expression
is used for the equilibrium value of Ξ. The a-priori analysis [37] have also shown that the
predictions of the Gu¨lder and Weller models improve with decreasing Da. As a result, better
predictions are obtained for the Gu¨lder, Weller and Zimont models for the Volvo Rig than
the ORACLES burner. For the majority of the remaining models, a possible reason for the
diﬀerence in predictions between the two configurations may lie in the more prevalent large
scale unsteadiness in the Volvo Rig than in the ORACLES burner, leading to a much weaker
equilibrium assumption between generation and destruction rates of FSD. The models, that
are based on this assumption, therefore may not operate optimally for the Volvo Rig than for
the ORACLES burner. This underlines the need of solving the FSD transport equation as
presented in the following section.
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Figure 7.19: Error bar charts for velocity using the medium grid as predicted by the diﬀerent
FSDA models.
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Figure 7.20: Error bar charts for temperature using the medium grid as predicted by the
diﬀerent FSDA models.
7.3.3 Reactive case using FSDT equation
The time at which statistics were taken and the total simulation time were similar to those for
the FSDA models in Section 7.3.2. However, it took computational times of 2.8 (26) days for
the coarse (fine) grid on 12 (48) CPUs.
The ORACLES burner and the propagating flame in wind tunnel turbulence studies have shown
that the parameters of β and ∆ have a significant impact on the flow quantities as well as on
the behaviour of individual terms within the FSDT equation. To further assess the impact of
these parameters, sensitivity studies are conducted for this configuration, including the use of
a higher value of β for the fine grid. This is then followed by a comparison between FSDA and
FSDT methods; the same FSDA models as those used for the ORACLES burner are applied
for consistency. A parametric study on the value of Cs is considered unnecessary as it is known
that Σgen increases with Cs via the higher sub-grid strain term. Furthermore, a fair comparison
between FSDA and FSDT methods involves keeping Cs = 0.05 so no additional calculations
are carried out with other values of Cs.
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7.3.3.1 Influences of mesh size and β value
Figure 7.21 shows the instantaneous images of the progress variable comparing the medium
and fine grids for values of β equal to 6 and 9. As expected, the use of the higher values of
β cause greater FSD destruction, resulting in the weaker chemical gas state (lower values of
progress variable contours) of the burnt region. With improved resolution, a wider flame brush
is attained and attaches to the combustor walls earlier. Note that the flame brush for the
coarse grid with β = 6 does not actually attach to the walls and so flame spread is likely to
be under-predicted. Less apparent in the FSDA model, is the unphysical appearance of burnt
gases oscillating axially near the walls at the outflow due to the lack of proper wall modelling.
However, this numerical artefact is unlikely to aﬀect the data comparisons as it occurs beyond
the last experimental measurement point.
Figure 7.21: Cropped instantaneous c˜ contours predicted by the FSDT equation for β = 6 and
9 using (a,c) medium and (b,d) fine grids respectively.
Figure 7.22 shows the mean and fluctuating velocity plots for the FSDT equation using two
diﬀerent grid resolutions with values of β equal to 6 and 9. Similar to the findings of the sensi-
tivity studies for a FSDA model, velocities are minimally aﬀected by the change of parameters,
particularly with values of β. The application of a finer grid creates a wider transverse distance
between the two shear layers at x/H = 0.95, but the diﬀerences diminish downstream due to
the flame-vortex interaction. Referring to the temperature plots in Fig. 7.23, grid resolution
eﬀects are seemingly responsible for the level of flame spread, whereas the value of β influences
the mean temperatures along the central span-wise regions of the combustor. The initial pre-
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Figure 7.22: Normalised mean and fluctuating velocities predicted by the FSDT equation using
the medium (thin line) and fine (thick line) grids for β = 6 and 9. Exp. results denoted by
(◦) [163].
sumption that β should increase with reducing ∆ holds, as the maximum mean temperature
remains rather constant for the two simulations with β = 6, ∆ = 2mm, and β = 9, ∆ = 1mm.
However, the increase in the value of β for ∆ = 1mm is deemed unnecessary as β = 6 captures
the experimental trends well. In terms of temperature fluctuations, broader profiles can be
7.3. Results and Discussion 197
0.2
0.4
0.6
0.8
1.0
T/Tad
?=6.0
?=9.0
Exp
0.2
0.4
0.6
0.8
1.0
0.2
0.4
0.6
0.8
1.0
0.0 0.5 1.0 1.5 2.0 2.5 3.0
z/H
0.0
0.1
0.2
0.3
x/H
 =
 0
.9
5
T’/Tad
0.0
0.1
0.2
0.3
x/H
 =
 3
.7
5
0.0
0.1
0.2
0.3
0.0 0.5 1.0 1.5 2.0 2.5 3.0
x/H
 =
 9
.4
0
z/H
Figure 7.23: Normalised mean and fluctuating temperatures predicted by the FSDT equation
using the medium (thin line) and fine (thick line) grids for β = 6 and 9. Exp. results denoted
by (◦) [161].
seen with grid refinement as observed for the mean temperature distribution. In the central
burnt gas regions, T ￿ is greatly under-predicted and a series of instantaneous c˜ images show
that the flame is more homogenous and less perturbed by the interaction of eddies, resulting
in the lower fluctuations.
7.3.3.2 FSDT and FSDA comparison
Instantaneous flame visualisations predicted by the FSDT equation and the two FSDA models
are displayed in Fig. 7.24 at the same point in time. Notable diﬀerences can be observed for the
flames at this time instance according to the features outlined previously in Section 7.3.2.3. (The
unsteadiness of the flame propagation with time causes, for example, more vertical corrugations
to appear for the Muppala model though for relatively shorter periods.) The length of the burnt
gas zone is considerably longer for the Muppala model than those predicted by the FurebyM.
model and FSDT equation. Flame corrugation starts early upstream of the combustor section
for the FurebyM. model and the flame thus makes contact with the top or bottom wall of the
combustor at a shorter distance from the flame holder than the other two models. The flame
attachment points are at best indicative due to the lack of proper flame-wall modelling. In
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Figure 7.24: Cropped instantaneous c˜ contours predicted by (a) FSDT equation, and FSDA
models: (b) FurebyM. and (c) Muppala.
terms of the chemical state of the propagating flame, both the Muppala and FSDT equation
predict a flame with a more homogeneous burnt gas state throughout the combustor, suggesting
higher levels of heat release. By contrast, the propagating flame of the FurebyM. model appears
to be more segmented with disjoint regions of partially burnt gases.
The predicted mean and fluctuating velocity plots comparing the FSDT equation and FSDA
models are displayed in Fig. 7.25 for the medium grid resolution. Both approaches generally
yield a satisfactory agreement with experiments with very minor diﬀerences between their mean
velocity predictions. In terms of velocity fluctuations however, higher near-wall u￿/U0 values
appear at x/H = 9.40 for the FurebyM. model as the flame approaches closer to the wall than
for the other two models. The greater corrugation of the flame and the segmented gas leads to
the higher w￿/U0 at x/H = 3.75 as greater mixing between fresh and burnt gases occurs. By
contrast, the homogeneity in the burnt gas state of the flames predicted by the FSDT equation
and Muppala model suggest that most of turbulent eddies are dampened out by the higher
temperature-dependent viscosity, leading to less flame corrugation and hence the lower w￿/U0
at x/H = 3.75.
The temperature plots in Fig. 7.26 further reveal the aforementioned flame features of the three
models. The Muppala model yields the longest burnt gas zone as shown by the higher mean
temperatures at x/H = 3.75 and is more clearly displayed in the axial mean progress variable
plot in Fig. 7.27, in which the model predicts a length of 3.75H starting from the edge of the
flame holder at xT/H = 7.75. The longer recirculation zone may attribute to the delay in the
vertical corrugation of the flame brush, yielding an under-predicted mean flame spread T/Tad
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Figure 7.25: Normalised mean and fluctuating velocities predicted by the FSDT equation (—–)
and FSDA models: FurebyM. (– – –) and Muppala (· · · ) using the medium grid for the Volvo
Rig. Exp. results denoted by (◦) [163].
at x/H = 9.40. The FSDT equation similarly under-predicts the flame spread, matching that
of the Muppala model. By contrast, the FurebyM. model predicts an improved wider flame
spread, but with insuﬃcient levels of heat release. This may result from the models inherent
equilibrium assumption between sub-grid generation and destruction of FSD, which inhibits the
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Figure 7.26: Normalised mean and fluctuating temperatures predicted by the FSDT equation
(—–) and FSDA models: FurebyM. (– – –) and Muppala (· · · ) using the medium grid for the
Volvo Rig. Exp. results denoted by (◦) [161].
capture of the large scale unsteadiness of the vortices shed behind the flame holder. Applying
Eq. (6.5), errors for velocity and temperature quantities are computed. Only small diﬀerences
between the three models were observed for velocities in Fig. 7.25, therefore only the error bar
charts of temperature are presented here. The mean temperature error predicted by the FSDT
equation in Fig. 7.28 falls below the resolved error (Ξ = 1) by nearly 33% and maintains a
similar standing amongst the other models in terms of mean and global temperature errors.
7.4 Conclusions
Isothermal and reactive simulations were conducted for the Volvo Rig which emulates a jet
engine afterburner. Based on given parameters of the mean Ka and turbulence intensity, the
configuration operates predominantly in the CF regime. For the non-reactive case, the predicted
velocities of the medium and fine grid resolutions yield a good agreement with experiments.
By contrast, the coarse grid was unable to describe the correct sub-grid dissipation rates of
eddies behind the flame holder, resulting in an excessively long recovery zone. A similar result
can be observed when using a low value of Cs = 0.05, and Cs = 0.10 was considered to yield
better predictions in terms of mean and fluctuating velocities. For the reactive simulations,
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Figure 7.27: Normalised mean axial velocity and progress variable axial plots predicted by the
FSDT equation (—–) and FSDA models: FurebyM. (– – –) and Muppala (· · · ) along the central
axis of the 1m channel. Exp. results denoted by (•) [161, 163].
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Figure 7.28: Error bar charts for temperature using the medium grid as predicted by the FSDT
equation and FSDA models for the Volvo Rig.
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Cs = 0.05 was applied because temperature dependent viscosities now exist behind the flame
holder and the use of of higher Cs led to an over-predicted length of recirculation zone as well
as a delay in flame corrugation. Ten FSD models (excluding those with adjustable constants)
were then tested. Greater variance in temperature predictions than those of velocity between
the models are observed, and in terms of flame structure, the models diﬀered by the length
of the burnt gas zone behind the bluﬀ body, the distance at which the flame attaches to the
walls, and also the chemical state of the propagating flame. Contrary to the findings from the
ORACLES burner and a-priori studies [37], the Gu¨lder, Weller and Zimont models predicted
the temperature profiles reasonably well, capturing the adequate level of combustion as well
as the mean spreading of the flame in the Volvo Rig. The Muppala model captured the mean
temperature quantitatively well, but the width of the flame was under-predicted. Error analyses
of velocity and temperature further confirmed these findings. Finally, the FSDT equation
simulations were conducted and temperature plots showed a strong dependency on the values
of β and ∆, both of which were seemingly responsible for the chemical state of the propagating
flame and the level of mean flame spread respectively. The presumption of increasing β values
with reducing ∆ in order to maintain a similar level of heat release at the central region of
the combustor holds. Applying the medium grid resolution, a selection of FSDA models were
then compared with FSDT approach, and the flame predicted by the latter method yielded
greater similarities with the Muppala model in terms of mean flame spread and chemical state.
Interestingly, additional burning near the walls at the exit occurred for the FSDT equation and
arose from the lack of modelling flame quenching eﬀects in the simulation. Overall, the FSDT
equation yielded a good agreement with experiments under fine resolutions as long as a proper
β value is chosen.
Chapter 8
Conclusions and Future work
8.1 Discussion of overall model performance
Chapter 5 provided an illustration of the algebraic models’ behaviour when subjected to varying
turbulence intensity in one dimension. The later part of the chapter revealed a key finding that
unlike the FSDT equation, the flame predicted by algebraic FSD models (at least the FurebyM.
model) encountered the issue of artificial wrinkling when subjected to fine grid resolutions.
However, the simplified 1-D assumption and lack of comparable experimental data in the studies
made it diﬃcult to draw out any tangible conclusion in terms of FSD model performance. The
next step of the analysis therefore examined the performance of FSD models in real premixed
flames for the ORACLES burner and Volvo Rig in chapters 6 and 7 respectively and their
results were compared against experimental data. In this chapter, the overall performance of
the models for both cases is jointly assessed by means of comparing the global error for velocity.
Ideally, temperature should also be compared, but no experimental temperature measurements
were taken for the ORACLES burner. Figure 8.1 shows the global error for each FSD model
normalised against the error predicted by Ξ = 1. A consistently well performing model is
indicated by a normalised error of < 1 for both test cases and the Muppala model and FSDT
equation satisfy this criterion. The remaining models are considered to perform inconsistently
across the two test cases as all of their normalised errors for the Volvo Rig (ORACLES burner)
lie below (above) unity. In particular, it is very clear that the performance of the Gu¨lder,
Knikker, Weller and Zimont models are more sensitive to geometry and operating conditions,
so care must be taken when considering these models.
To further obtain a clearer indication of the ability of individual models, plots of the mean
fractional diﬀerence of total and resolved flame surface area or eﬀectively, Ξ − 1 for both
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Figure 8.1: Normalised global error bar chart for velocity using the medium grid. Bars that
are outlined by solid and dashed lines denote Volvo Rig and ORACLES burner respectively.
configurations are presented in Fig. 8.2. Only models without adjustable constants and those
that exactly employ Eq. (3.18) are displayed (the FSDT approach is excluded because Ξ is not
explicitly computed). The maximum magnitudes of Ξ−1 predicted by all models are generally
higher for the Volvo Rig (particularly near the upstream shear layers) than for the ORACLES
burner. A possible (non-conclusive) reason lies in the higher value of the sub-grid Karlovitz
number Ka∆ for the Volvo Rig, despite the smaller global value of Karlovitz number Ka for
the Volvo Rig than the ORACLES burner as displayed by the regime diagrams in Fig 2.5.
This discrepancy in predictions between the values of Ka and Ka∆ for the two burners may
be explained mainly1 by the diﬀerence in flow physics. The large scale instabilities induced by
vortex shedding behind the flame holder of the Volvo Rig may possibly point to the larger values
of Ka∆ via higher values of sub-grid scale velocity fluctuations u￿∆. The higher values of u
￿
∆, in
turn, increases the Ξ−1 values predicted by the models. From a diﬀerent standpoint, the value
of Ξ− 1 may increase with Ka∆ due to the decrease in the local value of the inner cutoﬀ scale
￿i. Following Section 3.2.1.4, ￿i ∼ δLKa−n∆ , where n takes values of 2 and 0.5, corresponding to
inner cutoﬀ scales of the Gibson scale and the Kolmogorov scale in the corrugated flamelet (CF)
and thin reaction zones (TRZ) regime respectively [134]. The wrinkling factor would therefore
increase withKa∆ according to the power law relation that was presented in Eq. (3.5). However,
a-priori DNS studies [37, 89] and experimental data [77, 103] have found that the scaling of
￿i with δL only is also possible, leading to little conclusive proof of the aforementioned scaling:
￿i ∼ δLKa−n∆ with the values of n proposed by Peters [134].
Referring back to Fig. 8.2, the majority of models yield wrinkling factors that are not much
1Other reasons may be the use of diﬀerent δL and Cs values as described earlier in Section 6.3.2.3 and the
global Ka value for the Volvo Rig is based upon inflow turbulence conditions only.
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Figure 8.2: Mean wrinkling factors predicted by FSDA models for (a) the ORACLES burner
and (b) the Volvo Rig.
greater than unity for both test cases. Out of the seven listed models, the Gu¨lder and Weller
models exhibit relatively larger Ξ− 1 for both test cases, likely to arise from the over-predicted
value of the fractal dimension Df , which has a constant value that is more prevalent in the TRZ
regime. The predictions of the Fureby model fail to satisfy the condition of Ξ ≥ 1. (Note that
unlike the present implementation, the original formulation of the model solves an additional
ksgs equation with the condition that ksgs > 0 throughout the flow field so that Ξ ≥ 1).
The Knikker model yields Ξ − 1 profiles that diﬀer greatly from the other models in that the
profiles are spatially constant due to the global value of the power-law exponent βk as well as a
constant inner cutoﬀ scale within the model’s fractal formulation. For the reason explained in
Appendix B for the ORACLES burner, the relatively higher Ξ− 1 value of the Knikker model
is most likely caused by the excessive numerical wrinkling of the flame. However, Fig. 8.3(a)
shows that the higher Ξ− 1 value does not necessarily translate to higher mean reaction rates.
By contrast, in the case of the Volvo Rig, the Ξ − 1 magnitude and mean reaction rates of
the Knikker model are comparable to the other FSDA models, suggesting that the use of a
global value of βk is possible under certain cases. Figure 8.4 shows the value of βk oscillating
over time with a mean value of 0.45, which is higher than the proposed upper limit of 1/3 for
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Figure 8.3: Mean ρuSLΣgen predicted by FSDA models and FSDT equation for (a) the ORA-
CLES burner and (b) the Volvo Rig.
Df = 7/3 [37, 96]. In contrast, a more realistic βk value of 0.23 is predicted for the Volvo
Rig. The remaining models of FurebyM., Charlette-2 and Colin yield similar predictions with
relatively lower values of Ξ−1 and ρuSLΣgen for both test cases, though the Colin model is the
least sensitive to the changes in operating conditions. Lastly, the transported FSDT approach
yields noticeably higher values of mean reaction rate (ρuSLΣgen) for the ORACLES burner,
leading to the shorter flame brush and faster axial flow acceleration in the core region. Some
reaction can also be seen at the walls as the chemical source is not numerically suppressed for
fluid cells immediately next to the wall. In contrast, the mean ρuSLΣgen predictions of FSDT
are in line with the other FSDA models for the Volvo Rig.
A number of shortcomings of the two test case studies suggest that these results should not
be over-interpreted and therefore care should be taken when generalising the present results.
These are:
1. The comparison of temperature or progress variable data is important because changes in
mean velocity are not reflective of the same proportional changes in mean temperature.
The error bar charts in Figs. 7.20 and 7.28 for the Volvo Rig study clearly demonstrate
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Figure 8.4: Predicted global βk value (= Df − 2) of the Knikker model for a time period of
0.45 s for the ORACLES burner (—–) and Volvo Rig (· · · ).
this point.
2. The inlet conditions used to describe the combustion instability for the ORACLES burner
are questionable as the upper and lower recirculation zones are predicted slightly further
downstream of the backward facing steps, and all models over-predict the lateral flow
expansion downstream. In the case of the Volvo Rig, the delay in the formation of the
recirculation zone may also be caused by wall boundary conditions, in addition to the
nature of the FSD modelling approach.
3. The turbulence level or the tested grid resolution may not be appropriate for some FSD
models as evidently shown in Fig. 8.1, in which the error of Ξ = 1 is exceeded. This
implies that the model may not be suitable in the limit of negligible sub-grid fluctuation.
The FSDT equation, on the other hand, may exhibit an advantage here since resolved
flame phenomena are accounted for.
4. Assuming that the Smagorinsky model is used to describe sub-grid stresses of the flow,
the wrinkling factor will usually have a non-linear dependence on the Cs value through
the definition of u￿∆. Changing the Cs will certainly aﬀect the relative performance of
the models, especially for FSDA, and using a dynamic Smagorinsky model will further
complicate this as the Cs becomes a local value.
5. It is important to stress that the observed model performance is a combined interaction
of FSD, sub-grid scalar flux and sub-grid stress models and so it may not be possible
to fully identify the performance of the FSD models in isolation. The FSDT equation,
in particular, consists of a number of the individual modelled components, in which the
uncertainties may have an eﬀect on the overall performance. However, these numerical
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and modelling errors are unavoidable in real world simulations and therefore the present
a-posteriori analysis of diﬀerent FSD models is important to assess how each of these
models responds to the same underlying numerical implementation.
8.2 Conclusions
The present project considered the Large Eddy Simulation of premixed combustion using the
flame surface density approach to model the filtered reaction rate. The modelling method was
applied to the simulation of three diﬀerent test cases and presented in the thesis in the order of
increasing geometric complexity. Each of the studies served as a milestone in understanding the
FSD approach. The first case was used to gain a simplistic insight into the models’ behaviour
towards changes in turbulence levels and diﬀerences in predicted instantaneous flame structures.
The latter part of the study in particular helped to identify one of the key issues in the FSDA
approach when using fine grids, and including a flame speed with curvature dependence may
be beneficial for FSDA modelling. The remainder of the first study also acted as a platform for
numerical validation purposes of FSDT equation by comparing the results with earlier work.
The results also revealed the necessity of adjusting a model parameter within the sub-grid
curvature model to maintain the same global consumption rate across diﬀerent grid resolutions.
The second and third test cases involved the simulation of real premixed flames with higher
Reynolds numbers that operated mainly in the flamelet regime. For the first time, a systematic
performance assessment of the most commonly known FSD models were made by comparing
them against experiments using the same computational framework in each case. Sensitivity
studies on adjustable parameters were also conducted and were found to have a significant
impact on the flow prediction. Finally, a joint assessment was presented and it was observed
that not all models perform consistently well across the two burner configurations.
The flame surface density approach is a concept that relies on the filtered transport equation
of the progress variable, in which the sum of the unclosed filtered reaction rate and molecular
diﬀusion terms can be expressed by the generalised flame surface density Σgen [18]. Under
the flamelet assumption, the eﬀects of turbulence and chemistry on the flame are decoupled.
Chemistry is usually described by the laminar flame speed within the modelling of the surface
averaged mass consumption rate (ρSd)s, and the eﬀect of turbulence on the flame front is rep-
resented by Σgen. The former quantity is often approximated by ρ0SL, implying that curvature
eﬀects are weak, so that the modelling approach is only appropriate for flames operating within
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the flamelet regimes. Extension of the model to the TRZ regime is made possible by intro-
ducing a modified flame speed [32], a simpler variant of which is tested in the current work.
The remaining parameter Σgen, defined as the flame area per unit volume and independent
of any chosen c˜ contour, can either be modelled algebraically or solved through the use of an
independent transport equation. To date, the former method has been studied a-posteriori by
a few computational groups [56, 60, 66, 120], whereas the latter method has been tested only
for simple geometries [82, 84] using the form proposed by Hawkes [80]. Algebraic FSD models
are often expressed as the product of the wrinkling factor Ξ and the resolved component of FSD
|∇c¯|. Models are distinguished by the diﬀerent expressions of the former quantity, and its al-
ternative definition enables turbulent flame speed models to be expressed in terms of Ξ [37, 66].
Many expressions for Ξ are derived by the equilibrium assumption of sub-grid production and
destruction of flame surface density. The alternative method of modelling Σgen through a trans-
port equation for LES was developed by Hawkes [80]. Unlike the algebraic method, solving the
FSDT equation accounts for the resolved components of propagation, strain and curvature.
Furthermore, the equilibrium assumption of sub-grid production and destruction of FSD is no
longer be required. For these reasons, transient flow behaviour can be better captured, making
it ideal to describe flows with combustion instabilities.
The first study in Section 5.1 examined the eﬀect of 1-D turbulence on the behaviour of eight
diﬀerent FSDA models. By plotting Ξ against u￿/SL, a range of magnitudes of wrinkling
factor were predicted for the same turbulence intensity. The finding was further investigated
against the 1-D numerical study that examined relative positions of flames predicted by the
same models at the same (later) times for varying turbulence intensity. This study additionally
demonstrated that counter gradient transport is important to maintain a realistically thin flame
profile, counteracting against the thickening eﬀect from flame dilatation. The reason behind
the range of Ξ magnitudes, particularly at higher u￿/SL lies in the negligence of modelling the
tangential diﬀusion component of displacement speed in most of the models’ formulations. This
component is particularly important in describing flames within the TRZ regime and acts as a
sink to flame surface density. As a result, many of the models will tend to over-predict FSD and
authors of models have imposed limiting behaviours to minimise such over-prediction; some of
which take the form of adjustable constants. One must note that it is diﬃcult to assess these
model predictions, as experimental data can show a range of turbulence flame speeds for the
same turbulent intensity, resulting in a myriad of best fit curves.
Section 5.2 presented the case of a propagating flame in wind-tunnel turbulence under very high
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grid resolutions, in which only instantaneous data was extracted. The algebraic FSD method
(more specifically, the FurebyM. model) yielded a flame with artificial wrinkles, whereas the
FSDT equation delivered a smooth flame front. This is a serious issue for FSDA models as
the artificial wrinkling implies that solutions do not necessarily converge with grid refinement.
Budget plots of the combined filtered diﬀusion and reaction rate terms ¯˙w conditioned on the
Favre-filtered progress variable did not reveal any tangible diﬀerence in magnitudes between the
FSDA model and the FSDT equation, but showed that the FSDT equation yielded symmetrical
curves, whereas those of FSDA exhibited a negative skew. The negative skew may be related
to the observed artificial wrinkling as larger values of FSD near the burnt gas side will enable
faster propagation of the flame’s trailing edge, thinning the flame brush and making the flame
more susceptible to wrinkling. By applying the modified flame speed i.e. the laminar flame
speed with curvature dependence, the artificial wrinkles predicted by FSDA are smoothed out.
Unfortunately, it is diﬃcult to assess the accuracy of the ¯˙w predictions as no data is available
for comparison. The terms within the FSDT equation were validated in Section 5.2.2.2 by
examining the contributions of terms conditioned on c˜ for the same test case. They were
generally consistent with their designated purpose and with earlier studies by Hawkes and
Cant [81, 82] and Chakraborty and Cant [32]. It was additionally found that the model constant
β in the sub-grid curvature term yielded a negative dependency on ∆ in order to deliver similar
global consumption rates across diﬀerent filter widths. As the terms within the FSDT equation
are in dynamic balance, the increase (decrease) in the value of β led to a reduction (increase)
in the contribution of other terms. Due to the volumetric property of Σgen, the eﬀects of
filter width on the terms cannot be compared and so individual parameters within the sub-grid
expressions were examined.
The second and third studies mainly compared the performance of FSDA models and the FSDT
equation in the LES of the ORACLES burner and Volvo Rig respectively against experimental
data. Apart from testing for model performance consistency between configurations, the Volvo
Rig was studied due to the availability of temperature data, which is an indicator of predicted
chemical source and flame location. Prior to making a performance assessment, the non-
reactive case and sensitivity studies on the Smagorinsky constant Cs, grid resolution and the
eﬀect of sub-grid counter-gradient transport were carried out. These studies were essential
to gain greater understanding of the flow and to define the appropriate grid parameters and
initial conditions for reactive model comparisons. From the sensitivity studies, a higher Cs value
generally led to a greater heat release or flow acceleration as the value of Ξ in the FSDA models
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is usually dependent upon sub-grid velocity fluctuation u￿∆, which is modelled as an increasing
function of Cs. The greater heat release also applies for the FSDT equation as the flame front
becomes more susceptible to wrinkling due to the thinning eﬀects from the increased sub-grid
strain. A higher grid resolution led to an increased chemical source, whereby the mean flow
acceleration was over-predicted for the ORACLES burner and an improved mean temperature
agreement with experiments was achieved for the Volvo Rig. The velocity over-prediction for
the ORACLES burner on the fine grid was suspected to be induced by the artificial wrinkling
that was previously observed in the low Reynolds number flame study. On the other hand,
the fine grid was necessary to predict the required level of heat release for the Volvo Rig,
although a few of the FSDA models tested were able to predict the mean burnt temperatures
using the medium grid. The contribution of sub-grid CGT in the FSDA models was found to
be important to achieve a realistically thinner flame brush as presented in Section 6.3.2. In
the case of solving the FSDT equation however, sub-grid CGT was not modelled as a possible
incompatibility between this model and the sub-grid non-gradient transport model of the FSDT
equation occurs. It was also interesting to note that the diﬀerence in numerical schemes for
momentum and scalar transport played a role in the prediction of the relatively thick flame
brush as discussed in Appendix B, and a long term solution has yet to be proposed.
Following the sensitivity studies, the predictions of a range of FSDA models were first compared.
The resolved Σgen (Ξ = 1) model was able to capture the physics of the flow suﬃciently well
for the ORACLES burner, implying either that the tested resolution resolves the case well or
that the Reynolds number is too low to require a strong turbulent model contribution for the
ORACLES burner. By contrast, the Ξ = 1 model yielded insuﬃcient levels of heat release for
the Volvo Rig and therefore most of the reaction is expected to occur on the sub-grid scales.
In fact, it was found that the Volvo Rig operated predominately in the CF regime reaching
Ka∆ = 1.0, whereas the ORACLES burner operated partly in the wrinkled flamelet (WF)
and CF regimes as marked on the LES premixed combustion diagram [144]. The performance
of the FSDA models was generally not consistent across both set ups. The FSDA models,
particularly those of Gu¨lder, Weller and Zimont models over-predicted the mean velocities for
the ORACLES burner, but captured the level of combustion as well as the mean spreading of
the flame for the Volvo Rig. The performance of the Muppala model is rather consistent across
both set ups. Other recommended models are the Charlette-2 and FurebyM. models, both of
which are fairly sensitive to grid resolution. The FSDT equation yielded improved velocity
predictions near the recirculation zones of the ORACLES burner, and generally is less sensitive
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to changes in ∆. The use of the transport equation is found to be particularly advantageous
over most FSDA models in the temperature predictions of the Volvo Rig possibly because the
equilibrium assumption in FSD generation and destruction is not required. As was found in
the low Reynolds number case study, the presumption of increasing β value with reducing ∆
applied for both test cases.
Lastly in Section 8.1, the model performance for both burner cases was jointly assessed in terms
of the normalised velocity error, mean wrinkling factors and reaction rates, and limitations to
interpreting these results were outlined. The Muppala model and FSDT equation appear to be
the most robust models with discernibly better predictions.
In conclusion, the FSDT equation clearly yields certain advantages over FSDA as it has demon-
strated the ability to capture the physics of the flow in regions where FSDA fails to. The benefit
likely stems from the ability to describe resolved components of FSD such as strain, propagation
and curvature. The FSDT equation is considered more robust provided that a suitable β value
is chosen. However, solving the FSDT equation adds an estimated 60% computational cost and
the Muppala model was found to deliver similar results in terms of the statistically averaged
errors. The Muppala model’s good performance likely results from the fact that the model is
based upon an empirical fit of many data sets belonging to a range of diﬀerent Ka regimes.
The other FSDA models are clearly more sensitive to operating conditions both experimentally
and numerically, so careful selection of the FSDA model is recommended.
8.3 Future Work
The present work established a good basis for using the flame surface density method to model
premixed flames in LES. For the first time, a wide range of algebraic FSD models were gathered
here for testing and performance assessment, and a direct comparison between the predictions
of the FSDT equation and the better performing FSDA models were made. That said, the
work can only be considered as one milestone to describe flow in practical engineering systems.
Extensions to the present work may include the following:
• Wall modelling treatment may be applied to the LES of the current burner set ups,
particularly the Volvo Rig, in which the unphysical ‘flashback’ at the walls occurs in the
FSDT simulation. Some wall quenching treatments have been suggested by Keppler et
al. [94], whereby SL or FSD is reduced near the walls. In the Volvo Rig, the influence on
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the results is hardly significant as the measurement points lie upstream of the ‘flashback’
phenomenon.
• The range of tested FSD models can be extended to include algebraic dynamic variants.
These dynamic models have the advantage of bypassing the equilibrium assumption of
sub-grid generation and destruction of FSD [181]. Aside from the diﬀerent dynamic
models, the eﬀect of applying diﬀerent sizes and shapes of the test filter and averaging
volume can be investigated. Alternatively, the transport equation for Ξ that was proposed
by Weller et al. [184] can be solved.
• Sub-grid scalar transport was found to play an important role in predicting a more re-
alistically thin flame brush. Other sub-grid models can be tested and a CGT model
compatible with the FSDT equation should be investigated to resolve the issue of a thick
flame brush observed in the ORACLES burner.
• As the performance of most algebraic FSD models were inconsistent for the two burners,
further testing of models in other configurations would be useful such that the better
performing models for a set range of operating conditions can be determined. It would be
particularly interesting to simulate test cases that operated well within the TRZ regime
as many practical systems work under higher turbulent intensities. It may therefore be
necessary to incorporate the modified flame speed expression to the algebraic models. For
flames with higher curvatures, a model for the remaining portion of the surface averaged
curvature term in Eq. (3.33) should be provided and tested for both FSDA and FSDT
methods.
• The contributions of the individual terms within the FSDT equation can be directly
compared with a-priori filtered DNS data if explicit filtering is applied, such that mesh
size and ∆ become independent of each other. In this way, the volumetric influence of
Σgen can be avoided as the quantity is computed for a fixed mesh size. The explicit
filtering process would involve using even finer resolutions than those tested in the wind
tunnel turbulence test case, and explicitly filtering the ‘DNS’ quantities by a prescribed
Gaussian filter that was used in a-priori work [32].
• Further parametric studies on the input parameters within the modelled terms of the
FSDT equation can be conducted. The range of tested filter widths should be extended
with sizes beyond δL to determine any changes in trends for typical LES resolutions. A
scaling/relationship between the model constant β in the sub-grid curvature model [25,
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81] and ∆ needs to be established, and the insensitivity of the resolution factor α to
changes in ∆ should be further investigated. Testing of other models/expressions for
the mean and sub-grid components of strain rate and curvature and sub-grid NGT as
presented in Section 3.2.2 should be conducted.
• The FSDA and ATF comparison should be further extended by testing the Charlette-2
model in the formulation of E as well as other dynamic variants. The level-set approach
should also be attempted as this is another modelling method that does not encounter
an ever-increasing resolved flame thickness with time.
• For practical purposes, the simulation of higher Mach number reactive flows with FSD
modelling should be studied. This will involve extending the work by Ma and Kempf [114]
by solving an additional transport equation for energy. The eﬀect of using FSD models in
stratified flows may also be examined by conveniently simulating the other test configura-
tions of the ORACLES burner and comparing the results with the available experimental
data. As part of a collaborative work, the application of FurebyM. model in stratified flows
has already been tested by Cavallo-Marincola et al. [30] for the LES of the Darmstadt
burner with good success.
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Appendix A
Illustration of Fractal Dimensions
A fractal may be defined as a geometric shape that possesses a degree of self-similarity at all
scales: magnified features that are present within a fractal can also be found in the fractal as
a whole. An example to illustrate this is the middle third Cantor set as shown in Fig. A.1. E1
is a set that is created from E0 by removing the middle third portion of E0. As such, there
are two intervals lying between
￿
0, 13
￿
and
￿
2
3 , 1
￿
. Removal of the middle third portions of these
intervals creates set E2 which consists of four intervals
￿
0, 19
￿
,
￿
2
9 ,
1
3
￿
,
￿
2
3 ,
7
9
￿
,
￿
8
9 , 1
￿
. This process
is repeated such that for a set Ek, there are 2k intervals each of length 3−k. Eventually, an
infinite set F is reached, and one can deduce that its approximation improves with increasing
k. The scaling properties and self-similarity of the Cantor set can be defined by a parameter
called the fractal dimension, which roughly describes how much space a set fills. A simple
approximation of this variable is to compute the ‘similarity dimension’ [59]:
ds = − log(N)
log(b)
(A.1)
??
??
??
?????
?
? ?
Figure A.1: Middle third Cantor set F as extracted from [173]
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where N is the number of copies the geometry is made up of, and b is the scaling factor.
Referring to E2 in Fig. A.1, we have two copies of the feature E1 scaled down by
1
3 , giving a
fractal dimension of − log(2)
log( 13 )
= 0.631. The Cantor set is a 1-D object; a 2-D object such as
a square would have a fractal dimension of − log(4)
log( 12 )
= 2, since it can be made of four copies
each scaled down to a factor of 12 . Various definitions of the fractal dimension exist, a rigorous
definition was given by Hausdorﬀ [79] who defined the variables of Hausdorﬀ measure and
dimension. A more numerically practical approximation is determined by the ‘box-counting
dimension method’. Both methods are explained by Falconer [59] and Theiler [173] in detail.
In the context of premixed combustion, the surface of the flame front is described by multiple
scales of wrinkling due to the varying turbulence length-scales in the flow. The scales are
bounded by the limits of the outer and inner cut oﬀ scales and Gouldin et al. [73] have shown
that without these limits, no surface area of the flame can be defined. The fractal surface is
found to have a value ranging between 2 and 3 and increasing wrinkles denote a value that is
on the upper end of the scale. A more detailed study on the value of the fractal dimension
has been conducted by Chakraborty and Klein [37], in which the logarithms of the quantities
￿Σgen￿/￿|∇c¯|￿ and ∆/δL from Ξ =
￿
￿o
￿i
￿Df−2
are plotted. Through evaluation of the gradient,
the value of the fractal dimension can be obtained and it has been found that for low ∆/δL, the
DNS curve is non-linear. As such, an expression to account for this non-linearity involving the
error function and Karlovitz number has been derived. The fractal dimension evaluated from
the empirical parameterisation by North and Santavicca [130], yields similar values as validated
by Chakraborty and Klein [37] against DNS data for CF and TRZ test cases.
Appendix B
Numerical issues associated with
momentum and scalar transport
Initial simulations with modelled counter-gradient transport CGT revealed a relatively thick
resolved flame brush that is not intrinsic of flamelet models for both the ORACLES burner
(Figure B.1(a)) and Volvo Rig (Figure B.2(a)). It is suspected that these regions may be ex-
plained as follows. To ensure low numerical dissipation, a second-order central diﬀerencing
scheme (CDS) scheme is used for momentum transport, ensuring that relatively small struc-
tures are resolved and maintained. For the transport of the progress variable, the use of a
CDS scheme is avoided as the resulting numerical oscillations will strongly aﬀect flame prop-
agation, and therefore a total variation diminishing (TVD) scheme is applied. The problem
with the TVD scheme is that it leads to more numerical diﬀusion than the CDS schemes, so
that the momentum field will have a finer eﬀective resolution than the c˜ field. These smaller
momentum/velocity scales will lead to convective transport in the c˜ field and hence thicken the
mixing layer. A possible solution will be to switch the CDS scheme for momentum transport
to that of TVD, making both velocity and scalar length scales consistent. This enables faster
dissipation of the small eddies that wrinkle or thicken the flame front. The result in the form
of instantaneous progress variable fields are shown in Figures B.1(b) and B.2(b), where the
flame brush thicknesses have indeed reduced substantially. The observed diﬀerences in these
figures are reflected by the velocity fluctuations, whereas minimal changes appear for the mean
velocities in both test cases. For the ORACLES burner, the removal of the partially burnt
gases, particularly along span-wise central regions, leads to reduced velocity fluctuations as
shown in Figure B.3 and a better agreement with experiments. Note, however, that adapting a
TVD scheme for momentum transport is normally too dissipative and some evidence of this is
shown in the much under-predicted velocity fluctuations of the Volvo Rig (see Figure B.4). The
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Figure B.1: Instantaneous c˜ contours using (a) CDS and (b) TVD schemes for momentum
transport for the ORACLES burner. Scalar transport is described by the TVD scheme for
both cases.
Figure B.2: Cropped instantaneous c˜ contours using (a) CDS and (b) TVD schemes for mo-
mentum transport for the Volvo Rig. Scalar transport is described by the TVD scheme for
both cases.
relatively thick resolved flame brush is therefore an artefact of using a momentum transport
scheme that is, perhaps counter intuitively, not suﬃciently dissipative.
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Figure B.3: Normalised fluctuating velocities predicted by the FurebyM. model using TVD
(—-) and CDS (– – –) for momentum transport at locations x/h = 2, x/h = 7 and x/h = 9 for
the ORACLES burner. Exp. results denoted by (◦) [128]. Scalar transport is described by the
TVD scheme for both cases.
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Figure B.4: Normalised fluctuating velocities predicted by the FurebyM model using TVD (—
–) and CDS (– – –) schemes for momentum transport for the Volvo Rig. Exp. results denoted
by (◦) [163]. Scalar transport is described by the TVD scheme for both cases.
Appendix C
Issue of heterogeneities in burnt gas
regions
The present studies have shown that heterogeneities in burnt gases appear for the two burner
configurations and was explained, to a certain degree, by the diﬀerences in convective schemes
employed for momentum and scalar transport (see Appendix B). Another reason for the het-
erogeneities predicted by FSD models (particularly of gradient type) may be explained by
their common model definition, which suggests that a source term will only exist in regions of
non-zero gradients in the c˜ (or equally c¯) field. This eﬀectively means that any region where
a homogenous c˜ field is established will not encounter any reaction, irrespective of the gases
being unburnt, partially burnt or burnt. These homogenous c˜ field regions may be developed
through, for example, topological changes, inaccuracies in turbulent diﬀusion models, and in-
flow conditions of the configuration (pulsations at the inflow may facilitate the overlapping of
flame fronts, yielding regions of partially burnt homogenous gas); all of which only occur in a-
posteriori simulations. The heterogeneities observed in burnt gases can therefore not disappear
and must burn oﬀ at a slow rate. In fact, one can deduce that an unburned spot surrounded
by burnt gases will slowly converge towards the fully burnt state following an exponential law
in time. This can be demonstrated in the following situation.
In the case of two planar parallel flames propagating towards each other, a gradient type FSD
model will yield a flame speed of both flames that are proportional to the diﬀerence of c˜ in front
and behind of each flame. Once the (filtered) flames start touching, the c˜ values between the
flames will be increasing, thus steadily reducing the diﬀerence over the flame front and hence
decelerating the flame speed. At the time when a c˜ minimum of 0.99 is reached between the
flames, the rate of burning will thus have dropped to approximately 1% of the physical value,
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so that the heterogeneity disappears very slowly. The above situation can be simplified for a
1-D case, neglecting turbulent diﬀusivity and assuming c¯ = c˜ such that sub-grid CGT eﬀects
are included (see Eq. (5.9)). The c˜ equation becomes:
∂ρ¯c˜
∂t
+
∂ρ¯u˜c˜
∂x
= w˙ = ρuSLΞ
￿￿￿￿ ∂c˜∂x
￿￿￿￿ (C.1)
The rate of burning is given by:
s =
1
ρu
x2(c˜=1)￿
x1(c˜=c0)
w˙dx = ΞSL
1￿
c0
dc = ΞSL(1− c0) (C.2)
where c0 denotes the chemical state of a stationary patch of gas (c0 = 0 at t = 0 s) between
the two opposing flame fronts. Now simplifying Equation (C.1) further by assuming a constant
unburnt density (ρ¯ = ρu) and u ≈ 0m/s for the patch of gas between directly opposing flame
fronts, the rate of change of c˜ becomes:
∂c˜
∂t
= SLΞ
￿￿￿￿ ∂c˜∂x
￿￿￿￿ ∼ s2∆ ⇒ dc˜1− c0 = ΞSL2∆ dt (C.3)
Now integrating Equation (C.3) with the initial boundary condition c0 = 0 at t = 0 s, the
following expression for c0 is obtained:
c0 = 1− exp
￿
−ΞSL
2∆
t
￿
(C.4)
This equation implies that an unburnt region surrounded by burnt gases will slowly converge
towards the fully burnt state following an exponential law in time. The heterogenous regions
of burnt gas in the simulations may therefore arise from the behaviour of the gradient type
models.
By applying the same analysis to the Boger model [18] and assuming c¯ = c˜, the c˜ equation
becomes:
∂ρ¯c˜
∂t
+
∂ρ¯u˜c˜
∂x
= w˙ = ρuSLKΣ
c˜(1− c˜)
∆
(C.5)
The rate of burning for the Boger model reads:
s =
1
ρu
x2(c˜=1)￿
x1(c˜=c0)
w˙dx = KΣSL
c˜(1− c˜)
∆
(x2 − x1) (C.6)
where it becomes evident that s is dependent upon the thickness of the flame brush (x2 − x1),
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thus is expected to change in space and time. With the same simplifying assumptions of
applying a constant unburnt density and zero convective velocity, the rate of change of c˜ for
the cell with c˜ = c0 becomes:
∂c˜
∂t
=
KΣSLc0(1− c0)
∆
∼ s
x2 − x1 ⇒
dc˜
c0(1− c0) =
KΣSL
∆
dt (C.7)
Applying partial fractions and integrating, the expression reads:
ln
￿
c0
1− c0
￿
=
KΣSL
∆
t+ A (C.8)
where the integral constant A can only be determined if c0 = ct0 > 0 at t = 0 s. Further
algebraic manipulation finally leads to:
c0 =
ct0 exp
￿
KΣSL
∆ t
￿
1− ct0 + ct0 exp
￿
KΣSL
∆ t
￿ (C.9)
where the value of ct0 is arbitrary chosen to be a small number of 10−3. Applying a grid
resolution of 2mm and SL = 0.27m/s, the result of both gradient type (Eq. (C.4)) and Boger
(Eq. (C.9)) models are shown in Figs. C.1(a) and (b) respectively. For the range of wrinkling
factors presented for the gradient type model, the chemical state of the gas initially increases
linearly for values of c0 < 0.3 and thereafter, increases at a decreasing rate. In contrast, the
Boger model shows an initial time period in which gas remains unburnt and thereafter increases
relatively quickly at a constant rate for values of 0.2 < c0 < 0.8, particularly for the higher
values of KΣ presented in the figure. Note that these higher KΣ values may represent cases
in which a thick flame brush is simulated. Beyond c0 = 0.8, the partially burnt gases are
consumed at a slower rate than those predicted by the gradient type FSD models.
Overall, this simplified 1-D study indicates that the Boger model may generally require a
shorter time period for fresh gases to be fully consumed. By contrast, gradient type models
take a relatively longer consumption time, particularly for gases that have reached c0 > 0.8.
Therefore, heterogeneities in burnt gases are expected to disappear relatively slowly. For the
ORACLES burner and Volvo Rig test cases studied here, it is found that a single flow-through
time takes about 0.02 s. Since the value of Ξ is expected to lie between 1-2 (see Fig. 8.2) for
most algebraic gradient type FSD models, a local patch of fresh gas formed in the middle of
the combustor would only yield c˜ ≈ 0.5− 0.7 on reaching the exit of the computational domain
of the ORACLES burner according to Fig. C.1(a). Higher c˜ values are expected to be obtained
however for the Volvo Rig due to the use of a laminar flame speed that is 2.8 times faster i.e.
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SL = 0.76m/s. The insuﬃcient time for fresh gases to be fully consumed may be a contributing
factor to the presence of heterogeneities in burnt gases for the ORACLES burner and Volvo
Rig.
Figure C.1: Plot of c0 against time for (a) gradient type model and (b) Boger model.
Appendix D
ATF vs. FSD comparison
The major issue of applying the generalised flame surface density formalism (applying Eq. (3.18)
in conjunction with Eq. (3.16) and Eq. (2.54)) is that there is no mechanism to control the
flame brush thickness from growing indefinitely over time. Consider a simple 1-D flame that
is propagating at speed ST against a flow travelling at the same speed. Assuming a constant
density, the progress variable transport equation reads [134]:
∂c¯
∂t
+ ST
∂c¯
∂x
=
νt
σ
∂2c¯
∂x2
+ SLΞ
￿￿￿￿ ∂c¯∂x
￿￿￿￿ (D.1)
The convection and source terms cancel out using the flame speed ratio definition for the wrin-
kling factor, and so the filtered flame thickness (corresponding to filter width ∆ and observed
in the c˜ contour images) increases indefinitely with time due to turbulent diﬀusion, albeit at a
rapidly decreasing rate. Although the actual filtered flame thickness could vary, it is clear that
the rate at which it will grow in the simulation, is not physically realistic. This detail, however,
can be considered of secondary importance in practical cases because: i) the finite residence
times of flame surface elements in the burner limit the excessive growth of the filtered flame
thickness; ii) flame location is considered more important than the filtered flame thickness; and
iii) it is the flame propagation that is critical for the prediction of the overall burning rate.
With the chosen formulation, flame propagation speed is independent of the flame brush thick-
ness (ST ∝
￿
Σgendx ∝
￿
Ξ|∇c¯|dx), i.e. the filtered flame thickness does not alter the flame
propagation speed. Note that the inclusion of a sub-grid counter-gradient transport model only
limits the rate of flame thickening and does not overcome the issue.
An alternative modelling strategy with thickness control is investigated here and the results are
compared with an FSD model. This modelling method is the artificially thickened flame (ATF)
method examined by numerous authors [12, 22, 39, 44] and its formulation has been provided
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in Section 3.1. The Colin and Charlette-2 models considered here were actually developed for
the ATF method and in the present work, the Colin model is tested and compared in the two
modelling contexts. Parameters that require specification are the pre-factor constant A and
activation temperature Ta in the description of a single step chemistry Arrhenius expression
for the reaction rate. The Arrhenius expression as a function of progress variable is given in
Eq. (3.3). For the ORACLES burner, A = 3.8× 109 s−1 and Ta = 20, 000K [156], whereas for
the Volvo Rig, A = 2.0 × 109 s−1 and Ta = 15, 700K [8]. A diﬀerent laminar flame thickness
δ0L (rather than the Zel’dovich thickness) is also specified to estimate the thickening factor F
through a newly-defined flame scale ∆e = n ·∆ = F δ0L, where n = 4 cells (satisfying the range
n = 4-10 [39]). Values of 0.312mm [64] and 0.25mm [8] for the ORACLES burner and Volvo
Rig are used respectively, leading to F values of 26 and 32.
Figure D.1 compares instantaneous flame image of ATF and FSD taken at the same time for
the ORACLES burner. The ATF maintains a rather constant filtered flame brush thickness,
whereas the filtered flame thickness predicted by FSD increases when traveling downstream of
the combustor. The ATF’s flame front is also a lot smoother and this is reflected by the generally
lower velocity fluctuations in Fig. D.2. As less flame surface area is generated, acceleration of
the flow is reduced leading to lower u/U0 and w/U0.
!"# !$#
%&% '&%%&(
Figure D.1: Instantaneous c˜ contours predicted by (a) ATF and (b) FSD method at t = 0.27 s
for the ORACLES burner.
Similar ATF flame characteristics appear for the Volvo Rig in Fig. D.3(a) and the flame main-
tains a constant fully burnt gas state, implying a higher chemical source than that predicted
by the FSD model (Fig. D.3(b)). A series of flame visualisations of c˜ also show that flame
corrugation occurs very early on, and therefore we expect to see a much shorter recirculation
zone. The mean velocity profiles in Fig. D.4 indeed describe a thinner and shorter recirculation
zone and the high mean temperatures of the ATF flame (Fig. D.5) translates into the greater
axial flow acceleration downstream, yielding u/U0 values that are on par with experiments. In
contrast, for the FSD flame, the length and width of the recirculation zone is better predicted
but delivers too low combustion. The better predicted size and shape of the recirculation zone
240
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
0.0 1.0 2.0 3.0
z/h
x/h = 2
u/U0
0.0 1.0 2.0 3.0
x/h = 7
0.0 1.0 2.0 3.0
x/h = 9
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
-0.2 0.0 0.2
z/h
x/h = 2
w/U0
-0.2 0.0 0.2
x/h = 7
-0.2 0.0 0.2
x/h = 9
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
0.0 0.2 0.4 0.6
z/h
u’/U0
0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
0.0 0.1 0.2
z/h
w’/U0
0.0 0.1 0.2 0.0 0.1 0.2
Figure D.2: Normalised mean and fluctuating velocities predicted by the ATF (—-) and FSD
(– – –) models at locations x/h = 2, x/h = 7 and x/h = 9 for the ORACLES burner. Exp.
results denoted by (◦) [128].
attribute to the improved velocity fluctuations of the FSD model. The temperature fluctuations
predicted by the ATF show over-predicted peaks due to the sharp progress variable gradients.
In the central span-wise regions, its fluctuations fall to virtually zero, most likely the result of
the very thick homogenous burnt gas zone. On the other hand, the FSD model predicts a flame
which is more segmented in terms of chemical gas state, resulting in the higher fluctuations.
Figure D.3: Cropped instantaneous c˜ contours predicted by (a) ATF and (b) FSD method at
t = 0.31 s for the Volvo Rig.
The two studies demonstrate that the same Colin model performs diﬀerently in the two mod-
elling contexts. Depending on the test case, the ATF method may or may not yield good
predictions due to its characteristic of a constant filtered flame brush thickness, which may be
unphysical. In contrast, the FSD method predicts trends that are physical but may not neces-
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Figure D.4: Normalised mean and fluctuating velocities predicted by the ATF (—–) and FSD
(– – –) models for the Volvo Rig. Exp. results denoted by (◦) [128].
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Figure D.5: Normalised mean and fluctuating temperatures predicted by the ATF (—–) and
FSD (– – –) models models for the Volvo Rig. Exp. results denoted by (◦) [161].
sarily capture the quantitative behaviour (for example, u/U0 at x/H = 9.40 and downstream
mean temperatures in Figs. D.4 and D.5 of the Volvo Rig respectively). It is not clear whether
the advantages of ATF or FSD modelling permit the preference of one over the other.
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