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Abstract—In Fog-assisted IoT systems, it is a common practice
to cache popular content at the network edge to achieve high
quality of service. Due to uncertainties in practice such as
unknown file popularities, cache placement scheme design is still
an open problem with unresolved challenges: 1) how to maintain
time-averaged storage costs under budgets, 2) how to incorporate
online learning to aid cache placement to minimize performance
loss (a.k.a. regret), and 3) how to exploit offline history infor-
mation to further reduce regret. In this paper, we formulate the
cache placement problem with unknown file popularities as a
constrained combinatorial multi-armed bandit (CMAB) problem.
To solve the problem, we employ virtual queue techniques to
manage time-averaged constraints, and adopt data-driven bandit
learning methods to integrate offline history information into
online learning to handle exploration-exploitation tradeoff. With
an effective combination of online control and data-driven online
learning, we devise a Cache Placement scheme with Data-driven
Bandit Learning called CPDBL. Our theoretical analysis and
simulations show that CPDBL achieves a sublinear time-averaged
regret under long-term storage cost constraints.
Index Terms—Internet of Things, proactive caching, fog com-
puting, data-driven bandit learning, learning-aided online con-
trol.
I. INTRODUCTION
During recent years, the proliferation of Internet of Things
(IoT) devices such as smart phones and the emerging of IoT
applications such as video streaming have led to the un-
precedented growth of data traffic[1]. To meet the explosively
growing traffic demands at the network edge and facilitate
IoT applications with high quality of service (QoS), caching
popular contents at fog nodes has emerged as a promising
solution[2–5]. Figure 1 shows an example of wireless caching
in a multi-tier Fog-assisted IoT system. As shown in the figure,
by utilizing the storage resources on fog nodes that are close
to IoT devices, popular contents (e.g., files) can be cached
to achieve timely content delivery. Due to resource limit, each
edge fog server (EFS) can cache only a subset of files to serve
its associated IoT users. If a user’s requested file is found on
the corresponding EFS (a.k.a. a hit), then it can be downloaded
directly; however, if not found on the EFS (a.k.a. a miss), then
the file needs to be fetched from the central fog server (CFS)
in the upper fog tier with extra bandwidth consumption and
latency. Therefore, the key to maximize the effectiveness of
caching in Fog-assisted IoT systems lies in the selection of
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Fig. 1. An illustration of caching-enabled Fog-assisted IoT systems.
the proper set of cached files (a.k.a. cache placement) on each
EFS.
However, the effective design of cache placement scheme
remains as an open problem due to the uncertainty of file
popularities in such systems. Specifically, as an important
ingredient for cache placement optimization, file popularities
are usually unknown a priori in practice[16]. Such information
can only be inferred implicitly from feedback information such
as cache hit signals for user requests. Besides, in practice,
it is common for Fog-assisted IoT systems to retain offline
historical observations about file popularity (in terms of file
request logs) on each EFS. Such offline information can be
exploited to reduce the uncertainty of file popularities in the
procedure of cache placement. However, it remains non-trivial
about how to integrate online feedback and offline history
information to reduce uncertainties in decision making and
minimize the resulting performance loss (a.k.a. regret). If
such an integration can be well achieved, then each EFS
can proactively update cache placement based on its learned
popularity statistics to improve system performance.
Towards such a joint design, three challenges must be
addressed. The first is concerning the tradeoff between con-
flicting performance metrics. On one hand, caching more
popular files on each EFS conduces to higher cache hit rewards
(e.g., the size of files served by wireless caching). On the
other hand, the number of cached files should be limited to
avoid excessive storage costs (e.g., memory footprint). Such
a tradeoff between cache hit rewards and storage costs should
be carefully considered for cache placement. The second is
regarding the exploration-exploitation dilemma encountered in
the online learning procedure; i.e., for each EFS, should it
cache the files with empirically high estimated popularities
(exploitation) or those files with few collected feedbacks but
potentially high popularities (exploration)? The third is about
how to leverage offline history information to further improve
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2TABLE I. Comparison between our work and related works
Optimization Metrics Resource Constraints Online Online Offline HistoryPer-time-slot Constraints Long-term Constraints Control Learning Information
[6] Revenue and cost of caching & delivery cost • • •
[7] Service rates for file requests • • •
[8] Queueing delay & energy consumption • • •
[9] Task delay & energy consumption • • •
[10] Cache hit reward • •
[11] Cache hit reward & file downloading cost • •
[12] Number of cache hits • •
[13] Weighted network utility • •
[14] Revenue of caching & content sharing cost • •
[15] Network transmission delay • •
Our Work Cache hit reward & storage cost • • • • •
learning efficiency. With such a new degree of freedom in
the design space of cache placement, the interplay among
online control, online learning, and offline history information
deserves a systematic investigation.
In this paper, we focus on the problem of proactive cache
placement in caching-enabled Fog-assisted IoT systems with
offline history information and unknown file popularities under
long-term time-averaged constraints on storage costs of EFSs.
We summarize our contributions and key results as follows.
 Problem Formulation: We formulate the problem as a
stochastic optimization problem, which aims to maximize
the total cache hit reward in terms of the amount of
files directly fetched from EFSs to IoT users over a
finite time horizon. Meanwhile, we also consider the
time-averaged storage cost constraint on each EFS. By
exploiting the problem structure, we extend the settings of
the recently developed bandit model [17] and reformulate
the problem as a constrained combinatorial multi-armed
bandit (CMAB) problem.
 Algorithm Design: To solve the formulated problem, we
propose CPDBL (Cache Placement with Data-driven Ban-
dit Learning), a learning-aided cache placement scheme
that conducts proactive cache placement under long-
term time-averaged storage cost constraints. In general,
CPDBL consists of two interacting procedures: the on-
line learning procedure and the cache update procedure.
Particularly, in the online learning procedure, we adopt
HUCB1 (UCB1 with Historic Data) method [18] to
leverage both offline history and online feedback to learn
the unknown file popularities with a decent exploration-
exploitation tradeoff. In the cache update procedure, we
leverage Lyapunov optimization method [19] to update
cached files on EFSs in an adaptive manner, aiming to
maximize cache hit rewards while subject to long-term
constraints on storage costs.
 Theoretical Analysis: To the best of our knowledge,
our work conducts the first systematic study on the
integration of online control, online learning, and offline
history information. In particular, our theoretical analysis
shows that our devised scheme achieves a near-optimal
total cache hit reward under time-averaged storage cost
constraints with a time-averaged regret of order O(1/V +√
(log T )/(T +Hmin)) over a finite time horizon T .
Note that V is a positive tunable parameter and Hmin
is the minimum number of offline historical observations
among different EFSs.
 Numerical Evaluation: We conduct extensive simula-
tions to investigate the performance of CPDBL and
its variants. Our simulation results not only verify our
theoretical analysis but also demonstrate the effectiveness
of CPDBL in terms of regret minimization under long-
term time-averaged constraints on storage costs.
 New Degree of Freedom in the Design Space of Fog-
Assisted IoT Systems: We systematically investigate the
fundamental benefits of offline history information in
Fog-assisted IoT systems. We provide both theoretical
analysis and numerical evaluations to verify such benefits.
The rest of this paper is organized as follows. Section
II discusses the related works. Section III illustrates our
system model and problem formulation. Section IV shows
our algorithm design, followed by its performance analysis
in Section V. Section VI discusses our simulation results and
Section VII concludes this paper.
II. RELATED WORK
In the past decades, cache placement has been widely
studied to improve the performance of wireless networks such
as IoT networks and cellular networks[20]. Among existing
works, those that are most relevant to our work are generally
carried out from two perspectives: the online control perspec-
tive and the online learning perspective.
Online Control based Cache Placement: Most works that
take the online control perspective formulated cache placement
problems as stochastic network optimization problems with
respect to different metrics. For example, in [6] Pang et
al. jointly studied the cache placement and data sponsoring
problems in mobile video content delivery networks. Their
solution aimed to maximize the overall content delivery pay-
off with budget constraints on caching and delivery costs.
Kwak et al.[7] devised a dynamic cache placement scheme
to optimize service rates for user requests in a hierarchical
wireless caching network. Wang et al.[8] developed a joint
traffic forwarding and cache placement scheme to optimize
the queueing delay and energy consumption of cache-enabled
networks. In [9], Xu et al. proposed an online algorithm to
jointly optimize wireless caching and task offloading with the
goal of ultra-low task computation delay under a long-term
energy constraint. In general, such works adopted Lyapunov
3optimization method[19] to solve their formulated problems
through a series of per-time-slot adaptive control. Although
the effectiveness of their solutions has been well justified,
they generally assumed that file popularities or file requests
are readily given upon cache placement. Such assumptions
are usually not the case in practice[16].
Online Learning based Cache Placement: Faced with
constantly arriving file requests and unknown file popularities,
a number of works adopted various learning techniques such
as deep learning[21], transfer learning[16][22], and reinforce-
ment learning[10–15, 23, 24] to improve the performance of
wireless caching networks. Nonetheless, such solutions mainly
resort to offline pre-training procedures and can not provide
theoretical performance guarantee in general.
Bandit learning is another method that is widely adopted
to promote the performance of such systems. So far, it has
been applied to solve scheduling problems such as task
offloading[25], task allocation[26], and path selection[27]. The
most relevant to our work are those which consider optimizing
proactive cache placement in terms of different performance
metrics. For example, Blasco et al.[10][11] studied the cache
placement problem for a single caching unit with multiple
users. By considering the problem as a CMAB problem, in
[10] they aimed to maximize the amount of served traffic
through wireless caching, while in [11] they further took file
downloading costs into the account of optimization. In [12],
Mu¨ller et al. proposed a cache placement scheme based on
contextual bandits, which learns the context-dependent content
popularity to maximize the number of cache hits. Song et
al.[14] proposed a joint cache placement and content sharing
scheme among cooperative caching units to maximize the
content caching revenue and minimize the content sharing
expense. Zhang et al.[13] studied the network utility maxi-
mization problem in the context of cache placement with a
non-fixed content library over time. In [15], Xu et al. mod-
eled the procedure of cache placement with multiple caching
units from the perspective of multi-agent multi-armed bandit
(MAMAB) and devised an online scheme to minimize the
accumulated transmission delay over time. Note that the above
works generally do not consider the storage costs on EFSs in
terms of memory footprint. However, in practice, without such
a consideration, caching files with excessively high storage
costs may offset the gains of wireless caching. Moreover,
none of such works exploits offline history information in their
learning processes.
Novelty of Our Work: Different from existing works, to
our best knowledge, our work presents the first systematic
study on the synergy of online control, online learning, and
offline history information. In particular, we conduct theoreti-
cal analysis to characterize the joint impacts of online control,
online learning, and offline information on the performance
of cache placement. Our results also provide novel insights
to the designers of Fog-assisted IoT systems. The comparison
between our work and existing works is given in Table I.
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this Section, we describe our system model in de-
tail. Then we formulate the cache placement problem as a
TABLE II. Key notations
Notation Description
T Total number of time slots
N Set of EFSs with |N | , N
K Set of IoT users with |K| , K
Kn Set of IoT users served by EFS n
F Set of files with |F| , F
Lf Size of file f
Mn Storage capacity of EFS n
θk,f (t)
Indicator of whether file f is requested by IoT user k in
time slot t
Dn,f (t)
Total number of IoT users in set Kn who request for file
f in time slot t
dn,f Popularity of file f on EFS n, dn,f , E[Dn,f (t)]
Hn,f
Number of offline historical observations available for the
popularity of file f on EFS n
Dhn,f (s)
Total number of IoT users in set Kn who request for file
f recorded by the sth offline historical observation
dˆn,f (t) Estimated popularity of file f on EFS n in time slot t
Xn,f (t)
Cache placement decision for caching file f on EFS n in
time slot t
Cn(t) Storage cost of EFS n in time slot t
Rn,f (t)
Cache hit reward of EFS n with respect to file f in time
slot t
Rn(t) Total cache hit reward of EFS n in time slot t
bn Storage cost budget for EFS n
stochastic optimization problem with long-term constraints.
Key notations in this paper are summarized in Table II.
A. Basic Model
We consider a caching-enabled Fog-assisted IoT system that
operates over a finite time horizon of T time slots. In the
system, there is a central fog server (CFS) which manages
N edge fog servers (EFSs) to serve K IoT users. We denote
the sets of EFSs and users by N , {1, 2, · · · , N} and K ,
{1, 2, · · · ,K}, respectively. For each EFS n, we define Kn
(Kn ⊆ K, |Kn| = Kn) as the set of IoT users within its
service range. Note that each IoT user is served by only one
EFS and thus the sets {Kn}n are disjoint.
Particularly, we focus on the scenario in which IoT users
request to download files from EFSs. We assume that the CFS
has stored all of F files (denoted by set F , {1, 2, · · · , F})
that could be requested within the time horizon. Each file f
has a fixed size of Lf storage units. Due to caching capacity
limit, each EFS n only has Mn units of storage to cache a
portion of the files and Mn <
∑
f∈F Lf . Accordingly, if a
user cannot find its requested file on its associated EFS, it
will request to download the file directly from the CFS. We
show an example to illustrate our system model in Figure 1.
B. File Popularity
On each EFS n, we define the popularity of each file f
as the expected number of users to request file f (denoted
by dn,f ) per time slot. We assume that each file’s popularity
4remains constant within the time horizon. In practice, such
file popularities are usually unknown a priori and can only be
inferred based on online feedback information collected after
user requests have been served.
Next, we introduce some variables to characterize user
dynamics with respect to file popularity. We define binary
variable θk,f (t) ∈ {0, 1} such that θk,f (t) = 1 if IoT user
k requests for file f in time slot t and zero otherwise. Then
we denote the file requests of IoT user k during time slot t
by vector θk(t) , (θk,1(t), θk,2(t), · · · , θk,F (t)). Meanwhile,
we use Dn,f (t) ,
∑
k∈Kn θk,f (t) to denote the total number
of IoT users in set Kn who request for file f on EFS n in
time slot t. Note that Dn,f (t) is a discrete random variable
over support set {0, 1, · · · ,Kn} and assumed to be i.i.d. across
time slots with a mean of dn,f .
Besides, we assume that offline historical observations with
respect to the requests for each file f are available on each EFS
n. Specifically, the offline historical observations for file f on
EFS n are denoted by {Dhn,f (0), Dhn,f (1), · · · , Dhn,f (Hn,f −
1)}, where Hn,f ≥ 1 denotes the number of offline historical
observations available for file f on EFS n. Note that we
use superscript h to indicate that Dhn,f (s) belongs to offline
history information. When Hn,f = 0, there is no offline history
information. The offline historical observations are assumed to
follow the same distribution as the current file popularities.
C. System Workflow
During each time slot t, the system operates across two
phases: the caching phase and the service phase.
 Caching phase: At the beginning of time slot t, each EFS
n updates its cached files and consumes a storage cost for
each cached file. Then each EFS n broadcasts its cache
placement to all IoT users in set Kn.
 Service phase: Each IoT user generates file requests and
sends them to its associated EFS. For each request, if the
requested file is not found on the EFS, then the user will
turn to fetch the file from the CFS. Otherwise, the user
directly downloads the file from the EFS. Meanwhile, the
EFS will receive a corresponding cache hit reward.
In the next few subsections, we present the definitions of cache
placement decisions, storage costs, and cache hit rewards in
detail, respectively.
D. Cache Placement Decision
For each EFS n, we denote its cache placement decision
made during each time slot t by a binary vector Xn(t) ,
(Xn,1(t), Xn,2(t), · · · , Xn,F (t)). Each entry Xn,f (t) = 1 if
EFS n decides to cache file f during time slot t and zero
otherwise. Note that the total size of cached files on EFS n
does not exceed its storaget capacity, i.e.,∑
f∈F
LfXn,f (t) ≤Mn, ∀n ∈ N , t. (1)
E. Storage Cost
For each EFS n, caching file f during a time slot t will
incur a storage cost of αLf , where α > 0 is the unit storage
cost. The storage cost can be viewed as the memory footprint
for maintaining the file which is proportional to the size of
file f . Accordingly, given decision Xn(t), we define the total
storage cost on EFS n during time slot t as
Cn (t) ,
∑
f∈F
αLfXn,f (t) . (2)
F. Cache Hit Reward
Recall that during each time slot t, for each requested file
f , if Xn,f (t) = 1, then EFS n will receive a reward Lf for the
corresponding cache hit [10] (in terms of amounts of traffic to
fetch file f from EFS n). Then given cache placement Xn,f (t)
and user demand Dn,f (t) during time slot t, we define the
cache hit reward of EFS n with respect to file f as
Rn,f (t) , LfDn,f (t)Xn,f (t) . (3)
Note that the cache hit reward Rn,f (t) = 0 if file f is not
cached on EFS n during time slot t (i.e., when Xn,f (t) = 0).
Accordingly, we define the total cache hit reward of EFS n
during time slot t as
Rn(t) , Rˆn(Xn(t)) ,
∑
f∈F
LfDn,f (t)Xn,f (t). (4)
G. Problem Formulation
To achieve effective cache placement with high QoS, two
goals are considered in our work. One is to maximize the
total size of transmitted files from all EFSs so as to ensure
requests from IoT users should receive timely service. In our
model, this is equivalent to maximizing the time-averaged
cache hit reward of all EFSs over a time horizon of T time
slots. The other is to guarantee a budgeted usage of storage
costs over time. To this end, for each EFS n, we first define
bn as the long-term storage cost budget for caching files. Then
we impose the following constraint to keep the time-averaged
storage costs under the budget in the long run:
lim sup
t→∞
1
t
t−1∑
τ=0
E [Cn (τ)] ≤ bn, ∀n ∈ N . (5)
Based on the above system model and constraints, our problem
formulation is given by
maximize
{X(t)}t
1
T
T−1∑
t=0
∑
n∈N
E [Rn (t)] (6a)
subject to Xn,f (t) ∈ {0, 1},∀n ∈ N , f ∈ F , t, (6b)
(1), (5).
In the above formulation, the objective (6a) is to maximize
the time-averaged expectation of total cache hit reward of
all EFSs. Constraint (6b) states that each cache placement
decision Xn,f (t) should be a binary variable. Constraint (1)
guarantees that the total size of cached files on each EFS
should not exceed the storage capacity. Constraint (5) ensures
the budget constraint on the storage costs of each EFS.
5Fig. 2. An illustration of our algorithm design.
IV. ALGORITHM DESIGN
For problem (6), given the full knowledge of user demands
{Dn,f (t)}n,f , it can be solved asymptotically optimally by
Lyapunov optimization methods [19]. However, file popular-
ities are usually unknown a priori in practice. Faced with
such uncertainties, online learning needs to be incorporated to
guide the decision-making process by fitting the statistics of
file popularities from both online feedback and offline history
information. To this end, we need to deal with the well-known
exploration-exploitation dilemma, i.e., how to balance the
decisions made to acquire new knowledge about file popularity
to improve learning accuracy (exploration) and the decisions
made to leverage current knowledge to select the empirically
most popular files (exploitation). For such a decision-making
problem under uncertainty, we consider it through the lens
of combinatorial multi-armed bandit (CMAB) with extended
settings. With an effective integration of online bandit learning,
online control, and offline history information, we devise a
data-driven learning-aided cache placement scheme CPDBL
(Cache Placement with Data-driven Bandit Learning) to solve
problem (6). Figure 2 depicts the design of CPDBL. During
each time slot, under CPDBL, each EFS first estimates the
popularity of different files based on both offline history in-
formation and collected online feedback. With such estimates,
the EFS determines and updates its cache placement in the
current time slot. After the update, each EFS delivers requested
cached files to IoT users. For each cache hit, a reward will be
credited to the EFS.
In the following subsections, we extend the settings of the
existing CMAB model and demonstrate the reformulation of
problem (6) under such settings. Then we articulate our algo-
rithm design with respect to online learning and online control
procedures, respectively. Finally, we discuss the computational
complexity of our devised algorithm.
A. Problem Reformulation
The basic settings of CMAB [28] consider a sequential
interaction between a player and its environment with multiple
actions (a.k.a. arms) over a finite number of rounds. During
each round, the player selects a subset of available arms to
play. Then the environment reveals to each selected arm with
a reward that is sampled from an unknown distribution. The
overall goal of the player is to find an effective arm-selection
scheme to maximize its expected cumulative reward.
Based on the CMAB model, Li et al.[17] extended the
settings of classical CMAB by allowing the temporary un-
availability of arms while considering the fairness of arm
selection. Inspired by their work, we reformulate problem
(6) as a constrained CMAB problem in the following way.
We view each EFS as a distinct player and each file as an
arm. During each time slot t, each player n ∈ N selects
a subset of arms to play. If player n chooses to play arm
f ∈ F in time slot t, then file f will be cached on EFS
n and a reward Rn,f (t) = LfDn,f (t) will be received by
the player. Recall that the file demand Dn,f (t) during each
time slot t is a random variable with an unknown mean
dn,f and i.i.d. across time slots. Accordingly, reward Rn,f (t)
is also an i.i.d. random variable with an unknown mean
rn,f = E[Rn,f (t)] = Lfdn,f . Meanwhile, the cache place-
ment decision Xn(t) = (Xn,1(t), Xn,2(t), · · · , Xn,F (t)) of
EFS n corresponds to the arm selection of player n in time
slot t. Specifically, Xn,f (t) = 1 if arm f is chosen and zero
otherwise. Our goal is to devise an arm selection scheme
for the players to maximize their expected cumulative reward
while subject to constraints (1) and (5).
Remark: Our model extends the settings of the bandit model
proposed by [17] in the following four aspects. First, we
consider multiple players instead of one player. Second, the
storage cost constraints in our problem are more complex than
the arm fairness constraints in [17]. Specifically, under our
settings, the selection of each arm for a player is coupled
together under storage cost constraints, whereas in [17] there
is no such coupling among arm selections. Third, we consider
the storage capacity constraint for each player during each time
slot, which is ignored in [17]. Last but not least, we consider a
more general reward function with respect to file uncertainties.
With above extensions, our reformulated problem is more
challenging than the problem formulated in [17].
To characterize the performance loss (a.k.a. regret) due to
decision making under such uncertainties, we define the regret
with respect to a given scheme (denoted by decision sequence
{X(t)}t) as
Reg (T ) , R∗ − 1
T
T−1∑
t=0
∑
n∈N
E
[
Rˆn (Xn (t))
]
, (7)
where constant R∗ is defined as the optimal time-averaged
total expected reward for all players. In fact, maximizing the
time-averaged expected reward is equivalent to minimizing the
regret. Therefore, we can rewrite problem (6) as follows:
minimize
{X(t)}t
Reg (T ) (8a)
subject to (1)(5)(6b). (8b)
To solve problem (8), we integrate data-driven bandit
learning methods and virtual queue techniques to handle the
exploration-exploitation tradeoff and the long-term storage
cost constraints, respectively. In the following subsections, we
articulate our algorithm design in detail.
B. Online Bandit Learning with Offline History Information
By (4), the regret defined in (7) can be rewritten as
Reg (T ) =R∗ − 1
T
T−1∑
t=0
∑
n∈N
∑
f∈F
LfE [Dn,f (t)Xn,f (t)]
6=R∗ − 1
T
T−1∑
t=0
∑
n∈N
∑
f∈F
Lfdn,fE [Xn,f (t)] , (9)
where the last equality holds due to the independence between
user demand Dn,f (t) and cache placement Xn,f (t), and the
fact that E[Dn,f (t)] = dn,f . By (9) and our previous analysis,
we know that to solve problem (8), each EFS n should learn
the unknown file popularity dn,f with respect to each file f .
During each time slot t, after updating cached files ac-
cording to decision Xn(t), each EFS n observes the current
demand Dn,f (t) for each cached file f . Then EFS n transmits
requested files to IoT users and acquires cache hit rewards.
Based on pre-given offline history information and cache hit
feedback from IoT users, we have the following estimate for
each file popularity dn,f :
d˜n,f (t)=min
{
d¯n,f (t)+Kn
√
3 log t
2(hn,f (t)+Hn,f )
, Kn
}
.
(10)
In (10), d¯n,f (t) is the empirical mean of the number of
requests for file f that involves both offline historical observa-
tions and collected online feedback; hn,f (t) counts the number
of time slots (within the first t time slots) during which file
f is chosen to be cached on EFS n; and Kn denotes the
number of users served by EFS n. Specifically, the number of
observations hn,f (t) and the empirical mean of file popularity
d¯n,f (t) by time slot t are defined as follows, respectively:
hn,f (t),
t−1∑
τ=0
Xn,f (τ), (11)
d¯n,f (t),
∑t−1
τ=0Dn,f (τ)Xn,f (τ) +
∑Hn,f−1
s=0 D
h
n,f (s)
hn,f (t) +Hn,f
.
(12)
Remark: In (10), the term Kn
√
3 log t
2(hn,f (t)+Hn,f )
is the con-
fidence radius[29] that represents the degree of uncertainty
for the empirical estimate d¯n,f (t). The larger the confidence
radius, the greater the value of the estimate (10) and thus
the greater the chance for file f to be cached on EFS n. In
the confidence radius, the term hn,f (t) + Hn,f is the total
number of observations (including both online observations
and offline historical observations) for the popularity of file
f on EFS n. Given a small number of observations (i.e.,
hn,f (t) + Hn,f  t), the confidence radius for the empirical
estimate d¯n,f (t) will be large, which implies the file is rarely
cached and hence a great uncertainty about the estimate. In
this case, the confidence radius plays a dominant role in the
estimate d˜n,f (t). Accordingly, file f will be more likely to be
cached on EFS n. In contrast, when a file has been cached for
an adequate number of times, then its popularity estimate (10)
will be close to its empirical mean and the role of confidence
radius will be marginalized. Besides, the HUCB1 estimate (10)
also characterizes the effects of offline history information and
online feedback information. Particularly, in the early stage
(when t is small), suppose the number of online observations
is much smaller than the number of offline historical observa-
tions, i.e., hn,f (t) Hn,f . In this case, the HUCB1 estimate
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Fig. 3. An illustration of virtual queues for storage cost on each EFS.
Each EFS n ∈ N maintains a virtual queue Qn(t) with an input of
Cn(t) and an output of bn during each time slot t. If the queueing
process {Qn(t)}t is strongly stable, then the long-term time-averaged
storage cost constraint (5) on EFS n can be satisfied.
mainly depends on offline history information. However, as
more and more online feedbacks are collected, the impact of
online information becomes more dominant.
C. Storage Cost Budgets with Virtual Queue Technique
By leveraging Lyapunov optimization techniques[19], we
transform the long-term time-averaged storage cost constraints
into queue stability constraints. Specifically, we introduce a
virtual queue Qn(t) for each EFS n ∈ N with Qn(0) = 0 to
handle the time-averaged constraints (5) on storage costs. As
illustrated in Figure 3, each virtual queue Qn(t) is updated
during each time slot t as follows:
Qn (t+ 1) = [Qn (t)− bn]+ + Cn (t) , (13)
in which we define [·]+ , max{·, 0}. Note that constraints
(5) are satisfied only when the queueing process {Qn(t)}t
for each EFS n is strongly stable [19]. Intuitively, the mean
queue inputs (i.e., storage costs) should not be greater than
the mean queue outputs (i.e., cost budgets). Otherwise, virtual
queues will be overloaded, thereby violating constraint (5).
To maintain the stability of virtual queues and minimize the
regret, we transform problem (8) into a series of per-time-slot
subproblems. Specifically, during each time slot t, we aim to
solve the following problem for each EFS n ∈ N :
maximize
Xn(t)
∑
f∈F
w˜n,f (t)Xn,f (t) (14a)
subject to
∑
f∈F
LfXn,f (t) ≤Mn, (14b)
Xn,f (t) ∈ {0, 1},∀f ∈ F , (14c)
where w˜n,f (t) is defined as
w˜n,f (t) , Lf (V d˜n,f (t)− αQn(t)). (15)
In (15), parameter V is a tunable positive constant; weight
w˜n,f (t) can be viewed as the gain of caching file f on EFS
n during time slot t; and the objective of problem (14) is to
maximize the total gain of caching files on EFS n under the
storage capacity constraint (14b).
During each time slot t, we solve problem (14) for each
EFS n to determine its cache placement Xn(t). We split set
F into two disjoint sets Fn,1(t) = {f ∈ F : w˜n,f (t) ≥ 0}
and Fn,2(t) = {f ∈ F : w˜n,f (t) < 0} for each EFS n.
Specifically, for each file f ∈ F ,
1) if d˜n,f (t) ≥ αQn(t)/V , then w˜n,f (t) ≥ 0 and f ∈
Fn,1(t);
72) if d˜n,f (t) < αQn(t)/V , then w˜n,f (t) < 0 and f ∈
Fn,2(t).
For each file f ∈ Fn,2(t), the corresponding optimal place-
ment decision is Xn,f (t) = 0 since caching file f on EFS
n will incur a negative gain, i.e., w˜n,f (t) < 0. By setting
Xn,f (t) = 0 for each file f ∈ Fn,2(t), we can regard problem
(14) as a classical Knapsack problem[30]
maximize
{Xn,f (t)}f∈Fn,1(t)
∑
f∈Fn,1(t)
w˜n,f (t)Xn,f (t)
subject to
∑
f∈Fn,1(t)
LfXn,f (t) ≤Mn,
Xn,f (t) ∈ {0, 1},∀f ∈ Fn,1(t).
(16)
Intuitively, from the lens of Knapsack problem, we have a
number of items (files) in set Fn,1(t) and a knapsack (EFS
n’s cache) with a capacity of Mn. The weight of each item
f ∈ Fn,1(t) is Lf , while the value of putting item f in the
knapsack is w˜n,f (t). Given the weights and values of all items,
our goal is to select and put a subset of items from Fn,1(t) into
the knapsack with the maximum total value. Such a problem
can be solved optimally by applying dynamic programming
(DP) algorithm [31].
D. Integrated Algorithm Design
Based on the design presented in the previous two subsec-
tions, we propose a novel learning-aided proactive cache place-
ment scheme called CPDBL (Cache Placement with Data-
driven Bandit Learning) and show its pseudocode in Algorithm
1. In particular, we denote the file indices in set Fn,1(t)
by φn,1(t), φn,2(t), · · · , φn,|Fn,1(t)|(t), respectively. We use
v(i,m) to denote the optimal value of problem (16) when
only the first i files (i.e., files indexed by φn,1(t), · · · , φn,i(t))
in Fn,1(t) can be selected. Regarding CPDBL, we have the
following remarks.
Remark 1: In (15), the value of parameter V in weight
w˜n,f (t) measures the relative importance of achieving high
cache hit rewards to ensuring storage cost constraints. Note
that the value of w˜n,f (t) is positively proportional to the value
of parameter V . Therefore, for each file f ∈ F , the gain
w˜n,f (t) of caching file f on EFS n during time slot t will
increase as the value of V increases. Under CPDBL, EFS n
will cache more files to achieve not only a higher gain but
also a larger storage cost. Moreover, files with high estimated
mean cache hit rewards would be the first to be cached.
Remark 2: To ensure the storage cost constraints (5),
CPDBL would restrict each EFS to cache limited files as its
virtual queue backlog size becomes large. Intuitive, for each
EFS n, if its time-averaged storage cost tends to exceed the
cost budget bn, its corresponding virtual queue backlog size
Qn(t) will be large. By the definition of w˜n,f (t) in (15),
the value of w˜n,f (t) is negatively proportional to the virtual
queue backlog size Qn(t). Therefore, when the value of Qn(t)
increases, the gain w˜n,f (t) of caching file f on EFS n tends
to be negative. Under CPDBL, files with negative weights will
not be cached, which conduces to a low time-averaged storage
cost.
Algorithm 1 Cache Placement with Data-driven Bandit Learn-
ing (CPDBL)
1: Initialize hn,f (0) = 0, d¯n,f (0) = 1Hn,f
∑Hn,f
s=1 D
h
n,f (s) and
d˜n,f (0) = Kn for each EFS n ∈ N and each file f ∈ F . In
each time slot t ∈ {0, 1, · · · }:
%Data-driven Online Learning
2: for each EFS n ∈ N and each file f ∈ F do
3: if hn,f (t) > 0 then
4: d˜n,f (t)←min
{
d¯n,f (t) + Kn
√
3 log t
2(hn,f (t)+Hn,f )
,Kn
}
.
5: end if
6: end for
%Cache Placement
7: for each EFS n ∈ N do
8: SETCACHEPLACEMENT(t, n, {d˜n,f (t)}n,f ).
9: end for
%Update of Selection Counts and Empirical Means
10: Update cached content according to X(t) and virtual queues
Q(t) according to (13).
11: for each EFS n ∈ N and each file f ∈ F do
12: hn,f (t)← hn,f (t− 1) + Xn,f (t).
13: d¯n,f (t)← hn,f (t−1)+Hn,fhn,f (t)+Hn,f d¯n,f (t− 1) +
Dn,f (t)Xn,f (t)
hn,f (t)+Hn,f
.
14: end for
E. Computational Complexity of CPDBL
The computational complexity of CPDBL mainly lies in the
decision making for cache placement on each EFS n ∈ N
(line 8 in Algorithm 1). In this process, DP is adopted
to solve problem (14) with a computational complexity of
O(FMn)[31]. Note that F denotes the total number of files
on the CFS and Mn denotes the storage capacity of EFS n.
In practice, the cache placement procedure can proceed in a
distributed fashion over different EFNs; accordingly, the total
computational complexity of CPDBL is O(F maxn∈N Mn).
1: function SETCACHEPLACEMENT(t, n, {d˜n,f (t)}n,f )
2: Inputs: At the beginning of time slot t, for EFS n, given file
demand estimate {d˜n,f (t)}n,f .
3: Set Fn,1(t)← ∅.
4: for each file f ∈ F do
5: Set w˜n,f (t)←Lf
(
V d˜n,f (t)−Qn(t)
)
.
6: if w˜n,f (t) < 0 then
7: Set Xn,f (t)← 0.
8: else
9: Set Fn,1(t)← Fn,1(t) ∪ {f}.
10: end if
11: end for
12: Initialize vn(i,m) = 0 for i ∈ {0, 1, 2, · · · , |Fn,1(t)|} and
m ∈ {0, 1, · · · ,Mn}.
13: for each i ∈ {1, 2, · · · , |Fn,1(t)|} do
14: for each m ∈ {1, · · · ,Mn} do
15: if Lφn,i(t) > m then
16: Set vn(i,m)← vn(i− 1,m).
17: else
18: Set vn(i,m)← max
{
vn(i−1,m), vn(i−1,m−
Lφn,i(t)) + w˜n,φn,i(t)(t)
}
.
19: end if
20: end for
21: end for
22: FINDOPTPLACEMENT(n, |Fn,1(t)|, Mn).
23: end function
81: function FINDOPTPLACEMENT(n, i, m)
2: Inputs: For EFS n, given the number of files i and the
remaining storage size m.
3: if i ≥ 1 then
4: if vn(i,m) = vn(i−1,m−Lφn,i(t))+w˜n,φn,i(t)(t) and
m− Lφn,i(t) ≥ 0 then
5: Set Xn,φn,i(t)(t)← 1.
6: FINDOPTPLACEMENT(n, i− 1, m− Lφn,i(t)).
7: else if vn(i,m) = vn(i− 1,m) then
8: Set Xn,φn,i(t)(t)← 0.
9: FINDOPTPLACEMENT(n, i− 1, m).
10: end if
11: end if
12: end function
V. PERFORMANCE ANALYSIS
For each EFS n, given the number Kn of its served users
and its storage capacity Mn, as well as the size Lf of each
file f ∈ F , we establish the following two theorems to
characterize the performance of CPDBL.
A. Storage Cost Constraints
A budget vector b = (b1, b2, . . . , bN ) of storage costs is
said to be feasible if there exists a feasible cache placement
scheme under which all long-term time-averaged storage cost
constraints can be satisfied. We define the set of all feasible
budget vectors as the maximal feasibility region of the system.
The following theorem shows that all virtual queues are
strongly stable under CPDBL when b is an interior point of
the maximal feasibility region.
Theorem 1: Suppose that the budget vector b lies in the
interior of the maximal feasibility region of the system, then
the long-term time-averaged storage cost constraints (5) are
satisfied under CPDBL. Moreover, the virtual queues defined
in (13) are strongly stable and there exists some constant  > 0
such that
lim sup
t→∞
1
t
t−1∑
τ=0
∑
n∈N
E[Qn(τ)]≤
B+V
∑
n∈N 2KnMn

, (17)
where B ,
∑
n∈N (b
2
n + α
2M2n)/2.
Remark 1: The proof of Theorem 1 is given in Appendix B.
Theorem 1 shows that CPDBL ensures the stability of virtual
queue backlogs {Qn(t)}n. Moreover, the time-averaged total
backlog size of such virtual queues is linearly proportional to
the value of parameter V . In other words, given that vector
b is interior to the maximal feasibility region, under CPDBL,
the long-term time-averaged total storage cost is tunable and
guaranteed to be under the given budget.
B. Regret Bound
Our second theorem provides an upper bound for the regret
incurred by CPDBL over time.
Theorem 2: Under CPDBL, the regret Reg(T ) defined in
(7) is upper bounded as follows:
Reg (T ) ≤ B
V
+
4
∑
n∈N KnMn
T
+ 2
∑
n∈N
Kn
√
Mn
∑
f∈F
Lf
√ 6 log T
T +Hmin
, (18)
where B ,
∑
n∈N (b
2
n+α
2M2n)/2 and Hmin , minn,f Hn,f .
Remark 2: In (18), the term B/V is mainly incurred by
balancing the cache hit reward and the storage cost constraints.
Intuitively, the larger the value of V , CPDBL puts more
focus on maximizing cache hit reward and hence a smaller
regret. Nonetheless, this also comes with an increase in the
total size of virtual queue backlogs, which is unfavorable for
keeping storage costs under budget. In contrast, the smaller
the value of V , the more sensitive CPDBL would be to
the increase in storage costs. As a result, each EFS would
constantly update its cached file set with files of different
storage costs, leading to inferior cache hit rewards. In practice,
the selection of the value of V depends on the design tradeoff
of real systems. Besides, the other two terms in (18) are in
the order of O(
√
(log T )/(T +Hmin)). Such two terms are
mainly incurred by the online learning procedure with offline
history information and collected online feedback. It turns out
that, on the one hand, as the number of time slots T increases
to infinity, the regret bound decreases to B/V . On the other
hand, given a fixed number of time slots T , as the number
of offline historical observations (Hn,f with respect to each
EFS n and file f ) approaches infinity, the regret bound also
reduces to B/V . In addition, with a sufficiently large number
of historical observations and a large value of V , the incurred
regret would approach zero as time goes by.
Proof Sketch: First, we introduce the notion of Lyapunov
drift to characterize the change of virtual queue backlog sizes
(in terms of the Lyapunov function) between consecutive time
slots. Next, by taking the per-time-slot regret of CPDBL into
the Lyapunov drift, we upper bound such a drift-plus-regret
term by a linear function of the difference between the perfor-
mances incurred by CPDBL and the optimal scheme. With the
aid of an auxiliary scheme, we further transform the previous
upper bound into a linear function of the difference between
the performances of CPDBL and the auxiliary scheme. Finally,
for the terms in the resulting bound, we leverage Chernoff-
Hoeffding techniques and Jensen’s inequality to bound each
of them to complete the proof. More details of the proof are
given in Appendix C.
VI. NUMERICAL RESULTS
A. Simulation Settings
We consider a Fog-assisted IoT system with 1 CFS, 4 EFSs
(N = 4) and 20 IoT users (K = 20). Each user is uniformly
randomly assigned to one of the EFSs. The file set F on the
CFS consists of 20 files (F = 20) with different file sizes
Lf ∈ {1, 2, 4, 8}. The storage capacity of each EFS is Mn =
16 units. We set the unit storage cost as α = 1. We assume that
each user k’s requests are generated from a Zipf distribution
with a skewness parameter γ ∈ [0.56, 1.2]. Note that such
skewness parameters are unknown a priori to the EFSs. We
set the long-term budget bn to be uniformly 8 units for each
EFS n ∈ N .
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Fig. 4. Performance of CPDBL with different values of V .
B. Performance of CPDBL with A Fixed Time Horizon Length
and Fixed Amounts of Offline History Information
In this Subsection, we investigate the performance of
CPDBL by fixing the time horizon length T as 5 × 106
time slots and the number of offline historical observations
as Hn,f = 1000 for all n ∈ N , f ∈ F .
Performance of CPDBL under Different Values of V :
In Figure 4(a), we take the first EFS (EFS 1) as an example to
investigate how the time-averaged storage cost on each EFS
changes over time under different values of V . We see that on
EFS 1, the time-averaged storage cost converges to the cost
budget b1 = 8 units as time goes by. Moreover, the greater
the value of V , the longer the convergence time. For example,
the convergence time extends from 4000 time slots to about
10000 time slots as the value of V increases from 30 to 50.
This shows that: the larger the value of V , the longer the
time for convergence. Figure 4(b) evaluates the time-averaged
storage cost on each EFS incurred by CPDBL under different
values of V . We see that as the value of parameter V increases,
the storage cost on each EFS keeps increasing until it reaches
the budget bn = 8 units. Such results show that the long-
term time-averaged storage cost constraints in (5) are always
satisfied under CPDBL.
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Next, we switch to the regrets and total storage costs
incurred by CPDBL with different values of V . As shown
in Figure 4(c), we see a notable reduction in the regret as
the value of V increases. Such results imply that CPDBL can
achieve a lower regret with a larger value of V . Moreover,
when the value of V is sufficiently large (V ≥ 40), the regret
value stabilizes at around 38.01. This verifies our previous
analysis about the term B/V in the regret bound (18). Besides,
as the value of V increases, we also see an increase in the
total storage costs which eventually reaches the budget when
V ≥ 40. The results in Figures 4(b) and 4(c) verify the tunable
tradeoff between the regret value and total storage costs.
Performance of CPDBL under Different Settings of
Storage Cost Budget bn: Next, we select different values for
the storage cost budget bn of each EFS n to investigate their
impact on system performance. Figure 5 shows our simulation
results. From Figure 5(a), we see that given V = 50, the
time-averaged total storage costs increase by 60.93% as the
value of bn increases from 6 to 10. Under the same settings,
Figure 5(b) shows that the time-averaged total cache hit reward
increases by 30.71%. The reason is that with more budget,
each EFS would store more files to further maximize the
cache hit rewards. Figure 5(c) illustrates the regret under
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different storage cost budgets. The results verify our theoretical
analysis (17) that the regret grows in proportion to the storage
cost budget on each EFS. The reason is that under CPDBL,
each EFS would explore more files when given more budget,
thereby resulting in a higher regret.
CPDBL vs. Its Variants: In Section IV-B, the confidence
radius in (10) measures the uncertainty in the empirical reward
estimate. The greater the confidence radius, the greater the ne-
cessity of exploration for the corresponding file. Accordingly,
each EFS is more prone to caching such under-explored files.
To investigate how the regret changes with different degrees of
exploration, we propose two types of variants for CPDBL: one
leveraging -greedy method and the other employing UCB-like
methods. More detail is specified as follows.
 CPDBL-greedy: CPDBL-greedy differs from CPDBL
in the cache placement phase (lines 7-9 in Algo-
rithm 1). Specifically, it replaces the HUCB1 estimates
{d˜n,f (t)}n,f with empirical means {d¯n,f (t)}n,f in func-
tion SETCACHEPLACEMENT. Recall that d¯n,f (t) is the
empirical mean that involves both offline historical ob-
servations and online feedbacks. Then it adopts -greedy
method within the cache placement phase. With prob-
ability , each EFS n selects files uniformly randomly
from subset Fn,1(t) to cache. With probability 1−, files
with the empirically highest reward estimates are chosen
to be cached. Intuitively, CPDBL-greedy spends about a
proportion  of time for uniform exploration and the rest
(1− ) proportion of time for exploitation.
 CPDBL-UCBT: CPDBL-UCBT replaces the HUCB1 es-
timate (line 4 in Algorithm 1) with UCB1-tuned (UCBT)
estimate[32] while the rest remains the same as CPDBL.
We compare the regret value of CPDBL against CPDBL-
greedy ( ∈ {0, 0.01, 0.1}) and CPDBL-UCBT in Figure 6
under different values of V . Regarding the variants of CPDBL,
interestingly, although CPDBL-greedy with  = 0 discards
the chance of uniform exploration in the online learning
phase, it still achieves a regret performance that is close to
CPDBL, CPDBL-UCBT, and CPDBL-greedy with  = 0.01.
The reason is that CPDBL-greedy with  = 0 can resort to
storage cost constraint guarantee in the online control phase
to conduct enforced exploration. In comparison, the regret of
CPDBL-greedy with  = 0.1 still performs inferior to other
schemes due to its over-exploration.
CPDBL vs. Other Baseline Schemes: We also compare
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the performance of CPDBL with three baseline schemes: LFU
(Least Frequently Used)[33], LRU (Least Recently Used)[33],
and MCUCB[28]. Below we show how each of them proceeds
in detail, respectively.
 LFU: Under LFU, each EFS maintains a counter for
each of its cached files. Each counter records the number
of times that its corresponding file has been requested
on the EFS. If a requested file is not in the cache, the
requested file would be downloaded from the CFS and
cached on the EFS by replacing the least frequently used
files therein.
 LRU: Under LRU, each EFS records the most recently
requested time slot for each of its cached files. If a
requested file is not in the cache, the requested file would
be downloaded from the CFS and cached on the EFS by
replacing the least recently used files.
 MCUCB: Under MCUCB[10], a modified combinatorial
UCB scheme is used to estimate file popularities and
decide cache placement during each time slot.
We show the simulation results in Figure 7. The cache hit
reward and total storage costs of the three baseline schemes
(LFU, LRU, and MCUCB) remain constant given different
values of V . This is because their decision making does not
involve parameter V . From Figure 7, we see that CPDBL
achieves the lowest cache hit reward while MCUCB achieves
the highest cache hit reward. For example, given V = 50,
compared to MCUCB, CPDBL achieves 38.85% less total
cache hit reward and a 50.00% reduction in the total storage
costs. Figure 7(b) shows that except CPDBL, the other three
schemes fail to ensure the storage cost constraints (5).1
1Recall that the storage cost budget on each EFS is bn = 8 units in our
simulations. Accordingly, the total time-averaged storage costs of the four
EFSs should not exceed 32 units. However, the total time-averaged storage
costs are more than 55 units under the three baseline schemes.
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C. Performance of CPDBL with Different Values of Time
Horizon Length and Amounts of Offline History Information
In this Subsection, we investigate the impact of time horizon
length T and numbers (Hn,f ) of offline history observations2
on the regret of CPDBL. The results are shown in Figure 8.
Figure 8(a) illustrates the regret of CPDBL under different
values of time horizon length T when the number of offline
historical observations is fixed as Hn,f = 1000. Specifically,
as the value of T increases, the regret Reg(T ) decreases in
the order of O(
√
log T
T+1000 ).
3 Next, we vary the values of Hn,f
from 0 to 104 and obtain the simulation results in Figure 8(b).
We see that with more offline history information, CPDBL
achieves a smaller regret. However, the longer the time horizon
length (in term of T time slots), the lower the gain in regret
reduction. For example, when each number Hn,f of offline
historical observations increases from 0 to 104, the regret
reduces by 7.32% under T = 5 × 104 and by only 2.79%
under T = 5 × 106. All such results verify our theoretical
analysis of Theorem 2 in Section V.
VII. CONCLUSION
In this paper, we considered the cache placement problem
with unknown file popularities in caching-enabled Fog-assisted
IoT systems. By formulating the problem as a constrained
CMAB problem, we devised a novel proactive cache place-
ment scheme called CPDBL with an effective integration of
online control, online learning and offline history information.
2In our simulation, the value of Hn,f is set to be identical for all n ∈ N
and f ∈ F .
3In Figure 8(a), we also provide a curve of 39 + 200
√
log T
T+1000
as an
envelope of O(
√
log T
T+1000
) for illustration.
Results from our theoretical analysis and numerical simula-
tions showed that our devised scheme achieves a near-optimal
total cache hit reward under long-term storage cost constraints
with a sublinear time-averaged regret. To the best of our
knowledge, our work provides the first systematic study on the
synergy of online control, online learning, and offline history
information. Our results also revealed novel insights to the
designers of cache-enabled Fog-assisted IoT systems.
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APPENDIX A
ALGORITHM DEVELOPMENT
We define a Lyapunov function as follows:
L (Q (t)) =
1
2
∑
n∈N
(Qn (t))
2
, (19)
in which Q(t) = (Q1(t), Q2(t), · · · , QN (t)) is the vector of
all virtual queues. Then we have
L (Q (t+ 1))− L (Q (t))
=
1
2
∑
n∈N
[
(Qn (t+ 1))
2 − (Qn (t))2
]
≤ 1
2
∑
n∈N
[
b2n + (Cn (t))
2
+ 2Qn (t) (Cn (t)− bn)
]
.
(20)
Since Cn (t) =
∑
f∈F αLfXn,f (t) ≤ αMn, it follows that
L (Q (t+ 1))− L (Q (t))
≤ B +
∑
n∈N
Qn (t) (Cn (t)− bn) , (21)
where B , 12
∑
n∈N
(
b2n + α
2M2n
)
.
We consider an optimal cache placement scheme which
makes i.i.d. placement decision X∗(t) in each time slot t,
then the optimal time-averaged expected total reward of all
EFSs is
R∗ =
1
T
T−1∑
t=0
∑
n∈N
E
[
Rˆn (X
∗
n (t))
]
. (22)
According to (7), the regret of cache placement scheme
{X (t)}t in the first T time slots is
Reg (T ) =
1
T
T−1∑
t=0
∑
n∈N
E
[
Rˆn (X
∗
n (t))− Rˆn (Xn (t))
]
.
(23)
By the definition of reward Rˆn(·) in (4), it follows that
Reg (T ) =
1
T
T−1∑
t=0
∑
n∈N
∑
f∈F
Lf
(
E
[
Dn,f (t)X
∗
n,f (t)
]
− E [Dn,f (t)Xn,f (t)]
)
. (24)
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Since the placement decision Xn,f (t) is made when Dn,f (t) is
unknown, Xn,f (t) is independent of the Dn,f (t). On the other
hand, X∗n,f (t) is i.i.d. over time slots and it is also independent
of Dn,f (t). Then by E[Dn,f (t)] = dn,f , we have
Reg(T )=
1
T
T−1∑
t=0
∑
n∈N
∑
f∈F
Lfdn,fE[X∗n,f (t)−Xn,f (t)].
(25)
We define the one-slot regret as
∆Reg (t) =
∑
n∈N
∑
f∈F
Lfdn,f
(
X∗n,f (t)−Xn,f (t)
)
. (26)
The regret Reg(T ) can be expressed as
Reg (T ) =
1
T
T−1∑
t=0
E [∆Reg (t)] . (27)
Then we define the Lyapunov drift-plus-regret as
∆V (Q(t)) =E [L(Q(t+ 1))− L(Q(t))|Q(t)]
+ V E [∆Reg (t) |Q (t)] .
(28)
It follows by (21) and (26) that
∆V (Q (t))
≤ B + V E
[ ∑
n∈N
∑
f∈F
Lfdn,fX
∗
n,f (t) |Q (t)
]
+ E
[ ∑
n∈N
Qn (t) (Cn (t)− bn) |Q (t)
]
− V E
[ ∑
n∈N
∑
f∈F
Lfdn,fXn,f (t) |Q (t)
]
.
(29)
Since d˜n,f (t) is the HUCB1 estimate of dn,f in time slot t
and it satisfies d˜n,f (t) ∈ [0,Kn], we have∑
n∈N
∑
f∈F
Lfdn,fXn,f (t)
=
∑
n∈N
∑
f∈F
Lf d˜n,f (t)Xn,f (t)
+
∑
n∈N
∑
f∈F
Lf
(
dn,f − d˜n,f (t)
)
Xn,f (t)
(a)
≥
∑
n∈N
∑
f∈F
Lf d˜n,f (t)Xn,f (t)
−
∑
n∈N
Kn
∑
f∈F
LfXn,f (t)
(b)
≥
∑
n∈N
∑
f∈F
Lf d˜n,f (t)Xn,f (t)−
∑
n∈N
KnMn,
(30)
where inequality (a) is because that dn,f , d˜n,f (t) ∈ [0,Kn]
and inequality (b) is because that
∑
f∈F LfXn,f (t) ≤ Mn.
Then it follows that
∆V (Q (t))
≤ B +
∑
n∈N
V KnMn
+ V E
[ ∑
n∈N
∑
f∈F
Lfdn,fX
∗
n,f (t) |Q (t)
]
+ E
[ ∑
n∈N
Qn (t) (Cn (t)− bn) |Q (t)
]
− V E
[ ∑
n∈N
∑
f∈F
Lf d˜n,f (t)Xn,f (t) |Q (t)
]
.
(31)
Substituting (4) and (2) in, we have
∆V (Q (t))
≤ B +
∑
n∈N
V KnMn −
∑
n∈N
Qn (t) bn
+ V E
[ ∑
n∈N
∑
f∈F
Lfdn,fX
∗
n,f (t) |Q (t)
]
− E
[ ∑
n∈N
∑
f∈F
w˜n,f (t)Xn,f (t)|Q (t)
]
.
(32)
where w˜n,f (t) is defined as
w˜n,f (t) = Lf
(
V d˜n,f (t)− αQn (t)
)
. (33)
To minimize the upper bound of drift-plus-regret ∆V (Q(t))
in (32), we approximately solve the following problem in each
time slot t:
maximize
X(t)
∑
n∈N
∑
f∈F
w˜n,f (t)Xn,f (t)
subject to
∑
f∈F
LfXn,f (t) ≤Mn, ∀n ∈ N ,
Xn,f (t) ∈ {0, 1},∀n ∈ N , f ∈ F .
(34)
Problem (34) can be decoupled into N subproblems. For each
EFS n ∈ N , we solve the following subproblem for the cache
placement vector Xn(t) in time slot t:
maximize
Xn(t)
∑
f∈F
w˜n,f (t)Xn,f (t)
subject to
∑
f∈F
LfXn,f (t) ≤Mn,
Xn,f (t) ∈ {0, 1},∀f ∈ F .
(35)
APPENDIX B
PROOF OF THEOREM 1
We consider a feasible cache placement scheme which
makes i.i.d. placement decision X(t) in each time slot t such
that
E
[
Cˆn (X

n (t))
]
+  ≤ bn, ∀n ∈ N (36)
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holds for all time slots. Since our cache placement decision
X(t) is the optimal solution to problem (34), based on (31)
we have
∆V (Q (t)) ≤ B +
∑
n∈N
V KnMn
+ V E
∑
n∈N
∑
f∈F
Lfdn,fX
∗
n,f (t) |Q (t)

+ E
[∑
n∈N
Qn (t)
(
Cˆn (X

n (t))− bn
)
|Q (t)
]
− V E
∑
n∈N
∑
f∈F
Lf d˜n,f (t)X

n,f (t) |Q (t)
 ,
(37)
where B , 12
∑
n∈N
(
b2n + α
2M2n
)
. Since X(t) is indepen-
dent of Q(t), we have
∆V (Q (t)) ≤ B +
∑
n∈N
V KnMn
+ V E
∑
n∈N
∑
f∈F
Lfdn,fX
∗
n,f (t) |Q (t)

+
∑
n∈N
Qn (t)E
[
Cˆn (X

n (t))− bn
]
− V E
∑
n∈N
∑
f∈F
Lf d˜n,f (t)X

n,f (t) |Q (t)
 .
(38)
It follows by (36) that
∆V (Q (t)) ≤ B +
∑
n∈N
V KnMn − 
∑
n∈N
Qn (t)
+ V E
∑
n∈N
∑
f∈F
Lfdn,fX
∗
n,f (t) |Q (t)

− V E
∑
n∈N
∑
f∈F
Lf d˜n,f (t)X

n,f (t) |Q (t)
 .
(39)
Since
∑
f∈F Lfdn,fX
∗
n,f (t) ≤ Kn
∑
f∈F LfX
∗
n,f (t) ≤
Knbn and d˜n,fXn,f (t) ≥ 0, we have
∆V (Q (t)) ≤ B + V
∑
n∈N
2KnMn − 
∑
n∈N
Qn (t) . (40)
Substituting (28) into above inequality, we have
E [L (Q (t+ 1))− L (Q (t)) |Q (t)] + V E [∆Reg (t) |Q (t)]
≤ B + V
∑
n∈N
2KnMn − 
∑
n∈N
Qn (t) . (41)
Taking expectation of both sides of above inequality and
summing over time slots {0, 1, · · · , T ′ − 1}, we have
E [L (Q (T ′))]− E [L (Q (0))] + V
T ′−1∑
t=0
E [∆Reg (t)]
≤ T ′B + T ′V
∑
n∈N
2KnMn − 
T ′−1∑
t=0
∑
n∈N
E [Qn (t)] . (42)
Dividing both sides by T ′ and rearrange the items, we have
1
T ′
T ′−1∑
t=0
∑
n∈N
E [Qn (t)] ≤ 1

(
B + V
∑
n∈N
2KnMn
)
+
E[L(Q(0))]
T ′
−E[L(Q(T
′))]
T ′
− V
T ′
T ′−1∑
t=0
E[∆Reg(t)].
(43)
It follows by the fact L(Q(0)) = 0, L(Q(T ′)) ≥ 0, and
1
T ′
∑T ′−1
t=0 E [∆Reg (t)] = Reg (T ′) ≥ 0 that
1
T ′
T ′−1∑
t=0
∑
n∈N
E [Qn(t)] ≤
B + V
∑
n∈N 2KnMn

. (44)
Let T ′ →∞ we obtain
lim sup
T ′→∞
1
T ′
T ′−1∑
t=0
∑
n∈N
E[Qn(t)]≤
B+V
∑
n∈N 2KnMn

.
(45)
This implies that lim supT ′→∞
1
T ′
∑T ′−1
t=0 E[Qn(t)] <∞ and
the virtual queueing process {Qn}t defined in (13) is strongly
stable for each EFS n ∈ N . Thus the long-term time-averaged
storage cost constraints (5) are satisfied.
APPENDIX C
PROOF OF THEOREM 2
We consider the case when {X∗(t)}t is an optimal scheme
that makes i.i.d. cache placement decision X∗(t) in each time
slot. Then X∗(t) satisfies
E
[
Cˆn (X
∗
n (t))
]
≤ bn, ∀n ∈ N (46)
for each time slot t. According to the inequality (21) and the
definition (26), we have
L (Q (t+ 1))− L (Q (t)) + V∆Reg (t)
≤ B +
∑
n∈N
Qn (t) (Cn (t)− bn)
− V
∑
n∈N
∑
f∈F
Lfdn,f
(
X∗n,f (t)−Xn,f (t)
)
.
(47)
The inequality above can be equivalently written as
L (Q (t+ 1))− L (Q (t)) + V∆Reg (t)
≤ B +
∑
n∈N
Qn (t)
(
Cˆn (X
∗
n (t))− bn
)
+
∑
n∈N
(∑
f∈F
V Lfdn,fX
∗
n,f (t)−Qn(t)Cˆn(X∗n(t))
)
−
∑
n∈N
(∑
f∈F
V Lfdn,fXn,f (t)−Qn(t)Cˆn(Xn(t))
)
.
(48)
Substituting (2) in we have
L (Q (t+ 1))− L (Q (t)) + V∆Reg (t)
≤ B +
∑
n∈N
Qn (t)
(
Cˆn (X
∗
n (t))− bn
)
+
∑
n∈N
∑
f∈F
Lf (V dn,f − αQn(t))X∗n,f (t)
−
∑
n∈N
∑
f∈F
Lf (V dn,f − αQn(t))Xn,f (t).
(49)
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For each EFS n ∈ N and each file f ∈ F , we define
wn,f (t) = Lf (V dn,f − αQn (t)) . (50)
Then inequality (49) can be expressed in a simplified form as:
L (Q (t+ 1))− L (Q (t)) + V∆Reg (t)
≤ B +
∑
n∈N
Qn (t)
(
Cˆn (X
∗
n (t))− bn
)
+
∑
n∈N
∑
f∈F
wn,f (t)
(
X∗n,f (t)−Xn,f (t)
)
.
(51)
For simplicity of expression, we define
Φ1 (t) =
∑
n∈N
∑
f∈F
wn,f (t)
(
X∗n,f (t)−Xn,f (t)
)
. (52)
It follows that
L (Q (t+ 1))− L (Q (t)) + V∆Reg(t)
≤ B + Φ1(t)+
∑
n∈N
Qn(t)
(
Cˆn(X
∗
n(t))− bn
)
. (53)
Taking conditional expectation of both sides, we have
E [L(Q(t+ 1))− L(Q(t))|Q(t)] + V E [∆Reg(t)|Q(t)]
≤ B + E [Φ1(t)|Q(t)] (54)
+ E
[ ∑
n∈N
Qn(t)
(
Cˆn(X
∗
n(t))− bn
)|Q(t)]
= B + E [Φ1 (t) |Q (t)]
+
∑
n∈N
Qn(t)
(
E
[
Cˆn
(
X∗n(t)
)]− bn) . (55)
The last equality is because that Cˆn (X∗n(t)) is independent
of Q(t). It follows by inequalities (46) that
E [L (Q (t+ 1))− L (Q (t)) |Q (t)]
+ V E [∆Reg (t) |Q (t)] ≤ B + E [Φ1 (t) |Q (t)] . (56)
Taking expectation of both sides, we have
E [L (Q (t+ 1))− L (Q (t))] + V E [∆Reg (t)]
≤ B + E [Φ1 (t)] . (57)
Summing the inequality above over time slots {0, 1, · · · , T −
1} and dividing both sides by TV , we have
E [L (Q (T ))]
TV
− E [L (Q (0))]
TV
+
1
T
T−1∑
t=0
E [∆Reg (t)]
≤ B
V
+
1
TV
T−1∑
t=0
E [Φ1 (t)] . (58)
Since L (Q(0)) and L (Q(T )) ≥ 0, it follows that
Reg(T ) =
1
T
T−1∑
t=0
E [∆Reg (t)]
≤ B
V
+
1
TV
T−1∑
t=0
E [Φ1 (t)] .
(59)
A. Upper Bound of Φ1(t)
Next, we want to find the upper bound of E[Φ1(t)]. Consider
a cache placement scheme which makes placement decision
X ′(t) = (X ′1(t),X
′
2(t), · · · ,X ′N (t)) in each time slot t such
that X ′n(t) is the optimal solution of the following problem:
maximize
Xn(t)
∑
f∈F
wn,f (t)Xn,f (t)
subject to
∑
f∈F
LfXn,f (t) ≤Mn,
Xn,f (t) ∈ {0, 1},∀f ∈ F .
(60)
Since X∗n(t) is a feasible solution to problem (60), we have∑
f∈F
wn,f (t)X
′
n,f (t) ≥
∑
f∈F
wn,f (t)X
∗
n,f (t) . (61)
It follows that
Φ1 (t) =
∑
n∈N
∑
f∈F
wn,f (t)
(
X∗n,f (t)−Xn,f (t)
)
≤
∑
n∈N
∑
f∈F
wn,f (t)
(
X ′n,f (t)−Xn,f (t)
)
≤
∑
n∈N
∑
f∈F
wn,f (t)
(
X ′n,f (t)−Xn,f (t)
)
+
∑
n∈N
∑
f∈F
w˜n,f (t)
(
Xn,f (t)−X ′n,f (t)
)
.
(62)
The last inequality is due to that∑
n∈N
∑
f∈F
w˜n,f (t)Xn,f (t) ≥
∑
n∈N
∑
f∈F
w˜n,f (t)X
′
n,f (t)
(63)
as Xn(t) is the optimal solution to problem (14) but X ′n(t)
is only a feasible solution. Rearrange the right-hand side of
(62), we obtain
Φ1 (t) ≤
∑
n∈N
∑
f∈F
(w˜n,f (t)− wn,f )Xn,f (t)
+
∑
n∈N
∑
f∈F
(wn,f − w˜n,f (t))X ′n,f (t) . (64)
By (33) and (50), we have
w˜n,f (t)− wn,f
= Lf
(
V d˜n,f (t)− αQn(t)
)
− Lf (V dn,f − αQn(t))
= V Lf
(
d˜n,f (t)− dn,f
)
.
(65)
Substituting into (64), we obtain
Φ1 (t) ≤
∑
n∈N
∑
f∈F
V Lf
(
d˜n,f (t)− dn,f
)
Xn,f (t)
+
∑
n∈N
∑
f∈F
V Lf
(
dn,f − d˜n,f (t)
)
X ′n,f (t) .
(66)
Define
Φ2 (t) =
∑
n∈N
∑
f∈F
Lf
(
d˜n,f (t)− dn,f
)
Xn,f (t) (67)
and
Φ3 (t) =
∑
n∈N
∑
f∈F
Lf
(
dn,f − d˜n,f (t)
)
X ′n,f (t) , (68)
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The upper bound of Φ1(t) in (66) can be written as
Φ1 (t) ≤ V (Φ2 (t) + Φ3 (t)) . (69)
B. Upper Bound of Φ2(t)
Define event Gn,f (t) , {d˜n,f (t) ≥ dn,f} for each n ∈ N
and f ∈ F , then we have
Φ2 (t) =
∑
n∈N
∑
f∈F
Lf
(
d˜n,f (t)− dn,f
)
Xn,f (t)
· (1{Gn,f (t)}+ 1{Gcn,f (t)})
=
∑
n∈N
∑
f∈F
Lf
(
d˜n,f (t)− dn,f
)
Xn,f (t)1{Gn,f (t)}
+
∑
n∈N
∑
f∈F
Lf
(
d˜n,f (t)− dn,f
)
Xn,f (t)1{Gcn,f (t)}
≤
∑
n∈N
∑
f∈F
Lf
(
d˜n,f (t)− dn,f
)
Xn,f (t)1 {Gn,f (t)} .
(70)
The last inequality is because that when event Gcn,f (h) hap-
pens, d˜n,f (t) < dn,f and (d˜n,f (t) − dn,f )1{Gcn,f (t)} < 0.
Next, we define
φ2,n,f (t) =
(
d˜n,f (t)− dn,f
)
Xn,f (t)1 {Gn,f (t)} . (71)
Then we can express the upper bound of Φ2(t) in (70) as
Φ2 (t) ≤
∑
n∈N
∑
f∈F
Lfφ2,n,f (t) . (72)
Let the first time when file f is cached at EFS n be
time slot t(1)n,f . Define event Un,f (t) ,
{
d¯n,f (t) − dn,f >
Kn
√
3 log t
2(hn,f (t)+Hn,f )
}
for each n ∈ N and f ∈ F . Summing
φ2,n,f (t) over time slots {0, 1, · · · , T − 1} gives
T−1∑
t=0
φ2,n,f (t)
=
T−1∑
t=0
(
d˜n,f (t)− dn,f
)
Xn,f (t)1 {Gn,f (t)}
≤ KnXn,f (t)
+
T−1∑
t=t
(1)
n,f+1
(
d˜n,f (t)− dn,f
)
Xn,f (t)1 {Gn,f (t)}
= KnXn,f (t)
+
T−1∑
t=t
(1)
n,f+1
(
d˜n,f (t)− dn,f
)
Xn,f (t)1 {Gn,f (t)}
· (1 {Un,f (t)}+ 1{U cn,f (t)})
= KnXn,f (t)
+
T−1∑
t=t
(1)
n,f+1
(
d˜n,f (t)− dn,f
)
Xn,f (t)
· 1 {Gn,f (t) ∩ Un,f (t)}
+
T−1∑
t=t
(1)
n,f+1
(
d˜n,f (t)− dn,f
)
Xn,f (t)
· 1{Gn,f (t) ∩ U cn,f (t)} .
(73)
Define
φ
(1)
2,n,f (t) =
(
d˜n,f (t)− dn,f
)
Xn,f (t)
· 1 {Gn,f (t) ∩ Un,f (t)} (74)
and
φ
(2)
2,n,f (t) =
(
d˜n,f (t)− dn,f
)
Xn,f (t)
· 1{Gn,f (t) ∩ U cn,f (t)} , (75)
then inequality (73) can be written as
T−1∑
t=0
φ2,n,f (t) ≤ KnXn,f (t)
+
T−1∑
t=t
(1)
n,f+1
φ
(1)
2,n,f (t) +
T−1∑
t=t
(1)
n,f+1
φ
(2)
2,n,f (t) . (76)
First, we consider the upper bound of
∑T−1
t=t
(1)
n,f+1
φ
(1)
2,n,f (t).
According to (74) we have
T−1∑
t=t
(1)
n,f+1
φ
(1)
2,n,f (t) =
T−1∑
t=t
(1)
n,f+1
(
d˜n,f (t)− dn,f
)
Xn,f (t)
· 1 {Gn,f (t) ∩ Un,f (t)} . (77)
When Un,f (t) =
{
d¯n,f (t) − dn,f > Kn
√
3 log t
2(hn,f (t)+Hn,f )
}
occurs, we consider two cases:
(i) If d˜n,f (t) = min
{
d¯n,f (t) + Kn
√
3 log t
2(hn,f (t)+Hn,f )
,
Kn
}
= Kn, then d˜n,f (t) ≥ dn,f , i.e., event Gn,f (t)
happens.
(ii) If d˜n,f (t) = min
{
d¯n,f (t) +Kn
√
3 log t
2(hn,f (t)+Hn,f )
,Kn
}
= d¯n,f (t) + Kn
√
3 log t
2(hn,f (t)+Hn,f )
, then
d˜n,f (t) > dn,f + 2Kn
√
3 log t
2(hn,f (t)+Hn,f )
, i.e., event
Gn,f (t) still happens.
In summary, event Un,f (t) and Gn,f (t) satisfy that
Un,f (t) ⊂ Gn,f (t), or equivalently 1 {Gn,f (t) ∩ Un,f (t)} =
1 {Un,f (t)}. Thus we have
T−1∑
t=t
(1)
n,f+1
φ
(1)
2,n,f (t)
=
T−1∑
t=t
(1)
n,f+1
(
d˜n,f (t)− dn,f
)
Xn,f (t)1 {Un,f (t)} . (78)
Since d˜n,f (t), dn,f ∈ [0,Kn], we have d˜n,f (t)− dn,f ≤ Kn.
Then it follows that
T−1∑
t=t
(1)
n,f+1
φ
(1)
2,n,f (t) ≤
T−1∑
t=t
(1)
n,f+1
KnXn,f (t)1 {Un,f (t)} . (79)
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Taking expectation of both sides, we have
T−1∑
t=tn,f+1
E
[
φ
(1)
2,n,f (t)
]
≤
T−1∑
t=t
(1)
n,f+1
KnXn,f (t) Pr {Un,f (t)}
=
T−1∑
t=t
(1)
n,f+1
KnXn,f (t)
· Pr
{
d¯n,f (t)− dn,f > Kn
√
3 log t
2(hn,f (t) +Hn,f )
}
.
(80)
Using the Chernoff-Hoeffding bound, we have
Pr
{
d¯n,f (t)− dn,f > Kn
√
3 log t
2(hn,f (t) +Hn,f )
}
≤ exp
(
− 2 (hn,f (t) +Hn,f )
2
(hn,f (t) +Hn,f )K2n
·K2n
3 log t
2(hn,f (t) +Hn,f )
)
= exp(−3 log t).
(81)
Then it follows that∑
n∈N
∑
f∈F
T−1∑
t=t
(1)
n.f+1
LfE
[
φ
(1)
2,n,f (t)
]
≤
∞∑
t=1
∑
n∈N
∑
f∈F
LfKnXn,f (t) t
−3
≤
∞∑
t=1
∑
n∈N
KnMnt
−3
=
∑
n∈N
KnMn
(
1 +
∞∑
t=2
t−3
)
≤
∑
n∈N
KnMn
(
1 +
∫ ∞
1
t−3dt
)
=
3
2
∑
n∈N
KnMn.
(82)
Next, we consider the upper bound of
∑T−1
t=t
(1)
n,f+1
φ
(2)
2,n,f (t).
According to (75) we have
T−1∑
t=t
(1)
n,f+1
φ
(2)
2,n,f (t) =
T−1∑
t=t
(1)
n,f+1
(
d˜n,f (t)− dn,f
)
Xn,f (t)
· 1{Gn,f (t) ∩ U cn,f (t)} . (83)
If event U cn,f (t) happens, then we have
d˜n,f (t) = min
{
d¯n,f (t) +Kn
√
3 log t
2(hn,f (t) +Hn,f )
,Kn
}
≤ d¯n,f (t) +Kn
√
3 log t
2(hn,f (t) +Hn,f )
, (84)
and thus
d˜n,f (t)− dn,f =
(
d˜n,f (t)− d¯n,f (t)
)
+
(
d¯n,f (t)− dn,f
) ≤ 2Kn
√
3 log t
2(hn,f (t) +Hn,f )
. (85)
Then by (85) and Xn,f (t) ≤ 1 we have
T−1∑
t=t
(1)
n,f+1
φ
(2)
2,n,f (t)
=
T−1∑
t=t
(1)
n,f+1
2KnXn,f (t)
√
3 log t
2(hn,f (t) +Hn,f )
· 1{Gn,f (t) ∩ U cn,f (t)}
≤
T−1∑
t=t
(1)
n,f+1
2KnXn,f (t)
√
3 log t
2(hn,f (t) +Hn,f )
≤
T−1∑
t=t
(1)
n,f+1
Kn
√
6 log T
Xn,f (t)√
hn,f (t) +Hn,f
.
(86)
Since hn,f (t) ≤ T , we have
1√
hn,f (t) +Hn,f
=
√
hn,f (t)
hn,f (t) +Hn,f
· 1√
hn,f (t)
≤
√
T
T +Hn,f
· 1√
hn,f (t)
(87)
Then it follows that
T−1∑
t=t
(1)
n,f+1
φ
(2)
2,n,f (t) ≤
T−1∑
t=t
(1)
n,f+1
Kn
√
6T log T
T +Hn,f
1√
hn,f (t)
.
(88)
Let t(i)n,f be the ith time slot when file f is cached at EFS n,
then t(hn,f (T ))n,f is the time slot when file f is lastly cached
before time slot T . Then we have
T−1∑
t=t
(1)
n,f+1
1√
hn,f (t)
=
hn,f (T )∑
i=2
1√
hn,f (t
(i)
n,f )
=
hn,f (T )∑
i=2
1√
i− 1 =
hn,f (T )−1∑
i=1
1√
i
≤
∫ hn,f (T )
1
1√
i
di = 2
(√
hn,f (T )− 1
)
≤ 2
√
hn,f (T ).
(89)
It follows that
T−1∑
t=t
(1)
n,f+1
φ
(2)
2,n,f (t) ≤ 2Kn
√
6T log T
T +Hn,f
√
hn,f (T ). (90)
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Combining (72), (76), (82) and (90) we have
T−1∑
t=0
E [Φ2 (t)] ≤
∑
n∈N
∑
f∈F
Lf
T−1∑
t=0
E [φ2,n,f (t)]
≤ 5
2
∑
n∈N
KnMn
+ 2
∑
n∈N
∑
f∈F
LfKn
√
6T log T
T +Hn,f
√
hn,f (T )
≤ 5
2
∑
n∈N
KnMn
+ 2
√
6T log T
T +Hmin
∑
n∈N
Kn
∑
f∈F
Lf
√
hn,f (T ),
(91)
where Hmin , minn,f Hn,f ≥ 0. The last inequality is
because that
∑
f∈F LfXn,f (t) ≤ Mn for each n ∈ N . On
the other hand, by Jensen’s inequality we have
∑
f∈F
Lf∑
f∈F Lf
√
hn,f (T ) ≤
√∑
f∈F Lfhn,f (T )∑
f∈F Lf
≤
√
MnT∑
f∈F Lf
.
(92)
Thus it follows that
T−1∑
t=0
E [Φ2 (t)] ≤ 5
2
∑
n∈N
KnMn
+ 2
∑
n∈N
Kn
√
Mn
∑
f∈F
Lf
√ 6T 2 log T
T +Hmin
. (93)
C. Upper Bound of Φ3(t)
Recall by (68) and Gn,f (t) , {d˜n,f (t) ≥ dn,f} that
Φ3 (t) =
∑
n∈N
∑
f∈F
Lf
(
dn,f − d˜n,f (t)
)
X ′n,f (t)
=
∑
n∈N
∑
f∈F
Lf
(
dn,f − d˜n,f (t)
)
X ′n,f (t)
· (1 {Gn,f (t)}+ 1{Gcn,f (t)})
≤
∑
n∈N
∑
f∈F
Lf
(
dn,f − d˜n,f (t)
)
X ′n,f (t)1
{
Gcn,f (t)
}
.
(94)
Define
φ3,n,f (t) =
(
dn,f − d˜n,f (t)
)
X ′n,f (t)1
{
Gcn,f (t)
}
, (95)
then the upper bound of Φ3(t) in (94) can be written as
Φ3 (t) ≤
∑
n∈N
∑
f∈F
Lfφ3,n,f (t) . (96)
We consider the case when t ≤ t(1)n,f and t ≥ t(1)n,f + 1
separately. When t ≤ t(1)n,f , d˜n,f (t) = Kn and the event
Gcn,f (t) = {d˜n,f (t) < dn,f} will not happen since dn,f ≤ Kn.
Thus φ3,n,f (t) = 0 when t ≤ tn.
When t ≥ t(1)n,f + 1, suppose event Gcn,f (t) happens.
Then we have d˜n,f (t) < dn,f ≤ Kn, which implies that
d˜n,f (t) = d¯n,f (t) + Kn
√
3 log t
2(hn,f (t)+Hn,f )
and it follows that
dn,f > d¯n,f (t) + Kn
√
3 log t
2(hn,f (t)+Hn,f )
. Thus we can bound
E[φ3,n,f (t)] as follows:
E [φ3,n,f (t)]
= E
[(
dn,f − d˜n,f (t)
)
X ′n,f (t)1
{
Gcn,f (t)
}]
≤ E [KnX ′n,f (t)1{Gcn,f (t)}]
= KnX
′
n,f (t)E
[
1
{
Gcn,f (t)
}]
= KnX
′
n,f (t) Pr
{
Gcn,f (t)
}
≤ KnX ′n,f (t)
· Pr
{
dn,f >d¯n,f (t) +Kn
√
3 log t
2(hn,f (t) +Hn,f )
}
.
(97)
By Chernoff-Hoeffding bound,
Pr
{
dn,f > d¯n,f (t) +Kn
√
3 log t
2(hn,f (t) +Hn,f )
}
= Pr
{
d¯n,f (t) < dn,f −Kn
√
3 log t
2(hn,f (t) +Hn,f )
}
≤ exp
(
− 2 (hn,f (t) +Hn,f )
2
(hn,f (t) +Hn,f )K2n
·K2n
3 log t
2(hn,f (t) +Hn,f )
)
= exp (−3 log t) = t−3.
(98)
Thus we have
E [φ3,n,f (t)] ≤ KnX ′n,f (t) t−3. (99)
Based on the inequality above we have
T−1∑
t=0
∑
f∈F
LfE [φ3,n,f (t)]
≤ Kn
T−1∑
t=t
(1)
n,f+1
∑
f∈F
LfX
′
n,f (t) t
−3
≤ Kn
T−1∑
t=t
(1)
n,f+1
Mnt
−3,
(100)
where the last inequality is because that
∑
f∈F LfX
′
n,f (t) ≤
Mn. Then it follows that
T−1∑
t=0
∑
f∈F
LfE [φ3,n,f (t)]
≤ KnMn
T−1∑
t=t
(1)
n,f+1
t−3 ≤ KnMn
∞∑
t=1
t−3
≤ KnMn
(
1 +
∞∑
t=2
t−3
)
≤ KnMn
(
1 +
∫ ∞
1
t−3dt
)
=
3
2
KnMn.
(101)
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By (96) and (101) we have
T−1∑
t=0
E [Φ3 (t)] ≤
∑
n∈N
T−1∑
t=0
∑
f∈F
LfE [φ3,n,f (t)]
≤
∑
n∈N
3
2
KnMn.
(102)
Combining (69), (93) and (102), we obtain
T−1∑
t=0
E [Φ1 (t)]
≤ V
(
T−1∑
t=0
E [Φ2 (t)] +
T−1∑
t=0
E [Φ3 (t)]
)
≤ 4V
∑
n∈N
KnMn
+ 2V
∑
n∈N
Kn
√
Mn
∑
f∈F
Lf
√ 6T 2 log T
T +Hmin
.
(103)
Substituting (103) into (59) we obtain the regret upper bound
as follows:
Reg (T ) ≤ B
V
+
4
∑
n∈N KnMn
T
+ 2
∑
n∈N
Kn
√
Mn
∑
f∈F
Lf
√ 6 log T
T +Hmin
, (104)
where B = 12
∑
n∈N
(
b2n + α
2M2n
)
.
