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Abstract
In this thesis a model is formulated for Eu-rich EuO. It consists in an ex-
tension of the Kondo lattice model (KLM). For the KLM only a few exact
statements exist. To those we add a new one, namely the exact mapping
of the periodic Anderson model on the antiferromagnetic KLM for arbitrary
coupling constant J .
Pure EuO is a ferromagnetic semiconductor. Eu-rich EuO exhibits a
huge metal–insulator transition near the Curie temperature with a jump in
resistivity of up to 13 orders of magnitude. It is the biggest jump in resistivity
ever observed in nature. We theoretically reproduce this jump with the Kubo
formula. We achieve very good fits already within a not fully self-consistent
theory where the magnetization of the Eu spins is taken from a Brillouin
function. In a fully self-consistent theory we determine the magnetization,
the Curie temperature, the resistivity and other transport properties.
We calculate quantities like the electronic thermal conductivity and the
thermopower, for which there are less experimental data to compare with.
Nevertheless, e.g. the calculations for the thermal conductivity seem reliable
since the Wiedemann-Franz ratio with the electrical conductivity gives a
reasonable result.
The conduction-electron number of Eu-rich EuO comes out of the theory
independently of the conductivity. So we can calculate from the conductivity
and the conduction-electron number the average Drude mobility (or scatter-
ing time). This quantitiy has a jump near the Curie temperature of up to two
orders of magnitude for higher impurity (oxygen vacancy) concentrations in
agreement with the experiment.
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Zusammenfassung
In dieser Arbeit wird ein Modell fu¨r das Eu-reiche EuO formuliert. Es besteht
in einer Erweiterung des Kondo-Gitter-Modells (KGM). Fu¨r das KGM exi-
stieren nur einige exakte Aussagen. In dieser Arbeit kommt eine neue hinzu,
na¨mlich die exakte Abbildung des periodischen Anderson-Modells auf das
antiferromagnetische KGM fu¨r beliebige Kopplungssta¨rke J .
Reines EuO ist ein ferromagnetischer Halbleiter. Eu-reiches EuO zeigt
einen gewaltigen Metall-Isolator-U¨bergang in der Na¨he der Curie-Temperatur
mit einem Sprung im Widerstand von bis zu 13 Gro¨ßenordnungen. Das ist
der gro¨ßte Sprung im Widerstand, der jemals in der Natur beobachtet wur-
de. Wir reproduzieren diesen Sprung theoretisch mit der Kubo-Formel. Wir
erzielen sehr gute Fits bereits in einer nicht vollsta¨ndig selbstkonsistenten
Theorie, bei der die Magnetisierung der Eu-Spins einer Brillouin-Funktion
entnommen ist. In einer vollsta¨ndig selbstkonsistenten Theorie bestimmen
wir die Magnetisierung, die Curie-Temperatur, den spezifischen Widerstand
und andere Transporteigenschaften.
Wir berechnen Gro¨ßen wie die elektronische Wa¨rmeleitfa¨higkeit und die
Thermokraft, fu¨r die weniger experimentelle Daten zum Vergleich vorhanden
sind. Nichtsdestoweniger erscheinen z.B. die Rechnungen fu¨r die thermische
Leitfa¨higkeit vertrauenswu¨rdig, da das Wiedemann-Franz-Verha¨ltnis mit der
elektrischen Leitfa¨higkeit einen vernu¨nftigen Wert liefert.
Die Leitungselektronenzahl des Eu-reichen EuO kommt aus der Theo-
rie unabha¨ngig von der Leitfa¨higkeit heraus. Daher ko¨nnen wir aus der
Leitfa¨higkeit und der Leitungselektronenzahl die durchschnittliche Drude-
Mobilita¨t (oder Streuzeit) berechnen. Diese Gro¨ße hat fu¨r ho¨here Impurity-
(Sauerstoff-Leerstellen)-Konzentrationen einen Sprung in der Na¨he der
Curie-Temperatur von bis zu zwei Gro¨ßenordnungen in U¨bereinstimmung
mit dem Experiment.
Schlagwo¨rter:
EuO, Metall-Isolator-U¨bergang, Kubo-Formel, Kondo-Gitter-Modell
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Chapter 1
Introduction
It was in 1953 when Brauer [Brauer, 1953] discovered EuO in solid so-
lution with SrO [Mauger and Godart, 1986]. In 1961 Matthias et al.
[Matthias et al., 1961] identified EuO as a ferromagnetic semiconductor.
From the paramagnetic inverse susceptibility they extrapolated a Curie tem-
perature of 77 K. This was 8 K too high but the exciting point experimentally
and theoretically was the identification of EuO as the second truly ferromag-
netic semiconductor one year after the discovery of CrBr3 by Tsubokawa
[Tsubokawa, 1960, Wachter, 1979]. In the mid-fifties the possible existence
of a ferromagnetic semiconductor or insulator was seriously disputed by the
theoreticians. Later one recognized that only the Bloembergen-Rowland ex-
change [Bloembergen and Rowland, 1955] via the polarization of the valence
electrons [Wachter, 1979] could account for the ferromagnetism in insula-
tors or semiconductors. In 1975 and 1976 the nearest and next-nearest
neighbor exchange constants J1 and J2 for EuO were measured with neu-
tron scattering by Dietrich et al. [Dietrich et al., 1975] and Passell et al.
[Passell et al., 1976], respectively. The values are J1 = (0.606 ± 0.008)kB K
and J2 = (0.119±0.015)kB K [Wachter, 1979]. All the europium monochalco-
genides, of which EuO is one member amongst EuS, EuSe and EuTe, crys-
tallize in the rock salt structure where the magnetic europium ions occupy
the sites of an fcc lattice. Later it was tried to calculate J1 and J2 theo-
retically [Liu, 1980, Liu, 1983, Lee and Liu, 1983, Lee and Liu, 1984] using
e.g. the linear combination of atomic orbitals (LCAO) method and perturba-
tion theory [Lee and Liu, 1983, Lee and Liu, 1984]. At least up to that time
EuO and EuS were the only known “realizations” of Heisenberg ferromagnets
in nature [Lee and Liu, 1984], with a Hamiltonian given by the Heisenberg
1
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model
Hff = −
∑
ii′
Jii′ ~Si · ~Si′ (1.1)
where ~Si is the Eu spin at site ~Ri, which is of magnitude S =
7
2
stemming from
the 4f 7 electrons, and Jii′ is the exchange integral between the spins at sites
~Ri and ~Ri′. Only recently Kunes˘ et al. [Kunes˘ et al., 2004] calculated the
indirect exchange integrals within density-functional theory using LDA+U.
For EuO with the lattice parameter a = 5.1 A˚ they get their best agreement
with the above cited exchange constants and with the Curie temperature of
TC = 69.3 K [Wachter, 1979] for the biggest chosen value of U (= 9 eV).
If one is interested in the physics of the unoccupied conduction band of
EuO, one should use the so-called s-f (or d-f) exchange model or Kondo
lattice model (KLM) [Nolting et al., 1987b, Nolting et al., 1987a]. For the
consideration of just one conduction band it is given by
H =
∑
~kσ
~kn
c
~kσ
− J
∑
i
~Si · ~σci (1.2)
where ~k describes the conduction band, n
c
~kσ
is the number operator for a
conduction Bloch electron with wave vector ~k and spin σ, ~σci is the spin
operator of the conduction electron at site ~Ri, and J is the constant of
exchange between the conduction electron spin and the Eu spin at each site
1. Nolting et al. [Nolting et al., 1987b, Nolting et al., 1987a] used a five-band
model to describe the five 5d conduction bands in EuO and for the first time
combined a density-functional theory (DFT) calculation with a many-body
evaluation. Schiller in his PhD thesis [Schiller, 2000] attended to the task to
account for the correct symmetries of the 5d bands.
The most striking effect of the d-f exchange is the redshift of the optical
absorption edge below the Curie temperature TC . It was first observed by
Busch, Junod and Wachter [Busch et al., 1964, Wachter, 1979]. The corre-
sponding transition is 4f 75d0 → 4f 65d1. Since the 4f electrons are very
localized within the Eu atoms, the 4f levels are almost temperature inde-
pendent. Hence, the redshift of the absorption edge is due to a redshift of the
5d conduction band. Theoretically, this is already reproduced by a simple
mean-field picture of the Hamiltonian (1.2). Below the Curie temperature
the conduction band is split into a spin-up and a spin-down part. With
decreasing temperature the spin-up part is shifted towards lower energies
1Throughout this thesis we will use J in energy units and all the spin operator eigen-
values without the h¯.
3(redshift) by −J
2
〈Sz〉 whereas the spin-down-part is moved towards higher
energies (blueshift) by +J
2
〈Sz〉 . 〈Sz〉 is the magnetization of the Eu spins.
Both shifts reach their maximum of J
2
S at T = 0, where S = 7
2
is the spin
quantum number of the localized Eu spins.
As an experimental matter of fact pure EuO single crystals are difficult
to be fabricated. The usual method (at least in the 1970’s) was to melt Eu
and Eu2O3 in a (tungsten) crucible and then to cool the crucible slowly down
[Oliver et al., 1972, Schoenes and Wachter, 1974]. Depending on the ratio of
Eu and Eu2O3 used, non-stoichiometric O-rich or Eu-rich EuO samples can
be produced. Of exclusive interest for this dissertation is the Eu-rich EuO.
Interestingly, it has exactly the same Curie temperature TC as the pure (sto-
ichiometric) EuO [Schoenes and Wachter, 1974]. This has been used as an
argument for the fact that the “lattice” of the Eu atoms is still intact in
the Eu-rich samples, and that the Eu richness manifests itself in an oxygen
deficiency, i.e. in oxygen vacancy sites. (Since in this thesis we are not in-
terested in additional doping with e.g. Gd or La [Wachter, 1979], we will
call the oxygen vacancies simply impurities.2) However, the explanation of
the constancy of TC is not sufficient since each oxygen vacancy site con-
tributes two electrons, which are otherwise bound in the chemical bonding
with the oxygen ions. These impurity electrons, as we will show, can medi-
ate an effective interaction between the Eu 4f spins. They should, therefore,
in principle be responsible for a change in the Curie temperature (see also
[Leroux-Hugon, 1972]). It is one of our results presented in this thesis that
the effect on TC is less than 1 mK.
One of the most important physical properties of the Eu-rich EuO is
a metal–insulator transition, which manifests itself in a jump in resistiv-
ity near TC of up to 13 orders of magnitude under certain conditions
[Torrance et al., 1972]. Over a temperature range of only several degrees
Kelvin, this is the biggest jump in resistivity ever observed in nature. How-
ever, the height of the jump is strongly dependent on the growing parameters
(see Oliver et al. in Ref. [Oliver et al., 1972]). Starting in the 1970’s there
were several theoretical attempts to describe the metal–insulator transition,
some of which we will highlight in the following.
Oliver et al. were the first to propose a model for the metal–insulator
transition in Eu-rich EuO [Oliver et al., 1970]. According to their first model
there is a temperature-independent trap level, which stems from the oxygen
vacancy sites and which crosses the redshifted conduction band at a tem-
perature below the Curie temperature. The crossing means that electrons
2Eu-rich EuO will be sometimes written as EuO1−d , where d is the “impurity” concen-
tration.
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from the trap level can empty into the conduction band, transforming the
system into a metal. Above the crossing temperature the system behaves like
a doped semiconductor. The main idea of this model will also be realized
within the microscopic model we will present in this thesis.
In a later paper (Ref. [Oliver et al., 1972]) Oliver et al. refer to a quan-
titative fit, which was possible with a total relative band-edge-to-trap-level
shift of 0.45 eV (instead of 0.26 eV in their first model). To realize such a big
relative shift they assume in their second, refined model (“magnetic double
donor”) two effective trap levels. The impurity electron in the first trap level
has its spin more or less aligned with the spins of the Eu lattice. The second
electron has the opposite spin. Therefore, there is an energy separation which
becomes larger with decreasing temperature due to an increasing magnetiza-
tion. Below TC when the magnetic exchange increases, the upper trap level is
shifted upwards to cross the lower conduction band edge and the lower trap
level is shifted downwards. We will show that in our model such a tempera-
ture dependent shift of the trap levels is unphysical. Instead there will be a
shift of spectral weights. Oliver et al.’s model is sometimes called He model
because in the ground state each impurity (oxygen vacancy) can absorb two
electrons with opposite spin [Shapira et al., 1973, Steeneken, 2002]. Oliver
et al. in Refs. [Oliver et al., 1970, Oliver et al., 1972] lead with the help of
their model a more or less qualitative discussion.
Torrance et al. [Torrance et al., 1972] introduced the concept of the so-
called “bound magnetic polaron”. With this they describe an electron at
an oxygen vacancy which strongly interacts with the neighboring Eu spins
and which is able to polarize its immediate surroundings. Therefore, in the
paramagnetic phase it is rather localized giving rise to an insulating phase. In
the ferromagnetic phase due to the polarization of the Eu spins the oxygen-
vacancy (impurity) electron is fairly delocalized causing a metallic phase.
Also Torrance et al. in Ref. [Torrance et al., 1972] just lead a qualitative
discussion.
Leroux-Hugon in Ref. [Leroux-Hugon, 1972] calculates — within the lin-
ear response of the dielectric constant and the magnetic susceptibility and by
the use of a variational ansatz — the transition temperature of the metal–
insulator transition for impurity concentrations of 3.5×1019 to 8.3×1019 cm−3,
which corresponds to 0.12 % to 0.27 %. However, it is unclear why below
an impurity concentration of 0.12 % there should be no metallic phase. This
contradicts our theory which in principle does not have a lower bound for
metallic behavior.
The first calculations of the resistivity in dependence on temper-
ature we came across are the calculations by Laks and da Silva
[Laks and da Silva, 1976]. They made ansatzes for the internal energy and
5the entropy to get the free energy. Moreover they used the simple Drude
formula for the conductivity, which is given by σ = nceµ, where nc is the con-
duction electron concentration, e the elementary charge and µ = eτ/m?e the
mobility with m?e the effective electron mass and τ the scattering time. For
the quasiparticle density of states they used the mean-field expression. The
result is a good fit to the conductivity curve of Ref. [Torrance et al., 1972]
for temperatures below the Curie temperature but a rather bad agreement
for temperatures above.
Spa lek et al. [Spa lek et al., 1977] calculated the carrier concentration and
the magnetic susceptibility in dependence on the temperature within a one-
electron donor level model and a two-electron donor level model. However,
they used mean-field for the conduction band and a magnetization-dependent
shift of the one-electron donor level, which contradicts the result of the atomic
limit. There is no comparison of their calculated carrier concentration with
carrier concentrations from the experiment. Their inverse susceptibility be-
comes zero at a temperature that is higher than the experimental Curie
temperature.
Mauger [Mauger, 1983] tried to quantify the theory of the bound mag-
netic polaron set out by Torrance et al. [Torrance et al., 1972]. He also used
the mean-field theory for the conduction band and the simple Drude formula
for the conductivity. He made special ansatzes for the free energies of the
subsystems. For his fairly good fits to experimental curves he used the con-
cept of compensating impurities for the conduction electrons. The fits were
made to measurements of Gd doped EuO and not Eu-rich EuO. Mauger
shows in Fig. 1 of his paper a phase diagram of the critical carrier density
versus temperature for (Eu-rich?) EuO. It also contains a critical value of
the carrier density of 0.6× 1019 cm−3, which corresponds to 0.02 % electron
concentration per lattice site, below which there is no metallic phase. Again,
this contradicts our theory, which does not have a lower bound for metallic
behaviour.
Most recently Steeneken in his PhD thesis [Steeneken, 2002] calculated
the resistivity in dependence on temperature for Eu-rich EuO. His concept
of a temperature dependent exchange splitting of the impurity level is, how-
ever, questionable since it contradicts the atomic limit result. He used the
Drude formula to calculate the resistivity. He developed a theory of the de-
pendence of the distribution of the impurity electron binding energies on the
impurity concentration. His resistivity curves fit fairly well to the medium-
resistivity samples in Ref. [Oliver et al., 1972] but rather bad to the high-
resistivity samples. The inclusion of a very small concentration of acceptor
sites or compensating impurities (0.001 %) changes the picture drastically.
Now with an oxygen vacancy concentration of 0.025 % he is able to repro-
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duce the low-temperature minimum of the high-resistivity samples of Ref.
[Oliver et al., 1972] but the high-temperature values of the resistivity are all
much too high.
After all these attempts in the past to describe the behaviour of Eu-
rich EuO we decided first to develop a model Hamiltonian for the system
and then to solve it with the help of a Green’s function technique. We
consider our model Hamiltonian a better starting point than e.g. the usage
of special ansatzes for the free energy, which is always connected with some
crude approximations. Furthermore we will use the Kubo formula for the
case of local selfenergies to calculate the conductivity (or equivalently the
resistivity). The Kubo formula, which is the correct linear response approach
to the many-body problem, is supposed to be much more accurate than
the simple Drude formula, where one has to make special assumptions on
the mobility (or scattering time) and the effective mass of the electrons.
Moreover we will present in this thesis fully self-consistent calculations, which
include the self-consistent calculation of the magnetization of the Eu spins
and the Curie temperature. We will also calculate other interesting transport
quantities, like the thermal conductivity of the electrons and the Seebeck
coefficient.
The core of our model Hamiltonian is the famous Kondo lattice model
[Eq.(1.2)], which we use to mimic the interplay between the Eu spins and
the conduction band. In chapter 2 we will give a general overview of the
applications of the Kondo lattice model. In chapter 3 we will first collect
the exact results known so far for this model. Then we will add a new
exact result for the antiferromagnetic Kondo lattice model, namely the ex-
act mapping of the periodic Anderson model (PAM) on the Kondo lattice
model and the consequences on the Fermi volume which follow from that.
In chapter 4 we will extend the KLM to a realistic model describing Eu-rich
EuO with parameters as close as possible to the experiment. In the next
chapter the current-density operator and therewith the transport formulae
for the extended KLM will be derived. A not fully self-consistent solution
with external parameter 〈Sz〉 and results thereof will be discussed in chapter
6. The fully self-consistent solution and the results following from this will
be presented in chapter 7. In the last chapter a summary and conclusions
will be given. In the appendices we will include some calculations which are
excluded from the main text for better readability.
Chapter 2
Motivation and applications of
the Kondo lattice model
The Kondo lattice model (or s-f or s-d model) is one of the most widely
used many body models in solid state physics. One of the reasons cer-
tainly is its conceptual simplicity, describing an interband exchange inter-
action between rather localized electrons and itinerant conduction electrons.
The ferromagnetic KLM is applied for the empty conduction electron bands
of the europium chalcogenides EuX (with X = O, S, Se, Te). EuO and EuS
are ferromagnetic, EuSe is an antiferromagnetic/ferrimagnetic, and EuTe is
an antiferromagnetic semiconductor [Wachter, 1979]. The most prominent
feature of the ferromagnetic semiconductors is the redshift of their optical
absorption edge below the Curie temperature [Schoenes and Wachter, 1974].
The absorption is accompanied by the transition 4f 75d0 → 4f 65d1. Since
the 4f states are rather localized their energies are temperature independent.
Hence, the redshift results from a down-shift of the spin-up 5d conduction
band. This shift can be well understood in a mean-field picture where the
conduction band is rigidly shifted proportionally to the Eu-spin magnetiza-
tion 〈Sz〉 by an amount of J〈Sz〉/2.
A second application of the KLM are the so-called local-moment metals,
like Gd, Tb, Dy and Eu1−xGdxS. In contrast to the (anti)ferromagnetic
semiconductors, where the magnetic order of the localized spins is due
to some special kind of superexchange (Bloembergen-Rowland interaction
[Bloembergen and Rowland, 1955, Liu, 1980, Liu, 1983, Lee and Liu, 1983,
Lee and Liu, 1984]), in the local-moment metals an indirect coupling between
the localized spins is mediated by the conduction electrons in an RKKY man-
ner [Rudermann and Kittel, 1954, Kasuya, 1956, Yosida, 1957]. In the case
of Gd there is at low temperatures a magnetic moment of 7.63µB. 7µB belong
to the spin 7
2
of the 4f electrons and 0.63µB originate from the conduction
7
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band polarization. Hence the exchange constant J is positive (ferromag-
netic).
A third group of materials for which the Kondo lattice model is
appropriate are the diluted magnetic semiconductors, e.g. Ga1−xMnxAs
[Matsukura et al., 1998, Dietl et al., 2001b], a group of materials which is
especially promising for spintronics applications if it becomes possible to
reach TC’s at or above room temperature. The diluted magnetic semicon-
ductors represent dilute disordered magnetic systems with a small number
of magnetic impurities and charge carriers. In the case of Ga1−xMnxAs
at least the majority of Mn ions [Sanvito et al., 2001] is in the 2+ state
contributing a spin of S = 5/2 and a hole in the valence band. This
hole is antiferromagnetically coupled to the Mn spin [Dietl et al., 2001b,
Sanvito et al., 2001, Dietl et al., 2001a, Ko¨nig et al., 2001]. Therefore the
antiferromagnetic Kondo lattice model is appropriate here. In contrast,
the conduction band is ferromagnetically coupled to the impurity spins
[Sanvito et al., 2001].
The manganites (manganese oxides with perovskite structure)
T1−xDxMnO3 (T = trivalent La,Pr,Nd; D = divalent Ca, Sr,Ba,Pb)
show the colossal magnetoresistance [Jin et al., 1994, Ramirez, 1997]. The
double-exchange mechanism, which leads to ferromagnetism above a certain
critical x, was first decribed by Zener [Zener, 1951, Nolting, 1986]. He
used the ferromagnetic Kondo lattice model, which for this reason was
for some time also called Zener model. Due to the replacement of the
trivalent by divalent ions there appears a mixture of 1 − x Mn3+ and x
Mn4+ in the manganite, where the Mn4+ ions supply more or less localized
spins S = 3/2 from their 3d-t2g electrons. The Mn
3+ has an additional
3d-eg electron which is thought to be itinerant. However, the manganites
are bad electrical conductors, because the hopping matrix element t is
very small compared with the intraatomic spin-spin coupling constant
J . The bandwidth W (in the simple cubic case in tight-binding approx-
imation one has W = 12t) is estimated 1 – 2 eV [Satpathy et al., 1996,
Pickett and Singh, 1996, Singh and Pickett, 1998], whereas J is at least 1
eV [Satpathy et al., 1996, Okimoto et al., 1995, Millis et al., 1996]. The
ferromagnetic Kondo lattice model is certainly not able to describe all
details of the rich phases (including phase separation [Ramirez, 1997]) of the
manganites but it is looked at as a reasonable framework for gross effects in
their physical behavior [Dagotto et al., 1998, Furukawa, 1994].
The so-called heavy-fermion systems form a further class of materials
for which the antiferromagnetic Kondo lattice model is commonly applied
apart from the periodic Anderson model. It is well known that the spin-
1/2 antiferromagnetic KLM for small J can be obtained from the PAM in
9the so-called Kondo limit by the famous Schrieffer-Wolff transformation. In
section 3.2 we will show that the antiferromagnetic KLM for any finite J is the
exact effective model of the PAM in a special “extended Kondo limit”. Heavy
fermions are mainly Ce compounds. The term “heavy fermion system” comes
from the fact that the effective masses of the charge carriers are enhanced
by up to a factor of 1000 [Hewson, 1997]. This can be seen, for instance, by
a respective enhancement of the specific heat. CeCu6−xAux is a substance
where there is a change from a Kondo screened nonmagnetic state at x = 0
to a RKKY dominated state with antiferroamgnetic ordering for x ≥ 0.1
[von Lo¨hneysen, 1998].
Chapter 3
Exact results on the Kondo
lattice model
3.1 Known exact results on the Kondo lattice
model
Due to their non-trivial nature many-body Hamiltonians lack many exact
results. In the following we will make a list of the known exact results of the
Kondo lattice model (1.2).
• The “atomic limit” or zero-bandwidth limiting case (~k → T0 ∀~k)
of the correlated Kondo lattice model [Nolting and Matlak, 1984,
Nolting et al., 2001]:
“Correlated” means that there is an additional Hubbard term for
the conduction electrons U
∑
i n
c
i↑n
c
i↓. There are four temperature-
independent1 quasi-particle levels in the following order (if U is large
enough):
1 = T0 − 1
2
JS , 2 = T0 +
1
2
J(S + 1) ,
3 = T0 + U − 1
2
J(S + 1) , 4 = T0 + U +
1
2
JS .
The decisive point is that the spectral weights of those levels are de-
pendent on the spin, the band filling and the temperature (via 〈Sz〉).
It turns out that in any case only three of the four levels have finite
1ingnoring µ and its temperature dependence
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weight. The weights are given by
α1σ =
1
2S + 1
[S + 1 + zσ〈Sz〉+ ∆−σ − (S + 1)〈nc−σ〉] ,
α2σ =
1
2S + 1
[S − zσ〈Sz〉 −∆−σ − S〈nc−σ〉] ,
α3σ =
1
2S + 1
[S〈nc−σ〉 −∆−σ] ,
α4σ =
1
2S + 1
[∆−σ + (S + 1)〈nc−σ〉] ,
where 〈Sz〉 is the magnitization of the localized spins, 〈nc−σ〉 is the
average electronic occupation number at a certain site, zσ = δσ↑ − δσ↓
and ∆σ = 〈Sσc†−σcσ〉 + zσ〈Szncσ〉 with Sσ = δσ↑S+ + δσ↓S−. We will
make use of this limiting case when choosing the self-energy for the
impurity (oxygen vacancy) electrons.
• The ferromagnetically saturated semiconductor
[Shastry and Mattis, 1981, Allen and Edwards, 1982,
Nolting et al., 1985, Nolting et al., 2001]:
In this limiting case all spins are aligned parallel in the z-direction.
Except for the test electron, which is put into the conduction band,
the conduction band is empty. The spin-up quasi-particle band is only
rigidly shifted downwards: Σc↑ = −12JS. The spin-down spectrum is
more complicated [Nolting et al., 2001]:
Σc↓(E) =
1
2
JS
(
1 +
JG0(E + µ+
J
2
S)
1− 1
2
JG0(E + µ+
J
2
S)
)
(3.1)
where G0(E) =
1
N
∑
~k
1
E−~k
is the local free Green’s function. If J
is large enough the spin-down density of states consists of two parts.
There is spectral weight in the energy range of the spin-up density of
states: this is called the scattering part because it comes from the spin
flip of the spin-down electron to a spin-up electron thereby emitting
a magnon and occupying a spin-up state. Secondly, there is a nar-
rower so-called magnetic polaron part, which represents quasiparticles
(magnetic polarons) of infinite lifetimes. They are characterized by
repeated emission and absorption of magnons thereby polarizing the
surroundings of the “dressed” electron.
• The second-order perturbation theory for the self-energy [Mori, 1965,
Mori, 1966, Bulk and Jelitto, 1988, Bulk and Jelitto, 1990,
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Nolting et al., 2001, Hickel and Nolting, 2004]:
Σc~kσ =−
J
2
zσ〈Sz〉{0} + J
2
4
γ~kσ +O(J3) (3.2)
γ~kσ =−
(〈Sz〉{0})2G{0}~kc + 1N2 ∑
~q
〈Sz−~qSz~q 〉{0}G{0}~k+~qc (3.3)
+
1
N2
∑
~q
[
〈S−σ−~q Sσ~q 〉{0} + 2zσ〈Sz~0nc~q+~k,−σ〉{0}
]
G
{0}
~k+~qc
, (3.4)
where 〈. . .〉{0} means the thermodynamic average in the interaction-
free system, S
(σ,z)
~q is the Fourier transform of S
(σ,z)
i , G
{0}
~kc
= 1
E−~k
is the
free Green’s function, and N is the number of lattice sites. Note that
throughout this thesis we will leave out the h¯ from the definitions of the
Green’s functions and spectral densities but we will leave it elsewhere
to get e.g. the correct values of the transport quantities.
• The high-energy expansions of the (conduction-electron) Green’s func-
tion and the self-energy [Hickel, 2004]:
The spectral density is essentially given by the imaginary part of the
(conduction-electron) Green’s function G~kσc(E) = 〈〈c~kσ; c†~kσ〉〉
A~kσ(E) = −
1
pi
ImG~kσc(E) (3.5)
The so-called spectral moments are defined by
M
(n)
~kσ
=
+∞∫
−∞
dEEnA~kσ(E) . (3.6)
They can in principle be calculated by
M
(n)
~kσ
= 〈[· · · [[c~kσ,H],H], · · · ,H]︸ ︷︷ ︸
n-fold commutator
, c†~kσ]+〉 , (3.7)
where [. . . , . . .]+ means the anticommutator. From the spectral repre-
sentation of the Green’s function one gets its high-energy expansion:
G~kσc(E) =
∞∑
n=0
M
(n)
~kσ
En+1
(3.8)
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For the self-energy one can write
Σc~kσ(E) =
∞∑
m=0
C
(m)
~kσ
Em
(3.9)
From the Dyson equation, EG~kσc(E) = 1+[(~k−µ)+Σc~kσ(E)]G~kσc(E),
it follows
M
(0)
~kσ
= 1
M
(1)
~kσ
= ~k+C
(0)
~kσ
⇒ C(0)~kσ = M
(1)
~kσ
−~k
M
(2)
~kσ
= M
(1)
~kσ
(C
(0)
~kσ
+~k)+M
(0)
~kσ
C
(1)
~kσ
⇒ C(1)~kσ = M
(2)
~kσ
−
(
M
(1)
~kσ
)2
M
(3)
~kσ
= M
(2)
~kσ
(C
(0)
~kσ
+~k)+M
(1)
~kσ
C
(1)
~kσ
+M
(0)
~kσ
C
(2)
~kσ
⇒ C(2)~kσ = M
(3)
~kσ
−2M (2)~kσ M
(1)
~kσ
+
(
M
(1)
~kσ
)3
(3.10)
The spectral moments can be calculated and the C-coefficients are the
following:
C
(0)
~kσ
=
J
2
zσ〈Sz〉 (3.11)
C
(1)
~kσ
=
J2
2
∆σ +
J2
4
[S(S + 1)− zσ〈Sz〉]− J
2
4
〈Sz〉2 (3.12)
C
(2)
~kσ
=
J2
4
1
N
∑
ii′
ei
~k(~Ri−~Ri′ )Tii′(〈Szi Szi′〉+ 〈S−σi Sσi′〉)− ~k
J2
4
〈Sz〉2
+
J2
4
∑
i
Til
(
2zσ〈Szl c†i−σcl−σ〉 − 〈Sσl c†i−σclσ〉 − 〈S−σl c†iσcl−σ〉
)
+
J2
2
∑
i
Til
(
〈Sσl c†l−σciσ〉 − 〈Sσl c†i−σclσ〉
)
− J
3
8
S(S + 1)(1 + zσ〈Sz〉 − 2〈nc−σ〉)
+
J3
8
zσ〈Sz〉(1 + zσ〈Sz〉)2 − J
3
2
zσ〈Sz〉∆σ . (3.13)
We have used the Fourier transform of the dispersion ~k: Tii′ =
1
N
∑
~k ~ke
i~k(~Ri−~Ri′ ). ~Rl in Eq. (3.13) denotes an arbitrary site.
• The ground state of the antiferromagnetic Kondo lattice model with
one conduction electron [Tsunetsugu et al., 1997]:
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The ground state of the antiferromagnetic Kondo lattice model with
S = 1
2
and one conduction electron has the total spin quantum number
Stot =
1
2
(N − 1) and is unique, apart from its (2Stot + 1)-fold spin de-
generacy if the nearest-neighbor hopping-matrix element−t is negative.
(−t is T〈ii′〉 for nearest-neighbor sites ~Ri and ~Ri′.)
• The ground state of the half-filled Kondo lattice model
[Tsunetsugu et al., 1997]:
The ground state of the half-filled Kondo lattice model is unique and
has Stot = 0 for the antiferromagnetic KLM if the lattice is bipartite,
and for the ferromagnetic Kondo lattice model if the lattice is bipartite
and the number of sites is equal in both sublattices.
• The “large” Fermi volume in the antiferromagnetic Kondo lattice model
[Oshikawa, 2000]:
The Fermi volume of the antiferromagnetic Kondo lattice model is
“large”, i.e. contains the number of the completely localized electrons
(spins), if the system is in a nonmagnetic Fermi liquid state.
To all these exact statements we add in section 3.2 the exact mapping of
the periodic Anderson model on the antiferromagnetic Kondo lattice model
for arbitrary coupling constant J , first, for spin S = 1
2
, second, for spin S = 1
and, finally, for arbitrary spin S. In subsection 3.2.4, based on the exact
mapping of the PAM on the KLM, the large Fermi volume of a nonmagnetic
Fermi liquid state of the antiferromagnetic KLM for S = 1
2
is shown.
3.2 Exact mapping of the periodic Anderson
model on the Kondo lattice model
3.2.1 Introductory remarks
In section 3.2.2 it is shown that the antiferromagnetic Kondo lattice model
for spin S = 1/2 and for any finite coupling constant J < 0 can be obtained
by an exact mapping from the periodic Anderson model in an appropriate
limit, which we will call the extended Kondo limit (EKL). We thus add a
rigorous statement on the Kondo lattice model to the known ones described
in section 3.1. The mapping allows a direct proof of the “large” Fermi volume
for a nonmagnetic Fermi-liquid state of the Kondo lattice model for S = 1
2
(section 3.2.4), which can replace a far more difficult topological proof by
Oshikawa [Oshikawa, 2000].
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As stated before, both the periodic Anderson model and the antiferro-
magnetic Kondo lattice model are standard models to describe heavy fermion
systems [Hewson, 1997, Fazekas, 1999, Tsunetsugu et al., 1997]. The prop-
erties of those systems originate from an interplay between rather localized
f electrons and itinerant s, p or d electrons. In the (nondegenerate) periodic
Anderson model (PAM) this is mimicked in a minimal way. The Hamiltonian
of the nondegenerate PAM is given by
HPAM =
∑
~kσ
~kn
c
~kσ
+
∑
iσ
fn
f
iσ + U
∑
i
nfi↑n
f
i↓ +
∑
~kiσ
(V~ke
−i~k ~Ri c†~kσfiσ + H.c.) .
(3.14)
c
(†)
~kσ
creates/annihilates a conduction electron (s electron) with momentum ~k
and spin σ. f
(†)
iσ is the creation/annihilation operator for an f electron at
site ~Ri. n
c
~kσ
and nfiσ are the respective number operators. There are nonde-
generate f orbitals with energy f , with an intraorbital Coulomb interaction
U and a generally ~k-dependent hybridization V~k of these orbitals with the
states of the nondegenerate conduction band ~k.
The Kondo lattice model is used to describe the effective physics by mod-
eling the f electrons as localized quantum mechanical spins with an antifer-
romagnetic spin exchange (coupling constant J < 0). The KLM is given
by
HKLM =
∑
~kσ
~kn
c
~kσ
−
∑
~k~k′i
J~k′~ke
−i(~k′−~k)~Ri ~Si · ~s~k′~k . (3.15)
The first part stands for the conduction band. The second part describes the
interaction between localized quantum-mechanical spins ~Si of magnitude S
and the spins of the conduction electrons ~s~k′~k =
1
2
∑
σ′σ c
†
~k′σ′
~τσ′σc~kσ (with ~τ
representing the Pauli matrices). J~k′~k are the (antiferromagnetic) coupling
constants (J~k′~k < 0).
The KLM with S = 1
2
represents an effective model in the so-called Kondo
regime (which is relevant for the heavy-fermion systems) of the nondegen-
erate PAM. There is an approximate correspondence of the two models in
the Kondo regime, namely in a perturbational sense. This correspondence
becomes rigorous in the Kondo limit of the PAM, which means taking the
weak-coupling limit (J → 0) in the KLM. The Kondo regime of the PAM
is a regime favorable for the formation of local f moments. A necessary
condition for this is that the energy of the singly (doubly) occupied f or-
bital lies below (above) the chemical potential: f < 0 (f + U > 0). The
energy distance of the two levels f and f + U to the chemical potential
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should be large compared with the hybridization so that fluctuations of the
f -orbital occupancy are small. This condition is sometimes formulated in
terms of the width Γ of the virtual levels of the single-impurity Anderson
model [Tsunetsugu et al., 1997, Schrieffer and Wolff, 1966]:
Γ
|f | ,
Γ
f + U
 1 , (3.16)
where Γ = piρ0V
2. ρ0 is the density of states of the free conduction band at
the Fermi energy. V is the average hybridization (V 2 = {|Vk|2}av). Via the
Schrieffer-Wolff transformation, the Kondo regime of the PAM is approxi-
mately mapped on the weak-coupling (small-J) regime of the Kondo lattice
model. Assuming a constant free conduction-electron density of states at the
Fermi energy (ρ0), the limit in which the mapping becomes exact (Kondo
limit) is given by
V 2
f
,
V 2
f + U
−→ 0 . (3.17)
The Kondo limit can be understood as
V → 0 or |f |, f + U →∞ [Lacroix and Cyrot, 1979] . (3.18)
Both corresponds to J → 0 on the side of the Kondo lattice model.2
This relationship between the two models is known since long ago. In 1966
Schrieffer and Wolff [Schrieffer and Wolff, 1966] showed it for the correspond-
ing impurity models, the single impurity Anderson model [Anderson, 1961]
and the Kondo impurity model [Kondo, 1964]. In the single impurity An-
derson model there is just one impurity f orbital at a certain site in
the infinite lattice. In the Kondo impurity model there is just one f
spin at a certain site in the lattice. Later the Schrieffer-Wolff transfor-
mation was generalized to the periodic models, the PAM and the KLM
[Lacroix and Cyrot, 1979, Proetto and Lopez´, 1981]. More recently Mat-
sumoto and Ohkawa [Matsumoto and Ohkawa, 1995] claimed an equivalence
between the impurity models in a special “s-d” limit, which we will call
in the following “extended Kondo limit” and which differs from the con-
ventional Kondo limit. Based on a dynamical mean-field theory (DMFT)
argument they inferred the same equivalence to hold between the periodic
2As poined out by S. K. Kehrein and A. Mielke [Kehrein and Mielke, 1996], if f or
f + U lie within the conduction band (which may be the case if just taking the limit
V → 0), the Schrieffer-Wolff transformation is actually problematic because of energy
denominators which become zero. The problem, however, does not occur in the extended
Kondo limit.
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models in the case of infinite spatial dimensions. In this section we show
that via the extended Kondo limit there is a direct and rigorous mapping
between the periodic models, PAM and KLM, in any dimensions. Hence,
we establish a fundamental relation between both models. In contrast with
the conventional Kondo limit, the equivalence in the extended Kondo limit
holds for any value of the coupling constant J < 0 of the KLM.
With the fact of a rigorous mapping of the PAM on the KLM one has
a general and direct answer to the long-standing question of the “correct”
Fermi surface sum rule for the Kondo lattice model. Luttinger’s theorem
states that the volume enclosed by the Fermi surface (“Fermi volume”) is
(a) independent of the interaction strength if no phase transitions take place
and (b) otherwise only related to the total number of electrons. Luttinger’s
theorem cannot be directly applied to the Kondo lattice model since, because
of the localized f -spins, it is not a purely fermionic model. It is a priori
unclear if the localized spins do count as “electrons” in this context. With
the help of the mapping a direct and rigorous answer can be given: the
respective sum rule of the periodic Anderson model is mapped on the Kondo
lattice model. Therefore, we are able to prove in section 3.2.4 the “large”
Fermi volume for spin S = 1
2
, which includes the number of localized spins
in the KLM, if the system is in a nonmagnetic Fermi liquid state. We thus
confirm in a much simpler way the same result of a recent topological proof
by Oshikawa [Oshikawa, 2000]. Via the extended Kondo limit it will be
possible to get further analytical and computational results for the Kondo
lattice model. Based on the mapping every result and every analytical and
computational method for the PAM can be directly applied to the KLM as
long as it is compatible with the extended Kondo limit.
In subsection 3.2.2 the proof will be given for an exact mapping of the
nondegenerate periodic Anderson model in the extended Kondo limit on the
Kondo lattice model with S = 1
2
. In the following subsection the proof will
be extended to the S = 1-KLM and after that to arbitrary value of S. In
subsection 3.2.4 we prove the large Fermi volume of the S = 1
2
-KLM for a
nonmagnetic Fermi-liquid state. All these proofs closely follow the lines of
Ref. [Sinjukow and Nolting, 2002].
3.2.2 Proof of exact mapping of the PAM in the ex-
tended Kondo limit on the KLM for S = 1
2
The extended Kondo limit (EKL), Matsumoto’s and Ohkawa’s s-d limit
[Matsumoto and Ohkawa, 1995], which, as we will show, leads to an exact
mapping of the periodic Anderson model to the Kondo lattice model for
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S = 1
2
for arbitrary J < 0 in any dimensions, is given by
f ≡ −U
2
U →∞ , V →∞ with V
2
U
→ const. (3.19)
It clearly differs from the conventional Kondo limit where one has V → 0
or |f |, f + U → ∞ [Lacroix and Cyrot, 1979] [see Eq. (3.18)]. Note that
in the EKL f → −∞ as U → ∞. We assume f ≡ −U2 for simplicity. It
is actually only required that − 2f
U
→ 1. Our proof of an exact mapping in
the EKL consists of two basic steps. First, a finite unitary Schrieffer-Wolff
transformation is performed on the Hamiltonian of the PAM. Second, the
consequences of the EKL on the transformed Hamiltonian are checked. We
rigorously prove that the only terms which remain relevant are those of the
Kondo lattice model.
The first three terms of HPAM (3.14) are denoted by
H0 =
∑
~kσ
~kn
c
~kσ
+
∑
iσ
fn
f
iσ + U
∑
i
nfi↑n
f
i↓ , (3.20)
the hybridization term by
HV =
∑
~kiσ
(V~ke
−i~k ~Ri c†~kσfiσ + H.c.) . (3.21)
Now we eliminate all terms which are first-order in V~k (i.e. we eliminate HV )
by a unitary transformation
H¯ = eSHPAMe−S (3.22)
where the generator S is anti-Hermitian S† = −S. The condition to eliminate
HV is
[S,H0] = −HV . (3.23)
The required generator turns out to be
S =
∑
~kiσ
(
V~ke
−i~k ~Ri
~k − f − U
nfi−σc
†
~kσ
fiσ +
V~ke
−i~k ~Ri
~k − f
(1− nfi−σ)c†~kσfiσ
)
− H.c.
(3.24)
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The unitarily transformed Hamiltonian is given by
H¯ = H0 +H2 + 1
3
[S, [S,HV ]] + 1
8
[S, [S, [S,HV ]]] + . . . , (3.25)
with
H2 ≡ 1
2
[S,HV ] =Hex +Hdir +Hhop +Hch , (3.26)
where
Hex =−1
2
∑
~k~k′i
J~k′~ke
−i(~k′−~k)~Ri
(
Sf+i c
†
~k′↓
c~k↑+S
f−
i c
†
~k′↑
c~k↓+S
fz
i (c
†
~k′↑
c~k↑ − c†~k′↓c~k↓)
)
(3.27)
Hdir = −
∑
~k~k′iσ
[
W~k′~k −
1
4
J~k′~k(n
f
i↑ + n
f
i↓)
]
e−i(
~k′−~k)~Ric†~k′σc~kσ (3.28)
Hhop =
∑
~kii′σ
[
W~k~k −
1
4
J~k~k(n
f
i−σ + n
f
i′−σ)
]
e−i
~k(~Ri−~Ri′ )f †i′σfiσ (3.29)
Hch = −1
2
∑
~k~k′iσ
V~k′V~ke
−i(~k′+~k)~Ri
[
(~k′ − f − U)−1 − (~k′ − f )−1
]∗
∗ c†~k′−σc
†
~kσ
fiσfi−σ + H.c. (3.30)
with coupling constants
J~k′~k = −V~k′V ∗~k [−(~k − f − U)−1 − (~k′ − f − U)−1
+ (~k − f)−1 + (~k′ − f )−1] , (3.31)
W~k′~k = −
1
2
V~k′V
∗
~k
[(~k − f)−1 + (~k′ − f )−1] . (3.32)
The spin operators in (3.27) are given by ~Sfi =
1
2
∑
σ′σ f
†
iσ′~τσ′σfiσ.
Now the consequences of the extended Kondo limit [Eq. (3.19)] on the
transformed Hamiltonian H¯ are checked. If we assume a realistic conduc-
tion band of finite width, the norm of the generator in the EKL has the
asymptotics
||S|| EKL∝ V
U
. (3.33)
With
||HV || ∝ V and V EKL∝
√
U (3.34)
3.2. EXACT MAPPING OF THE PERIODIC ANDERSON MODEL ... 21
it follows that all higher commutators in (3.25), starting at the order V 3/U2,
exactly vanish in the EKL,
[S, [S,HV ]] , [S, [S, [S,HV ]]] , . . . EKL−→ 0 , (3.35)
and it is sufficient to consider the EKL of the remaining Hamiltonian
H¯′ ≡ H0 +H2 . (3.36)
It is important to note that one cannot proceed with the original argument
given by Schrieffer and Wolff for the Kondo regime of the single-impurity An-
derson model [Schrieffer and Wolff, 1966]. Their argument goes as follows.
For the single-impurity Anderson model the sum over i and i′ in our expres-
sion for Hhop [Eq. (3.29)] reduces to a single term for the single f orbital.
Therefore, the corresponding term for Hch [Eq. (3.30) without the sum over
i] is in Schrieffer’s and Wolff’s original paper the only term which changes
the number of f electrons, namely between zero and two. Hence, there the
Hilbert space separates at that stage into one part of single and one part of
zero and double f occupancy. The part with zero and double f occupancy
becomes irrelevant at low enough temperatures or if |f |, f + U →∞.
The reason why this argumentation is no longer valid for the periodic
Anderson model is that apart from Hch [Eq. (3.30)] also Hhop [Eq. (3.29)]
changes the number of f electrons at given sites. Hhop connects the subspace
of single f occupancy with the subspaces of zero and double occupancy.
Therefore, the Hilbert space cannot be separated at this stage. To prove an
effective fixing of the f -orbital occupation to one, which nevertheless does
happen in the extended Kondo limit, one needs to apply a different and more
formal line of argumentation.
We denote the s and f electron parts of H0 separately,
Hs0 =
∑
~kσ
~kn
c
~kσ
, HU0 =
∑
iσ
fn
f
iσ + U
∑
i
nfi↑n
f
i↓ . (3.37)
In the EKL the norms of the different parts of H¯′ behave as:
||Hs0|| ∝ W = const. (3.38)
||H2|| ∝ J˜ ≡ V
2
U
= const. (3.39)
||HU0 || ∝ U EKL−→∞ . (3.40)
W is the width of the free conduction band. Obviously, with respect to H¯′ the
EKL is equivalent to just taking the limit U →∞ (and f ≡ −U2 → −∞). V
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needs not to be considered explicitely since it only appears within the ratio
V 2/U ≡ J˜ , which is a constant in the EKL.
Let us consider H¯′ and its eigenstates as functions of the three parameters
W, J˜ and U . It is clear that the eigenstates {|Ψ(W, J˜ , U)〉} actually only
depend on the ratios W/U and J˜/U since any Hamiltonian can be multiplied
by any constant without changing its eigenstates. Therefore, in the EKL
(U →∞) each eigenstate |Ψ〉 of H¯′ approaches an eigenstate |Ψ0〉 of HU0 :∣∣∣Ψ(W, J˜ , U)〉 U→∞−→ |Ψ(0, 0, U ′)〉 ≡ ∣∣Ψ0〉 (3.41)
with arbitrary U ′. Note that the states {|Ψ0〉} that are approached in the
EKL are highly non-trivial superpositions of trivial degenerate eigenstates
of HU0 . Still, they can be grouped into two classes: first, states {|Ψ01〉} with
a single f electron at each site, and second, states {|Ψ02〉} with admixtures
of zero and double f occupation. In the EKL of the Hamiltonian H¯′ the
energies of the |Ψ02〉’s are higher than the energies of the |Ψ01〉’s by amounts
proportional to U . In the EKL (U →∞) the statistical weights of the |Ψ02〉’s
obviously vanish. Moreover, the creation or annihilation of s electrons, which
must be taken into account with regard to s-electron Green’s functions of the
KLM, do not connect the |Ψ01〉’s with the |Ψ02〉’s. Hence, in the EKL only the
states {|Ψ01〉} are relevant, and the states |Ψ02〉 are irrelevant for our purposes,
which consist in describing s-electron excitations at finite temperatures. The
number of f electrons of the relevant states is effectively fixed to one at each
site,
nfi↑ + n
f
i↓
EKL≡ 1 , (3.42)
despite the hopping terms in Hhop and the terms which change the f occu-
pation by two in Hch.
Based on this, an effective Hamiltonian H¯′′ can be formulated, which
describes only the relevant states of H¯′ in the EKL. Using nfi↑ + nfi↓ ≡ 1 or
applying the corresponding projection operators Pi = nfi↑+nfi↓−2nfi↑nfi↓ from
the right- and left-hand side, several terms of H¯′ can be neglected. Since HU0
is the only diverging term, there cannot be any finite effective interactions
that are omitted this way3. Hch can be neglected completely. Hhop reduces
3 A case where one has to take care of such effective interactions which remain in
perturbation theory is the exactly half-filled Hubbard model in the case of Tii′ → ∞
and U → ∞ with T
2
ii′
U
= const.. Tii′ are the hopping integrals. Jii′ = −2T
2
ii′
U
are the
exchange constants of an effective spin-spin coupling of the electrons, which, however,
vanishes if only U →∞ but Tii′ = const. Similar effective exchange interactions occur in
the interplay of Hhop [Eq. (3.29)] and H0U [Eq. (3.37)] but vanish in the EKL since U is
the only diverging parameter [see Eqs. (3.38)–(3.40)].
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to the constant N
∑
~k W~k~k, N being the number of lattice sites. The coupling
constants simplify to
W~k′~k
EKL
= −2V~k′V
∗
~k
U
(3.43)
and J~k′~k
EKL
= −8V~k′V
∗
~k
U
. (3.44)
Taking (3.43) and (3.44) into account, Hdir exactly vanishes. Neglecting the
Hubbard term (U
∑
i n
f
i↑n
f
i↓) as it describes double f occupation, the effective
Hamiltonian in the EKL is finally given by
H¯′′ =
∑
~kσ
~kn
c
~kσ
+Hex +Nf +N
∑
~k
W~k~k . (3.45)
Apart from constants, H¯′′ corresponds to the Kondo lattice model HKLM
(3.15) for S = 1
2
. As there are no f -electron fluctuations, the spin operators
~Si in Hex now describe localized quantum-mechanical spins of magnitude
1/2.
As V/U
EKL−→ 0, for the generator one has S EKL−→ 0. Therefore, the unitary
Schrieffer-Wolff transformation reduces to an identical transformation. Thus,
in terms of relevant states and disregarding unimportant constants, we have
proven
HPAM EKL−→ HKLM . (3.46)
The coupling constants of the KLM (3.15) are given by (3.44).
3.2.3 Proof of exact mapping of a degenerate PAM
with spin constraint on the KLM for S ≥ 1
In this subsection we first show that the exact mapping of the PAM on the
KLM can be applied to spins S = 1. At the end we generalize this result
further to arbitrary spin S. The proofs for S > 1
2
follow closely the lines of
the proof for S = 1
2
in the previous subsection 3.2.2. Therefore, we will only
give the essential steps of argumentation here and presuppose that the reader
has gone through the proof in section 3.2.2. For the mapping on the KLM
with spin S = 1 we need a twofold degenerate periodic Anderson model with
a spin constraint. The Hamiltonian consists of three parts:
HdPAM = H0 +HV +HS (3.47)
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with
H0 =
∑
~kσ
~kn
c
~kσ
+
∑
iσ
f (n
f
1iσ + n
f
2iσ) + U
∑
i
(nf1i↑n
f
1i↓ + n
f
2i↑n
f
2i↓) , (3.48)
HV =
∑
~kiσ
[
V~ke
−i~k ~Ri c†~kσ(f1iσ + f2iσ) + H.c.
]
(3.49)
HS = −US
∑
i
~Sf1i · ~Sf2i
= −US
∑
i
[
1
2
f †1i↑f1i↓f
†
2i↓f2i↑ +
1
2
f †1i↓f1i↑f
†
2i↑f2i↓
+
1
4
(
f †1i↑f1i↑ − f †1i↓f1i↓
)(
f †2i↑f2i↑ − f †2i↓f2i↓
)]
(3.50)
The Hamiltonian (3.47) contains two f orbitals at each lattice site with intra-
orbital Coulomb interaction and hybridization to the conduction states. HS
is the spin constraint which assures (if US is big enough) that at each site
there is an effective spin S = 1 if the f orbitals are singly occupied. The proof
of single occupancy of each f orbital is very similar to the proof of single f
occupancy in the S = 1
2
case of subsection 3.2.2. Now at the same time the
spin S = 1 constraint has to be ensured. For this reason US should diverge
in the extended Kondo limit. On the other hand the divergence should not
disturb the argumentation which leads to the statement of single occupation
of each f orbital. These conditions are fulfilled by the following extension of
the extended Kondo limit [Eq. (3.19)]:
US ≡
√
U →∞ . (3.51)
The new generator which fulfills the condition [S,H0] != −HV is given by
S =
∑
~kiσ
{
V~ke
−i~k ~Ri
~k − f − U
(
nf1i−σc
†
~kσ
f1iσ + n
f
2i−σc
†
~kσ
f2iσ
)
+
V~ke
−i~k ~Ri
~k − f
[
(1− nf1i−σ)c†~kσf1iσ + (1− n
f
2i−σ)c
†
~kσ
f2iσ
]}
− H.c.
(3.52)
The unitarily transformed Hamiltonian is
H¯ = eSHdPAMe−S (3.53)
= H0 +HS + [S,HS ] + 1
2
[S,HV ] + 1
2
[S, [S,HS]] + 1
3
[S, [S,HV ]]
+
1
6
[S, [S, [S,HS]]] + 1
8
[S, [S, [S,HV ]]] + . . . . (3.54)
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Because of ||HS|| ∝ US and the analogs of Eqs. (3.33) and (3.34) for S andHV
defined in Eqs. (3.52) and (3.49), respectively, all higher order commutators
vanish in the extended Kondo limit as in the S = 1
2
case:
[S, [S,HS]] , [S, [S,HV ]] , [S, [S, [S,HS]]] , [S, [S, [S,HV ]]] , . . . EKL−→ 0 .
(3.55)
In the EKL it is sufficient to consider the Hamiltonian
H¯′ = H0 +HS +Hfs + 1
2
[S,HV ] (3.56)
with Hfs ≡ [S,HS] . (3.57)
Hfs contains the correlated hopping of electrons from f to s orbitals and
vice versa. If we denote the parts of the Hamiltonian and the generator
which consist of electron operators of the first and the second f orbital by
superscripts f1 and f2 then the second commutator of H¯′ is given by
1
2
[S,HV ] = 1
2
[Sf1 + Sf2,Hf1V +Hf2V ]
= Hf12 +Hf22 +Hf1f2
with Hf12 =
1
2
[Sf1,Hf1V ]
Hf22 =
1
2
[Sf2,Hf2V ]
Hf1f2 = 1
2
[Sf1,Hf2V ] +
1
2
[Sf2,Hf1V ] . (3.58)
All the terms of Hf12 and Hf22 are defined analogously to the terms of H2
in Eqs. (3.26)–(3.30) for the first and the second f orbital, respectively. H2
in this subsection denotes the sum of Hf12 and Hf22 . Hf1f2 contains hopping
terms from the first to the second f orbital and vice versa.
The next steps of our proof are in full analogy to the S = 1
2
-case. We
separate H0 into the s and f electron parts:
Hs0 =
∑
~kσ
~kn
c
~kσ
, HU0 =
∑
iσ
f
(
nf1iσ + n
f
2iσ
)
+ U
∑
i
(
nf1i↑n
f
1i↓ + n
f
2i↑n
f
2i↓
)
.
(3.59)
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In the EKL the norms of the different parts of H¯′ behave as:
||Hs0|| ∝ W = const. (3.60)
||H2|| = ||Hf12 +Hf22 || ∝ J˜ ≡
V 2
U
= const. (3.61)
||Hf1f2|| ∝ J˜ = const. (3.62)
||Hfs|| ∝ J˜ = const. (since US EKL∝ V ) (3.63)
||HS|| ∝ US ≡
√
U
EKL−→∞ (3.64)
||HU0 || ∝ U EKL−→∞ . (3.65)
The EKL can be considered as simply the limit U → ∞ (and with it f ≡
−U
2
→ −∞ and US ≡
√
U → ∞). Let us look at the eigenstates of H¯′ as
functions of four parameters. Then, in the EKL (U → ∞) each eigenstate
|Ψ〉 of H¯′ approaches an eigenstate |Ψ0〉 of HU0 :∣∣∣Ψ(W, J˜ , US, U)〉 U→∞−→ |Ψ(0, 0, 0, U ′)〉 ≡ ∣∣Ψ0〉 (3.66)
with arbitrary U ′. Note that the states {|Ψ0〉} that are approached in the
EKL are highly non-trivial superpositions of trivial degenerate eigenstates of
HU0 . Still, they can be grouped into two classes: first, states {|Ψ01〉} with a
single f electron in each of the two orbitals at each site, and second, states
{|Ψ02〉} with admixtures of zero and double occupation of f orbitals. With
respect to the EKL of H¯′ the energies of the |Ψ02〉’s are higher than the
energies of the |Ψ01〉’s by amounts proportional to U . In the EKL (U → ∞)
the statistical weights of the |Ψ02〉’s obviously vanish. Moreover, the creation
or annihilation of s electrons, which must be taken into account with regard
to s-electron Green’s functions of the KLM, do not connect the |Ψ01〉’s with
the |Ψ02〉’s. Hence, in the EKL only the states {|Ψ01〉} are relevant. The
number of electrons in each f orbital at each site is effectively fixed to one:
nfli↑ + n
f
li↓ = 1, l = 1, 2.
Based on this an effective Hamiltonian H¯′′ can be formulated which only
describes the relevant states |Ψ01〉. Several terms can be neglected after mak-
ing sure that they do not leave any effective interactions (see footnote 3 on
page 22). Special care has to be taken in the case of HS as its norm diverges
as
√
U . But since HS [Eq. (3.50)] does not contain non-diagonal hopping
terms no effective interactions should remain in the EKL. Let us first con-
sider the different parts ofH2 = Hf12 +Hf22 . Hch = Hf1ch +Hf2ch can be neglected
completely. Hhop = Hf1hop + Hf2hop reduces to a constant (2N
∑
k Wkk). The
3.2. EXACT MAPPING OF THE PERIODIC ANDERSON MODEL ... 27
coupling constants are given by
W~k′~k
EKL
= −2V~k′V
∗
~k
U
(3.67)
and J~k′~k
EKL
= −8V~k′V
∗
~k
U
. (3.68)
With this Hdir = Hf1dir +Hf2dir exactly vanishes. The only non-constant terms
remaining from H2 are Hf1ex +Hf2ex . Hf1f2 and Hfs can be neglected because
they describe the hopping between different f orbitals and between f and
s orbitals, respectively. The Hubbard term U
∑
i
(
nf1i↑n
f
1i↓ + n
f
2i↑n
f
2i↓
)
can
be neglected since it describes double f occupation. The spin-constraint
Hamiltonian HS forces as US → ∞ the spins of the f electrons in different
orbitals at the same sites to align parallel. Therefore, HS EKL= −US 14N , and
Hf1ex +Hf2ex can be replaced by
Hex = −1
2
∑
~k~k′i
J~k′~ke
−i(~k′−~k)~Ri
(
S+i c
†
~k′↓
c~k↑ + S
−
i c
†
~k′↑
c~k↓ + S
z
i (c
†
~k′↑
c~k↑ − c†~k′↓c~k↓)
)
(3.69)
with the spin operators standing for localized quantum-mechanical spins S =
1. The effective Hamiltonian in the EKL is given by
H¯′′ =
∑
~kσ
~kn
c
~kσ
+Hex − US 1
4
N + 2Nf + 2N
∑
~k
W~k~k . (3.70)
Again apart from unimportant constants H¯′′ corresponds to the Kondo lattice
model for f spins S = 1.
As the generator goes to zero in the EKL (S EKL−→ 0), the unitary trans-
formation becomes an identical one, and one can state that, disregarding
unimportant constants, the doubly degenerate PAM with spin constraint
[Eqs. (3.47)–(3.50)] is mapped exactly on the Kondo lattice model (3.15) for
S = 1 with the coupling constants given by Eq. (3.68).
The proof of an exact mapping of an l-fold degenerate PAM with max-
imum spin constraint on a S = l
2
KLM is fully analogous to the proof for
S = 1. All the operators containing f orbitals have to be sensibly generalized
to the l-fold degenerate case. The spin constraint is to guarantee maximum
total spin of the f orbitals. One has to maximize the total spin squared at
each site
(~Sftot,i)
2 =
(
~Sf1i +
~Sf2i + . . . +
~Sfli
)2
= (~Sf1i)
2 + (~Sf2i)
2 + . . .+ (~Sfli)
2 + 2 · TPi
= l
3
4
+ 2 · TPi (3.71)
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where TPi is the total pairing of spin operators
TPi =
(
~Sf1i
~Sf2i+
~Sf1i
~Sf3i+. . .+
~Sf1i
~Sfli
)
+
(
~Sf2i
~Sf3i+. . .+
~Sf2i
~Sfli
)
+. . .+~Sfl−1i
~Sfli .
(3.72)
Maximizing the total spin squared is equivalent to maximizing the total pair-
ing. That is why we set
HS = −US
∑
i
TPi . (3.73)
All the other steps in the proof are equivalent to the S = 1 proof. Hence,
we have shown that the l-fold degenerate periodic Anderson model with the
spin constraint operator (3.73) is mapped on the spin S = l
2
Kondo lattice
model in the extended Kondo limit (3.19) including the spin-constraint limit
(3.51).
3.2.4 Proof of the large Fermi volume in the S = 1
2
KLM for a nonmagnetic Fermi-liquid state
Only very recently the long-standing issue of the large Fermi volume for
a nonmagnetic Fermi-liquid state of the antiferromagnetic Kondo lattice
model was solved by Oshikawa by means of a nonperturbative topological
proof of Luttinger’s theorem [Oshikawa, 2000]. Oshikawa’s result represents
the first proof of the large Fermi volume for arbitrary dimensions, spins
and coupling strengths after a number of special results for the S = 1
2
Kondo lattice model had been achieved. There were the variational re-
sults by Shiba and Fazekas [Shiba and Fazekas, 1990], a proof for the strong-
coupling limit in one dimension [Ueda et al., 1994], a proof for infinite dimen-
sions [Matsumoto and Ohkawa, 1995], and a general proof for one dimension
[Yamanaka et al., 1997]. The exact mapping of the periodic Anderson model
to the Kondo lattice model in the extended Kondo limit implies immediately
another general proof for S = 1
2
, which is more direct than the one given by
Oshikawa.
For the PAM the Luttinger theorem [Luttinger and Ward, 1960] states
that the Fermi volume of a nonmagnetic Fermi-liquid state is equal to the
sum of s and f electrons [Martin, 1982]:
Ns +Nf = 2
∑
q~k
θ(µ− ηq~k) ≡ VF . (3.74)
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ηq~k (q = 1, 2) are the eigenvalues of the matrix(
~k
√
NV~k√
NV ∗~k f + Σ~k(0)
)
, (3.75)
where Σ~k(ω) is the proper diagrammatic self-energy of the PAM. A couple
of rearrangements (see Appendix A) lead to:
Ns +Nf = 2
∑
~k
[
θ
(
µ− ~k
)
+ θ
(
α~k −
N |V~k|2
(µ− ~k)
)]
(3.76)
with α~k = µ− f − Σ~k(0) . (3.77)
We introduce the s-electron self-energy Σ
s,~k
as defined by an appropriate
Dyson equation of the s-electron Green’s function,
G
s,~k
(ω) =
1
ω − ~k + µ− Σs,~k(ω)
. (3.78)
It is related to the proper self-energy Σ~k(ω) by
Σ
s,~k
(ω) =
N |V~k|2
ω − f + µ− Σ~k(ω)
(3.79)
and Σ~k(ω) = ω − f + µ−
N |V~k|2
Σ
s,~k
(ω)
. (3.80)
Therefore, α~k =
N |V~k|2
Σ
s,~k
(0)
(3.81)
Eqs. (3.76) and (3.77) are analogous to the ones obtained for the special case
of infinite dimensions [Matsumoto and Ohkawa, 1995]. Now the θ functions
in Eq. (3.76) have to be evaluated in dependence on α~k (see Appendix A).
The result is
Ns +Nf = 2
∑
~k
δα~k≥0 + 2
∑
~k
δα~k 6=0 θ(µ− ~k − Σs,~k(0)) (3.82)
where δα~k≥0 =
{
0 α~k < 0
1 α~k ≥ 0
, δα~k 6=0 =
{
0 α~k = 0
1 α~k 6= 0
. (3.83)
According to the exact mapping of the PAM to the Kondo lattice model
the s-electron self-energy of the PAM becomes identical to an analogously
defined s-electron self-energy of the KLM in the extended Kondo limit
Σ
s,~k
EKL−→ ΣKLM
s,~k
. (3.84)
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Hence, Eq. (3.82) with Σ
s,~k
replaced by ΣKLM
s,~k
represents the analog of the
Fermi-surface sum rule for a non-magnetic Fermi-liquid state of the Kondo
lattice model. The Fermi volume includes the number Nf of localized spins.
This becomes clearer if a ~k independent proper self-energy and hybridization
are assumed, which also means that the s-electron self-energy at the Fermi
energy is ~k independent. As in Ref. [Matsumoto and Ohkawa, 1995] the three
cases of less, equal, and more than half filling can be distinguished:
(α < 0) Ns +Nf = 2
∑
~k
θ(µ− ~k − Σs(0)) (3.85)
(α = 0) Ns +Nf = 2N (3.86)
(α > 0) Ns +Nf = 2N + 2
∑
~k
θ(µ− ~k − Σs(0)) (3.87)
Equations (3.85)–(3.87) replace the more general Luttinger’s theorem (3.82)
in the case of a ~k independent proper self-energy and hybridization. It is
clear that for a magnetic Fermi-liquid state the corresponding Fermi-surface
sum rule of the PAM similarly maps on the Kondo lattice model.
kk k
zσ k
n(k)
σ
1
F
(0)
F
}
Figure 3.1: Schematic distribution of electrons nσ in dependence on the wave
vector ~k for a nonmagnetic Fermi liquid state in the antiferromagnetic Kondo
lattice model.
In Fig. 3.1 schematically the distribution of electrons (momentum distrib-
ution function) for a nonmagnetic Fermi liquid state in the antiferromagnetic
Kondo lattice model is shown. The figure is drawn following similar pictures
in Refs. [Tsunetsugu et al., 1997, Shiba and Fazekas, 1990]. The Fermi edge
of the interaction free model would be ~k
(0)
F . However, since the Fermi volume
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is large as it includes the number of localized spins Nf , the discontinuity
of the electron distribution occurs at a larger ~kF vector. The height of the
discontinuity is the corresponding quasiparticle weight zσ~k.
Chapter 4
Extension of the KLM to a
realistic model describing
Eu-rich EuO
The ferromagnetic Kondo lattice model is known to give a good model de-
scription of the physics of the quasiparticle conduction bands of pure EuO
[Schiller, 2000]. In the one-band version it is given by1
HKLM =
∑
~kσ
~kn
c
~kσ
− J
∑
i
~Si · ~σci . (4.1)
The model shows the spin splitting into spin-up and spin-down conduction
band and correspondingly the red shift of the spin-up and the blue shift of
the spin-down parts of the conduction band. Since EuO is a ferromagnetic
semiconductor, which does not contain conduction electrons, there must be
a term accounting for the ferromagnetism of the 4f 7 spins through an inter-
action between them:
Hff = −
∑
ii′
Jii′ ~Si · ~Si′ . (4.2)
The Heisenberg-like term (4.2) describes well the ferromagnetism in EuO
[Wachter, 1979]. However, it is left out when considering 〈Sz〉 as an external
parameter whose temperature dependence is given by a Brillouin function2.
1Note that throughout this thesis the fivefold degeneracy of the EuO 5d conduction
band is neglected. Anyway, from band structure calculations it turns out that only the
three t2g bands would be relevant [Schiller, 2000]. This at most gives a factor of three e.g.
to the conductivity which is not relevant when discussing orders of magnitude or which
could be made up for with adjusting parameters.
2We do not use a site index in the expectation value for Szi since we only consider
translationally invariant ferromagnetism or paramagnetism.
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For pure EuO this is very well justified [Mauger et al., 1978]. We will also use
a Brillouin function for the non-self-consistent calculation for Eu-rich EuO
in section 6 with the Curie temperature taken from the experiment.
Now, in the Eu-rich EuO the Eu-richness is connected with oxygen vacan-
cies [Oliver et al., 1972]. That is why Eu-rich EuO is sometimes written as
EuO1−d with d denoting the impurity (oxygen vacancy) concentration. These
vacancies can bind two electrons which formerly stemmed from the Eu 5s2
and built the chemical bonding as O 2p orbitals in the pure material. These
new impurity-electron states are modeled as orbitals with energy levels p:
Hp,1 =
∑
j
pn
p
jσ . (4.3)
In this thesis the sum over j denotes the sum over the oxygen vacancy (im-
purity) sites, which are randomly distributed in EuO1−d. If two electrons are
at the same time at an impurity site, they should feel a Coulomb repulsion.
Therefore we need a Coulomb term
Hp,2 = U
∑
j
npj↑n
p
j↓ . (4.4)
The next term is an exchange between the impurity electron spins and the
4f spins in a Kondo-like way:
Hpf = −Jp
∑
j
~Sj · ~σpj (4.5)
The last relevant term should consider the hybridization of the impurity
states with the conduction electron states. We model this in the usual manner
of a ~k independent hybridization:
Hpc = V
∑
jσ
(
p†jσcjσ + c
†
jσpjσ
)
. (4.6)
Our full model Hamiltonian for EuO1−d is given by
H =HKLM +Hp,1 +Hp,2 +Hpf +Hpc + (Hff) (4.7)
=
∑
~kσ
~kn
c
~kσ
− J
∑
i
~Si · ~σci
+
∑
jσ
pn
p
jσ + U
∑
j
npj↑n
p
j↓ − Jp
∑
j
~Sj · ~σpj
+ V
∑
jσ
(p†jσcjσ + c
†
jσpjσ)

−JH ∑
〈ii′〉
~Si · ~Si′

 . (4.8)
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The last term in brackets is only used for the fully self-consistent calculation
in chapter 7 but not in the calculations of chapter 6 where 〈Sz〉 is taken from
a Brillouin function. For reasons of simplicity the sum is only taken over
nearest-neighbor sites.
For the not fully self-consistent calculation in chapter 6 we will at one
point investigate the influence of a magnetic field B0 on the transport quan-
tities. The Brillouin function for 〈Sz〉 contains the external field but for the
conduction and impurity electrons we have to model it separately. We will
need additional terms
HeB0 = −µBB0
∑
~kσ
zσn
c
~kσ
− µBB0
∑
jσ
zσn
p
jσ , (4.9)
where µB =
eh¯
2me
is the Bohr magneton, B0 is the magnetic field in Tesla, and
zσ = δσ↑− δσ↓. The consequence of HeB0 is that in all formulae ~k and p have
to be replaced by ~k − zσµBB0 and p − zσµBB0, respectively.
The spin-spin exchange terms can be written in terms of Fermi operators,
−J
∑
i
~Si · ~σci = −
J
2
∑
iσ
(zσS
z
i n
c
iσ + S
−σ
i c
†
iσci−σ). (4.10)
The analogous expression holds for Hpf . The first part in the brackets in
(4.10) is sometimes called the Ising part, and the second part the spin-flip
part.
4.1 Realistic model parameters
The parameters of our model (4.8) are chosen either as close as possible to the
experimental values or, if those are not available, as simple as possible or such
to give the best fit to the experiment. The width of the conduction band W ,
which is approximately 10 eV, is taken from the absorption spectrum of Ref.
[Steeneken et al., 2002] or from band structure calculations [Schiller, 2000].
For the not fully self-consistent solution in chapter 6 we will use a Brillouin
function for the value of 〈Sz〉. For that solution we only need a free density
of states and not a detailed electronic dispersion. We therefore assume for
simplicity a semielliptical shape of the conduction band. It has the required
square root dependence on energy at the lower band edge. For the fully
self-consistent calculations of chapter 7 within the modified RKKY theory,
we need an explicit dispersion and have chosen the tight-binding dispersion
with nearest-neighbor hopping for the fcc lattice. Remember that the Eu
ions in Eu-rich EuO form an fcc lattice. This dispersion also has the square
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root dependence at the lower band edge, but the magnitude of the density of
states at the lower band edge is by about a factor of 10 smaller than in the
semielliptical case, which necessitates the adaption of our fit parameter p.
The exchange coupling J is determined by the redshift [Wachter, 1964,
Busch et al., 1964] of the spin-up conduction band, which is about 0.3 eV
(half band-splitting) at low temperatures [Steeneken et al., 2002]. Theo-
retically it is JS
2
in the mean-field approximation, which is fulfilled to a
high degree within our calculations since JS
W
is small. Therefore we have
J = 0.17 eV for S = 7
2
. Within an LDA calculation as performed by Schiller
[Schiller, 2000] where one considers the splitting of different features between
the spin-up and spin-down density of states as mean-field like an average J
value of 0.25 eV was determined. However, we are interested in the physics
at the lower band edge only and therefore justify our value of 0.17 eV with
the redshift alone. Moreover, it coincides with the experimental value of
(0.17± 0.01) eV given in Ref. [Mitani and Koda, 1975].
For the terms Hp,1, Hp,2 and Hpf we will use in an effective medium
approach the atomic-limit selfenergy of the correlated Kondo lattice model
[Nolting and Matlak, 1984]. It leads to a four-peak structure, of which only
three peaks have finite weight (see section 3.1). The highest peak is at 4.
The position of 4 is a decisive parameter, since from this level the elec-
trons will be emptied into the conduction band below the Curie tempera-
ture. According to the atomic limit, 4 will be situated at p + U +
J
2
S,
which is equally determined by p and U . Except for the fact that for the
highest-resistivity samples an activation energy behavior above TC of 0.3 eV
was observed [Oliver et al., 1972, Torrance et al., 1972], the position of 4 is
not known from the experiment. Fixing U = 1 eV leaves the parameter p
to be adjusted. This is done independently in chapters 6 (p = −6.44 eV
⇒ 4 = −5.14 eV) and 7 (p = −6.42 eV ⇒ 4 = −5.12 eV) to yield the
best overall fit with the experimental resistivity curves. The difference in p
comes mainly from the different densities of states as described above.
The hybridization V is also not known from the experiment. Our experi-
ence within the calculations showed that it should not be too large because
then it destroys the effect of the metal-insulator transition. We will give
reasons for this in subsection 7.2.7. It turned out that V = 0.01 eV is a good
value to reproduce the metal-insulator transition.
For the vacancy concentration a medium value, about which the real
values vary, is about 0.1%. The variance in the experiment is not known.
We assume impurity concentrations in the range between 0.01% to about
5%. To each oxygen vacancy two electrons are assigned. These are the only
electrons in our model system apart from the Eu 4f spins.
JH as the nearest-neighbor Heisenberg exchange constant is chosen such
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that the pure Heisenberg model without the effective exchange which comes
from the interaction of the conduction and the impurity electrons with the Eu
spins gives the correct Curie temperature of 69.3 K for pure EuO. For this
a value of JH = 0.734 kB K is needed. We only consider nearest-neighbor
exchange for reasons of simplicity. Therefore, in our value for JH instead
of the experimental value J1 = 0.606 kB K we have to compensate for the
missing of the next-nearest neighbor exchange of J2 = 0.119 kB K.
Chapter 5
Current density operator and
transport formulae of the
model for Eu-rich EuO
In this chapter we will derive for a cubic system the current density operator
j, which has to be put into the Kubo formula for the conductivity and for the
other transport quantities like the thermal conductivity and the Seebeck co-
efficient. Using the Kubo formula means we are dealing with linear-response
theory, i.e. assume that the current depends linearly on the electric field
[Nolting, 2003]. This assumption is justified as long as in the experiment the
conductivity (or resistivity) value is given independent on the electric field.
The Kubo formula for the energy-dependent electrical-conductivity tensor in
Cartesian components is given by integrals over a current-current correlation
function [Kubo, 1957, Borgie let al., 2001]:
σαβ(E) = V
(kBT )
−1∫
0
dλ
∞∫
0
dt
〈
jβ(0)jα(t+ iλh¯)
〉
e
i
h¯
(E+i0+)t . (5.1)
In a cubic system only the diagonal components (e.g. σαα) are non-zero and
are equal to each other.
We will derive an expression for the current operator j, which turns out
to be the same as in the Hubbard model. We can therefore make use of the
same transport formulae which have been applied for the Hubbard model by
Pa´lsson and Kotliar in Ref. [Pa´lsson and Kotliar, 1998]. We would like to
have an expression for the dc current operator j in a uniform electric field:
j = lim
q→0
lim
ω→0
j(q, ω) = lim
q→0
j(q) (5.2)
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For the classical quantities, current density vector ~j and charge density
ρc, we have a continuity equation:
∂ρc
∂t
(~r, t) + ~∇~r ·~j(~r, t) = 0 (5.3)
1
(2pi)3
∫
d3~q
(
e+i~q~r
∂ρc
∂t
(~q, t) + ~∇~r ·
(
~j(~q, t) · e+i~q~r
))
= 0 (5.4)
1
(2pi)3
∫
d3~q
(
∂
∂t
ρc(~q, t) + i~q ·~j(~q, t)
)
e+i~q~r = 0 (5.5)
Equation (5.5) has to be valid for each ~r. From this it follows that the term
in brackets has to be zero for each ~q:
∂
∂t
ρc(~q, t) + i~q ·~j(~q, t) = 0 (5.6)
Equation (5.6) has to be valid also for the corresponding operators in the
Heisenberg picture, for which we do not introduce a separate notation:
i~q ·~j(~q, t) =− ∂
∂t
ρc(~q, t) (5.7)
=
i
h¯
[ρc(~q, t),H] (5.8)
Equation (5.8) is also valid in the Schro¨dinger picture where the time de-
pendences of the operators disappear. If we introduce the particle density
operator ρ = − 1
e
ρc, where e > 0 is the elementary charge, we get:
i~q ·~j(~q) = ie
h¯
[H, ρ(~q)] (5.9)
Equation (5.9) corresponds to Eq. (14) in Ref. [Czycholl and Leder, 1981].
In a cubic environment we can assume without loss of generality the current
to flow into the x direction and the ~q-vector to point into the x-direction,
too.
j = lim
~q→0
e
h¯|~q| [H, ρ(~q)] (5.10)
The ~q dependent charge density operator is given as the Fourier transform
of the space dependent operator
ρ(~q) =
∫
d3~re−i~q~rρ(~r) (5.11)
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where the space dependent operator is
ρ(~r) =
Ne∑
m=1
δ(~r − ~ˆrm) . (5.12)
Hence,
ρ(~q) =
Ne∑
m=1
e−i~q~ˆrm . (5.13)
Ne is the number of electrons in the system. In second quantized form we
get
ρ(~q) =
∑
ii′σ
〈ci|e−i~q~ˆr|ci′〉 c†iσci′σ +
∑
jj′σ
〈pj |e−i~q~ˆr|pj′〉 p†jσpj′σ
+
∑
ij
(
〈ci|e−i~q~ˆr|pj〉c†iσpj + 〈pj|e−i~q~ˆr|ci〉p†jσciσ
)
. (5.14)
With the consecutive approximations we follow Ref.
[Czycholl and Leder, 1981]. We assume that the impurity states are
rather localized. That is the reason why we introduced energy levels p in
the Hamiltonian (4.8). Therefore we apply a “small core approximation”,
assuming e−i~q~ˆr|pj〉 ≈ e−i~q ~Rj |pj〉. Hence,
〈ci|e−i~q~ˆr|pj〉 ≈ e−i~q ~Rj〈ci|pj〉 = 0 (5.15)
〈pj|e−i~q~ˆr|pj′〉 ≈ e−i~q ~Rj′δjj′ (5.16)
Since we are interested only in the |~q| → 0 limit, we get for the Wannier
states of the conduction electrons
〈ci|e−i~q~ˆr|ci′〉 =
∫
d3~r w∗c (~r − ~Ri)e−i~q~rwc(~r − ~Ri′) (5.17)
≈e−i~q(~Ri+~Ri′ )/2
∫
d3~r w∗c
(
~r−
~Ri − ~Ri′
2
)
(1−i~q~r)wc
(
~r−
~Ri′ − ~Ri
2
)
,
(5.18)
where we have expanded the exponential function within the integral up to
the first order term in q. From (5.17) to (5.18) we made the substitution
~r → ~r+ (~Ri + ~R′i)/2. For the zeroth order term in q we have to evaluate the
integral
I0 =
∫
d3~r w∗c (~r − ~r1)wc(~r − ~r2) (5.19)
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The integral is non-trivial since ~r1 =
~Ri−~Ri′
2
and ~r2 =
~Ri′−
~Ri
2
need not be
vectors from the Bravais lattice.
I0 =
∫
d3~r
1
N
∑
~k~k′
ei
~k~r1ψ∗~kσ(~r)e
−i~k′~r2ψ~k′σ(~r) (5.20)
The ψ~kσ(~r)’s are the Bloch wave functions. They are orthonormal:∫
d3~r ψ∗~kσ(~r)ψ~k′σ(~r) = δ~k~k′ . (5.21)
Hence, the integral still turns out to be simple:
I0 =
1
N
∑
~k
ei
~k(~r1−~r2) =
1
N
∑
~k
ei
~k(~Ri−~Ri′ ) = δii′ . (5.22)
For the first order term in q in Eq. (5.18) we have to evaluate the following
integral
I1 =
∫
d3~r w∗c (~r − ~r1)~rwc(~r + ~r1) ≈ 0 , (5.23)
As pointed out by Czycholl and Leder in Ref. [Czycholl and Leder, 1981] I1
can be neglected if there is a fixed parity of the Wannier states. It is fulfilled
if w∗c (~r) = wc(−~r). However, this is in general an approximation. With
(5.22) and (5.23), (5.18) becomes
〈ci|e−i~q~ˆr|ci′〉 ≈e−i~q ~Riδii′ +O(q2)) (5.24)
For the density operator (5.14) we now have
ρ(~q) =
∑
ii′σ
e−i~q
~Riδii′c
†
iσci′σ +
∑
jσ
e−i~q
~Rjp†jσpjσ (5.25)
Let us evaluate∑
~k
c†~k−~qσc~kσ =
∑
~k
1
N
∑
ii′
ei(
~k−~q)~Rie−i
~k ~Ri′ c†iσci′σ (5.26)
=
∑
ii′
e−i~q
~Riδii′c
†
iσci′σ =
∑
i
e−i~q
~Ric†iσciσ . (5.27)
Therefore,
ρ(~q) =
∑
~kσ
c†~k−~qσc~kσ +
∑
jσ
e−i~q
~Rjp†jσpjσ (5.28)
=
∑
iσ
e−i~q
~Ric†iσciσ +
∑
jσ
e−i~q
~Rjp†jσpjσ (5.29)
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The sum over i is a sum over all lattice sites, while the sum over j is only a
sum over the randomly distributed impurity sites.
The density operator now has to be put into Eq. (5.10) where the com-
mutator with the Hamiltonian (4.8) has to be performed. The details of that
calculation are given in Appendix B. The surprisingly simple result is
j = − e
h¯
∑
~kσ
∂~k
∂kx
c†~kσc~kσ . (5.30)
Equation (5.30) means that only the electrons in conduction electron states
contribute to the electrical current. At first sight this looks puzzling. Why
should the impurity electrons not take part in the conduction? Well, they
take part but only via the conduction electron channel. Note, that this goes
together with the fact that according to our Hamiltonian (4.8) the impu-
rity electrons cannot hop themselves from one site to the other but only via
the hybridization with the conduction electron channel. The hybridization,
however, is an on-site hybridization. It itself does not contribute to the elec-
trical current. If we had allowed for a non-local hybridization the situation
would be different. While changing from impurity to conduction electron
states the electrons would also change their sites and hence contribute to the
conduction. The commutator [Hpc, ρ(~q)] (B.8) would not vanish.
The current operator in Eq. (5.30) is identical to the current operator
in the Hubbard model (for the Hubbard model see Refs. [Hubbard, 1963,
Hubbard, 1964a, Hubbard, 1964b]). Furthermore, all the selfenergies which
we will use are local. Therefore we can apply the transport formu-
lae formulated for the Hubbard model in dynamical mean-field theory
(DMFT), where the selfenergy is local, by Pa´lsson and Kotliar in Ref.
[Pa´lsson and Kotliar, 1998]. These transport equations only contain the
spectral density of the conduction electrons, A~kσ(E) (normalized to one and
not to h¯). All the so-called vertex corrections in a diagrammatic expan-
sion vanish [Khurana, 1990, Mo¨ller et al., 1992, Pruschke et al., 1993]. The
transport functions are:
As =
pi
h¯V
T
(kBT )
s
∑
~kσ
∫ ∞
−∞
dE [−f ′(E)]EsA~kσ(E)2
(
∂~k
∂kx
)2
, s = 0, 1, 2
(5.31)
V is the volume, f ′(E) is the derivative of the Fermi function. The trans-
port quantities electrical conductivity, thermal conductivity and the Seebeck
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coefficient follow from the transport functions [Pa´lsson and Kotliar, 1998]:
σ =
e2
T
A0, (5.32)
κ = k2B
(
A2 − A
2
1
A0
)
. (5.33)
SE =
−kB
e
A1
A0
(5.34)
The transport quantities are defined as follows (see [Mahan, 1993]). An
electric field E causes without a temperature gradient and a gradient of the
chemical potential (~∇T = ~0 and ~∇µ = ~0, respectively) an electrical current
density j. The ratio between both is the conductivity σ:
j = σE (5.35)
In a cubic system both the electric field and the current density show in the
same direction. So, the conductivity is a scalar. The resistivity ρ is simply
the inverse of the conductivity
ρ =
1
σ
. (5.36)
It is connected to the resistance R of a material with cross section A and
length l via
R = ρ
l
A
. (5.37)
A temperature gradient ~∇T causes an energy current density ~JE to flow.
The constant of proportionality in the case of no particle current j = 0 is the
thermal conductivity κ:
~JE = −κ~∇T . (5.38)
Due to the second law of thermodynamics the energy flows opposite to the
temperature gradient. Therefore the minus sign in Eq. (5.38) makes the
thermal conductivity κ a positive quantity. Throughout this work we will
concentrate on the thermal conductivity κ of the electrons. There is another
contribution to the thermal conductivity from the lattice, κL, which has to
be taken into account when calculating quantities like the figure of merit (see
below).
The third transport quantity, in which we are interested in is the ther-
mopower (thermoelectric coefficient) or Seebeck coefficient SE. If there is
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a temperature difference ∆T at the two ends of a metal without particle
currents j = 0 and gradients of the chemical potential (~∇µ = ~0) a voltage
difference ∆V is induced. The Seebeck coefficient is the ratio between both:
SE =
∆V
∆T
. (5.39)
It may be positive or negative in the case of positive or negative charge of the
carriers (e.g. in ion diffusion models [Girvin, 1978]). In the case of electrons
SE is negative.
For a free electron gas and, therefore, also for a Fermi liquid the Wiemann-
Franz ratio of the thermal conductivity, the electric conductivity and the
temperature,
κ
σT
, (5.40)
assumes a certain value, which is called the Lorenz number
[Ibach and Lu¨th, 1995]
L =
pi2
3
(
kB
e
)2
. (5.41)
Whether this value is taken on by the Wiedemann-Franz ratio is an indicator
of whether one is dealing with a Fermi liquid or not.
The performance of a thermoelectric material is measured with
the so-called dimensionless figure of merit, which is given by
[Pa´lsson and Kotliar, 1998]
ZTT =
S2EσT
κ+ κL
. (5.42)
When converting an applied voltage into a temperature gradient, the figure
of merit gives a measure of how efficiently irreversible effects of Joule heating
and thermal conduction are avoided. Materials currently used in thermoelec-
tric devices have ZTT values between 0.4 and 1.3 [Mahan et al., 1997].
Equation (5.31) can be further transformed to get rid of the cumbersome
~k summation. Let us consider
∑
~k
A~kσ(E)
2
(
∂~k
∂kx
)2
=
+∞∫
−∞
dxAxσ(E)
2
∑
~k
(
∂~k
∂kx
)2
δ(x− ~k) . (5.43)
Equation (5.43) presupposes that the ~k dependence of A~kσ(E) is only via the
conduction electron dispersion ~k (which is fulfilled if all the selfenergies are
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~k independent, i.e. local) so that
Axσ(E) = A~kσ(E)~k→x . (5.44)
We transform the sum over ~k on the r.h.s. in (5.43) in an integral and apply
partial integration. We are interested in cubic lattices in the nearest-neighbor
tight-binding approximation only
V
(2pi)3
∫
d3~k
(
∂~k
∂kx
)2
δ(x− ~k) (5.45)
=
V
(2pi)3
∫∫∫
dkydkzdkx
(
∂~k
∂kx
)
︸ ︷︷ ︸
u
·
(
∂~k
∂kx
)
δ(x− ~k)︸ ︷︷ ︸
v′
(5.46)
= 0 +
V
(2pi)3
∫∫∫
dkydkzdkx
∂2~k
∂k2x︸︷︷︸
u′
θ(x− ~k)︸ ︷︷ ︸
v
. (5.47)
The fact that the u-v term of the partial integration of the term (5.46) is
zero in Eq. (5.47) for the cubic lattices is proven in appendix C.
We would like to make use of the fact that
~∇2~k~k =
∂2~k
∂k2x
+
∂2~k
∂k2y
+
∂2~k
∂k2z
= −ca2~k (5.48)
for simple cubic (c = 1), body-centered cubic (c = 3
4
) and face-centered
cubic systems [c = 1
2
, see Eq. (E.51)] in the nearest-neighbor tight-binding
approximation. (a is the lattice constant). Therefore we use instead of (5.45)
a symmetrized form and get with the same steps from (5.45) to (5.47) for
the y and z directions the following:
(5.45) =
1
3
V
(2pi)3
∫
d3~k
[(
∂~k
∂kx
)2
+
(
∂~k
∂ky
)2
+
(
∂~k
∂kz
)2]
δ(x− ~k) (5.49)
=
1
3
V
(2pi)3
∫∫∫
dkydkzdkx~∇2~k~k θ(x− ~k) (5.50)
= −ca
2
3
∑
~k
~k θ(x− ~k) =
ca2
3
~k<x∑
~k
~k (5.51)
= −ca
2
3
N
x∫
−∞
d′ ′
1
N
∑
~k
δ(′ − ~k) = −
ca2
3
N
x∫
−∞
d′ ′ρ0(
′) (5.52)
=
ca2
3
Nvˆ(x) (5.53)
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with the velocity function
vˆ(x) = −
x∫
−∞
d′ ′ρ0(
′) (5.54)
Equations (5.31), (5.43) and (5.53) lead to the following expression for the
transport functions in an fcc lattice (c = 1
2
)
As =
pi
6h¯a
T
(kBT )
s
∑
σ
∞∫
−∞
dE [−f ′(E)]Es
∞∫
−∞
dxAxσ(E)
2vˆ(x), s = 0, 1, 2
(5.55)
with Axσ(E) and vˆ(x) given by (5.44) and (5.54), respectively. Since the
~k summation is replaced by an energy integration, (5.55) is much easier to
handle than (5.31). For the electrical conductivity this means that we have
derived the same formula as given in Ref. [Borgie let al., 2001] with the correct
prefactor. We will use Eq. (5.55) and Eqs. (5.32) to (5.34) to calculate the
transport properties in the chapters 6 and 7.
Chapter 6
Solution and results of the
model with external parameter
〈Sz〉
6.1 Solution of the model with external pa-
rameter 〈Sz〉
The general concept of the solution of our model is an effective medium
approach. We define the self-energies for the conduction and the impurity
electrons and make independent, appropriate ansatzes for those, and include
them in the equations of motion. They can then be solved for the conduction-
and impurity-electron Green’s functions within a coherent-potential approx-
imation (CPA) for the impurity eletrons. We use the solution with external
parameter 〈Sz〉 to test our theory. It has the advantage over the fully self-
consistent solution that the calculations are by far less time-consuming.
6.1.1 Self-energies
We would like to obtain the conduction-electron Green’s function, from which
we can get the spectral density
A~kσ(E) = −
1
pi
ImG~kσc(E) , (6.1)
which is needed in the transport functions Eqs. (5.31) and (5.55). We will
closely follow the lines of Ref. [Sinjukow and Nolting, 2003]. We need self-
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energies, which are defined in the following way:〈〈[
c~kσ,−J
∑
i
~Si · ~σci
]
−
; c†~kσ
〉〉
= Σc~kσ(E) 〈〈c~kσ; c
†
~kσ
〉〉, (6.2)
〈〈[
pj′σ, U
∑
j
npj↑n
p
j↓ − J
∑
j
~Sj · ~σpj
]
−
; p†j′σ
〉〉
= Σp,1σ (E) 〈〈pj′σ; p†j′σ〉〉,
(6.3)
The brackets 〈〈 ; 〉〉 denote the respective Green’s function. The main ap-
proximation of our approach is that we assume independent self-energies for
the conduction and the impurity electrons. This is correct if the hybridization
V is very small. As we have stated in section 4.1 and as we will substantiate
in chapter 7, V indeed has to be fairly small (of the order of 0.01 eV) in order
not to destroy the insulator–metal transition. The impurity self-energy Σp,1σ
is denoted with an additional superscript 1 because a second impurity self-
energy will be necessary within the fully self-consistent treatment in chapter
7.
The conduction-electron self-energy is taken from an interpolating ansatz
[Nolting et al., 2001] for the conduction-electron part HKLM of the Hamil-
tonian (4.8):
Σcσ(E) = −
1
2
zσJ〈Sz〉+ 1
4
J2
aσG0(E + µ− 12zσJ〈Sz〉)
1− bσG0(E + µ− 12zσJ〈Sz〉)
, (6.4)
aσ = S(S + 1)− zσ〈Sz〉(zσ〈Sz〉+ 1) , bσ = 1
2
J,
where G0(E) is the free conduction-electron Green’s func-
tion. Ansatz (6.4) fulfills all known limiting cases for nc → 0
(atomic limit [Nolting and Matlak, 1984], second-order perturba-
tion theory in J [Mori, 1965, Mori, 1966, Bulk and Jelitto, 1988,
Bulk and Jelitto, 1990, Nolting et al., 2001], ferromagnetic saturation
[Shastry and Mattis, 1981, Allen and Edwards, 1982, Nolting et al., 1985,
Nolting et al., 2001, Meyer et al., 2001], and high-energy expansion up
to the fourth moment [Nolting et al., 2001]) and is therefore especially
appropriate in the present case of very small conduction-electron densities
(with a maximum of 10−3 per unit cell).
For the impurity self-energy Σp,1σ (E) we take the atomic-limit self-energy
of the correlated Kondo lattice model (impurity part of our Hamiltonian:
Hp,1, Hp,2 and Hpf ; note that all terms are local), which is given in the
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appendix D. If U is large compared to J , this leads to a four-peak structure
in the impurity density of states with three of the four peaks having finite
weight (see section 3.1 with T0 = p). The energetically highest peak 4 will
be the most decisive one, since from this peak the impurity electrons are
emptied into the conduction band. Therefore, the position of 4 with respect
to the bottom of the conduction band in dependence on temperature is of
crucial importance.
6.1.2 Coherent-potential approximation
The oxygen vacancies in Eu-rich EuO are randomly distributed. There are
lattice sites A where there is an oxygen vacancy with one-particle energy p
and self-energy Σp,1σ (E), and there are lattice sites B where there are no im-
purities. Our aim is to apply a coherent-potential approximation (CPA) to
the impurity distribution, which gives a CPA self-energy that is valid for all
lattice sites. Originally the CPA was designed to describe a multi-component
system, where each component has a one-particle energy [Velicky´, 1969]. The
trick is to introduce one-particle levels p,B also for non-impurity sites B. Fur-
thermore, a hybridization of electrons in these levels with the conduction-
electron states is included for each B site: V
∑
σ
(p†BσcBσ + c
†
BσpBσ). The
impurity levels p,B at non-impurity sites are then forced to diverge to infin-
ity (or to adopt practically a very high energy) to be never really occupied.
The latter is the precondition to correctly describe the real situation of im-
purity and non-impurity sites. In the so-called configurational average the
disordered “levels” p,m − µ+ Σp,1mσ(E), where
p,m =
{
p m = A
∞ m = B , Σ
p,1
mσ =
{
Σp,1σ m = A
0 m = B
,
are replaced by the CPA self-energy ΣCPA,1σ (E) at each site. With this the
CPA equation can be formulated:
0=
∑
m=A,B
cm
p,m − µ+ Σp,1mσ(E)− ΣCPA,1σ (E)
1−Gp,1σ (E)
(
p,m−µ+Σp,1mσ(E)−ΣCPA,1σ (E)
) , (6.5)
with cA = d and cB = 1 − d the concentrations of the impurity and non-
impurity sites, respectively. Equation (6.5) has to be solved self-consistently
with respect to the CPA self-energy, which is included in the local Green’s
function of the effective medium Gp,1σ (E). G
p,1
σ (E) is given by Eq. (6.17).
From Eq. (6.5) one can derive a recursion formula for ΣCPA,1σ which is fairly
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stable with respect to convergence [Santos, 2004]:
ΣCPA,1σ =
cAEA[1−Gp,1σ · (EB − ΣCPA,1σ )] + cBEB[1−Gp,1σ · (EA − ΣCPA,1σ )]
1− [cAGp,1σ · (EB − ΣCPA,1σ ) + cBGp,1σ · (EA − ΣCPA,1σ )]
,
(6.6)
EA = p,A − µ+ Σp,1Aσ , (6.7)
EB = p,B − µ . (6.8)
6.1.3 Green’s functions
The equations of motion for the Green’s functions G~kσc(E) = 〈〈c~kσ; c†~kσ〉〉,
Gp,c~kσ(E) = 〈〈p~kσ; c
†
~kσ
〉〉, Gc,p~kσ(E) = 〈〈c~kσ; p
†
~kσ
〉〉 and G~kσp(E) = 〈〈p~kσ; p†~kσ〉〉 are
the following 1:
EG~kσc(E) = 1 + [~k − µ+ Σcσ(E)]G~kσc(E) + V Gp,c~kσ(E) (6.9)
EGp,c~kσ(E) = [Σ
CPA,1
σ (E)]G
p,c
~kσ
(E) + V G~kσc(E) (6.10)
EG~kσp(E) = 1 + [Σ
CPA,1
σ (E)]G~kσp(E) + V G
c,p
~kσ
(E) (6.11)
EGc,p~kσ(E) = [~k − µ+ Σ
c
σ(E)]G
c,p
~kσ
(E) + V G~kσp(E) (6.12)
For Eqs. (6.10) and (6.12) it is assumed that〈〈[
pmσ, U
∑
j
npj↑n
p
j↓ − J
∑
j
~Sj · ~σpj
]
−
; c†m′σ
〉〉
= Σp,1mσ(E) 〈〈pmσ; c†m′σ〉〉
(6.13)
and
〈〈[
c~kσ,−J
∑
i
~Si · ~σci
]
−
; p†~kσ
〉〉
= Σcσ(E) 〈〈c~kσ; p†~kσ〉〉. (6.14)
The assumptions (6.13) and (6.14) in connection with the Eqs. (6.2) and (6.3)
are somewhat similar to the self-energy “trick” in the moment-conserving
decoupling approximation for the non-diagonal terms by Nolting et al.
[Nolting et al., 1997]. From Eqs. (6.9) to (6.12) one can get the following
Green’s functions:
G~kσc(E) =
1
E − (~k − µ)− V
2
E−ΣCPA,1σ (E)
− Σcσ(E)
(6.15)
G~kσp(E) =
1
E − ΣCPA,1σ (E)− V 2E−(~k−µ)−Σcσ(E)
(6.16)
1Since we have introduced (within the CPA) p states also at non-impurity sites we can
sensibly define the ~k dependent operators p
(†)
~kσ
.
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The local impurity Green’s function of the effective medium is simply given
by
Gp,1σ (E) =
1
N
∑
~k
G~kσp(E) =
+∞∫
−∞
dx
ρ0(x)
E − ΣCPA,1σ (E)− V 2E−(x−µ)−Σcσ(E)
, (6.17)
where ρ0 is the free conduction band density of states. In this chapter it is
chosen to be semielliptic2.
In a calculation of 〈Sz〉 from the Brillouin function for S = 7
2
one can
get a T dependence of 〈Sz〉 which corresponds to the mean-field result for
the pure Heisenberg model, i.e. which does not self-consistently include the
influence of the conduction and impurity electrons on the f spins. That will
be incorporated in the next chapter.
The self-consistency cycle here goes as follows. For a certain value of
〈Sz〉 (and therewith a corresponding temperature) and a guess of µ one can
calculate Σcσ(E) [Eq. (6.4)]. With initial values for 〈npσ〉A = 〈npσ〉/d, where
〈. . .〉A denotes the average at an impurity site, one can calculate Σp,1σ (E) [Eq.
(D.1)]. With an initial guess for ΣCPA,1σ (E) one can obtain G0σp = G
p,1
σ [Eq.
(6.17)] and G0σc =
1
N
∑
~k G~kσc [Eq. (6.15)]. With Eq. (6.6) one can get a new
self-energy ΣCPA,1σ (E) for the next self-consistency cycle. With the Green’s
functions G0σp = G
p,1
σ and G0σc one can get the electron occupation numbers
〈npσ〉 and 〈ncσ〉 by a simple integration according to the spectral theorem:
〈np/cσ 〉 = −
1
pi
+∞∫
−∞
dEf(E)G0σ(p/c)(E) , (6.18)
where f(E) is the Fermi function. Now one can correct the position of
the chemical potential µ to achieve better agreement with the total electron
number in the next self-consistency cycle. With the new µ we can start a
new self-consistency cycle and iterate until all quantities have converged.
The inclusion of the magnetic field terms [Eq. (4.9)] will change the one-
particle energies ~k and p to ~k − zσµBB0 and p − zσµBB0, respectively, in
all expressions.
2Note that in the derivation of the transport formulae we have proven Eq. (5.47) strictly
speaking only for the nearest-neighbor hopping tight-binding dispersions of the cubic lat-
tices. Hence, we assume that the derivation of the transport formulae [Eq. (5.55)] also
holds in the case of a semielliptic free conduction band.
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6.2 Technical details of the calculations
In this section we discuss some technical details when evaluating the above
theory. One of the biggest problems concerning numerical accuracy is the
value of the infinitesimally small 0+, which has to be added as i0+ wher-
ever the energy E appears in Green’s functions and self-energies to obtain
the correct retarded functions. The smaller the value of 0+ the higher the
numerical accuracy but the bigger the computing time because of a smaller
energy mesh which is needed for the integrations. One has to find a good
compromise between accuracy and calculating time. Along our calculations
we have arrived at a numerical value for 0+ of 0.002. As we have explained
in section 4.1 the highest impurity level 4 is of decisive influence on the
metal-insulator transition. It is in fact not a true level but smeared out (see
insets of Fig. 6.3) due to the hybridization with the conduction band, and
numerically because of the “finite 0+”. Due to the latter it has a Lorentzian-
like shape with unphysical tails that in principle reach + and −∞. Above
the Curie temperature TC, when the position of the impurity “level” will be
below the conduction band, the position of the chemical potential would be
unphysically high if we demanded an electron number of 2 per impurity site,
which theoretically we should do. However, for physical and for practical
reasons we take a slightly lower impurity-electron occupation of 1.995 to get
a chemical potential which does not lie in the unphysical tails of the impurity
“level”.
The spectral density of the conduction electrons A~kσ(E) and, therefore,
also the integral I(E) =
∫∞
−∞
dxAxσ(E)
2vˆ(x) which appears in the transport
functions Eq. (5.55) have similar unphysical tails due to the “finite 0+”. For
the electrical conductivity the integral I(E) has to be multiplied by the deriv-
ative of the Fermi function f ′(E), which at low temperatures approaches a
sharp Lorentzian at the position of the chemical potential with exponentially
decreasing tails. For temperatures above TC, when the uppermost impurity
level 4 is filled and the chemical potential lies below the conduction band,
the very high middle parts of the Lorentzian give a big unphysical contri-
bution when multiplied with the unphysical lower tail of the integral I(E).
Therefore one has to get rid of that tail. Fortunately, the unphysical tail of
I(E) can be recognized quite well. There is a crossover from a fairly steep
part (the physical band edge) to a rather flat part (the unphysical tail). At
that crossover, which approximately appears at a value of the integral of
1 × 10−4, one has to cut the integral (put it to zero “by hand”). This is
shown in the upper left panel of Fig. 6.1. The curves are calculated for an
impurity density of 0.5 % and at T = 70 K. The thin line is I(E) with and the
thick line without the unphysical tail. However, one has to take care of the
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Figure 6.1: Quantities with (thick lines) and without (thin lines) tail correc-
tions of the integral I(E) as defined in the text. Upper panels: I(E). Lower
panels: product of I(E) with the derivative of the Fermi function f ′(E) as
it appears in the convolution for the transport functions Eq. (5.55). Right
panels: the small peaks come from the hybridization of the conduction band
with the impurity levels. The impurity concentration is d = 0.5 %, and the
temperature T = 70 K. All the other parameters are given in section 4.1.
hybridized part of the conduction-electron spectral density at the position of
the uppermost impurity level 4 which also leads to a physical contribution
in the integral I(E) in the shape of a peak. This peak has to be retained
after substracting the contribution of the unphysical tail. This can be seen in
the right upper panel of Fig. 6.1. In the lower panels of the same figure the
(negative) product of I(E) with the derivative of the Fermi function f ′(E)
can be seen, including (thin line) and excluding (thick line) the unphysical
parts of I(E). The exclusion of the unphysical parts obviously leads to a dif-
ferent but correct value for the transport coefficients As [Eq. (5.55)], which
are basically given by integrals over Es[−f ′(E)]I(E). Hence, the exclusion
of the unphysical parts of I(E) is an essential technical point for calculating
the transport quantities correctly.
In the CPA procedure the one-particle levels p,B for non-impurity sites
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are set equal 10 eV (instead of theoretical∞), which for practical calculations
turns out to be high enough (with the zero of energy in the middle of the
conduction band). Note that the overall spectral weight of the impurity levels
1 to 4 of G
p,1
σ comes out correctly (equal to d) while the rest of the spectral
weight (1− d) is concentrated at the level p,B, which we introduced to allow
for a CPA.
6.3 Results and discussion
In this section we present results of the calculations with external parame-
ter 〈Sz〉. Since the experimentally observed magnetization curve is very
close to a theoretical Brillouin function [Mauger et al., 1978] this approach
is well justified. It is one of the goals of the next chapter to show that
the Brillouin function with the experimentally fixed Curie temperature is
also theoretically reasonable and that the self-consistently determined Curie
temperature (including the influence of the exchange of the conduction and
the impurity electrons with the f spins of the Eu ions) does not differ
much from the experimental one. The results of this section were pub-
lished in Refs. [Sinjukow and Nolting, 2003, Sinjukow and Nolting, 2004a,
Nolting et al., 2003b].
6.3.1 Fit of resistivity
First, we present a fit to experimental resistivity curves, which is meant to
underline the idea that the difference in resistivity behavior of different exper-
imental samples is due to a different content of oxygen vacancy (impurity)
sites. As mentioned in section 4.1 the hybridization V has to be small to
be able to reproduce the metal-insulator transition, which will be substan-
tiated in chapter 7. Once a small value (0.01 eV) has been chosen for the
hybridization, there remain two fit parameters p (i.e. 4) and the impurity
concentration d. Since p and its possible variation with the impurity con-
centration d is not known from the experiment, we first chose one value for p
(−6.44 eV), which in connection with different impurity concentrations gives
the best overall fit with the different experimental resistivity curves. The
result is shown in Fig. 6.2. We chose three experimental curves of medium
resistivity from Ref. [Oliver et al., 1972] and selected the theoretical curves
with appropriate impurity concentrations d which fitted best to the exper-
imental ones. All curves show a huge metal-insulator transition near the
Curie temperature of 69 K. At low temperatures the resistivity is metallic,
i.e. dρ
dT
> 0. However, the absolute values of the resistivity are quite high
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Figure 6.2: Comparison of measured (diamonds, samples 66-6, 95-BA-3 and
49-4 from Ref. [Oliver et al., 1972]) and calculated resistivity (solid lines) in
dependence on temperature. The theoretical curves are calculated for three
different impurity concentrations d. For the other parameters see section 4.1.
(10−3–10−2Ω cm) in comparison with good metals like Cu (1.7× 10−6Ω cm).
Near the Curie temperature there is a big jump in resistivity of five to seven
orders of magnitude. Above TC the resistivity is insulating, i.e.
dρ
dT
< 0.
It can be seen that the theoretical curves fit quite well to the experimental
ones, concerning both the height of the jump as well as the absolute values of
the resistivity. We do not claim that the theoretical impurity concentrations
exactly correspond to the experimental ones since we did not consider a vari-
ation of p with the impurity concentration d. In fact, our calculations show
that such a variation must be assumed to explain the resistivity behaviour
of the highest-resisitivity samples as it is shown in Fig. 6.4. However, the
quality of the fit in Fig. 6.2 shows that the differing behavior of the medium-
resistivity samples, the absolute values and height of the jump in resistivity,
can be explained by differing impurity concentrations alone.
For a comparison with Steenekens calculations in Ref. [Steeneken, 2002]
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see subsection 6.3.3.
6.3.2 Densities of states and mechanism of the metal-
insulator transition
But how does the metal-insulator transition actually come about? The argu-
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Figure 6.3: Conduction-electron densities of states (ρ↑(—), ρ↓(−−)) and im-
purity densities of states (ρp↑(−·−), ρp↓(· · · )) for d = 0.05% and three differ-
ent temperatures. For the other parameters see section 4.1. The insets show
the densities of states near the Fermi level.
mentation is in principle similar to the one of the simple model by Oliver et
al. [Oliver et al., 1970]. It can be explained best with the help of the quasi-
particle densities of states as shown in Fig. 6.3 for an impurity concentration
of d = 0.05%. As mentioned in Sec. 6.1 and as can be seen in Fig. 6.3, there
are three impurity levels (1, 3 and 4) with finite weight. Their positions are
temperature independent on an absolute energy scale. The most important
one is the uppermost level 4. Now there are two scenarios, depending on
whether the uppermost impurity level overlaps with the spin-up conduction
band below a certain temperature below the Curie temperature TC or not.
The first scenario is described in this subsection, and the second in the next
one.
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The first scenario is shown in Fig. 6.3 and is most likely to occur in
the medium-resistivity samples. Below the Curie temperature one has the
spin-splitting of the conduction band due to exchange with the Eu 4f spins.
The spin-up part of the conduction band is down-shifted (redshift) and the
spin-down part up-shifted. In the first scenario the spin-up conduction band
overlaps with the impurity level 4 below a certain temperature close to the
Curie temperature. So the impurity electrons can at least partly empty into
the conduction band. There they have almost 100 % spin polarization. The
lower the temperature the lower is the (spin-up) conduction band (redshift of
up to −0.3 eV near 0 K) and the higher is the overlap with the impurity level,
i.e. the more electrons can empty into the conduction band. The higher the
temperature the lower the overlap of the impurity level with the (spin-up)
conduction band (see T = 60K in Fig. 6.3), the less electrons empty into the
conduction band and the higher the resistivity (metallic behavior dρ
dT
> 0).
At and above the Curie temperature the uppermost impurity level is below
the conduction band. Apart from the hybridized part of the conduction
band at the impurity level only thermally excited electrons contribute to the
electrical conduction. The Eu-rich EuO behaves like a doped semiconductor
( dρ
dT
< 0).
6.3.3 Low-temperature minimum in the resistivity of
high-resistivity samples
In the second scenario of the metal-insulator transition, which is more likely
to apply to the high-resistivity samples, the uppermost impurity level stays
at all temperatures below the (spin-up) conduction band. An interesting
feature of the high-resistivity samples is a low-temperature minimum in the
resistivity. Oliver et al. [Oliver et al., 1972] explained it by activation from
additional impurities like Gd or La. However we can give a more direct
explanation of this phenomenon without invoking an additional external fac-
tor. If the uppermost impurity level 4 is so low that it always stays below
the conduction band even at low temperatures then the conduction is al-
ways through thermally excited electrons. If the conduction band were fixed
(temperature independent) then there would be always activated behaviour,
i.e. dρ
dT
< 0. However, the effect of the redshift of the spin-up conduction
band with lowering the temperature is bigger than the contraction of the
derivative of the Fermi function, which appears in the conductivity formula.
So one has below the Curie temperature dρ
dT
> 0. Lowering the temperature
further below the point at which the full redshift of the spin-up conduction
band is achieved (〈Sz〉 ≈ S) lowers the number of thermally excited conduc-
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Figure 6.4: Comparison of measured (squares, sample 34-2-30 from
Ref. [Oliver et al., 1972]) and calculated resistivity (solid line) for a high-
resistivity sample. Impurity concentration d = 0.01%, p = −6.61 eV
(4 = −5.31 eV, lower band edge at −5.30 eV at T = 0). For the other
parameters see section 4.1.
tion electrons so that the resistivity rises again: dρ
dT
< 0. Therefore we have
a low-temperature minimum in the resistivity. To confirm this picture we
made a fit to a high-resistivity sample with d = 0.01% and p = −6.61 eV,
which means 4 = −5.31 eV with the lower band edge at −5.30 eV at T = 0.
In Fig. 6.4 we show an experimental and a calculated curve. There is a good
agreement between the low-temperature minima and the high-energy tails.
For the region inbetween there were no experimental points available but the
run of the theoretical curve seems credible. Penney et al.’s “world-record”
measurements of the resistivity were limited due to leakage currents to val-
ues of about 1011Ω cm, but interpolating their data allows values of up to
1016Ω cm.
In this second scenario it is in principle possible to get metallic behavior
( dρ
dT
> 0) for arbitrarily low impurity concentrations in the temperature range
where the redshift occurs because the redshift is faster than the smearing
out of the Fermi function. This is in contradiction to the results by Leroux-
Hugon [Leroux-Hugon, 1972] and Mauger [Mauger, 1983], who calculated a
lower bound of the impurity concentration of about d ≈ 0.12 % and 0.02 %
for metallic behavior.
As mentioned in the introduction Steeneken’s theoretical calculations of
the resistivity based on his theory of a distribution of impurity levels fit
fairly well for the medium-resisitvity samples (in Fig. 6.2). He needs a much
smaller range of impurity concentrations to get theoretical curves, which fit
the lowest and the highest of the three medium-resistivity samples in Fig. 6.2.
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However he fails to describe the high-resistivity samples like the one in Fig.
6.4. On the ad hoc assumption of additional acceptors he is able to reproduce
the low-temperature minimum but not the high-temperature values of the
resistivity. Either his theory on the distribution of impurity levels or the
simple Drude theory fail to describe the high-resistivity samples.
6.3.4 Resistivity in a magnetic field and magnetoresis-
tance
We can also calculate the resistivity in a magnetic field. Changes in the
resistivity of up to 6 orders of magnitude were observed in the experiment
[Shapira et al., 1973]. In the left panel of Fig. 6.5 the calculated resistivity
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Figure 6.5: Left: Calculated resistivity for different magnetic fields B; right:
negative magnetoresistance. B = 0T(—), 0.05T (· · · ), 0.1T (−−), 0.5T (-·-
·), 1T (- ·· -··), 2T (· −−·). d = 0.1%. For the other parameters see section
4.1.
is shown applying magnetic fields of up to two Tesla. What can be ob-
served is a shift in the maximum of the resistivity to higher temperatures
and at the same time a broadening of the maximum peak. Also the max-
imum resistivity decreases with increasing magnetic field. The curves look
qualitatively similar to the ones of Fig. 3 in Ref. [Shapira et al., 1973]. They
can be easily explained. The magnetic field itself causes a spin-splitting of
the conduction band and a redshift of the spin-up part. Therefore the metal-
insulator transition occurs at higher temperatures (maximum of resistivity
at higher temperatures), and since the temperature is higher, more electrons
are thermally excited into the conduction band, and the maximum is lower
and smeared out.
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In the right panel the negative magnetoresistance −MR = [ρ(0) −
ρ(B)]/ρ(B) is shown. The magnetoresistance is so big that we have nor-
malized it by ρ(B) instead of ρ(0) to see the effects. If we had normal-
ized it by ρ(0), which is more common, the negative magnetoresistance
above the transition temperature would be practically one, compared with a
value of 0.8 for the colossal magnetoresistance (CMR) effect of the mangan-
ites like La1−xCaxMnO3 [Khomskii and Sawatzky, 1997, Coey et al., 1999].
With such big values the negative magnetoresistance according to our de-
finition is almost only given by the ratio ρ(0)/ρ(B). This ratio of the re-
sistivities without and with a magnetic field amounts to about a maximum
of six to seven orders of magnitude, which coincides with the experiment
[Shapira et al., 1973].
Chapter 7
Fully self-consistent solution
and results of the model
7.1 Fully self-consistent solution of the model
For the fully self-consistent solution of our model (4.8) (including Hff) we
will rely on an adaption of the modified RKKY theory as laid out in the Refs.
[Nolting et al., 1997, Santos and Nolting, 2002a, Santos and Nolting, 2002b,
Kienert et al., 2003]. The single steps are given in the appendix E.
We will concentrate here on the major steps only, similar to Ref.
[Sinjukow and Nolting, 2004b]. The main idea of the modified RKKY the-
ory is the mapping of the exchange terms on an effective Heisenberg model,
which is then solved to give a value of 〈Sz〉. The theory has the cor-
rect RKKY behavior up to the second order in the coupling constant J
but it is applicable for any coupling strength in contrast to the conven-
tional RKKY theory. Within the modified RKKY theory reasonable results
have been achieved for the Kondo lattice model [Santos and Nolting, 2002a,
Santos and Nolting, 2002b, Nolting et al., 2003a]. For our model (4.8) we
have to consider three types of exchange terms: the exchange of the conduc-
tion and the impurity electrons with the Eu spins and the direct exchange
terms between the Eu spins. As a result the exchange integrals in the effective
Heisenberg Hamiltonian consist of three parts, for the conduction electrons,
for the impurity electrons, and for the original Heisenberg Hamiltonian Hff .
As the calculations within the modified RKKY theory show (see appendix
E), one arrives at an anisotropic Heisenberg Hamiltonian
H˜′ff = −
∑
ii′
[J
(1)
ii′ (S
+
i S
−
i′ + S
−
i S
+
i′ ) + J
(2)
ii′ S
z
i S
z
i′ ]−Beff
∑
i
Szi (7.1)
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with
J
(r)
ii′ =


J
(r)
00c + J
(r)
00p i = i
′
J
(r)
01c + J
(r)
01p + J
(r)
H i, i
′ n.n.
0 otherwise
(7.2)
r = 1, 2
JH = 2J
(1)
H = J
(2)
H (7.3)
Beff = Beff,c +Beff,p . (7.4)
Equations (7.1) to (7.4) correspond to Eqs. (E.62) to (E.65). We only con-
sider on-site and nearest neighbor exchange for simplicity. Therefore, we
also for the pure Heisenberg-model exchange consider only one value for the
nearest neighbor exchange although in principle there is also a value for the
next-nearest neighbor exchange available [Dietrich et al., 1975]. We choose
the value for the nearest neighbor exchange JH = 0.734K∗kB ≈ 6.33×10−5eV
such that the correct experimental Curie temperature TC = 69.3 K comes out
in the pure Heisenberg model. Now we would like to see what additional ef-
fects arise from the exchange of the conduction and the impurity electrons
with the Eu spins. The eight effective exchange integrals and two effective
fields have to be calculated self-consistently. They are given by integrals over
Green’s functions and the Fermi function f(E).
J
(1)
0le =
J2
8pi
Im
+∞∫
−∞
dEf(E)
(
G
(0)
l↓e(E)Gl↑e(E)+G
(0)
l↑e(E)Gl↓e(E)
)
, (7.5)
J
(2)
0le =
J2
4pi
Im
+∞∫
−∞
dEf(E)
(
G
(0)
l↑e(E)Gl↑e(E)+G
(0)
l↓e(E)Gl↓e(E)
)
, (7.6)
Beff,e =− J
2pi
Im
+∞∫
−∞
dEf(E)
(
G
(0)
0↑e(E)−G(0)0↓e(E)
)
, (7.7)
l = 0, 1 ; e = c, p .
Equations (7.5), (7.6) and (7.7) for the conduction electrons (e = c) cor-
respond to Eqs. (E.52), (E.44) and (E.24), respectively. As stated in the
appendix E the derivations for the respective formulae for the impurity elec-
trons are fully analogous. The Green’s functions needed are the following:
G
(0)
lσc(E) =
1
N
∑
~k
ei
~k ~Rl
E − (~k − µ)− V
2
E−ΣCPA,1σ (E)
, (7.8)
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Glσc(E) =
1
N
∑
~k
ei
~k ~RlG~kσc(E) , (7.9)
G~kσc(E) =
1
E − (~k − µ)− V
2
E−ΣCPA,1σ (E)
− Σcσ(E)
, (7.10)
G
(0)
lσp(E) =
1
N
∑
~k
ei
~k ~Rl
E − ΣCPA,2σ (E)− V 2E−(~k−µ)−Σcσ(E)
, (7.11)
Glσp(E) =
1
N
∑
~k
ei
~k ~Rl
E − ΣCPA,1σ (E)− V 2E−(~k−µ)−Σcσ(E)
, (7.12)
l = 0, 1 , ~R0 = ~0 .
ΣCPA,2σ (E) is a CPA self-energy, which is similarly defined as Σ
CPA,1
σ (E) in
Eqs. (6.5) and (6.6). However, the impurity self-energy Σp,1σ is replaced by
Σp,2σ , and G
p,1
σ (E) by G
p,2
σ (E). Σ
p,2
σ is defined by〈〈[
pj′σ, U
∑
j
npj↑n
p
j↓
]
−
; p†j′σ
〉〉
= Σp,2σ (E) 〈〈pj′σ; p†j′σ〉〉 . (7.13)
We choose for Σp,2σ the atomic limit self-energy of the Hubbard model,
which is given by (D.18). Gp,2σ (E) is identical to G
(0)
0σp(E) [Eq. (7.11) for
l = 0]. G~kσc(E) in Eq. (7.10) is the Green’s function needed to calcu-
late the spectral density A~kσ(E) for the transport functions in Eq. (5.55).
The magnetization 〈Sz〉 still has to be determined. This is done by solv-
ing the effective Heisenberg Hamiltonian (7.1) by the Tyablikov decou-
pling, which is identical to the so-called random-phase approximation (RPA)
[Bogoliubov and Tyablikow, 1959, Tjablikow, 1969, Nolting, 1986]. If one
uses the method by Callen [Callen, 1963] one gets the following expression
for the magnetization
〈Sz〉 = (1 + S + φ)φ
2S+1 + (S − φ)(1 + φ)2S+1
(1 + φ)2S+1 − φ2S+1 (7.14)
where
φ =
1
N
∑
~k
1
eβE(~k) − 1 (7.15)
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and S = 7
2
for the Eu spins. The magnon energies E(~k) are the excitation
energies of the magnon Green’s function 〈〈S+(~k);S−(−~k)〉〉E (see appendix
E). They are given by
E(~k) = 2〈Sz〉
[
J (2)(0)− 2J (1)(~k)
]
+ J
(2)
00 − 2J (1)00 +Beff (7.16)
where
J (n)(~k) =
1
N
∑
ii′
J
(n)
ii′ e
i~k(~Ri−~Ri′ ) , n = 1, 2 . (7.17)
We will now sketch the full self-consistency cycle to be solved. First we
take a certain value for 〈Sz〉 as a guess. With that value we can calculate
the Green’s functions and self-energies in a sub-self-consistency cycle. This
comprises Eqs. (6.4), (6.6) and the equivalent for ΣCPA,2σ (E), and Eqs. (7.8)
– (7.12). The chemical potential µ is adjusted to give the correct overall
electron number, which is two1 per oxygen vacancy site. With the help of
the Green’s functions the effective exchange integrals and effective fields can
be calculated [Eqs. (7.5) to (7.7)]. In the end a new value of 〈Sz〉 can be
calculated in another sub-self-consistency cycle which consists of Eqs. (7.14)
– (7.16). With the new value of 〈Sz〉 the self-consistency loop is closed.
At temperatures near the Curie temperature similar considerations about
unphysical energy tails due to the numerical finiteness of the i0+ are valid
for the integrals in Eqs. (7.5) to (7.7). Before the convolution with the
Fermi function the unphysical tails of the Green’s functions have to be put
to zero by hand, however properly taking care of the hybridized parts. This
is absolutely essential to get correct values for the effective exchange integrals
and fields especially close to TC where the chemical potential lies below the
lower band edges of the imaginary parts of the Green’s functions.
7.2 Results and discussion
7.2.1 Magnetization and Curie temperature
In Figure 7.1 three different magnetization curves, (〈Sz〉 of the Eu spins)
are shown. The dotted curve is a simple Brillouin function for S = 7
2
and a
Curie temperature of 69.3 K. We used this curve for our non-self-consistent
calculation in chapter 6 and stated that it fitted well to the experimen-
tal magnetization curve [Mauger et al., 1978]. However, we did not want
1In the actual calculations it is a bit less than two, see Sec. 6.2.
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Figure 7.1: Magnetization 〈Sz〉 in dependence on temperature. The Brillouin
function for S = 7/2 with TC = 69.3 K is represented by the dotted line.
The calculated curve for the pure Heisenberg model of the Eu spins with
JH = 0.734 K ∗ kB to yield TC = 69.3 K is given by the dashed line. The
fully self-consistent 〈Sz〉 of the full model is shown by the solid line. The
impurity concentration is d = 0.1 %. For other parameters see section 4.1.
In the inset an enlarged section of the magnetization curves is shown.
to stop our considerations at this point. In particular we were interested
in the actual effect of the exchange of the conduction and impurity elec-
trons with the Eu spins. Therefore, we first introduced the pure Heisen-
berg model for the Bloembergen-Rowland exchange between the Eu spins
with JH = 0.734 K ∗ kB ≈ 6.33 × 10−5 eV to obtain the experimentally
observed Curie temperature, too. For simplicity we consider only nearest-
neighbor exchange. The resulting magnetization evaluated within the Tyab-
likov [Bogoliubov and Tyablikow, 1959, Tjablikow, 1969, Nolting, 1986] and
Callen [Callen, 1963] approximations is the dashed line in Fig. 7.1. Second,
to include the exchange of the conduction and the impurity electrons with
the Eu spins we utilized the modified RKKY theory as dicussed in the pre-
vious section. The result for an impurity concentration of 0.1 % is the solid
line in Fig. 7.1.
It turns out that the effects are very small at the self-consistent Curie
temperature, which does not differ from the non-self-consistent value within
an accuracy of 1 mK. It agrees with the experimental observation of
the same Curie temperature for both the Eu-rich and the pure EuO
[Penney et al., 1972]. This has been used as an argument that the Eu lattice
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in Eu-rich EuO is intact and that the Eu richness actually comes from an
oxygen deficiency. However, this argument does not touch the question of
the influence of the conduction and the impurity electrons, which is the rea-
son why we investigated this question. For temperatures below TC there is
an enhancement of the fully self-consistent magnetization compared with the
pure Heisenberg model. The exchange of the conduction and the impurity
electrons with the Eu spins does lead to an additional ferromagnetic coupling
between the Eu spins. However, it is an important result of our calculation
that this enhancement is fairly small. Note that at least for the pure Kondo
lattice model the inclusion of further exchange integrals (next-nearest neigh-
bor, next-next-nearest neighbor exchange and so on) leads to a reduction of
the magnetization because e.g. the next-nearest neighbor exchange constants
are negative [Santos, 2004]. Therefore, our results represent an upper bound
of the effects mentioned.
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Figure 7.2: Exchange integrals J
(2)
01c and J
(2)
01p in dependence on temperature.
The impurity concentration is d = 0.1% (same as in Fig. 7.1). For the other
parameters see section 4.1.
For the same value of the magnetization there is a temperature difference
of about 0.1 K in the temperature range of 30–50 K for d = 0.1 % (see the in-
set of Fig. 7.1). At TC this difference is reduced to a value of less than 1 mK.
To understand this it is important to invoke the picture of the metal-insulator
transition in Eu-rich EuO, which we discussed in section 6.3, and to look at
the exchange integrals (for instance J
(2)
01e with e = c, p, see Fig. 7.2) and at the
conduction-electron (see Fig. 7.12) and the impurity-electron numbers (see
Fig. 7.15). The small enhancement in the self-consistent magnetization in the
range 30 – 50 K is mainly due to the value of J
(2)
01c ≈ 10−7eV (see Fig. 7.2)
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in comparison with the bare JH value of ≈ 6 × 10−5eV (J (2)01p ≈ 10−11eV
plays no significant role). Note that the conduction electron number below
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Figure 7.3: Exchange integral J
(2)
01c in dependence on temperature for different
impurity concentrations d (— 0.01%,· · · 0.02%, - - 0.05%, – – 0.1%, -·- 0.2%,
-·· 1%, --· 5%). For the other parameters see section 4.1.
TC is at most only 5 × 10−4 for d = 0.1% (see Fig. 7.12). The exchange
of the conduction electrons with the Eu spins in principle drives the Curie
temperature towards a higher value. However, increasing the temperature
decreases the magnetization and with it the number of conduction electrons,
the exchange integrals and with it the magnetization and so on. Just be-
low the original (non-self-consistent) TC the bottom of the conduction band
crosses the uppermost impurity level and therefore (apart from “hybridized”
conduction electrons) there are only very few thermally excited conduction
electrons. This is a dynamical process. The values of the magnetization,
the conduction electron number and the exchange integrals (e.g. J
(2)
01c) take
on self-consistent values. As a matter of fact just below the original (non-
self-consistent) TC there is a big jump of the conduction electron number to
10−10 (see Fig. 7.12) and of J
(2)
01c to 10
−13 eV. These values are so low that
the theoretical self-consistent Curie temperature of Eu-rich EuO is identical
within 1 mK to the original Curie-temperature of pure EuO. The exchange
integral J
(2)
01p of the impurity electrons is very small and almost constant over
the whole temperature range so that its influence on the self-consistent Curie
temperature is almost negligible. It is so small because the impurity elec-
trons are rather immobile. It is almost temperature-independent because the
impurity electron number is almost constant (0.0013 at T = 0 and 0.002 at
TC).
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Let us take a closer look at the exchange integral J
(2)
01c given by Eq. (7.6)
for l = 1 and e = c. A whole bunch of curves is shown in Fig. 7.3 for dif-
ferent impurity concentrations. As we have mentioned the absolute values
of the effective exchange integral are fairly low in comparison to the pure
Heisenberg exchange with JH ≈ 6 × 10−5eV. At maximum they are about
10−7 eV at low temperatures for impurity concentrations higher than 0.05
%. This is still enough to enhance the temperature at which the magneti-
zation adopts the same value by 0.1 K in a temperature range of 30–50 K
(for d = 0.1 % see above and inset of Fig. 7.1). But at the self-consistent
TC the effective exchange integrals of the conduction electrons have a big
jump towards lower values ranging from 10−10 eV for impurity concentration
d = 5 % to 10−15 eV for d = 0.01 %. This jump can be explained by the
fact that the uppermost impurity level 4 and with it the chemical potential
µ cross the lower band edge of the (spin-up) conduction band downwards.
Because of the Fermi function there is a big jump downwards in the exchange
integrals. This leads to the fact that the self-consistent Curie temperature is
practically unchanged. In general it can be said that the lower the impurity
concentration (and with it the number of “hybridized” and thermally excited
conduction electrons) the lower is the effective conduction-electron exchange
integral.
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Figure 7.4: Exchange integral J
(2)
01p in dependence on temperature for the same
values of impurity concentrations d as in Fig. 7.3. For the other parameters
see section 4.1.
The same can be said about the impurity-electron exchange integral J
(2)
01p.
Nevertheless, the temperature dependence is different in the case of J
(2)
01p,
which is shown in Fig. 7.4. J
(2)
01p is almost temperature independent. This
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is explicable by the fact that the chemical potential is almost pinned at the
uppermost impurity level 4, especially for higher impurity concentrations
because the conduction band below TC can only absorb a limited number
of electrons of 0.0008 per Eu site (see upper panel of Fig. 7.12). For lower
impurity concentrations this is a bit different. There the exchange integral
changes slightly with increasing temperature. At temperatures below TC
J
(2)
01p has a maximum value of 7× 10−10 eV for d = 5 %, which is significantly
lower than the value of the corresponding conduction-electron exchange in-
tegral J
(2)
01c. So it is the conduction electrons which have the major influence
on the self-consistently determined magnetization below TC. Above TC the
magnetization is zero but the exchange integrals of the impurity electrons
are bigger than the ones of the conduction electrons (compare Figs. 7.3 and
7.4). The constancy of J
(2)
01p is closely related to the constancy in the impurity
electron number at higher impurity concentrations (see subsection 7.2.8).
7.2.2 Comparison of theoretical and experimental re-
sistivity
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Figure 7.5: Comparison of measured (open symbols, representing from
the left to the right the samples 66-6, 95-BA-3 and 49-4 from
Ref. [Oliver et al., 1972]) and calculated resistivity (solid lines) in depen-
dence on temperature. The theoretical curves are calculated for three differ-
ent impurity concentrations d. For the other parameters see section 4.1.
In Fig. 7.5 a fit is shown of three theoretical to three experimental
curves. The experimental curves are from medium-resistivity samples from
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Ref. [Oliver et al., 1972]. They are the same as in section 6.3 in Fig. 6.2. The
fit of the theoretical curves is similar to the non-selfconsistent calculations,
which is not self-evident. It is true that it turns out of our calculations that
the fully self-consistent magnetization (〈Sz〉) curve differs not much from
the Brioullin function. However, for technical reasons [see Eqs. (E.48) and
(E.49)] we have to use a full conduction electron dispersion for the fully self-
consistent calculations [we use the nearest-neighbor tight-binding dispersion
for the fcc lattice (E.50)]. The free density of states, which comes out from
this dispersion, also has the typical square root dependence on energy at the
lower band edge but in contrast to the semielliptical density of states, which
we used in the previous chapter, its height at the lower band edge is about
one tenth compared to the semielliptical one. That is why the fitting para-
meter p with a value of −6.42 eV in this chapter slightly differs from the
value in the previous chapter (−6.44 eV). Also the theoretical value of the
impurity concentration for one of the samples differs slightly (0.01% instead
of 0.015%). However, the three fits in Fig. 7.5 are even better than in Fig.
6.2 probably due to a more realistic free conduction density of states.
Concerning the general properties of the fits, similar things which have
been stated for the non-self-consistent calculations of section 6.3 can be re-
peated here. Care has to be taken when considering the fit impurity densities
d too seriously, since we have not taken a possible dependence of the upper-
most impurity level 4 on the impurity concentration into account. We have
seen in the last chapter that such a variation has to be considered when try-
ing to explain the low-temperature resistance minimum of the high-resistivity
samples. However, it is clear from our calculations that the variation in the
jump in resistivity over several orders of magnitude can in principle be ex-
plained by a variation in the impurity (oxygen vacancy) concentration with-
out the necessity of other impurities like Gd or La.
7.2.3 Electrical resistivity and chemical potential
In Figure 7.6 a bunch of resistivity curves is shown with all parameters fixed
except the impurity concentration d. It varies in the range from 0.01 to
5%. All the curves show a big jump of the resistivity of several orders of
magnitude near the magnetic transition temperature. The variation of the
impurity (oxygen vacancy) concentrations from high to low values results
in a general increase in the resistivity in the whole temperature range and
an increase in the jump of the resistivity at Tc. For low temperatures the
increase in resistivity with decreasing impurity concentration is not very big
down to d = 0.05 %. The reason for this is the fact that for the parameters
chosen the down-shifted conduction band can only absorb up to about 0.0008
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Figure 7.6: Calculated resistivity in dependence on temperature for the same
values of impurity concentrations d as in Fig. 7.3. For the other parameters
see section 4.1.
electrons per site (see maximum conduction electron concentration 〈nci〉 in
Fig. 7.12) up to the impurity level 4, within which the chemical potential
lies. The effect of a maximum conduction electron number can disappear if
the position of 4 is dependent on the impurity concentration.
The behavior of the resistivity can be explained by the relative positions
of the chemical potential and the lower band edge of the (spin-up) conduction
band (see also subsection 6.3.2 and Fig. (6.3) therein). For temperatures well
below TC the chemical potential µ lies within the redshifted conduction band.
If the impurity concentration is less than 0.05 % then at low temperatures
(e.g. 20 K) the electrons from the uppermost impurity level 4 are completely
emptied into the conduction band. The chemical potential lies well below
the impurity level and varies with the impurity concentration d, i.e. the
total electron number. This variation of µ for low temperatures (20 K) for
d from 0.01 to 0.05 can be seen in Fig. 7.7. For impurity concentrations
d ≥ 0.05 the chemical potential does not vary so much any more because it
lies within the impurity “level” (or band), and a maximum number of 0.0008
electrons per Eu site is emptied into the conduction band. Therefore the
resistivity saturates for d ≥ 0.05 (see above). For temperatures at and above
TC the position of the chemical potential is pinned at the upper edge of the
uppermost impurity “level” (or band). The bigger the impurity concentration
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Figure 7.7: Calculated position of the chemical potential in dependence on
temperature for the same values of impurity concentrations d as in Fig. 7.3.
For the other parameters see section 4.1.
d the broader is the impurity “level”. The closer is therefore the chemical
potential to the lower band edge of the conduction band, the bigger is the
number of the thermally excited electrons and the lower is the resistivity. A
relatively small variation of the position of the chemical potential has a big
effect on the resistivity due to the exponential tail of the Fermi function.
7.2.4 Electronic thermal conductivity
In Fig. 7.8 a bunch of curves is shown for the electronic thermal conductivity
in dependence on temperature for different impurity concentrations d. All
curves show a big jump in the thermal conductivity near the Curie tempera-
ture TC. The lower the impurity concentration the lower the absolute values
of the thermal conductivity and the bigger the jump at TC.
The physical explanation of the jump in the electronic thermal conduc-
tivity is similar to the explanation of the jump in the resistivity (see section
6.3). Also the reason for the saturation at low temperatures for high impu-
rity concentrations is similar. At first sight the thermal conductivity looks
like the inverse of the resistivity. The quantity which governs the relation
between thermal and electrical conductivity is the Wiedemann-Franz ratio
κ/(σT ), which is considered in the next section.
Unfortunately, there are no experimental curves for the electronic thermal
conductivity of Eu-rich EuO available. Moreover, it is probably very difficult
to separate the electronic (κ) from the lattice contribution (κL) to the thermal
conductivity. In the insulator the contribution from the lattice should of
course dominate. For the semiconductor Germanium it varies between 1 to
15 W/(cm K) in the temperature range from 2 to 200 K [Madelung, 1981,
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Figure 7.8: Calculated electronic thermal conductivity in dependence on
temperature for the same values of impurity concentrations d as in Fig. 7.3.
For the other parameters see section 4.1.
Carruthers et al., 1957].
At least for the metallic phase the Wiedemann-Franz ratio gives a good
confirmation of the calculated electronic thermal conductivity, see the next
section.
7.2.5 Wiedemann-Franz ratio
In Fig. 7.9 the Wiedemann-Franz ratio κ/(σT ) is shown in dependence on
temperature for different impurity concentrations. It is obviously almost the
same for all oxygen-vacancy concentrations. For low temperatures, where
Eu-rich EuO is a metal, the value of the Wiedemann-Franz ratio is very
close to the Lorenz number
L =
pi2
3
(
kB
e
)2 = 2.45× 10−8WΩK−2 . (7.18)
The Lorenz number is the theoretical value of the Wiedemann-Franz ratio
for a free electron gas or a Fermi liquid, respectively. The adoption of that
value is called the Wiedemann-Franz law [Ibach and Lu¨th, 1995]. Hence our
calculations confirm that at low temperatures we deal with a metal whose
interacting electrons form a Fermi liquid. Above TC the Wiedemann-Franz
ratio takes on a different value of about 1.7 × 10−8WΩK−2 showing that in
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Figure 7.9: Calculated Wiedemann-Franz ratio in dependence on tempera-
ture for different impurity concentrations d (— 0.01%, -·· 0.05%, --- 0.5%,
-·- 5%). For the other parameters see section 4.1. The dotted line is the
theoretical Lorenz number for Fermi liquids L = pi
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WΩK−2.
the insulating phase the electrons do not form a Fermi liquid. This corre-
sponds to what should be expected for an insulator. Hence the behavior of
the Wiedemann-Franz ratio gives a good confirmation of our theory. In par-
ticular, it confirms at least for the metallic phase the calculated electronic
thermal conductivity, for which there are no experimental data available.
7.2.6 Seebeck coefficient and figure of merit
In Fig. 7.10 the calculated thermopower (or Seebeck coefficient) is shown. As
expected from the literature [Mahan et al., 1997] the absolute value of the
thermopower is bigger in the insulating than in the metallic phase. However,
the jump in thermopower at TC is much smaller than in resistivity or thermal
conductivity. It is just about one order of magnitude. Also the difference
between the Seebeck coefficients for different impurity concentrations is not
several orders of magnitude like in the resistivity or thermal conductivity but
a factor of 1.5 for the parameters chosen. There are not many experiments
on the thermopower available possibly because it is difficult to fulfill the con-
dition that during the measurement no particle currents and no gradients of
the chemical potential are allowed. There is a measurement by Samokhvalov
et al. [curve (sample) 2 in Fig. 3 in Ref. [Samokhvalov et al., 1982]] where the
thermopower reaches a maximum near TC of only about −160 × 10−6 V/K.
So obviously, there is a discrepancy here between theory and experiment of
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Figure 7.10: Calculated Seebeck coefficient in dependence on temperature
for the same values of impurity concentrations d as in Fig. 7.3. For the other
parameters see section 4.1.
one order of magnitude. However, we have already seen that there is a big
variety of experimental results in the resistivity if one for instance compares
the medium-resistivity samples (Fig. 6.2) with the high-resistivity samples
(Fig. 6.4). The resistivity of sample 2 in Ref. [Samokhvalov et al., 1982] is
with a jump in resistivity of three orders of magnitude in fact a low-resistivity
sample. It is indicated by our curves that the lower the resistivity the lower
the absolute value of the thermopower. A second point is, as stated, it may
be difficult in the experiment to ensure the condition of no particle currents
and no gradients of the chemical potential. If a particle current or a gradient
of the chemical potential occur, the measured voltage difference for a given
temperature difference should be smaller. This might be another reason for
the small measured Seebeck coefficient.
There is a second measurement by Samokhvalov et al. where in Fig. 2 of
Ref. [Samokhvalov et al., 1988] for sample class II a value of −1.8×10−3 V/K
near TC can be interpolated. This comes close to our theoretical value of
−1.5 × 10−3 V/K. However, it is not clear whether the experimental curve
belongs to EuO1−d , Eu1−xGdxO or Eu1−xSmxO. So it is ambiguous to de-
scribe that experimental result as a clear confirmation of our theory.
In Fig. 7.11 the calculated dimensionless figure of merit without the lattice
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Figure 7.11: Calculated dimensionless figure of merit without the lattice
contribution to the thermal conductivity. The values of the impurity concen-
trations d are the same as in Fig. 7.3. For the other parameters see section
4.1.
contribution of the thermal conductivity is shown, i.e. the quantity
ZelT T =
S2EσT
κ
(7.19)
with κ being the pure electronic thermal conductivity. Therefore, this quan-
tity is actually not so meaningful. It just says something about the ther-
moelectric efficiency if lattice effects played no role. The pure electronic
efficiency is very high above the Curie temperature. However, it is not pos-
sible to switch off the phonons and the lattice effects. Without them ZelT T is
actually S2E divided by the Wiedemann-Franz ratio κ/(σT ). Since the latter
is of the same order of magnitude in the whole temperature range (see Fig.
7.9), it is the Seebeck coefficient, which decisively influences the pure elec-
tronic dimensionless figure of merit. We have not found a value for the lattice
thermal conductivity for Eu-rich EuO in the literature. For the purpose of an
estimate the values of the semiconductor Germanium are considered, which
reach values between 1 to 15 W/(cm K) in the temperature range from 2 to
200 K [Madelung, 1981, Carruthers et al., 1957]. This is much larger than
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the minimum value for the electronic thermal conductivity in Fig. 7.8 of 10−11
W/(cm K). According to this, drastic changes of the order of 10−11 in the
dimensionless figure of merit would occur if also the lattice contribution to
the thermal conductivity were taken into account.
7.2.7 Conduction electron number and scattering time
7.2.7.1 Total conduction electron number and average scattering
time
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Figure 7.12: Average conduction electron number per Eu atom (upper panel)
and average scattering time of the conduction electrons (lower panel) in de-
pendence on temperature for different impurity concentrations d (— 0.01%,
· · · 0.02%, - - 0.05%, – – 0.1%, -·- 0.2%, –·– 0.5%, -·· 1%, - - · 2%, −−− 5%)
. For the other parameters see section 4.1.
Fig. 7.12 shows the average conduction electron number per Eu atom
〈nci〉 and the scattering time τ in dependence on temperature. Both the
electron number and the scattering time follow directly from the theory by
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〈nci〉 =
∫ +∞
−∞
dE
(− 1
pi
)
f(E)Im[G0↑c(E) + G0↓c(E)] and the Drude law σ =
nceµ, where nc is the electron number per unit volume (nc = 4〈nci〉/a3) and
µ the mobility (µ = e
m
τ with τ the scattering time).
As we mentioned earlier, the conduction electron number saturates for
high impurity concentrations for a given position of the uppermost impurity
level since the conduction band can only absorb electrons up to the impurity
level within which the chemical potential lies. The saturation of the electron
number is about 0.0008 electrons per Eu atom. Then there is a big jump
of the conduction electron number at TC since the conduction band moves
upward away from the uppermost impurity level 4. This jump amounts up
to seven orders of magnitude for low impurity concentrations.
The scattering time shows an interesting behavior in dependence on the
impurity concentration. For low concentrations of up to 0.1% it is almost
constant in dependence on temperature at a value of 7.5 × 10−14 s. For
higher concentrations it shows a jump of up to more than two orders of
magnitude. This behavior corresponds to what is observed in low-resistivity
materials [Oliver et al., 1972]. But the question is: What does the sudden
jump in mobility result from and why does it only happen for higher impurity
concentrations? The answer can be found by inspecting the conduction-
electron density of states.
7.2.7.2 Conduction-electron density of states and contributions to
the conduction electron number and the conductivity
Due to the hybridization there is a certain “hybridized” part of the
conduction-electron density of states at the position of the uppermost im-
purity level, which can be seen as a small resonance in the uppermost part
of Fig. 7.13. Apart from a constant factor, the negative imaginary part of
the local Green’s function corresponds to the conduction-electron density of
states. The resonance is small for low impurity concentrations but becomes
relatively big for high oxygen vacancy concentrations. We will call the elec-
trons filling up that “hybridized” part of the conduction-electron density of
states “hybridized conduction electrons” although this term is not absolutely
correct since all conduction electrons are hybridized more or less with the im-
purity electrons. For impurity concentrations higher than about 0.2 % and for
temperatures at and above TC the “hybridized” part contributes more con-
duction electrons than the “unhybridized” part of the conduction band, i.e.
there are more “hybridized” than “unhybridized” conduction electrons. This
is shown in the middle panel of Fig. 7.13 by the quantity −f(E)ImG0σc(E)
for d = 5 % at T = 70 K. The upper (“unhybridized”) part of the conduction
band is multiplied by the high-energy tail of the Fermi function, which is
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Figure 7.13: Upper panel: negative imaginary part of the on-site conduction
electron Green’s function. Middle panel: product of Fermi function and
function of the upper panel. Lower panel: negative product of the derivative
of the Fermi function and integral I(E) as defined in the text. The impurity
concentration is d = 5 %, the temperature is T = 70 K. For the other
parameters see Sec. 4.1.
very small, whereas the “hybridized” part is multiplied by almost a factor of
one. The shaded area under the curve corresponds to the number of conduc-
tion electrons which stem from the respective energy range. However, the
contribution of the “hybridized” part to the conductivity is much smaller
than from the “unhybridized” part, which is demonstrated by the quantity
−f ′(E) ∫ +∞
−∞
[− 1
pi
ImG~kσc(E)~k→x
]2
vˆ(x)dx = −f ′(E)I(E) shown in the lower
panel of Fig. 7.13. Here the factor is the derivative of the Fermi function,
whose energy tails give the same contribution below and above zero energy.
The shaded area under the curve corresponds to the contribution to the con-
ductivity from the respective energy ranges. The inspection of the function
−f ′(E)I(E) in Fig. 7.13 also leads to the reason why the hybridization V
needs to be fairly small (as mentioned in section 4.1) to reproduce correctly
the big metal-insulator transition. If the “hybridized” part of the conduction
band were too big then its contribution to the conductivity would be large
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even at temperatures at and above TC and the jump in resistivity would not
be as pronounced as it is with a small value of the hybridization. However,
for the given hybridization and for impurity concentrations higher than 0.2
%, the “hybridized” part of the conduction-electron density of states gives
relatively many electrons which contribute relatively little to the conduc-
tivity. Therefore, these “hybridized” conduction electrons have a fairly low
mobility and scattering time.
It is an advantage of our theory that the resistivity is calculated by a
different formula than the Drude formula σ = nceµ because we do not have
to make assumptions on the mobility but we can determine the mobility after
we have calculated both the resistivity and the conduction electron number
. It turns out in our theory that the conductivity and the jump at TC are
not simply determined by the electron number and the jump in the electron
number, respectively, but also by the mobility and the jump in the mobility
at least for impurity concentrations greater than 0.2 %.
7.2.7.3 “Unhybridized” conduction electrons and specific scatter-
ing time
If one just considers the electrons from the “unhybridized” part of the con-
duction band, the picture changes drastically and one has an almost constant
specific mobility and scattering time over the whole temperature range. In
the upper part of Fig. 7.14 the conduction electron number from the upper
(“unhybridized”) part of the conduction band is shown. For impurity con-
centrations of 5 % down to 0.2 % and for temperatures above TC the electron
number from the “unhybridized” part of the conduction band is significantly
less than the overall electron number shown in Fig. 7.12. As can be seen from
the lower part of Fig. 7.14 the electrons from the upper (“unhybridized”) part
of the conduction band have an almost constant mobility or scattering time
τ2 over the whole temperature range. It is, however, a bit less above than
it is below TC, because of spin-disorder scattering which is more pronounced
above TC. Nevertheless, the jump in the average mobility (scattering time)
shown in the lower part of Fig. 7.12 results mainly from those conduction
electrons which are strongly hybridized with the impurity electrons.
7.2.8 Impurity electron number
In Fig. 7.15 we show the impurity electron number per Eu atom in depen-
dence on temperature for the same impurity concentrations as in Fig. 7.12.
A priori the impurity concentration corresponds to the impurity electron
number, since each impurity (oxygen vacancy site) contributes two electrons
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Figure 7.14: “Unhybridzed” conduction electron number per Eu atom (up-
per panel) and specific scattering time of the “unhybridized” conduction
electrons (lower panel) in dependence on temperature for the same impurity
concentrations d as in Fig. 7.12. For the other parameters see section 4.1.
to the system. We have stated in subsection 6.3.2 that there are three im-
purity levels with finite weight out of four. The most decisive one is the
uppermost level 4 because it can cross the bottom of the spin-up conduction
band above a certain temperature near TC and empty its electrons into the
conduction band. Therefore, below TC the impurity electron number per Eu
atom is smaller than two times the impurity concentration. This effect is
most pronounced for low impurity concentrations from 0.01 % up to about
0.05 % because then all electrons from 4 empty into the conduction band. Of
course, this does not mean that there are no impurity electrons left since there
are still two impurity levels below the chemical potential. As mentioned in
subsections 7.2.1 and 7.2.3 the position of the uppermost impurity level 4 is
such that the conduction band can absorb only a maximum 0.0008 electrons
before the chemical potential is pinned to the impurity level. Therefore, the
impurity electron number can be reduced at most by 0.0008 which is less and
less significant as the impurity concentration is increased. That is why the
impurity electron number is almost constant in dependence on the temper-
ature for impurity concentrations higher than 0.5 %. This is closely related
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Figure 7.15: Impurity electron number per Eu atom in dependence on tem-
perature for the same impurity concentrations d as in Fig. 7.12. For the other
parameters see section 4.1.
to the fact that the effective exchange integral J
(2)
01p, which arises from the
exchange of the impurity electrons with the Eu spins, is practically constant
for high impurity concentrations d (see Fig. 7.4).
Chapter 8
Summary and outlook
We have presented a microscopic model Hamiltonian (4.8) for Eu-rich EuO
and solved it with a Green’s function technique. The heart of the model is the
Kondo lattice model. We have added an exact statement about the KLM
to the known ones, namely the rigorous mapping of the l-fold degenerate
periodic Anderson model in the extended Kondo limit (with spin constraint)
on the Kondo lattice model for spin S = l
2
. One more or less immediate
consequence which we have derived is that the antiferromagnetic spin- 1
2
KLM
has a large Fermi volume including the number of localized spins. Based on
the exact mapping each method or result for the periodic Anderson model
which is compatible with the extended Kondo limit can be translated into a
method or result for the Kondo lattice model.
Since the huge metal-insulator transition is the most prominent feature
of Eu-rich EuO, we were mainly interested in the theoretical modeling of the
transport properties of this substance. First, we derived the current-density
operator for our model. It turned out to be the same as in the Hubbard model
for local selfenergies, which enabled us to use the same transport functions
[Eq. (5.31)]. For those the spectral density A~kσ(E) had to be obtained. To
achieve this, we used an effective medium approach. The conduction-electron
selfenergy was taken from an interpolating ansatz, which fulfills all known
limiting cases for nc → 0. The impurity self-energies were taken from the
corresponding atomic limits. The connection between the two subsystems —
conduction and impurity electrons — is given by the hybridization V . We
applied a CPA to account for the random distribution of the oxygen vacancy
sites.
We achieved quite good fits to experimental curves of medium resistivity
already in the not fully self-consistent theory, where the magnetization of the
Eu spins, 〈Sz〉, is taken as an external parameter from a Brillouin function.
We do not claim that the impurity concentrations we got as fit parameters
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exactly correspond to the experimental ones. It is very likely that the distri-
bution of impurity concentrations for the medium-resistivity samples is not
as big as suggested by our fits since we assumed a constant position of the
uppermost impurity level independent on the impurity concentration. On
the contrary it is very probable that there is a downward shift of the impu-
rity levels with decreasing impurity concentration as we can conclude from
our fit with a high-resistivity sample (Fig. 6.4). We achieved a very good
fit to the high-resistivity sample with a low-temperature minimum on the
assumption that the uppermost impurity level stays below the lower conduc-
tion band edge even for low temperatures, i.e. at the maximum redshift. We
also calculated the resistivity in a magnetic field and the magnetoresistance.
It was possible to interpret the results in a straightforward manner.
In the fully self-consistent calculations the exchange of the conduction
and the impurity electrons with the Eu spins and the exchange among the
Eu spins was taken into account. For this we applied a modified RKKY the-
ory which yields for the mentioned types of exchange an effective Heisenberg
model with effective, temperature- and occupation-dependent exchange in-
tegrals. The difference to the Brillouin function is noticeable. The difference
to the pure Heisenberg model is minor since the conduction and impurity
electron numbers are small. It turns out that the fully self-consistent Curie
temperature does not differ within 1 mK from the pure Heisenberg model.
This coincides with the experimental fact that the Curie temperature of pure
EuO is practically the same as in the Eu-rich samples as long as no other
additional impurities like Gd or La are in the material.
Within the fully self-consistent calculations various transport quantities
have been determined. Very good fits to the measured resistivity have been
achieved for medium-resistivity samples (Fig. 7.5). However, as in the non-
self-consistent case the numbers of the theoretical impurity concentrations
cannot be taken too seriously as we have not considered a possible variation
of the uppermost impurity level with the impurity concentration. In any case
the resistivity behavior in dependence on the impurity concentration can be
explained by the relative position of the chemical potential with respect to
the lower conduction band edge. Especially at temperatures above TC when
the uppermost impurity “level” or band is definitely below the lower conduc-
tion band edge then the higher the impurity concentration the broader the
impurity “level” or band, the closer the chemical potential to the conduction
band edge, the more electrons are excited into the conduction band and the
lower the resistivity. This is the mechanism behind the different resistivities
for different impurity concentrations at temperatures above TC in a picture
of constant impurity level positions, which are independent on the impurity
concentration.
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We have also calculated the electronic thermal conductivity for the same
parameters as the electrical resistivity. It also shows a big jump of several
orders of magnitude. The Wiedemann-Franz ratio between the electrical
conductivity and the electronic thermal conductivity below TC (when Eu-rich
EuO is a metal) is very close to the theoretical Lorenz number for a free Fermi
gas or a Fermi liquid, respectively. So we expect the conduction electrons
in Eu-rich EuO to form a Fermi liquid in the metallic phase below TC. For
temperatures above TC when the material is insulating the Wiedemann-Franz
ratio deviates from the Lorenz number, showing that EuO1−d can no longer
be described as a Fermi liquid.
The Seebeck coefficient also shows a jump but not over several but
only over about one order of magnitude. There is an experimental
measurement which differs by one order of magnitude from the theo-
retical values [Samokhvalov et al., 1982]. There is another measurement
[Samokhvalov et al., 1988] whose interpolation fits quite well to the theoreri-
cal curve but where the nature of the actual measured sample is not quite
clear.
It is an advantage of our theory that the conductivity is calculated inde-
pendently on the conduction electron number and the mobility. The conduc-
tion electron number can also be calculated within our theory. The mobility
(or the scattering time) follows then from the Drude formula if one assumes
a certain value of the effective electron mass1. We have seen that the conduc-
tion electron number also has a jump of several orders of magnitude near the
Curie temperature. However, especially for higher impurity concentrations
it is not as big as the jump in conductivity. The bigger jump in conductivity
is achieved by an additional jump in the average mobility or scattering time,
which are lower at and above than they are below TC. We have explained
this effect by the fact that for higher impurity concentrations there are rel-
atively many “hybridized” conduction electrons, which contribute relatively
little to the conductivity and, hence, decrease the average scattering time. If
one looks separately at the “non-hybridized” electrons, the specific scattering
time of those stays almost constant over the whole temperature range.
Concluding one should say that an accurate experimental investigation
of the dependence of the resistivity and the other transport quantities on
the impurity concentration is still missing. This makes at the moment e.g.
a comparison of the theoretical and experimental resistivity curves with re-
spect to the impurity concentration impossible. Also reliable measurements,
for instance photoemission, of the impurity density of states (impurity “lev-
els” or bands) is still missing. It would be interesting to study the position
1Usually the effective electron mass is set equal to the bare electron mass.
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of the uppermost impurity level in dependence on the oxygen vacancy con-
centration since this is a decisive parameter as we have seen. There could be
a distribution of impurity levels as suggested be Steeneken [Steeneken, 2002]
but one has to state that it would be difficult to incorporate a continuum of
impurity levels into our CPA scheme. Then one should try to incorporate
several “uppermost” impurity levels but at least for temperatures above TC
this should make no difference since the electrons are excited into the con-
duction band from the true uppermost level, to which the chemical potential
is pinned. Furthermore it would be nice to have some data on the electronic
thermal conductivity available although it might be difficult to separate ex-
perimentally the electronic from the lattice thermal conductivity. Last but
not least more measurements on the Seebeck coefficient should be performed.
How could the calculations be improved apart from the inclusion of several
impurity levels 4 or from a special assumption on the dependence of one
impurity level on the impurity concentration? The most obvious point would
be to try to include first-principles calculations of the 5d conduction band
of EuO. As shown by Schiller [Schiller, 2000] the interesting lowest parts of
the conduction band are the three 5dt2g bands (the lower band edges of the
two 5deg are 4 eV higher). But apart from a factor of three we do not expect
much changes e.g. in the resistivity.
In the fully self-consistent calculations one could include more than just
the nearest-neighbor effective exchange interactions, on which we concen-
trated for reasons of simplicity. The effective exchange interaction is in fact
known to be a long-range interaction. However, as the experience shows
[Santos, 2004], we have probably calculated an upper bound of the fully self-
consistent effect of the exchange of the conduction and the impurity electrons
with the Eu spins.
Furthermore, one could think of improving the applied Green’s function
method, where we have chosen an effective medium approach with indepen-
dent ansatzes for the conduction-electron and impurity-electron self-energies
although this might turn out to be difficult because of the high complexity
of the model.
Appendix A
Calculations for the proof of
the large Fermi volume
We first present the calculation which leads from Eq. (3.74) to Eq. (3.76).
For this we use a representation of the Heaviside step function θ:
θ(x) = − 1
pi
Im ln(−x− i0+) . (A.1)
We need several transformations to achieve our aim. Equation (3.74) states
VF = 2
∑
q~k
θ(µ− ηq~k) . (A.2)
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ηq~k (q = 1, 2) are the eigenvalues of the matrix (3.75).
VF = 2
∑
q~k
(
− 1
pi
)
Im ln
(
ηq~k − µ− i0
+
)
(A.3)
= 2
∑
~k
(
− 1
pi
)
Im tr ln
(
~k − µ− i0+
√
NV~k√
NV ∗~k f + Σ~k(0)− µ− i0+
)
(A.4)
= 2
∑
~k
(
− 1
pi
)
Im ln det
(
~k − µ− i0+
√
NV~k√
NV ∗~k f + Σ~k(0)− µ− i0+
)
︸ ︷︷ ︸
(~k−µ−i0+)
 
f+Σ~k(0)+
N|V~k
|2
µ−~k
+i0+
−µ−i0+ 
(A.5)
= 2
∑
~k
(
− 1
pi
)
Im
[
ln
(
~k − µ− i0+
)
(A.6)
+ ln
(
f + Σ~k(0) +
N |V~k|2
µ− ~k + i0+
− µ− i0+
)]
(A.7)
= 2
∑
~k
[
θ
(
µ− ~k
)
+ θ
(
α~k −
N |V~k|2
(µ− ~k)
)]
(A.8)
with α~k = µ− f − Σ~k(0) . (A.9)
Equations (A.8) and (A.9) correspond to Eqs. (3.76) and (3.77).
Now we show how one gets from Eq. (3.76) to Eq. (3.82). We have to
evaluate the r.h.s. of (A.8) for each ~k point.
VF = 2
∑
~k
VF,~k (A.10)
VF,~k =θ
(
µ− ~k
)
+θ
(
α~k −
N |V~k|2
(µ− ~k)
)
(3.81)
= θ
(
µ− ~k
)
+θ
(
N |V~k|2
Σs,~k(0)
− N |V~k|
2
(µ− ~k)
)
(A.11)
=θ
(
µ− ~k
)
+θ
(
1
Σs,~k(0)
− 1
(µ− ~k)
)
(A.12)
91
We evaluate the second θ function:
θ2,~k = θ
(
1
Σs,~k(0)
− 1
(µ− ~k)
)
(A.13)
=


1
{
if µ− ~k > Σs,~k(0) and sign(µ− ~k)sign(Σs,~k(0)) = 1
or µ− ~k < Σs,~k(0) and sign(µ− ~k)sign(Σs,~k(0)) = −1
0
{
if µ− ~k < Σs,~k(0) and sign(µ− ~k)sign(Σs,~k(0)) = 1
or µ− ~k > Σs,~k(0) and sign(µ− ~k)sign(Σs,~k(0)) = −1
.
(A.14)
VF,~k = θ(µ− ~k) + θ2,~k (A.15)
As one can immediately see from Eq. (A.11), for each ~k
with α~k = 0 we have a contribution of VF,~k = 1. (A.16)
Now we have to distinguish α~k < 0 and α~k > 0:
α~k < 0 ⇒ Σs,~k(0) < 0 (A.17)
(µ− ~k) > 0 (A.18)
⇒ θ2,~k = 0 ⇒ VF,~k = θ
(
µ− ~k − Σs,~k(0)
)
= 1 (A.19)
(µ− ~k) < 0 (A.20)
⇒ θ2,~k =


1 ifµ− ~k > Σs,~k(0) ⇒ VF,~k = θ
(
µ− ~k − Σs,~k(0)
)
= 1
0 ifµ− ~k < Σs,~k(0) ⇒ VF,~k = θ
(
µ− ~k − Σs,~k(0)
)
= 0
(A.21)
α~k > 0 ⇒ Σs,~k(0) > 0 (A.22)
(µ− ~k) > 0 (A.23)
⇒ θ2,~k =


1 ifµ− ~k > Σs,~k(0) ⇒ VF,~k = 1 + θ
(
µ− ~k − Σs,~k(0)
)
= 2
0 ifµ− ~k < Σs,~k(0) ⇒ VF,~k = 1 + θ
(
µ− ~k − Σs,~k(0)
)
= 1
(A.24)
(µ− ~k) < 0 (A.25)
⇒ θ2,~k = 1 ⇒ VF,~k = 1 + θ
(
µ− ~k − Σs,~k(0)
)
= 1 (A.26)
With Eqs. (A.16)–(A.26) we have proven Eq. (3.82).
Appendix B
Calculation of the commutators
for the current density operator
In this appendix we show how one gets from Eq. (5.10) to Eq. (5.30) with
the density operator given by (5.28) or (5.29). For this we have to evaluate
a couple of commutators. First we check the commutators of the conduction
electron part of ρ(~q) with the conduction electron parts in the Hamiltonian
(4.8).
∑
~kσ
c†~k−~qσc~kσ,
∑
~k′σ′
~k′c
†
~k′σ′
c~k′σ′

 = ∑
~kσ
(~kc
†
~k−~qσ
c~kσ − ~k−~qc†~k−~qσc~kσ) (B.1)
Next we evaluate the commutator which comes from the Ising term of the
spin-spin exchange part of the Hamiltonian.[∑
iσ
e−i~q
~Rinciσ,−
J
2
∑
i′σ′
zσ′S
z
i′ni′σ′
]
= 0 (B.2)
Now we check the commutator with the spin-flip part of the spin exchange
Hamiltonian, where the following terms appear:∑
ii′σσ′
[
c†iσciσ, c
†
i′σ′ci′−σ′
]
=
∑
ii′σσ′
(
c†iσδii′δσσ′ci−σ − c†i−σδii′δσ,−σ′ciσ
)
=
∑
iσ
c†iσci−σ +
∑
iσ
c†i−σciσ = 0 (B.3)
(B.2) and (B.3) mean that
∑
~kσ
c†~k−~qσc~kσ,−J
∑
i
~Si · ~σci

 = 0 (B.4)
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Next we check the commutators of the impurity electron part of ρ(~q) with
the impurity parts of the Hamiltonian (4.8):[∑
jσ
e−i~q
~Rjnpjσ,
∑
j′σ′
pn
p
j′σ′
]
= 0 (B.5)
The commutator with the spin-exchange part of the Hamiltonian is calculated
in full analogy to Eqs. (B.2) and (B.3), so we have[∑
jσ
e−i~q
~Rjp†jσpjσ,−Jp
∑
j
~Sj · ~σpj
]
= 0 . (B.6)
Also the commutator with the Hubbard term has to be zero since number
operators commute with each other:[∑
jσ
e−i~q
~Rjnpjσ, U
∑
j′
nj′↑nj′↓
]
= 0 (B.7)
At last we have to check the commutator of the density operator with the
hybridization term Hpc.
[ρ(~q),Hpc] (B.8)
=
[∑
iσ
e−i~q
~Ric†iσciσ, V
∑
j′σ′
(p†j′σ′cj′σ′ + c
†
j′σ′pj′σ′)
]
(B.9)
+
[∑
jσ
e−i~q
~Rjp†jσpjσ, V
∑
j′σ′
(p†j′σ′cj′σ′ + c
†
j′σ′pj′σ′)
]
(B.10)
= V
∑
jσ
e−i~q
~Rj (−p†jσcjσ + c†jσpjσ) + V
∑
jσ
e−i~q
~Rj (p†jσcjσ − c†jσpjσ) (B.11)
= 0 . (B.12)
Hence
[H, ρ(~q)] = −
∑
~kσ
(~k − ~k−~q)c†~k−~qσc~kσ . (B.13)
If we assume without loss of generality the current to flow and ~q to point
into the x direction, in a cubic system we get
j = lim
~q→0
e
h¯|~q| [H, ρ(~q)] = −
e
h¯
∑
~kσ
∂~k
∂kx
c†~kσc~kσ . (B.14)
(B.14) corresponds to Eq. (5.30).
Appendix C
Vanishing of the u-v term in
the partial integration of
Eq. (5.46)
In this appendix the vanishing of the u-v term in the partial integration of
Eq. (5.46) leading to Eq. (5.47) is proven for the nearest-neighbor hopping
tight-binding approximation for the cubic lattices. First we show it for the
s.c. lattice with the tight-binding dispersion
s.c.: ~k = −2t[cos(akx) + cos(aky) + cos(akz)] (C.1)
where a is the lattice constant, and (−t) is the nearest-neighbor hopping
matrix element T〈ii′〉. The s.c. Brillouin zone is a cube with kx, ky and kz
ranging from −pi
a
to +pi
a
.
“u-v” =
V
(2pi)3
(
−
+pi
a∫∫
−pi
a
dkydkz
(
∂~k
∂kx
)
θ(x− ~k)
∣∣∣piakx=−pia (C.2)
= 0 because
∂~k
∂kx
∣∣
kx=±
pi
a
= 0 (C.3)
q.e.d. (s.c.)
For the evaluation of the u-v term of the fcc and bcc lattices we need the
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transformation of the ~k vectors on a cube with vectors ~x:
~k =2piBˆ · ~x (C.4)
~x =

 x1x2
x3

 (C.5)
xi =
ni
Ni
; −Ni
2
≤ ni ≤ +Ni
2
(C.6)
− 1
2
≤ xi ≤ +1
2
(C.7)
where Bˆ is a matrix for the corresponding lattice. For fcc it is
Bˆfcc =
1
a

 1 −1 11 1 −1
−1 1 1

 . (C.8)
For bcc it is
Bˆbcc =
1
a

 1 0 11 1 0
0 1 1

 . (C.9)
Ni is the number of unit cells in real space in the i-th direction. ni is an
integer number.
With (C.4) a transformation of variables can be made for the sum or the
integral of a ~k-dependent function:
∑
~k
f(~k) =
V
(2pi)3
∫
d3~k f(~k) = N
+ 1
2∫∫∫
− 1
2
d3~x f(2piBˆ~x) (C.10)
We need to evaluate
“u-v” = −N
+ 1
2∫∫
− 1
2
dx2 dx3
(
∂~k
∂kx
)
Θ(x− ~k)
∣∣∣∣
~k=2piBˆ~x
∣∣∣∣+
1
2
x1=−
1
2︸ ︷︷ ︸
C
. (C.11)
In (C.11) we have to insert the dispersions for the fcc and the bcc lattices.
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For the fcc lattice one has:
fcc: ~k = −2t[ cos(
1
2
akx +
1
2
aky) + cos(
1
2
akx − 1
2
aky)
+ cos(
1
2
aky +
1
2
akz) + cos(
1
2
aky − 1
2
akz)
+ cos(
1
2
akz +
1
2
akx) + cos(
1
2
akz − 1
2
akx)] , (C.12)
= −4t[ cos(1
2
akx) cos(
1
2
aky) + cos(
1
2
aky) cos(
1
2
akz)
+ cos(
1
2
akx) cos(
1
2
akz)] (C.13)
~k
∣∣
~k=2piBˆ~x
∣∣
x1=±
1
2
= −4t{ cos[pi(1
2
− x2 + x3)] cos[pi(1
2
+ x2 − x3)]
+ cos[pi(
1
2
+ x2 − x3)] cos[pi(−1
2
+ x2 + x3)]
+ cos[pi(
1
2
− x2 + x3)] cos[pi(−1
2
+ x2 + x3)]
(C.14)
(
∂~k
∂kx
)∣∣∣∣
~k=2piBˆ~x
∣∣∣∣
x1=±
1
2
= 2ta sin[pi(
1
2
− x2 + x3)]{ cos[pi(1
2
+ x2 − x3)]
+ cos[pi(−1
2
+ x2 + x3)]}
(C.15)
From Eqs. (C.14) and (C.15) it follows that C in (C.11) is zero because the
terms from the upper boundary and the lower boundary exactly cancel each
other and, therefore, the u-v term for the fcc lattice with dispersion (C.13)
is zero (q.e.d.).
For the bcc lattice the consideration is similar. We have
bcc: ~k = −2t[ cos(
1
2
akx +
1
2
aky +
1
2
akz) + cos(
1
2
akx +
1
2
aky − 1
2
akz)
+ cos(
1
2
akx − 1
2
aky +
1
2
akz) + cos(
1
2
akx − 1
2
aky − 1
2
akz)] ,
(C.16)
= −8t[ cos(1
2
akx) cos(
1
2
aky) cos(
1
2
akz)] (C.17)
~k
∣∣
~k=2piBˆ~x
∣∣
x1=±
1
2
= −8t cos[pi(1
2
+ x3)] cos[pi(
1
2
+ x2)] cos[pi(x2 + x3)] (C.18)
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(
∂~k
∂kx
)∣∣∣∣
~k=2piBˆ~x
∣∣∣∣
x1=±
1
2
= 4ta sin[pi(
1
2
+ x3)] cos[pi(
1
2
+ x2)] cos[pi(x2 + x3)]
(C.19)
Again, Eqs. (C.18) and (C.19) mean that C in (C.11) is zero because the
terms from the upper boundary and the lower boundary exactly cancel each
other and, therefore, the u-v term for the bcc lattice with dispersion (C.17)
is zero (q.e.d.).
Appendix D
Atomic limit self-energies
The atomic-limit self-energy of the correlated Kondo lattice model [Hp,1 +
Hp,2 + Hpf , Eqs. (4.3) to (4.5)] is given by the following expression:
Σp,1σ (E) =
E˜J˜ [Σ1,1(1− 〈np−σ〉A)− Σ1,2Σ1,3〈np−σ〉A] + J˜2Σ1,4Σ1,2
E˜Σ2,1 − J˜ [Σ2,2〈np−σ〉A − (Σ2,3 + Σ2,4) (1− 〈np−σ〉A)]
(D.1)
where
Σ1,1 =
[
E˜X−σ + J˜S(S + 1)
] [
E˜ − U − J˜(1 + Y−σ)
]
(D.2)
Σ1,2 =(E˜ − U)Y−σ − J˜S(S + 1)− U
J˜
[
E˜ − U − J˜(1 + Y−σ)
]
(D.3)
Σ1,3 =E˜ + J˜(1 +X−σ) (D.4)
Σ1,4 =E˜X−σ + J˜S(S + 1) (D.5)
Σ2,1 =
[
E˜ + J˜(1 +X−σ)
] [
E˜ − U − J˜(1 + Y−σ)
]
(D.6)
Σ2,2 =
[
J˜S(S + 1) + E˜X−σ
] [
E˜ − U − J˜(1 + Y−σ)
]
(D.7)
Σ2,3 =
[
(E˜ − U)Y−σ − J˜S(S + 1)
] [
E˜ + J˜(1 +X−σ)
]
(D.8)
Σ2,4 =− U
J˜
[
E˜ + J˜(1 +X−σ)
] [
E˜ − U − J˜(1 + Y−σ)
]
(D.9)
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with
E˜ =E + µ− p + i0+ (D.10)
J˜ =− 1
2
J (D.11)
X−σ =
∆−σ − z−σ〈Sz〉
1− 〈np−σ〉A
(D.12)
Y−σ =
∆−σ
〈np−σ〉A
(D.13)
∆σ =〈Sσp†−σpσ〉A + zσ〈Sznpσ〉A (D.14)
=

 S
(
〈nptot〉A
2
+ zσ〈Sz〉 〈n
p
tot〉A
2(S+1−〈nptot〉A)
)
if 〈nptot〉A ≤ 1 ,
2−〈nptot〉A
2
S + zσ〈Sz〉 〈n
p
tot〉A(S+2)−2
2(S+〈nptot〉A−1)
if 〈nptot〉A ≥ 1
(D.15)
S =
7
2
(D.16)
〈. . .〉A is the average at an impurity site, which is independent on the impurity
site itself.
〈nptot〉A = 〈np↑〉A + 〈np↓〉A . (D.17)
The atomic limit self-energy of the Hubbard model [Potthoff et al., 1997]
is given by
Σp,2σ (E) = U〈np−σ〉A +
U2〈np−σ〉A(1− 〈np−σ〉A)
E + µ− p − U(1− 〈np−σ〉A)
(D.18)
Appendix E
Modified RKKY treatment
The main idea of the modified RKKY theory is to transform the Kondo-like
exchange Hamiltonians of the conduction and the impurity electrons with the
Eu f spins into a Heisenberg spin-spin exchange Hamiltonian of the f spins.
This is achieved by the following steps which closely follow the treatment
in Ref. [Nolting et al., 1997, Kienert, 2001]. First the Kondo-like exchange
Hamiltonians of the conduction and the impurity electrons1,
Hef = − J
2N
∑
iσσ′
∑
~k~q
e−i~q
~Ri(~Si · ~ˆσ)σσ′(c†~k+~qσc~kσ′ + p
†
~k+~qσ
p~kσ′) (E.1)
where ~ˆσ is the vector of the Pauli matrices (which do not contain a factor
1/2), are averaged in the subspace of the conduction and impurity electrons:
H′ff =〈Hef 〉(el) =−
J
2N
∑
iσσ′
∑
~k~q
e−i~q
~Ri(~Si · ~ˆσ)σσ′(〈c†~k+~qσc~kσ′〉
(el)+〈p†~k+~qσp~kσ′〉
(el)) .
(E.2)
=H′cff +H′pff (E.3)
The expectation values 〈c†~k+~qσc~kσ′〉(el) and 〈p
†
~k+~qσ
p~kσ′〉(el) still have operator
properties in the f spin subspace and therefore do not vanish for ~q 6= 0 and
σ 6= σ′. We would like to obtain 〈c†~k+~qσc~kσ′〉(el) and 〈p
†
~k+~qσ
p~kσ′〉(el) via the
spectral theorem with the help of appropriate Green’s functions
Gˆcσσ
′
~k,~k+~q
(E) =〈〈c~kσ; c†~k+~qσ′〉〉
(el) , (E.4)
Gˆpσσ
′
~k,~k+~q
(E) =〈〈p~kσ; p†~k+~qσ′〉〉
(el) . (E.5)
1Since within our CPA treatment (Section 6.1) we have introduced p states also at
non-impurity sites we can sensibly define the ~k dependent operators p
(†)
~kσ
.
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Also the Green’s functions (E.4) and (E.5) have operator character in the f
subspace. Let us first consider the conduction electron part of the Hamil-
tonian (E.2) and the corresponding Green’s functions. The equations of
motion read:
[E − (~k − µ)]Gˆcσσ
′
~k,~k+~q
(E) =δ~q,~0δσσ′ −
J
2N
∑
i~k′σ′′
e−i(
~k−~k′)~Ri(~Si · ~ˆσ)σ′σ′′Gˆcσ′′σ~k′,~k+~q(E)
+ V Gˆpcσ
′σ
~k,~k+~q
(E) (E.6)
where
Gˆpcσ
′σ
~k,~k+~q
(E) = 〈〈p~kσ′; c†~k+~qσ〉〉
(el) (E.7)
with
[E − ΣCPA,1σ′ (E)]Gˆpcσ
′σ
~k,~k+~q
(E) = V Gˆcσ
′σ
~k,~k+~q
(E) . (E.8)
ΣCPA,1σ′ (E) is the CPA self-energy of the impurity electrons as it is known from
section 6.1. Hence, the configurational averaging of the Green’s function has
already been done. From Eqs. (E.6) and (E.8) it follows[
E − (~k − µ)−
V 2
E − ΣCPA,1σ′ (E)
]
Gˆcσ
′σ
~k,~k+~q
(E) =δ~q,~0δσσ′−
− J
2N
∑
i~k′σ′′
e−i(
~k−~k′)~Ri(~Si · ~ˆσ)σ′σ′′Gˆcσ′′σ~k′,~k+~q(E) . (E.9)
For symmetry reasons we write down the equations of motion for Gˆcσσ
′
~k,~k+~q
(E)
in an alternative way, where the “second” operator in (E.4), c†~k+~qσ′, is the
“active” operator.
[E−(~k+~q−µ)]Gˆcσσ
′
~k,~k+~q
(E) =δ~q,~0δσσ′−
J
2N
∑
i~k′σ′′
e−i[
~k′−(~k+~q)]~Ri(~Si · ~ˆσ)σ′′σGˆcσ′σ′′~k,~k′ (E)
+ V Gˆcpσ
′σ
~k,~k+~q
(E) (E.10)
where
Gˆcpσ
′σ
~k,~k+~q
(E) = 〈〈c~kσ′; p†~k+~qσ〉〉
(el) (E.11)
with
[E − ΣCPA,1σ′ (E)]Gˆcpσ
′σ
~k,~k+~q
(E) = V Gˆcσ
′σ
~k,~k+~q
(E) . (E.12)
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Therefore,
[
E − (~k+~q − µ)−
V 2
E − ΣCPA,1σ (E)
]
Gˆcσ
′σ
~k,~k+~q
(E) =δ~q,~0δσσ′−
− J
2N
∑
i~k′σ′′
e−i[
~k′−(~k+~q)]~Ri(~Si · ~ˆσ)σ′′σGˆcσ′σ′′~k,~k′ (E) .
(E.13)
If we combine the two equations of motion (E.9) and (E.13) we get:
Gˆcσ
′σ
~k,~k+~q
= δσσ′δ~q,~0G
(0)
~kσ′c
− J
4N
∑
i~k′σ′′
{e−i(~k−~k′)~RiG(0)~kσ′c(~Si · ~ˆσ)σ′σ′′Gˆ
cσ′′σ
~k′,~k+~q
+e−i[
~k′−(~k+~q)]~RiG
(0)
~k+~qσc
(~Si · ~ˆσ)σ′′σGˆcσ′σ′′~k,~k′ } (E.14)
with
G
(0)
~kσc
=
1
E − (~k − µ)− V
2
E−ΣCPA,1σ (E)
. (E.15)
The crucial approximation of the modified RKKY approach is to replace
in Eq. (E.14) the operator Green’s functions on the r.h.s. by the simple
interacting Green’s functions. A replacement by the free Green’s functions
leads in the simple Kondo lattice model to the correct low-J (i.e. RKKY)
behavior. This gives us some confidence that the renormalization by the
interacting Green’s functions should be a sensible approximation. Hence on
the r.h.s. of Eq. (E.14) we replace
Gˆcσσ′~k~k′ → δσσ′δ~k~k′G~kσc , (E.16)
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where G~kσc is given by (6.15). Applying the spectral theorem we get
〈c†~k+~qσc~kσ′〉
(el) =− 1
pi
Im
+∞∫
−∞
dEf(E)Gˆcσ
′σ
~k,~k+~q
(E) (E.17)
=δσσ′δ~q~0
(
− 1
pi
)
Im
+∞∫
−∞
dEf(E)G
(0)
~kσ′c
(E)
− J
4N
∑
i

ei~q ~Ri
(
− 1
pi
)
Im
+∞∫
−∞
dEf(E)G
(0)
~kσ′c
(E)G~k+~qσc(E)(
~Si · ~ˆσ)σ′σ
+ei~q
~Ri
(
− 1
pi
)
Im
+∞∫
−∞
dEf(E)G
(0)
~k+~qσc
(E)G~kσ′c(E)(
~Si · ~ˆσ)σ′σ

 .
(E.18)
Putting (E.18) into the conduction electron part of Eq. (E.2) yields
H′cff =−
J
2
∑
iσ
(~Si · ~ˆσ)σσ〈n(0)σc 〉+
J2
8N
∑
ii′σσ′
∑
~k~q
ei~q(
~Ri′−
~Ri)(~Si · ~ˆσ)σσ′(~Si′ · ~ˆσ)σ′σDcσσ′~q
(E.19)
with
〈n(0)σc 〉 =
1
N
∑
~k
+∞∫
−∞
(
− 1
pi
)
f(E)ImG
(0)
~kσc
(E)dE , (E.20)
Dcσσ
′
~q =−
1
pi
Im
+∞∫
−∞
dEf(E)
1
N
∑
~k
Acσ
′σ
~k,~k+~q
(E) , (E.21)
Acσ
′σ
~k,~k+~q
(E) =G
(0)
~kσ′c
(E)G~k+~qσc(E) +G
(0)
~k+~qσc
(E)G~kσ′c(E) . (E.22)
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On the r.h.s. of (E.19) we perform the spin summations:
− J
2
∑
iσ
(~Si · ~ˆσ)σσ〈n(0)σc 〉 = −
J
2
∑
iσ
(
〈n(0)↑c 〉 − 〈n(0)↓c 〉
)
~Szi = −Beff,c
∑
i
~Szi ,
(E.23)
Beff,c = − J
2pi
Im
+∞∫
−∞
dEf(E)
(
G
(0)
0↑c(E)−G(0)0↓c(E)
)
, (E.24)
G
(0)
0σc(E) =
1
N
∑
~k
G
(0)
~kσc
, (E.25)
∑
σσ
(~Si · ~ˆσ)σσ′(~Si′ · ~ˆσ)σ′σDcσσ′~q = Dc↑↓~q S−i S+i′ +Dc↓↑~q S+i S−i′ +
+
(
Dc↑↑~q +D
c↓↓
~q
)
Szi S
z
i′ .
(E.26)
Now we will show that Dc↑↓~q = D
c↓↑
~q .∑
~k
G
(0)
~k+~q−σc
(E)G~kσc(E) =
∑
~k
G
(0)
−(~k+~q)−σc
(E)G~kσc(E) (E.27)
=
∑
~k′
G
(0)
~k′−σc
(E)G−(~k′+~q)σc(E) (E.28)
=
∑
~k
G
(0)
~k−σc
(E)G(~k+~q)σc(E) (E.29)
The step from Eq. (E.28) to Eq. (E.29) is justified by inversion symmetry.
∑
~k
Ac↑↓~k,~k+~q(E) =
∑
~k
[
G
(0)
~k↓c
(E)G(~k+~q)↑c(E) +G
(0)
~k+~q↑c
(E)G~k↓c(E)
]
(E.30)
=
∑
~k
[
G
(0)
~k+~q↓c
(E)G~k↑c(E) +G
(0)
~k↑c
(E)G(~k+~q)↓c(E)
]
(E.31)
=
∑
~k
Ac↓↑~k,~k+~q(E) (E.32)
From (E.32) and (E.21) it follows immediately that
Dc↑↓~q = D
c↓↑
~q . (E.33)
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With (E.23), (E.26) and (E.33) Eq. (E.19) is transformed into
H′cff =
J2
8N
∑
ii′~q
{
Dc↑↓~q (S
−
i S
+
i′ + S
+
i S
−
i′ ) +
∑
σ
Dcσσ~q S
z
i S
z
i′
}
e−i~q(
~Ri−~Ri′ )−
− Beff,c
∑
i
Szi (E.34)
=−
∑
ii′
{
J
(1)
ii′c(S
−
i S
+
i′ + S
+
i S
−
i′ ) + J
(2)
ii′cS
z
i S
z
i′
}
−Beff,c
∑
i
Szi (E.35)
with the effective exchange integrals
J
(1,2)
ii′c =
1
N
∑
~q
J
(1,2)
~qc e
−i~q(~Ri−~Ri′ ) , (E.36)
J
(1)
~qc =−
1
8
J2Dc↑↓~q , (E.37)
J
(2)
~qc =−
1
8
J2
∑
σ
Dcσσ~q . (E.38)
We now try to get a simple expression for the exchange integral J
(2)
ii′c (for
J
(1)
ii′c the way is fully analogous). For the Fourier transformed quantity we
have Eq. (E.38). For Dcσσ~q there is Eq. (E.21). We transform∑
~k
Acσσ~k,~k+~q(E) =
∑
~k
[
G
(0)
~kσc
(E)G~k+~qσc(E) +G
(0)
~k+~qσc
(E)G~kσc(E)
]
(E.39)
=
2
N
∑
~k
∑
ii′
G
(0)
~kσc
(E)Gii′σc(E)e
−i(~q+~k)(~Ri−~Ri′ ) (E.40)
= 2
∑
ii′
e−i~q(
~Ri−~Ri′ )G
(0)
ii′σc(E)Gii′σc(E) (E.41)
For the step from (E.39) to (E.40) see also (E.29). From (E.40) to (E.41)
we have made use of the fact that G
(0)
i′iσc(E) = G
(0)
ii′σc(E) due to inversion
symmetry. Inserting (E.21) into (E.38) considering (E.41) we get
J
(2)
~qc =
1
N
∑
ii′

J
2
4pi
∑
σ
Im
+∞∫
−∞
dEf(E)G
(0)
ii′σc(E)Gii′σc(E)

 e−i~q(~Ri−~Ri′ )
(E.42)
=
1
N
∑
ii′
J
(2)
ii′ce
i~q(~Ri−~Ri′ ) =
1
N
∑
ii′
J
(2)
ii′ce
−i~q(~Ri−~Ri′ ) (E.43)
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In Eq. (E.43) we have used J
(2)
ii′c = J
(2)
i′ic due to inversion symmetry.
For simplicity we consider only on-site and nearest-neighbor exchange:
J
(2)
0lc =
J2
4pi
Im
+∞∫
−∞
dEf(E)
[
G
(0)
l↑c(E)Gl↑c(E) +G
(0)
l↓c(E)Gl↓c(E)
]
, l = 0, 1 ,
(E.44)
with
G
(0)
lσc(E) =
1
N
∑
~k
ei
~k ~RlG
(0)
~kσc
(E) , (E.45)
Glσc(E) =
1
N
∑
~k
ei
~k ~RlG~kσc(E) . (E.46)
G
(0)
~kσc
(E) is given in Eq. (E.15), and G~kσc(E) in Eq. (6.15).
~R0 = ~0. ~R1
is one of the nearest-neighbor vectors. All of them are equivalent for Eqs.
(E.45) and (E.46). The sums over ~k on the r.h.s.’s of both equations can
be transformed into energy integrals with a modified density of states since
the ~k dependence of the Green’s functions is exclusively given via the free
conduction band dispersion ~k.
G
{(0)}
lσc (E) =
1
N
∑
~k
+∞∫
−∞
dxδ(x− ~k)ei
~k ~RlG{(0)}~k→x
(E) (E.47)
=
+∞∫
−∞
dxρl(x)G
{(0)}
x (E) (E.48)
with the modified densities of states
ρl(x) =
1
N
∑
~k
ei
~k ~Rlδ(x− ~k) , l = 0, 1 (E.49)
The summation over ei
~k ~Rlδ(x−~k) requires the usage of an explicit dispersion
~k, for which we take the tight-binding nearest-neighbor hopping dispersion
for the fcc lattice, which is given by
~k =− 2t
[
cos
(
1
2
akx +
1
2
aky
)
+ cos
(
1
2
akx − 1
2
aky
)
+ cos
(
1
2
aky +
1
2
akz
)
+ cos
(
1
2
aky − 1
2
akz
)
+ cos
(
1
2
akz +
1
2
akx
)
+ cos
(
1
2
akz − 1
2
akx
)]
. (E.50)
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−t is the nearest-neighbor hopping parameter, a is the lattice constant of
EuO. From (E.50) it is easily seen that for an fcc lattice we have [see Eq.
(5.48)]
~∇2~k~k = −
1
2
a2~k (E.51)
For J
(1)
0lc we get in full analogy to J
(2)
0lc :
J
(1)
0lc =
J2
8pi
Im
+∞∫
−∞
dEf(E)
[
G
(0)
l↓c(E)Gl↑c(E) +G
(0)
l↑c(E)Gl↓c(E)
]
, l = 0, 1 .
(E.52)
Now the same procedure has to be gone through with the impurity elec-
trons. Formulating the equivalent to Eq. (E.6) we get
[E−ΣCPA,2σ (E)]Gˆpσσ
′
~k,~k+~q
(E) =δ~q,~0δσσ′−
J
2N
∑
i~k′σ′′
e−i(
~k−~k′)~Ri(~Si · ~ˆσ)σ′σ′′Gˆpσ
′′σ
~k′,~k+~q
(E)
+ V Gˆcpσ
′σ
~k,~k+~q
(E) (E.53)
where ΣCPA,2σ (E) is the CPA self-energy similarly defined to Σ
CPA,1
σ (E) but
with the impurity self-energy Σp,1σ replaced by Σ
p,2
σ , which is defined by〈〈[
pj′σ, U
∑
j
npj↑n
p
j↓
]
−
; p†j′σ
〉〉
= Σp,2σ (E) 〈〈pj′σ; p†j′σ〉〉 . (E.54)
We choose for Σp,2σ the atomic limit self-energy of the Hubbard model, which
is given by (D.18). For the impurity electrons Eq. (E.8) is replaced by
[E − (~k − µ)− Σcσ(E)]Gˆcpσ
′σ
~k,~k+~q
(E) = V Gˆpσ
′σ
~k,~k+~q
(E) . (E.55)
Combining Eqs. (E.53) and (E.55) yields
[
E − ΣCPA,2σ (E) −
V 2
E − (~k − µ)− Σcσ(E)
]
Gˆpσσ
′
~k,~k+~q
(E)
= δ~q,~0δσσ′ −
J
2N
∑
i~k′σ′′
e−i(
~k−~k′)~Ri(~Si · ~ˆσ)σ′σ′′Gˆpσ
′′σ
~k′,~k+~q
(E) .
(E.56)
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The equivalents to Eqs. (E.10), (E.12) and (E.13) are
[E−ΣCPA,2σ (E)]Gˆpσσ
′
~k,~k+~q
(E) = δ~q,~0δσσ′−
J
2N
∑
i~k′σ′′
e−i(
~k−~k′)~Ri(~Si · ~ˆσ)σ′σ′′Gˆpσ
′′σ
~k,~k′
(E)
+ V Gˆpcσ
′σ
~k,~k+~q
(E) , (E.57)
[E − (~k+~q − µ)− Σcσ(E)]Gˆpcσ
′σ
~k,~k+~q
(E) = V Gˆpσ
′σ
~k,~k+~q
(E) , (E.58)[
E − ΣCPA,2σ (E)−
V 2
E − (~k+~q − µ)− Σcσ(E)
]
Gˆpσσ
′
~k,~k+~q
(E)
= δ~q,~0δσσ′ −
J
2N
∑
i~k′σ′′
e−i(
~k−~k′)~Ri(~Si · ~ˆσ)σ′σ′′Gˆpσ
′′σ
~k,~k′
(E) .
(E.59)
Combining Eqs. (E.56) and (E.59) we get the equivalent of Eq. (E.14):
Gˆpσ
′σ
~k,~k+~q
= δσσ′δ~q,~0G
(0)
~kσ′p
− J
4N
∑
i~k′σ′′
{e−i(~k−~k′)~RiG(0)~kσ′p(~Si · ~ˆσ)σ′σ′′Gˆ
pσ′′σ
~k′,~k+~q
+e−i[
~k′−(~k+~q)]~RiG
(0)
~k+~qσp
(~Si · ~ˆσ)σ′′σGˆpσ
′σ′′
~k,~k′
} (E.60)
with
G
(0)
~kσp
=
1
E − ΣCPA,2σ − V 2E−(~k−µ)−Σcσ(E)
. (E.61)
All the other Eqs. from (E.16) to (E.52) are transformed simply by replacing
the index c for the conduction electrons by the index p for the impurity
electrons and by replacing the corresponding operators and Green’s functions.
As our model we have now got an anisotropic Heisenberg Hamiltonian:
H˜′ff = −
∑
ii′
[
J
(1)
ii′ (S
+
i S
−
i′ + S
−
i S
+
i′ ) + J
(2)
ii′ S
z
i S
z
i′
]
− Beff
∑
i
Szi (E.62)
with
J
(r)
ii′ =


J
(r)
00c + J
(r)
00p i = i
′
J
(r)
01c + J
(r)
01p + J
(r)
H i, i
′ n.n.
0 otherwise
(E.63)
r = 1, 2
JH = 2J
(1)
H = J
(2)
H (E.64)
Beff = Beff,c +Beff,p . (E.65)
110 APPENDIX E. MODIFIED RKKY TREATMENT
For simplicity we only consider on-site and nearest-neighbor exchange. To
solve the model (E.62) we will use the Tyablikov decoupling (or random-
phase approximation) [Bogoliubov and Tyablikow, 1959, Tjablikow, 1969,
Nolting, 1986]. The magnetization can be obtained by the method by Callen
[Callen, 1963]:
〈Sz〉 = (1 + S + φ)φ
2S+1 + (S − φ)(1 + φ)2S+1
(1 + φ)2S+1 − φ2S+1 (E.66)
with
φ =
1
N
∑
~k
1
eβE(~k) − 1 (E.67)
where the magnon energies E(~k) are the excitation energies of the magnon
Green’s function 〈〈S+(~k);S−(−~k)〉〉E . They themselves depend on 〈Sz〉.
Therefore Eqs. (E.66) and (E.67) have to be solved self-consistently. We will
calculate the magnon energies now in the Tyablikov approximation. With
the Fourier transformation of the spin-operators
Sα(~k) =
∑
i
Sαi e
−i~k ~Ri (α = x, y, z,+,−) (E.68)
and the commutation relations[
S+(~k1), S
−(~k2)
]
−
= 2Sz(~k1 + ~k2) , (E.69)[
Sz(~k1), S
±(~k2)
]
−
= ±S±(~k1 + ~k2) (E.70)
and with the Fourier transforms of the exchange integrals one gets the fol-
lowing Hamiltonian:
H˜′ff = − 1
N
∑
~q
{
J
(1)
~q
[
S+(~q)S−(−~q) + S−(~q)S+(−~q)]+ J (2)~q Sz(~q)Sz(−~q)}
−BeffSz(~0) .
(E.71)
The equation of motion for the magnon Green’s function reads
E〈〈S+(~k);S−(−~k)〉〉E = 〈[S+(~k), S−(−~k)]−〉︸ ︷︷ ︸
〈2Sz(~0)〉
+〈〈[S+(~k), H˜′ff ]−;S−(−~k〉〉 ,
(E.72)
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[S+(~k), H˜′ff ]− =− 1
N
∑
~q
{
J
(1)
~q
[
2S+(~q)Sz(~k − ~q)+2S+(−~q)Sz(~k + ~q)+2S+(~k)
]
+J
(2)
~q
[
−S+(~k + ~q)Sz(−~q)− S+(~k − ~q)Sz(~q)− S+(~k)
]}
+BeffS
+(~k) . (E.73)
The Tyablikov decoupling means
〈〈S±(~k1)Sz(~k2);S∓(~k3)〉〉 → 〈Sz(~k2)〈〈S±(~k1);S∓(~k3)〉〉 . (E.74)
With the Tyablikov decoupling we get the following equation of motion
E〈〈S+(~k);S−(−~k)〉〉 =2〈Sz(~0)〉 − 1
N
∑
~q
{
2J
(1)
~q
(
〈Sz(~k − ~q)〉〈〈S+(~q);S−(−~k)〉〉
+〈Sz(~k + ~q)〉〈〈S+(−~q);S−(−~k)〉〉+ 〈〈S+(~k);S−(−~k)〉〉
)
+ J
(2)
~q
(
−〈Sz(−~q)〉〈〈S+(~k + ~q);S−(−~k)〉〉
−〈Sz(~q)〉〈〈S+(~k − ~q);S−(−~k)〉〉 − 〈〈S+(~k);S−(−~k)〉〉
)}
+Beff〈〈S+(~k);S−(−~k)〉〉 . (E.75)
Using
〈Sz(~k − ~q)〉 =
∑
i
e−i(
~k−~q)~Ri〈Szi 〉 = 〈Sz〉
∑
i
e−i(
~k−~q)~Ri = 〈Sz〉Nδ~k~q (E.76)
and
J
(1)
~q = J
(1)
−~q (E.77)
due to inversion symmetry, Eq. (E.75) is transformed into
E〈〈S+(~k);S−(−~k)〉〉 = 2N〈Sz〉+
(
−4〈Sz〉J (1)~k −2J
(1)
00 +2〈Sz〉J (2)~0 +J
(2)
00 +Beff
)
∗
∗ 〈〈S+(~k);S−(−~k)〉〉 . (E.78)
The magnon Green’s function has the following structure
〈〈S+(~k);S−(−~k)〉〉 = 2N〈S
z〉
E − E(~k)
. (E.79)
For the magnon energies, which have to be inserted into (E.67), we have
E(~k) = −4〈Sz〉J (1)~k − 2J
(1)
00 + 2〈Sz〉J (2)~0 + J
(2)
00 +Beff . (E.80)
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