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1. Introduction
Fusion systems were ﬁrst introduced by Puig in the 1990s under the name Frobenius categories
[14] and were rediscovered this century by Broto, Levi and Oliver [3]. The objective of this paper is
to construct two inﬁnite families of saturated fusion systems. Almost all of these fusion systems will
be shown to be exotic, that is they are not the fusion system of any ﬁnite group. The fusion systems
we construct were motivated by, unify and generalize the familiar saturated systems which originate
from the fusion of p-subgroups in GL3(pa) and GSp4(p
a) where, of course, p is a prime number, the
exotic systems which are described in [4, Examples 5.5 and 5.6] and the examples constructed by the
ﬁrst author in [6, Theorem 6.6.1]. Other examples of exotic fusion systems are described by Ruiz and
Viruel [16], Díaz, Ruiz and Viruel [7] and most famously in [11] where Levi and Oliver present the
only (known) examples which are deﬁned over a 2-group.
The p-groups the fusion systems are deﬁned over are isomorphic to Sylow p-subgroups of semidi-
rect products that arise naturally when we consider the basic irreducible GL2(pa)-modules over
GF(pa) as described by Brauer and Nesbitt in [2]. Indeed the fusion systems are obtained from a cer-
tain amalgam of the semidirect product of the type just described with a group which is a subgroup
of a maximal parabolic subgroup in GL3(pa) or GSp4(p
a) (see Section 4). The authors feel that the
existence of these fusion systems is closely related to the fact that the parabolic subgroups just men-
tioned have sections where “pushing-up” fails [10]. We remark that the p-groups the fusion systems
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class at most p and are metabelian.
In Section 2 we present the deﬁnitions of fusion systems and saturated fusion systems as well as
some basic facts about them. For a full discussion of the results in this section see [3]. In Section 3,
we examine group amalgams, their associated coset graphs and the relationship between amalgams
and saturated fusion systems. On the way we present a version (Theorem 3.1) of Robinson’s Theorem
[15] and a version of a theorem of Broto, Levi and Oliver [4, Lemma 4.2] which provides us with a
criteria for fusion systems deﬁned in free amalgamated products to be saturated. This result is stated
as Theorem 3.2.
In Section 4 we construct the amalgams and Theorem 4.9 shows that the corresponding fusion
systems in the free amalgamated product are saturated. We mention here for the readers that are
familiar with [4] that [4, Theorem 5.1] can also be deployed to show that the amalgams we have
constructed are saturated. Indeed, this is the approach taken in the ﬁrst author’s PhD thesis [6, Sec-
tion 5.2, Corollary 5.2.7]. Section 5 is devoted to proving that the fusion systems deﬁned in Section 4
are for the most part exotic. The main theorems are Theorems 5.1 and 5.2. The proof of the theorems
ﬁrst reduces the problem to showing that our fusion systems are either exotic or they are the fusion
system of some almost simple group. There then follows a systematic family by family inspection
of the simple groups as described by the classiﬁcation of the ﬁnite simple groups to eliminate each
possibility.
We use Aschbacher [1] for group theoretical notation. The background reference for free amalga-
mated products and their associated graphs is found in Serre’s book [17]. Our notation for the ﬁnite
simple groups and their close relatives will either follow [8] or will be self-explanatory.
2. Fusion systems
Let G be a group, g ∈ G and cg the inner automorphism of G determined by g . For P and Q
subgroups of G the transporter from P into Q is
NG(P , Q ) =
{
g ∈ G ∣∣ P g  Q }
and Inj(P , Q ) is the set of all injective homomorphisms from P into Q . For x ∈ NG(P , Q ), cx|P ,Q is
the restriction of cx to the domain P and range Q .
Deﬁne
HomG(P , Q ) =
{
cg |P ,Q
∣∣ g ∈ NG(P , Q )}.
Then HomG(P , Q ) ⊆ Inj(P , Q ). For P  G we set
AutG(P ) = HomG(P , P ) ∼= NG(P )/CG(P ).
Deﬁnition 2.1. Let S be a group. A fusion system over S is a category F whose objects are the sub-
groups of S and whose morphisms satisfy the following properties:
(i) for any two subgroups P , Q of S ,
HomS(P , Q ) ⊆ MorF (P , Q ) ⊆ Inj(P , Q ),
(ii) the laws of composition in F are the same as those for composition of injective homomorphisms,
(iii) any F -morphism can be factored as the composition of an F -isomorphism followed by an inclu-
sion.
Suppose that F is a fusion system over S . To emphasize the fact that the morphisms between two
subgroups P and Q of S in F are homomorphisms we denote MorF (P , Q ) by HomF (P , Q ). If there
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is an object in F . Then P is fully F -centralized provided |CS (P )| |CS (Pα)| for all α ∈ HomF (P , S).
Similarly P is fully F -normalized provided |NS(P )| |NS(Pα)| for all α ∈ HomF (P , S).
Before we deﬁne saturated fusion systems, we need to deﬁne one more subgroup. For φ ∈
HomF (P , S) we set
Nφ =
{
s ∈ NS(P )
∣∣ φ−1cs|P ,Pφ ∈ AutS(Pφ)}.
Deﬁnition 2.2. Let p be a prime, S be a ﬁnite p-group and let F be a fusion system over S . Then F
is saturated so long as:
(I) if P is fully F -normalized, then P is fully F -centralized and AutS(P ) ∈ Sylp(AutF (P )); and
(II) if P  S and φ ∈ HomF (P , S) is such that Pφ is fully F -centralized, then φ can be extended to
φ¯ ∈ HomF (Nφ, S).
When we discuss fusion systems in inﬁnite groups we require a notion of a Sylow p-subgroup,
where p is a prime, which mirrors the property of Sylow p-subgroups in ﬁnite groups.
Deﬁnition 2.3. Suppose that G is a group and S is a ﬁnite p-subgroup of G . Then S is called a Sylow
p-subgroup of G provided every ﬁnite p-subgroup of G is conjugate to a subgroup of S .
The set of Sylow p-subgroups of a group G is denoted Sylp(G). Assume that G is a group, p is
a prime and Sylp(G) = ∅. Let S ∈ Sylp(G), then FS(G) is the fusion system over S with morphisms
HomF (P , Q ) = HomG(P , Q ) for P , Q  S . This fusion system is not generally saturated when G is
inﬁnite but if G is ﬁnite, then FS (G) is indeed saturated (see [3, 1.3]). A subgroup P of S is p-
centric in G if Z(P ) ∈ Sylp(CG(P )). If F is a fusion system over S , then P is F -centric provided
Z(Pα) = CS (Pα) for all α ∈ HomF (P , S). We say that a fusion system is exotic if it is not isomorphic
to the fusion system FS(G) of some ﬁnite group G with S ∈ Sylp(G). It is an exercise to show that
FS (G) = FS(G) where G = G/K and K is a normal p′-subgroup of G .
The next lemma partly explains the meaning of saturation in groups.
Lemma 2.4. Let G be a group with Sylow p-subgroup S. Suppose that F = FS(G) is saturated and let P be
a subgroup of S. Then NG(P )/P has Sylow p-subgroups. Furthermore, if P is F -centric, R and T are ﬁnite
p-subgroups of NG(P ) containing P and RCG(P ) T CG (P ), then there exists g ∈ CG(P ) such that Rg  T .
Proof. Since the property in question is invariant under conjugation by elements from G , we may
assume that P is fully F -normalized. Hence, by 2.2(I), AutS(P ) ∈ Sylp(AutG(P )). Let S0 = NS(P ). We
will show that S0/P ∈ Sylp(NG(P )/P ). Let R be a ﬁnite p-subgroup of NG(P ) containing P . Then
from Sylow’s Theorem in the ﬁnite group AutG(P ), we get R is NG(P )-conjugate to a subgroup of
S0CG(P ). Thus we may assume that R  S0CG(P ). Since S ∈ Sylp(G), there exists x ∈ G such that
Rx  S . Let β = c−1x ∈ HomG(P x, S). Then P = P xβ and, as P is fully F -normalized, 2.2(I) implies that
P is fully F -centralized. Therefore, as Nβ  Rx , β extends to β¯ ∈ HomG(Rx, S) by 2.2(II). Since β¯ = cy
for some y ∈ G , we have that Rxy  S0. In particular, S0CG(P )/CG (P ) ∈ Sylp(G) and so the ﬁrst part
of the lemma holds. Furthermore, we note that, as cx extends β , xy ∈ CG (P ). Now suppose that P is
F -centric and assume that RCG(P ) T CG (P ) where R and T are ﬁnite p-subgroups of NG(P ). Then,
because S0 ∈ Sylp(G), we may assume that T CG (P )  S0CG(P ). As we have just seen, there exist
elements y, z ∈ CG(P ) such that X = 〈Rz, T y〉  S0. Now RzCG(P ) = RCG(P )  T CG (P ) = T yCG(P )
and so XCG(P ) = T yCG(P ). Hence, using P is F -centric and P  T , we have
X = X ∩ T yCG(P ) = T y
(
X ∩ CG(P )
)
 T y
(
S0 ∩ CG(P )
)= T y Z(P ) = T y .
It follows that Rz  X = T y and consequently Rzy−1  T and xy−1 ∈ CG(P ) as claimed. 
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fusion system over a subgroup T of S such that for all subgroups P and Q of T , HomG(P , Q ) ⊆
HomF (P , Q ). Given a collection {Fi | i ∈ I} of fusion subsystems of F , then the fusion system 〈Fi |
i ∈ I〉 is the intersection of all the fusion subsystems of F that contain each Fi , i ∈ I .
We close this section with the statement of [5, Theorem A] which tells us that to check whether
a fusion system over a p-subgroup S is saturated we may focus or attention on a limited set of
subgroups of S .
Theorem 2.5 (Broto, Castellana, Grodal, Levi, Oliver). Let F be a fusion system over a ﬁnite p-group S and let
H be a set of subgroups of S which is closed under F -conjugacy and with the property that each F -centric
subgroup of S which is not contained in H is F -conjugate to a subgroup of S which is not F -radical. Assume
that all the morphisms ofF are composites of restrictions of morphisms between subgroups inH. IfF satisﬁes
the axioms of saturation when applied to subgroups of S contained in H, then F is saturated.
Proof. This is [5, Theorem A]. 
We will apply Theorem 2.5 with H the set of all F -centric subgroups.
3. Fusion systems and amalgams
Suppose that G1, G2 and G12 are groups and, for i = 1,2, φi : G12 → Gi are monomorphisms. Then
the ﬁve-tuple A = (G1,G2,G12, φ1, φ2) is called an amalgam. The universal completion G(A) of A is
(isomorphic to) the free product of G1 and G2 factored by the normal subgroup generated by the set
{φ1(g)φ2(g−1) | g ∈ G12}. The universal completion is also known as the free amalgamated product and
is often written G1 ∗G12 G2 suppressing mention of the monomorphisms φ1 and φ2 (and therefore
not denoting a unique isomorphism type of amalgam). There are monomorphisms from G1 and G2
to G(A) and so we may identify G1, G2 and G12 as subgroups of G = G(A) and we note that when
we do this G1 ∩ G2 = G12 and G = 〈G1,G2〉 [17]. Deﬁne the coset graph, Γ = Γ (G), of G to be the
graph with vertex set the cosets G1/G ∪ G2/G and edges consisting of the pairs {G1g,G2h} with
G1g ∩ G2h = ∅. Then, by [17, Theorem 9, p. 38], Γ is a tree. Furthermore, we have that G acts on Γ
by right multiplication and, if Gi g is a vertex of Γ , then StabG(Gi g) = Ggi (i = 1,2).
Notice that Γ is a bipartite graph with bipartition the cosets G1/G and G2/G . Furthermore the
action of G on Γ is transitive on the edges of Γ and preserves the bipartition.
For a graph Θ and H  Aut(Θ), ΘH denotes the set of vertices of Θ ﬁxed by H . The quotient
graph Θ/H is the graph with vertices
V (Θ/H) = {θH | θ ∈ Θ}
(where θH denotes the orbit of θ under the action of H) and edges (θ1, θ2)H where (θ1, θ2) is an
edge of Θ . Notice that Θ/H may have multiple edges.
We need a modest generalization of [15, Theorem 1]. The proof is almost the same as that given
in [15] though we write it in a slightly more graph theoretical way.
Theorem 3.1 (Robinson). Let p be a prime, G = G1 ∗G12 G2 , S1 ∈ Sylp(G1) and S2 ∈ Sylp(G12) ∩ Sylp(G2)
with S2  S1 . Then S1 ∈ Sylp(G) and FS1 (G) = 〈FS1 (G1),FS2 (G2)〉.
Proof. Identify G1, G2 and G12 with subgroups of G . Suppose that Q is a ﬁnite p-subgroup of G .
Then, as Q is ﬁnite, Q is conjugate in G to a subgroup of either G1 or G2 [17, Corollary, p. 36]. Since,
for i = 1,2, Si ∈ Sylp(Gi), S1 is a Sylow p-subgroup of G .
Set S = S1, F = FS (G) and F0 = 〈FS1 (G1),FS2 (G2)〉. We obviously have every morphism of F0
is contained in F . We will show that F is the smallest fusion subsystem over S which contains
FS1 (G1) and FS2 (G2). Let Γ = Γ (G) be the coset graph of G . Suppose that c f ∈ HomF (Q , P ) (with
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dent). Then Q f  S  G1 and so Q ﬁxes the vertex G1 f . Thus, as Γ is a tree, Q ﬁxes every vertex
of the unique path π in Γ connecting the vertex G1 to the vertex G1 f . If π has length 0, then
G1 f = G1 which means that c f ∈ FS1 (G1) and so c f is a morphism in F0. Assume that π has
length 2. Then there are h ∈ G2 and g ∈ G1 such that π = (G1,G2g,G1hg = G1 f ) and f = g1hg where
g1 ∈ G1. Thus, as Q f ﬁxes G2g , Q f = Q g1hg  Gg2 . It follows that Q g1h  G2 and as Q f  S1  G1,
Q g1h  G12. As S2 ∈ Sylp(G12), we can ﬁnd r1 ∈ G12 such that Q g1hr1  S2. Hence (Q f )g−1r1  S2.
It follows that cg−11 r1
maps Q f  S1 to Q g1hr1  S2. As r1 ∈ G12, we conclude that cg−11 r1 is a mor-
phism in FS1 (G1). Since Q g1  G1, Q g1hr1  S2  G2 and hr1 ∈ G2, Q g1  G12. Hence there exists
r2 ∈ G12 so that Q g1r2  S2. It follows that cg1r2 is also a morphism from FS1 (G1). Finally Q g1r2  S2,
Q g1hr1  S2 and r−12 hr1 ∈ G2, so we conclude that cr−12 hr1 is a morphism in FS2 (G2). Finally we have
c f = cg1hg = cg1r2cr−12 h1r1cr−11 g is a morphism in F0.
Now assume that π has length 2n with n  2. Assume for an induction argument that for all
X  S1 and y ∈ NG(X, S1) with the distance of between G and Gy less than 2n, cy is a morphism
in F0. Write π = (G1, . . . ,G1 y,G2gy,G1hgy = G1 f ) where y ∈ G , g ∈ G1 and h ∈ G2. Since Q f ﬁxes
G1 y, Q f y
−1  G1 and, as S1 ∈ Sylp(G1), there is g1 ∈ G1 such that Q f y−1g1  S1. Now G1 f y−1g1 =
G1hgg1 and so G1 and G1 f y−1g1 are just 2 apart in Γ . Therefore c f y−1g1 ∈ F0. Conjugation by y−1g1
maps Q f to Q f y
−1 g1 both of which are in S1. Furthermore, the distance between G1 and G1 y−1g2 is
the same as that between G1 and G1 y−1 which is equal to the distance between G1 and G1 y. Hence
cy−1g1 ∈ F0 by induction. Finally, we have c f = c f y−1g1cg−11 y is a morphism in F0 and the proof is
complete. 
The next result is inspired by the above theorem of Robinson’s and by [4, Lemma 4.2]. Particularly,
we note that the proof closely follows that in [4].
Theorem 3.2. Let p be a prime, G = G1 ∗G12 G2 , Γ = Γ (G), S1 ∈ Sylp(G1) and Sylp(G12) ⊆ Sylp(G2).
Assume
(i) FS1 (G1), FS2 (G2) and FS2 (G12) are saturated.
(ii) If P is a centric subgroup of S1 , then Γ P /CG (P ) is a tree.
Then FS1 (G) is saturated.
Proof. By Theorem 3.1, FS1 (G) = 〈FS1 (G1),FS2 (G2)〉 is a fusion system over S1 and S1 ∈ Sylp(G).
Since FS1 (G1) and FS2 (G2) are saturated, we deduce from Alperin’s Fusion Theorem (see [3, A.10])
that every morphism in FS1 (G) is a product of restrictions of morphisms between FS1 (G)-centric
subgroups. Hence Theorem 2.5 implies that it suﬃces to prove the two saturation axioms for FS1 (G)-
centric subgroups P of S1.
Set S = S1, let P  S be FS (G)-centric and deﬁne Θ = Γ P /CG(P ). Assume that S2  S .
We ﬁrst show that 2.2(I) holds. Assume that P is fully FS (G)-normalized. Then, as P is centric, P is
fully FS(G)-centralized. Since NG(P ) acts on Γ P , AutG(P ) acts on Θ which is a tree. As AutG(P ) is
ﬁnite, there is a vertex GkgCG(P ) ∈ Θ (where k ∈ {1,2}) which is ﬁxed by NG(P ). Thus GkgNG(P ) =
GkgCG(P ) and Dedekind’s modular law gives NG(P ) = (NG(P ) ∩ Ggk )CG(P ). Set w = Gkg ∈ Γ P and
Gw = StabG(w). Then P  Gw = Ggk and NGw (P )CG(P ) = NG(P ). In particular, AutGw (P ) = AutG(P ).
Choose T ∈ Sylp(Gw) so that P  T and P is fully FT (Gw) normalized. Then, as FT (Gw) is saturated,
AutT (P ) ∈ Sylp(AutGw (P )). Let T0 = NT (P ). Select y ∈ G such that T ∗0 = T y0  S and deﬁne P∗ = P y 
T ∗0  S . Then, as P is fully FS(G)-normalized and centric,∣∣AutS(P )∣∣= ∣∣NS(P ) : Z(P )∣∣ ∣∣NS(P∗)∣∣/∣∣Z(P )∣∣= ∣∣NS(P∗) : Z(P∗)∣∣

∣∣T ∗0 : Z(P∗)∣∣= ∣∣T : Z(P )∣∣= ∣∣AutT (P )∣∣.
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property 2.2(I) holds for FS (G)-centric subgroups.
Continue to assume that P  S is FS(G)-centric and let g ∈ NG(P , S). Deﬁne
N = Ncg =
{
h ∈ NS(P )
∣∣ cg−1hg ∈ AutS(P g)}.
Notice that N acts on Θ . Thus, as N is a ﬁnite group, ΘN is also a tree.
Assume that k ∈ {1,2}, {GkxCG(P ),G3−k yCG(P )} is an edge in ΘN and that Gkx ∈ Γ N . We will
show that there exists u ∈ G such that G3−k yCG(P ) = G3−kuCG(P ) and G3−ku ∈ Γ N .
From the deﬁnition of the quotient graph, we may assume {Gkx,G3−k y} is an edge in Γ . Since Θ
is a tree, it has no multiple edges and so there exists gk ∈ Gk such that z = gkx ∈ GkxCG (P ) and
GkxCG(P ) ∩ G3−k yCG(P ) = GkzCG(P ) ∩ Gk−3zCG(P ) = G12zCG(P ).
As GkxCG(P ) = GkzCG(P ) and G3−k yCG(P ) = G3−kzCG (P ) are both ﬁxed by N , so is G12zCG(P ).
Therefore
G12zCG(P )N = G12zCG(P ),
and so CG(P )N ⊆ Gz12CG(P ). Since N  NG(P ), we then have
CG(P )N  Gz12CG(P ) ∩ NG(P ) = NGz12(P )CG(P ).
By Lemma 2.4 applied to Gz12, we see that there is a ﬁnite p-subgroup Q of G
z
12 such NCG(P ) =
Q CG(P ). Now by assumption N  Gxk and x = g−1k z. Thus N  Gzk  Gz12  Q . Therefore, NCGzk (P ) =
NCG (P ) ∩ Gzk  Q CG(P ) ∩ Gzk = Q CGzk (P ). Since FS1 (G1) and FS2 (G2) are saturated we may apply
Lemma 2.4 to get an element w ∈ CGzk (P ) such Nw = Q . Now we calculate
G3−kzw−1N = G3−kzNww−1 = G3−kzQ w−1 = G3−kzw−1
so that G3−kzw−1 ∈ Γ N . Since w−1 ∈ CG(P ), we also have
G3−kzw−1CG(P ) = G3−kzCG(P )
and so our claim follows.
As P  S , G1CG(P ) ∈ Θ . Also, recalling that N = Ng , we have
G1g
−1CG(P )N = G1gNCG(P ) = G1Ng g−1CG(P )
⊆ G1NS
(
P g
)
CG
(
P g
)
g−1CG(P )
= G1NS
(
P g
)
g−1CG
(
P g
)g−1
CG(P )
= G1g−1CG(P ).
Hence G1g−1CG(P ) ∈ ΘN . Since Θ is a tree, we infer that N ﬁxes every vertex of the unique path
joining G1g−1CG(P ) to G1CG(P ). Since N ﬁxes the vertex G1, our claim above shows that we may
assume that N ﬁxes G1 g˜−1 ⊆ G1g−1CG(P ) and, furthermore, we can choose g˜ so that cg˜ |P = cg |P . In
particular, g˜ ∈ NG(N,G1) and N g˜CG(P g) = NgCG(P g) NS(P g)CG (P ). Since FS1 (G1) is saturated and
P is FS (G)-centric, N g˜ is conjugate into NS (P g) by an element y of CG1 (P g) by Lemma 2.4. Thus we
have cg˜ y ∈ HomG(N, S) and cg˜ y extends cg . Thus 2.2(II) is satisﬁed and we conclude that FS(G) is
saturated. 
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Lemma 3.3. Suppose Θ is a tree and H  Aut(Θ) is a ﬁnite group which preserves the parts of a bipartition
of Θ . Then Θ/H is a tree.
Proof. Since H is a ﬁnite group which preserves a bipartition of Θ , H ﬁxes some vertex ρ of Θ .
Because H ﬁxes ρ , for ψH a vertex of Θ/H , every vertex of Θ in ψH has the same distance from ρ
in Θ . Suppose that Ψ is a minimal circuit in Θ/H and let ψH be a vertex of Ψ chosen so that the
distance n from ρ to ψ is maximal. Let ψ1H and ψ2H be distinct neighbours of ψH on Ψ and choose
notation so that ψ1 and ψ2 are both incident to ψ . Since Θ is a tree, the vertices of Θ which are
incident with ψ have distance n±1 from ρ with a unique vertex at distance n−1. Thus the maximal
choice of n implies that ψ1H = ψ2H which is a contradiction. Hence Θ/H has no circuits. As Θ/H is
connected we conclude that Θ/H is a tree. 
In Lemma 3.3, if Θ is ﬁnite, then H is also ﬁnite. Thus, in Theorem 3.2, condition (ii) holds if Γ P
is ﬁnite for all centric subgroups P of S .
Thus we obtain the following corollary of Theorem 3.2.
Corollary 3.4. Let p be a prime, G = G1 ∗G12 G2 , Γ = Γ (G), S ∈ Sylp(G1) and Sylp(G12) ⊆ Sylp(G2). Assume
G1 , G2 and, for all centric subgroups P of S, Γ P are ﬁnite. Then FS(G) is saturated.
4. Construction of the amalgams
Let k be a ﬁnite ﬁeld with group of units k∗ and characteristic p, where p is a prime number. De-
ﬁne A¯ = k[x, y] to be the ring of polynomials in two commuting indeterminates x, y with coeﬃcients
in k. Let D = k∗ × GL2(k) and make A¯ into a kD-module as follows: for g =
( a b
c d
) ∈ GL2(k) deﬁne
x · g = (ax+ by) and y · g = (cx+ dy) and then, for (λ, g) ∈ D and f (x, y) ∈ A¯, deﬁne
f (x, y) · (λ, g) = λ f (x · g, y · g).
By [2, p. 588], the kD-submodules A(n,k) consisting of the homogeneous polynomials in A¯ of degree
n are irreducible kD-modules provided 0 n p−1. Clearly dimk A(n,k) = n+1. The modules, when
restricted to the subgroup of D isomorphic to SLn(k), are none other than the n-th symmetric power
of the natural SL2(k)-module of dimension 2.
We assume that 1 n p − 1. Hence 2 dimk A(n,k) = n + 1 p.
Let U = {(1, ( 1 0
a 1
)) ∣∣ a ∈ k} and B = {(λ, ( a 0
b c
)) ∣∣ a, c, λ ∈ k∗,b ∈ k}. Then U ∈ Sylp(D), U is elemen-
tary abelian and B = ND(U ). Fix n ∈ N and deﬁne P = P (n,k) = D  A(n,k) with the action of D as
described above. Let S = S(n,k) = U  A(n,k) be identiﬁed as a subgroup of P . Then S is a Sylow
p-subgroup of P .
Let
P R =
{
X =
( x1 x2 x3
x4 x5 x6
0 0 x7
) ∣∣∣ X ∈ GL3(k)
}
and
P Q =
⎧⎪⎨⎪⎩X =
⎛⎜⎝
x1 x2 x3 x4
0 x5 x6 x7
0 x8 x9 x10
⎞⎟⎠ ∣∣∣ X ∈ GSp4(k)
⎫⎪⎬⎪⎭ .0 0 0 x11
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described by the matrix
( 0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
)
up to similarity.)
In Lemmas 4.1 through 4.6, with some restrictions on n, we show that there are p-subgroups Q
and R such that NP (Q ) ∼= NPQ (SQ ) and NP (R) ∼= NPR (SR). Thus we may form the free amalgamated
products P ∗NP (Q ) P Q and P ∗NP (R) P R . These free amalgamated products have S as Sylow p-subgroup
by Theorem 3.1. The objective of this section is to explicitly construct these amalgams and certain
subamalgams of ﬁnite index in these amalgams and then to show that the corresponding fusion
systems over S are saturated.
Example. Suppose that k = GF(p). Then P (n,k) has shape pn+1 : (p−1×GL2(p)) where 1 n p−1,
P R has shape p2 : ((p − 1) × GL2(p)) and P Q = p1+2+ : ((p − 1) × GL2(p)).
Lemma 4.1. The set of elements of D which act trivially on A(n,k) is given by
CD(A) =
{(
a−n,
(
a 0
0 a
)) ∣∣∣ a ∈ k∗}.
Proof. Let X = ( a b
c d
) ∈ GL2(k) and suppose that (λ, X) ∈ CD(A). Then, in particular, xn = (xn) · (λ, X) =
λ(ax + by)n , therefore b = 0 and λ−1 = an . Similarly, yn = (yn) · (λ, X) = λ(cx + dy)n , so c = 0 and
λ−1 = dn . Furthermore, xyn−1 = (xyn−1) · (λ, X) = λadn−1xyn−1, and so λadn−1 = 1. Hence λadn = d
and therefore a = d since λ = d−n . Thus CD(A) is contained in
{(
a−n,
( a 0
0 a
)) ∣∣ a ∈ k∗}. To see that the
reverse inclusion holds, let g = (a−n, ( a 0
0 a
))
. Then (xi yn−i) · g = a−n(ax)i(ay)n−i = a(n−i)+i−nxi yn−i =
xi yn−i , hence g ∈ CD(A). 
For f ∈ A(n,k), deﬁne the weight of f = ∑ni=0 aixn−i yi by wt( f ) = max{i | ai = 0} and deﬁne
wt(0) = −1. For −1  i  n set Ci = { f ∈ A | wt( f )  i}. For each −1  i  n, Ci is a subspace of
A(n,k), C−1 = {0} and Cn = A(n,k).
From now we set A = A(n,k) and we identify D , B , U and A as subgroups of P . Thus S = U A and
[P , P ]S A/A ∼= SL2(k).
Lemma 4.2.
(i) For 0  i  n, [Ci, S] = Ci−1 . In particular, for i  n − 1, Ci is the (n − i)-th term of the lower central
series of S;
(ii) The upper and lower central series of S consist of the same subgroups. In particular, C0 = CA(S);
(iii) If z ∈ S \ A, then CA(z) = CA(S) and CA/C0 (S) = CA/C0 (z) = C1/C0; and
(iv) If n  2, then A is the unique abelian subgroup of maximal order in S. In particular, A is characteristic
in S.
Proof. The ﬁrst part of (i) is a special case of [13, Proposition 1] and is anyway easy to calculate.
To see that Ci is the (n − i)-th term of the lower central series of S , we only need to see that
Cn−1 = [S, S]. As A and U are abelian, this is demonstrated as follows
[S, S] = [AU , AU ] = [A,U ][A, A][U ,U ] = [A,U ] = [A, AU ] = [A, S] = Cn−1.
For part (ii) we have that C0  CA(S) by (i). Let j  n be minimal so that CA(S) C j and CA(S) 
C j−1. Then, as dimC j/C j−1 = 1, C j = C j−1CA(S). But then
C j−1 = [C j, S] =
[
C j−1CA(S), S
]= [C j−1, A] = C j−2.
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series have the same subgroups.
If (iii) were false then by (i), CA(x) ∩ C1 > C0 and it is easy to check that this is not the case.
A similar calculation, demonstrates the second claim.
Suppose that A1  S is abelian of the same order as A and assume that x ∈ A1 \ A. Then A ∩ A1 
CA(x) = CA(S) by (iii). Thus A ∩ A1 has order at most |k| and as |A1 : A1 ∩ A| |S/A|, we deduce that
|A| |k|2 which means that n = 1. Hence, if n 2, A is the unique abelian subgroup of its order in S
and so A is characteristic in S . 
Lemma 4.3. If 1 = A0  A is normalized by [P , P ]S A, then A = A0 .
Proof. Suppose that A0 < A. As A0 = 1, A0 ∩ C0 = 1 by Lemma 4.2(ii). Let z = axn ∈ A0 ∩ C0 and
Yλ =
(
1,
( 1 λ
0 1
)
,0
) ∈ [D, D]U  [P , P ]S A. Then [z, Yλ] = aλxn−1 y + · · · + λnayn . Now
A0Cn−1/Cn−1 
〈[z, Yλ]Cn−1 ∣∣ λ ∈ k〉= 〈(aλn yn)Cn−1 ∣∣ λ ∈ k〉
and |A : A0Cn−1| = pt for some t . On the other hand, |{λn | λ ∈ k}| (|k|−1)/n (|k|−1)/(p−1). Thus
we deduce that t = 0 and A0Cn−1 = Cn = A. Choose j maximal so that A0C j = A. Then A = A0C j+1
and Cn−1 = [A, S] = [A0C j+1, S] = [A0, S][C j+1, S]  A0C j by Lemma 4.2(i). But then A = A0Cn−1 
A0[A0, S]C j = A0C j and we have a contradiction. Thus A = A0C−1 = A0 as claimed. 
We now introduce two subgroups of P which play a central role in the construction of the amal-
gams. Set R = C0U and, when n 2, Q = C1U . Then R is elementary abelian and Q has class two. In
particular, if |k| = p, then Q is extraspecial of order p3 and exponent p.
Lemma 4.4.We have NP (R) = C1B and, for n 2, NP (Q ) = C2B. In particular,
(i) NP (Q ) and NP (R) are subgroups of NP (S); and
(ii) Q and R are p-centric in P .
Proof. Because [C1,U ] = [C1, S] = C0  R and since B normalizes U and C0, we have NP (R) 
C1B . Also NP (R)A/A normalizes RA/A = S/A and so NP (R)A = B A. Thus NP (R) = NP (R) ∩ B A =
B(NP (R) ∩ A). Now [NP (R) ∩ A, R]  R ∩ A = C0. Therefore, NP (R) ∩ A  C1 by Lemma 4.2(iii). We
have shown that NP (R) = C1B . The proof of the second assertion is similar. 
Suppose that H is a ﬁnite group and M < H . Then, for r a prime, M is strongly r-embedded in H if
and only if r divides |M| and r does not divide |M ∩ Mh| for all h ∈ H \ M . It is easy to check that B
is strongly p-embedded in D and so NP (S)/A is strongly p-embedded in P/A.
Lemma 4.5. Suppose that X ∈ {Q , R} and z ∈ P \ NP (X). Then X ∩ Xz  A.
Proof. Since NP (S)/A is strongly p-embedded in P/A and X  NP (S), if z /∈ NP (S), then X ∩ Xz 
O p(NP (S) ∩ NP (S)z) = A. So assume that z ∈ NP (S). Note that X ∩ A = C0 and Q ∩ A = C1. Hence,
if X ∩ Xz  A, then X = Xz . Assume w ∈ X ∩ Xz and suppose that w /∈ A. So we may suppose that
X ∩ Xz  A. If X = R , then X is abelian and so w is centralized by X Xz . Thus w centralizes X Xz ∩ A
and Lemma 4.2(iii) implies that X Xz ∩ A = Z(S). It follows that |X Xz|  |k|2 = |X | and so X = Xz
and we are done in this case. Suppose that X = Q (and n  2). Then, as z ∈ NP (S), z normalizes
C1 and C0. Hence C0 = X ′ = (Xz)′ . It follows that w centralizes (X Xz ∩ A)/C0 and so this time we
conclude from Lemma 4.2(iii) that X Xz ∩ A = C1 and once again we get that X = Xz . 
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θ,
(
a 0
c b
)
, λxn + μxn−1 y
)
and a typical element of NP (Q ) has the form(
θ,
(
a 0
c b
)
, λxn + μxn−1 y + νxn−2 y2
)
where θ,a,b ∈ k∗ and c, λ,μ,ν ∈ k.
We recall that
P R =
{
X =
( x1 x2 x3
x4 x5 x6
0 0 x7
) ∣∣∣ X ∈ GL3(k)}
and
P Q =
{
X =
⎛⎜⎝
x1 x2 x3 x4
0 x5 x6 x7
0 x8 x9 x10
0 0 0 x11
⎞⎟⎠ ∣∣∣ X ∈ GSp4(k)
}
.
Now deﬁne maps ψR :NP (R) → P R by
(
θ,
(
a 0
c b
)
, λxn + μxn−1 y
)
→
⎛⎝ 1θan−1 μθan−1 λθan−10 b c
0 0 a
⎞⎠
and ψQ : NP (Q ) → P Q by
(
θ,
(
a 0
c b
)
, λxn + μxn−1 y + νxn−2 y2
)
→
⎛⎜⎜⎜⎝
b
θban−1
c
θban−1
μb−2cν
2θban−1
2λb−cμ
2θban−1
0 a
θban−1
−aν
θban−1
−aμ
2θban−1
0 0 b c
0 0 0 a
⎞⎟⎟⎟⎠ .
Then both ψR and ψQ are monomorphisms with image the set of upper triangular matrices of P R and
P Q respectively. Furthermore, it is elementary to verify that ψR(R) = O p(P R) and ψQ (Q ) = O p(P Q ).
Thus the following lemma holds.
Lemma 4.6.
(i) NP (R) is isomorphic to a Borel subgroup of GL3(k) and the image of R is normal in P R ; and
(ii) NP (Q ) is isomorphic to a Borel subgroup of GSp4(k) and the image of Q is normal in P Q .
Using ψR and ψQ we deﬁne the free amalgamated products
FR = F (n,k, R) = P ∗NP (R) P R = P (n,k) ∗NP (n,k)(R) P R
and
F Q = F (n,k, Q ) = P ∗NP (Q ) P Q = P (n,k) ∗NP (n,k)(Q ) P Q .
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FR and P ∩ P Q = NP (Q ) in F Q . Notice also that Z(P ) = Z(P R) Z(FR) and Z(P ) = Z(P Q ) Z(F Q ).
For X ∈ {Q , R}, set S X = NS (X) and note that S X ∈ Sylp(P X ). Now deﬁne L = NO p′ (P X )(S X )O p
′
(P )
and LX = (L ∩ P X )O p′ (P X ). Then L ∩ LX = NLX (S X ).
Lemma 4.7. Identiﬁed as subgroups of P , we have
(i) L ∩ LR =
{(
ab,
(
a 0
c b
)
, λxn + μxn−1 y
) ∣∣∣ a,b ∈ k∗, c, λ,μ ∈ k}.
(ii) L ∩ LQ =
{(
1,
(
a 0
c b
)
, λxn + μxn−1 y + νxn−2 y2
) ∣∣∣ a,b ∈ k∗, c, λ,μ,ν ∈ k}.
Proof. To see this just take preimages under ψX for X ∈ {Q , R}. 
For X ∈ {Q , R}, form the free amalgamated products
F ∗X = F ∗(n,k, X) = L ∗L∩LX LX
viewed as a subgroup of F X . By Lemma 4.7, F (n,k, X) = (P ∩ P X )F ∗(n,k, X) and F X/F ∗X ∼= k∗ . Finally,
for r a divisor of |k∗|, let F (r,n,k, X) be the unique subgroup of F X containing F ∗X and of index r.
We at last introduce the fusion systems which we will consider. Deﬁne
F(r,n,k, X) = FS
(
F (r,n,k, X)
)
.
By Theorem 3.1, for X ∈ {Q , R}, F(r,n,k, X) is a fusion system over S .
Lemma 4.8. Let Z = Z(P (n,k)). Then
(i) |P ∩ P R : (L ∩ LR)Z | = (n + 2, |k∗|); and
(ii) |P ∩ P R : (L ∩ LR)Z | = (n, |k∗|).
Proof. Just combine Lemmas 4.1 and 4.7. 
Since the fusion system determined by a group is unchanged by adding a central subgroup,
Lemma 4.8, shows that distinct fusion systems are only obtained for distinct divisors of (n + 2, |k∗|)
when X = R and distinct divisors of (n, |k∗|) for X = Q .
Our main result of this section is the following theorem.
Theorem 4.9. The following hold:
(i) For all ﬁnite ﬁelds k, n 1 and divisors r of (n + 2, |k∗|), F(r,n,k, R) is a saturated fusion system.
(ii) For all ﬁnite ﬁelds k of odd characteristic, n  2 and divisors r of (n, |k∗|), F(r,n,k, Q ) is a saturated
fusion system.
Proof. Assume X ∈ {Q , R} and let F = F(r,n,k, X) with n and r as in the statement of the theorem.
Let Γ be the coset graph of F = F (1,n,k, X). Then Γ is a tree and Fr = F (r,n,k, X) acts edge transi-
tively on Γ . To ease notation we set G12 = P ∩ P X ∩ Fr , G1 = LG12, G2 = LXG12. Suppose that Y  S
is F -centric. Since Γ is a tree, Γ Y is also a tree. We will show that Γ Y is ﬁnite.
Consider the path (α,β,γ ). Suppose that α = G1, β = G2 and γ = G1w where w ∈ G2 \G1 and let
Gπ = G1 ∩G2 ∩Gw1 . Then, as G12/O p(G2) is strongly p-embedded in G2/O p(G2), O p(G2) ∈ Sylp(Gπ ).
Similarly, but this time using Lemma 4.5, if α = G2, β = G1 and γ = G2w where w ∈ G1 \ G2. Then
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then Y  O p(Gz1) for some suitable z ∈ F . But O p(Gz1) is abelian and so, as Y is centric, Y = O p(Gz1).
But then we conclude that O p(G1) G2 which means that if X = R , then n = 1 and if X = Q , then
n = 2. In both these extreme cases it is easy to check that O p(G1) ﬁxes no vertices at distance 2
from G1. Thus Γ Y contains no paths of length 4 and hence Γ Y is ﬁnite. Finally, Corollary 3.4 implies
F is saturated as claimed. 
Lemma 4.10. Suppose that F = F(r,n,k, X) where X ∈ {Q , R}. Then
(i) O p
′(
AutF (A)
)= O p′(AutP (A))∼= {SL2(q) if n is odd,
PSL2(q) if n is even;
and
(ii) O p
′(
AutF (X)
)= O p′(AutP X (X))∼= q2 : SL2(q).
Proof. We consider Fr as a subgroup of F and let Γ = Γ (F ). Then Γ is a tree. We will show that
NF (A) = P and NF (X) = P X . If A  P X , then A ﬁxes the vertex P ∈ Γ and no other vertex. Thus
NF (A) ﬁxes P and we have NF (A) = NP (A) in this case. Assume that A  P X . Then S = AX . Since
(P X ∩ P )/X is strongly p-embedded in P X/X , P is the only neighbour of P X which is ﬁxed by A.
We conclude that P is the unique vertex its type in Γ which is ﬁxed by A. Thus NF (A) ﬁxes P and
again we are done. We now consider the subgraph of Γ ﬁxed by X . Using Lemma 4.5 we deduce that
NF (X) = P X and this concludes the proof. 
Lemma 4.11. S cannot be written as a direct product of two non-trivial subgroups.
Proof. Suppose that S = T1 × T2 where T1 and T2 are non-trivial. Then Z(S) = C0 = (C0 ∩ T1) ×
(C0 ∩ T2) is a non-trivial decomposition of C0. We may suppose that T1 ∩ Z2(S)  C0 (here Z2(S) is
the second centre of S). Let l ∈ (T1 ∩ Z2(S)) \ C0 and Q = C1U . By Lemma 4.2(i) and (ii), Q contains
Z2(S). Thus l ∈ Q \C0 and so [l, Q ] [Q , Q ]∩ T1 = C0∩ T1 < C0. It thus suﬃces to show that [l, Q ] =
C0. Let X =
(
1,
( 1 0
a 1
)
,0
)
and Y = (1, ( 1 0
0 1
)
,μxn−1 y
)
where a,μ ∈ k. Then [X, Y ] = (1, ( 1 0
0 1
)
,−aμxn).
Therefore, if l = c1u with c1 ∈ C1 \ C0 and u ∈ U , then [l,U ] = C0 and we are done, while if l ∈ C0U ,
then [l,C1] = C0 and we have the result in this case also. 
5. Exotic fusion systems
The remainder of the paper is devoted to the proofs of our two main theorems which are as
follows.
Theorem 5.1. Suppose that n  2, k is ﬁnite of odd characteristic and r divides (n + 2, |k∗|). Then either
F(r,n,k, R) is exotic or n = 2 and k = GF(3) or GF(5).
Theorem 5.2. Suppose that n  3, k is ﬁnite of characteristic at least 5 and r divides (n, |k∗|). Then
F(r,n,k, Q ) is exotic.
For a moment, we refer to the tuples (r,n,k, R) and (r,n,k, Q ) which appear in Theorem 4.9 as
admissible. Recall that if a tuple is admissible, then Theorem 4.9 says the corresponding fusion system
is saturated. The admissible tuples that are not covered by Theorems 5.1 and 5.2 are as follows. In
Theorem 5.1, if n = 1, then the admissible tuples are (r,1,k, R) where r divides (3, |k∗|). This gives
(1,1,k, R) with k arbitrary and (1,3,k, R) when 3 divides |k∗|. For n = 2 and k = GF(3), (4, |k∗|) = 2
and so we have admissible tuples (1,2,GF(3), R) and (2,2,GF(3), R). For k = GF(5), we get three
possible admissible tuples (1,2,GF(5), R), (2,2,GF(5), R) and (4,2,GF(5), R).
In Theorem 5.2, we have not considered admissible tuples with n = 2. For these tuples r divides
(n, |k∗|) = 2. Thus we have omitted (1,2,k, Q ) and (2,2,k, Q ) where here k can be any ﬁnite ﬁeld
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because we always require n p − 1. Before embarking on the proof of the main theorems we show
that the admissible tuples that are not included in the theorems actually are tuples coming from
fusion systems in groups.
Lemma 5.3.We have the following isomorphisms.
(i) F(1,1,k, R) is isomorphic to the fusion system FT (H) where H ∼= PGL3(k) and T ∈ Sylp(H).
(ii) When 3 divides |k∗|, F(3,1,k, R) is isomorphic to the fusion system FT (H) where H ∼= PSL3(k) and
T ∈ Sylp(H).
(iii) F(1,2,k, Q ) is isomorphic to the fusion system FT (H) where H ∼= PGSp4(k) and T ∈ Sylp(H).
(iv) F(2,2,k, Q ) is isomorphic to the fusion system FT (H) where H ∼= PSp4(k) and T ∈ Sylp(H).
(v) F(1,2,GF(3), R) is isomorphic to the fusion system FT (H) where H ∼= Sym(9) and T ∈ Sylp(H).
(vi) F(2,2,GF(3), R) is isomorphic to the fusion system FT (H) where H ∼= Alt(9) and T ∈ Sylp(H).
(vii) F (1,2,GF(5), R) is isomorphic to the fusion system FT (H) where H ∼= PSL5(24) : 4 and T ∈ Sylp(H).
(viii) F (2,2,GF(5), R) is isomorphic to the fusion system FT (H) where H ∼= PSL5(24) : 2 and T ∈ Sylp(H).
(ix) F (4,2,GF(5), R) is isomorphic to the fusion system FT (H) where H ∼= PSL5(24) and T ∈ Sylp(H).
Proof. The map ψR introduced just before Lemma 4.6 extends to an isomorphism between P (1,k)
and
{
X =
( x1 x2 x3
0 x4 x5
0 x6 x7
) ∣∣∣ X ∈ GL3(k)}
deﬁned as follows
(
θ,
(
a d
c b
)
, λx+ μy
)
→
⎛⎝ 1θ μθ λθ0 b c
0 d a
⎞⎠ .
Thus the amalgam F (1,1,k, R) has H = GL3(k) as a homomorphic image. Since fusion in H is con-
trolled by its parabolic subgroups [8, Corollary 3.1.6], (i) and (ii) follow from Theorem 3.1.
Similarly, the map ψQ extends to an isomorphism between P (2,k) and the parabolic subgroup⎧⎪⎨⎪⎩X =
⎛⎜⎝
x1 x2 x3 x4
x5 x6 x7 x8
0 0 x9 x10
0 0 x11 x12
⎞⎟⎠ ∣∣∣ X ∈ GSp4(k)
⎫⎪⎬⎪⎭
deﬁned by
(
θ,
(
a d
c b
)
, λx2 + μxy + ν y2
)
→
⎛⎜⎜⎝
b
θw
c
θw
μb
2θw − cνθw λbθw − cμ2θw
d
θw
a
θw
μd
2θw − νaθw λdθw − μa2θw
0 0 b c
0 0 d a
⎞⎟⎟⎠ ,
where w = ab − cd = det( a d
c b
)
. Therefore F (1,2,k, Q ) has H = GSp4(k) as a homomorphic image.
Since fusion in H is controlled by its parabolic subgroups [8, Corollary 3.1.6], (iii) and (iv) follow from
Theorem 3.1.
Parts (v) through (ix) are given in [4, Example 5.5]. 
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systems F(r,n,k, X), X ∈ {R, Q }, are not exotic, then they are the fusion system of some almost
simple group G . At this stage we apply the classiﬁcation of ﬁnite simple groups and check each of the
possibilities for G .
Deﬁnition 5.4. Let F be a fusion system over a ﬁnite p-group T and let Y be a subgroup of T . Then
Y is strongly closed in F if no element of Y is F -conjugate to an element of T \ Y .
Lemma 5.5. Suppose that F = F(r,n,k, X). If Z  S is non-trivial and strongly closed in F , then Z = S.
Proof. Suppose that Z is strongly closed in F . Then, in particular, Z is normal in S . Let Y = Z ∩ A.
Since A is normal in S and Z(S)  A, Y = 1 and Y is AutF (A) invariant as Z is strongly closed.
Since Y is normalized by AutF (A), Lemma 4.3 implies Z  A. But then X ∩ Z  X ∩ A must also be
normalized by AutF (X), and thus X  Z as AutF (A) acts irreducibly on X/X ′. Thus Z  AX = S and
the lemma is proved. 
Recall that G is an almost simple group if F ∗(G) is a non-abelian simple group.
Lemma 5.6. Suppose that F = F(r,n,k, X). If F is the fusion system of a ﬁnite group, then it is the fusion
system of an almost simple group G with G/G ′ a p′-group.
Proof. Suppose that G is a ﬁnite group of minimal order such that F ∼= FS(G). Since FS(G) ∼= F S¯ (G¯)
where G¯ = G/O p′ (G), the minimal choice of G means that O p′(G) = 1. Let K be a minimal normal
subgroup of G . Then p divides |K | and hence S∩K = 1. Since S∩K is strongly closed in F , Lemma 5.5
implies that S  K . Thus K = O p′ (G) and K is the unique minimal normal subgroup of G . Since S
is not abelian, K = S and hence K is a direct product of isomorphic non-abelian simple groups. If
K has more than one factor, then S factorizes as a direct product of non-trivial subgroups. Hence
Lemma 4.11 implies that K is a simple group and the uniqueness of K now implies the result. 
Our next lemma exploits Theorem 3.1.
Lemma 5.7. Let F = F(r,n,k, X) and suppose that S0  S is not F -conjugate to any subgroup of NS(X).
Then the following hold:
(i) AutF (S0) ∼= NP (S0)/CP (S0) and so is isomorphic to a section of P ; and
(ii) If S0  A then AutF (S0) has a normal Sylow p-subgroup and AutF (S0)/O p(AutF (S0)) is abelian. In
particular, AutF (S0) is soluble.
Proof. Let T X = NS(X). Since S0  T X and F = 〈FS (P ),FT X (P X )〉 by Theorem 3.1, we have that
AutF (S0) = AutFS (P )(S0) ∼= NP (S0)/CP (S0) and (i) holds.
Assume that S0  A. Then NP (S0) normalizes AS0 > A. Since P/A has strongly p-embedded sub-
groups, it follows that NP (S0) NP (S) and thus that (ii) holds. 
In the analysis of the simple groups we shall call on the following observation.
Lemma 5.8. Suppose that G is a ﬁnite group such thatFS (G) = F(r,n,k, X)where X ∈ {Q , R}. Then Z(X) ∈
Sylp(CG (X)).
Proof. Let W ∈ Sylp(CG (X)) and consider Y = W X . Since S ∈ Sylp(G), W X  Sw for some w ∈ G .
Assume that W  X and let M be a maximal order abelian subgroup of X . Then |M| = |k|2 and
as W  X , M < M0 where M0 is abelian. Suppose that M0  Aw . Then |M0 ∩ Aw | > |k|, and there
exists m ∈ M0 \ Aw which means that CAw (m) > CAw (Sw) and this contradicts Lemma 4.2(iii). Hence
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that Xw
−1  A. However, X is not conjugate to a subgroup of A because F = 〈FS (P ),FT X (P X )〉. This
contradiction shows W  X and thus W = Z(X) ∈ Sylp(CG(X)) as claimed. 
5.1. The fusion systems F(r,n,k, R) are exotic
Suppose that F = F(r,n,k, R) = FS(G) where G is an almost simple group with H = O p′ (G)
a simple group. Identify S and its subgroups with subgroups of H and note that, by Lemma 4.10,
AutG(A) ∼= AutF (A) contains a normal subgroup isomorphic to SL2(q) or PSL2(q) and AutG(R) ∼=
AutF (R) contains a normal subgroup isomorphic to SL2(q) where q = pa = |k|. Furthermore, assume
that n 2 and that F = F(r,2,GF(3), R) or F(r,2,GF(5), R).
Lemma 5.9. H is not an alternating group.
Proof. Assume that H ∼= Alt(m). Then, as p is odd, S  H has a unique maximal abelian subgroup A1
and it has order p[m/p] where [m/p] denotes the largest integer less that m/p (see [9, Satz 15.4]).
Hence Lemma 4.2(iv) implies that A1 = A. From Lemma 4.10, AutF (A) has a normal subgroup iso-
morphic to either PSL2(q) or SL2(q). On the other hand,
NG(A)/A ∼=
(((
(p − 1)[m/p]) : Sym([m/p])× Sym(m − [m/p])))∩ G,
so, as F = F(1,2,GF(3), R) or F(2,2,GF(3), R), we have a contradiction. 
Lemma 5.10. H is not a Lie type group deﬁned in characteristic p.
Proof. By the Borel–Tits Theorem [8, Theorem 3.1.3], there exists a parabolic subgroup Y of H such
that NH (R)  Y and R  O p(Y ). Because R is a Sylow p-subgroup of CG(R), Z(O p(Y ))  R . Since
NG(R) acts irreducibly on R and since Z(O p(Y )) is non-trivial and normalized by NG(R), we get
that R = Z(O p(Y )). But then Y  NH (R) from which we deduce that Y = NH (R) which contradicts
the fact that NH (R) does not contain a Sylow p-subgroup of H . Hence H is not a Lie type group in
characteristic p. 
We next consider the possibilities that H is a Lie type group deﬁned in characteristic r = p.
Lemma 5.11. H is not a Lie type group deﬁned in characteristic r = p.
Proof. Suppose that H is a simple Lie type group deﬁned over a ﬁeld with rb elements where r = p.
Let Hˆ be the universal version of H . (So Hˆ = SLn(q) if H = PSLn(q), etc.) Suppose that p does not
divide |Z(Hˆ)|. Then, by [8, Theorem 4.10.3(e)] applied to R , either p = 5 and H ∼= E8(rb), or p = 3 and
G is an exceptional group.
Suppose then that p = 5. Then H ∼= E8(ra). If 5 divides rb ± 1, then H contains a subgroup
(ra ± 1)8.W (E8) where W (E8) ∼= 2.O+8 (2) represents the Weyl group of type E8. So in this case we
see that there is an elementary abelian subgroup D of order 58 which admits a faithful action of
W (E8). Since the maximal 5-rank of any subgroup of E8(rb) is 8, Lemma 4.2(iv) implies A = D . But
then W (E8) should be a section of AutF (A) which it is not. Therefore 5 divides r2a + 1 and the 5-
rank of S is 4. Then H contains a subgroup (r2b+1)4.(21+4+ ◦ 4).Sym(6) [12, Table 5.2] and this also
contradicts the structure of AutF (A). Hence p = 5. Suppose that p = 3. Then by assumption we have
a > 1, A is elementary abelian of order 33a and is a Sylow 3-subgroup of its centralizer. Thus, by [8,
Theorem 4.10.3(a)], the untwisted Lie rank of H is at least 6 and a = 2. Hence H is of type 2E6(rb),
E6(rb), E7(rb) or E8(rb). Furthermore, we have that 3 divides rb ± 1. Since A is the unique abelian
subgroup of S of maximal rank, we now conclude that the Lie rank of H is equal to 6 and H is of
type either 2E6(rb) and 3 divides rb + 1 or E6(rb) and 3 divides rb − 1. But then |Z(Hˆ)| = 3 and we
have a contradiction to our initial assumption.
302 M. Clelland, C. Parker / Journal of Algebra 323 (2010) 287–304Suppose now that p divides |Z(Hˆ)|. Then H has type Am(rb) with p dividing (m, rb − 1), 2An(rb)
with p dividing (m, rb + 1), E6(rb) with p = 3 = (3, rb − 1) or 2E6(rb) with p = 3 = (3, rb + 1). In
each of these cases we have a non-trivial abelian p-subgroup which admits an action of W (G). This
subgroup must be A and this immediately rules out the exceptional group possibilities and also the
unitary and linear groups if m 7 (Sym(7) is not isomorphic to a section of PSL2(pa)). If m = 6, then,
as p divides m, p = 3 and we must have F ∗(AutG(A)) ∼= PSL2(9). Thus we see that Hˆ has a 3-local
subgroup 31+2+ : GL2(3) × 31+2+ : GL2(3) and this is of course impossible by Lemma 5.7(ii). If m = 5,
then pa = 5 and there is a subgroup 54 : Sym(5) in Hˆ which in H becomes 53 : Sym(5) and so this
case is ruled out by our hypothesis that (n,k) = (2,GF(5)). Finally if m = 3, we have p = 3 and this
contradicts (n,k) = (2,GF(3)). 
Lemma 5.12. H is not a sporadic simple group.
Proof. We freely use the results listed in [8, Table 5.3]. By using the supposition that (n,k) =
(2,GF(3)), we only have to consider the possibilities that p = 3, the ﬁve groups Co1, Ly, HN, B and
M for p = 5 and M for p = 7. For p = 7, and H = M, we have a non-abelian subgroup B = 71+4+
which has OutG(B) = (2.Alt(7) ◦ 6).2 and this violates the requirements of Lemma 5.7. For p = 5,
the pairs of candidates for H and 5-local subgroups with non-abelian 5-radicals (Co1,5
1+2+ .GL2(5)),
(Ly,51+4+ .(4 ◦ SL2(5)).2), (HN,51+4+ .21+4− .5.4), (B,51+4+ .(21+4− .Alt(5)).2) and (M,51+6+ .(4 ◦ 2.J2).2) ex-
hibit a contradiction to Lemma 5.7. Now suppose that p = 3. We require |S| = 33a+a with a > 1.
In particular, |S|  37. The following pairs (Suz,32+4.(SL2(3) ◦ Dih(8))), (Ly,32+4.(3 ◦ SL2(5)).2),
(Fi23,36.(2×Ω5(3))), (Fi′24,31+10+ .(U5(2).2)), (Th,39.GL2(3)), (B,31+8+ .(21+6− .O−6 (2))) of candidates for
H and 3-local subgroups provide a contradiction to Lemma 5.7.
We have convinced ourselves that H is not a sporadic simple group. 
Theorem 5.1 now follows by combining Lemmas 5.6, 5.9, 5.10, 5.11 and 5.12.
5.2. The fusion systems F(r,n,k, Q ) are exotic
Suppose that F = F(r,n,k, Q ) = FS(G) where G is an almost simple group with H = O p′ (G)
a simple group. Assume further that n  3. We continue the same notation as in the previous
subsection. We recall from Lemma 4.10 that AutG(Q ) contains a normal subgroup isomorphic to
P ′Q /Z(Q ) ∼= q2 : SL2(q).
Lemma 5.13. H is not an alternating group.
Proof. The proof is similar to that of Lemma 5.9. 
Lemma 5.14. H is not a Lie type group deﬁned in characteristic p.
Proof. By the Borel–Tits Theorem [8, Theorem 3.1.3], there exists a parabolic subgroup Y of H such
that NH (Q )  Y and Q  O p(Y ). Suppose that Q < O p(Y ). Then, because Z(Q ) ∈ Sylp(CG (Q )) by
Lemma 5.8, NO p(Y )(Q )CG(Q ) > Q CG(Q ). Since NO p(Y )(Q )CG (Q )  O p(NH (Q )/CH (Q )), we have a
contradiction to the structure of AutF (Q ). Hence Q = O p(Y ) is normal in a Sylow p-subgroup of H .
This means that n = 2, which is a contradiction. 
Lemma 5.15. H is not a Lie type group deﬁned in characteristic r = p.
Proof. Suppose that H is a simple Lie type group deﬁned over GF(rb) where r = p. Pick z ∈ Z(Q )#
and set C = CG(z). Then, by [8, Theorem 4.1.2] C contains a normal subgroup E0 which is a central
product of quasisimple groups E1, . . . , El each of which is a Lie type group deﬁned in characteristic
r and C/E0 is soluble. The subgroups Ei , 1 i  l, are called the Lie components of C . Assume that
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and note that E is normal in C . Thus Q normalizes E and, as Q = [Q ,CNH (Q )(Z(Q ))], C/E0 is
soluble and CNH (Q )(Z(Q )) is not soluble, we ﬁrst see that Q  E0 and then deduce that Q  E .
Since z ∈ Q ′ < Q  E there is at least one component, say E1, with |Z(E1)| divisible by p. As p  5,
[8, Theorem 2.2.9] implies that E1/Z(E1) has type Am(rc) where  = ± and that p divides (rc −
1,m + 1). For Y  H , we set SY = S ∩ Y . Then SE1 and SE are Sylow p-subgroups of E1 and E
respectively. Let M be the monomial subgroup of E1 chosen so that SE1  M . Since p divides m + 1
and p  5, SE1 is non-abelian of class at least 3. Hence there is an element s ∈ S ′E1 \ Z(SE1 ). Since
S ′E1  A and s /∈ Z(SE1 ), s ∈ A \ Z(S) and it follows from Lemma 4.2(iii), that CS (s) = A. In particular,
CS (s) is abelian. Assume that j > 1. Then, as s ∈ E1, SE2...E j  CS (s) and so SE2...E j is abelian. Because
E2 . . . E j is perfect, [8, Theorem 2.2.9] implies that Z(E2 . . . E j) has p′-order. Since SE1 is non-abelian,
S normalizes E1 and E2 . . . E j . Thus SE2...E j ∩ Z(S) > 1. On the other hand Q  SE and, as SE2...E j
is abelian, Z(S) = Q ′  E1. Thus Z(S) ∩ (E2 . . . E j)  E1 ∩ (E2 . . . E j)  Z(E2 . . . E j) which is a p′-
group. This contradiction shows that j = 1. Thus E = E1. If m  p2 − 1, then it is easy to calculate
in Am(rc) and 2Am(rc) that S ′E is non-abelian whereas we know S ′E  A. Thus m < p2 − 1. We now
calculate in the monomial subgroup M of E which contains SE . For ease of reference we note that
the facts that we require are explicitly stated in [8, Theorems 4.10.2 and 4.10.3]. Let D be the Sylow
p-subgroup of the diagonal subgroup of M . Then |D| = (pmt) where t is the power of p which divides
rc − 1 and, as p  5, D is the unique abelian subgroup of SE of rank m. In particular, as SE is
normal in S , D is normal in S . Therefore [A, D] A ∩ D  CA(D) and Lemma 4.2(iii) implies D = A.
Since D = CSE (D), D = SE ∩ A. Therefore, Z2(S) = Q ∩ A  M  D . Assume that D is conjugate in
NH (A) to a subgroup of Q . Then SD is conjugate to a subgroup or A ∩ Q = Z2(S)  A. Hence D =
Z2(S) Z2(SE ), which is not the case as p  5. Hence Lemma 5.7(i) implies M/CM(D) ∼= Sym(m+ 1)
is isomorphic to a section of SL2(q). Noting that p divides |Sym(m+ 1)| we apply Dickson’s Theorem
[9, Hauptsatz 8.27] to deduce that either m + 1 = p = 5 or q = 9 and m + 1 = 6. The latter case is
impossible for then p = 3. Thus p = 5. Since M and S centralize z and normalize A, the structure of
SL2(q) delivers a contradiction as the only proper overgroups of SCG (A)/CG(A) in AutG(A) are soluble
(see [9, Hauptsatz II 8.27]) and O p
′
(NH (A)) acts irreducibly on A by Lemma 4.3. 
Lemma 5.16. H is not a sporadic simple group.
Proof. Again we use the results listed in [8, Table 5.3]. Suppose that H is a sporadic simple group.
Then |S|  q5  p5 and p  5. Thus the only pairs (H, p) which we have to consider in any detail
are: (HN,5), (B,5), (M,5) and (M,7). In the ﬁrst two cases, we have that |S| = 56 and so, as |A| q4,
we infer that q = 5 and that |A| = 55. This is a contradiction as the 5-rank of HN and B is 3 [8,
Table 5.6.1]. In the case of (M,5), |S| = 59. Hence, as q6  |S|  q5 is a power of q, we obtain a
contradiction. Finally then we consider (M,7). Since the 7-rank of M is 3, we have a contradiction.
Once again, we have convinced ourselves that H is not a sporadic simple group. 
Theorem 5.2 now follows by combining Lemmas 5.6, 5.13, 5.14, 5.15 and 5.16.
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