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RESUMO
CORDEIRO, Jelson Andre. META-HEURI´STICAS APLICADAS AO PROBLEMA DE
PROJEC¸A˜O DO PREC¸O DE AC¸O˜ES NA BOLSA DE VALORES. 78 f. Dissertac¸a˜o de
Mestrado – Programa de Po´s-graduac¸a˜o em Computac¸a˜o Aplicada, Universidade Tecnolo´gica
Federal do Parana´. Curitiba, 2013.
A projec¸a˜o do prec¸o de ac¸o˜es na bolsa de valores e´ um campo atraente para a investigac¸a˜o
devido a`s suas aplicac¸o˜es comerciais e os benefı´cios financeiros oferecidos. O objetivo deste
trabalho e´ analisar o desempenho de dois algoritmos meta-heurı´sticos, o Algoritmo do Morcego
e o Algoritmo Gene´tico, para o problema de projec¸a˜o do prec¸o de ac¸o˜es. Os indivı´duos da
populac¸a˜o dos algoritmos foram modelados utilizando os paraˆmetros de 7 indicadores te´cnicos.
O lucro final ao fim de um perı´odo e´ maximizado atrave´s da escolha do momento adequado para
compra e venda de ac¸o˜es. Para avaliar a metodologia proposta foram realizados experimentos
utilizando dados histo´ricos reais (2006-2012) de 92 ac¸o˜es listadas na bolsa de valores do Brasil.
A validac¸a˜o cruzada foi aplicada nos experimentos para evitar o overfiting, utilizando 3 perı´odos
para treinamento e 4 para teste. Os resultados dos algoritmos foram comparados entre si e
com o indicador de desempenho Buy and Hold (B&H). Para 91,30% das ac¸o˜es os algoritmos
obtiveram lucro superior ao B&H, sendo que em 79,35% delas o Algoritmo do Morcego teve o
melhor desempenho, enquanto que para 11,95% das ac¸o˜es o Algoritmo Gene´tico foi melhor.
Os resultados alcanc¸ados indicam que e´ promissora a aplicac¸a˜o de meta-heurı´sticas com a
modelagem proposta para o problema de projec¸a˜o do prec¸o de ac¸o˜es na bolsa de valores.
Palavras-chave: Bat Algoritm, Algoritmo Gene´tico, Projec¸a˜o de Mercado, Bolsa de Valores
ABSTRACT
CORDEIRO, Jelson Andre. META-HEURISTICS APPLIED TO THE PROBLEM OF STOCK
PRICES PREDICTION IN THE STOCK EXCHANGE . 78 f. Dissertac¸a˜o de Mestrado –
Programa de Po´s-graduac¸a˜o em Computac¸a˜o Aplicada, Universidade Tecnolo´gica Federal do
Parana´. Curitiba, 2013.
The stock prices prediction in the stock exchange is an attractive field for research due to its
commercial applications and financial benefits offered. The objective of this work is to analyze
the performance of two meta-heuristic algorithms, Bat Algorithm and Genetic Algorithm to
the problem of stock prices prediction. The individuals in the population of the algorithms
were modeled using 7 technical indicators. The profit at the end of a period is maximized
by choosing the right time to buy and sell stocks. To evaluate the proposed methodology,
experiments were performed using real historical data (2006-2012) of 92 stocks listed on the
stock exchange in Brazil. Cross-validation was applied in the experiments to avoid the overfiting
using 3 periods for training and 4 for testing. The results of the algorithms were compared
among them and also the performance indicator Buy and Hold (B&H). For 91.30% of the stocks,
the algorithms obtained profit higher than the B&H, and in 79.35% of them Bat Algorithm had
the best performance, while for 11.95% of the stocks Genetic Algorithm was better. The results
indicate that it is promising to apply meta-heuristics with the proposed model to the problem of
stock prices prediction in the stock exchange.
Keywords: Bat algorithm, Genetic Algorithm, Market Prediction, Stock Exchange
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71 INTRODUC¸A˜O
A projec¸a˜o do prec¸o de ac¸o˜es e´ um campo atraente para a investigac¸a˜o devido a`s suas
aplicac¸o˜es comerciais e aos possı´veis benefı´cios financeiros. Bachelier (1900) mostrou pela
primeira vez o conceito de que os mercados de ac¸o˜es seguem a Hipo´tese do Passeio Aleato´rio
(HPA) (FAMA, 1965; ALEXANDER, 1961; COOTNER, 1964), ou seja, a probabilidade dos
prec¸os subirem ou caı´rem e´ de 50%. A HPA durou anos ate´ que Lo e MacKinlay (1988)
demostraram matematicamente a na˜o aleatoriedade do mercado de ac¸o˜es. Com este trabalho,
abriu-se a possibilidade de estabelecer projec¸o˜es dos prec¸os das ac¸o˜es (KIRKPATRICK;
DAHLQUIST, 2011).
Mesmo depois de outros trabalhos mostrando que a HPA (KAVUSSANOS;
DOCKERY, 2001; KC, 1992; GALLAGHER; TAYLOR, 2002) na˜o e´ va´lida, alguns autores
(FAMA, 1970; MARKOWITZ, 1952), ainda na˜o aceitavam a possibilidade de projetar os prec¸os
futuros e defendiam outra hipo´tese, a Hipo´tese do Mercado Eficiente (HME).
A HME requer que os prec¸os das ac¸o˜es negociadas reflitam instantaneamente e
racionalmente todas as informac¸o˜es, pu´blicas ou privadas, pois os investidores sempre desejam
maximizar os seus lucros e, como todos teˆm as mesmas informac¸o˜es e as interpretam da mesma
forma, as cotac¸o˜es estara˜o em seu valor justo. Logo, seria impossı´vel projetar a direc¸a˜o e
intensidade dos movimentos futuros dos prec¸os (KIRKPATRICK; DAHLQUIST, 2011).
Somente com o trabalho publicado por Grossman e Stiglitz (1980), ganhador do
preˆmio Nobel de Economia, onde foram mostradas evideˆncias empı´ricas que as reac¸o˜es com
novas informac¸o˜es na˜o ocorrem de imediato, a HME foi refutada e defensores (FAMA, 1991)
da HME passaram a aceitar a possibilidade de projec¸a˜o futura dos prec¸os.
Duas te´cnicas conhecidas na literatura sa˜o utilizadas para realizar a projec¸a˜o do prec¸o
de ac¸o˜es. A primeira e´ a Ana´lise Fundamentalista (GRAHAM, 2007), onde as deciso˜es de
compra e venda se baseiam nas informac¸o˜es histo´ricas conta´beis e financeiras da empresa. A
segunda te´cnica utilizada, e adotada neste trabalho, e´ a Ana´lise Te´cnica (KAUR; MANGAT,
2012; MURPHY, 1986; NORONHA, 2006; KIRKPATRICK; DAHLQUIST, 2011), que utiliza
8a ana´lise baseada nos prec¸os passados para projetar prec¸os futuros atrave´s de equac¸o˜es
matema´ticas conhecidas como indicadores te´cnicos (BO; KHALED, 2007). Park e Irwin (2004)
revisaram 92 trabalhos acadeˆmicos que testavam a rentabilidade das estrate´gias baseadas em
Ana´lise Te´cnica, e 70,63% dos trabalhos concluı´ram que e´ possı´vel obter rentabilidade positiva
com este tipo de ana´lise.
1.1 MOTIVAC¸A˜O
Existem dois tipos de investidores no mercado de ac¸o˜es. Primeiro, os investidores
passivos, que acreditam que os prec¸os do mercado tendem, sempre, a` melhor estimativa real do
valor da empresa, e que qualquer tentativa de se aproveitar das distorc¸o˜es do mercado custara´
a ele mais do que os lucros excedentes auferidos. Este tipo de investidor segue a filosofia do
Buy and Hold (B&H) (CORREIA, 2009). O desejo do investidor passivo e´ comprar ac¸o˜es de
empresas so´lidas e que sejam bem administradas e na˜o se interessa pelas movimentac¸o˜es de
prec¸o no curto prazo. O segundo tipo e´ o investidor ativo, mais conhecido como especulador,
que se preocupa com a rentabilidade total que a ac¸a˜o lhe proporcionara´ no decorrer do tempo
com a variac¸a˜o das cotac¸o˜es. Suas operac¸o˜es podem durar de segundos ate´ meses. Para este tipo
de investidor toda a informac¸a˜o esta´ embutida no prec¸o: macroeconomia, conjuntura setorial,
balanc¸o de empresas, fatores polı´ticos etc. Para este investidor e´ importante conhecer como os
prec¸os se movem, pois o que importa mesmo e´ saber quando comprar ou vender, sem precisar
entender o motivo da alta ou da baixa (MATSURA, 2007).
Para Aleen (1972), muitas pessoas confundem especulador com jogador. O jogador
utiliza a adivinhac¸a˜o e a esperanc¸a, enquanto que o especulador profissional estuda cada
movimento e baseia seu julgamento em informac¸o˜es que ele acredita serem confia´veis. O
especulador visa obter ganhos com a variac¸a˜o de prec¸o em aplicac¸o˜es nos tı´tulos de renda
varia´vel, se preocupa em auferir lucros maiores que um investidor passivo conseguiria com
B&H, correndo o menor risco possı´vel. Portanto, o especulador na˜o acredita que o mercado e´
eficiente, e pode, analisando o prec¸o das ac¸o˜es, acompanhando as demonstrac¸o˜es das empresas
e as notı´cias pu´blicas ou privadas, obter lucros em suas operac¸o˜es ao longo dos anos. Graham
(2007), criador da estrate´gia de investimento em ac¸o˜es baseado na avaliac¸a˜o de empresas e
mentor de brilhantes investidores como Warren Buffet (BUFFETT; CLARK, 2007), comenta
que a especulac¸a˜o e´ necessa´ria e inevita´vel.
Segundo Granville (1976), operadores e investidores enfrentam mais problemas e
tomam deciso˜es erradas por seguirem notı´cias, mais do que por qualquer outra raza˜o. Para
o mesmo autor, notı´cias induzem ao erro, fazendo vender ac¸o˜es quando investidores mais
9experientes desejam comprar e fazendo comprar ac¸o˜es quando os mais experientes desejam
vender.
Muitos sa˜o os instrumentos possı´veis de se utilizar para encontrar o momento de
comprar ou vender uma ac¸a˜o. Segundo Aleen (1972), os investidores utilizam a Ana´lise
Fundamentalista e/ou a Ana´lise Te´cnica. Para Kirkpatrick e Dahlquist (2011), a Ana´lise Te´cnica
na˜o preveˆ o futuro e o prec¸o de uma ac¸a˜o pode mudar de direc¸a˜o sem dar sinal. Para diversos
autores (ALEEN, 1972; ELDER, 2004b, 2004a, 2009; MATSURA, 2007; MALHEIROS, 2008;
XAVIER, 2009; CORREIA, 2009; MURPHY, 1986) a Ana´lise Te´cnica e´ complexa e esta´ em
expansa˜o. E com a globalizac¸a˜o dos mercados, criac¸a˜o de novas ac¸o˜es e o crescente poder de
processamento dos computadores, esta˜o surgindo novas oportunidades nesta a´rea. Devido a`s
inu´meras combinac¸o˜es possı´veis entre os indicadores da Ana´lise Te´cnica e seus paraˆmetros,
a quantidade de soluc¸o˜es possı´vel para o problema de projec¸a˜o do prec¸o de ac¸o˜es cresce
exponencialmente conforme aumenta o nu´mero de varia´veis, tornando o problema intrata´vel
com me´todos comuns de computac¸a˜o (PARDO, 1992; LAM et al., 2002), justificando o uso de
meta-heurı´sticas.
A contribuic¸a˜o deste trabalho e´ a aplicac¸a˜o do Bat Algorithm (BA) (YANG, 2010b) e
o Algoritmo Gene´tico (AG) (HOLLAND, 1975) em um problema pouco explorado na a´rea de
Computac¸a˜o Evoluciona´ria (CE), o problema de projec¸a˜o do prec¸o de ac¸o˜es na bolsa de valores.
O BA e´ um me´todo bastante recente em comparac¸a˜o com outros me´todos de otimizac¸a˜o da
a´rea de CE. Desta forma, a literatura e´ muito escassa a respeito do me´todo, principalmente
para aplicac¸o˜es, na˜o sendo encontrado nenhum trabalho onde o BA foi aplicado no problema
de projec¸a˜o do prec¸o de ac¸o˜es. O trabalho se concentrara´ em Ana´lise Te´cnica, me´todos
de otimizac¸a˜o, comparac¸a˜o de modelos e medidas utilizadas para avaliac¸a˜o de desempenho.
Devido ao movimento das ac¸o˜es na˜o ser linear e sujeito a muitos fatores internos e externos, que
representam um grande desafio para os investidores que tentam projeta´-los, sera´ desenvolvida
uma metodologia para suporte a` decisa˜o de compra e venda de ac¸o˜es visando maximizar o lucro
auferido num perı´odo. Portanto, para resolver este tipo de problema do mercado de ac¸o˜es os
objetivos gerais e especı´ficos sa˜o descritos a seguir.
1.2 OBJETIVOS
O objetivo geral desta dissertac¸a˜o e´ analisar o comportamento de dois algoritmos meta-
heurı´sticos aplicados ao problema de projec¸a˜o do prec¸o de ac¸o˜es na Bolsa de Valores do Brasil,
visando maximizar o lucro final com a compra e venda de ac¸o˜es.
10
Os objetivos especı´ficos sa˜o:
1. Definir a quantidade e os tipos de indicadores te´cnicos que sera˜o utilizados;
2. Definir uma metodologia para modelagem do problema e aplicac¸a˜o dos algoritmos meta-
heurı´sticos: AG e BA, incluindo: uma forma de codificac¸a˜o dos indivı´duos, o tratamento
das restric¸o˜es do problema e o procedimento de ca´lculo da func¸a˜o de fitness;
3. Avaliar o desempenho dos algoritmos com experimentos utilizando prec¸os histo´ricos das
ac¸o˜es da Bolsa de Valores, Mercadorias e Futuros de Sa˜o Paulo (BM&FBovespa), no
perı´odo de 2006-2012 e comparar com a metodologia B&H;
4. Fazer uma ana´lise estatı´stica apropriada dos resultados comparativos.
1.3 ESTRUTURA DO DOCUMENTO
Esta dissertac¸a˜o esta´ organizada da seguinte forma: no Capı´tulo 2 e´ apresentada a
fundamentac¸a˜o teo´rica, ou seja, uma pesquisa dos temas envolvidos e trabalhos realizados
sobre o problema de projec¸a˜o do prec¸o de ac¸o˜es. No Capı´tulo 3 e´ apresentada a aplicac¸a˜o
dos algoritmos no problema de projec¸a˜o do prec¸o de ac¸o˜es. No Capı´tulo 4 sa˜o apresentados
e analisados os resultados obtidos. No Capı´tulo 5 e´ apresentada a conclusa˜o e sugesto˜es de
trabalhos futuros.
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2 FUNDAMENTAC¸A˜O TEO´RICA
O presente capı´tulo apresenta a revisa˜o bibliogra´fica que fundamentara´ o
desenvolvimento deste trabalho. A Sec¸a˜o 2.1 apresenta os conceitos de mercado de ac¸o˜es.
A Sec¸a˜o 2.2 os algoritmos que sera˜o utilizado e a Sec¸a˜o 2.3 apresenta os trabalhos correlatos
para o problema de projec¸a˜o do prec¸o de ac¸o˜es na bolsa de valores.
2.1 MERCADO DE AC¸O˜ES
A finalidade deste capı´tulo e´ dar uma visa˜o geral dos valores mobilia´rios e onde se
encontra o mercado de ac¸o˜es neste contexto. Ale´m disto, sera´ descrito o tipo de ana´lise
do mercado de ac¸o˜es que sera´ utilizado neste trabalho: a Ana´lise Te´cnica, que estuda o
comportamento dos prec¸os para projetar a direc¸a˜o dos prec¸os.
2.1.1 VALORES MOBILIA´RIOS
Segundo Elton et al. (2010), valores mobilia´rios sa˜o tı´tulos como um contrato legal
representando o direito de receber benefı´cios futuros de acordo com um conjunto explı´cito de
condic¸o˜es. Existe um grande nu´mero de instrumentos financeiros que permite um investidor
adquirir tı´tulos mobilia´rios, e o escopo deste trabalho sera´ os de instrumentos de participac¸a˜o
aciona´ria, destacado na Figura 1.
Um investidor pode optar por comprar diretamente algum dos muitos tı´tulos
mobilia´rios, transac¸a˜o conhecida como investimento direto, ou investir em um intermedia´rio
(investimento indireto), que reu´ne em um pacote um conjunto de investimentos diretos e depois
vende participac¸o˜es aciona´rias para os clientes. O investimento direto pode ser classificado
em derivativos, assim chamado porque o rendimento depende do prec¸o dos ativos principais
(exemplo: opc¸o˜es de ac¸o˜es) e instrumentos de mercado moneta´rio. Instrumentos de mercado
moneta´rio sa˜o tı´tulos de dı´vida vendidos por governos, instituic¸o˜es financeiras e corporac¸o˜es
(ELTON et al., 2010). Instrumentos de renda fixa teˆm um pagamento de rendimento e datas
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especı´ficas. Este tipo de tı´tulo varia segundo o retorno prometido em virtude de diferenc¸as,
como a maturidade do tı´tulo, credibilidade do emissor e os impostos que incidem sobre os
mesmos. Instrumentos de participac¸a˜o aciona´ria sa˜o tı´tulos, onde na˜o e´ conhecido previamente
o rendimento que podera´ ser obtido. Estes tı´tulos sa˜o negociados em mercados organizados,
conhecidos como bolsa de valores.
Figura 1: Instrumentos financeiros. Figura adaptada de (ELTON et al., 2010)
Os mercados sa˜o classificados em prima´rios e secunda´rios (ELTON et al., 2010).
Mercados prima´rios sa˜o mercados de tı´tulos e ac¸o˜es em que novas emisso˜es sa˜o vendidas
inicialmente e proporcionam um fluxo de caixa direto a` entidade emissora. Estes tipos de tı´tulos
sa˜o vendidos usando os servic¸os de um banco de investimento. Estas emisso˜es podem ser de
dois tipos: emisso˜es de companhias estabelecidas que ja´ tenham ac¸o˜es negociadas em bolsa,
ou emisso˜es de companhias que ainda na˜o tem ac¸o˜es em poder do pu´blico, chamada de Oferta
Pu´blica de Ac¸o˜es (OPA). No mercado secunda´rio e´ onde as ac¸o˜es sa˜o negociadas ao pu´blico em
geral atrave´s de bolsas de valores organizadas seguindo a lei da oferta e da procura. No Brasil,
atualmente, a principal bolsa de valores e´ a BM&FBovespa.
2.1.2 ANA´LISE TE´CNICA
Os analistas do mercado, usualmente, procuram encontrar o timing do mercado, ou
seja, encontrar estrate´gias de compra e venda de ativos com o propo´sito de maximizar seus
lucros. De acordo com Elder (2004b, 2004a, 2009) e Debastiani (2008) existem duas grandes
escolas de ana´lise do mercado financeiro com princı´pios bem diferentes.
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A primeira e´ a Ana´lise Fundamentalista, onde as deciso˜es de compra e venda
se baseiam nas informac¸o˜es histo´ricas conta´beis e financeiras das empresas, verificando
principalmente os balanc¸os disponibilizados publicamente pelas mesmas. O segundo tipo de
estudo e´ a Ana´lise Te´cnica que se concentra no acompanhamento direto do comportamento do
prec¸o da ac¸a˜o e do seu volume negociado na bolsa de valores, utilizando modelos matema´ticos
e estatı´sticos, chamados de indicadores.
Em um estudo sobre investidores, Taylor e Allen (1992) constataram que 90% dos
investidores utilizam a Ana´lise Te´cnica, e 60% do mesmos consideram as informac¸o˜es da
Ana´lise Te´cnica a mais importante para decidir o melhor momento de compra e venda.
A Ana´lise Te´cnica e´ uma metodologia de avaliac¸a˜o do que pode ocorrer com as
cotac¸o˜es de um ativo no futuro, que se baseia unicamente nos prec¸os passados dos ativos. A
Ana´lise Te´cnica iniciou com a Teoria de Dow (HAMILTON, 1922) que possui treˆs premissas:
• “O mercado desconta tudo”: Tudo que possa afetar os prec¸os, como os fundamentos,
polı´tica, psicologia, informac¸o˜es internas das empresas e outras informac¸o˜es, esta´
refletido nos prec¸os dos ativos. A Figura 2 mostra um exemplo da premissa 1 em uma
ac¸a˜o qualquer. Em novembro de 2007, foi publicada uma notı´cia de grande impacto para
a empresa. Os prec¸os subiram 47% em alguns dias refletindo as informac¸o˜es contidas na
notı´cia;
Figura 2: Exemplo da premissa 1 da Teoria de Dow
• “Os prec¸os se movem em tendeˆncias”: Esta premissa e´ essencial, pois ela contraria a
teoria da HPA e afirma que ha´ uma diferenc¸a probabilı´stica dos prec¸os de um ativo
subirem/caı´rem. A Figura 3 mostra um exemplo da premissa 2. As linhas destacadas
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representam as tendeˆncias de alta (linhas ascendentes) e tendeˆncias de baixa (linhas
descendentes);
Figura 3: Exemplo da premissa 2 da Teoria de Dow
• “A histo´ria se repete”: Nos prec¸os esta´ refletida a psicologia humana e estes costumam
reagir, na maioria das vezes, da mesma forma, a estı´mulos semelhantes. A Figura 3
mostra um exemplo da premissa 3. A compra no ponto 1 apresentou um prejuı´zo de 50%
em 15 dias. No ponto 2 ocorreu a venda das ac¸o˜es e a lei da oferta e procura diminuiu
o prec¸o das ac¸o˜es. Os possı´veis investidores que venderam no ponto 2 para recuperar os
prejuı´zos, estavam com o valor pago pela ac¸a˜o no ponto 1 na memo´ria.
Figura 4: Exemplo da premissa 3 da Teoria de Dow
Desde a Teoria de Dow no final de 1800, a Ana´lise Te´cnica tem sido amplamente
utilizada pelos participantes do mercado, tais como corretores, intermedia´rios, gerentes de
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fundos, especuladores e investidores individuais no setor financeiro (MURPHY, 1986).
Para Noronha (2006), a Ana´lise Te´cnica “busca, atrave´s de estudo de registros gra´ficos
multiformes, associados a` formulac¸o˜es matema´tico-estatı´sticas incidentes a prec¸os e volumes,
proporcionar condic¸o˜es para que se possa projetar o futuro caminho dos prec¸os, dentro de uma
lo´gica de maiores probabilidades”. Segundo Murphy (1986), a Ana´lise Te´cnica e´ “o estudo
da ac¸a˜o do mercado, principalmente pela utilizac¸a˜o de gra´ficos, para descobrir a tendeˆncia
futura dos prec¸os”. Para Granville (1976), a Ana´lise Te´cnica e´ a “linguagem do mercado”. E´
a arte de rastrear o mercado, seguindo os passos do “dinheiro esperto na multida˜o”. A Ana´lise
Te´cnica admite que todas as informac¸o˜es relevantes a uma determinada ac¸a˜o esta˜o refletidas
no seu prec¸o e no volume negociado (MARTINS, 2011; CORREIA, 2009; MATSURA, 2007).
Logo, o analista te´cnico preocupa-se com o movimento dos prec¸os e na˜o com a sua causa. Para
Matthew (2003) a Ana´lise Te´cnica e´ uma ampla colec¸a˜o de me´todos e estrate´gias que tentam
projetar prec¸os futuros com base em prec¸os passados ou outras estatı´sticas de mercado.
Com a criac¸a˜o dos primeiros indicadores por Wilder (1978) e com o advento dos
computadores pessoais a Ana´lise Te´cnica se tornou mais popular. Os indicadores utilizados na
Ana´lise Te´cnica sa˜o construı´dos sobre informac¸o˜es oriundas da evoluc¸a˜o do mercado ao longo
do tempo, como prec¸os e volume de nego´cios. Assim, munido destes indicadores, o investidor
pode planejar seus nego´cios, estimando quais ac¸o˜es tendem a` valorizac¸a˜o ou a` desvalorizac¸a˜o,
comprando umas e vendendo outras. Os indicadores sa˜o equac¸o˜es matema´ticas/estatı´sticas
com n varia´veis, criadas principalmente por especialistas da a´rea de economia, objetivando
auxiliar na previsa˜o do mercado. Estes indicadores se popularizaram com os avanc¸os de
te´cnicas de computac¸a˜o (ATSALAKIS; VALAVANIS, 2009). Os indicadores podem ajudar
na identificac¸a˜o das tendeˆncias e dos seus pontos de reversa˜o, que sa˜o pontos onde indicam o
inı´cio ou fim de uma tendeˆncia.
Os indicadores sa˜o divididos em dois grupos: os rastreadores de tendeˆncia e
os osciladores. Os rastreadores funcionam melhor quando o mercado esta´ se movendo
numa direc¸a˜o, pore´m fornecem sinais de compra e venda ruins quando o mercado esta´
lateral, sem tendeˆncia definida. Os osciladores fornecem sinais precisos para mercados sem
tendeˆncia, pore´m fornecem muitos sinais falsos quando o mercado tem uma tendeˆncia definida
(MURPHY, 1986; NORONHA, 2006; KIRKPATRICK; DAHLQUIST, 2011; ELDER, 2004b).
Segundo Murphy (1986) e Noronha (2006), os indicadores na˜o devem ser vistos
isoladamente, porque, deste modo, dificilmente funcionara˜o. Ainda, segundo os mesmos
autores, e´ necessa´rio conseguir, das diferentes combinac¸o˜es possı´veis, uma estrate´gia para
aumentar a probabilidade de sucesso. Dempster e Jones (2001), demostraram que os resultados
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sera˜o ruins se utilizarem os indicadores individualmente de forma sistema´tica.
2.2 ME´TODOS COMPUTACIONAIS E OTIMIZAC¸A˜O
Esta sec¸a˜o mostra os algoritmos meta-heurı´sticos (LOPES et al., 2013) que sera˜o
utilizados neste trabalho. Estes algoritmos esta˜o em praticamente todas as a´reas de cieˆncias,
engenharias e indu´strias onde e´ necessa´rio encontrar uma soluc¸a˜o aceita´vel para um problema
que na˜o possa ser resolvido em tempo polinomial. Tais problemas podem ser na˜o lineares
e podem possuir mu´ltiplas restric¸o˜es dificultando a busca por uma soluc¸a˜o aceita´vel. A na˜o
linearidade da func¸a˜o objetivo torna o espac¸o de busca multimodal e as restric¸o˜es tornam a
busca da soluc¸a˜o no espac¸o mais complicadas (YANG; KARAMANOGLU, 2013). Em geral,
tais algoritmos na˜o garantem encontrar a soluc¸a˜o o´tima, pore´m, podem obter uma boa soluc¸a˜o
para determinado problema em um tempo aceita´vel.
Muitas aplicac¸o˜es desafiadoras na cieˆncia e na indu´stria podem ser formuladas como
problemas de otimizac¸a˜o. A otimizac¸a˜o pode ocorrer na minimizac¸a˜o do tempo, custo, risco,
maximizac¸a˜o do lucro, qualidade e eficieˆncia. Um grande nu´mero de problemas de otimizac¸a˜o
da vida real sa˜o complexos e difı´ceis de resolver, na˜o sendo solucionados de maneira exata
dentro de um perı´odo razoa´vel de tempo. Para resolver estes problema sa˜o utilizados os
algoritmos heurı´sticos e meta-heurı´sticos (TALBI, 2009).
Algoritmos heurı´sticos sa˜o especı´ficos para determinados problemas. Os algoritmos
meta-heurı´sticos sa˜o aplica´veis a uma grande variedade de problemas de otimizac¸a˜o, sendo
facilmente adapta´veis. Os algoritmos meta-heurı´sticos exploram o espac¸o de busca de forma
eficiente, mesmo sendo muito grande, controlando a diversificac¸a˜o e intensificac¸a˜o. O processo
de diversificac¸a˜o, conhecido tambe´m como busca global, permite que o algoritmo na˜o fique
preso em um ponto de ma´ximo ou mı´nimo local. Nesta etapa o algoritmo percorre a vasta
extensa˜o do espac¸o de busca. No processo de intensificac¸a˜o, conhecido tambe´m como busca
local, o algoritmo busca melhorar a soluc¸a˜o realizando uma busca limitada a uma determinada
regia˜o, com “passos pequenos”. Para cada algoritmo meta-heurı´stico existe um controle
exclusivo do processo de intensificac¸a˜o e diversificac¸a˜o, como, por exemplo, no AG, onde a
diversificac¸a˜o e´ controlada pela mutac¸a˜o (ver sec¸a˜o 2.2.2) e a intensificac¸a˜o pelo crossover.
Ao longo das u´ltimas de´cadas, diversos algoritmos meta-heurı´sticos foram criados e
estes podem ser classificados de diferentes formas. Este trabalho, focara´ nos algoritmos de
enxame (KRAUSE et al., 2013a) e Algoritmos Evoluciona´rios (AE), mais especificamente o
BA e AG respectivamente.
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2.2.1 BAT ALGORITM
O BA e´ um me´todo bastante recente em comparac¸a˜o com outros me´todos de
otimizac¸a˜o da a´rea de computac¸a˜o evoluciona´ria. Desta forma, a literatura e´ muito escassa
a respeito deste me´todo, com poucas aplicac¸o˜es encontradas na literatura. Cordeiro et al.
(2012) aplicaram o BA a problemas de otimizac¸a˜o de func¸o˜es matema´ticas, e posteriormente
ao problema do dobramento de proteı´na (PARPINELLI et al., 2013) e ao problema da Mochila
Multidimensional (KRAUSE et al., 2013b), e Nakamura et al. (2012) aplicaram o BA no
problema bina´rio de selec¸a˜o de recursos.
A natureza, e em especial certos comportamentos animais, tem sido uma fonte
inesgota´vel de inspirac¸a˜o para engenheiros e cientistas da computac¸a˜o. Muitos algoritmos
de enxame, por exemplo, o Particle Swarm Optimization (PSO) (Otimizac¸a˜o por Exame de
Partı´culas) (KENNEDY; EBERHART, 1995) e Artificial Bee Colony (ABC) (Coloˆnia Artificial
de Abelhas) (KARABOGA; AKAY, 2009), sa˜o utilizados para a busca de soluc¸o˜es para os
mais diversos problemas do mundo real (PARPINELLI; LOPES, 2011). Um dos mais recentes,
o BA (YANG, 2010b), foi inspirado na eco-localizac¸a˜o desempenhada pelos morcegos durante
seu voˆo.
Os morcegos utilizam esta func¸a˜o tanto para detectar presas, quanto para evitar
obsta´culos. A eco-localizac¸a˜o se baseia na emissa˜o de ondas ultrassoˆnicas e a correspondente
medic¸a˜o do tempo gasto para estas ondas voltarem a` fonte, apo´s serem refletidas no alvo (presa
ou obsta´culo). A taxa de pulso (r) e amplitude (A) dos sons emitidos pelos morcegos variam
com a estrate´gia de cac¸a. Na fase de busca, a taxa de pulso e´ baixa e a amplitude e´ alta. Quando
identificada uma presa, a taxa de pulso e´ acelerada e a amplitude e´ diminuı´da para evitar a perda
da presa.
A Figura 5 mostra o fluxograma do BA e, posteriormente, o Algoritmo 1 apresenta
em detalhes o pseudoco´digo. No modelo computacional correspondente, o BA, cada morcego
representa uma possı´vel soluc¸a˜o para o problema, codificado sob a forma de um vetor. Uma
populac¸a˜o de morcegos se move continuamente no espac¸o de busca do problema, atualizando a
frequeˆncia, velocidade e posic¸a˜o de cada elemento de modo a buscar uma boa soluc¸a˜o para
o problema. A cada nova iterac¸a˜o, cada morcego e´ atualizado seguindo a melhor soluc¸a˜o
encontrada pela populac¸a˜o. Ale´m da atualizac¸a˜o da posic¸a˜o, existe o controle de explorac¸a˜o
e intensificac¸a˜o, como nos outros algoritmos de computac¸a˜o evoluciona´ria. Isto e´ realizado,
respectivamente, pela variac¸a˜o da amplitude e da taxa de pulso.
Embora o pseudoco´digo do BA tenha sido disponibilizado pelo seu criador (YANG,
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Figura 5: Fluxograma do BA
2010b, 2010a), muitos detalhes para a implementac¸a˜o sa˜o omitidos. Cordeiro et al. (2012)
formalizaram o pseudoco´digo que e´ mostrado no Algoritmo 1, cuja explicac¸a˜o detalhada
encontra-se na sequeˆncia.
Primeiramente, no instante t = 0, todos os n morcegos~xi (i = 1, . . . ,n) sa˜o inicializados
com: taxa de pulso ri = 0, velocidade ~vi = 0, amplitude Ai = 1, frequeˆncia ~fi = 0, ~fmin e ~fmax
com os limites inferiores e superiores respectivamente de cada varia´vel do problema e posic¸a˜o~xi
com valores aleato´rios (linha 2). O ciclo principal representa a evoluc¸a˜o da populac¸a˜o no tempo
(linhas 5-21). O primeiro passo no interior do ciclo e´ atualizar a posic¸a˜o tempora´ria ~xtemp ate´
ser aceita. Para isto, a frequeˆncia ~fi e´ atualizada (linha 7), e β ∈ [0,1] e´ um nu´mero aleato´rio
extraı´do de uma distribuic¸a˜o uniforme. A nova frequeˆncia ~fi
t+1
e´ utilizada para determinar a
19
Algoritmo 1 Bat algorithm (BA)
1: Paraˆmetros: n,α,λ
2: Inicializa morcegos~xi
3: Avalia f (~xi) para todos os morcegos
4: Atualiza melhor morcego~x∗
5: while crite´rio de parada na˜o for atingido do
6: for i = 1 to n do
7: Atualiza frequeˆncia ~fi
t+1
= ~fmin +( ~fmax− ~fmin)β , β ∈ [0,1]
8: Atualiza velocidade ~vi
t+1 =~vi
t +(~xi
t−~x∗
t)~fi
t+1
9: Atualiza posic¸a˜o~xtemp =~xi
t +~vi
t+1
10: if rand < ri , rand ∈ [0,1] then {Faz busca local}
11: ~xtemp =~x∗+ εAm, ε ∈ [−1,1]
12: end if
13: Realiza pertubac¸a˜o em uma dimensa˜o de~xtemp
14: if rand < Ai or f (~xtemp) ≥ f (~xi) , rand ∈ [0,1] then {Aceita soluc¸a˜o tempora´ria}
15: Atualiza morcego ~xi
t+1 =~xtemp
16: Atualiza taxa de pulso ri
t+1 = 1− exp(−λ t)
17: Atualiza amplitude Ai
t+1 = αAi
t
18: end if
19: Atualiza melhor morcego~x∗
20: end for
21: end while
22: Po´s-processamento
nova velocidade ~vi
t+1 (linha 8), onde~x∗ e´ a melhor soluc¸a˜o encontrada ate´ o instante t. Com a
nova velocidade ~vi
t+1, e´ possı´vel determinar a nova posic¸a˜o tempora´ria~xtemp (linha 9).
Na (linha 11) e´ realizada uma busca local probabilistica, onde, ε ∈ [−1,1] e´ um nu´mero
aleato´rio extraı´do de uma distribuic¸a˜o uniforme, e Am e´ a me´dia da amplitude de todos os
morcegos em um dado instante t. Ainda na (linha 11), o valor de~xtemp e´ atualizado pela busca
local, desconsiderando o valor anterior da posic¸a˜o e velocidade. Na (linha 13) uma dimensa˜o
de ~xtemp, escolhida aleatoriamente entre d dimenso˜es, e´ modificada aleatoriamente dentro dos
limites de cada varia´vel.
Se a condic¸a˜o na (linha 14) for verdadeira, sendo que rand ∈ [0,1] e´ um nu´mero
aleato´rio extraı´do de uma distribuic¸a˜o uniforme, a soluc¸a˜o tempora´ria~xtemp e´ aceita (linha 15)
e tambe´m ocorre o aumento da taxa de pulso utilizando a equac¸a˜o ri
t+1 = 1− exp(−λ t) (linha
16), onde λ controla a taxa de pulso, e consequentemente, a probabilidade de realizar busca
loca, sendo que t → ∞ e ri → 1, a busca local se intensifica com o passar do tempo. Outro
valor atualizado e´ a amplitude A (linha 17), diminuindo com uma taxa 0 < α < 1, utilizando a
equac¸a˜o Ai
t+1 =αAi
t , t = 1,2, ..., t f , onde α controla a amplitude, e consequentemente, controla
a probabilidade de uma soluc¸a˜o ruim ser aceita.
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O ciclo principal continua ate´ que a sucessa˜o evolutiva da populac¸a˜o de morcegos
atinja o crite´rio de parada estabelecido (linha 5), geralmente um nu´mero ma´ximo de iterac¸o˜es.
2.2.2 ALGORITMOS GENE´TICOS
AEs usam modelos computacionais dos processos naturais de evoluc¸a˜o como uma
ferramenta para resolver problemas de otimizac¸a˜o. Possuem o conceito de simulac¸a˜o da
evoluc¸a˜o das espe´cies atrave´s de selec¸a˜o, mutac¸a˜o e reproduc¸a˜o. Os AEs mante´m uma
populac¸a˜o de estruturas, denominadas indivı´duos. A estas estruturas sa˜o aplicados os chamados
operadores gene´ticos. Cada indivı´duo recebe uma avaliac¸a˜o que e´ uma quantificac¸a˜o da sua
qualidade perante o problema. Com base nesta avaliac¸a˜o e´ aplicada a selec¸a˜o de forma a
simular a sobreviveˆncia do mais apto. O mais conhecido dos AEs, e´ o AG (HOLLAND, 1975;
GOLDBERG, 1989), sendo uma te´cnica de busca bastante eficiente para varrer grandes espac¸os
e encontrar soluc¸o˜es de boa qualidade ou eventualmente o´timas.
O AG e´ uma meta-heurı´stica de busca e otimizac¸a˜o introduzida por Holland (1975)
e inspirada na teoria da evoluc¸a˜o de Darwin (DAWRIN, 1859). Os AGs buscam convergir
uma populac¸a˜o inicial aleato´ria para a melhor soluc¸a˜o usando conceitos de selec¸a˜o natural
e evoluc¸a˜o, ou seja, me´todos probabilı´sticos que atuam nos indivı´duos de uma espe´cie por
gerac¸o˜es objetivando a sua evoluc¸a˜o de acordo com a sua capacidade de adaptac¸a˜o.
Cada indivı´duo da populac¸a˜o inicial do AG e´ representado por um cromossomo de
dimensa˜o p, onde cada dimensa˜o deste vetor soluc¸a˜o e´ uma varia´vel representada, geralmente,
por nu´meros bina´rios. Neste trabalho a codificac¸a˜o de cada gene sera´ representada por nu´meros
inteiros e posteriormente na fase de decodificac¸a˜o para nu´meros reais aplicando a precisa˜o de
duas casas decimais.
Utilizando-se de uma populac¸a˜o inicial aleato´ria destes cromossomos, o AG avalia
como cada indivı´duo se adapta ao problema atrave´s da func¸a˜o de fitness, associada ao objetivo
do problema. A determinac¸a˜o da func¸a˜o de fitness e´ uma ac¸a˜o complexa que depende
totalmente do problema que precisa ser resolvido. Tambe´m deve embutir todas as restric¸o˜es
e caracterı´sticas do problema, ale´m de diferenciar a qualidade de cada soluc¸a˜o. A func¸a˜o fitness
deve ser computada rapidamente, devido ao fato de que um AG costuma avaliar milhares de
cromossomos durante sua execuc¸a˜o.
Apo´s a avaliac¸a˜o de cada indivı´duo, sa˜o selecionados dois indivı´duos para se
reproduzirem e gerarem os filhos da pro´xima gerac¸a˜o. Existem diversos me´todos para realizar a
selec¸a˜o, sendo o me´todo de torneio o mais utilizado. O processo de reproduc¸a˜o dos indivı´duos
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acontece atrave´s do crossover e mutac¸a˜o dos cromossomos. O operador de mutac¸a˜o ocorre
com uma pequena probabilidade, de modo a evitar que o processo de busca se torne puramente
aleato´rio. A finalidade e´ manter a variedade gene´tica da populac¸a˜o, buscando recuperar boas
caracterı´sticas, eventualmente perdidas nos processos de selec¸a˜o e cruzamento, e tambe´m se
evita ficar preso em um ponto de ma´ximo ou mı´nimo local.
Os novos indivı´duos sa˜o novamente avaliados pela func¸a˜o de fitness e o processo se
repete por um valor pre´-definido de gerac¸o˜es.
Por se tratar de um me´todo estoca´stico, AGs frequentemente geram soluc¸o˜es inva´lidas.
Pore´m, esta pra´tica e´ comum em algoritmos evoluciona´rios devido a` necessidade de melhores
buscas globais, assim o algoritmo pode passar por diferentes regio˜es espac¸o de busca do
problema e apresentar soluc¸o˜es inva´lidas que devera˜o ser descartadas, corrigidas ou penalizadas
(ver Sec¸a˜o 3.1.2).
O Algoritmo 2 mostra o pseudoco´digo do AG canoˆnico. Inicialmente sa˜o determinados
os paraˆmetros d, p, pc e pm, representando, respectivamente, a dimensa˜o d do cromossomo,
o nu´mero de indivı´duos da populac¸a˜o p, a probabilidade de crossover pc e a probabilidade de
mutac¸a˜o pm (linha 1). Logo apo´s e´ gerada aleatoriamente uma populac¸a˜o de cromossomos
(linha 2) e calculada sua func¸a˜o de fitness (linha 3), que consiste no valor da adaptac¸a˜o de
cada indivı´duo gerado. E´ definido um bloco repetitivo de comandos (linhas 4-13) para criar e
selecionar uma nova populac¸a˜o (linhas 6-10) ate´ que seja alcanc¸ada uma condic¸a˜o terminal
definida. A selec¸a˜o de dois indivı´duos da populac¸a˜o atual (linha 6) simula a reproduc¸a˜o
gerando dois filhos atrave´s do operador de crossover, que consiste em dividir cada um dos
cromossomos pais em duas partes e troca´-los entre si gerando novos indivı´duos. Aplica-se a
mutac¸a˜o, realizando uma pertubac¸a˜o em um determinado gene (linha 8), e calcula-se o valor de
fitness dos cromossomos filhos gerados (linha 9). Estes cromossomos filhos sa˜o incorporados a`
nova populac¸a˜o (linha 10), que substitui a populac¸a˜o antiga (linha 12). O Algoritmo 2 finaliza
quando sua condic¸a˜o terminal e´ alcanc¸ada, geralmente associada a um nu´mero fixo de gerac¸o˜es.
2.3 TRABALHOS CORRELATOS
Analistas do mercado de ac¸o˜es se concentram no desenvolvimento de abordagens
para ter sucesso na projec¸a˜o do prec¸o de ac¸o˜es na bolsa de valores utilizando estrate´gias de
negociac¸a˜o bem definidas. Recentes avanc¸os em te´cnicas da computac¸a˜o oferecem ferramentas
u´teis de projec¸a˜o do prec¸o de ac¸o˜es. Foi realizada a busca na literatura de trabalhos que
aplicaram algoritmos meta-heurı´sticos no problema de projec¸a˜o do prec¸o. Os trabalhos
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Algoritmo 2 Algoritmo Gene´tico (AG)
1: Paraˆmetros: d, p, pc, pm
2: Gerar populac¸a˜o inicial~xi aleatoriamente
3: Avalia f (~xi) para todos os indivı´duos
4: while crite´rio de parada na˜o for atingido do
5: for n/2 do
6: Selecione 2 indivı´duos da populac¸a˜o atual
7: Aplique crossover gerando 2 filhos
8: Aplique mutac¸a˜o aos filhos
9: Calcule o f itness dos filhos
10: Coloque os filhos na nova populac¸a˜o
11: end for
12: Substitua a populac¸a˜o antiga pela nova
13: end while
14: Po´s-processamento
encontrados foram classificados da seguinte forma: A Sec¸a˜o 2.3.1 lista os me´todos utilizados
por cada autor na projec¸a˜o do prec¸o de ac¸o˜es. A Sec¸a˜o 2.3.2 mostra qual mercado foi utilizado.
A Sec¸a˜o 2.3.3 mostra a periodicidade utilizada por cada autor para realizar os experimentos. A
Sec¸a˜o 2.3.4 mostra as medidas de desempenho utilizado por cada autor. A Sec¸a˜o 2.3.5 lista os
indicadores utilizados.
2.3.1 ME´TODO COMPUTACIONAL
Os algoritmos meta-heurı´sticos encontrados na literatura que foram aplicados no
problema de projec¸a˜o do prec¸o de ac¸o˜es esta˜o mostrados na Tabela 1. A tabela foi dividida
em grupos de algoritmos com caracterı´sticas semelhantes. No primeiro grupo, os algoritmos
de enxame (KRAUSE et al., 2013a), onde o PSO foi utilizado em 17,50% dos trabalhos. O
Bacterial Foraging Optimizer (BFO) (Otimizador Forregeador Bacteriano) (LIU et al., 2002)
utilizadoem 5%. O ABC e Fruit Fly Optimization Algorithm (FOA) (Algoritmo Otimizador da
Mosca da Fruta) em 2,50%.
No segundo grupo, os AEs, onde a Programac¸a˜o Gene´tica (PG) (KOZA, 2003) foi
utilizada em 32,50% dos trabalhos. O AG (HOLLAND, 1975; GOLDBERG, 1989) em 27,50%.
A Evoluc¸a˜o Diferencial (ED) (PRICE et al., 2005) e Genetic Network Programming (GNP)
(KATAGIRI et al., ) em 5,00% e Evoluc¸a˜o Gramatical (EG) (O’NEILL; RYAN, 2001) em
2,50%.
A PG foi utilizada na maioria dos trabalhos apresentados. A PG possuiu a abordagem
diferente aos outros me´todos, tendo como objetivo principal encontrar regras especı´ficas para
um determinado problema e na˜o realizar a otimizac¸a˜o. Se retirar a PG da Tabela 1, o AG se
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tornaria o algoritmo mais utilizado, justificando o uso deste para realizar a comparac¸a˜o com o
BA, que ate´ o presente momento na˜o foi encontrado na literatura nenhum trabalho aplicando o
BA para o problema de projec¸a˜o do prec¸o.
Tabela 1: Algoritmos meta-heurı´sticos aplicados no problema de projec¸a˜o do prec¸o de ac¸o˜es
Categoria Algoritmo Quantidade Refereˆncia
Algoritmos de enxame PSO 7 (KAUR; MANGAT, 2012; CHEN et al., 2005; MAJHI et al., 2008)
(BRIZA; NAVAL, 2008, 2011; BUTLER; KAZAKOV, 2012)
(SALAM et al., 2010)
BFO 2 (MAJHI et al., 2007, 2009)
FOA 1 (ZHANG; FANG, 2012)
ABC 1 (ROUT et al., 2012)
AE AG 11 (DOEKSEN et al., 2005; ETTES, 2000; NUNEZ, 2002)
(KAPOOR et al., 2011; KORCZAK; ROGER, 2002; ZHANG; FANG, 2012)
(LIN et al., 2011; DEMPSTER; JONES, 2001; FUENTE et al., 2006)
(RODRı´GUEZ et al., 2005; LIN et al., 2005)
ED 2 (KAUR; MANGAT, 2012; SALAM et al., 2010)
PG 13 (KARJALAINEN, 1994; FYFE et al., 1999; NEELY et al., 1997)
(SRIRAM; S., 2013; NEELY; WELLER, 1999; LI; TSANG, 1999)
(WANG, 2000; READY, 2002; MATTHEW, 2003)
(LEE; LOH, 2002; THOMAS; SYCARA, 1999; ALMANZA; TSANG, 2011)
(CHEN et al., 2009)
GNP 2 (CHEN et al., 2007, 2008)
EG 1 (O’NEILL et al., 2002)
2.3.2 MERCADOS
Os mercados onde os algoritmos da Tabela 1 foram aplicados sa˜o mostrados na Tabela
2. Os trabalhos podem ser divididos em quatro categorias. A primeira categoria inclui trabalhos
que utilizaram ac¸o˜es ou ı´ndices de paı´ses desenvolvidos. O ı´ndice Standard & Poors 500
(S&P500) foi utilizado em 19,05% dos trabalhos. O ı´ndice Dow Jones Industrial Average
(DJIA) foi utilizado em 14,29%. A bolsa do Japa˜o (Nikkei 225) foi utilizada em 9,52%. A
bolsa de valores da Inglaterra (FTSE) e o ı´ndice da bolsa de valores de Nova Iorque (NYSE)
foram utilizados em 7,14%. O ı´ndice de empresas de tecnologia (NASDAQ) foi utilizado em
4,76%. O ı´ndice de Paris (CAC-40), a bolsa de valores da Austra´lia (ASX) e a bolsa de valores
da Alemanha (DAX) foram utilizadas em 2,38% dos trabalhos.
A segunda categoria inclui artigos que utilizaram ac¸o˜es ou ı´ndices de paı´ses
considerados emergentes. A bolsa da Espanha (BMEX) foi utilizada em 7,14% dos trabalhos.
A bolsa de valores de Amsterdam (AEX), o ı´ndice da Coreia (KOSPI) e a bolsa de valores na
I´ndia (NSE) foram utilizadas em 2,38% dos trabalhos.
A terceira categoria inclui os artigos que utilizaram o mercado Forex, que foram
utilizados em 11,90% dos trabalhos. A quarta categoria inclui os trabalhos que utilizaram as
commodities, que foram utilizados em 4,76%. Em (DOEKSEN et al., 2005), o autor especificou
apenas que utilizou duas ac¸o˜es, sem mencionar qual a bolsa de valores.
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Tabela 2: Mercados onde os algoritmos meta-heurı´sticos foram aplicados
Categoria Mercado Quantidade Refereˆncia
Paı´ses desenvolvidos DAX 1 (O’NEILL et al., 2002)
DJIA 6 (MAJHI et al., 2007, 2008, 2009)
(BRIZA; NAVAL, 2008, 2011; ROUT et al., 2012)
FTSE 3 (O’NEILL et al., 2002; FYFE et al., 1999; BUTLER; KAZAKOV, 2012)
NASDAQ 2 (KAUR; MANGAT, 2012; CHEN et al., 2005)
Nikkei 225 4 (CHEN et al., 2007, 2008; O’NEILL et al., 2002)
(CHEN et al., 2009)
NYSE 3 (KAUR; MANGAT, 2012; READY, 2002; SRIRAM; S., 2013)
S&P500 8 (MAJHI et al., 2007, 2008, 2009)
(WANG, 2000; LI; TSANG, 1999; ROUT et al., 2012)
(KARJALAINEN, 1994; LIN et al., 2011)
CAC-40 1 (KORCZAK; ROGER, 2002)
ASX 1 (LIN et al., 2005)
Paı´ses considerados AEX 1 (ETTES, 2000)
emergentes KOSPI 1 (CHUN; PARK, 2005)
BMEX 3 (NUNEZ, 2002; FUENTE et al., 2006; RODRı´GUEZ et al., 2005)
NSE 1 (KAPOOR et al., 2011)
Forex Forex 5 (NEELY et al., 1997; NEELY; WELLER, 1999; LEE; LOH, 2002)
(DEMPSTER; JONES, 2001; THOMAS; SYCARA, 1999)
Commodities Commodities 2 (MATTHEW, 2003; ZHANG; FANG, 2012)
A maioria dos trabalhos aplicou os algoritmos meta-heurı´sticos em mercados norte-
americanos, utilizando os famosos ı´ndices DJIA e S%P500. Ate´ o presente momento nenhum
trabalho aplicou os algoritmos meta-heurı´sticos para o mercado sul-americano.
2.3.3 TAMANHO DA AMOSTRA
O tamanho da amostra, ou seja, a quantidade de dados dia´rios dos prec¸os das ac¸o˜es
utilizados nos algoritmos varia para cada autor conforme mostrado na Figura 6. O valor me´dio
utilizado pelos autores foram 7 anos. Nos extremos, Kaur e Mangat (2012) utilizaram apenas
duzentos dias e Briza e Naval (2011) 26 anos.
Se utilizar um perı´odo pequeno como apresentado pelos trabalhos a` direita da Figura
6, os algoritmos na˜o teriam muito tempo para realizar o treinamento, e muito menos tempo para
realizar o teste dos paraˆmetros otimizados no perı´odo de treinamento. Utilizar perı´odo pequeno
aumenta a probabilidade de ser tendencioso nos experimentos, diminuindo a confiabilidade dos
resultados. Por outro lado, se utilizar um perı´odo longo, como apresentado nos trabalhos do
lado esquerdo da Figura 6, o algoritmo tera´ um custo computacional muito alto, uma vez que
aumentara´ o nu´mero de dias que a func¸a˜o de fitness tera´ que percorrer para cada indivı´duo de
todas as evoluc¸o˜es. No entanto, aumentara´ a confiabilidade e robustez dos experimentos.
2.3.4 MEDIDAS DE DESEMPENHO
As medidas de desempenho esta˜o relacionadas com o lado econoˆmico da projec¸a˜o. A
taxa de acerto mede a porcentagem de projec¸o˜es corretas e foi utilizada por diversos autores
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Figura 6: Tamanho da amostra utilizada pelos algoritmos da Tabela 1
(DOEKSEN et al., 2005; CHUN; PARK, 2005; MATTHEW, 2003). O B&H , utilizado por
85,71% dos autores, mede a rentabilidade no perı´odo investido e foi utilizada por Doeksen et
al. (2005), Karjalainen (1994), Chen et al. (2007, 2008), O’Neill et al. (2002), Nunez (2002),
Fyfe et al. (1999), Korczak e Roger (2002), Neely et al. (1997), Neely e Weller (1999), Wang
(2000), Ready (2002), Matthew (2003), Briza e Naval (2011), Butler e Kazakov (2012), Lin et
al. (2011), Dempster e Jones (2001), Chen et al. (2009). Os demais autores na˜o especificaram
quais medidas de desempenho utilizaram.
2.3.5 INDICADORES
Os tipos de indicadores e a quantidade utilizada por cada autor diferem. A Tabela
3 resume os indicadores utilizados. Na me´dia foram utilizados 7 indicadores, no entanto
Nunez (2002), Kapoor et al. (2011) utilizaram apenas um indicador, o Cruzamento entre Me´dia
Mo´veis (CMM), Li e Tsang (1999), Lin et al. (2005), Rodrı´guez et al. (2005), Thomas e Sycara
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(1999) apenas a Me´dia Mo´vel (MM) e Butler e Kazakov (2012) apenas o indicador Banda de
Bollinger (BOLLINGER, 2001). Na outra extremidade, Ettes (2000) utilizou vinte indicadores,
mas sem especificar quais indicadores. Os sete indicadores mais utilizaram foram: MM com
14,94%, I´ndice de Forc¸a Relativa (IFR) e CMM com 12,64%, Estoca´stico (EST) e Moving
Average Convergence-Divergence (MACD) com 10,34%, Rate of Change (ROC) com 9,20% e
Movimento Direcional (MD) com 6,90%.
Alguns trabalhos apresentados utilizaram apenas um indicador. Sera´ mostrado
nos experimentos preliminares (Sec¸a˜o 4.1) que o resultado na˜o e´ satisfato´rio se utilizar os
indicadores de forma isolada. Outro ponto em utilizar apenas um indicador, o espac¸o de busca e´
reduzido na˜o justificando o uso de meta-heurı´stica, podendo ser resolvido com outros me´todos
comuns.
Tabela 3: Indicadores utilizados pelos algoritmos
Indicadores
MM CMM IFR EST MACD ROC MD ADO Banda HPACC CPACC CCI
Refereˆncia Bollinger
(ALMANZA; TSANG, 2011) X X
(BRIZA; NAVAL, 2008) X X X
(BRIZA; NAVAL, 2011) X X X
(BUTLER; KAZAKOV, 2012) X
(CHEN et al., 2005) X X X X X X
(CHUN; PARK, 2005) X X X X X X
(DEMPSTER; JONES, 2001) X X X X
(FUENTE et al., 2006) X X X
(KAPOOR et al., 2011) X
(KOULOURIOTIS, 2004) X X X
(NUNEZ, 2002) X
(LEE; LOH, 2002) X X X X
(LIN et al., 2005) X
(LIN et al., 2011) X X X X
(LI; TSANG, 1999) X
(CHEN et al., 2009) X X X X
(MAJHI et al., 2007) X X X X X X X X
(MAJHI et al., 2008) X X X X X X X X
(MAJHI et al., 2009) X X X X X X X X
(MATTHEW, 2003) X X X X X
(RODRı´GUEZ et al., 2005) X
(THOMAS; SYCARA, 1999) X
(ZHANG; FANG, 2012) X X X
Total 13 11 11 9 9 8 6 3 3 3 3 2
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3 METODOLOGIA
Nos capı´tulos anteriores foram apresentados os algoritmos utilizados neste trabalho.
Foi apresentada tambe´m a teoria do mercado de ac¸o˜es. O presente capı´tulo apresenta a
metodologia deste trabalho. Para a implementac¸a˜o da metodologia proposta, alguns aspectos
devem ser definidos. Um deles sa˜o os indicadores que sera˜o utilizados na codificac¸a˜o dos
indivı´duos na Sec¸a˜o 3.1.1. Na Sec¸a˜o 3.1.2 sa˜o mostradas as restric¸o˜es do problema. O conjunto
de varia´veis e codificac¸a˜o do indivı´duo sa˜o mostrados na Sec¸a˜o 3.1.3. Nas Sec¸o˜es 3.1.4 e
3.1.5 sa˜o definidos alguns componentes do problema de projec¸a˜o do prec¸o de ac¸o˜es que sera˜o
utilizadas na func¸a˜o de fitness do BA e AG descrita na Sec¸a˜o 3.1.6. A Sec¸a˜o 3.1.7 mostra
como sera´ conduzida a busca exaustiva nos indicadores de forma isolada. A metodologia de
avaliac¸a˜o sera´ apresentada nas seguintes sec¸o˜es: na Sec¸a˜o 3.2.1 sera˜o mostrados as amostras
de dados e o tamanho das mesmas que sera˜o utilizados nos experimentos. Na Sec¸a˜o 3.2.3 sera´
mostrado como os experimentos sera˜o conduzidos utilizando a validac¸a˜o cruzada. Na Sec¸a˜o
3.2.2 como sera´ realizada a avaliac¸a˜o de desempenho da metodologia proposta. Na Sec¸a˜o 3.2.4
sera´ mostrada a ana´lise estatı´stica que sera´ realizada no final dos experimentos.
Sera´ desenvolvida uma metodologia para suporte a` decisa˜o de compra e venda de
ac¸o˜es visando otimizar o lucro auferido num perı´odo. Sera˜o utilizado dados histo´ricos reais
de 92 ac¸o˜es de diversos setores do mercado. Para tanto, os dados histo´ricos sera˜o submetidos
a uma se´rie de experimentos utilizando a busca exaustiva e posteriormente com dois diferentes
algoritmos, BA e AG. Na Tabela 1 da Sec¸a˜o 2.3.1 foi mostrado que o AG e´ o segundo algoritmo
mais utilizado, ficando atra´s da PG que possui uma abordagem diferente do AG, tendo como
objetivo principal encontrar regras especı´ficas para um determinado problema e na˜o realizar a
otimizac¸a˜o. Por este motivo, o AG foi escolhido como um comparador do BA. Durante todo
este capı´tulo, a palavra indivı´duo sera´ generalizada, representando o morcego para o BA e o
cromossomo para o AG.
Os algoritmos foram implementados utilizando a linguagem ANSI-C. O AG foi
implementado utilizado o Galopps 3.2.4 1. Este e´ um algoritmo flexı´vel e gene´rico baseado
1http://garage.cse.msu.edu/software/galopps/
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no AG canoˆnico (GOLDBERG, 1989). O BA foi implementado baseado no pseudo-co´digo de
Yang (2010b) e Cordeiro et al. (2012).
3.1 DESENVOLVIMENTO
3.1.1 INDICADORES
A partir da ana´lise da literatura, sintetizada na Tabela 3, foram selecionados 7
indicadores te´cnicos para uso neste trabalho, descritos a seguir. Nenhum autor chegou a`
conclusa˜o que determinado indicador apresenta melhor ou pior desempenho. Portanto, a selec¸a˜o
foi realizada em ordem de frequeˆncia de utilizac¸a˜o e a quantidade de indicadores foi encontrada
atrave´s da me´dia de indicadores utilizados nos trabalhos encontrados na literatura.
Na Equac¸a˜o 1 do EST (LANE, 1984), d e´ o dia corrente, PFd e´ o prec¸o do fechamento
do dia d, n1 e´ o nu´mero de dias a ser otimizado, PMAXn1 e´ o prec¸o ma´ximo atingido em n dias, e
PMINn1 e´ o prec¸o mı´nimo atingido em n1 dias. A Equac¸a˜o 2 do EST, e´ uma me´dia mo´vel de n2
dias da Equac¸a˜o 1 que sera´ otimizada. Quando o EST sobe acima do valor de refereˆncia ma´ximo
(valor a ser otimizado), mostra que o mercado esta´ na regia˜o de sobre compra e a probabilidade
dos prec¸os caı´rem aumenta. Quando o EST cai abaixo do valor de refereˆncia mı´nimo (valor
a ser otimizado), mostra que o mercado esta´ na regia˜o de sobre venda e a probabilidade dos
prec¸os subirem aumenta (ELDER, 2004b). A probabilidade de acerto deste indicador aumenta
quando o mercado esta´ sem tendeˆncia (ELDER, 2004b).
Kd = (
PFd−PMINn1
PMAXn1−PMINn1
)100 (1)
%Dd =
1
n2
n2
∑
d=1
Kd (2)
Na Equac¸a˜o 3 do IFR (WILDER, 1978), d e´ o dia corrente, MSn e´ igual a` me´dia de
incrementos do valor da ac¸a˜o que subiram durante n dias e MCn e´ igual a` me´dia de incrementos
do valor da ac¸a˜o que caı´ram durante n dias. No IFR para cada ativo e periodicidade existe o
valor ma´ximo e mı´nimo contido entre 0 e 100 que sera˜o otimizados, ale´m do paraˆmetro n. O
IFR, normalmente atingira´ o topo ou fundo (valor ma´ximo e mı´nimo respectivamente), antes
que o prec¸o o fac¸a (NORONHA, 2006; ELDER, 2004b). O sinal de venda e´ gerado quando o
IFR esta´ acima do valor ma´ximo, e o sinal de compra e´ gerado quando o IFR esta´ abaixo do
valor mı´nimo.
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IFRd = 100−
(
100
1+ MSn
MCn
)
(3)
As Equac¸o˜es 4 e 5 do MACD (APPEL, 1985), consistem de treˆs Me´dias Mo´veis
Exponenciais (MME), onde d e´ o dia corrente, MACDd e´ a diferenc¸a entre duas MME e
MACDSd e´ uma MME de periodicidade menor que as duas do MACDd . PFd e´ o prec¸o
do fechamento do dia d. n1 e n2 sa˜o as periodicidades das MMEs do MACDd , e n3 e´
a periodicidade da MME de MACDSd . O cruzamento das linhas do MACDd e MACDSd
identificam mudanc¸as no equilı´brio de forc¸as entre compradores e vendedores. A linha do
MACDd reflete o consenso dos investidores num perı´odo de curto-prazo. A linha MACDSd
reflete o consenso dos investidores num perı´odo de longo-prazo. Se diferenc¸a entre o MACDd
e MACDSd for negativa mostra que o mercado esta´ descendente, e se (MACDd−MACDSd) >
(MACDd−1−MACDSd−1) aumenta a probabilidade de compra. Se diferenc¸a entre o MACDd
e MACDSd for positiva mostra que o mercado esta´ ascendente, e se (MACDd −MACDSd) <
(MACDd−1−MACDSd−1) aumenta a probabilidade de venda (ELDER, 2004b; NORONHA,
2006).
MACDd = (PFd
2
n1 +1
+MMEd−1(1−
2
n1 +1
))− (PFd
2
n2 +1
+MMEd−1(1−
2
n2 +1
) (4)
MACDSd = PFd
2
n3 +1
+MMEd−1(1−
2
n3 +1
) (5)
O indicador MD (WILDER, 1978) e´ representado pelas Equac¸o˜es 6, 7 e 8 , onde d
e´ o dia corrente, T Rd do dia d sera´ sempre a maior das seguintes alternativas: distaˆncia entre
ma´xima de hoje e a mı´nima de hoje, distaˆncia entre ma´xima de hoje e o fechamento de ontem
ou distaˆncia entre a mı´nima de hoje e o fechamento de ontem. O MDPd do dia d e´ a diferenc¸a
entre a ma´xima de hoje e a ma´xima de ontem. O MDNd do dia d e´ a diferenc¸a entre a mı´nima de
hoje e a mı´nima de ontem. A probabilidade de acerto da compra aumenta quando IDPd e ADXd
esta˜o acima do IDNd . A probabilidade de acerto da venda aumenta quando IDNd e ADXd esta˜o
acima do IDPd . Outro sinal importante deste indicador e´ quando o ADXd e´ menor que ADPd
e ADNd , indicando um mercado lateral, aumentando a probabilidade de um oscilador como o
EST ter mais sucesso nas operac¸o˜es de compra e venda (ELDER, 2004b; NORONHA, 2006).
IDPd =
MDPd
T Rd
(6)
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IDNd =
MDNd
T Rd
(7)
ADXd =
1
n
n
∑
d=1
DXd,onde DXd =
IDPd− IDNd
IDPd + IDNd
(8)
Na Equac¸a˜o 9 do ROC (WILDER, 1978), d e´ o dia corrente, PFd e´ o prec¸o de
fechamento do dia d e PFd−n e´ o prec¸o de fechamento de n dias atra´s que sera´ otimizado.
O ROC indica quando mercado se encontra sobre comprado (ROC acima do valor de refereˆncia
ma´ximo) com probabilidade alta dos prec¸os caı´rem ou sobre vendido (ROC abaixo valor de
refereˆncia mı´nimo) com probabilidade alta dos prec¸os subirem. Quando ROC cruza o valor de
refereˆncia ma´ximo, a estrate´gia e´ vender. Quando ROC cruza o valor de refereˆncia mı´nimo, a
estrate´gia e´ comprar.
ROCd = 100(
PFd
PFd−n
) (9)
Hurst (1970) criou o indicador MM descrito na Equac¸a˜o 10. O principal objetivo de
uma MM e´ informar se comec¸ou ou terminou uma tendeˆncia. Na equac¸a˜o da MM, n e´ o nu´mero
de dias da MM que sera´ otimizado e PFd e´ o prec¸o de fechamento no dia d. Se os prec¸os
estiverem acima da MM, a probabilidade de acerto na compra e´ maior, e se os prec¸os estiverem
abaixo da MM, a probabilidade de acerto na venda e´ maior. Aleen (1972) criou o indicador
CMM definido pela Equac¸a˜o 11, onde n1 e n2 sa˜o as periodicidades das me´dias mo´veis. No
CMM, e´ gerado sinal de compra e venda no cruzamento de duas MMs.
MMd =
1
n
n
∑
d=1
PFd (10)
CMMd =
1
n1
n1
∑
d=1
PFde
1
n2
n2
∑
d=1
PFd,onde n1 < n2 (11)
3.1.2 RESTRIC¸O˜ES DO PROBLEMA
Lidar com as restric¸o˜es em problemas de otimizac¸a˜o e´ fundamental para sua resoluc¸a˜o.
As restric¸o˜es podem ser classificadas como estrate´gia de rejeitar a soluc¸a˜o, penalizar ou reparar
a soluc¸a˜o.
A abordagem mais simples e´ rejeitar as soluc¸o˜es invia´veis, onde apenas soluc¸o˜es
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via´veis sa˜o mantidas durante a evoluc¸a˜o do algoritmo e, em seguida, soluc¸o˜es invia´veis sa˜o
automaticamente eliminadas. Este tipo de estrate´gia realiza muita pressa˜o seletiva. A pressa˜o
seletiva consiste em haver va´rias soluc¸o˜es que representam, aproximadamente, o mesmo
geno´tipo. Estas soluc¸o˜es dominara˜o o processo seletivo, assim va´rias destas soluc¸o˜es sera˜o
incorporadas nas pro´ximas gerac¸o˜es, ocasionando a diminuic¸a˜o da diversidade gene´tica da
populac¸a˜o e a ra´pida convergeˆncia do algoritmo.
Seria interessante utilizar algumas informac¸o˜es das soluc¸o˜es invia´veis para orientar
a busca para soluc¸o˜es melhores que podem estar sobre a fronteira entre soluc¸o˜es via´veis e
invia´veis. Em alguns problemas de otimizac¸a˜o, regio˜es via´veis do espac¸o de busca podem ser
descontı´nuas. Assim, um caminho entre duas soluc¸o˜es via´veis sera´ atrave´s de soluc¸o˜es invia´veis
(TALBI, 2009).
Na estrate´gia de penalizar as soluc¸o˜es invia´veis, estas soluc¸o˜es sa˜o mantidas durante
todo o processo de busca, contornando o problema da forte pressa˜o seletiva da estrate´gia de
rejeitar soluc¸a˜o. Na func¸a˜o de fitness do problema e´ acrescentado uma func¸a˜o de penalidade
que altera seu valor final proporcionalmente as violac¸o˜es que ocorreram. No trabalho publicado
por Gen e Cheng (1996), sa˜o mostradas em detalhes as alternativas que podem ser utilizadas
para definir as penalidades. Dentre as mais conhecidas esta´ a aplicac¸a˜o de penalidade proposta
por Goldberg (1989), descrita na Equac¸a˜o 12.
g(~x)+ r
n
∑
i=1
Φ[hi(x)] (12)
O coeficiente de penalidade r pondera o qua˜o importante e´ a violac¸a˜o de restric¸o˜es
para o problema. A func¸a˜o Φ e´ sugeria como o quadrado da violac¸a˜o da restric¸a˜o hi sa˜o as
restric¸o˜es do problema e g(~x) a func¸a˜o objetivo.
A estrate´gia de reparac¸a˜o, utilizada neste trabalho, consiste em transformar uma
soluc¸a˜o invia´vel em uma opc¸a˜o via´vel modificando o indivı´duo. Para o problema deste trabalho,
as restric¸o˜es mostradas na Tabela 4 foram incluı´das na func¸a˜o de fitness.
Para o indicador MACD, caso a primeira restric¸a˜o seja violada, e´ gerado um nu´mero
aleato´rio x para n2, onde x ∈ [limiteIn f erior,n3− 1]. Se a segunda restric¸a˜o do MACD for
violada, o procedimento se repete para n1. Para o indicador CMM, se a restric¸a˜o for violada,
e´ gerado um nu´mero aleato´rio x para n2, onde x ∈ [limiteIn f erior,n1 − 1]. Para ambos os
indicadores, o limiteIn f erior e´ o limite mostrado na Figura 7 da Sec¸a˜o 3.1.3.
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Tabela 4: Restric¸o˜es do problema
Indicador Restric¸a˜o
n3 < n2, onde n2 e n3 e´ a periodicidade de MME menor e MACDS respectivamente
MACD n2 < n1, onde n1 e n2 e´ a periodicidade de MME maior e menor respectivamente
CMM n1 < n2, onde n1 e n2 sa˜o as periodicidades das me´dias mo´veis
3.1.3 CONJUNTO DE VARIA´VEIS, CODIFICAC¸A˜O E DECODIFICAC¸A˜O
Cada indivı´duo e´ uma colec¸a˜o de estruturas de cada indicador. O indivı´duo sera´
codificado de maneiras diferentes para cada estrate´gia de codificac¸a˜o (peso e maioria). A Figura
7 mostra a estrutura do indivı´duo para a estrate´gia peso, denominada AGP para o AG e BAP para
o BA. A Figura 8 mostra a estrutura do indivı´duo para a estrate´gia maioria, denominada AGM
para o AG e BAM para o BA. Na estrate´gia maioria a dimensa˜o peso e´ retirada. Na estrate´gia
maioria todos os indicadores possuem o mesmo “poder” de decisa˜o da compra e venda. Se
a maioria dos indicadores indicar compra, e´ realizada a compra. O inverso e´ realizado para
venda. Na estrate´gia peso a influeˆncia de cada indicador sera´ ajustada automaticamente pelo
algoritmo. Cada indicador tem um peso ∈ [0,100], representado por 7 dimenso˜es a mais no
indivı´duo, e determinara´ a relevaˆncia do indicador. A compra ou venda e´ realizada dependendo
do peso para o indicador correspondente. Na linha “indicador” das figuras sa˜o apresentados os
indicadores selecionados para serem implementados nos algoritmos. Os respectivos paraˆmetros
dos indicadores sa˜o mostrados na linha “paraˆmetros”. Na linha faixa monstra-se a faixa de cada
paraˆmetro sugerida pela literatura (ELDER, 2004b, 2004a, 2009; NORONHA, 2006). O espac¸o
de busca e´ de 1,04x1049 soluc¸o˜es possı´veis para a estrate´gia peso e 1x1035 para a estrate´gia
maioria.
Na decodificac¸a˜o do indivı´duo para o AG, os genes dos cromossomos possuem valores
discretos e sa˜o convertidos para nu´mero reais com a precisa˜o de duas casas decimais. Para o BA,
os valores das varia´veis estara˜o com os valores reais na˜o sendo necessa´rio realizar a conversa˜o
de valores discretos para contı´nuos, podendo esta etapa ser um fator para aumentar/diminuir o
desempenho dos algoritmos.
3.1.4 CUSTOS DE OPERAC¸A˜O
Segundo Matsura (2007), quando o nu´mero de operac¸o˜es e´ muito grande, o custo de
corretagem se torna relevante e pode fazer diferenc¸a entre lucro e prejuı´zo. Outro custo que o
investidor precisa arcar sa˜o os emolumentos. Ate´ a data deste trabalho, o valor cobrado pela
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Figura 7: Codificac¸a˜o do indivı´duo na estrate´gia peso para o BA e AG
Figura 8: Codificac¸a˜o do indivı´duo na estrate´gia maioria para o BA e AG
BM&FBovespa era de 0,035% para operac¸o˜es que duram entre a compra e a venda mais de um
dia e 0,0245% para operac¸o˜es day-trade. Ja´ a taxa de custo´dia varia de acordo com o volume
financeiro operado pelo investidor durante o dia, pore´m muitas corretoras recolhem uma taxa
fixa mensal, entretanto algumas isentam os investidores desta taxa.
O imposto de renda nas bolsas de valores (FERRERO, 2008) e´ calculado sobre o lucro,
sendo cobrada uma taxa de 20% para operac¸o˜es day-trade e de 15% para operac¸o˜es que duram
entre a compra e a venda mais de um dia. Os investidores que adotam a estrate´gia B&H so´
pagam imposto no momento da venda, sobre o lucro auferido em anos de posic¸a˜o, ou seja,
somente se tiverem lucro. Os que adotam estrate´gias de entrada e saı´da constantes teˆm de pagar
esta taxa mensalmente e parte e´ recolhida pela corretora no ato da venda (imposto de renda
recolhido na fonte 0,005%), o que torna as entradas e saı´das constantes mais caras.
Os experimentos deste trabalho consideram o custo de corretagem como sendo de R$
10,00 (me´dia de custo entre as dez maiores corretoras do Brasil). Para fins dida´ticos, na˜o foi
incluı´do nenhum outro tipo de custo como impostos e custo´dia. O custo de corretagem sera´
utilizado na func¸a˜o de fitness, representado no Algoritmo 3 por ε .
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3.1.5 GERENCIAMENTO DE RISCO
Segundo Wilder (1978), a Ana´lise Te´cnica tem duas partes. A primeira e´ definir a
estrate´gia com os indicadores e a segunda e´ o gerenciamento de risco. Para Granville (1976),
nenhuma teoria de projec¸a˜o do prec¸o e´ ta˜o infalı´vel que permita 100% de sucesso. Pore´m
com o uso dos indicadores e´ possı´vel aumentar a probabilidade de acerto. Mesmo depois
de comprar uma ac¸a˜o, e esta ir contra as expectativas projetadas anteriormente, e´ possı´vel
minimizar o prejuı´zo utilizando o gerenciamento de risco com a te´cnica do stop-loss sugerida
pelos autores Matsura (2007), Buffett e Clark (2007), Malheiros (2008), Xavier (2009), Correia
(2009), Murphy (1986), Elder (2004b), Aleen (1972), Elder (2004a) e Elder (2009).
O stop-loss e´ uma te´cnica que realiza a venda automa´tica do ativo quando o prec¸o
da ac¸a˜o ultrapassar o valor pre´-determinado pelo investidor como prec¸o de disparo da ordem.
Desta maneira, caso ele ultrapasse, o stop-loss sera´ acionado e o ativo sera´ vendido. O objetivo
do seu uso e´ resguardar o capital mesmo que com uma pequena perda, para que se possa voltar
ao mercado em outro momento.
Murphy (1986) recomenda firmemente a adoc¸a˜o do stop-loss, pore´m assinala a
dificuldade de determina´-los. Ele fala que quanto mais vola´til o mercado e´, maior probabilidade
de perda com a adoc¸a˜o da estrate´gia. Se o stop-loss for curto demais, as operac¸o˜es sera˜o
liquidadas nas pequenas oscilac¸o˜es, o que ele chama de ruı´do. Se o stop-loss for muito longe dos
prec¸os, os ruı´dos sera˜o evitados, pore´m caso o stop-loss seja atingido, as perdas sera˜o grandes.
A dificuldade esta´, segundo o autor, em encontrar um meio termo, um ponto o´timo.
Neste trabalho a te´cnica de gerenciamento de risco utilizando o stop-loss foi adotada
nos experimentos onde a perda ma´xima permitida para cada operac¸a˜o sera´ limitada em 2% do
capital atual (ELDER, 2004b, 2004a, 2009). O stop-loss sera´ utilizado na func¸a˜o de fitness,
representado no Algoritmo 3 por δ .
3.1.6 FUNC¸A˜O DE FITNESS
A natureza do problema deste trabalho e´ um problema de maximizac¸a˜o de lucro. O
sinal de compra e venda de ac¸o˜es sa˜o determinadas pelas as duas estrate´gias descritas na Sec¸a˜o
3.1.3. A func¸a˜o de fitness e´ descrita no pseudoco´digo do Algoritmo 3. Esta func¸a˜o foi utilizada
tanto para o BA quanto para o AG.
As ordens de compra e venda sa˜o executadas na abertura do dia de negociac¸a˜o,
utilizando o prec¸o de abertura. As ordens sa˜o executadas apenas quando satisfizerem os
crite´rios das estrate´gias e dos indicadores encontrados pelos algoritmos, representados pelos
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paraˆmetros de entrada comprar e vender. Apo´s a decodificac¸a˜o dos indivı´duos, os valores para
os paraˆmetros comprar e vender sera˜o calculados com base nas estrate´gias e nas Equac¸o˜es
1 a 11 mostradas na Sec¸a˜o 3.1.1. O objetivo da func¸a˜o de fitness e´ a maximizac¸a˜o do lucro
comprando ou vendendo todo o capital disponı´vel no momento.
Algoritmo 3 Func¸a˜o de fitness utilizado no BA e AG
1: Paraˆmetros: V {Valor disponı´vel}, m {Tamanho da amostra}, δ {Porcentagem de stop-
loss}, ε {Custo de corretagem}, comprar, vender
2: Inicializa stop-loss vs← δV
3: for i← 1 to n do
4: if carteiraCheia and q PAi < vc− vs then {Gerenciamento de risco}
5: Atualiza valor disponı´vel V ←V (q PAi− ε)
6: Atualiza stop-loss vs← δV
7: Atualiza quantidade de ac¸o˜es q← 0
8: carteiraCheia← f also
9: else
10: if not carteiraCheia and comprar then {Sinal dos indicadores}
11: Atualiza quantidade de ac¸o˜es q← V−ε
PAi
12: Atualiza valor de compra vc←V PAi + ε
13: Atualiza valor disponı´vel V ←V − (q PAi + ε)
14: carteiraCheia← verdadeiro
15: else
16: if carteiraCheia and vender then {Sinal dos indicadores}
17: Atualiza valor disponı´vel V ←V (q PAi− ε)
18: Atualiza stop-loss vs← δV
19: Atualiza quantidade de ac¸o˜es q← 0
20: carteiraCheia← f also
21: end if
22: end if
23: end if
24: end for
25: if carteiraCheia then {Ac¸o˜es remanescentes}
26: Atualiza valor disponı´vel V ←V (q PAi− ε)
27: end if
28: Retorna V
Primeiramente, o valor de stop-loss e´ inicializado (linha 2), onde V e´ um paraˆmetro
de entrada correspondente ao valor disponı´vel para compra, e δ e´ o paraˆmetro de entrada
porcentagem de stop-loss.
O ciclo principal representa as etapas que sa˜o realizadas para o dia i ate´ o tamanho
da amostra m (linhas 3-24). Na linha 4 e´ verificada a condic¸a˜o do gerenciamento de risco. Se
o investidor estiver no estado comprado (carteira cheia) e o valor atual das ac¸o˜es em carteira
q PAi (q e´ a quantidade de ac¸o˜es e PAi e´ o prec¸o de abertura no dia i) for menor que a diferenc¸a
entre o valor de compra vc e o valor de stop-loss vs, significa que o mercado atingiu o valor de
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stop-loss, sendo necessa´rio executar a ordem de venda para proteger o capital (linhas 5-8).
Se os indicadores indicarem sinal de compra e o investidor esta´ no estado vendido
(carteira vazia), e´ realizada a compra das ac¸o˜es (linha 11). Na linha 12 e´ atualizado o valor de
compra vc para ser utilizado no dia i+ 1 no gerenciamento de risco (linha 4). Na linha 13 e´
atualizado o valor disponı´vel V , e na linha 14 e´ atualizado o estado do investidor para carteira
cheia igual a verdadeiro.
Na linha 16 e´ verificada a condic¸a˜o se o investidor esta´ no estado comprado (carteira
cheia) e os indicadores indicam vender. Se a condic¸a˜o for falsa, o algoritmo continua o processo
para o dia seguinte i + 1 sem realizar compra ou venda (na˜o operar). Se a condic¸a˜o for
verdadeira, e´ realizada a venda das ac¸o˜es, atualizando o valor disponı´vel na linha 17, atualizando
o valor do stop-loss (linha 18), atualizando a quantidade de ac¸o˜es para zero (todas as ac¸o˜es
foram vendidas) (linha 19) e alterando o estado do investidor para carteira cheia igual a falso.
Apo´s o perı´odo da amostra m, se existirem ac¸o˜es na carteira (linha 25) elas sa˜o
vendidas e atualizado o valor disponı´vel V (linha 26). Na linha 28, e´ retornado o valor de
fitness que representa o lucro obtido pelo indivı´duo que esta´ sendo avaliado.
A Figura 9 resume a estrate´gia de compra e venda do BA e AG. Se a posic¸a˜o corrente
e´ “Carteira cheia” e a regra do algoritmo sinaliza venda, a posic¸a˜o corrente se transforma
“Carteira vazia”. Se a posic¸a˜o corrente e´ “Carteira vazia”, e a regra do algoritmo sinaliza
compra, a posic¸a˜o corrente se transforma novamente em “Carteira cheia”. Nos outros quatro
casos, o estado corrente e´ preservado.
Figura 9: Estrate´gia de compra e venda do BA e AG
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3.1.7 BUSCA EXAUSTIVA
Sera´ realizada uma busca exaustiva para determinar os valores o´timos dos paraˆmetros
dos indicadores te´cnicos, quando considerados individualmente com crite´rio de compra e venda.
Este valores sera˜o comparados com aqueles sugeridos na literatura e tambe´m com o B&H. A
Tabela 5 mostra os valores padro˜es da literatura e a faixa de valores com a variac¸a˜o em relac¸a˜o
ao valor padra˜o que sera´ utilizada na busca exaustiva. A variac¸a˜o dos valores foi escolhida
arbitrariamente, levando em conta que, se utilizar uma faixa muito grande, a busca exaustiva
se tornara´ computacionalmente invia´vel. Para os paraˆmetros com domı´nio contı´nuo, sera˜o
utilizados dados discretos e posteriormente aplicados a precisa˜o de duas casas decimas.
Tabela 5: Ajuste dos paraˆmetros dos indicadores separadamente
EST
Paraˆmetros padra˜o Busca exaustiva
n1 n2 Ma´x. Min. n1 n2 Ma´x. Min.
5 3 80,00 20,00 {5...7} {3...5} {70,00;70,01...89,99;90,00} {10,00;10,01...29,99;30,00}
IFR
Paraˆmetros padra˜o Busca exaustiva
n Ma´x. Min. n Ma´x. Min.
14 70,00 30,00 {7...21} {60,00;60,01...79,99;80,00} {20,00;20,01...39,99;40,00}
MACD
Paraˆmetros padra˜o Busca exaustiva
n1 n2 n3 n1 n2 n3
12 26 9 {6...14} {6...21} {6...21}
MD
Paraˆmetros padra˜o Busca exaustiva
n n
14 {6...14}
ROC
Paraˆmetros padra˜o Busca exaustiva
n Max. Min. n Max. Min.
10 155,00 45,00 {6...15} {145,00;145,01...164,99;165,00} {35,00;35,01...54,99;55,00}
MM
Paraˆmetros padra˜o Busca exaustiva
n n
21 {6...21}
CMM
Paraˆmetros padra˜o Busca exaustiva
n1 n2 n1 n2
5 21 {6..21} {6..21}
3.2 METODOLOGIA DE AVALIAC¸A˜O
Nesta sec¸a˜o sera´ feita uma explicac¸a˜o da base de dados utilizada para avaliar os
algoritmos, bem como as medidas de desempenho que sera˜o utilizadas para avaliac¸a˜o.
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3.2.1 DADOS DE TREINAMENTO E DE TESTES
Na Sec¸a˜o 2.3.3 deste trabalho foi mostrado que, em me´dia, os autores utilizam 7
anos de dados histo´ricos. Elton et al. (2010) na˜o recomendam utilizar apenas perı´odos de alta
ou baixa expressiva das cotac¸o˜es do mercado, pois os resultados seriam tendenciosos. Por
exemplo, se fosse escolhido apenas o perı´odo entre agosto de 2002 e junho de 2008 em que
o mercado de ac¸o˜es do Brasil teve uma expressiva alta, a estrate´gia de B&H seria privilegiada
e os experimentos seriam tendenciosos. Se o perı´odo selecionado fosse de junho a agosto de
2008, a estrate´gia de na˜o operar (B&H) seria prejudicada, pois o mercado teve uma forte baixa
neste perı´odo.
Foi realizada uma busca nos dados histo´ricos da BMF&Bovespa do comportamento
das ac¸o˜es que incluı´sse 7 anos de diversas tendeˆncias. Isto levou a` selec¸a˜o dos anos 2006-2012
mostrados na Tabela 6.
Tabela 6: Comportamento do mercado para o perı´odo que sera´ utilizado nos experimentos
Ano Comportamento do mercado
2006 Tendeˆncia de baixa, alta e sem tendeˆncia
2007 Tendeˆncia de baixa, alta e sem tendeˆncia
2008 Tendeˆncia de baixa, alta e sem tendeˆncia
2009 Tendeˆncia de alta
2010 Sem tendeˆncia
2011 Tendeˆncia de baixa
2012 Tendeˆncia de baixa, alta e sem tendeˆncia
Portanto, neste trabalho sera˜o utilizados dados histo´ricos iniciados no primeiro dia de
janeiro de 2006 ate´ o u´ltimo dia de 2012, pois assim sera˜o testados perı´odos de alta e baixa, na˜o
privilegiando nem a estrate´gia de B&H nem as dos algoritmos deste trabalho. A partir disto,
foram recuperados os dados das ac¸o˜es que sera˜o utilizadas nos experimentos.
Atualmente a BM&FBovespa possui 524 ac¸o˜es cadastradas. A amostra de dados sera´
constituı´da de cotac¸o˜es dia´rias de 92 ac¸o˜es, cujos dados do perı´odo 01/01/2006 a 31/12/2012
esta˜o disponı´veis 2. As ac¸o˜es sa˜o de setores econoˆmicos diferentes, portanto o comportamento
dos algoritmos na˜o sera´ tendencioso a um nicho de mercado. A Tabela 7 mostra a lista completa
de ac¸o˜es que sera˜o utilizadas nos experimentos. Cada cotac¸a˜o e´ constituı´da pela data do prega˜o,
prec¸os de abertura, fechamento, ma´ximo e mı´nimo, ale´m do volume financeiro deste prega˜o.
Estas seis informac¸o˜es sa˜o a base para cada equac¸a˜o dos indicadores. Na˜o ha´ a necessidade de
se ajustar a inflac¸a˜o do perı´odo, pois ela afeta igualmente todas as estrate´gias deste trabalho,
na˜o influenciando o resultado final.
2http://www.bmfbovespa.com.br/
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Tabela 7: Ac¸o˜es utilizadas nos experimentos
Setor Econoˆmico Empresa Ac¸a˜o Setor Econoˆmico Empresa Ac¸a˜o
Bens Industriais CONTAX CTAX4 I´ndice DJIA DJIA
Bens Industriais EMBRAER EMBR3 I´ndice FTSE100 FTSE100
Bens Industriais FORJA TAURUS FJTA4 I´ndice HSENG HSENG
Bens Industriais FRAS-LE FRAS4 I´ndice IBVSP IBVSP
Bens Industriais INEPAR INEP4 I´ndice NASDAQ NASDAQ
Bens Industriais KEPLER WEBER KEPL3 I´ndice NIKKEI NIKKEI
Bens Industriais MARCOPOLO POMO4 I´ndice SP500 SP500
Bens Industriais METAL LEVE LEVE3 Materiais Ba´sicos BRASKEM BRKM5
Bens Industriais PLASCAR PART PLAS3 Materiais Ba´sicos DURATEX DTEX3
Bens Industriais RANDON PART RAPT4 Materiais Ba´sicos FERBASA FESA4
Bens Industriais RECRUSUL RCSL4 Materiais Ba´sicos FIBRIA FIBR3
Construc¸a˜o e Transporte ALL AMER LAT ALLL3 Materiais Ba´sicos GERDAU GGBR4
Construc¸a˜o e Transporte CCR SA CCRO3 Materiais Ba´sicos GERDAU MET GOAU4
Construc¸a˜o e Transporte CYRELA REALT CYRE3 Materiais Ba´sicos KLABIN S/A KLBN4
Construc¸a˜o e Transporte ETERNIT ETER3 Materiais Ba´sicos M G POLIEST RHDS3
Construc¸a˜o e Transporte GOL GOLL4 Materiais Ba´sicos MANGELS INDL MGEL4
Construc¸a˜o e Transporte PORTOBELLO PTBL3 Materiais Ba´sicos PARANAPANEMA PMAM3
Construc¸a˜o e Transporte ROSSI RESID RSID3 Materiais Ba´sicos SID NACIONAL CSNA3
Consumo Cı´clico ALPARGATAS ALPA4 Materiais Ba´sicos SUZANO PAPEL SUZB5
Consumo Cı´clico B2W DIGITAL BTOW3 Materiais Ba´sicos UNIPAR UNIP6
Consumo Cı´clico COTEMINAS CTNM4 Materiais Ba´sicos USIMINAS USIM5
Consumo Cı´clico ESTRELA ESTR4 Materiais Ba´sicos VALE VALE5
Consumo Cı´clico GRENDENE GRND3 Petro´leo, Ga´s e Biocombustı´veis PETROBRAS PETR4
Consumo Cı´clico GUARARAPES GUAR3 Tecnologia da Informac¸a˜o IDEIASNET IDNT3
Consumo Cı´clico LOCALIZA RENT3 Tecnologia da Informac¸a˜o TELEBRAS TELB3
Consumo Cı´clico LOJAS AMERIC LAME3 Telecomunicac¸o˜es EMBRATEL PAR EBTP4
Consumo Cı´clico MUNDIAL MNDL3 Telecomunicac¸o˜es OI OIBR3
Consumo Cı´clico NET NETC4 Telecomunicac¸o˜es TELEF BRASIL VIVT3
Consumo Cı´clico P.ACUCAR-CBD PCAR4 Telecomunicac¸o˜es TIM PART S/A TIMP3
Consumo Cı´clico PETTENATI PTNT4 Utilidade Pu´blica AES TIETE GETI3
Consumo Cı´clico TEKA TEKA4 Utilidade Pu´blica CEMIG CMIG3
Consumo na˜o Cı´clico AMBEV AMBV3 Utilidade Pu´blica CESP CESP6
Consumo na˜o Cı´clico BOMBRIL BOBR4 Utilidade Pu´blica COELCE COCE5
Consumo na˜o Cı´clico BRF SA BRFS3 Utilidade Pu´blica COMGAS CGAS5
Consumo na˜o Cı´clico COSAN CSAN3 Utilidade Pu´blica COPEL CPLE3
Consumo na˜o Cı´clico DASA DASA3 Utilidade Pu´blica CPFL ENERGIA CPFE3
Consumo na˜o Cı´clico NATURA NATU3 Utilidade Pu´blica ELETROBRAS ELET6
Consumo na˜o Cı´clico RENAR RNAR3 Utilidade Pu´blica EMAE EMAE4
Consumo na˜o Cı´clico SOUZA CRUZ CRUZ3 Utilidade Pu´blica ENERGIAS BR ENBR3
Financeiro e Outros BRADESCO BBDC4 Utilidade Pu´blica LIGHT S/A LIGT3
Financeiro e Outros BRADESPAR BRAP3 Utilidade Pu´blica SABESP SBSP3
Financeiro e Outros BRASIL BBAS3 Utilidade Pu´blica SANEPAR SAPR4
Financeiro e Outros ITAUSA ITSA4 Utilidade Pu´blica TRACTEBEL TBLE3
Financeiro e Outros ITAUUNIBANCO ITUB4 Utilidade Pu´blica TRAN PAULIST TRPL4
Financeiro e Outros SAO CARLOS SCAR3
Financeiro e Outros ULTRAPAR UGPA3
Financeiro e Outros AMAZONIA BAZA3
Financeiro e Outros PORTO SEGURO PSSA3
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3.2.2 AVALIAC¸A˜O DE DESEMPENHO
A avaliac¸a˜o dos algoritmos sera´ realizada utilizando o lucro obtido atrave´s da func¸a˜o de
fitness. Os algoritmos sera˜o comparados entre si e com a medida de desempenho B&H. Segundo
Chen et al. (2007), o B&H e´ a medida de desempenho mais utilizada para o problema de
projec¸a˜o do prec¸o de ac¸o˜es. Na Sec¸a˜o 2.3.4 deste trabalho foi mostrado que 85,71% dos autores
utilizaram o B&H. Atsalakis e Valavanis (2009) examinaram mais de 100 artigos publicados que
se concentram em te´cnicas de computac¸a˜o aplicada na projec¸a˜o do prec¸o de ac¸o˜es na bolsa de
valores, e o B&H foi utilizado pela maioria dos autores.
3.2.3 VALIDAC¸A˜O CRUZADA
O que se busca com as execuc¸o˜es dos experimentos e´ uma soluc¸a˜o que apresente
bons resultados em qualquer situac¸a˜o do mercado de ac¸o˜es. Para isso, a validac¸a˜o cruzada foi
adotada. O maior benefı´cio da validac¸a˜o cruzada e´ verificar se a otimizac¸a˜o realizada no perı´odo
de treinamento se comportara´ de forma semelhante com dados reais no futuro. Segundo Pardo
(1992), a validac¸a˜o cruzada e´ a simulac¸a˜o mais realista para o mercado de ac¸o˜es. A Tabela 8
mostra como sera˜o conduzidos os experimentos.
A validac¸a˜o cruzada e´ um processo de duas partes. A primeira consiste em realizar
a otimizac¸a˜o no perı´odo de treinamento. A segunda parte consiste em selecionar o melhor
modelo encontrado na parte anterior e executar no perı´odo de teste. Kirkpatrick e Dahlquist
(2011) sugerem utilizar de 20% a 30% do perı´odo de treinamento para o perı´odo teste. Apo´s
as duas partes, a janela de tempo e´ deslocada e se repetem as duas partes anteriores para as 5
etapas. No final e´ possı´vel obter a melhor soluc¸a˜o encontrada pelos algoritmos, bem como a
me´dia do lucro e desvio padra˜o em todos os perı´odos de teste.
Tabela 8: Validac¸a˜o cruzada realizada nos experimentos
Perı´odo
Etapa 2006 2007 2008 2009 2010 2011 2012
1 Treinamento Treinamento Treinamento Teste Teste Teste Teste
2 Teste Treinamento Treinamento Treinamento Teste Teste Teste
3 Teste Teste Treinamento Treinamento Treinamento Teste Teste
4 Teste Teste Teste Treinamento Treinamento Treinamento Teste
5 Teste Teste Teste Teste Treinamento Treinamento Treinamento
Se os experimentos na˜o fossem realizados com a validac¸a˜o cruzada utilizando perı´odo
de treinamento e teste, provavelmente ocorreria overfitting (PAUKSTE; RAUDYS, 2013) no
perı´odo de treinamento, ou seja, excelentes resultados no perı´odo de treinamento e resultados
ruins de teste.
Para cada etapa a fase de treinamento sera´ executada 100 vezes de forma independente.
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O melhor indivı´duo de cada rodada sera´ testado no perı´odo de teste e desta forma obtido a me´dia
do lucro e desvio padra˜o para esta rodada. Este processo se repete ate´ completar as cinco etapas
para cada estrate´gia de cada algoritmo e para cada uma das 92 ac¸o˜es.
3.2.4 ANA´LISE ESTATI´STICA
Para realizar a ana´lise estatı´stica, sera´ considerado quais ac¸o˜es apresentaram diferenc¸a
significativa no desempenho quando comparados os me´todos: BA x AG, AG x B&H e BA x
B&H.
Primeiramente e´ necessa´rio saber se os dados seguem uma distribuic¸a˜o normal.
Para isso, sera˜o realizados dois testes de normalidade para aumentar a confiabilidade dos
resultados. O primeiro e´ o teste de Kolmogorov-Smirnov (MORETTIN, 2012) e o segundo
e´ o teste de Shapiro-Wilk (SIEGEL; CASTELLAN, 2006). Todos os testes estatı´sticos sera˜o
realizados com um nı´vel de confianc¸a de 95%. Portanto, para que os dados tenham uma
distribuic¸a˜o de probabilidade normal, e´ necessa´rio que o p-valor seja maior do que 0,05
(5%) (MONTGOMERY; RUNGER, 2012; LARSON; FARBER, 2010). Quando os dados na˜o
seguem um distribuic¸a˜o de probabilidade normal deve-se fazer um teste na˜o-parame´trico.
Todos os procedimentos ba´sicos de estatı´stica, teste t de Student, a ana´lise de variaˆncia
(ANOVA), entre outros, dependem fortemente da suposic¸a˜o de que os dados da amostra (ou as
estatı´sticas suficientes) estejam distribuı´dos de acordo com uma distribuic¸a˜o especı´fica. Mas,
para cada teste cla´ssico, existe uma alternativa na˜o-parame´trica. Se os dados dos experimentos
na˜o seguirem uma distribuic¸a˜o de probabilidade normal, sera´ utilizado o teste na˜o-parame´trico
dos Postos com Sinais de Wilcoxon.
O teste dos Postos com Sinais de Wilcoxon substitui o t de Student para amostras
pareadas quando os dados na˜o satisfazem as exigeˆncias do teste t de Student. O objetivo do
teste dos sinais de Wilcoxon e´ comparar o desempenho de cada sujeito no sentido de verificar
se existem diferenc¸as significativas. Para que exista diferenc¸a significativa com um nı´vel de
confianc¸a de 95%, o p-valor deve ser menor do que 0,05 (5%).
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4 RESULTADOS E DISCUSSA˜O
Neste capı´tulo sera˜o detalhados os resultados obtidos com a metodologia proposta.
Primeiro, sera˜o mostrados na Sec¸a˜o 4.1 os experimentos preliminares utilizando a busca
exaustiva. Posteriormente, na Sec¸a˜o 4.2, sera˜o apresentados os experimentos com os algoritmos
meta-heurı´sticos.
Todos os experimentos reportados neste trabalho foram realizados em um cluster de
computadores. Cada computador com processador Core 2 Quad com 2,8 GHz e 2 GB de RAM,
sobre uma instalac¸a˜o mı´nima do Linux.
4.1 EXPERIMENTOS PRELIMINARES
O experimento preliminar realizado teve como objetivo analisar o desempenho isolado
dos indicadores e comparar com os valores sugeridos pelos autores e B&H. Para isto, a busca
exaustiva foi aplicada para as ac¸o˜es GGBR4, ITUB4, PETR4 e VALE5 selecionadas por
amostragem. A validac¸a˜o cruzada apenas para este experimento foi realizada de forma diferente
aos experimentos do AG e BA devido ao escopo inicial deste trabalho. Foi utilizado a validac¸a˜o
cruzada com 1 perı´odo de teste e com 4 etapas, conforme mostrado na Tabela 9.
Tabela 9: Validac¸a˜o cruzada realizada nos experimentos para a busca exaustiva
Perı´odo
Etapa 2006 2007 2008 2009 2010 2011 2012
1 Treinamento Treinamento Treinamento Teste
2 Treinamento Treinamento Treinamento Teste
3 Treinamento Treinamento Treinamento Teste
4 Treinamento Treinamento Treinamento Teste
A Tabela 10 mostra a quantidade de experimentos realizados utilizando a busca
exaustiva. As combinac¸o˜es foram realizadas com base na Tabela 5 da Sec¸a˜o 3.1.7.
A Figura 10 mostra o resultado da busca exaustiva. Os valores dos paraˆmetros dos
indicadores encontrados pela busca exaustiva obtiveram um lucro superior aos valores padro˜es
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Tabela 10: Quantidade de experimentos realizados utilizando a busca exaustiva
Indicador Combinac¸o˜es
MM 15
CMM 75
ROC 36.000.000
MACD 1.800
IFR 56.000.000
EST 16.000.000
MD 8
Total para uma etapa 108.001.898
Total para quatro etapas 432.007.592
Total para quatro ac¸o˜es 1.728.030.368
dos autores, para 64,28% dos indicadores.
Figura 10: Resultado da busca exaustiva
Com o resultados dos experimentos da busca exaustiva, onde apenas 8,92% dos
indicadores obtiveram lucro acima do B&H, e´ evidenciado que os indicadores na˜o apresentam
bom desempenho quando utilizados isoladamente.
4.2 EXPERIMENTOS COM AG E BA
A seguir, sera˜o apresentados os resultados obtidos para as 92 ac¸o˜es, com o AG e BA
utilizando a estrate´gia do tipo maioria e peso, comparando todos com o B&H.
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Os algoritmos AG e BA possuem como paraˆmetro comum de entrada um valor
disponı´vel para compra inicial de R$ 100.000,00. A Tabela 11 mostra os paraˆmetros especı´ficos
de cada algoritmo. Para o AG foram utilizados os valores sugeridos por (HOLLAND, 1975;
GOLDBERG, 1989), e para o BA os paraˆmetros utilizados foram os sugeridos por (CORDEIRO
et al., 2012).
Tabela 11: Paraˆmetros do AG e BA utilizados nos experimentos
Paraˆmetro AG BA
Populac¸a˜o 200 200
Gerac¸o˜es 1.000 1.000
Mutac¸a˜o 0,05% -
Crossover 80% -
Me´todo selec¸a˜o Torneio 5% -
α - 0,50
λ - 0,10
Para ambos os algoritmos utilizados neste trabalho e para ambas as estrate´gias maioria
e peso, cada experimento foi executado 100 vezes com sementes aleato´rias diferentes. O melhor
indivı´duo de cada execuc¸a˜o encontrado no perı´odo de treinamento (3 anos de periodicidade) foi
testado no perı´odo de teste (4 anos de periodicidade). Este processo foi repetido para as cinco
etapas da validac¸a˜o cruzada (ver Sec¸a˜o 3.2.3). No final de todas as etapas foi encontrada a
me´dia, desvio padra˜o e o melhor indivı´duo. No total foram realizados 184.000 experimentos.
A Tabela 12 sintetiza a quantidade de experimentos realizados com o AG e BA.
Tabela 12: Quantidade de experimentos realizados com AG e BA
Descric¸a˜o Quantidade
Nu´mero de rodadas 100
Nu´mero de etapas da validac¸a˜o cruzada 5
Algoritmo 2
Estrate´gia 2
Ac¸o˜es 92
Produto total 184.000
Tempo me´dio de execuc¸a˜o para uma ac¸a˜o 15:55 horas
Seguindo a metodologia mostrada na Sec¸a˜o 3.2.4 as tabelas 25 a 30 do Apeˆndice B,
sintetizam os experimentos da Tabela 12, mostrando os resultados consolidados da validac¸a˜o
cruzada.
A Tabela 13 mostra o resultado do lucro obtido no perı´odo de teste da melhor estrate´gia
do AG em relac¸a˜o ao B&H. A tabela foi divida arbitrariamente por faixa de desempenho para
melhor visualizac¸a˜o para quais ac¸o˜es os algoritmos se comportaram melhor. Para 64,13% das
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ac¸o˜es, a melhor estrate´gia do AG apresentou lucro superior a 25% em relac¸a˜o ao B&H. Para
51,08% das ac¸o˜es o lucro foi superior a 50%. Para 35,87% das ac¸o˜es o lucro foi superior a
75% e para 22,83% das ac¸o˜es a melhor estrate´gia do AG teve desempenho inferior ao B&H. Os
resultados significativos mostrados na tabela sera˜o mostradas em detalhes na Sec¸a˜o 4.2.1.
Tabela 13: Lucro obtido pelo AG no perı´odo de testes da validac¸a˜o cruzada
Faixa Lucro em relac¸a˜o ao B&H Quantidade Ac¸a˜o
1 Lucro > 75% 33 CTNM4 MNDL3 ESTR4 RHDS3 BAZA3* NIKKEI*
KEPL3 GOLL4 CESP6* CYRE3 BTOW3 DJIA
BRKM5 FTSE100 SP500 GGBR4 ELET6 EMBR3
UNIP6* LIGT3 BBDC4 TEKA4 RSID3* HSENG
NETC4 NASDAQ TELB3 PTNT4 EBTP4 ITUB4
RAPT4 TIMP3 ITSA4*
2 50% < Lucro <= 75% 14 ALLL3* PMAM3 ENBR3 SUZB5 GUAR3 USIM5
VALE5 GOAU4 DASA3 BOBR4 CSAN3 PETR4*
BRFS3 CSNA3
3 25% < Lucro <= 50% 12 KLBN4 RENT3 RCSL4 RNAR3* CPFE3 IDNT3
BRAP3 TBLE3 TRPL4 FESA4 FIBR3 IBVSP
4 0% < Lucro <= 25% 12 BBAS3 PCAR4 SCAR3 VIVT3 DTEX3 CPLE3
EMAE4 GETI3 PSSA3 INEP4 CCRO3 LAME3
5 -25% < Lucro <= 0% 12 ALPA4 CGAS5 LEVE3 CMIG3 OIBR3 NATU3
PLAS3 FJTA4 PTBL3 COCE5 UGPA3 CTAX4
6 -50% < Lucro <= -25% 9 POMO4 CRUZ3 MGEL4 GRND3 AMBV3 SAPR4
FRAS4 ETER3 SBSP3
* Resultado na˜o e´ significativo
A Tabela 14 mostra o resultado do lucro obtido no perı´odo de teste da melhor estrate´gia
do BA em relac¸a˜o ao B&H. Para 78,26% das ac¸o˜es, a melhor estrate´gia do BA apresentou lucro
superior a 25% em relac¸a˜o ao B&H. Para 67,39% das ac¸o˜es o lucro foi superior a 50%. Para
56,52% das ac¸o˜es o lucro foi superior a 75% e para 8,70% das ac¸o˜es a melhor estrate´gia do BA
teve desempenho inferior ao B&H.
Tabela 14: Lucro obtido pelo BA no perı´odo de testes da validac¸a˜o cruzada
Faixa Lucro em relac¸a˜o ao B&H Quantidade Ac¸a˜o
1 Lucro > 75% 52 CTNM4 RHDS3* MNDL3 ESTR4 GOLL4* NIKKEI*
KEPL3 CYRE3 CESP6* GGBR4 BAZA3* DJIA*
UNIP6* BTOW3 LIGT3 BRKM5 SCAR3 PTNT4
EBTP4 FIBR3 PETR4* HSENG ITUB4* RSID3*
ITSA4* TEKA4 BRFS3 PTBL3 IBVSP DASA3
TELB3 INEP4 SUZB5 NATU3 BOBR4 ALLL3*
NASDAQ TIMP3 EMBR3 BBDC4 PMAM3 VALE5
CSNA3 RAPT4 EMAE4 FTSE100* ELET6 SP500
ENBR3 NETC4 RCSL4 GUAR3
2 50% < Lucro <= 75% 10 CSAN3 FESA4 USIM5 CPLE3 PSSA3 BBAS3
RENT3 RNAR3* BRAP3 GOAU4
3 25% < Lucro <= 50% 10 ALPA4 PCAR4 KLBN4 LAME3 CPFE3 GETI3
TRPL4 TBLE3 IDNT3 COCE5
4 0% < Lucro <= 25% 12 VIVT3 DTEX3 CTAX4 ETER3 LEVE3 CCRO3
CMIG3 FJTA4 OIBR3 PLAS3 FRAS4 UGPA3
5 -25% < Lucro <= 0% 8 CGAS5 MGEL4 SBSP3 SAPR4 CRUZ3 POMO4
GRND3 AMBV3
* Resultado na˜o e´ significativo
A Tabela 15 mostra o resultado do lucro obtido no perı´odo de teste da melhor
estrate´gia de cada algoritmo em relac¸a˜o ao B&H separado por setor econoˆmico. A tabela
mostra a quantidade de ac¸o˜es para cada faixa e o percentual das mesmas. E´ observado que
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o setor econoˆmico na˜o interfere no resultado dos algoritmos, com excec¸a˜o dos ı´ndices. Para
o BA, os 7 ı´ndices utilizados nos experimentos obtiveram lucro superior a 75% em relac¸a˜o
ao B&H. Para o AG, 6 dos 7 ı´ndices obtiveram lucro superior a 75% em relac¸a˜o ao B&H.
Os ı´ndices sa˜o formados por conjunto de ac¸o˜es, refletindo o prec¸o me´dio de va´rias ac¸o˜es
em um determinado momento. Com isso, os ı´ndices se comportam de maneira diferente das
ac¸o˜es, apresentando grande volatilidade ao longo do tempo, e consequentemente, va´rios pontos
de compra/venda para os algoritmos, ao contra´rio de algumas ac¸o˜es que apresentam baixa
volatilidade diminuindo o desempenho dos algoritmos, que sera´ mostrado mais adiante neste
capı´tulo.
Tabela 15: Lucro por setor econoˆmico da melhor estrate´gia de cada algoritmo
Setor econoˆmico
Construc¸a˜o Consumo
Bens Industriais e Transporte Cı´clico
Faixa AG BA AG BA AG BA
1 3 (27,27%) 5 (45,45%) 3 (42,86%) 5 (71,43%) 7 (53,85%) 8 (61,54%)
2 1 (9,09%) 0 (0%) 1 (14,29%) 0 (0%) 1 (7,69%) 1 (7,69%)
3 0 (0%) 0 (0%) 0 (0%) 0 (0%) 1 (7,69%) 3 (23,08%)
4 1 (9,09%) 5 (45,45%) 1 (14,29%) 2 (28,57%) 2 (15,38%) 0 (0%)
5 6 (54,55%) 1 (9,09%) 2 (28,57%) 0 (0%) 2 (15,38%) 1 (7,69%)
Total de ac¸o˜es 11 11 7 7 13 13
Materiais Petro´leo, Tecnologia
Ba´sicos Ga´s e Biocombustı´veis da Informac¸a˜o
Faixa AG BA AG BA AG BA
1 4 (26,67%) 9 (60,00%) 0 (0%) 1 (100,00%) 1 (50,00%) 1 (50,00%)
2 6 (40,00%) 3 (20,00%) 1 (100,00%) 0,00 0,00 0,00
3 3 (20,00%) 1 (6,67%) 0 (0%) 0 (0%) 1 (50,00%) 1 (50,00%)
4 1 (6,67%) 1 (6,67%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
5 1 (6,67%) 1 (6,67%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
Total de ac¸o˜es 15 15 1 1 2 2
Utilidade
I´ndice Telecomunicac¸o˜es Pu´blica
Faixa AG BA AG BA AG BA
1 6 (85,71%) 7 (100,00%) 2 (50,00%) 2 (50,00%) 3 (20,00%) 5 (33,33%)
2 0 (0%) 0 (0%) 0 (0%) 0 (0%) 1 (6,67%) 1 (6,67%)
3 1 (14,29%) 0 (0%) 0 (0%) 0 (0%) 3 (20,00%) 4 (26,67%)
4 0 (0%) 0 (0%) 1 (25,00%) 2 (50,00%) 3 (20,00%) 2 (13,33%)
5 0 (0%) 0 (0%) 1 (25,00%) 0 (0%) 5 (33,33%) 3 (20,00%)
Total de ac¸o˜es 7 7 4 4 15 15
Consumo Financeiro
na˜o Cı´clico e Outros
Faixa AG BA AG BA
1 0 (0%) 4 (50,00%) 4 (44,44%) 5 (55,56%)
2 4 (50,00%) 2 (25,00%) 0 (0%) 3 (33,33%)
3 1 (12,50%) 0 (0%) 1 (11,11%) 0 (0%)
4 1 (12,50%) 0 (0%) 3 (33,33%) 1 (11,11%)
5 2 (25,00%) 2 (25,00%) 1 (11,11%) 0 (0%)
Total de ac¸o˜es 8 8 9 9
Complementando as informac¸o˜es das Tabelas 13, 14 e 15, as Figuras 11 a 18 mostram
as informac¸o˜es detalhadas para cada estrate´gia de cada algoritmo separado por faixa de lucro
do AG. E´ possı´vel identificar que o BA obteve para todos os grupos de ac¸o˜es me´dia de lucro
superior ao AG.
As Figuras 11 a 13 mostram os resultados para as ac¸o˜es da faixa 1. A me´dia de lucro
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acima do B&H obtida pelo AG foi 298,66%. O BA obteve 383,34% para este mesmo grupo de
ac¸o˜es.
Figura 11: Resultado dos algoritmos para as ac¸o˜es com desempenho do melhor superior a` 75%
em relac¸a˜o ao B&H
Figura 12: Resultado dos algoritmos para as ac¸o˜es com desempenho do melhor superior a` 75%
em relac¸a˜o ao B&H (Continuac¸a˜o)
A Figura 14 mostra os resultados para as ac¸o˜es da faixa 2. A me´dia de lucro acima do
B&H obtida pelo AG foi 61,37%. O BA obteve 100,79% para este mesmo grupo de ac¸o˜es.
A Figura 15 mostra os resultados para as ac¸o˜es da faixa 3. A me´dia de lucro acima do
B&H obtida pelo AG foi 37,12%. O BA obteve 66,44% para este mesmo grupo de ac¸o˜es.
A Figura 16 mostra os resultados para as ac¸o˜es da faixa 4. A me´dia de lucro acima do
B&H obtida pelo AG foi 9,80%. O BA obteve 61,91% para este mesmo grupo de ac¸o˜es.
As Figuras 17 a 18 mostram os resultados para as ac¸o˜es da faixa 5. A me´dia de lucro
acima do B&H obtida pelo AG foi -19,20%. O BA obteve 10,87% para este mesmo grupo de
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Figura 13: Resultado dos algoritmos para as ac¸o˜es com desempenho do melhor superior a` 75%
em relac¸a˜o ao B&H (Continuac¸a˜o)
Figura 14: Resultado dos algoritmos para as ac¸o˜es com desempenho do melhor entre 50,01% e
75% em relac¸a˜o ao B&H
ac¸o˜es.
A Tabela 16 mostra qual estrate´gia de cada algoritmo obteve o melhor lucro no perı´odo
de testes da validac¸a˜o cruzada. O BAP foi melhor para 60 das 92 ac¸o˜es, enquanto o BAM foi
melhor para 32 ac¸o˜es. O AGP foi melhor para 57 ac¸o˜es das 92, enquanto o o AGM foi melhor
para 35 ac¸o˜es.
A estrate´gia maioria apresentou resultados inferiores a estrate´gia peso por ser simples
em relac¸a˜o a estrate´gia peso. Na estrate´gia maioria todos os indicadores possuem o mesmo
“poder” de decisa˜o da compra e venda. Pode haver um indicador que apresente melhor/pior
desempenho para determinada ac¸a˜o, desta forma, a estrate´gia peso apresentara´ melhor
resultado, pois ira´ ao longo das gerac¸o˜es dos algoritmos ajustar automaticamente a influeˆncia
de cada indicador, diminuindo ou ate´ eliminando o indicador da decisa˜o de compra e venda.
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Figura 15: Resultado dos algoritmos para as ac¸o˜es com desempenho do melhor entre 25,01% e
50% em relac¸a˜o ao B&H
Figura 16: Resultado dos algoritmos para as ac¸o˜es com desempenho superior limitado a` 25% em
relac¸a˜o ao B&H
A Figura 19 mostra a curva de fitness do AG e BA para uma determinada ac¸a˜o (o
comportamento para outras ac¸o˜es e´ semelhante). Uma caracterı´stica dos resultados do AG,
percebida durante os experimentos, e´ a capacidade de continuar melhorando a qualidade das
soluc¸o˜es no final das 1.000 gerac¸o˜es. Isso ocorreu pelo fato do me´todo de selec¸a˜o escolhido,
o torneio, possuir a caracterı´stica de na˜o realizar pressa˜o seletiva ta˜o agressiva na populac¸a˜o
como e´ o caso do me´todo da roleta, conseguindo desta maneira manter indivı´duos com baixo
valor de fitness, pore´m com alguns genes bons. Ao contra´rio da curva de fitness do AG, a curva
do BA convergiu antes e a derivada no final das 1.000 gerac¸o˜es e´ zero, mostrando que mais
gerac¸o˜es na˜o levara˜o a uma melhora significativa.
Embora o AG tenha sido melhor no perı´odo de treinamento mostrado na curva
de fitness, o desempenho na˜o foi refletido no perı´odo de teste mostrado na Figura 20,
caracterizando a ocorreˆncia de overfitting. Para ambas as estrate´gias o BA obteve desempenho
superior ao AG. Tendo em vista que esta dissertac¸a˜o utiliza a versa˜o canoˆnica (standard) do AG,
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Figura 17: Resultado dos algoritmos para as ac¸o˜es com desempenho inferior ao B&H
Figura 18: Resultado dos algoritmos para as ac¸o˜es com desempenho inferior ao B&H
(Continuac¸a˜o)
Figura 19: Curva de fitness do AG e BA (Lucro x1000)
e´ prova´vel que melhores resultados possam ser obtidos por um ajuste fino dos seus paraˆmetros
de controle, pore´m isto esta´ fora do escopo desta dissertac¸a˜o. Outro fator que poderia contribuir
para melhorar o desempenho do AG seria utilizar codificac¸a˜o com valores reais, em vez do
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Tabela 16: Estrate´gia de cada algoritmo que obteve o maior lucro por ac¸a˜o no perı´odo de testes da
validac¸a˜o cruzada
Melhor estrate´gia Melhor estrate´gia
Ac¸a˜o AG BA Ac¸a˜o AG BA
ALLL3 AGP BAP IDNT3 AGP BAP
ALPA4 AGM BAM INEP4 AGP BAP
AMBV3 AGP BAM ITSA4 AGP BAP
BAZA3 AGP BAP ITUB4 AGM BAP
BBAS3 AGP BAP KEPL3 AGP BAP
BBDC4 AGP BAM KLBN4 AGM BAM
BOBR4 AGP BAM LAME3 AGM BAP
BRAP3 AGM BAM LEVE3 AGP BAP
BRFS3 AGP BAM LIGT3 AGP BAM
BRKM5 AGM BAP MGEL4 AGP BAP
BTOW3 AGP BAP MNDL3 AGM BAM
CCRO3 AGM BAM NASDAQ AGP BAM
CESP6 AGM BAP NATU3 AGP BAP
CGAS5 AGM BAP NETC4 AGP BAP
CMIG3 AGM BAM NIKKEI AGM BAM
COCE5 AGP BAP OIBR3 AGP BAP
CPFE3 AGP BAP PCAR4 AGM BAP
CPLE3 AGP BAP PETR4 AGP BAP
CRUZ3 AGM BAP PLAS3 AGM BAP
CSAN3 AGP BAM PMAM3 AGP BAP
CSNA3 AGP BAM POMO4 AGP BAP
CTAX4 AGP BAM PSSA3 AGP BAP
CTNM4 AGP BAP PTBL3 AGP BAP
CYRE3 AGM BAM PTNT4 AGP BAP
DASA3 AGP BAP RAPT4 AGM BAM
DJIA AGM BAM RCSL4 AGM BAM
DTEX3 AGP BAP RENT3 AGP BAP
EBTP4 AGP BAM RHDS3 AGM BAP
ELET6 AGM BAM RNAR3 AGP BAP
EMAE4 AGP BAP RSID3 AGP BAP
EMBR3 AGP BAM SAPR4 AGP BAP
ENBR3 AGP BAP SBSP3 AGM BAP
ESTR4 AGM BAP SCAR3 AGM BAP
ETER3 AGM BAP SP500 AGM BAM
FESA4 AGP BAP SUZB5 AGM BAM
FIBR3 AGP BAM TBLE3 AGP BAP
FJTA4 AGP BAP TEKA4 AGP BAP
FRAS4 AGM BAP TELB3 AGP BAM
FTSE100 AGP BAP TIMP3 AGM BAP
GETI3 AGP BAP TRPL4 AGM BAP
GGBR4 AGP BAM UGPA3 AGP BAP
GOAU4 AGM BAM UNIP6 AGP BAP
GOLL4 AGM BAP USIM5 AGP BAP
GRND3 AGM BAM VALE5 AGM BAP
GUAR3 AGP BAP VIVT3 AGM BAM
HSENG AGP BAP
IBVSP AGP BAM
bina´rio utilizado pelo Galopps.
Era esperado o desempenho satisfato´rio dos algoritmos apresentados neste trabalho
para todas as ac¸o˜es. Pore´m, para algumas ac¸o˜es o desempenho foi abaixo do esperado. Diante
deste comportamento diferenciado, foi realizada uma ana´lise direcionada, a fim de identificar
caracterı´sticas semelhantes entre as mesmas para que justificasse o baixo desempenho dos
algoritmos.
Para isso, os gra´ficos com o movimento dos prec¸os das ac¸o˜es onde os algoritmos
tiveram baixo desempenho foram recuperados. Foi possı´vel identificar na Figura 21 que o
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Figura 20: Percentual de ac¸o˜es com o melhor lucro obtido pelos algoritmos no perı´odo de testes da
validac¸a˜o cruzada
comportamento dos prec¸os e´ semelhante para as ac¸o˜es AMBV3, CRUZ3 e SAPR4 e diferente
em relac¸a˜o a`s ac¸o˜es onde se obteve bom desempenho. Acompanhando a linha de tendeˆncia de
alta, e´ possı´vel verificar que os prec¸os seguem um movimento u´nico para estas ac¸o˜es, gerando
poucos pontos de compra e venda pelos algoritmos. Na parte inferior da Figura 21, visualiza-se
o comportamento de treˆs ac¸o˜es com desempenho satisfato´rio (BBDC4, BTOW3 e CYRE3) com
tendeˆncias de alta e baixa nos prec¸os, gerando assim, va´rios pontos de compra e venda pelos
algoritmos.
Figura 21: Gra´fico dos prec¸os das ac¸o˜es onde os algoritmos obtiveram baixo desempenho (gra´ficos
superiores) e alto desempenho (gra´ficos inferiores)
De modo geral, os resultados demonstraram que os algoritmos aplicados com o modelo
proposto neste trabalho sa˜o promissores para resolver o problema de projec¸a˜o do prec¸o de ac¸o˜es.
53
4.2.1 RESULTADOS ESTATI´STICOS
Para a ana´lise estatı´stica, foram consideradas quais ac¸o˜es apresentaram diferenc¸a
significativa no desempenho quando comparados os me´todos: BA x AG, AG x B&H e BA
x B&H. As Tabelas 19 a` 24 do Apeˆndice A mostram os resultados dos testes de normalidade
utilizando Kolmogorov-Smirnov e Shapiro-Wilk. Cada linha da tabela representa os testes de
normalidade que foram realizados com base nas 500 execuc¸o˜es dos perı´odos de teste. Foi
utilizada a melhor estrate´gia de cada algoritmo.
E´ observado que as ac¸o˜es na˜o seguem uma distribuic¸a˜o normal de probabilidade e
isto impossibilitou que fosse realizado o teste t de Student. Portanto, foi realizado o teste na˜o-
parame´trico dos Postos com Sinais de Wilcoxon.
As Tabelas 17 e 18 mostram os resultados do teste dos Postos com Sinais de Wilcoxon.
De acordo com os resultados, as me´dias entre a melhor estrate´gia (maioria ou peso) do BA e AG
apresentaram diferenc¸a significativa em 56 dos 91 dos pares analisados. Para as me´dias entre
AG e B&H , 83 dos 91 pares analisados apresentaram diferenc¸a significativa. E por u´ltimo, para
as me´dias entre BA e B&H, 78 dos 91 pares analisados apresentaram diferenc¸a significativa. O
software utilizado para as ana´lises estatı´sticas foi o IBM SPSS Statistics, versa˜o 21.
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Tabela 17: Diferenc¸a estatı´stica entre os algoritmos e B&H
p-valor Diferenc¸a Significativa
Ac¸a˜o AG x BA AG x B&H BA x B&H AG x BA AG x B&H BA x B&H
ALLL3 0,748 0,356 0,174 Na˜o Na˜o Na˜o
ALPA4 0 0 0 Sim Sim Sim
AMBV3 0 0 0 Sim Sim Sim
BAZA3 0,056 0,37 0,58 Na˜o Na˜o Na˜o
BBAS3 0,859 0 0 Na˜o Sim Sim
BBDC4 0 0 0 Sim Sim Sim
BOBR4 0 0 0 Sim Sim Sim
BRAP3 0 0 0 Sim Sim Sim
BRFS3 0,325 0 0 Na˜o Sim Sim
BRKM5 0 0 0 Sim Sim Sim
BTOW3 0,039 0 0 Sim Sim Sim
CCRO3 0 0 0 Sim Sim Sim
CESP6 0,007 0,594 0,769 Sim Na˜o Na˜o
CGAS5 0 0 0 Sim Sim Sim
CMIG3 0 0 0 Sim Sim Sim
COCE5 0 0 0 Sim Sim Sim
CPFE3 0,008 0 0 Sim Sim Sim
CPLE3 0 0,001 0 Sim Sim Sim
CRUZ3 0,049 0 0 Sim Sim Sim
CSAN3 0,097 0 0 Na˜o Sim Sim
CSNA3 0,429 0 0 Na˜o Sim Sim
CTAX4 0,568 0 0 Na˜o Sim Sim
CTNM4 0,006 0 0 Sim Sim Sim
CYRE3 0,009 0 0,002 Sim Sim Sim
DASA3 0 0 0 Sim Sim Sim
DJIA 0 0,001 0,05 Sim Sim Na˜o
DTEX3 0,513 0 0 Na˜o Sim Sim
EBTP4 0,765 0 0 Na˜o Sim Sim
ELET6 0,173 0 0 Na˜o Sim Sim
EMAE4 0,197 0 0 Na˜o Sim Sim
EMBR3 0,985 0 0 Na˜o Sim Sim
ENBR3 0 0 0 Sim Sim Sim
ESTR4 0,011 0 0 Sim Sim Sim
ETER3 0 0 0 Sim Sim Sim
FESA4 0 0 0 Sim Sim Sim
FIBR3 0,001 0 0 Sim Sim Sim
FJTA4 0,01 0 0 Sim Sim Sim
FRAS4 0,765 0 0 Na˜o Sim Sim
FTSE100 0 0 0,715 Sim Sim Na˜o
GETI3 0 0 0 Sim Sim Sim
GGBR4 0,307 0 0 Na˜o Sim Sim
GOAU4 0,305 0 0 Na˜o Sim Sim
GOLL4 0,076 0,002 0,344 Na˜o Sim Na˜o
GRND3 0,183 0 0 Na˜o Sim Sim
GUAR3 0,055 0 0 Na˜o Sim Sim
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Tabela 18: Diferenc¸a estatı´stica entre os algoritmos e B&H (Continuac¸a˜o)
p-valor Diferenc¸a Significativa
Ac¸a˜o AG x BA AG x B&H BA x B&H AG x BA AG x B&H BA x B&H
HSENG 0 0 0 Sim Sim Sim
IBVSP 0,307 0 0 Na˜o Sim Sim
IDNT3 0,003 0 0 Sim Sim Sim
INEP4 0 0 0,026 Sim Sim Sim
ITSA4 0,893 0,574 0,576 Na˜o Na˜o Na˜o
ITUB4 0,03 0,037 0,745 Sim Sim Na˜o
KEPL3 0 0 0 Sim Sim Sim
KLBN4 0,141 0 0 Na˜o Sim Sim
LAME3 0 0 0 Sim Sim Sim
LEVE3 0,001 0 0 Sim Sim Sim
LIGT3 0,233 0 0 Na˜o Sim Sim
MGEL4 0,19 0 0 Na˜o Sim Sim
MNDL3 0,177 0 0 Na˜o Sim Sim
NASDAQ 0 0,001 0 Sim Sim Sim
NATU3 0,061 0 0 Na˜o Sim Sim
NETC4 0 0 0 Sim Sim Sim
NIKKEI 0,016 0,164 0,441 Sim Na˜o Na˜o
OIBR3 0,644 0 0 Na˜o Sim Sim
PCAR4 0,324 0 0 Na˜o Sim Sim
PETR4 0,189 0,6 0,368 Na˜o Na˜o Na˜o
PLAS3 0 0 0 Sim Sim Sim
PMAM3 0,023 0 0 Sim Sim Sim
POMO4 0,696 0 0 Na˜o Sim Sim
PSSA3 0 0 0 Sim Sim Sim
PTBL3 0 0 0 Sim Sim Sim
PTNT4 0 0 0,04 Sim Sim Sim
RAPT4 0 0 0 Sim Sim Sim
RCSL4 0 0 0,002 Sim Sim Sim
RENT3 0 0 0 Sim Sim Sim
RHDS3 0 0 0,161 Sim Sim Na˜o
RNAR3 0,601 0,837 0,805 Na˜o Na˜o Na˜o
RSID3 0 0,516 0,059 Sim Na˜o Na˜o
SAPR4 0,364 0 0 Na˜o Sim Sim
SBSP3 0,095 0 0 Na˜o Sim Sim
SCAR3 0 0 0 Sim Sim Sim
SP500 0 0 0 Sim Sim Sim
SUZB5 0,055 0 0 Na˜o Sim Sim
TBLE3 0,442 0 0 Na˜o Sim Sim
TEKA4 0,309 0 0 Na˜o Sim Sim
TELB3 0,095 0 0 Na˜o Sim Sim
TIMP3 0 0 0 Sim Sim Sim
TRPL4 0,032 0 0 Sim Sim Sim
UGPA4 0 0 0 Sim Sim Sim
UNIP6 0 0,353 0,672 Sim Na˜o Na˜o
USIM5 0 0 0,005 Sim Sim Sim
VALE5 0 0 0 Sim Sim Sim
VIVT3 0 0 0 Sim Sim Sim
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5 CONCLUSO˜ES
Esta dissertac¸a˜o teve como objetivo aplicar dois algoritmos meta-heurı´sticos, o AG
e o BA, ao problema de projec¸a˜o do prec¸o de ac¸o˜es na bolsa de valores do Brasil. Foram
utilizados os indicadores te´cnicos para modelar os indivı´duos dos algoritmos, a fim de conseguir
a otimizac¸a˜o dos paraˆmetros de cada indicador junto com a combinac¸a˜o dos mesmos.
Para avaliar a metodologia proposta foram realizados experimentos utilizando dados
reais de ac¸o˜es de setores econoˆmicos diferentes da bolsa de valores do Brasil. Ale´m da
comparac¸a˜o do lucro obtido pela aplicac¸a˜o dos algoritmos, a metodologia foi comparada com
o B&H.
Experimentos preliminares realizados utilizando a busca exaustiva nos indicadores de
forma isolada mostraram que os indicadores na˜o apresentaram lucro satisfato´rio, confirmando
as afirmac¸o˜es de Murphy (1986), Noronha (2006) e Dempster e Jones (2001). O lucro obtido
atrave´s dos valores dos paraˆmetros encontrados pela busca exaustiva foram superiores ao
valores padro˜es indicados pelos autores de cada indicador. Isto indica que valores padro˜es dos
autores sa˜o gene´ricos, e cada ac¸a˜o possui um comportamento diferente. Portanto, cada ac¸a˜o
tera´ um valor diferente para cada paraˆmetro que apresente melhores lucros.
Duas estrate´gias para decidir o melhor momento de realizar a compra/venda de ac¸o˜es
foram utilizadas no AG e BA: peso (AGP e BAP) e maioria (AGM e BAM). A estrate´gia peso
obteve o melhor lucro no perı´odo de testes para ambos os algoritmos. Este resultado ocorreu
porque na estrate´gia peso o espac¸o de busca ocorre num espac¸o mais contı´nuo, sem variac¸o˜es
abrutas, permitindo que os algoritmos percorram o caminho para uma boa soluc¸a˜o de forma
suave ao longo das gerac¸o˜es.
Ambos os algoritmos apresentaram lucros superiores ao B&H e estatisticamente
significativos, para a maioria das ac¸o˜es no perı´odo de teste. O BA obteve lucro superior e
estatisticamente significativo ao AG para a maioria das ac¸o˜es nas duas estrate´gias. Para um
pequeno grupo de ac¸o˜es com caracterı´sticas especı´ficas de baixa volatilidade dos prec¸os, a
metodologia na˜o apresentou bom desempenho. Este resultado sugere que o desempenho dos
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algoritmos apresenta alguma relac¸a˜o com a volatilidade das ac¸o˜es.
Com o resultado dos experimentos do AG e BA, e´ possı´vel concluir que a metodologia
proposta apresenta lucros superiores ao B&H para diversas ac¸o˜es de setores econoˆmicos
diferentes. Foi observado que os setores econoˆmicos das ac¸o˜es na˜o influenciam nos resultados
dos algoritmos, com excec¸a˜o dos ı´ndices (DJIA, FTSE100, HSENG, IBVSP, NASDAQ,
NIKKEI e SP500) que teˆm um comportamento diferenciado das ac¸o˜es de empresas.
Acredita-se que o sucesso dos algoritmos meta-heurı´sticos resida na sua capacidade
de se adaptar de maneira ´´suave” a` variac¸a˜o de tendeˆncia de prec¸o das ac¸o˜es utilizando a
combinac¸a˜o dos indicadores, o que e´ uma vantagem significativa em relac¸a˜o a`s estrate´gias
isoladas. Mesmo os algoritmos apresentando resultados promissores, e´ necessa´rio realizar
estudos mais especı´ficos para que esta metodologia possa ser utilizada no mercado real, na˜o
sendo este o objetivo desta dissertac¸a˜o.
De modo geral, os resultados obtidos foram promissores, o que permite concluir que e´
possı´vel utilizar os conceitos desta dissertac¸a˜o em um ambiente real. No entanto, cabe ressaltar
que, para um pequeno grupo de ac¸o˜es, os algoritmos na˜o obtiveram lucro satisfato´rio devido ao
comportamento atı´pico dos prec¸os ao longo dos anos.
Embora os resultados desta dissertac¸a˜o mostrem que existe alguma previsibilidade nos
prec¸os das ac¸o˜es baseada somente nos dados histo´ricos, o principal objetivo deste trabalho
foi mostrar que os algoritmos meta-heurı´sticos utilizando a metodologia apresentada podem
melhorar as regras de compra e venda de ac¸o˜es.
Diversos trabalhos foram elaborados anteriormente para que este projeto pudesse ser
concluı´do. Em um primeiro momento foi realizado o trabalho (CORDEIRO et al., 2012) onde
foi feito o ajuste fino dos paraˆmetros do BA e a formalizac¸a˜o do pseudoco´digo. Neste, o BA
foi aplicado em func¸o˜es matema´ticas conhecidas da literatura e comparado a outros algoritmos.
Posteriormente, no trabalho (KRAUSE et al., 2013a) foi realizado um survey de algoritmos
bio-inspirados de origem contı´nua aplicados a problema discretos, onde foram mostrados para
quais tipos de problemas discretos os algoritmos foram aplicados e quais me´todos os autores
utilizaram para realizar a discretizac¸a˜o dos algoritmos. Com o conhecimento adquirido, o
BA foi discretizado no trabalho (KRAUSE et al., 2013b) e aplicado no problema da mochila
multidimensional. E, por fim, no trabalho (PARPINELLI et al., 2013) o BA foi aplicado no
problema de dobramento de proteı´na.
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5.1 TRABALHOS FUTUROS
Os itens a seguir mostram possı´veis caminhos para trabalhos futuros:
• Duas te´cnicas conhecidas na literatura sa˜o utilizadas para encontrar o melhor ponto de
compra e venda de ac¸o˜es. Esta dissertac¸a˜o utilizou a Ana´lise Te´cnica. O outro tipo de
ana´lise, a Ana´lise Fundamentalista, poderia ser incluı´da na codificac¸a˜o do individuo para
possivelmente melhorar os resultados. ;
• Este trabalho abordou os 7 indicadores mais utilizados nos trabalhos correlatos. Existem
outros indicadores que poderiam ser incluı´dos na codificac¸a˜o do individuo a fim de
melhorar o desempenho preditivo do me´todo apresentado neste trabalho;
• Com os resultados dos experimentos foi possı´vel observar que os algoritmos na˜o
apresentam resultados satisfato´rios quando a ac¸a˜o possui baixa volatilidade. Poderia ser
criada uma inteligeˆncia nos algoritmos para se ajustar dinamicamente quando observado
que a volatilidade da ac¸a˜o esta´ diminuindo ou aumentando. Poderia tambe´m ser realizada
uma ana´lise especı´fica na volatilidade das ac¸o˜es, contudo, este seria um trabalho mais
complexo para identificac¸a˜o do ponto de corte do valor da volatilidade;
• Um algoritmo amplamente conhecido na literatura, o AG, e um algoritmo recente, o BA
foram utilizados nesta dissertac¸a˜o. Diferentes algoritmos meta-heurı´sticos podera˜o ser
utilizados realizando os mesmos experimentos para comparac¸a˜o de desempenho;
• Os algoritmos deste trabalho utilizaram paraˆmetros com valores padro˜es sugeridos pelos
autores. Ajustes finos dos paraˆmetros podera˜o ser realizados para melhorar o desempenho
dos mesmos.
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APEˆNDICE A -- TESTES DE KOLMOGOROV-SMIRNOV E O DE SHAPIRO-WILK
Tabela 19: Testes de normalidade dos experimentos para cada ac¸a˜o e algoritmo
Algoritmos p-valor Resultado
Ac¸a˜o e B&H Kolmogorov-Smirnov Shapiro-Wilk Kolmogorov-Smirnov Shapiro-Wilk
ALLL3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
ALPA4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
AMBV3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
BAZA3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
BBAS3 AG 0,2 0,022 Normalidade Sem Normalidade
BA 0,019 0,004 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
BBDC4 AG 0,003 0,009 Sem Normalidade Sem Normalidade
BA 0,029 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
BOBR4 AG 0,02 0,004 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
BRAP3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0,014 0,002 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
BRFS3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0,001 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
BRKM5 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
BTOW3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CCRO3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CESP6 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CGAS5 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CMIG3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
COCE5 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
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Tabela 20: Testes de normalidade dos experimentos para cada ac¸a˜o e algoritmo (Continuac¸a˜o)
Algoritmos p-valor Resultado
Ac¸a˜o e B&H Kolmogorov-Smirnov Shapiro-Wilk Kolmogorov-Smirnov Shapiro-Wilk
CPFE3 AG 0,004 0 Sem Normalidade Sem Normalidade
BA 0,003 0,011 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CPLE3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0,001 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CRUZ3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CSAN3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CSNA3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CTAX4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CTNM4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
CYRE3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
DASA3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
DJIA AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
DTEX3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
EBTP4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
ELET6 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
EMAE4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
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Tabela 21: Testes de normalidade dos experimentos para cada ac¸a˜o e algoritmo (Continuac¸a˜o)
Algoritmos p-valor Resultado
Ac¸a˜o e B&H Kolmogorov-Smirnov Shapiro-Wilk Kolmogorov-Smirnov Shapiro-Wilk
EMBR3 AG 0,001 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
ENBR3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
ESTR4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
ETER3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
FESA4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0,001 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
FIBR3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
FJTA4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
FRAS4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
FTSE100 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
GETI3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
GGBR4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
GOAU4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
GOLL4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
GRND3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
GUAR3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
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Tabela 22: Testes de normalidade dos experimentos para cada ac¸a˜o e algoritmo (Continuac¸a˜o)
Algoritmos p-valor Resultado
Ac¸a˜o e B&H Kolmogorov-Smirnov Shapiro-Wilk Kolmogorov-Smirnov Shapiro-Wilk
HSENG AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
IBVSP AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
IDNT3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
INEP4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
ITSA4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
ITUB4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
KEPL3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
KLBN4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
LAME3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
LEVE3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
LIGT3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0,002 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
MGEL4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
MNDL3 AG 0,002 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
NASDAQ AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
NATU3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
NETC4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
70
Tabela 23: Testes de normalidade dos experimentos para cada ac¸a˜o e algoritmo (Continuac¸a˜o)
Algoritmos p-valor Resultado
Ac¸a˜o e B&H Kolmogorov-Smirnov Shapiro-Wilk Kolmogorov-Smirnov Shapiro-Wilk
NIKKEI AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
OIBR3 AG 0,003 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
PCAR4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
PETR4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
PLAS3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
PMAM3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
POMO4 AG 0,069 0,001 Normalidade Sem Normalidade
BA 0,001 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
PSSA3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
PTBL3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
PTNT4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
RAPT4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
RCSL4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
RENT3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
RHDS3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
RNAR3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
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Tabela 24: Testes de normalidade dos experimentos para cada ac¸a˜o e algoritmo (Continuac¸a˜o)
Algoritmos p-valor Resultado
Ac¸a˜o e B&H Kolmogorov-Smirnov Shapiro-Wilk Kolmogorov-Smirnov Shapiro-Wilk
RSID3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
SAPR4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0,036 0,004 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
SBSP3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
SCAR3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
SP500 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
SUZB5 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
TBLE3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
TEKA4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
TELB3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
TIMP3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
TRPL4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
UGPA4 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
UNIP6 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
USIM5 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
VALE5 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
VIVT3 AG 0 0 Sem Normalidade Sem Normalidade
BA 0 0 Sem Normalidade Sem Normalidade
B&H 0 0 Sem Normalidade Sem Normalidade
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APEˆNDICE B -- DADOS ESTATI´STICOS CONSOLIDADOS
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