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SUB-RIEMANNIAN GEOMETRY OF
NON-DIFFERENTIABLE BUNDLES I
SI˙NA TU¨RELI˙
Abstract. We show that the Chow‘s Theorem and an analogue of
the Ball-Box Theorem from smooth Sub-Riemannian geometry holds
true for a class of non-differentiable tangent subbundles that satisfy
a geometric condition. In the final section of the paper we also give
examples of such bundles and an application to dynamical systems.
1. Introduction
Sub-Riemannian geometry is a generalization of Riemannian geometry
which is motivated by very physical and concrete problems. It is the lan-
guage for formalizing questions like: ”Can we connect two thermodynamical
states by adiabatic paths?”[5], ”Can a robot with a certain set of movement
rules reach everywhere in a factory”[2], ”Can a business man evade tax by
following the rules that were set to avoid tax evasion?”1, ”By adjusting the
current we give to a neural system, can we change the initial phase of the
system to any other phase we want?”[13]. However one drawback of current
Sub-Riemannian geometry literature is that it almost exclusively focuses on
the study of ”smooth systems” which is sometimes too much to ask for a
mathematical subject which has close connections with physical sciences.
For instance one place where non-differentiable objects appear in a physi-
cally motivated mathematical branch (and which is the main motivation of
the authors) is the area of dynamical systems. More specifically in (par-
tially and uniformly) hyperbolic dynamics, bundles that are only Ho¨lder
continuous are quite abundant and their Sub-Riemannian properties (i.e ac-
cessibility and integrability) play an important role in the description and
classification of the dynamics. The aim of this paper is to give a little nudge
to Sub-Riemannian geometry in the direction of non-differentiable objects.
To get into more technical details we need some definitions. Let ∆ be a
tangent subbundle defined on a Riemannian manifold M . We will always
assume that ∆ is corank 1 and dim(M) = n+ 1. A piecewise C1 path γ is
said to be admissible if it is a.e everywhere tangent to ∆ (i.e γ˙(t) ∈ ∆γ(t)
for t a.e). We let Cpq denote the set of length parameterized admissible
paths between p and q. If Cpq 6= ∅ for all p, q ∈ U ⊂ M then ∆ is said
to be controllable or accessible on U . For C1 or more regular bundles,
the Chow‘s Theorem says that if ∆ is everywhere non-integrable, then
it is accessible [2] (in corank 1, this statement was already formulated by
Carathe´odory with the aim of studying adiabatic paths in thermodynamical
1Inspired by a comment made by Andrei Agrachev in ICTP-SISSA-Moscow School on
Geometry and Dynamics 2013
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systems [5]). We denote
d∆(p, q) = inf
γ∈Cpq
`(γ),
where `(·) denotes length with respect to the given Riemannian metric. d∆
is called the Sub-Riemannian metric. We let B∆(p, ) denote the ball
of radius  around p with respect to the metric d∆. Given p ∈ M and
a coordinate neighbourhood U , coordinates z = (x1, ..., xn, y) are called
adapted for ∆ if, p = 0, ∆(0) = span < ∂
∂xi
|0 >ni=1 and ∆(q) is transverse
to span < ∂∂y |q > for every q ∈ U . Finally we define the weighted box:
Bα(p, ) = {z ∈ U | |xi| ≤ , |y| ≤ α},
The fundamental Ball-Box Theorem [12], specialized to the case of corank
1 bundles, says that if ∆ is smooth and non-integrable at p ∈M , then there
exists a neighbourhood U of p and constants K1,K2 > 0 such that for all 
small enough and in all smooth adapted coordinates
B2(p,K1) ⊂ B∆(p, ) ⊂ B2(p,K2).
In [14], Simic´ made an attempt to generalize the Ball-Box Theorem to Ho¨lder
continuous bundles following a proof for C1 bundles given in [3]. He has
proven that for the case of accessible θ− Ho¨lder, codimension 1 bundle, the
upper inclusion holds true with α = 1 + θ (”upper inclusion” translates as a
certain ”lower bound” in the way the Simic´ chooses to express his results in
[14]). As far as we know this is the first result on continuous Sub-Riemannian
geometry. After [14] several important questions are still open. One is the
lower inclusion and the other one is a criterion for accessibility (theorems
in [14] assume accessibility to start with). An accessibility theorem like the
Chow‘s Theorem is quite desirable since it allows constructions of explicit
examples and it is the first stepping stone for Sub-Riemannian geometry.
This paper makes progress toward answering the open questions left after
the paper [14]. We establish both the Chow‘s Theorem and an analogue of
Ball-Box Theorem for a certain class of non-integrable continuous corank 1
bundles that satisfy a geometric condition (explained in the next section).
The analogue of the Ball-Box Theorem comes along with a lower bound for
the volume of the Sub-Riemannian ball. In particular studying continuous
bundles allows us to pin point what are the important features for giving
volume and shape to a Sub-Riemannian ball. In the end we can conclude
that certain geometric features (to be defined in the next section) are suffi-
cient for obtaining lower bounds on the volume while regularity also plays
an important role for the shape. The authors believe that the methods pre-
sented in this paper can become essential to answering these questions in
full and this is discusses in section 4.
After the proof the main theorems, we give examples of bundles that sat-
isfy these geometric properties and yet are not differentiable (nor Ho¨lder),
we present an application to dynamical systems and we also study some
interesting properties of this class of bundles and point out several possi-
ble generalizations including a possible breach into domain of measurable
bundles (measurable in terms of space variables, not just the time variables
which is already completely covered by classical control theory).
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1.1. Statement of the Theorems. We assume that ∆ is a corank 1, con-
tinuous tangent subbundle defined on a n+1 dimensional smooth Riemann-
ian manifold M . We denote by An0 (∆) the space of continuous differential
n-forms that annihilate ∆ which is seen as a module over C(M). We let
Ωnr (M) denote the space of C
r differential n-forms, again as a module over
Cr(M). With this notation An0 (∆) is a submodule of Ωn0 (M). Given a sub-
module E ⊂ Ωnr (M), a local basis for this submodule on U ⊂ M is a finite
collection of elements from E|U , which are linearly independent over Cr(U)
and which span E|U over Cr(U).
Definition 1.1. A continuous differential k-form η is said to have a contin-
uous exterior differential if there exists a continuous differential k+1-form β
such that for every k-cycle Y and k+1 chain H bounded by it, one has that∫
Y
η =
∫
H
β.
If such a β exists, we suggestively denote it as dη. A rank k subspace
E ⊂ Ωn0 (M) is said to be equipped with continuous exterior derivative
{U, ηi, dηi}ki=1 at p ∈ M , if there exists a neighbourhood U of p on which
{ηi}ki=1 is a basis of E and {dηi}ki=1 are their continuous exterior derivatives.
We will occasionally refer to above property as Stoke‘s property.
We denote by Ωkd(M) the space of all k-differential forms that have con-
tinuous exterior differentials. Obviously Ωk0(M) ⊃ Ωkd(M) ⊃ Ωk1(M) ⊃
Ωk2(M).... It will be the purpose of section 3 to give non-trivial examples
(i.e non-differentiable and non-Ho¨lder) of such differential forms and dis-
cuss their properties to convince the reader of their geometric significance.
However, our main theorems only deal with Sub-Riemannian properties of
tangent subbundles defined by such differential 1-forms.
Definition 1.2. Let ∆ be a corank k, continuous, tangent subbundle. As-
sume A10(∆) is equipped with continuous exterior derivative {U, ηi, dηi}ki=1
at p. We say that ∆ is non-integrable at p if
η1 ∧ η2... ∧ ηk ∧ dη`(p) 6= 0.
for some ` ∈ {1, ..., k}.
First of our theorems is the analog of the Chow‘s Theorem for continuous
bundles whose annihilators posses a continuous exterior derivative:
Theorem 1. Let ∆ be a corank 1 continuous tangent subbundle. Let p ∈
M and assume A10(∆) is equipped with a continuous exterior derivative
{V, η, dη} at p. If ∆ is non-integrable at p then it is accessible in some
neighbourhood U ⊂ V of p.
A direct corollary is
Corollary 1. Let ∆ be a corank 1 continuous tangent subbundle defined on
a connected manifold M . If A10(∆) is equipped with a continuous exterior
derivative and non-integrable at every p ∈M , then ∆ is controllable on M .
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Our next theorem will be about metric properties of such a bundle, namely
we will give an analogue what is known as the famous the Ball-Box Theorem
in smooth Sub-Riemannian geometry. We assume that the space of all m-
differential forms are equipped with the norm from the Riemannian metric
which we always denote as | · |. Occasionally we use | · |∞ and | · |inf denote
the supremum and infimum of the norms of an object over the domain we
are working with. We say that a bundle ∆ has modulus of continuity ω(s)
if in every small enough coordinate neighbourhood it has a basis of sections
whose elements have modulus of continuity ω(s). We assume modulus of
continuities are increasing and denote ωt = sups≤t ω(s) so that lims→0 ωs =
0. Now we remind the notion of adapted coordinates that was introduced
informally in the beginning of this section:
Definition 1.3. Given a bundle ∆, a coordinate system (x1, ..., xn, y1, ..., ym)
around p ∈M is said to be adapted to ∆ if p = 0, ∆(0) = span < ∂
∂xi
|0 >ni=1
and ∆(q) is transverse to span < ∂
∂yi
|q >mi=1 for all q ∈ U .
Then given some adapted coordinates (x1, ..., xn, y) for the corank 1 bun-
dle ∆, we define:
Hω2 (z, ,K) = {z = (x, y) ∈ U | |xi| ≤ , |y| ≤ 2 +K|x|ωK|x|},
Dω2 (z, ,K) = {z = (x, y) ∈ U | K|xi|ωK|xi| ≤ 2, |y| ≤ 2},
Here H stands for hour-glass, note that in the case ω(t) = tθ (i.e Ho¨lder
continuous) the shape of H indeed looks like an hour-glass. The set D2 looks
like a box with the size along the xi directions larger than 2 but less than
. For instance in the case the bundle is Ho¨lder, one gets |xi| ≤  21+θ (see
figure 1).
Remark 1.4. When the bundle is C1, both H2 and D2 reduce to the usual
Box B2 in the C
1 Sub-Riemannian geometry.
In an adapted coordinate system, we can also define a basis of ∆ of the
form
Xi =
∂
∂xi
+ ai(x, y)
∂
∂y
,
where ai(x, y) are continuous functions. If ∆ has modulus of continuity
ω, then it is possible to show that the functions ai also have modulus of
continuity ω, up to multiplication by a constant (by abuse of notation we
will also denote their modulus of continuities as ω). The assumption of non-
integrability at p would then mean that there exists i, j ∈ {1, ..., n}, i 6= j
and a neighbourhood U ⊂ V such that
|dη(Xi, Xj)|inf > 0.
With this we have:
Theorem 2. Let ∆ be a corank 1 continuous bundle with modulus of con-
tinuity ω. Let p ∈ M and assume A10(∆) is equipped with a continuous
exterior derivative {V, η, dη} at p and that ∆ is non-integrable at p. Then
given δ > 0 there exists a coordinate ball U ⊂ V and 0 such that for any
smooth adapted coordinates in U and  < 0:
Dω2 (p,K1,K3) ⊂ B∆(p, ) ⊂ Hω2 (p,K2,K3),
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Figure 1. Pictorial representation of theorem 2 with ω(t) =
tθ (all figures were created using [9])
where K1,K2,K3 > 0 are constants given by
K1 =
1
6(1 + δ)
( |dη(Xi, Xj)|inf
|η(Y)|∞
) 1
2
K2 =
2D
1
2
M (1 + δ)
(1− δ) 12
( |dη|∞
|η(Y)|inf
) 1
2
K3 = n(1 + δ),
and DM is a constant that depends only on M . Moreover vol(B∆(p, )) ≥
(1− δ)nK4n+2 and transversal height of B∆(p, ) is bounded below by K42,
where
K4 = (1− δ) |dη(Xi, Xj)|inf|η(Y)|∞ .
Remark 1.5. By the fact that differentiable bundles always have exterior
derivatives and the remark 1.4, we see that this theorem is a generalization
of the usual Ball-Box theorem in smooth Sub-Riemannian geometry with
explicit constants. Of course to make this theorem interesting, in section
3, we will present examples of bundles that are both non-differentiable and
satisfy the conditions of Theorems 1 and 2 in some neighbourhood.
The last statement about the transversal size means that if we intersect
B∆(p, ) with lines tangent to
∂
∂y then intersections are strips of lengths
bounded below by K4. This basically means that B∆(p, ) can still contain
a box of the form B2(p,K4), but one which has been bent relative to the
∂
∂x directions (see figure 1). This is why if we insist on a ”straight” box, we
get a smaller one than the usual box.
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1.2. Organization of the Paper. In this subsection we describe the lay
out of the paper and the main ideas of the proofs.
Section 2 contains the proof of the two main theorems. We first prove
Theorem 1 in the subsection 2.1. Proof of this theorem has two main ingredi-
ents. First one is lemma 2.2, where we prove that there are local continuous
basis of sections of ∆ (i.e vector-fields) which are uniquely integrable. This
is only due to existence of a continuous exterior derivative. Then the non-
integrability assumption helps us to reach any point in some fixed small
neighbourhood using the integral curves of these vector fields. During this
proof we obtain an upper and lower bound for the length of these integral
curves in terms of the size of the neighbourhood.
Then we prove Theorem 2 in the subsection 2.2. In Theorem 2 the
B∆(p, ) ⊂ H2(p,K1,K3) follows a very geometric proof given for C1 bun-
dles in [3] with a bit of more careful analysis since we are working with
non-differentiable objects. The D2(p,K1,K3) ⊂ B∆(p, ) part is proved
using an estimate obtained in the proof of Theorem 1. Then the last part
of Theorem 2 will follow from these results.
In all stages of the proof, Stoke‘s property is an essential tool. It is
employed at least four times during the whole paper in distinct ways, estab-
lishing it as the germ of many geometric and analytic properties of vector
fields and bundles.
In section 3, we give some examples of bundles whose annihilators are
equipped with continuous exterior derivatives and who are non-integrable on
neighbourhoods where they are non-differentiable. We also study some of the
properties of such bundles to convince the reader that having a continuous
exterior derivative is a geometrically very relevant property, yet not as strong
as being C1 in terms of regularity.
Finally in section 4 we point out some possible generalizations that relax
the conditions required for the theorems and some comments on how to
possibly proceed with the proof in higher corank bundles.
2. The Proof
In this section we prove the two main theorems. In subsection 2.1, we
prove Theorem 1 and in subsection 2.2 we prove Theorem 2.
To summarize the main ideas of the proof of Theorem 1, 2, we can say
• The existence of dη and the condition that η ∧ dη > 0 gives volume
to the Sub-Riemannian ball.
• The loss of regularity in the bundle may cause the Sub-Riemannian
ball to bend which results in the outer Sub-Riemannian ball being
distorted and the inner one getting smaller (see again figure 1).
2.1. Proof of Theorem 1. Our strategy to prove this theorem will be to
first build a specific set of continuous vector-fields that span the sections of
∆. These vector fields will be uniquely integrable due to existence of exterior
derivative condition. Then we will show that using the integral curves of
these vector-fields we can reach any point in small enough neighbourhoods
and the length of these integral curves will be related to the size of the
neighbourhoods that is accessible.
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First we explicitly describe these vector-fields. These will actually be the
adapted vector-fields described in the introduction section. Lets remind the
definitions. Given p ∈ M , assume U ⊂ V is any coordinate ball of p with
coordinates {x1, ..., xn, y} such that ∂∂y is everywhere transverse to ∆. We
denote Xq = span < ∂∂xi |q >ni=1 and Yq = span < ∂∂y |q >. Then it is easy to
show that in this neighbourhood, sections of ∆ admit a basis of the form
(2.1) Xi =
∂
∂xi
+ ai(x, y)
∂
∂y
.
where ai have the same modulus of continuity as ∆ (up to multiplication by
a constant).
Remark 2.1. We call such a basis an adapted basis. It is also easy to show
that such a basis also exists in higher coranks but of the form
Xi =
∂
∂xi
+
m∑
j=1
aij(x, y)
∂
∂yj
.
This adapted basis will be our candidate uniquely integrable vector-fields
that span sections of ∆. This is the content of the next lemma.
Lemma 2.2. Assume ∆ is a co-rank 1 continuous tangent subbundle such
that at p, A10(∆) is equipped with a continuous exterior derivative {U, η, dη}.Let
{x1, ..., xn, y} be some coordinates with an adapted basis {Xi}ni=1 on U . Then
as vector-fields, Xi are uniquely integrable. Moreover the integral curves of
Xi form a continuous family of curves.
Proof. Assume by contradiction that there exists an Xk with two distinct
integral curves γ1, γ2 that intersect. Without loss of generality we can as-
sume that γ1(0) = γ2(0) and that γ1(t) 6= γ2(t) for all 0 < t ≤  for some .
Due to the specific form of Xk both curves lie in the X kp −Yp plane (whose
coordinate we will denote as (x, y)) and have the form:
γj(t) = (t, dj(t)).
Without loss of generality we can assume d1(t) ≥ d2(t) for all t ≤ . We are
going to show that existence of exterior derivative forces d1(t) = d2(t) for
all t ≤  leading to a contradiction. To this end let h(t) = d1(t)− d2(t).
By our choice of coordinates η will have the form
η = b(x, y)dy +
n∑
i=1
ci(x, y)dx
i.
with infq∈U |b(q)| = infq∈U |η(Yq)| > c and so in particular b(q) has constant
sign.
Let vt(s) be the straight line segment that lies in the Yd2(t) axis and which
starts at d2(t) and goes up to d1(t). We let γt be the loop that is formed
by composing γ2, vt and then γ1 in the reverse direction. We also let Γt be
the surface in X kp −Yp plane that is bounded by this curve. Note that since
η(γ˙i) = 0 we have that
(2.2) |
∫
γt
η| = |
∫
vt
η| > |η(Y)|infh(t).
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Figure 2. Strip Sn
Since η has the continuous exterior derivative dη, we have using Stoke‘s
property and equation (2.2)
|
∫
Γt
dη| = |
∫
γt
η| ≥ |η(Y)|infh(t).
But | ∫Γt dη| ≤ A(Γt)|dη|∞. Therefore we have
(2.3) h(t) ≤ |dη|∞|η(Y)|infA(Γt),
where A(·) denotes area. We are going to show that this leads to a contra-
diction for t small enough. Let tn be a sequence of times such that tn ≤ ,
tn → 0 as n→∞ and
(2.4) h(tn) ≥ sup
t<tn
h(t),
which is possible since h(t) is continuous and 0 at 0. Let Sn be the strip
obtained by sliding the segment vtn along the curve γ1. By our assumption
in equation (2.4), Sn contains the surface Γtn (see figure 2).
Lemma 2.3. A(Sn) = tnh(tn)
Proof. Consider the transformation (x, y)→ (x, y− γ1(x)) on its maximally
defined domain (which includes Sn and which is differentiable since γ1(t)
is differentiable in its t variable). It takes the strip Sn to a rectangle with
two sides of length tn and h(tn) so in particular it has area tnh(tn). The
Jacobian of this transformation is 1 and therefore it preserves area so the
strip itself has area tnh(tn). 
Since this strip contains Γn we see that A(Γn) ≤ tnh(tn). Then using
equation (2.3) we obtain for all tn
h(tn) ≤ |dη|∞|η(Y)|inf tnh(tn)⇒
|η(Y)|inf
|dη|∞ ≤ tn
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which leads to a contradiction since tn tends to 0. This concludes the proof.
As for continuity we will simply use the result from [7] (Theorem 2.1 of
Chapter 5) which says uniquely integrable vector-fields always have contin-
uous family of solutions2

Remark 2.4. It is possible to prove stronger versions of this theorem but
they use approximations to ∆ rather than ∆ itself. We want to avoid using
approximation arguments in this paper, and also we will use some of the
techniques introduced in this lemma later on. So we will simply refer the
interested readers to [7, 10] for the generalizations (in terms of existence of
dη, of corank and regularity of the solutions curves of Xi).
From now on we denote the integral curve of Xi starting at p as e
tXi(p).
Now given such a U ⊂ V , we pick an 0 such that for all p ∈ U and all tik ≤ 0
etikXik ◦ ... ◦ eti1Xi1 (p) ∈ V where ik ∈ {1, ..., n} and k = 0, 1, ..., n+ 4 (that
is even we apply the flows consecutively n + 4 times up to time 0 we still
stay in the domain of our definition). Note that this property holds true if
the size of U or of 0 is decreased, which we will do so later. Next we move
to prove theorem 1
Proof of Theorem 1. Given any p ∈ M , by condition given in 1.1, there
exists a neighbourhood U of p such that A10(∆) has continuous exterior
derivative {U, η, dη} and moreover by Lemma 2.2 we have a continuous basis
of sections {X1, ..., Xn} of ∆ defined in some possibly smaller ball inside U
(which we still call U) which are uniquely integrable and are of the form
Xi =
∂
∂xi
+ ai(x, y)
∂
∂y
.
where ai are functions that have the same modulus of continuity as ∆ (up
to multiplication by a constant). Since these are uniquely integrable and
the flows depend continuously on the initial point, we can define an n−
dimensional topological surface by
T : (t1, ...tn)→ etnXn ◦ ... ◦ et1X1(p)
for some |ti| ≤  < 0. Note that T is 1− 1 whenever integral curves of Xk
are defined. This is simply because of two reasons: First each Xi is uniquely
integrable, second due to the form of the vector-fields, an integral curve of
Xi can intersect any integral curve Xj at most once (for i 6= j).
One can write T more explicitly as (denoting t = (t1, ..., tn))
(2.5) T (t) = (t1, ..., tn, a(p, t)),
where a(p, t) is a continuous function such that a(p, 0) = p. We denote the
surface obtained by the intersection of U with the image of T for |ti| ≤  as
W. W is transverse to ∂∂y direction in the sense that it intersects curves
tangent to ∂∂y only once.
2It is actually possible to prove that the solutions are continuous and even C1 using
again Stoke‘s property (not only on η but on dxi as well), but it gets rather lengthy and
not so fun.
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Every point onW is obviously accessible. We are now going to show that
by adding more admissible paths we can thicken this surface to a neighbour-
hood W˜ of p. Since W is transverse to ∂∂y direction for all |ti| ≤  we only
need to show that we can move in the y direction using admissible paths.
The assumption that η ∧ dη does not vanish at p means that there exists
some i, j such that |dη(Xi, Xj)|inf > 0 (if necessarily after reduction of size).
Pick any q0 in W. Consider the curves (for 0 < s <  ≤ 0):
γ1(s) = e
sXi(q0) γ1(t) = q1,
γ2(s) = e
sXj (q1) γ2(t) = q2,
γ3(s) = e
−sXi(q2) γ3(t) = q3,
γ4(s) = e
−sXj (q3) γ4(t) = q4.
Everything is well defined for  ≤ 0. We denote γ(s, q0) to be the end of
such consecutive curves starting at q0 each running until time s. We define
(2.6) W˜ = ∪q0∈W,|s|<γ(s, q0).
We will show that this set is an open set of certain volume.
It is easy to see, due to the form of the vector-fields that q4 has the same
xi coordinates as q0. So they lie on the same y axis. We are going to prove,
as can be expected that, the distance between these points is quantified
by |dη(Xi, Xj)|inf > 0. Let γ5 be the straight curve between q0 and q4
(possibly trivial) that lies in the y axis. We let β denote the curve obtained
by concatenating γ1, ..., γ5 with the right orientation so as to obtain a loop.
Then let P be the parallelogram based at q0 with sides in the direction of
Xi, Xj and length t. Initially, for simplicity we will assume that all the
curves γ1, ..., γ4 are always above (or below) P (with respect to y direction)
and we will consider the general case in the end. Between P and β there are
4 pieces of surfaces S1, S2, S3, S4 that lie in the
∂
∂xi
, ∂∂y and
∂
∂xj
, ∂∂y planes.
By adding another surface S5 bounded by β, we obtain a closed surface S
(see figure 3) 3.
Now we are going to use Stoke‘s property to obtain an estimate on the
length of γ5. First of all, by lemma 3.7 (that says ”dd=0” also holds for
continuous exterior differentiation), we get that | ∫S dη| = 0 since S has no
boundary. Then this gives,
(2.7) |
∫
S5
dη| = |
∫
S1
dη −
∫
S2
dη +
∫
S3
dη −
∫
S4
dη +
∫
P
dη|.
Again by Stoke‘s property we also have
(2.8) |
∫
S5
dη| = |
∫
β
η|.
Therefore combining the equations (2.7) and (2.8) we get
|
∫
P
dη|+ 4 max
1≤i≤4
|
∫
Si
dη| ≥ |
∫
β
η| ≥ |
∫
P
dη| − 4 max
1≤i≤4
|
∫
Si
dη|.
3I one might worry that these added surfaces might go out of the domain U we are
working with but a lemma of Gromov in [6] assures that for small enough loops we don‘t
need to worry about this and the maximum length of the concatenated loops is modulated
by 0 which we can choose as small as required
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Figure 3. Accessibility in the vertical direction
But since η(γ˙i) = 0,
∫
β η =
∫
γ5
η. And as in equation (2.2) of lemma 2.2,
| ∫γ5 η| ≥ |η(Y)|inf`(γ5). Also | ∫γ5 η| ≤ |η(Y)|∞`(γ5). So we have that,
1
|η(Y)|inf (|
∫
P
dη|+ 4 max
i
|
∫
Si
dη|)
≥ `(γ5) ≥
1
|η(Y)|∞ (|
∫
P
dη| − 4 max
i
|
∫
Si
dη|).(2.9)
Now it remains to estimate the left and righthand sides of this inequality.
We claim that
Lemma 2.5. If |dη(Xi, Xj)|inf > 0, then given 0 < δ < 1, there exists a
neighbourhood U and 0 > 0 such that for all t < 0
|
∫
P
dη| − 4 max
i
|
∫
Si
dη| ≥ (1− δ)|dη(Xi, Xj)|inft2.
and
|
∫
P
dη|+ 4 max
i
|
∫
Si
dη| ≤ (1 + δ)dη(Xi, Xj)|∞t2.
Proof. We let U be such that dηq(Xi, Xj) always has the same sign and its
infimum is bounded away from 0, which is possible since it is never 0 in a
small enough neighbourhood. Let ω(s) be the modulus of continuity for the
vector-fields Xi, Xj . We denote ωt = sups≤t ω(s). We further reduce size of
U if necessary so that 1 − δ < mini |Xi|inf ≤ maxi |Xi|∞ < 1 + δ. Given a
U , we also fix 0 so that for all t ≤ 0 we have that
(2.10) ω√2t < 1,
(2.11) 3|dη|∞ω√2t <
δ
8
|dη(Xi, Xj)|inf
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and
(2.12) 40|dη|∞ω(1+δ)t <
δ
8
|dη(Xi, Xj)|inf .
which is possible since |dη(Xi, Xj)|inf > 0.
Now we will estimate | ∫P dη|. Note that P is a surface that is everywhere
tangent to Xi(p), Xi(p). So
∫
P dη =
∫
2 dηq(Xi(p), Xj(p))dq. So we have
that
(sup
q∈U
|dηq(Xi(q), Xj(q))|+ 3|dη|∞ω√2t)t2
≥ |
∫
P
dη| ≥
( inf
q∈U
|dηq(Xi(q), Xj(q))| − 3|dη|∞ω√2t)t2.
This is easily proved using the fact that dηq(Xi(q), Xj(q)) never changes
sign, condition (2.10) and using the estimates
|dηq(Xi(q), Xj(q))|+ 3|dη|∞ω|p−q| ≥ |dηq(Xi(p), Xj(p))|
≥ |dηq(Xi(q), Xj(q))| − 3|dη|∞ω|p−q|,
and that for all p, q ∈ P , |p − q| ≤ √2t. As for the surfaces Si, we first
consider S1. Consider the straight line given by α1(s) = q0 + sXj(q0) which
forms the base of S1. We have γ1(s) = q0 +
∫ s
0 Xj(γ1(τ))dτ , therefore
(2.13) |γ1(s)− α1(s)| ≤
∫ s
0
|Xj(γ1(s))−Xj(q0)| ≤ sw(1+δ)s.
Since w(s) is monotonic, if we consider the surface formed by sweeping a
segment of length tw(1+δ)t starting at γ1(t) and ending at q0, this surface
contains S1. Using Lemma 2.3, we have that this surface has area t
2w(1+δ)t.
Similarly S2 is bounded in a box of area 2t
2w(1+δ)t and so on. Therefore
max
i
|
∫
Si
dη| ≤ 10|dη|∞t2w(1+δ)t
So using these estimates and the conditions given in equations (2.11), (2.12)
we get
|
∫
P
dη| − 4 max
i
|
∫
Si
dη| ≥ (1− δ)|dη(Xi, Xj)|inft2,
and
|
∫
P
dη|+ 4 max
i
|
∫
Si
dη| ≤ (1 + δ)|dη(Xi, Xj)|∞t2.

Combining this lemma with equation (2.9) we obtain for all t small enough
(2.14) 1 + δ
|dη(Xi, Xj)|∞
|η(Y)|inf t
2 ≥ `(γ5) ≥ 1− δ |dη(Xi, Xj)|inf|ηq(Y)|∞ t
2.
Since q4 moves continuously with respect to t, by varying t we get that we
can reach any point between q0 and q4 along the y axis. By going with the
inverted vector fields we also reach points on the other side of q0. Since the
amount we can reach have the uniform lower estimate given above, we see
that we can cover a uniform neighbourhood aroundW with such paths and
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Figure 4. Dealing with the extra bits
therefore there exists an open ball around p (which we still name U) that is
accessible by paths tangent to ∆.
Now we consider the cases where γi might be both below and above P .
For this, first refer to figure 4. Assume γ(s, q0) terminates above P but
γ1 crosses the boundary of P . Therefore between γ1 and P there are some
surfaces K1,K2... which are above P and surfaces O1, O2, .. which are below.
K1, ... are handled as in the first case but for S to be a closed surface, we
will remove O1, O2, .. by a procedure that we will describe now. Each Oi
has a lower boundary αi which is a part of γ1 and αi which is a part of
the boundary of P . What we do is we remove from β (the closed loop
obtained from concatenating γ1, ..., γ5) the curves αi and replace them with
αi. However η does not annihilate tangent vectors of αi so we have that∫
S
dη =
∫
β
η =
∫
γ5
η +
∑
i
∫
αi
η.
All we need to do is to take care of the term
∑k
i=1
∫
αi
η and then the previous
analysis carries through. But note that∑
i
∫
αi
η =
∫
∪Oi
dη,
and ∪Oi can be put inside a box of side lengths t and tω(1+δ)t. Therefore
|
∫
∪Oi
dη| ≤ |dη|∞t2ω(1+δ)t ≤
δ
8
|dη(Xi, Xj)|inft2.
Therefore everything proceeds as before once we shuﬄe these extra terms
to the
∫
S dη side of the equations which contains similar terms of order t
2.
We repeat the same procedure for curves γ2, .., γ4 and we are done. 
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Remark 2.6. We now make a remark which will be useful later on. Note
that if γ is the curve obtained by concatenating γ1, ..., γ4 then
(2.15) 4t(1− δ) ≤ `(γ) ≤ 4t(1 + δ)
Moreover `(γ5) = d(q0, q4). Therefore using equations (2.14) and (2.15)
(2.16) d(q0, q4) ≥ 1
16(1 + δ)2
|dη(Xi, Xj)|inf
|η(Y)|∞ `(γ)
2,
which will be used later on in proof of theorem 2.
2.2. Proof of Theorem 2. We start by summarizing the last sections re-
sults. By the assumption of existence of a continuous exterior derivative
and non-integrability at p, we have an accessible neighbourhood U of p with
coordinates (x1, ..., xn, y). If we then pick any adapted basis {Xi}ni=1 of
sections of ∆, then they are uniquely integrable and have the form
Xi =
∂
∂xi
+ ai(x, y)
∂
∂y
.
Every point in the neighbourhood U is accessible by first going along the
topological surface
T : (t1, ...tn)→ etnXn ◦ ... ◦ et1X1(p),
and then making a loop e−sXi ◦e−sXj ◦esXj ◦esXi(q0) along some fixed Xi, Xj
such that |dη(Xi, Xj)|inf > 0. We recall that W˜ was the neighbourhood
defined in (2.6). We also have a comparison between the length of this loop
and the amount we travel in the transversal direction which is given by the
equation (2.16).
Now for the remaining of the paper we assume that the coordinates
(x1, ..., xn, y) are adapted that is Yq is transverse to ∆(q) for every q, p = 0
and X0 = ∆(0). In an adapted coordinate system we again have an adapted
basis {Xi}ni=1 (since we only require transversality to Yq everywhere). So
the results of the previous section about Xi apply.
If necessary we decrease 0 so that the following holds true:
(2.17) 04DM
|dη|∞
|η(Y)|inf ≤
δ
1 + δ
To prove theorem 2, we will first prove ”Dω2 (0,K1,K3) ⊂ B∆(0, )” and
then ”B∆(0, ) ⊂ Hω2 (0,K1,K3)”. The former one is proved using the result
in equation (2.16) while the latter one is proved following [3].
2.2.1. Dω2 (0,K1,K3) ⊂ B∆(0, ). To prove this we need to prove that if
p = (x, y) ∈ U is such that K3|xi|ωK3|xi| ≤ K212 and |y| ≤ K212 then
d∆(x, 0) ≤  where K1,K3 are given in Theorem 2. For this it is enough
to find a path γ between x and 0 which is admissible and is such that
`(γ) ≤ , since d∆(x, 0) ≤ `(γ). These paths will be the paths that we used
in construction of the neighbourhood W˜ so we remind them in the next
part.
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Figure 5. D2(0,K1,K3) ⊂ B∆(0, )
Let q = (x, z) be the point that is on the same ∂∂y axis as p = (x, y) and
that lies on W (possibly q = p). Then we have that for some t = (t1, ..., tn)
and s = (si, sj)
q = etnXn ◦ ... ◦ et1X1(0),
and
p = e−siXi ◦ e−sjXj ◦ esiXi ◦ esjXj (q)
for some i, j. Thus q is at the end point of some admissible curve γ1 and
p is at the end of some admissible curve γ2 (see figure 5). We denote |t| =∑n
k=1 |tk| and |s| = (|si|+ |sj |) We need to show that `(γ1) + `(γ2) ≤ . To
start with due to form of Xi and bounds on their norm
`(γ1) ≤ (1 + δ)|t| = (1 + δ)|x|.
Now we consider γ2. Let Πj(x
1, ...xn, y) = xj be the projection to xj coor-
dinates and Πy to y coordinate. By equation (2.16) we have that
|Πy(p− q)| ≥ 1
16(1 + δ)2
|dη(Xi, Xj)|inf
|η(Y)|∞ `(γ)
2.
Then first |Πy(p)| = |Πy(p − q) + Πy(q)| ≥ |Πy(p − q)| − |Πy(q)|. Sec-
ond, exactly as in equation (2.13), since q is lies in the end point of an
integral curve tangent to vector-fields Xi, we have that |Πy(q)| < (1 +
δ)|x|ω(1+δ)|x| ≤ (1 + δ)nmaxi |xi|ω(1+δ)nmaxi |xi|. By assumption K3 =
(1 + δ)n and K3 maxi |xi|ωK3|xi| ≤ K212 so |Πy(q)| ≤ K212. Also by as-
sumption |Πy(p)| ≤ K212. So |Πy(p− q)| ≤ 2K212. Therefore we get
`(γ)2 ≤ 32(1 + δ)2 |η(Y)|∞|dη(Xi, Xj)|infK
2
1
2.
This proves the inclusion with
K1 =
1
6(1 + δ)
( |dη(Xi, Xj)|inf
|η(Y)|∞
) 1
2
,
and
K3 = (1 + δ)n
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Figure 6. B∆(0, ) ⊂ D2(0,K2,K3)
2.2.2. B∆(0, ) ⊂ Hω2 (0,K2,K3). To prove this we need to prove that if
p = (x, y) ∈ U such that d∆(x, 0) ≤ , then |xi| ≤ K2 and |y| ≤ K222 +
K3|x|ωK3|x|.
First of all, given any δ we can find β, an admissible curve between 0
and p such that `(β) ≤ (1 + δ). Then note that |p| ≤ `(β) ≤ (1 + δ). In
particular |xi| ≤ (1 + δ) trivially.
The rest of the proof follows the method given in [3] by Gromov. Al-
though there the proof is given by C1 bundles, the essential ingredients are
accessibility and Stoke‘s property, both of which we have at our disposal.
But nevertheless since we are working with a C0 bundle, we will give the
proof here for completeness.
Given any δ, let β be a path tangent to ∆ connecting 0 to p so that
`(β) ≤ (1 + δ)d∆(0, p). Let q be the point on W that lies on the same Yp
axis. Then we can connect p to 0 by first going from 0 along W with an
admissible path γ1 to q and then going in the Yp axis to reach p with a
path γ2(see figure 6). Then γ1, γ2, β forms a loop α whose length is less
than some constant depending on 0. In particular it can be made as small
as required. Then by a theorem of Gromov, α bounds a surface Γ such
that A(Γ) < DM`(α)
2 ≤ 4DM (`(γ1)2 + `(γ2)2 + `(β)2) where DM is a
constant that only depends on the manifold. Note also that η(γ˙1) = η(β˙) = 0
everywhere. So by Stoke‘s property
|
∫
γ2
η| = |
∫
Γ
dη| ≤ |dη|∞A(Γ).
We have also
|
∫
γ2
η| ≥ |η(Y)|inf`(γ2).
So
|η(Y)|inf`(γ2) ≤ 4DM (`(γ1)2 + `(γ2)2 + `(β)2)|dη|∞.
Note that `(γ2)
2 ≤ (1 + δ)0`(γ2) ≤ δ`(γ2) (by the condition (2.17)). So we
get that
|`(γ2)| ≤ 4DM
1− δ
|dη|∞
|η(Y)|inf (`(γ1)
2 + `(β)2).
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Now we are going to estimate the lengths. `(γ1) ≤ (1 + δ)|t| = (1 + δ)|x| ≤
n(1 + δ), `(β) ≤ (1 + δ) and `(γ2) = |Πy(q − p)| so we get
|Πy(q − p)| ≤ 4DM (1 + δ)
2n2
1− δ
|dη|∞
|η(Y)|inf 
2.
We need an estimate on |Πy(p)| so we will use |Πy(p)| ≤ |Πy(q−p)|+ |Πy(q)|
where |Πy(q)| ≤ ω`(γ1)|`(γ1)| ≤ (1 + δ)ω(1+δ) which is due to the same
reason as (2.13). So
|Πy(p)| ≤ K222 +K3|x|ωK3|x|.
with constants
K2 =
2D
1
2
M (1 + δ)
(1− δ) 12
( |dη|∞
|η(Y)|inf
) 1
2
,
K3 = 1 + δ.
2.3. Rest of the Proof of Theorem 2. It remains to prove the statement
about the volume. First consider the neighbourhood W˜ described in (2.6).
It is obtained first by defining a topological n disk W and then thickening
each point in the disk by transversal segments of length bounded below by
2(1−δ) |dη(Xi,Xj)|inf|ηq(Y)|∞ 2 (see equation (2.14) and (2.16)). This proves the claim
about the transversal height of B∆(0, ) since W˜ ⊂ B∆(p, ). Note that W
is given as a graph
(x1, ..., xn, h(x)),
with |xi| ≤  and for some continuous function h. Define then the homeo-
morphism φ(x, y) = (x, y − h(x)) which takes W˜ to a box B with one side
of length bounded below by 2(1 − δ) |dη(Xi,Xj)|inf|ηq(Y)|∞ 2 and n sides of length
bounded below by (1 − δ). Now let hk(x) be a C1 sequence of func-
tions that converge to h(x) in C0 topology. Define the sequence of C1
maps φk(x, y) = (x, y − hk(x)) which are maps with determinant 1. Since
φk converges to the function φ, φk(W˜) converges to the box B in Hauss-
dorf topology (in particular their boundaries converge) so V ol(φk(W˜)) ≥
K4
n+2. But V ol(W˜) = V ol(φk(W˜)) and W˜ ⊂ B∆(p, ). So we get that
V ol(B∆(0, )) ≥ K4n+2 with
K4 = (1− δ) |dη(Xi, Xj)|inf|ηq(Y)|∞ 
2.
3. Applications
In this section we first present interesting properties of the ”continuous
exterior derivative” object and give some examples of bundles that satisfy
the requirements of our main theorems. In the second part we present a
tentative application to dynamical systems.
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3.1. Continuous Exterior Derivative. In this subsection we study some
important properties of Ωkd(M), including of course showing that there are
some non-integrable examples inside Ω1d(M)\Ω11(M), so that we cover some
examples that were not covered by C1 Sub-Riemannian geometry. We start
with an alternative characterization that already exists in [7]:
Proposition 3.1. A differential n-form η has a continuous exterior deriv-
ative if and only if there exists a sequence of differential n-forms ηk such
that ηk converges in C0 topology uniformly to η and dηk converges to some
differential n+ 1 form which becomes the exterior derivative of η.
We start with two examples defined on U ⊂ Rn and then we show how to
paste local differential forms with continuous exterior derivatives to obtain
global ones on manifolds.
Example 3.2. This is an example from [7]. Let f be any C1 function so
that df is C0. Then setting η = df , we have that η has continuous exterior
derivative 0. Therefore η ∧ dη = 0 and this gives us integrable examples
inside Ω1d(M) \ Ω11(M).
Example 3.3. Let η = dy+f1(y, x
1, x2)dx1+f2(y, x
1, x2)dx2 where f1(y, x
1,
x2) and f2(y, x
1, x2) are continuous functions that are C1 in y and f1 is C
1 in
x2 variable while f2 is C
1 in x1 variable. Then we can find C1 functions fk1
and fk2 that converge uniformly in C
0 topology to f1 and f2 such that their
partial derivatives with respect to y, partial derivative of fk1 with respect
to x2 and partial derivative of fk2 with respect to x
1 also converges (to the
respective derivatives of f1 and f2). Then we define
ηk = dy + fk1 (y, x
1, x2)dx1 + f
k
2 (y, x
1, x2)dx2,
so that
dηk =
∂fk1
∂y
dy ∧ dx1 + ∂f
k
2
∂y
dy ∧ dx2 + ∂f
k
1
∂x2
dx2 ∧ dx1 + ∂f
k
2
∂x1
dx1 ∧ dx2.
By assumption ηk converges uniformly in C0 topology to η and dηk converges
to
dη =
∂f1
∂y
dy ∧ dx1 + ∂f2
∂y
dy ∧ dx2 + ∂f1
∂x2
dx2 ∧ dx1 + ∂f2
∂x1
dx1 ∧ dx2.
Then we have that
η ∧ dη = (∂f2
∂x1
− ∂f1
∂x2
+
∂f1
∂y
f2 − ∂f2
∂y
f1)dx
1 ∧ dx2 ∧ dy.
To create a non-integrable and non-differentiable example we have to satisfy
( ∂f2
∂x1
− ∂f1
∂x2
+ ∂f1∂y f2− ∂f2∂y f1) > 0 at some point where η is non-differentiable.
Consider
f1(y, x
1, x2) = sin(y)e(x
1)
1
2 x2 f2(y, x
1, x2) = cos(y)e(x
2+2)
2
3 x1,
which gives
∂f2
∂x1
− ∂f1
∂x2
+
∂f1
∂y
f2 − ∂f2
∂y
f1 =
cos(y)e(x
2+2)
2
3 − sin(y)e(x1)
1
2 + e(x
2+2)
2
3 e(x
1)
1
2 x2x1.
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Then for instance η (or any of its product with a differentiable function) is
non-differentiable at x1 = 0, x2 = 0, y = 0 but η∧dη(0) = e2
2
3 dx1∧dx2∧dy.
Therefore there exists neighbourhoods on which η is non-differentiable and
yet satisfies the Sub-Riemannian properties mentioned in this paper.
To create a non-Ho¨lder example out of this, we can replace for instance
e(x
1)
1
2 with the function f(x1) = 1
log(x1)
(setting it to be 0 at 0) and we
have an example that is non-Ho¨lder at x1 = 0, x2 = 0, y = 0 and also
non-integrable.
We now give a lemma from [7] that is helpful in generating new examples
of elements of Ω1d(M) \ Ω11(M) from given ones.
Lemma 3.4. Let η be an element of Ω1d(M). Then given any C
1 function φ
one has that φη is an element of Ω1d(M) with continuous exterior derivative
dφ ∧ η + φdη.
Of course if φ is nowhere 0 from the point of view of integrability this
construction does not change anything since η∧dη > 0 implies φη∧d(φη) > 0
and similarly for being equal to 0. The importance of this lemma however
lies in the fact that it allows us to paste together local elements of Ω1d(M)
(which were shown to exist above). We now explain this. Let {Ui}ki=1 be a
collection of local coordinate neighbourhoods that cover M . Assume they
are equipped with local differential forms αi defined on Ui which are elements
of Ω1d(Vi) \ Ω11(Vi) for some Vi ⊂ Ui and a partition of unity {ψi}ki=1 such
that ψi|Vi = 1. As a direct corollary of previous lemma we obtain
Lemma 3.5. The 1-form defined by η =
∑k
i=1 ψiηi is an element of Ω
1
d(M)\
Ω11(M) with continuous exterior derivative dη =
∑k
i=1 dψi ∧ ηi + ψidηi.
Of course even if every αi is everywhere non-integrable on each Ui we
can only guarantee that η would be non-integrable at certain points and
not everywhere on M . This is similar to not being able to paste together
local contact structures to form a global one (in general). It would be
indeed very interesting to have an example of an element of Ω1d(M)\Ω11(M),
for some M , which is everywhere non-integrable. It would then also make
more sense to generalize fundamental theorems of contact geometry to this
setting. A good place to start would be Anosov flows as it is known that the
continuous center-stable and center-unstable bundles of Anosov flows can
be approximated by smooth contact structures [11].
We now prove an analytic property. For this we define the function | · |d :
Ωkd(M)→ R, |β|d = max{|β|∞, |dβ|∞} where we assume that M is compact
(or if not that we work with only compactly supported differential forms).
Lemma 3.6. The space Ωnd (M) equipped with | · |d is a Banach space over
R.
Proof. It is easy to establish that | · |d is a norm. Now assume βk is a Cauchy
sequence with respect to the given norm. This means that βk and dβk is
a Cauchy sequence with respect to supnorm over M . This means that βk
converges uniformly to some n−form β and dβk converges uniformly to some
n+ 1−form α. This means that βk converges to β in | · |d norm and that α
is the continuous exterior derivative of β so β ∈ (Ωnd (M), | · |∞). 
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Finally we prove an algebraic property.
Lemma 3.7. d maps Ωnd (M) to Ω
n+1
d (M) such that d
2 = 0. In particular
the sequence 0→ ...Ωnd (M)→ Ωdim(M)d (M)→ 0 is exact.
Proof. Let η be in Ωnd (M) and dη be its continuous exterior derivative. Then
we have a sequence of C1 k + 1 forms dηk that converges to dη. Moreover
ddηk = 0. Therefore by proposition 3.1 dη has continuous exterior derivative
ddη = 0. So dη ∈ Ωn+1d (M) and dd = 0. 
3.2. Integrability of Bunched Partially Hyperbolic Systems. In this
subsection we give a tentative application to dynamical systems. It is ten-
tative because although we state a novel integrability theorem for a class
of bundles that arise in dynamical systems, we can not yet construct any
examples that satisfy the properties. However we decided to include it in
this paper first of all because it conveys the potential of continuous Sub-
Riemannian geometry for applications and secondly if the generalizations
stated in Section 4 can be carried out then it will most likely be possible
to improve this theorem and construct examples of dynamical systems that
satisfy it.
LetM be a compact Riemannian manifold of dimension n+1 and f : M →
M is a diffeomorphism. Assume moreover that there exists a continuous
splitting TxM = E
s
x ⊕Ecx ⊕Eux , each of which is invariant under Dfx. This
splitting is called partially hyperbolic if there exists constants K,λσ, µσ > 0
for σ = s, c, u such that µs < λc, µs ≤ 1, µc < λu, λu > 1 and for all
σ = s, c, u, i > 0, x ∈M and vσ ∈ TxM such that |vσ| = 1
1
K
σiσ ≤ |Df ivσ| ≤ Kλiσ.
Such a system is called center-bunched if λ
2
c
µu
< 1. In [4] Theorem 4.1, they
prove that if Ec and Es are C1 and center bunched, partially hyperbolic then
Ecs is uniquely integrable. Although integrability of such bundles play a very
important role in the classification of these systems, as far as we are aware
there is no general result on integrability of such continuous bundles that do
not make any assumptions on the differentiable and topological properties of
the manifold M . An integrability theorem for continuous bundles that only
make assumptions on the constants above would indeed be quite useful.
Our aim is to make one small step towards that. The only place where
differentiability is required in the proof of the theorem in [4] is where certain
Sub-Riemannian properties (more specifically the lower inclusion in the Ball-
Box Theorem and the Chow’s Theorem) are required. Thus once these
properties are guaranteed then the proof easily carries through.
Theorem 3. Assume f : M → M is a diffeomorphism of a compact man-
ifold which admits a center bunched partially hyperbolic splitting TxM =
Esx ⊕ Ecx ⊕ Eux where dim(Eux) = 1. Assume moreover that A1(Ecs) admits
a continuous exterior derivative. Then Ecs is uniquely integrable with a C1
foliation.
Proof. As in [4], one starts by assuming that there exists a point p where η∧
dη(p) > 0 where Ecs = ker(η) and dη is the continuous exterior derivative.
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Then by Theorems 1 and 2, there exists a neighbourhood U of p on which
every point q on the local unstable manifold of p can be connected to p by
admissible paths κ(t) such that κ(0) = p, κ(1) = q and d(p, q) ≥ c`(κ)2.
Indeed let p = 0 and q = (x, y). Since Ecs is uniformly transverse to the
unstable manifold |y| 6= 0, so we can assume that |x| ≥ K|y| for some
K <∞. Then using the lower inclusion of the Ball-Box Theorem, if |y| = 2
with d2(p, q) = |x|2 + |y|2 ≥ (K + 1)4, we would have `(κ) ≤  and so
d(p, q) ≥ K`(κ)2. Thus the conditions 1 to 4 appearing in the proof of
Theorem 4.1 of [4] are fully satisfied and the rest of the analysis only depends
on the dynamics of f . So by the same contradiction obtained there we get
that η ∧ dη = 0 everywhere. Then by the integrability theorem of Hartman
in [7], this means that Ecs integrates to a unique C1 foliation. 
As we have remarked in the beginning of this section, we do not yet have
examples of center-stable bundles with continuous exterior derivative prop-
erty. Yet we believe that existence of smooth contact structures transverse
to Eu is linked to this property which will be subjects of further work. More-
over if the generalization laid out in subsection 4.3 is carried out, then one
might actually not need the continuous exterior derivative at all. Yet also an
analogue of the integrability Theorem of [7] would be required without the
existence of continuous exterior derivative. This also seems quite possible
to the Authors if one drops the uniqueness assumption and which is also
subject of future works. Although existence of integral manifolds (i.e weak
integrability in the jargon of dynamists) seems quite abundant in dynamical
systems, unique integrability seems more stringent. So it seems reasonable
to pursue this approach.
4. Generalizations and Questions
In this section we point out to some possible generalizations some of which
will be explored in upcoming research papers.
4.1. Relaxing Existence of Continuous Exterior Derivative: Exte-
rior Regularity. The following generalization which we will explain here
is more of an exercise as we will already sketch the proof.
One way to relax the condition on existence of a continuous exterior de-
rivative of η is to require the following
• There exists a sequence of C1 differential forms ηk which converge
uniformly to η such that |dηk|∞ ≤ C for all k.
Then the non-integrability at p condition could be stated as
• There exists a constant c > 0 and a neighbourhood U of p such that
for all k (ηk ∧ dηk)q > c for all q ∈ U .
In this case since we are working with a sequence ηk, requiring non-
integrability at a point p only will not be sufficient since each ηk could be
non-integrable in smaller and smaller neighbourhoods that shrink to diam-
eter 0, where as for the analysis one requires them to be non-integrable on
a fixed domain.
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For instance it has already been shown in previous work [10] that under
this condition one of the crucial lemmas which is 2.2 holds true. More-
over one has that for every k-cycle Y and k+1 chain H bounded by it∫
Y η = limk→∞
∫
H dη
k and also since ηk converges to η and |dηk|∞ is uni-
formly bounded then (η∧dηk)q can be made arbitrarily close to ηk ∧dηk by
taking k large enough and hence non-zero. So one simply replaces dη(Xi, Xj)
with dηk(Xi, Xj). In the usage of Stoke‘s property although η
k does not an-
nihilate curves tangent to Xi, since it converges to η, this difference can
be made arbitrarily small by taking k large enough and the analysis carries
through.
This generalization allows us to replace the example 3.3 which was η =
dy+f1(y, x
1, x2)dx1+f2(y, x
1, x2)dx2, by a more general one where f1(y, x
1, x2)
is only Lipschitz in y and x2 and similarly for f2 (instead of which C
1 was
assumed in the example).
Such a generalization would also give a theory of Sub-Riemannian geom-
etry for Lipschitz bundles since if one mollifies a Lipschitz 1-form η to ηk
then |dηk|∞ < C and in fact dηk converges a.e to the a.e defined exterior
derivative of η. We might still need to state the condition as ηk ∧ dηk > 0
on a neighbourhood as η ∧ dη(p) > 0 on a point where it is defined might
not be enough since dη is not continuous.
4.2. Higher Coranks. Assume now that ∆ is a corank m tangent subbun-
dle in a m + n dimensional manifold. As pointed out after equation (2.1),
we can still find an adapted basis Xi for such a bundle. We also assume that
on some U , A10(∆) is spanned by {ηi}mi=1 with exterior derivatives {dηi}mi=1.
The case where
(4.1) (η1 ∧ ...ηm ∧ dη`)(p) > 0
for all ` = 1, ...,m generalizes trivially. Most likely however, this is not the
only possibility for an accessible continuous bundle. Let us argue. In the
case when the bundle ∆ is C∞, then the situation above corresponds to
∆ + [∆,∆] = TM . However one can also have accessibility if ∆ + [∆,∆] +
[∆, [∆,∆]] + ... = TM . This however results in different exponents for the
yi directions that define the box. To be able to create an analogy to this one
needs to define the continuous version of the Lie Bracket. It can be done as
follows. Given a metric, let {Yi}mi=1 be a set of vector-fields dual to {ηi}mi=1
so that in particular they are orthogonal to ∆. Let Π be projection along ∆
to its orthogonal. Then given two continuous vector-fields Z,W inside ∆,
define the the projection of their continuous Lie Bracket as
Π[Z,W ] =
n∑
i=1
dηi(Z,W )Yi,
where dηi were the continuous exterior derivatives of the continuous 1-forms
ηi. This generalizes the projection of Lie Bracket on the differentiable set-
ting. Then this allows us to define ∆1 = ∆ + [∆,∆] using Π[Xi, Xj ] and we
can iterate this process if A1(∆1) has continuous exterior derivative and so
on. In this manner one can build the flag of subspaces ∆ ⊂ ∆1... ⊂ ∆m as
done in usual Sub-Riemannian geometry. Then using this flag of subspaces,
one can try to proceed more or less in the same manner mixing at points
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parts from the proofs given in this paper and parts from the proofs of usual
Ball-Box theorem. For instance in the first step, one first finds all η` such
that equation (4.1) holds true. Then the corresponding Y`‘s represent the
vector-fields which one can generate by taking Lie Brackets of the adapted
basis Xi. These directions correspond to y
` directions on which the expo-
nents will again be 2. Then in the next step one can consider these Y`‘s
as admissible directions but with the restriction that one can only go with
vector-fields of norm proportional to  and try to apply the same techniques
as above. For instance if A1(∆1) admits a basis {ηi}m+1i=1 with continuous ex-
terior derivative {ηi}m+1i=1 such that dηj(Y`, Xi) > 0 for some i, j, then using
the same methods as in this paper one picks up an extra factor of  in the
next step while going in the direction of a loop formed by Y` and Xi. This
results in exponents increasing in the remaining yi directions. If this gener-
alization can be carried out, one also obtains a theory of Sub-Riemannian
geometry for a class of C1 bundles where the first brackets do not generate
the whole tangent space and the usual theory does not apply (since you can
not take anymore brackets).
4.3. More Generally, Ho¨lder Continuous Bundles. Now we explain a
fundamentally more difficult generalization which the authors think is true
but are not able to prove yet. We want to remove both the existence of
dη and boundedness of |dηk| explained in the previous section all together
so that the applicability range of this theorem increases greatly. Namely,
assuming corank 1, we only want to impose the following: There exists a
sequence of differential 1-forms ηk that converge to η uniformly and for
some neighbourhood U of p, (ηk ∧ dηk)q > 0 for all q ∈ U . Note that we
still have one fundamental equality satisfied: For every k-cycle Y and k+1
chain H bounded by it
∫
Y η = limk→∞
∫
H dη
k. This is of course just one
important step of the analysis. We lose one crucial property, we lose the fact
that the adapted basis {Xi} are uniquely integrable. This brings about the
problem of choosing certain integral curves to build something similar to the
surfaceW that was used in the construction of the accessible neighbourhood
defined in 2.6. At this part, in corank 1 the notion of maximal and minimal
solutions can be of help to determine in a well defined way some objects
similar to W and W˜. The problems don‘t end here however. Note that
in application of Stoke‘s theorem with dηk we will need an estimate on
objects like dηk(Xi, Xj). The fact that |dηk| might not be bounded may
cause problems in estimates like |dηk(Xi, Xj)| ∼ |ηk ∧ dηk| ± |ηk − η||dηk|.
So clearly there will be some interplay between how fast ηk converges and
how fast |dηk| may blow up (similar error terms also appear in application
of Stokes lemmas). At this stage using for instance mollifications as the
approximation could be useful as one can write down the relation between
such terms more precisely, as was done in [10]. Although the authors are
hopeful about this generalization, they are not completely sure whether if
the analysis carries through or not. It will be subject of future works.
4.4. Measurable Bundles? In this section we pose a question as to whether
some generalization into measurable bundles is possible. It is motivated by
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works of Hartman in [7] and [8]. In the first reference he proves the inte-
grability counterpart of the theorems stated in this paper, that is a bundle
defined by a continuous differential form η is uniquely integrable into a C1
foliation if and only if it has a continuous exterior derivative dη such that
η∧dη = 0 everywhere. But then using very similar conditions he was able to
prove an analogous theorem in which η and dη is L∞ in the x variables and
continuous in the y variables (see the definition of an adapted basis in 2.1
and of adapted coordinates in definition 1.3). As it was in this paper, the
study of ODE defined by vector-fields of the form Xi given in equation (2.1)
are crucial in the analysis. From this perspective the very rough idea is that
due to the form of the vector-fields Xi, the coordinates x act either as time
variables or some external variables (where being measurable is not really a
problem) where as the y variables act as the space parameters. This allows
a window into pushing some aspects of the theory to measurable bundles.
We do suspect that same kind of general philosophy might also hold true
here. The main idea is that some regularity in transversal direction is the
crucial aspect. In fact for instance it is possible to show that a bundle ∆,
if it admits solutions, and has sufficient regularity along some transversal
directions, then it is uniquely integrable, see [10]).
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