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Resumo 
Neste trabalho, é discutido o uso de precondicionadores para transformar problemas 
de ponto de sela em problemas cuja matriz seja simétrica e definida positiva. Os pre-
condicionadores estudados baseiam-se na decomposição de matrizes como produto 
de uma matriz simétrica por uma triangular (decomposição ST). Sendo assim, em 
uma parte inicial são mostrados alguns resultados existentes sobre este tipo decom-
posição, no caso em que S é definida positiva e também na situação em que T possui 
apenas o valor 1 em todas as entradas de sua diagonal. Inclui-se ainda um estudo 
das propriedades espectrais de três precondicionadores ST, bem como estimativas 
para o número de condição dos sistemas que resultam ao se fazer tais precondicio-
namentos. Posteriormente, estuda-se um outro precondicionador, também baseado 
na decomposição ST, que tem como casos particulares dois dos primeiros precon-
dicionadores apresentados. A grande contribuição deste trabalho é a obtenção de 
novas estimativas para o número de condição de sistemas obtidos quando se aplica 
este precondicionador a problemas indefinidos. São estabelecidas quatro diferentes 
estimativas para este número de condição, uma delas baseada em um problema de 
autovalor quadrado. 
Palavras-chave: Decomposição ST, precondicionador ST, problemas indefinidos, 
número de condição. 
Abstract 
In this work, it is discussed the use of preconditioned to transform saddle point 
problems to problems whose matrix is symmetric and positive defined. The pre-
conditioners studied are based on the decomposition of matrices as a product of a 
symmetric by a triangular matrix (ST decomposition). Thus, in an initial part of 
the work it is shown some available results on such decomposition, in the case where 
S is positive defined and aiso in the situation where T has only the value 1 in each 
entry of its diagonal. It is also included a study of spectral properties of three ST 
preconditioners, as well as estimates for the condition number of the systems that 
result when it is made such preconditioning. Subsequently, it is studied another 
preconditioner, also based on the ST decomposition, which has as particular cases 
two of the first preconditioners presented. The great contribution of this work is 
the obtainment of new estimates for the condition number of the system obtained 
when the new preconditioner is applied to undefined problems. Are set four different 
estimates for this condition number, one of them based on a quadratic eigenvalue 
problem. 
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Capítulo 1 
Introdução 
1.1 Estrutura da dissertação 
Neste trabalho, são abordados alguns precondicionadores para problemas indefini-
dos, sendo discutidas certas propriedades espectrais destes precondicionadores, e 
deduzidas algumas estimativas para o número de condição dos problemas precondi-
cionados. 
Este capítulo introdutório inclui determinados conceitos básicos que estão pre-
sentes no decorrer de todo o trabalho. Aqui também encontram-se alguns teoremas 
sobre a decomposição ST, que permite decompor matrizes como o produto de uma 
matriz simétrica por uma triangular. 
Nos capítulos 2, 3 e 4 são mostrados três precondicionadores existentes, baseados 
na decomposição ST, que podem ser aplicados aos sistemas cuja forma seja como 
em 1.6. No decorrer destes capítulos, também são apresentados fatos conhecidos 
sobre o espectro dos sistemas precondicionados resultantes, bem como estimativas 
já existentes para o novo número de condição. 
No capítulo -5, tem início a parte mais relevante deste trabalho, na qual um novo 
precondicionador é apresentado e são deduzidas três estimativas para o número de 
condição do sistema que resulta do uso deste novo precondicionador. 
Como uma continuação do capítulo que o precede, o capítulo 6 apresenta outra 
grande contribuição: depois de mostrar algumas propriedades espectrais do novo 
precondicionador, é utilizado um problema de autovalor quadrado para obter uma 
nova estimativa para, o número de condição do sistema, que resulta, ao se fazer o 
precondicionamento. 
Finalmente, no capítulo 7 são exibidos alguns experimentos numéricos e em 
seguida são feitas algumas considerações finais. 
1.2 Decomposição ST 
No ano de 2002, Golub e Yuan demonstraram alguns resultados garantindo que toda 
matriz com certas propriedades pode ser decomposta como o produto de uma matriz 
simétrica por uma matriz triangular [GY02]. Uma vez que esta decomposição não 
é única, se forem feitas as escolhas adequadas, pode-se obter uma decomposição 
estável. 
Um dos motivos para o interesse nesta decomposição, é que ela permite trocar 
uma matriz A sem propriedades interessantes, pelo produto de duas matrizes (S e 
T), cujas características sã.o bastante favoráveis à implementação de certos algorit-
mos. Deste modo, a resolução numérica de problemas que estejam de alguma forma 
associados a matriz A, pode ser feita utilizando-se de algoritmos que explorem a 
positividade de S ou a triangularidade de T, obtendo assim maior eficiência. 
Alguns algoritmos e também vários experimentos que mostram a estabilidade 
numérica deste tipo de decomposição podem ser encontrados nos artigos [GY02, 
San02, SY03, CY06]. Os principais teoremas relacionados a estas decomposições 
ST são apresentados a seguir. 
Teorema 1.1. Se A é uma matriz nxn não-simétrica e não-singular, cujas subma-
trizes principais são também não-singulares, então existe alguma matriz simétrica 
S e ao menos uma matriz triangular T, com diagonal unitária, tais que A. = ST. 
Demonstração. Ver [GY02], • 
Teorema 1.2. Se A é um,a matriz n x n não-simétrica e não-singular, cujas subma-
trizes principais são também não-singulares, então existe alguma m,atriz triangular 
T, com diagonal unitária, e ao menos uma matriz simétrica S tais que A • TS. 
Demonstração. A prova pode ser feita por indução na dimensão n da matriz A, se-
guindo um roteiro análogo àquele presente em [GY02], na demonstração do teorema 
anterior: 
Se n = 2, tem-se: 
Para que o resultado se verifique neste caso, é necessário e suficiente que se tenha 
que é possível, bastando tomar sn = o,n e s^ = «12, pois neste caso 
Í21 = (a2i — 0-12)/«11 e s22 = «22 — Í21S12 garantem as demais igualdades. Note-
se que au ^ 0, pois é uma das submatrizes principais de A, que é não-singular por 
hipótese. Além disso, 12\ só se anularia se A fosse simétrica, mas para as matrizes 
simétricas o resultado vale trivialmente uma vez que A — InA = AIn. 
(1.1) 
(1.2) 
Suponha-se que o resultado é válido para n — k. Para que ele continue valendo 
para uma matriz A de ordem (k + 1) x (k + 1), será preciso que se verifique uma 
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onde, desta vez, au, tu e Sn são matrizes de ordem kx k, a,\2 e S12 são matrizes 
k x 1, 0,21 e Í21 são matrizes 1 x k e 0,22 e 522 são números. Na equação acima, tu 
tem cada entrada da de sua diagonal igual a 1, e s u é simétrica. 
Como 0,11 é uma matriz kxk,e por hipótese é não-singular, a hipótese de indução 
implica que existem tu e s u , com tu triangular inferior e Sn simétrica, tais que 
flii = Í11S11. Além disso, tu e Sn são não-singulares, pois an não é singular. Logo, 
•S12 = tjan. Do mesmo modo, Í21 = («21 — s72)sn e> finalmente, S22 = «22 — hiS\2-
Desta maneira, mostrou-se que a decomposição A = TS nas condições do teo-
rema é possível para uma matriz quadrada A de dimensão arbitrária. • 
Teorema 1.3. Se A é u,ma matriz n x n na,o-simétrica e não-singular, cujas subma-
trizes principais são também não-singulares, então existe alguma matriz triangular 
T, e ao menos uma matriz simétrica e definida positiva S tais que A = TS. 
Demonstração. Ver [GY02], • 
Teorema 1.4. Se A é uma matriz n x n não-simétrica e não-singular, cujas subma-
trizes principais são também não-singulares, então existe alguma ma,triz simétrica e 
definida positiva S, e ao menos uma matriz triangular T tais que A = ST. 
Demonstração. Ver [GY02], 
O resultado pode ser provado usando indução, de forma inteiramente análoga 
àquela apresentada em [GY02] na demonstração do teorema anterior. Para mostrar 
que S é simétrica e positiva definida, é suficiente provar que ela tem uma decom-
posição S = LLJ, sendo L uma matriz triangular inferior não-singular. 
No caso de uma matriz quadrada A de dimensão n — 1, pode-se tomar simples-
mente íii = sign(an) e S = |au|, pois neste caso, T será uma matriz triangular e S 
será simétrica e definida positiva. 
Já no caso de n = 2, a decomposição é possível se, e somente se, 
/ Sll'-!! 11£ 12 + 512̂ 22 A = «11 «12 \ _ / Sil Sn \ / t\l 112 
«21 «22 / \ S l 2 S22) V o £22, S12Í11 512/-12 + 522^22 , 
(1.4) 
Sendo A não-singular, para que ocorra A = ST, é preciso que cada um dos 
fatores seja não-singular. Em particular, nenhum dos elementos da diagonal de T 
pocle ser nulo. Uma forma de se obter tal diagonal sem elementos nulos é fixar 
£11 = «11 e /;22 = detj4, pois por hipótese estes valores são diferentes de zero. Com 
esta escolha, resulta que para se ter a igualdade é necessário que s n = 1 e também 
•S12 = 521 = «2i /«n- Consequentemente, deve-se ter t2\ = a,\2 — a2idet^4/an e 
portanto s22 = l / « n + (a 2 i /a n ) 2 . 
Se o teorema é válido para matrizes quadradas de ordem n = k, e A é uma 
matriz de ordem (k + 1) x (k + 1) nas condições do enunciado, para que exista uma 
decomposição A = ST, com S = LLT, será preciso que se verifique uma igualdade 
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(1.5) 
onde, Q'\ \, Zn e ín são matrizes de ordem k x k, a 12 e íj2 são matrizes k x 1, a21 
e l2i são matrizes 1 x fc, enquanto a n e l22 são números. 
A igualdade acima recai em quatro igualdades, que correspondem aos blocos nos 
quais a matriz A foi dividida. 
A primeira delas tem solução, pois pela hipótese de indução, existem lu e ín, 
com ín e \ sendo matrizes triangulares inferiores, tais que an = ^n^iíín- Como os 
blocos In e ín são não-singulares, tem-se como consequência que l21 = a ^ i t ^ l ^ . 
Deve-se ter ainda tX2 = ^ ( T i ' « ^ - ^22'Ji) e também l22 = y^" 2 2 "^ 1 1 -^ , con-
sequentemente t22 não pode ser nulo e deve ser tal que "'22 a '2 > 0. 
Para que S = LL seja definida positiva, basta que a22 — kih\ ai2 = 
= a22 — «•2i«ii10'i2 0- Para mostrar isto, note que a matriz 
/ \ 
A = Okxl 
\ -«21«! l' 1 / 
é não-singular, e consequentemente 
/ \ 
AA = 
\ Oixfc a22 - a.2\0'\\0'\2 / 
também é não-singular. 
Em particular, tem-se 0,22 — ^ l a f ^ a ^ 0, e deste modo, I22 > 0 e S é definida 
positiva. 
Teorema 1.5. Se A é uma matriz nxn não-simétrica e não-singular, cujas subma-
trizes principais são também não-singulares, então existe alguma matriz simétrica e 
definida positiva S. e ao menos um,a matriz triangular T tais que TA = S = LLJ 
ou AT = S = LLr. 
Também no artigo [GY02], é derivado um algoritmo para se decompor uma 
matriz não-singular e não-simétrica A como o produto de uma matriz triangular 
inferior T por uma matriz simétrica e definida positiva S. Uma continuação do que 
foi apresentado neste trabalho é vista nas aplicações descritas em [WGCY08]. 
1.3 Problemas indefinidos 
Conforme o já citado [GY02], e também [WGCY08], a decomposição ST tem entre 
suas aplicações a criação de precondicionadores para a resolução do problema de 
ponto de sela, que é um sistema indefinido e simétrico, que toma a forma 
onde A 6 R " x n é uma matriz simétrica, B € Mnxra e m < n. Durante todo 
o trabalho, será considerado este tipo de problema, cuja matriz M associada é 
indefinida e tem a forma 
• 
Demonstração. Ver [GY02]. • 
(1.6) 
Este problema aparece em vários contextos, incluindo dinâmica de fluidos compu-
tacional [Glo84], otimização com restrições [PEGW81, Wri97], economia [KJAU58], 
redes e circuitos elétricos [Ber86], eletromagnetismo [Bos98], finanças [Mar91], re-
construção de imagens [Hal79], registro de imagens [HM04], interpolação de dados 
dispersos [LNW02], elasticidade linear [BraOl], geração de malhas para computação 
gráfica [LdSS+01], aproximações de equações diferenciais parciais por elementos fi-
nitos mistos [Bre74, ES96, ESW97], redução de ordem de modelos para sistemas 
dinâmicos [StyOG], controle ótimo [BS01], problemas de identificação de parâmetros 
[HA01], e problemas de mínimos quadrados generalizados, com restrições e com 
pesos [Bjõ96, GVL96, Yua93, Yua96], 
Observando-se que para a resolução de problemas simétricos e definidos positivos 
existem vários métodos eficientes (como a decomposição de Cholesky, o método dos 
gradientes conjugados, ou mesmo o método dos gradientes conjugados precondicio-
nado e também o método multigrade algébrico), é interessante tentar transformar 
um sistema não-simétrico (ou simétrico, mas indefinido) em outro que lhe seja equi-
valente, mas que tenha propriedades boas como a simetria e a positividade. 
Para se alcançar este objetivo, a ideia é multiplicar ambos os membros do sistema 
original por uma matriz T, e deste modo precondicionar o sistema. Fazendo isso, o 
sistema resultante tem a seguinte forma: 
A escolha de T é feita com o objetivo de conseguir que a matriz N — TM corres-
pondente ao novo sistema precondicionado tenha melhores propriedades numéricas 
do que a matriz M original, por exemplo buscando que N seja definida positiva, ou 
que seu número de condição K(N) seja menor do que o número de condição N(M) 
do sistema original. 
Capítulo 2 
Precondicionador 1 
Neste capítulo, faz-se o estudo do primeiro dos três precondicionadores apresentados 
em [WGCY08], mostrando algumas de suas propriedades espectrais e a estimativa 
existente para o número de condição do sistema resultante deste precondiciona-
mento. 
O precondicionador é construído da, seguinte maneira: Dado (3 > 0, considere a 
matriz triangular 
r i = { ( l 3 + l ) B T A ~ í - / ? / ) ' 
Deste modo 
' t , 0)(At B) = (At \ , V 
\((3+l)BTA~' -Í3IJ \Bt 0 J \Bt (P + L )BtA~1BJ 
e o sistema resultante é 
( A B W * W P y \BT ((3+l)BTA-lBj \yj + l)BTA~lv - (5q) 
Conforme será mostrado na próxima seção, a matriz Â i associada a este sistema 
é simétrica e definida positiva. 
2.1 Propriedades espectrais 
No artigo [WGCY08], demonstra-se que além de serem todos positivos, os autova-
lores da, nova matriz N\ estão relacionados aos autovalores do bloco A. Os detalhes 
aparecem nos lemas a, seguir. 
Lema 2.1. Se a matriz A em 1.6 for simétrica e definida positiva, e B tiver posto 
com,pleto, então para todo /3 > 0 a matriz N\ = T\M é simétrica e definida positiva. 
Demonstração. Ver [WGCY08]. Considerando que A é simétrica e definida, positiva, 
o mesmo vale para a matriz BTA~lB. 
= LLT 
De fato, tem-se xJ {BT A~l B)x = (Bx)TA~1(Bx). Como B tem posto completo, 
Bx é não-nulo quando x / 0. Além disso, se A > 0 é um autovalor de A, A - 1 > 0 é 
um autovalor de A"1. Assim, como os autovalores de A~l são positivos, esta matriz 
simétrica é definida positiva e consequentemente, (Bx)TA~1(Bx) > 0, para todo x 
não-nulo. 
Logo, pode-se escrever 
* = ( A r Br ) \BT {I3 + 1)BtA~1BJ 
( A1'2 0 \ />/2 A~l'2B 
~\BTA-W \/~j3(BTA~1B)1/2) y 0 y/P(BTA~1B)1/2/ 
Disto se conclui que A^ é simétrica e definida positiva pois: 
Nj = (LLT)T = LLT = A, 
e 
X t ( L L t ) X = (LTX)T(LTX) = ||LTT||2 > 0 
Lema 2.2. Da,do (5 > 0, tem-se os seguintes resultados 
1. Se A é um autovalor de A associado ao autovetor x G ker(BT) ; então 
• 
« o h : . 
ou seja. A e um autovalor de N\. 
2. Se B tem posto completo e z = (xT,yT)T e um autovetor de N1; então x 0. 
Demonstração. Ver [WGCY08]. Primeiramente, note que se A é um autovalor de A 
associado ao autovetor x G ker( BT), então 
M (0) = (sT (P + I)BtA-'B) (0) = (fiT-x) = ( o ) = A (0) ' 
donde A é um autovalor de N\. Além disso, suponha que N-Í(xr, yT)T = A(.xT, yT)T. 
Se ocorresse x = 0, valeria 
í By = 0 
\(f3 + l)BTA-1By = A y 
Como B tem posto completo, da primeira igualdade se concluiria que y = 0. 
Então, como (r;;T.yJ)y é um autovalor, e portanto não-nulo, seria concluído que 
x O, uma, contradição com x = 0. 
• 
2.2 Estimativa do número de condição 
Um resultado preliminar que se mostrou muito útil na dedução de estimativas para 
o número de condição dos sistemas resultantes do precondicionamento é apresentado 
no próximo lema: 
Lema 2.3. Para quaisquer X € Mn; Y G Rn e d > 0 tem-se 
2 |xTr| < exTx + iYtY, 
Demonstração. Sabendo que 
0 < [VdX ± ) I VÕX ± 4=^1 = 0XTX ± 2XtY + \YtY 
Vê J V Vê J o 
tem-se 
2 \XtY\ < 9XrX + ]:YtY, 
o 
para todo 9 > 0. • 
O próximo teorema, mostra uma estimativa existente para o número de condição 
de Ni. Para conseguir este resultado, será utilizado o seguinte lema, que decorre 
imediatamente do Lema 2.3: 
Lema 2.4. Se A é simétrica definida positiva, então para, quaisquer que sejam 
x 6 M n,y EWn e6 > 0, vale 
2 \xrBy\ < 0xTAx + ^yrBTA~lBy 
Demonstração. Segue do Lema 2.3, com X = A1/2x G Rn e Y = A~l/2By e Kn . • 
Teorema 2.5. Se A é simétrica, definida positiva, B de posto completo e (3 > 0, 
então Ni é simétrica definida positiva. Além disso, se Xm c \m são o menor e 
o maior autovalor d,e A, e FJLM e [J,M O menor e o maior autovalor de BTA~lB, 
respectivamente, então uma cota superior para K{N\), O número de condição de N\, 
é 
I — o 
onde 
\/4TM + (OÍTM - L)2 + (ARM - 1) 
fJ'M fJ>m 
TM = t— e rm = —-. 
AM 
Demonstração. Ver [WGCY08]. Seja A um autovalor de Ni associado ao autovetor 
unitário z = (xT,yT)T. Então zTNiz — \zTz = A. Denotando a = (5 + 1 > 1, e 
desenvolvendo o produto zT Nxz, segue que 
A = xJAx + 2xrBy + ayTBTA~1By. (2.1) 
Como A é simétrica definida positiva, o Lema 2.4 garante que para qualquer 
9 > 0 há uma limitação superior para o termo 2 |.TT£?y| da qual resulta 
A < xJAx + (dxTAx + ^yTBTA~1BySj + ayTBTA~1By 
= (1 + 9)xrAx + + ^ yTBTA~lBy 
< (1 + 9)XMxJx + ^a + ^ [iMyTy. (2.2) 
Novamente a partir da Equação 2.1 e do Lema 2.4, obtém-se de forma análoga 
que para 9 > 0 arbitrário vale: 
A > (1 - 9)xrAx + ^a - yrBTA-lBy 
> (1 - 9)XmxTx + " Í ) tWv- (2-3) 
Caso y = 0, a Equação 2.1 torna-se simplesmente A = xTAx, donde segue A > 0. 
Caso contrário, para 9 = 1, resulta 
A > (a - 1 )nMyTy >'0. 
Isto comprova que todos os autovalores de Ni são positivos e consequentemente esta 
matriz é simétrica definida positiva. 
Por outro lado, se em 2.2 for escolhido 9 de modo que 
(1 + 9)XM = ^cx + ^ (MM, (2.4) 
a limitação superior para os autovalores de Ni se torna 
A < (1 + 9)\m (XTX + yTy) = (1 + 9)\M, 
pois z tem norma unitária. 
Analogamente, se em 2.3 for escolhido 9 de modo que 
(1 - 9)Xm = ^a- l^j fj'mj 
a limitação inferior para os autovalores de /V| passa a ser simplesmente 
A > (1 - 9)Xm (xTx + yTy) = (1 - 9)K 
(2.5) 
Assim, 
(1 — 9)Xm < A < (1 + 9)XM, 
e portanto, lembrando que K(N^) = 
K(Wl) = 
1 + 9X M 
1-6 K, 






\ ! + [aum - Am)2 + (af-iM - XM) 
\/4Amfim + (a/im - Xm)2 - (afj,m - Xm) < 1. 
(2.6) 
(2.7) 2Am, 
Denotando TM = e rm = e fazendo as simplificações necessárias, seguem 
as expressões mais sucintas para 9 e 9: 
9 = x/4rM + (arM - l )
2 + (arM - 1) 
9 = 
y/4rm + (arm - l)2 - (arm - 1) 
• 
Uma vez que para diferentes escolhas de a > 1 tem-se valores distintos para 
o coeficiente pode-se escolher a de modo que este coeficiente seja, o menor 
possível, ou seja,, tomar a como 
OITM - 1 + SJ^TM + ( a r M - l ) 2 
«>i* 11 - 9 j | arm + 1 - y/Aim + (arm - l)2 
1 + 9 a = «min = nnn < = > = min 
Capítulo 3 
Precondicionador 2 
Neste capítulo, é estudado o segundo precondicionador apresentado em [WGCY08]. 
Conforme será mostrado na próxima seção, a matriz N2 associada a este sistema é 
simétrica e definida positiva. Mais adiante, o Teorema 3.2 fornece uma expressão 
para os autovalores da matriz N2, e determina o número de condição desta matriz. 
Supondo que A é simétrica e definida postiva e tomando a > 0, obtém-se o 
precondicionador T2 para o problema 1.6, escolhendo da seguinte maneira: 
T = f A ~ ' ° ^ 
2 \BTA~2+ a(BTA-1B)-xBTA-í -a(BTA^B)-1 J ' 
Deste modo, ao multiplicar a matriz do problema original por T2 obtém-se 
N 2 = T 2 . ( A B \ ( I A-'B \ 
\BT 0) Ifl1"/!-1 BTA-2B + al)' 
e o sistema resultante é 
/ / A~XB \ AA _ / A~'p \ 
\BTA-' BTA-2B + a l ) \ y ) ~ \BRA~2p + A(BTB)~1(BTA~xp - q)j ' 
3.1 Positividade do novo sistema 
Lema 3.1. Sendo A simétrica e definida postiva e a > 0, a m,atriz N2 — T2M é 
simétrica e definida positiva. 
Demonstração. Ver [WGCY08]. A matriz N2 é obviamente simétrica, então resta 
mostrar que é definida positiva. Isto será feito provando que os autovalores desta 
matriz são positivos. De fato, se A é um autovalor de Ni associado a,o autovetor 
( ,TT ,yT)T , então por definição tem-se 
( 1 A~lB ) ( x ) = x ( x ) 
l BTA~1 BTA~2B + aI \y) l y ) ' 
donde 
í x + A~lBy = \x 
{BtA~1X +BTA~2By + ay = Xy ' 
Se A 1, pode-se escrever x em termos de y a partir da primeira equação, 
obtendo 
.x = —A^By. 
A - 1 y 
Substituindo esta expressão na segunda equação resulta 
1 T 4 - 1 B A A By + BTA-2BY = (\-A)Y, 
A - 1 
e multiplicando ambos os membros por A — 1 ^ 0, tem-se: 
[BTA~2B + (A - 1) ( B t A ~ 2 B ) ] y = (A - 1)(A - a)y, 
ou seja, 
A [BTA~2B) y — (X — 1)(A — a)y. 
Sendo f,i, um autovalor de BT A~2B, associado ao autovetor y, se deduz a seguinte 
equação em A: 
A/I = (A — 1)(A - A). 
Disto se conclui que A = | ^ l + A + f i ± \ / ( l + A + /J,)2 — 4AJ, que é positivo para 
quaisquer a > 0 e /./, > 0. 
• 
3.2 Propriedades espectrais e número de condição 
Teorema 3.2. Suponha que A é simétrica e definida positiva, e que B tem posto 
completo. Se a > 1 e X é um, dos autovalores de N2, então 
1. A = 1OUA = |^1 + Q: + / Í ± A/(1 + a + fj,)2 — Aa^j, onde (.1 > 0 é um autova-
lor de BTA~2B. 
2. Se fin é o raio espectral de Br A~2B, então 
X < l (l + a. + i_i,n + J( 1 + a + fin)2 - 4 a ) e 
> . < (3.1) 
A > l (l + a +(J,n - V(l + a + Vn)2 ~ 4o: ) . 
3. O número de condição de N2 é 
K{N2) = ^ ( l + A + NN+ v / ( l + a + / u , n ) 2 - 4 a ) 2 (3.2) 
Demonstração. Ver [WGCY08]. Considere as funções / e g definidas por 
f(x) = H l + a + x + J( 1 + a + x)2 - 4a ) e 
> < (3.3) 
g{x) = Ul + a + x-^(1 + a + x)2-4a) . 
A primeira afirmação deste teorema é uma consequência imediata da prova apresen-
tada para o Lema 3.1. 
Para demonstrar a segunda, observe que em cada x tem-se g(x) < /(.?;). Além 
disso, para a > 1, / é crescente e g é decrescente em relação a x. 
De fato, tem-se: 
f { x ) = 1 - + — J ^ a + X > Q 
W 2 2y/(l + a + x)2 — 4a 
e 
q'{x) = ~2C" , < 0. 
(l + a + x+ y/{l + a + x)2 - 4 a ) x / ( l + a + x)2 - 4a 
Assim, se 0 < /J,I <...< /J,„ são os autovalores da matriz BTA~2B, então 
Isto garante que os autovalores de /V2 que forem distintos de 1 satisfazem a 
desigualdade 3.1. Além disso, o caso A = 1 é imediato, já, que a hipótese a > 1 
implica 
/ x —2// glfj,) — 1 = . < 0, e 
- 1 + n + a+ V (1 + « + /.a)2 - 4a 
_ i = - 1 + -̂ + « + \/(1 + « + M)2-4Q- > Q 
Finalmente, uma vez provadas as desigualdades que aparecem em 3.1, e lem-
brando que K(N2) •̂max(JV2) ^min(N2) tem-se 
«W=44 
Substituindo as expressões para f e g, resulta: 
1 + a + /in + + a + /.in)2 - 4a 
K , { N 2 ) = . = • 
1 + « + / / . „ - V (1 + a + fj,n)2 - 4a 
Multiplicando o numerador e o denominador pela expressão do numerador, segue: 
( l + a + Mn + y/(l + a +fj,n)2 - 4 a ) 2 
M = 
(1 + a + fj,n)2 - [(1 + a + fin)2 - 4a] 
ou seja, 
K (N2) = ^ ( l + a + fin+ + a + - 4 a - ) 2 . 
• 
Corolário 3.3. Se /in é o raio espectral de BT A~2B, então o valor ótimo para o 
parâmetro a é ao = Mn + 1 > 1 e para este valor d,e a tem-se 
K(N2) = 2 / i n + l + 2 v W / i n + l) (3-4) 
£ < 1 T = < A < iHn + 1) ( 1 + A / T ^ X T ) < 2(M» + 1) (3.5) 2 i + v s : V V M n + i y 
Demonstração. Ver [WGCY08]. Por 3.2, o número de condicão da matriz N2 é uma 
função do parâmetro a. Logo, seu valor mínimo é obtido quando a derivada em 
relação a a for nula. Mas 
( l + a + Mn + + a + Mn)2 - 4a ) 
= „ 2 ll^ , , N2 X (a - 1 - Mn) , 4a2 y (1 + a + fin)2 - 4a 
então K,'(ao) = 0 se, e somente se, ao = Mn + 1 
Ao substituir ao na expressão 3.2, segue 
« T O = ^ ^ ( l + (Mn + 1) + Mn + V(1 + (Mn + 1) + Mn)2 ~ 4(/in + 1 ) ^ . 
Simplificando a expressão no segundo membro, obtém-se 
« T O = ((M„ +1) + VÃõzÃT+1))2. 
Desenvolvendo a expressão que está elevada ao quadrado, resulta 
, . M _ (Mn + l)2 + 2(Mn + 1) VVn(Mn + 1) + Mn(Mn + 1) 
^ 2> ~ õ7 TTi 2 (Mn + 1) 
e cancelando as várias ocorrências de (jj,n + 1) segue 
/ ii \ (Mn + l ) + 2\/M + 1) + Mn «TO = , 
donde resulta 3.4. Substituindo ao = Mn + 1 nas expressões de / e g, segue de 3.1: 
1 + Mn - \/Mn(Mn + 1) < A < 1 + Mn + \/Mn(Mn + !)• 




O terceiro precondicionador apresentado em [WGCY08] para o problema 1.6 resulta 
escolhendo um parâmetro a > j- > 0, onde Xm é o menor autovalor da matriz A. 
Define-se então T3 da seguinte forma: 
A matriz A3 associada a, este sistema é simétrica e definida positiva, conforme 
será demonstrado na próxima seção. 
4.1 Propriedades espectrais 
Lema 4.1. Seja A uma m,atriz simétrica e definida positiva e B uma matriz de posto 
completo. Se a > l/Xm{A) (o menor autovalor de A), então a matriz A3 = T3M é 
simétrica e definida positiva e os autovalores de aA2 — A são aX^A)2 — A^A) > 0. 
Demonstração. Ver [WGCY08]. A matriz A3 é simétrica definida positiva pois pode 
ser escrita na forma A3 = LLJ, onde L é a matriz 
Ao multiplicar a, matriz do problema original por T3 obtém-se: 
e o sistema resultante é 
cujas entradas da diagonal sã,o estritamente positivas. De fato, para que tal decom-
posição de N3 seja. possível, é preciso que 
aA2 - A qAB ~B\_ÍLqLJ L0Lj \ 
aBTA - Bt aBTB j ~ yLJ.J L^Lj + L2L\J ' 
Sendo a > l/Xm(A), a matriz aA2 — A, que corresponde ao bloco (1,1) de 
N3, é simétrica e definida positiva, e portanto admite a decomposição de Cholesky 
L0LJ = a A2 -A = A(aA - /). 
Além disso, como B tem posto completo, a matriz BTA~^B é simétrica e definida 
positiva e consequentemente possui decomposição de Cholesky L2L~^ = BTA~lB. 
Deste modo, se for tomado L\ = BT(aA — I)LQT , resultará 
L\Lg = [BT{aA - /)I0-T] Lq = BT{aA - I) = aBTA - BJ 
L0Lj = (LiLq )T = (aBTA - BT)T = aAB - B 
LXL[ + L2Lj = [Br(aA - /)L0"T] [BT(aA - /)L0"T]T + [BTA~lB] 
= [Br{aA - /)] [jV-o]"1 M - J)B + BtA~aB 
= Bt [(aA - I){A{aA - I)y\aA - I) + A - 1 ] B 
= Bt [A~\aA - I) + A" 1 ] B = aBTB. 
Finalmente, se A é um autovalor de A associado ao autovetor x, então: 
(aA2 - A)x = aA2x - Ax = aA(Xx) - Xx = aX2x - Xx = (aA2 - X)x, 
ou seja, a A2 — A é um autovalor de a A2 - A, também associado a x. • 
Lema 4.2. Dados a > l / A m ( A ) e N3 — T3M, valem os seguintes resultados: 
1. Se X é um autovalor de A associado a,o autovetor x € ker(BT), então 
ou seja, A(aA — 1) é um, autovalor de N3. 
2. Se z = (xT,yr)T é um autovetor de N3, então x ^ 0. 
Demonstração. Ver [WGCY08]. Em primeiro lugar, se A é um autovalor de A 
associado ao autovetor x € ker(/JT). então 
N V\ / M - I)Ax \ = í X(aA - I),x \ 
0 / \ a.BJAx - BJxJ \XaBTx - Brx) 
donde A (Aã — 1) é um autovalor de N3. 
Em segundo lugar, se //, fosse um autovalor de N3 associado a algum vetor da, 
forma 2 = (0 ,y T ) T , então: 
UaA-I)By = 0 
[ aBT By = fj,y 
Consequentemente, já que aA — I é invertível e B tem posto completo, da pri-
meira igualdade se concluiria que y = 0. Mas isto não é possível, pois todo autovetor 
é não-nulo. 
• 
4.2 Estimativa do número de condição 
Teorema 4.3. Sejam, Xm = Am(A) e XM = XM{A) O menor e o maior autovalor 
de A, e CRM = crm(B) e &M = OM{B) o m,enor e o maior valor singular de B, 
respectivamente. Se a > 1/Am, então tem-se a, seguinte limitação para o número de 
condição de N3 
k(N3) = 7K(B)2, 
sendo 
__ dae + i 
uma, função de a, e 9 e 0 dados por 
_ y/[(aXM - 1)Am ~ aa\{\2 + 4(aAM ~ ~ [(<*AM ~ 1)AM - aa2M] 
2(«A m - l ) 2 6 
~ _ (aXm - l)Am - a o ^ + ^/[(«A^. - l)Am - a < ] 2 + 4(aAm - l)2ag, 
2(«Am - l ) 2 
Demonstração. Ver [WGCY08]. Seja, A um autovalor de N3 associado a,o autovetor 
unitário z = (xT;yT)T. Então zTN3z = AzTz = A, ou ainda 
A = xT{aA - J)Ax + 2x7(aA - I)By + ayTBTBy. (4.2) 
Como aA — I é simétrica e definida, positiva (pois por hipótese a > 1/Xm), o 
Lema 2.4 garante que para, qualquer 9 > O há uma limitação superior para o termo 
2 |xT(av4 — I)By | da, qual resulta 
A < .x 1 (aA - I)Ax + ( 9xJ(aA - ifx + BJBy ) + ayTBrBy 
< [(aXM - 1)AM + 9{aXM - L)2] xTx + a M O. + yJy- (4.3) 
Novamente, a partir da Equação 4.2, obtém-se do Lema, 2.4 de forma análoga 
que para 9 > 0 arbitrário, vale 
> xTx + a2m 
X > xJ(aA - I)Ax - 9xT(aA - ifx + 
(aXm - l)Am - 9(aXm - l )2 
Se em 4.3 for escolhido 9 de modo que 
(Q:AM - 1)AM + 9{aXM - l )2 = a2M 
a limitação superior para os autovalores de /V:i se torna 
1 








X < a ^ u M 
1 
(xTx + yTy) = ah 
1 
a + -
pois z tem norma unitária. 
Analogamente, se for escolhido 9 de modo que em 4.4 se tenha 
(aXm - l)Am - 9{aXm - l)2 = cr2ra a — 
a limitação inferior para os autovalores de N3 passa a ser simplesmente 




a„ a < A < a2M 
K(N3) = JK(BY 
1' 
+ ? 





9 a9 - 1 
Os valores de 9 e 9 são obtidos a, partir das condições 4.5 e 4.6, das quais se 
deduz que 
A = \/[(q:Am ~ 1)AM - gaj,}2 + 4(aXM - 1 )2a2M - [(a\M - 1)XM - aa2M] 
2(aXM-l)2 
ã _ ^[(ú^m - l)Am - aa2m\2 + 4(aAm - l)2o2m + [(aAm - l)Am - aa2m] 
2(aXm - 1)2 - í4-8) 
• 
Lema 4.4. Sejam a > 0 e / , g : Mi > M definidas por 
f(x, y) = (arc — l)rc — ay + >J[{ax — l)rc — ay}2 + 4y(ax — 1) e 
g(x, y) = (are — l)rc — ay — y [̂(arc — l)rc — ay]2 + 4y(arc — 1). 
Então para quaisquer x e y satisfazendo ax — 1 > 0 e ay > a função f é 
crescente em ambas as variáveis, enquanto g é decrescente em ambas as variáveis. 
Demonstração. Ver [WGCY08]. Basta observar que para x e y sob as condições do 
lema, as derivadas parciais de / verificam as seguintes desigualdades: 
df , , (2a.x — l)[(arc — l)rc + ayl 
7T— {x, y) = 2ax - 1 + . K ny ; yi > 0 e 
ox v/[(ax - l)x + ay]2 - 4y(ax - 1) 
dl + (ax — 3/2)2 + (ay — l/2)(ay + 1/2) > Q 
dy ' \/[(ax - l).x + ay]2 - 4y(ax - 1) 
Analogamente, com relação a função g, tem-se as seguintes inequações: 
(ax — l)x + ay 
^(x,y) = 2(ax-l) 1 -
\/[(ax — l)x + ay]2 — 4y(ax — 1) 
< 0 e 
dg, v —(arc — l)(a2y — 1) — (x,y) — . < U, 
oy h(x, y)yj[(ax - l)rc + ay]2 - 4y(a.x - 1) 
sendo que 
h(x, y) = a[(ax — l)x + ay] — 2(ax — 1) + \/[(ax — l)rc + ay]2 — 4y(ax — 1) > 0. 
• 
Teorema 4.5. Sejam A G K m x m simétrica definida, positiva e B € MmXíl d.e posto 
completo, com m, > n. Considere XM = AM(A) e XM = XM(A) o menor e o maior 
autovalor de A, e AM = <RM(B) e OM = CTM(B) O menor e o maior valor singular de 
B, respectivamente. Se a > max{l/Am, l/(2am)} > 0; então o número de condição 
de N3, em termos das funções f e g definidas no lema anterior, é dado por 
/ ar \ /(Am,OM) 
= ~T\ 2T-
Demonstração. Ver [WGCY08]. Dado um autovalor A de /V3 associado ao autovetor 
(xT,yT)T, tem-se por definição 
Í {AA - I)A (AA - I)B\ /.x\ _ /.x\ 
\BT(AA~I) ABTB ) [ y j ~ [l/J' 
donde 
í (aA -f)(Ax + By) = Xx 
[Br[{aA- I)x + aBy] = Xy ' 
Como A A — I é invertível, a primeira destas equações fornece: 
Ax + By = X(aA - / ) _ 1 x . (4.9) 
Por outro lado, rescrevendo a segunda equação e substituindo os termo Ax + By 
pela expressão 4.9, resulta 
Xy = BJ[a(Ax + By) - x] = Br[aX(aA - I)~lx - .x]. 
Considerando novamente a primeira das duas equações, se ambos os seus mem-
bros forem multiplicados por A, surge o termo Xy, que pode ser trocado pela ex-
pressão anterior resultando em: 
A2.x = X(aA - I)Ax + {aA - I)B{Xy) 
= X(aA - I)Ax + (aA - I)B (BT[a.X{aA - I)~lx - ,x]) 
= [X{aA - I)A + aX{aA - I)BBT(aA -/)"'- (aA - I)BBT] x. (4.10) 
Multiplicando a equação anterior a esquerda por (aA — / ) - 1 / 2 , e adotando a 
notação z = (aA — / ) - 1 /2 .x, resulta 
A2Z = [{aA - IY/2(XA - BBJ)(aA - I)1/2 + aX(aA - I)l/2BBT{aA - I)~1/2] z. 
Transpondo ambos os membros, multiplicando por z e dividindo tudo por zTz, 
obtém-se 
A2 = Xc(z) - m(z), 
onde 
zT{aA - iy'2A{aA - I)xl2z + az1 {aA - I)xl2BBJ{aA - I)~x/2z 
c(z) = 
zTz 
, , zr(aA - I)x!2BBT(aA - I)x'2z 
m{z) = T ; 
Z ' 2 
A equação quadrática para, o autovalor A é equivalente a 
z T [A2/ + A { - c ( z ) + 771,(2)] z = 0. 
Portanto, conforme (3.16) no trabalho de [TM01], tem-se: 
A = 
c(z) ± y/c2(z) - 4m(z) 
(4.11) 
Comparando a, Equação 4.11 com a,s funções / e g definidas no Lema 4.4, nota-se 
que se c(z) for trocado por (ax — 1 )x — ay e m(z) por (ax — 1 )y, então A = f(x, y)/2 
ou A = g(x,y)/2. 
Mas 
(aXm - l)Am < (a\m - l)Am + ao2m = f(Xm,afn) < c(z) 
xTA:x zT(aA - I)z zT(aA -{ - iy/2BBT{aA - I)~l/2z 
— T 1 
X1X z[ z 
< (aXM - 1)AM < (aXM - 1)AA,/ + aa2M (4.12) 
e 
0 < (aXm - 1 )a2m < m{z) 
Entã,o, como pelo Lema, 4.4 tem-se 
9(*M,o&f) < A < f{XM,a2M) 
e segue 
iiV3j - T \ 2T-
• 
Capítulo 5 
Novo precondicionador ST 
5.1 Introdução 
Neste capítulo, apresenta-se um novo precondicionador baseado na decomposição 
ST. Conforme será visto, ele inclui como casos particulares os precondicionadores 
Ti e T3 discutidos nos capítulos anteriores. 
A sua construção é feita considerando um parâmetro P > 0 e uma matriz S. 
Define-se então: 
T 1 = ( X 0 \ ( A S - P I 0 \ 
\Y Zj BrS -pi) 
Deste modo 
AS-pi 0 \ ( A B\ ( A(SA - pi) (AS - pI)B\ 
Na TiM ' BTS -PI)\Bt 0 J [Bt(SA-PI) BtSB 
Demonstra-se nas próximas seções que, com este precondicionador, o sistema 
resultante deixa de ser indefinido: Conforme o Teorema 5.1, a matriz N4 é simétrica 
e definida positiva. 
Teorema 5.1. Se S é uma matriz simétrica definida positiva, e P > 0 é uma cons-
tante tal que ASA — PA é definida positiva, então 7V4 é simétrica definida positiva. 
Demonstração. Ver [Yua.07]. Uma vez que ASA — PA é simétrica definida posi-
tiva, existe L0 tal que LQLQ = ASA — PA, e por motivo análogo, pode-se escrever 
L2Lj = PBtA~1B. 
Então, é possível escrever 
/ A(SA-pi) (AS-pi)B\ _ (L0 
\BR(SA - pi) BTSB J 
0 
L 
L2) A " t L 
T 
'0 LQL1 LQL0 
TiLq L\L~I + T2Lj 
(5.1) 
De fato, para que LiLq = BT(SA - pi), basta tomar Li = Br(SA - PI)L0 
Com estas escolhas, segue também a igualdade LiLj + L2L2 = BTSB, bastando 
substituir as expressões para Lo, L\ e L2 em LiL^ + L2L2 . Concluindo a demons-
tração. 
A seguir, é apresentado um lema que mostra a relação entre os autovalores do 
matriz A4 e os autovalores do bloco A e da. matriz S. 
Lema 5.2. Se S é um,a, matriz simétrica definida positiva, e (3 > 0 é tal que AS — (31 
é não-singular, então: 
1. Se X é um, autovalor de A, e (j, um autovalor de AS, ambos associados ao 
autovetor x G kerUT ; então 
ou seja, X(f.i — f3) é um autovalor de N4. 
2. Se B tem posto completo e z = (xT,yT)T é um autovetor d,e N4, então x 0. 
Demonstração. Ver [Yua07]. Em primeiro lugar, se A é um autovalor de A associado 
a.o autovetor x G ker I3J, então 
Analogamente, mostra-se que BT(SA — (3I)x = 0. Portanto, A(fj, — (3) é um 
autovalor de N4. 
Em segundo lugar, se 7 fosse um autovalor de N4 associado a algum vetor da, 
forma 2 = (0 ,y T ) T , então: 
Consequentemente, já que AS — (31 é não-singular e B tem posto completo, da 
primeira igualdade concluir-se-ia, que y = 0. Mas isto não é possível, pois todo 
• 
(AS - (3I)Ax = X(AS - (3I)x = XASx - X(3x = A(n - (3)x. 
(AS — (3I)By = 0 
BTSBy = 1V 
autovetor é não-nulo. • 
Seja 2 um autovetor unitário de N4, associado ao autovalor a. Então 
ou seja, 
a- = xTA(SA - (3I)x + 2xT(AS - (3I)By + yT(BTSB)y. 
Uma vez que os autovalores da nova matriz são dados pela equação anterior, 
pode-se obter diferentes estimativas para o número de condição, utilizando o Lema 
2.3 com escolhas de X e Y adequadas para que se tenha XrY = xT(AS — (3I)By. 
Esta expressão é justamente a parcela do meio em 5.1, e é a única parcela envolvendo 
tanto x quanto y. 
Os próximos lemas apresentam as desiguladades que resultam de três escolhas 
possíveis para X e Y. 
Lema 5.3. Para quaisquer que sejam x £ Mn; y £ R m e 0 > 0, vale 
2 |.TT(AS - (3I)By\ < 0xT(AS - (3I)(SA - (3I)x + lyTBTBy. 
9 
Demonstração. Basta usar o Lema 2.3. com X = (SA — (3I)x eY = By. • 
Lema 5.4. Se S é simétrica definida positiva, então para quaisquer que sejam 
x eRn, y eRm e 9 > 0, vale 
2\xT(AS - (3I)By\ < 9xT(AS - f3I)S~1(SA - (3I)x + lyTBTSBy. 
9 
Demonstração. Basta usar o Lema 2.3, com X = S~1/2(SA. — (3I)x e Y = Sx^2By. 
• 
Lema 5.5. Se A é simétrica definida positiva, então para quaisquer que sejam 
x £ Mn; y £ R'n e 9 > 0, vale 
2\xr(AS - (3I)By\ < 9xr(AS - (5I)A(SA - (3I)x + \yYBTA~lBy. 
9 
Demonstração. Basta usar o Lema 2.3, com X = Al/2(SA — (31).x e Y = A~l/2By. 
• 
Uma vez estabelecidos estes lemas, nas próximas seções serão deduzidas estima-
tivas para o número de condição da matriz N4, usando as desigualdades obtidas. 
5.2 Primeira estimativa 
Teorema 5.6. Considere Xm e AM O menor e o maior autovalores da matriz simétrica 
e definida positiva A £ R m x m ; e o menor e o m,a,ior autovalores de S £ R m x m 
e am e aM o menor e o maior valores singulares da matriz de posto cheio B £ Mmxn, 
respectivamente. Se f3 > 0 é tal que SA — (31 é definida positiva, então o número de 
condição de N4 verifica 
k(N4) < K,(B)2f((3), 
onde f((3) = e{P = e 9 e 9 são dados pelas equações 5.3 e 5.A, respec-
tivamente. 
Demonstração. Usando o Lema 5.3 na expressão para a, obtém-se a seguinte li-
mitação superior: 
A < XTA(SA - pl)x + ^6xJ(AS - PI)(SA - pi)x + ^yT BT By^j + yr(BrSB)y 
que pode ser reescrita como: 
a < ,xT (A + 9(AS - (31)) {SA - pi)x + yrBJ [S + M By 
d , 
e a seguinte limitação inferior: 
a > ((A - 9(AS - (31)) (SA - /?/)) .7; + yTBT ( s - ^/) By. 
Em termos dos menores e maiores autovalores de A e 5 (ou seja, Am, Am, /j.m, /j,m, 
respectivamente), e dos valores singulares de B (denotados por am e crM) resultam 
as desigualdades: 
ot < (AM + 9(XMfj,M ~ (3)) (AM^AÍ - (3)xrx + a2M + yTy e 
a > 0(3(\mtim ~ (3)xTx + xTA(I - 0S)(SA - (3I)x + a2m - ^ ) yTy. 
Esta, última pode ser rescrita, considerando que 
xTA{I - 9S){SA - (3I)x = 
[xjAl'2(SA - (3I)l/2} {SA - (3I)-'>2(I - 9S)(SA - (3I)1'2 [(SA - piff2A~ll2xx] , 
onde x\ = A l /2x, obtendo-se então: 
a > (6/3(XmfMn ~ P) + ^mi^mP-m ~ (3)(l - dfj,M)) xT x + a2m - ^ yTy 
> (Am(Am/im - P ) - 9(\mfim - P)(XmiiM ~ P)) XTX + a2m - ^ yTy. (5.2) 
Igualando os coeficientes de xTx e de yTy na limitação superior, obtém-se 
onde v = AMP + (c2// — X\4) fj,M, e igualando tais coeficientes na, limitação inferior, 
segue 
S ã(a\ ^ + V7?2 + ^ K ^ f a ~ ~ P) , . V = t>{P) = — — — — , (5.4J 
2(Am/im - P)(XMHM ~ P) 
sendo rj = Xm/3 + (o2m - X2m) fj,m. 




< ( Mm - i j < a < (TM (»M + ^ 
K(N4) < ^M + = n{Bff{ß\ 
o, m ("- - I) 
onde / ( /?) = ' ^ i ® 1 = I f * ^ . • 
6(/3) 
Na prática, o mais interessante é escolher (calcular) /3 de modo que o valor do 
coeficiente /( /?) seja tão pequeno quanto possível, garantindo, porém, que com tal 
escolha AS — [31 ainda, seja, simétrica definida positiva. 
Introduzindo as notações 
A« A. W ~ ^m, ß = = 
Ciw on 
T = 
0"M CT„ CT„ 
; > T = , r = 
A MMM — ß ' Am/im — /3 ' A m/iM — ß 
X mßm ß 
V = 
AmíÍM — P ' 
tem-se as seguintes expressões para 0 e 9: 
9 = (TUM - m) ± \/(t/ím - /i)2 + 4 
(f/Ltm - fi") ± \/(î/im - ß" ) 2 + 4f 
Se fosse possível trocar ^M por ^m nas fórmulas para r e i / , resultaria f = f e 
f = 1, e a expressão para 0 tornar-se-ia simplesmente: 
H ( f / / m - jü) ± V(ff j ,m — fi)2 + 4 
5.3 Segunda estimativa 
Teorema 5.7. Considere Xm e XM O menor e o maior autovalores de A € Mmxm, 
FIM e UM O menor e o maior autovalores da matriz simétrica e definida positiva 
S G R m x m e AM e cr M O menor e o maior valores singulares de B G R m X " ; res-
pectivamente. Se (3 > 0 é tal que SA — (31 é definida positiva, então, o número de 
condição de iV4 verifi,ca 
<N4) < 9((3)k,(B)2K(S), 
onde g(/3) — é uma funçã,o de (3, e 9 e 6 são dados pelas equações 5.6 e 5.1, 
respectivamente. 
Demonstração. Usando o Lema 5.4 na expressão para a, obtém-se 




a- < ,Tt (A + 9{AS - P^S'1) (SA - (3I)x + yTBr + ^ SBy. 
Além disso, a outra limitação é 
a > xT (A - 9(AS - (3I)S~l) (SA - (3I)x + yTBT - ^ SBy. 
Em termos dos autovalores, a limitação superior é assim: 
AMUM - (3\ , m T . 2 , 1 \ T 
a < + 0 — J (fJ,MXM - P)x x + <7MnM + - ) y y. 
Já a limitação inferior pode ser obtida considerando que 
a > XT (A _ 0 { A S _ p I ) S - l j { S A _ p j ) x + a2milm ^ _ yTy 
e que 
,tt (A - 9(AS - (3I)S~l) (5,4 - (3I)x = ,xT (9(3S~l + (1 - 6)Á) (SA - f3I)x. 
Donde 
P ^ A / - , , 2.. f , 1 \ . T « > + 0 ( — - Am)J (fj,m\m - (3)x x + amp,m - -J y y. 
Igualando os coeficientes de xTx e de yTy na limitação superior, obtém-se 
v A.2 | H w f a M - ^ ) 2 
A F̂RN V PRN /R C\ 
T ' ( 5 6 ) 
onde v = o-2mHm — Xm(Xm^m ~ P) e igualando tais coeficientes na limitação inferior, 
segue 
Ê X - V + Y ^ , (5.7) 
2 (f3 - XmpM)(\mfj.m - (3) 
sendo 77 = cr^/im — Am(Am/j,m — /3). Consequentemente, o autovalor a verifica: 
^ ( 1 - ^ j < a < ai, HM f 1 + ^ 
Logo, 
k[Na) < e ^ e + i = e e + i ? < s ) = m < B ? < S ) t 
" ^m /̂ m C7 — 1 " U — 1 
onde g((3) = ® u m a funÇão de /?. • 
Na prática, deve-se procurar um valor de [3 que torne g((3) tão pequeno quanto 
possível, e S também deve ser escolhida com um número de condição pequeno, de 
modo que o número de condição do novo problema seja menor. 
Com as notações 
Ayw _ Aín 
!<• = = — , 
O"M a?n 
&M ~ &m - Cm 
T = ~ T = -,T = 
^MfJ-M — ß ^m/J-m ~ ß KnßM ~ ß 
XfnJ^rn ß 
^mPM — P ' 
tem-se as seguintes expressões para 0 e 0: 
n VmT (Tfj,M - ß) ± y/(Tfj,M - fj,)2 + 4k(S) 
~ = / iMr (jj,V - fjlm) ± .UfíV - TfJ,m)2 + 4- V 
5.4 Terceira estimativa 
Teorema 5.8. Considere fj,m e /J,M O m,enor e o maior autovalores de S € MmxmJ 
sm. e Sm o m,enor e o m,aior autovalores de BTA_1B 6 Rnxn; onde A é simétrica e 
definida positiva. Se am e OM são menor e o maior valores singulares de B € Kmxn, 
respectivamente, então o número de condição de N4 verifica 
k ( N ) < + T = ÕahuMÕ + SM 
onde 0 e 0 são dados pelas equações 5.9 e 5.10, respectivamente. 
Demonstração. Usando a desigualdade do Lema 5.5 11a, expressão para a, segue 
a < xTA(SA-f3I)x+(0xT{AS - f3I)A{SA-/3I)x + lyJBTA-\By) 
+yT(BTSB)y, (5'8) 
ou ainda, 
a < x1 (A + B(AS - (51)A) (SA - pl)x + y 1 B 1 ( S + - A~1 ) By. 
Analogamente, 
a > xT {A - 9(AS - (31)A) (SA - (3I)x + yTBT ( s - B V -
A primeira destas inequações resulta em 
A < (AM + 9Xm(XM^M ~ P)) (MA</AM - (3)xTx + ( + ^sM ) yTy, 
onde SM é o maior autovalor do complemento de Schur BTA 1B. A segunda, implica 
a > (Am - 9XM(Xmfim - (3)) (Hm.Xm - (3).xTx + ( - ) yTy, 
sendo s m o menor autovalor de B T A l B . 
Igualando os coeficientes, obtém-se 9 e 9 tais que 
2 Sm ^ ^ 2 SM 
°mV-rn ~ ~J < <* < aMf>'M ~ • 
Donde 
(AT \ s + T _ ^ VMVMÕ + SM 
S - r 2 , , j . SUL ~ = + f 9 alp,m9 + Sm 





XM(Xmhm ~ P)2 XMUM - (3 
+ 
CrhllM 
XM(XMHm — P)2 XMÍ-ím — P 
+ 4 
SM 
Xm(XmHm ~ P)2 
(5 .9 ) 
9 = 
+ 
Am,(Xm/-im — P)2 AM Xmfj,m — P 
"'mMm 
Xm(Xmp,m — P)2 XM Xmfj,m — p 
+ 4 
Am(Am/J,m ~ P)2 
(5 .10 ) 
• 
Capítulo 6 
Estimativa usando autovalores 
quadrados 
6.1 Um problema de autovalor quadrado 
Além das propriedades estabelecidas no capítulo a,nteior, o sistema precondicionado 
por T4 possui ainda uma propriedade adicional: Os autovalores da matriz N4 são 
soluções de um problema de autovalor quadrado. Isto significa que se A é um auto-
valor de A'"i, vale uma igualdade da forma 
A 2 / - A M + (3C = 0 
O Teorema 6.1 estabelece de maneira precisa esta propriedade. A partir desta 
igualdade, resulta do trabalho [TM01] uma expressão paxa os autovalores de N4, 
torna-se então possível obter uma quarta estimativa para o número de condição de 
N4 (e consequentemente de Â i e N3). Isto é feito logo após o Teorema 6.1 
Teorema 6.1. Se S é uma matriz sim,étrica definida positiva, (3 > 0 tal que AS — (31 
é definida positiva e A um autovalor da matriz 
N = ( A(SA — (31) (AS-(3I)B\ 
4 \BT(SA - (31) BTSB ) ' 
então A > 0 satisfaz a equação 
A 2 / - A M + (3C = 0, 
onde 
M = (AS - (3iy/2A(AS - (31)1'2 + (AS - pi)^2BBTS(AS - (3J)-1'2 
C = (AS — (3iy'2BBT(AS - (3iy'2 
Portanto: 
m,(z) ± y/m2(z) - 4c(z)(3 
A = 2 ' 
com 
m(z) = t(ts - (3) + Sfj, 
e 
c(z) = (ts — f3)n 
sendo que t, s e f.i, sã,o autovalores de A, S e BBT respectivamente. 
Demonstrarão. Ver [Yua07]. Dado um autovalor A de N4 associado ao autovetor 
(x - T ; y T ) T , tem-se por definição 
(AS - (31)A (AS - (3I)B\ AA _ , 
Br(SA — (31) BJ SB ) \ y ] ~ / 
donde 
(AS - (3I)(Ax + By) = Xx 
Br[S(Ax + By) - (3x\ = Xy ' 
Como AS — (31 ê invertível, pode-se isolar Ax + By na primeira destas equações 
e substituir na segunda, obtendo 
Ay = BT[S [A(AS - (31)-'x] - (3x\ = XBrS(AS - (3I)~lx - (3BTx. 
Se na primeira das duas equações ambos os membros forem multiplicados por A, 
surge o termo Ay, que pode ser trocado pela expressão anterior resultando em: 
X2x = (AS - (31) (AAx + B (Xy)) 
= (AS - (31) (AAx + B (XBTS(AS - (3I)~h: - (3BTx)) 
= (AS - (31) (XA + A B B r S ( A S - (3I)~] - (3BBr) x. (6.1) 
Multiplicando a equação anterior a esquerda por (AS — (3I)~1^2, e adotando a 
notação z = (AS — (3I)~l!2x, resulta 
A2Z = (AS - (3I)1'2 [(XA - (3BBT)(AS - (3I)l/2 + XBBTS(AS - (3I)~l/2} z. 
Transpondo ambos os membros, multiplicando por z e dividindo tudo por zTz, 
obtém-se 
X2zTz - XzrMz + (3zTCz = 0, 
onde 
M = (AS - (3I)x,2A(AS - 13I)X'2 + (AS - (3I)X/2BBTS(AS - (3I)~X/2 
C = (AS- (3I)l/2BBT{AS - (3I)1'2. 
portanto, conforme (3.16) no trabalho de [TM01], tem-se: 
A = rn(z) ± y/m2{z) - 4(3c{z) 
sendo 
_ zTMz _ xTáx zT(AS ~ (5I)Z zT(AS ~ I3I)1/2BBTS(AS - (3I)~^2z 
zTz XTX ZTz ZTZ 
. . zTCz xTBBtX z1 (AS — f3I)z 
c(z) = — = = = . 
Z z X 1 X z' z 
Mas AS — (31 é semelhante a Sl^2AS1!2 — (31, ao mesmo tempo em que se tem 
(AS - (3lf'2BBTS(AS - (3I)-1'2 semelhante a S1'2BBTS1'2. Então 
A m ( A m s m - (3) + SMN2M < m(z) < Xm(XmSM ~ (3) + SM^2M 
(Xmsm - (3)ji2m < c(z) < (AMsM - (3)fj,2M, 
onde sm e SM são o menor e o maior autovalores de S. 
Deste modo, pode-se tomar as seguintes funções: 
M (z) = t(ts - (3) + sfj, 
e 
c(z) = (ts - P)n. 
• 
Definam-se / e g como: 
f(s, = \ (m(z) + Vm2(z)-A(3c(z)) e 
g(s,t,fj.) = ~ (m,(z) - Vm2{z) - 4(3c(z)^j . 
Uma vez que os autovalores da nova matriz jV4 estão relacionados a estas funções, 
e considerando que o número de condição de uma matriz pode ser dado em termos 
de seu maior e menor autovalor, é de interesse saber os valores máximo e mínimo 
das funções acima. Sendo assim, nos próximos lemas será analisado o crescimento 
das duas funções em relação a cada uma de suas variáveis. 
fts) 
g(s) 
:< = / 
/ = / 
11 = 2 
S 4 5 6 
Figura 6.1: Gráfico das funções / e g em relação à variável s, quando (3 = 1, t = 1 
e /i = 2. 
Lema 6.2. As funções f e g são crescentes na variável s, sempre que s > 0, t > 0; 
/./, > 0, [3 > 0 e st - (3 > 0. 
Antes de se proceder à prova propriamente dita, observe na Figura 6.1 um exem-
plo típico dos gráficos de / e g em relação a sua primeira variável. 
Com este exemplo em mente, pode-se seguir com a verificação formal de que 
estas funções são crescentes. 
Demonstração. Tem-se: 
df, , 1 
ds 2^/m2{z) -4/3c{z) \ ds 
dm, 
(z) ( v M - 0 - 4/?c(z) + m(z) ) -
Considerando que ^j(z) = t2 + u > 0, segue: 
df Ms, t , > 0 ^ y/m?(z) - APc{z) > - m(z). 
OS ds 
Se a expressão no segundo membro é negativa, então a desigualdade acima é 
verificada trivialmente (uma vez que a raiz quadrada é sempre positiva). Caso 
contrário, tem-se a seguinte equivalência: 
dc 
> 0 ^ m2{z) - 4(3c{z) > I - m(z) 
Deixando todos os termos no segundo membro e desenvolvendo a expressão re-




[ f f 
nr,dc . . dm, 
„ ^ dc , . dm 
+ [4pc{z) - m2{z)} 
dm\' 
+ ( — J [4 (3c(z)-m2(z)} 
„ • dc\2 dcdm . . /dm,\2 , . 
(6 .3) 
sendo que o ponto z onde são calculadas as derivadas parciais foi omitido apenas 
para simplicidade da notação. 
Dividindo por 4/3, e substituindo o valor de cada derivada parcial, resulta: 
0 > /?(í/z)2 - M ( í 2 + /z)[(í2 + n)s - /3t] + (t2 + fi)2[(ts - P)ti] 
& 0 > M2 + t2ii,{t2 + n) - n(t2 + fi)2 
^ 0 > (ÍA/,)2 + (t2fi - m(í2 + ju))(í2 + M) 
O 0 > (í//)2 - M2(<2 + M) 
O 0 > -A/3. (6.4) 
Como jj, > 0, esta última desigualdade é verdadeira, logo f f (s, t, //) > 0 e conse-
quentemente, / é crescente na variável 5. 
Analogamente, tem-se 
DG, t = 1 ( DM 
dsK' ' ' N 2^/m2{z) - 4(3c{z) V ds 




d s (s, í, //) > 0 ^ x /m 2 ( z ) -4 / ? c (2 ) - m(z) > - 2 = -2/3~2 + , 
ds 
ou seja, assim como no caso da função / , tem-se 
> 0 ^ m2(z) - 4f3c(z) > - m{z) 
Portanto, tem-se também f > 0 e a função g é crescente na variável 
s. • 
Lema 6.3. Em relação ã variável t, a função f é crescente e a função g é: 
1. Crescente se t 6 ( f , W W ^ . 






11 = / 
.10 40 
Figura, 6.2: Gráfico das funções / e g em relação à variável t, quando (3 = 9, 5 = 5 
e fj, = 1. 
Para, exemplificar o comportamento destas funções em relação à, segunda variável, 
observe-se o gráfico mostrado Figura, 6.2. 
A demonstração do lema, é dada, a seguir. 
Demonstração. Procedendo como no lema anterior, ma,s agora em relação à variável 
t, obtém-se: 
df_, t \ = 1 / dm 
dt[S'''N 2 y/™2{z) - *Pc(z) V 9t 
^(z) (y/m*{z) - 4(3c(z) + m ( z ) ) - 2/3^(z) 
Lembrando que ^f(z) = 2 st — [3 = st + (st — (3) > 0, segue: 




Se a expressão no segundo membro é negativa, então a desigualdade acima, é 
verificada trivialmente (uma vez que a raiz quadrada, é sempre positiva), para quais-
quer s > 0, /; > 0, u > 0 e (3 > 0 que satisfazem st — (3 > 0. Caso contrário, tem-se 
a seguinte equivalência,: 
^(s, t, > 0 O m2(z) - 4(3c(z) > ^2/? - m(z)j , 
ou ainda, depois de fazer cálculos análogos aos que forneceram a desigualdade 6.3 
Consequentemente, calculando e substituindo na, expressão acima o valor de cada, 
derivada parcial, e cancelando [3, segue: 
0 >/3 (sfx)2 - sfx(2st - /3)[t{st -p) + sn] + (2st - (3)2 [(sí - P)»] 
(3s2n - s{2st - (3)[t{st -P) + sfj] + (2 st - pf {st - P) 
& 0 > Ps2n + (2.sí - P) [-st(st - p ) - s2fJ, + (2st - P)(st - P)] 
ps2ti + (2st - P) [(sí - P)((2st - p) - st) - s2fj] 
0 > ps2v + (2st - P) [(sí - p)2 - s2^] 
0 > Ps2ji + ( 2 s í - P)(st - p)2 - s 2 / í ( 2 s í - p) 
0 > ( 2 s t - P){st - p)2 - s 2 m ( ( 2 s í - P ) - P ) 
& 0 > (2sí - p){st - p) - 2s2n 
0 > 2(sí)2 - 3Pst + P2 - 2sV (6.5) 
Denotando p(t) = (2s2)í2 — (3Ps)t + (P2 - 2s2fx), deve-se mostrar que p(t) < 0. 
No entanto, é preciso considerar todos os valores de í > 0 para os quais 
/ x „„de dm 
e tais que st — P > 0 (ou seja, í > max {0, f } ) , e somente eles. 
Em primeiro lugar, se observa que 
p = (2s2) - (3Ps) + (p2 - 2s2(j.) = -2sV < 0. 
Além disso, derivando a função p, tem-se 
p'{t) = 4s2í - 3Ps, 
Donde se conclui que a função quadrática p é convexa e tem ponto de mínimo 
em í0 = Logo, p é crescente no intervalo e em particular para os 
valores de í que tornam sí — P positivo, ou seja, 
t e ( —, +oo). Tem -se ainda que 
p(t) < 0 sempre que o valor de í estiver entre as duas raízes de p, ou seja, quando 
t e ( t o n d e 
k = ^ ( 3 P - VP2 + 1 6s2M) < ~s < (SP + ySp2 + 16S2M) = t'2 • 
Resta saber se os valores de í € (7, +00) para os quais vale 
. , „ - dc dm, 
" { t ) = 2 0 m " m ã T > 0 
são ou não pontos que também estão no intervalo {^,t2) — (^,+00) fl (ti, t2). A 
resposta é afirmativa e segue facilmente se for constatado que 
• 9 ( f ) > O, 
• q é decrescente em +oo) e 
• q{h) < o, 
pois, neste caso, existe uma única raiz í3 de q em (7,^2) e portanto q é positiva em 
(f.Í3). 
Primeiramente, 
= 2 (3SH - p - (s^ - p\ + sf?j (2 s ( ^ ) - P ) = PS/J, > 0. 
Em segundo lugar, sendo 
ric 3TH 
q(t) = 2 P - - m — = 2pSfJ, - (t(st - P) + S/z)(2st - /?), 
segue 
q'(t) = - [(2st - p)2 + 2s(t(ts -P) + s/x)] < 0. 
Logo, q é decrescente em (7, +00). 
Finalmente q(t2) < 0, pois 
g(t2) = 2PSH - [st2, - pt2 + su]{2st2 - p). 
Mas, 
t2 = ï h (3 /? + + = Ò (5/?2 + ^ V ^ T I e i v + 8s2/x) , 
donde 
5 • 4 - P • t2 + su ($P2 + 3py/p2 + 16s2//, + 8 s 2 / a ) 
- £ ( 3 P + y / P 2 + 16.s2 / /) + su 
1 6 5 V - p2 + py/p2 + 16s2// 
' 8s ' 
Além disso. 
25 • t2 - P = i (/3 + y/P2 + 16.s2,,.) , 
então, substituindo e simplificando, resulta: 
ç(í2) = 2/3s//, -
16s2/./, - /32 + + 16s2//, 
8s 
(6.6) 
(/3 + y/P2 + 16s2//,) 
= -s/j,y/p2 + 16.S2//, < 0. (6.7) 
Analogamente ao que foi feito para a função / , deduz-se que 
0 dc ^ dm 26 — 
0 1 dt dt 
õç 
Como antes, quando m — 2(3-jfa < 0, tem-se (3 > 0 e a última desigualdade é 
DT 
trivialmente verdadeira, para quaisquer s > 0, t > 0, u > 0 e /3 que satisfazem 
st — (3 > 0. Caso contrário, vale a seguinte equivalência: 
ft(s, t, v) > 0 ^ m2 - 4 (3c > ( m - 2 ( 3 ^ = 1(3j| - m j . 
Observando que esta é a mesma equivalência que foi obtida no caso da função 
/ , segue: 
do í dc \ ^ dc õm í dTn \ ^ '.")>»>/>(«) -«-ãr-wKirjcW-
Ao substituir na expressão acima, o valor de cada derivada parcial, e fazendo as 
simplificações, segue: 
^(s, t,»)> 0 ^ 0 > (2.s2)/;2 - (3(3s)t + (/32 - 2s2(J,) = p(t). 
Mas 
p(t) < O^te (íi,í2), 
onde 
tl = -L (3(3 - y/(32 + 16.s2//,) < ^ < ^ (3/3 + v ^ T l ê i v ) = t2) 
então, levando em consideração que 5 > 0, í > 0, u > 0, (3 > 0 e si — (3 > 0, tem-se 
ot s 
Observe que, por ser (3 > 0, tem-se t2 > 0. Então, há tanto um intervalo de 
crescimento quanto um intervalo de decrescimento para a, função g em relação a 
t. • 
Lema 6.4. As funções f e g são crescentes na variável fi, sempre que s > 0. t > 0, 
fi > 0, (3 > 0 e st - (3 > 0. 
Para se ter uma ideia do comportamento destas funções, agora em relação à 
terceira variável, observe a Figura 6.3. 
A prova do lema é dada adiante. 
Figura 6.3: Gráfico das funções / e g em relação à variável /./,, quando ,6 = 5. s = 8 
e t = 1. 
Demonstração. Procedendo como nas seções anteriores, deduz-se que 
DA J Jr 2 P ^ - M , ^ 
t, ri > 0 ^ V ^ W c > 2 P^-m= 
d/i d(i 
dç_ 
Quando 2P~§£- — m < 0 , a última desigualdade é trivialmente verdadeira para 
BI, 
quaisquer 5 > 0, t > 0, u > 0 e P que satisfazem st — P > 0. Caso contrário, é válida 
a seguinte equivalência: 
Além disso, 
df, , . „ n _/<9c\2 dcdm, (d m\2 
Calculando e substituindo na expressão acima os valores de m, c e de cada 
derivada parcial, segue: 
0 > P{st - PF - [t{st -p) + s/i](si - p)s + (st - P)/J,S2 
^ 0 > (st- P)(P(st - P) - [t(st -p) + s/i]s + tis2) 
0 > (st - P)(P(st - P ) - ts(st - p ) - s2n + /i.s2) 
0 > (st - P)2(P - ts) 
0 > -(st - Pf. (6.8) 
Logo, / é crescente em relação à variável n, sempre que s > 0, t, > 0, u > 0, 
P > 0 e st - P > 0. 
Quanto à função g, tem-se 
dc 
(st i: n\ -> 0 ^ , /m2 - 4fír •> m. - 9. fl 
ÕJJ, 
n dc 
— > 0 ^ \/™2 " 4(3c >m- 2(3^. 
d\i 
dç 
Se m—2f3-§^ < 0, tem-se (3 > 0 e a última desigualdade é trivialmente verdadeira, 
d,i 
para quaisquer 5 > 0, t > 0, u > 0 e (3 que satisfazem st — (3 > 0. Caso contrário, 
vale a, seguinte equivalência: 
/ dc \ 2 
dg (s, t, n) > 0 ^ m? -4(3c >\ 2(3£ - m 
9 ^ \ DÍ / 
Como esta é a mesma equivalência obtida no caso da função / , segue: 
~(s,t,fi) > 0 0 > (3 (-
dc \ dc dm 
"'h"J " " r \DFJ D[I DF-T ( DM \
 2 
Hl) c (z )> 
ou seja, 
d9-{s,t,fj.) >0^0> -{st-(3f. 
D^ 
• 
Teorema 6.5. Considere 
•Si,..., sn > 0 os autovalores de S, ern ordem decrescente; 
t^,..., tn > 0 os autovalores de A, em ordem decrescente; 
/ii,... ,/iTO >0 os valores singulares d,e BT B, em ordem decrescente. 
Os a,utova,lores da matriz N4 são f(s, t,[J.) ou g(s,t,/j,), onde t, s e // são auto-
valores de A, S e BBJ respectivamente, e tem,-se: 
S E T . E ( J L ; e n t ã 0 K = IHIJI^L 
1 I s » 1 4s„ J> g(s„,l,n4lm)' 
Õ C > UUAU K — 
4sn ' ' ' g(s„,tl4>.,n)' 
Demonstração. Basta usar os lemas 6.2, 6.3 e 6.4. • 
Conforme os lemas anteriores, apenas o comportamento de g em relação à variável 
t é diferente dos demais. Mostrou-se que ela é crescente até certo ponto, depois sem-
pre decresce. Note que o valor máximo de g é menor que sf.i. De fato, g(s, t, n) < sfj,, 
pois caso contrário aconteceria 
[t(t.s -(3) + SFI] - 2sfi > y/[t{ts -P) + sv]2 - 4(3/j.(ts - (3). 
Disto resultaria 
ou seja 
(t(ts - ß ) - sfi)2 > [t(ts - ß ) + sfj]2 - 4ßfj(ts - ß), 
-2t(ts - ß)sfi > 2t(ts - ß)s(JL - 4ßn(ts - ß). 
Cancelando 2(t-s — P)fj, concluir-se-ia. uma contradição com a hipótese ts — /3 > 0. 
Sendo assim, como ao estimar o número de condição procura-se um valor mínimo 
pa,ra g, é cie interesse saber quando é que g(s, t, fi) > k, para uma constante k dada. 
Certamente isto só acontecerá se k < sfj, pelo exposto anteriormente. 
O próximo lema fornece os pontos exatos onde o gráfico de g corta a reta hori-
zontal de altura k. 
Lema 6.6. Dada a função g, definida por 
g(s, t, = \ ([t{ts -(3) + Sfj] - yj[t(ts -P) + Sfj]2 - 4(3fi(ts -
se k < sfj,, então g(s,t,fj) > k t E (to, to), onde 
1 
P(ß, S) = — [ß(k + Sfj,) - ^ [ ß ( k - s ß ) } 2 + 4k,2s(k,-sfj) 
1 
<l(ß, s) = — ß(k + sfj.) + y/[ß(k-sfj)Y + 4k2s(k-sfj,) 
2k:s L 
Demonstração. Tem-se 
g(s,t, fj,)> k & [t(ts - (3) + sfi] -2k> yJ[t(ts - /3) + sfi]2 - 4(3/j,(ts - 0). 
Isolando t, segue da desigualdade anterior que 
g(s, l,fj) >k<e>te ( í 0 , í 0 ) 
onde to = p(ß, s) e to = p(ß, s) são as raízes da equação g(s, t, fj,) = k, dadas por 
p(ß,s) = 
ß(k + Sfj,) - y/\ß{k - Sfj)}2 + 4k2s(k - .Sfj) 
2 ks 
ß(k + s,u) - y/(k - sß)(4k2s + ß2(k, - Sfi,)) 
2 ks 
(6 .9 ) 
< /0M = 
ß(k + s/z) + y/\ß(k - s/J,)}2 + 4k2s(k, - sfj,) 
2 ks 




A seguir, será determinado para quais valores de s e de 0 tem-se g(s,t,fj.) > k, 
para todo t G [í£in) J . 
Lema 6.7. Fixadas as matrizes A e B. e uma constante k < sfj,, tem-se: 
1. As funções p((3,s) e q(0,s) são crescentes na variável [3; 
2. A função p(f3, s) é decrescente na varia,vel s, e q(/3, s) é crescente nesta variável. 
Demonstração. Primeiramente, observa-se que sendo k — S/J, < 0, a expressão dentro 
da raiz é não-negativa se \(3\ > 
Além disso, 
^(0 Í ( k + 8») ~ 1 Wk-Stf \ 
d0W'S)~ 2ks{[IÇ' + m 2 J[0(k - SFJ,)}2 + 4A:2s(k - SIM) J ' 
Sendo k - sfj, < 0, tem-se \/{0{k - s/j,)]2 + 4k2s(k - S/J.) < Y/[0{k - s/i)]2 = 
0(sfj, — k). Neste caso, 
| w . ) > ± ( ( * + . r i - f ^ f ) = ± « * + . r i + (* - .ri> = i > o. 
Por outro lado, é imediato que 
d1,a s 1 (n x 1 20(k — s / í ) 2 \ n 
90 ^ S) = 2TTs { { k + ^ + 2 V[0(k: — s/i)]2 + 4k2s(k — s/i,)) > 
Com relação a s, tem-se: 
dp _ 02(k - sfi) + 2k2s - y/(k - s//)(4fc2s + 02{k - s/i)) 
ds^ 'S'~ 2s2y/[0(k - s//,)]2 + 4k2s(k, - sfi) 
Sendo k, — s/lí < 0, resulta 4k2s + 02(k — s/y,) < 0 (porque a expressão dentro da 
raiz não pode ser negativa). Então 
02{k - S/J.) + 2k2s = [4k2.s + 02{k - s/./,)] - 2k2s < 0. 
Portanto, 
g ( M < 0 . 
Analogamente, tem-se 
dq _ -\02{k - s / í ) + 2k2s) - y/[P{k, - s / x ) ] 2 + 4k?s{k - sfj,) 
2 S2V\0{K ~ s//)]2 + 4A;2s(fc - S/JL) 
Mas \J[P{k — 5/7,)]2 + 4k2s(k — s/i) < P(s[j, — k), então considerando que 
k - s/i < 0 e 4k2s + (32(k - s/í) < 0 tem-se: 
- [p2(k - s//,) + 2fc2s] - y/[P(k - s/i)]2 + 4k,2s(k - S/J.) 
> -[(32{k - Sfj.) + 2k2s] + P(sfM - k) 
= — [(32(k - s/x) + 4k2s] + /?(s/x - k) + 2k2s 
> p{sfj, - k) + 2k2.s > 0. (6.11) 
Portanto, 
• 
Para que se verifique g(s, t, /í) > k, para todo t G [ímm> ' m J . é suficiente escolher 
P e s de tal maneira que t0 < < /, îax < /,0. O próximo teorema fornece uma 
maneira de obter estas desigualdades. 
Teorema 6.8. Dada uma constante k, se s e P são tais que k < sfi, 
(Pp-Pht^-k* ^ k 
então t0 < t^in < t^ax < t0. Em particular, g(s,t,fi) > k, para, todo t G [t^in,t A 1 maxl 
Demonstração. Dados P e /i, para que q(P, s) esteja bem definida é preciso que e 
C > „ - _ 1 , > fc 
ò ~ 0 0 ~ ~ JZJF ~ FÍ' 
Como q é crescente na variável s, seu valor mínimo (assumido no ponto So) é 
dado por: 
P(k + sofj.) = £ f l , ^ = £ /V _ A/ _ 
2ks0 2 \So k) 2\k P2 k) ' \k P2 
Deste modo. qualquer que seja s > s0, pode-se obter t0 = q(P, s) > í ^ bastando 
que se escolha 
k 
A 
m i n ' Uma, vez fixado P como acima, pode-se determinar s de modo que p(P, s) = /; 
De fato, para que isto ocorra,, s deve ser tal que: 
y/[p{k, - s / í ) ] 2 + 4k2s(k - s/x) = P{k + s/x) - (2kt* in)s 
ou equivalentemente 
\i[i{P2H - 4A-;2)s2 - 2k,(p2n - 2k2)s + P2k2 = {P^i - 2kt^Js + pk 
lj,{p2n-4ka)s2-2k{p2n-2k2)s + (32k2 = {p^-2ktij2s2 + 2(5k(pi,,-2kt^n)s + p2k2 
- 4k2)s - 2k(PV - 2fc2) = - 2k(tn)2s + 2/3A;(/3M - 2ht*in) 
(Pu - 2ktij2s - M2» - 4k2)s = -2k:(p2v, - 2k2) - 2pk(ptj, - 2kt^n) 
(P2^ - 40fikt*in + 4k2t?mn2 - v2P2 + 4nk2)s = 2k(-p2^ + 2k2 - P2f, + 2pkCin) 
4k(-P^-m + kCj + vk)s = 4fc(-/?V + k2 + pkt*J 
Donde se conclui que 
PV - PkCin - k2 S = 
?2,, _ fíUfA _ b2 min 
m̂in _ kf1, ~ ''min ^ 
/?2 u—0ktA —k2 4 
Como t0 decresce com s, para qualquer s > — . " " "A Su> tem-se t0 < í,llin < 
/;max < D e s t e m o d ° . 9Í-S, t, fj) > k, para todo t G [í£in, í ^ ] . • 
Corolário 6.9. Sob a,s condições d,o teorema anterior, tem-se 
.fmax ^ fmax ^ri; fJ'n) 




Nesta, seção será apresentada uma análise da solução numérica, do problema exempli-
ficado em [GWY01]. Para isto, será considerado um fluxo em um domínio quadrado 
com lados unitários íl cujas equações de Stokes são: 
—vAu + px = 0 em Cl, 
—vAv + py = 0 em Q, 
ux + vy = 0 em Çl, 
u = 1 em y = 1, u = 0 no resto de T, 
v = 0 em T, 
onde T é a fronteira de fl, u e v são as componentes da velocidade nas direções x 
e y, e p é a pressão. E usado o método dos elementos finitos para discretizar as 
equações, obtendo-se o sistema linear 
para o qual, x = ('Í/t, ?;T)T representa velocidades aproximadas nos nós e nos pontos 
médios de cada aresta de uma triangulação do domínio. Com a escolha feita para 
a malha triangulada, resulta que A £ 1̂922x1922 ^ u m a simétrica definida 
positiva e B e R1922x288. 
Conforme testes em MATLAB realizados em [WGCY08], o número de condição 
do problema 1.6 acima é 2.1846e + 6, enquanto o da equação normal correspondente 
é igual a 4.7725e + 12. 
Uma vez que este sistema assume a forma 1.6, serão consideradas a seguir algu-
mas escolhas possíveis de S e de [3 para o novo precondicionador T4 que, segundo 
a discussão dos dois capítulos anteriores pode ser aplicado ao sistema 1.6. Tal pre-
condicionador, conforme foi visto, é dado por: 
T i j x O W a s - Í / 0 \ 
\Y Z) \ B S -pi) 
Comparando-se os precondicionadores Ti e T3 com este precondicionador T4, vê-
se que os dois primeiros são casos particulares do último. De fato, se na criação do 
precondicionador T4 for escolhida a matriz S — ((3 + 1 seguirá: 
T = (A[(P + 1 )A-Í]~PI 0 \ J I ° \ = T 
4 \ BT[(p + l)A~1] -pi) \(P + 1)BTA-' -pi) 1 
e se em vez disso, for tomado em T4 o parâmetro P = 1 e a matriz S = aí, resultará: 
T ( A [ O A - I O W « A - I O\ 
\ B [al\ - I ) \ aBr - I ) 
Sendo assim, a análise apresentada em [GY02] acerca dos precondicionadores Ti 
e T3 é válida também para o precondicionador T 4 , com as escolhas de S e P feitas 
acima. 
Em particular, segue daquela análise que o número de condição do novo sistema, 
quando T4 = Ti assume os valores ciados na tabela a seguir. 
p +1 K(JV4) 
0 2.1846e + 06 
50 4.4584e + 04 
100 2.2067e + 04 
1000 2.1868e + 03 
2600 1.5714e + 03 
3000 1.7439e + 03 
Nota-se que para a = 2600, o número de condição de jV4 assume seu valor 
mínimo. No entanto, mesmo para os demais valores testados, K(N4) tem um valor 
menor que o número de condição do sistema original (011 seja, quando P + 1 = 0). 
Ainda, conforme [GY02], quando T4 = T3 e se toma a = 100, o número de 
condição do sistema precondicionado fica igual a, 2.0246e + 09, um valor maior que o 
do sistema original, mas não tão grande quanto o número de condição 4.7725e + 12 
da equação normal. 
Como se pode ver, conforme a escolha, feita para S e P, pode acontecer ou não 
que o número de condição da matriz associada ao problema original diminua ao 
ser feito o precondicionamento com a matriz T4. No entanto, de acordo com os 
resultados apresentados, consegue-se pelo menos que a nova matriz seja simétrica 
definida positiva,, e isto já é alguma melhoria em relação ao sistema original. 
Conclusão 
Através deste trabalho, foi constatada a grande utilidade da decomposição ST no 
precondicionamento de sistemas. E graças a esta decomposição que se pode explorar 
boas propriedades matriciais como a simetria, a positividade ou a triangularidade, 
mesmo na resolução de sistemas que em princípio não possuem tais propriedades: 
Alguns dos teoremas apresentados mostram que toda matriz não-simétrica e não-
singular pode ser escrita como o produto de duas outras, das quais uma é triangular 
e a outra é simétrica. Mais do que isso, tal decomposição não é única, e deste modo 
é possível conseguir que a matriz simétrica seja também definida positiva, ou que 
a matriz triangular tenha todos os elementos de sua diagonal iguais a 1. Uma vez 
que existem métodos eficientes pa,ra se tratar problemas cujas matrizes associadas 
possuem estas boas propriedades, é razoável explorar esta decomposição de modo 
a permitir que estes métodos sejam utilizados eficientemente. Conforme alguns dos 
artigos consultados, uma das aplicações da decomposição ST é justamente a criação 
de precondicionadores para problemas de ponto de sela. 
Sendo assim, nesta pesquisa, após relacionar as propriedades da decomposição 
ST e de diversos precondicionadores derivados de tal decomposição matricial, e que 
são aplicados em problemas da forma 1.6, foi possível deduzir estimativas para a o 
número de condição de um sistema que seja equivalente, mas que goze da simetria e 
da positividade. As estimativas foram obtidas em analogia com resultados existentes 
para outros precondicionadores, sendo uma das novas estimativas obtida a partir de 
um problema de autovalor quadrado que os autovalores do sistema precondicionado 
verificam. O último precondicionador estudado envolve blocos definidos a partir de 
um parâmetro (3 e uma matriz S. Deste modo, conforme a aplicação, pode-se então 
escolher S e (3 que sejam os mais adequados para se minimizar o valor do número de 
condição do novo sistema. Com isto, é possível trocar um sistema dado, onde não se 
tem boas propriedades, por um novo sistema que além de ser definido positivo, tem 
o número de condição associado limitado superiormente pelas cotas apresentadas. 
7.1 Trabalho futuro 
Para pesquisas futuras, será de interesse explorar outras possíveis escolhas do 
parâmetro (3 e da matriz S que aparecem no precondicionador estudado, de modo 
que se tenham as menores limitações superiores possíveis para número de condição 
dos sistemas precondicionados, e uma convergência rápida para os métodos iterativos 
que se aplicam a estes sistemas (simétricos e com matriz definida positiva). 
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