A theory of the spontaneous formation of nanoscale porous structures in aluminum oxide films growing during aluminum anodization is presented. The main elements of this theory are the Butler-Volmer relation describing the exponential dependence of the current on the overpotential and the dependence of the activation energies of the oxide-electrolyte interfacial reactions on the Laplace pressure and the elastic stress in the oxide layer. Two cases are considered, distinguished by whether the elastic stress dependence is significant or not. In the case when the effect of elastic stress is negligible, a linear stability analysis predicts a long-wave instability resulting from the field-assisted dissolution reaction; its competition with the stabilizing effect of the Laplace pressure due to the surface energy provides the wavelength selection mechanism. A weakly nonlinear analysis near the instability threshold reveals that the nonlinear dynamics of the interface perturbations is governed by the Kuramoto-Sivashinsky equation. The spatiotemporally chaotic solutions of this equation can explain the formation of spatially irregular pore arrays that are observed in experiments. In the case when the effect of elastic stress in the oxide layer is significant we show that the instability can transform from the long-wave type to the short-wave type. A weakly nonlinear analysis of the short-wave instability shows that it leads to the growth of spatially regular, hexagonally ordered pore arrays, as observed experimentally.
I. INTRODUCTION
Spatially regular, hexagonally ordered arrays of nanoscale pores in aluminum oxide can be formed by the anodization of aluminum in acidic electrolytes. [1] [2] [3] [4] Nanoporous aluminum oxide has attracted renewed attention lately as a promising template material for fabricating nanoscale particles, tubes, and wires that can be used as components in the production of other nanoscale devices. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] The formation of porous anodic oxide films on aluminum was first studied comprehensively by O'Sullivan and Wood. 3 In an extensive series of experiments, they grew porous oxide films by both constant potential and constant current anodization methods under various electrolyte operating conditions. The pore diameter and interpore spacing of the spatially ordered pore arrays formed in the oxide layer were then measured by electron microscopy. They also took the first direct measurements of the thickness of the barrier layer, the thin layer of nonporous oxide found between the metaloxide interface and pore bases. These experiments showed conclusively that the barrier layer thickness, pore diameter, and interpore spacing all increase nearly linearly with the voltage of the electrochemical cell and decrease with increasing acid strength of the electrolyte. O'Sullivan and Wood suggested a basic mechanism to explain the pore formation and growth behavior observed in their experiments. They proposed that the steady-state barrier layer thickness is determined by the equilibrium between oxide growth at the metal-oxide interface and field-assisted dissolution at the pore bases. Pore formation is initiated by the concentration of the electric field in the barrier layer at the depressions of the oxide-electrolyte interface that start dissolving faster and become the precursors of well-developed pores. The periodicity of these initial pore nucleation sites, developing further into hexagonally ordered pores, was thought to be determined by the structure of the underlying metal substrate, but the precise dependency is unknown. Once formed, individual pores grew with diameters and interpore spacings related to the geometry of the barrier layer and pore bases by simple trigonometric relations.
Recent experimental works have significantly refined the aluminum anodization process and achieved the growth of almost perfectly regular, hexagonally ordered pore arrays with controlled pore sizes and depths up to several micrometers. 5, 8, [16] [17] [18] [19] [20] These physical characteristics, combined with the relative simplicity and cost-effectiveness of the anodization process, have made nanoporous aluminum oxide an attractive template material for numerous nanoscale applications ͑see references above͒.
The theoretical understanding of porous aluminum oxide has not kept pace with the experimental progress. Although a general description of anodization electrochemistry can be found in standard references, 21 ,22 the precise chemical, physical, and electrical processes occurring in porous oxide growth during aluminum anodization are still not well understood. Mechanistic and kinetic investigations of the aluminum anodization system 4, 23 have established the presence of two dynamic, coupled interfaces ͑metal oxide and oxide electrolyte͒, but the nature of their coupling and their roles in the pore formation mechanism remain largely unknown. Parkhutik and Shershulsky 24 proposed a theoretical model for the growing porous oxide film that incorporated charge conservation and two dynamic interfaces-metal oxide and oxide electrolyte-evolving due to the oxidation and fieldassisted dissolution reactions, respectively. Their analysis, however, was limited to the steady growth of a single, welldeveloped pore and consequently did not offer any explanation of the initial stages of pore formation. Thamida and Chang 25 considered a similar model and studied pore initiation by performing a linear stability analysis of an initially planar oxide film in the long-wave approximation. They apparently found a long-wave instability describing the selection of the pore diameter and interpore spacing of newly forming pores; but, in fact, it can be shown that their model does not provide a physically justified short-wave cutoff. Hence, some additional physical mechanisms are needed to regularize the wavelength selection.
One such mechanism is the dependence of the activation energies of the interfacial reactions on the Laplace pressure, arising at the curved interfaces due to surface energy. Although the surface energy is known to have an important stabilizing influence in the development of patterns observed in other electrochemical systems, such as porous silicon 26 and electropolished aluminum, 27 its effect on the formation of porous aluminum oxide has not yet been examined.
Another possibly significant factor in the porous aluminum oxide formation is the elastic stress caused by the volume expansion associated with the oxidation reaction at the metal-oxide interface. Experimental studies have shown that the volume expansion regulates the degree of pore uniformity and spatial organization in porous anodic structures, which can vary from nearly defect-free hexagonal packings of cylindrical pores to disordered assemblies of irregular pores. 18, 28, 29 According to these studies, there is an optimal value of the oxide volume expansion that leads to the growth of ideally ordered pore arrays. In other experiments, highly ordered pore domains, as well as pores of various shapes, were achieved by "pretexturing" the aluminum metal surface with the desired pattern prior to the pore growth. 8, 17, 20, 30 The pretexturing can be accomplished mechanically by imprinting the pattern or chemically by repeated cycles of anodization and oxide dissolution; in either case, the spatial regularity of the pores is improved by stressing the metal. Experimental investigations of silicon oxidation, involving a large volume expansion similar to anodic aluminum oxidation, have also found evidence of stress-dependent mechanisms influencing the morphological stability and development of the reactive metal-oxide interface. 31, 32 Grinstein, Tersoff, and Tu 33,34 established a general theoretical framework for the effect of stress in systems with an evolving solid-solid reaction surface. They proposed that the activation energies of the chemical reactions occurring at the solidsolid interface depend on the stress at the interface and therefore the stress throughout the system. In order to demonstrate the importance of these stress-dependent activation energies, they performed a linear stability analysis of a generic, substrate-film oxidation system and showed that the presence of stress, originating from the oxide volume expansion, affected the morphological stability of an initially planar substrate-film interface. Despite this substantial body of work, previous theories of porous aluminum oxide formation have not considered the stress and its possible role in the mechanism for the selection between ordered and disordered spatial patterns.
In this paper, we extend our previous work 35 in developing a theory for the formation of nanoscale pores in aluminum oxide by aluminum anodization, incorporating both the Laplace pressure due to the surface energy and the elastic stress due to the oxide volume expansion. We perform linear and weakly nonlinear stability analyses and systematically study the effects of these mechanisms on the initiation and self-organization of porous structures. In Sec. II, we formulate a basic model of the anodization electrochemistry that includes the Laplace pressure dependence. In Sec. III, we extend the model to account for the elastic stress. Conclusions are presented in Sec. IV.
II. FORMATION OF IRREGULAR POROUS STRUCTURES

A. Model
We consider an electrolytic cell with an aluminum anode and acidic electrolyte, as shown schematically in Fig. 1 . A constant voltage V is applied across the cell and the resulting electrochemical reaction creates a layer of aluminum oxide on the surface of the aluminum electrode. It is generally accepted that, once formed, the oxide layer grows due to the oxidation reaction sustained by the electromigration of oxygen and hydroxyl ions through the existing layer to the metal-oxide interface. 4 At the same time, dissolution of the oxide occurs at the oxide-electrolyte interface.
The Cartesian coordinate system ͑x , y , z͒ is introduced such that the z = ͑1͒ ͑t͒ plane coincides with the ͑initially planar͒ metal-oxide interface receding into the metal as the oxidation reaction proceeds. The velocity of this interface is determined as part of the basic-state solution described in Sec. II B. In the lab frame, the positions of the actual, evolving metal-oxide and oxide-electrolyte interfaces are represented by ͑1͒ ͑x , t͒ and ͑2͒ ͑x , t͒, respectively, where x = ͑x , y͒. The system is therefore divided into three distinct regions: the metal substrate z Ͻ ͑1͒ , the liquid electrolyte z Ͼ ͑2͒ , and the oxide film ͑1͒ Ͻ z Ͻ ͑2͒ . Since the electrical conductivities of the aluminum and the electrolyte are much larger than that of the oxide, we assume that the main part of the voltage drop occurs in the oxide layer. Consequently, the potential from the metal side of the metal-oxide interface is fixed at the applied voltage V, and the potential from the electrolyte side of the oxideelectrolyte interface is fixed at zero. The charge flux, or current density, j in the oxide layer is given by
where ͑x , z , t͒ is the electric potential and is the oxide conductivity that, for simplicity, we assume to be constant in our model. The conservation of charge in the oxide layer,
then reduces to the Laplace equation,
The perturbation of the electric field due to ion migration is neglected, and at the metal-oxide interface we ignore the effect of the electric double layer as well as the dependence of the oxidation reaction rate on the electric potential ͑due to the low activation energy of the oxidation reaction͒. The potential at this interface is simply fixed at the applied voltage,
At the oxide-electrolyte interface, however, the double layer induces a jump in the potential across the interface. The electric current across this interface is sustained by the transport of oxygen or hydroxyl ions and depends exponentially on the potential jump, as prescribed by the Butler-Volmer relation,
Here k ± are kinetic coefficients characterizing the interfacial current of oxygen or hydroxyl ions produced by the forward ͑ϩ͒ and reverse ͑Ϫ͒ reactions, respectively. The constant ␣ = q e / ͑2k B T͒, where q e is the electron charge, k B is the Boltzmann constant, T is the absolute temperature, and 1 2 is the symmetry factor, assumed equal for the forward and reverse reactions. 21 The differential operator ‫ץ‬ n is the normal derivative, ‫ץ‬ n = n · ١, where n is the outward normal pointing into the electrolyte
for the surface z = ͑2͒ ͑x , t͒. Generally, the activation energies of the oxide-electrolyte interfacial reactions depend on the Laplace pressure that changes the chemical potentials of the reactants and products of the electrochemical reactions. The Laplace pressure characterizes the surface energy and is known to be a regularizing mechanism in electrochemical systems with evolving reaction surfaces. 26, 27 Therefore, we consider the activation energies of the forward and reverse reactions at the deformed interfaces in the form
where Ē a ± are the activation energies corresponding to the planar interface. The activation surface energies ␥ ± = ͑‫ץ‬E a ± / ‫,͒ץ‬ where is the number density of the oxide and is the mean curvature of the interface
͑8͒
in this notation, ␥ + Ͻ 0 and ␥ − Ͼ 0. The kinetic coefficients of the oxide-electrolyte interfacial reactions are thus given by
where k ± are the rate constants for a planar interface. The effect of the electrolyte pH on the oxide dissolution rate is included as
We complete our formulation of the model by describing the evolution of each interface due to the interfacial reactions. The normal velocity of an interface z = ͑x , t͒ is given by
In our system, the normal velocities of the interfaces are determined by the electrochemical reactions that sustain the electric current in the electrolytic cell,
where a and b ± are Faradaic coefficients relating the rate of the interface motion to the interfacial currents.
B. Basic-state solution
Consider the growth of a planar oxide layer. The thickness l͑t͒ of this layer in the lab frame is given by
where the overbar denotes the basic state. For planar interfaces, the solution of ͑3͒ with the boundary condition ͑4͒ is
where E͑t͒ is the basic-state electric field. The remaining boundary conditions ͑5͒, ͑12͒, and ͑13͒ give a system of equations for the electric field and planar oxide thickness, , the numerical solution of ͑16͒ and ͑17͒ is shown in Fig. 2 . As observed in experiments, 3, 16, 17 we find that both the electric field and planar oxide thickness attain stationary values within a few minutes after the onset of anodization. The stationary solution of ͑16͒ and ͑17͒ is
where we note that the stationary electric field is independent of the applied potential and that the solution only exists for real r Ͼ 1 and V Ͼ V * , where V * is the threshold voltage required for the formation of the planar oxide layer,
͑20͒
The solutions ͑18͒ and ͑19͒ describe a planar oxide layer of thickness l s uniformly propagating with the velocity
For the parameters given above, we find E s = 1.6 V nm −1 , l s = 31 nm, v s = −0.85 nm s −1 , and V * = 0.01 V.
C. Linear stability analysis
We now study the stability of the stationary basic state of the oxide layer. The steady velocity v s is used to introduce a moving coordinate frame attached to the planar metal-oxide interface. In this frame,
and the normal velocities of the interfaces are given by
The stationary basic-state solution in the moving frame is perturbed as
where the hats denote the perturbations, ͑x , t͒ is the normal mode,
and q is the wave vector, q = ͑q x , q y ͒, where q x and q y are the perturbation wave numbers in the x and y directions, respectively, and ͉q͉ = q. We insert the expansions ͑24͒-͑26͒ into the governing equations ͑3͒-͑5͒, ͑12͒, and ͑13͒, linearize in the perturbed variables, and solve the resulting linear system to obtain the dispersion relation ͑q͒ in the form,
where a 1 and a 2 are defined in the Appendix. As depicted in Fig. 3 , the instability threshold occurs at q = 0, since both a 1,2 Ͼ 0 for typical parameter values. The mode 2 ͑q͒ originates from a nonzero growth rate at q =0,
and decreases as the perturbation wave number increases. It can be shown that if 2 ͑0͒ Ͻ 0, then 2 ͑q͒ Ͻ 0 for all q and consequently the basic-state oxide layer can become unstable only with respect to spatially periodic perturbations corresponding to 1 ͑q͒ Ͼ 0. The typical behavior of 2 ͑q͒ is illustrated by the solid curve in Fig. 3 . The dashed 2 ͑q͒ curve in Fig. 3 shows that, for certain parameter values, it is possible for 2 ͑0͒ Ͼ 0. In this case, the basic-state oxide layer is unstable to spatially uniform perturbations, causing the planar Fig. 4 . For these particular parameters, the most rapidly growing mode has the wavelength max Ϸ 300 nm, within the range of experimentally measured values of the pore diameter and interpore spacing. 16, 17 The neutral stability boundary of the system is determined by tracking the cutoff wave number q c at which 1 ͑q c ͒ =0. Figure 5 presents the neutral stability curves in the plane of the wavenumber and applied voltage for several values of the electrolyte pH. The critical voltage V c at the instability threshold decreases with increasing pH and can be computed from the root of the equation a 1 ͑V c ͒ = 0, where a 1 is defined by ͑A1͒. We obtain
where the coefficients ⌫ ± are defined in the Appendix. We note, therefore, that the instability can only develop if ⌬V = V c − V * Ͼ 0, since the stationary basic-state solution does not exist if ⌬V Ͻ 0. As the voltage increases for a fixed pH, the cutoff wave number approaches an asymptotic value, with the limiting behavior becoming more pronounced and occurring at lower wave numbers for higher pH values. An expression for the asymptotic cutoff wave number can be found by taking the limit of ͑28͒ on the neutral stability boundary,
Selecting the appropriate root gives
where
D. Weakly nonlinear analysis
The linear stability analysis identifies the basic physical mechanisms responsible for the wavelength selection and gives an approximate length scale for the pore diameter and interpore spacing. It does not, however, provide any information about the morphological evolution of the oxide layer beyond the onset of the instability. In order to examine this morphological evolution, we perform a weakly nonlinear analysis of the system near the instability threshold identified in ͑29͒.
Taking ϳ q Ӷ 1, we choose the slow space and time scales,
and expand the electric potential, metal-oxide interface, and oxide-electrolyte interface as 
+¯. ͑40͒
We substitute ͑37͒-͑40͒ into the governing equations ͑3͒-͑5͒, ͑12͒, and ͑13͒, obtain the sequence of problems for k ͑1,2͒ , and examine the solvability conditions for these problems at each order of . The problem at O͑ 2 ͒ is 
where L is the matrix of linearized differential operators. The solvability condition of this problem,
gives the vector ͑1, 1͒ as the null vector of L; thus, the interface perturbations are in-phase and evolve together,
At O͑ 4 ͒, we obtain the problem
where the coefficients H 1 and H 2 are cumbersome functions of the parameters. The solvability condition gives
where a 1 is the coefficient in the long-wave expansion ͑29͒, given in ͑A1͒. Near the instability threshold, we let
in order to satisfy the solvability condition and enforce the required balancing. Finally, at O͑ 6 ͒, the solvability condition gives the Kuramoto-Sivashinsky equation
Note that the coefficients a 1 and a 2 in ͑47͒ are determined by the long-wave limit of the dispersion relation ͑29͒. The nonlinear term describes the correction of the interface velocity projection on the z direction for a slightly slant interface. The Kuramoto-Sivashinsky equation ͑47͒ is a generic equation that describes the weakly nonlinear evolution of many systems characterized by translation invariance and a monotonic instability with the long-wave spectrum of the type ͑29͒. For example, it was previously derived to describe the instability of oscillations in reaction-diffusion systems, 36 the thermodiffusional instability of a flame front, 37 the liquid film flow instability, 38, 39 as well as morphological instabilities of crystallization fronts. [40] [41] [42] Solutions of the KuramotoSivashinsky equation ͑47͒ are known to have the form of spatiotemporally chaotic cells, splitting and merging, and having a well-defined average size. 43, 44 The formation of spatially irregular porous structures exhibiting these characteristics has been observed during the anodization of aluminum, 16, 17 titanium, 12, 45 and tin. 46 Experimental micrographs of irregular pores in these materials compare favorably with numerical solutions of ͑47͒, as shown in Fig. 6 .
III. FORMATION OF REGULAR POROUS STRUCTURES
A. Model
We propose that the dependence of the activation energy of the dissolution reactions on the elastic stress at the oxideelectrolyte interface can damp the long-wave perturbations and yield a short-wave instability of the Turing type, as needed for the formation of spatially regular porous structures. Thus, we augment our previous model presented in Sec. II with an elasticity problem to include the effect of elastic stress.
The elastic stress in the oxide layer originates from the volume expansion associated with the aluminum oxidation reaction at the metal-oxide interface. The oxide created at this interface has a larger average intermolecular distance than the adjacent metal, resulting in a misfit that generates stress throughout both solid phases. It has been shown that the activation energies of interfacial reactions can depend on such stress which affects the morphological stability of an interface. 33, 34 Therefore, we assume that the activation energies of the oxide-electrolyte interfacial reactions depend on the Laplace pressure and elastic stress,
where ij is the stress tensor at the interface. The activation strains s ij ± = ͑‫ץ‬E a ± / ‫ץ‬ ij ͒ measure the dependence of the activation energies on the elastic stresses. 33 For the stress and strain tensors, the indices i , j =1,2,3 correspond to the components of the coordinate system.
Although the oxide is an amorphous material, we treat the average intermolecular distance as the characteristic "lattice spacing" of the oxide. This assumption allows us to model the stress in the system analogously to the stress in epitaxial crystalline films. 47, 48 The relative difference of the intermolecular spacings in the solid materials is then given by the misfit
where a m,o are the lattice spacings in the metal and oxide, denoted by the superscripts m and o, respectively. At the metal-oxide interface, where the two solids meet, the intermolecular spacing of the oxide is compressed to match that of the neighboring metal. The misfit strain is related to the oxidation-caused volume expansion by
where V m,o are the characteristic volumes in the metal and oxide. Mechanical equilibrium in both the metal substrate and oxide film is described by the Navier equation
The derivative ‫ץ‬ j denotes partial differentiation with respect to the coordinate indexed by j, and repeated indices imply a summation over the three components. The displacement vectors in each phase are u i , and the strain tensor is
where we have chosen the undeformed metal substrate as the reference state for measuring the displacement. Hooke's law then gives the stress tensors in the metal and oxide as
͑54͒
Here is the shear modulus, is the Poisson ratio, and ␦ ij is the Kronecker delta. Substituting Eqs. ͑52͒-͑54͒ into ͑51͒ gives a set of partial differential equations for the displacements in the metal and oxide,
The boundary conditions are as follows. At the metal-oxide interface, we require continuity of the displacement
as well as the stress balance
where n j ͑1͒ is the normal to the ͑1͒ interface, as defined in ͑6͒. We also require that the displacement in the metal decays far from the interface,
At the oxide-electrolyte interface, the stress balance yields
since the force exerted on this surface by the electrolyte liquid is taken to be zero. Thus, our model of the growth of aluminum oxide film during aluminum anodization consists of an electrochemical problem given in ͑3͒-͑5͒, and an elasticity problem given in ͑55͒-͑59͒. These two problems are coupled through the interfacial reaction rates in ͑48͒.
B. Basic-state solution
The basic-state solution of the elasticity problems ͑55͒-͑59͒ is an undeformed metal substrate,
supporting a strained planar oxide film
and the only nonzero components of the stress tensor are
The basic-state stress in the oxide renormalizes the kinetic coefficients k ± , as indicated in ͑48͒.
C. Linear stability analysis
We now repeat the linear stability analysis performed in Sec. II, but this time we also perturb the displacements in the metal and oxide,
where ͑x , t͒ is the normal mode defined in ͑27͒. The strain and stress tensors, linearly dependent on the displacements, are also perturbed,
in both the metal and oxide. The coefficients A͑q͒ and B͑q͒ of the dispersion relation ͑28͒ are now complicated functions of s ij ± and , as well as the other elastic constants and physical parameters. These functions are computed by means of our Mathematica code and, for brevity, are not presented here. The inclusion of the elastic stress dependence of the activation energies significantly enriches the instabilities accessible to the system. We study the possible instabilities by calculating the "phase diagram" in the applied voltage and volume expansion. Figure 7 shows this phase diagram in the ͑V , ͒ plane with insets showing representative dispersion relations at various points in the parameter space for typical parameter values described above. The boundary separating long-wave and short-wave instabilities can be determined analytically from the coefficient of the long-wave expansion of the unstable mode 1 ͑q͒,
Solving the equation a 1 = 0 for the applied voltage one can find V as a function of the misfit that corresponds to the boundary between the long-and short-wave ͑Turing͒ instabilities
͑69͒
where S ± =2 m s ± ͑1+ m ͒ / ͑k B T͒, and the coefficients C 1 and C 2 are functions of the elastic parameters o / m and o / m ; for the typical parameter values ͑see below͒, C 1 Ϸ 40 and C 2 Ϸ 15. As shown in Fig. 7 , we find two short-wave instabilities occurring at different wave numbers. The boundaries of these instabilities are found by numerically tracking the neutral stability point
for both the short-wave I and short-wave II instabilities. We observe the presence of a codimension-2 point at the intersection of the neutral stability boundaries of the two shortwave instabilities, indicating the simultaneous presence of two distinct wave numbers at the threshold. We also note that for characteristic parameter values, we do not find oscillatory instabilities. We observe that the short-wave instability occurs in a rather limited range of the volume expansion. This agrees with experimental observations that the hexagonal ordering of pores occurs in a narrow range of the aluminum oxide volume expansion. 18 Taking the typical parameter values mentioned above, as well as , we find that one mode is stable, and the dispersion curve for the other mode is presented in Fig. 8 . The unstable mode yields a short-wave instability with the maximum growth rate at the wavelength max Ϸ 100 nm, which is consistent with experimental measurements of the pore diameter and interpore spacing. 17 The perturbations of the metal-oxide and oxide-electrolyte interfaces are in phases, also in agreement with experimental observations. Thus, the dependence of the interfacial kinetics on the elastic stress can damp the long-wave perturbations and shift the unstable mode from a long-wave instability with chaotic dynamics to a short-wave instability of the Turing type that occurs at a nonzero wave number. The wave number selection is the result of the competition between the destabilizing effect of the electrochemical reactions and the stabilizing effect of the elastic stress. It is important to note that the stabilizing effect of the elastic stress is always dominant for the long-wave modes and therefore the instability occurs only for a finite wave number. Such an instability is known to result in spatially regular hexagonal patterns. 43 Figure 9͑a͒ shows the dependence of max on the applied voltage above the instability threshold. The wavelength increase with the voltage, as shown in Fig. 9͑b͒ , is in accordance with experiments. 2, 17, 24 Figures 9͑c͒ and 9͑d͒ show the increase of max with the electrolyte pH, which is also confirmed by experimental measurements. 24, 25 We also plot the neutral stability curve in the applied voltage and electrolyte pH for different values of the volume expansion, as shown in Fig. 10 . We see that as the volume expansion increases, the system becomes unstable at higher voltages. At lower volume expansions, the system is unstable for nearly all values of the voltage and pH. Other parameter values are as given above.
D. Weakly nonlinear analysis
A weakly nonlinear analysis of the short-wave instability is necessary to determine the evolution of the system beyond the linear instability into a nonlinear regime of pattern formation. Let the equations and boundary conditions of the complete problem be represented in the operator form
where L is the linear part of the problem, N is the nonlinear part such that Nu = O͑u 2 ͒ for u → 0, and u is the general solution vector. We choose the applied potential as our bifurcation parameter, and thus near the instability threshold, we have
where Ӷ1. The solution vector is then expanded as
where u 0 denotes the basic-state solution. At O͑͒ we recover the linear stability problem
The solvability condition for this problem gives the dispersion relation ͑q͒ as described in Sec. III C. In order to study the formation of a hexagonal pattern, we use the critical wave number q c found from the linear stability problem and expand the interface perturbations at O͑͒ as the superposition of three modes oriented in an equilateral triangle with respect to each other and having equal magnitudes within the ring of unstable wave vectors in the Fourier space,
as shown in Fig. 11 . The O͑͒ interface perturbations are 
͑76͒
where we introduce the two slow time scales,
and the complex amplitudes depend on the slow time scales,
The vector ͑␣ 1 , ␣ 2 ͒ is the eigenvector for the zero eigenvalue found from the linear stability problem. The relative signs of ␣ 1 and ␣ 2 determine whether the interface perturbations are in phase or out of phase. For the typical parameter values given above, we find that the interface perturbations are in phase, as found in experiments. At O͑ 2 ͒, we find the problem
where the operator N 2 represents the quadratic nonlinearities resulting from u 1 2 . This equation must be solved for the modes that will interact to give secular terms for the q 1 at the next order ͑and analogously for the modes q 2 and q 3 ͒. We obtain the solution in the form 
͑80͒
In the second order, the solvability condition gives
where ␣ is the quadratic interaction coefficient. If we assume ␣ = O͑͒, then ͑81͒ reduces to
and therefore the amplitudes are only functions of the slower time scale, A k = A k ͑T͒. At O͑ 3 ͒, we obtain
where N 3 is the cubic nonlinear operator acting on u 1 and N 2 is the quadratic nonlinear operator acting on u 1 and u 2 . The solvability condition of this equation gives the desired amplitude equations
where analogous equations for A 2 and A 3 are obtained by a cyclic permutation of the indices of A. To study the growth of the hexagonal patterns we take
where we have assumed that all three complex amplitudes have the same magnitude but are allowed to have different phases. Substituting this equation into the amplitude equations and separating into real and imaginary parts, we obtain
has two stationary points: ⌺ = 0, and ⌺ = . If ␣ Ͼ 0, then ⌺ = 0 is stable and ⌺ = is unstable, and conversely if ␣ Ͻ 0. The positive and negative signs of ␣ correspond to "up" hexagons ͑bumps͒ and "down" hexagons ͑pores͒, respectively. For our characteristic parameter values, we find that ␣ Ͻ 0 as shown in Fig. 12 . Thus, ⌺ = is the stable stationary point and the interface perturbations grow down into the oxide as pores, as illustrated in Fig. 13 and observed experimentally ͑see Fig. 14͒ . Moreover, from ͑86͒, we see that the magnitude of the amplitude does not saturate if
where 0 and 1 are the self-interaction and cross-interaction Landau coefficients, respectively. We have computed ⌳ in ͑89͒ along the short-wave boundaries in the phase diagram Fig. 7 in order to check whether the amplitudes of the hexagonal patterns attain saturation. The results of this computation are presented in Fig. 15 , and the results are overlaid on the phase diagram in Fig. 16 . We have found that the amplitude growth saturates along the short-wave I boundary, but does not saturate along the short-wave II boundary. The unsaturated growth agrees with experiments, where it has been observed that very long pores can be grown relatively easily.
5,8,17
IV. CONCLUSIONS
We have developed a theory of the formation of nanoscale porous structures in aluminum oxide film growing during FIG. 12 . Resonant quadratic interaction coefficient from the nonlinear analysis, computed along ͑a͒ short-wave I and ͑b͒ short-wave II boundaries. Negative values indicate phase-locking at ⌺ = .
FIG . 13 . Illustration of phase-locking of interface perturbations in a hexagonal pattern. ͑a͒ Phase-locking at both ⌺ = 0 and ⌺ = leads to hexagonal ordering as shown in the contour plot. ͑b͒ Phaselocking at ⌺ = 0 leads to hexagonally ordered "bumps" coming out of the surface. ͑c͒ Phase-locking at ⌺ = yields hexagonally ordered "pores" going into the surface. The morphology of ͑c͒ is observed in experiments and confirmed by our nonlinear analysis. aluminum anodization. Our theory is based on the ButlerVolmer relation describing the dependence of the interfacial electric current on the overpotential and the dependence of the activation energies of the interfacial reactions on the Laplace pressure due to surface energy and the elastic stress due to the oxide volume expansion. We have performed stability analyses for two cases: when the elastic stress dependence is negligible and when it is significant. In either case, the instability is driven by the positive feedback between the electric field-assisted dissolution reaction and the perturbations of the interfaces.
We have shown that, in the absence of stress, the metaloxide and oxide-electrolyte interfaces undergo a long-wave instability which provides a wavelength selection mechanism corresponding to the initial pore diameter and interpore spacing. A weakly nonlinear analysis near the instability threshold shows that the nonlinear dynamics of the interface perturbations is governed by the Kuramoto-Sivashinsky equation. The spatiotemporally chaotic behavior described by this equation can explain the formation of irregular pore arrays that have been observed in some experiments.
When the elastic stress dependence is considered, the linear stability analysis reveals a qualitative change in the instability type from long wave to short wave, as well as the coexistence of two short-wave instabilities. The elastic stress damps the long-wave perturbations and results in a shortwave instability of the Turing type. The weakly nonlinear analysis for typical parameter values shows that this instability leads to the formation of a hexagonal pattern of "pores" at the oxide-electrolyte interface with unsaturated growth that can develop into spatially regular, hexagonally ordered arrays of deep pores, as observed in experiments. Thus, our model captures key features of pore initiation and self-organization. This theoretical framework may also be useful in studying the pattern formation observed in other electrochemical systems, as well as the role of stress in systems involving the morphological evolution of a film defined by two dynamic interfaces. As a further development of our theory, more complicated electrochemistry, involving the electromigration of ions and the electric double layer in the electrolyte, can be considered. We also note that aluminum is a highly plastic material, and therefore plastic stress may be important in the growth of the porous oxide layer after its initial formation. The presented analysis is valid only for the initial stages of instability leading to pore initiation and selforganization. Fully nonlinear numerical treatment would be required to model the growth of well-developed pores. 
