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We formulate the statistical dynamics of topological defects in the active nematic phase, formed
in two dimensions by a collection of self-driven particles on a substrate. An important consequence
of the non-equilibrium drive is the spontaneous motility of strength +1/2 disclinations. Starting
from the hydrodynamic equations of active nematics, we derive an interacting particle description of
defects that includes active torques. We show that activity, within perturbation theory, lowers the
defect-unbinding transition temperature, determining a critical line in the temperature-activity plane
that separates the quasi-long-range ordered (nematic) and disordered (isotropic) phases. Below a
critical activity, defects remain bound as rotational noise decorrelates the directed dynamics of +1/2
defects, stabilizing the quasi-long-range ordered nematic state. This activity threshold vanishes at
low temperature, leading to a re-entrant transition. At large enough activity, active forces always
exceed thermal ones and the perturbative result fails, suggesting that in this regime activity will
always disorder the system. Crucially, rotational diffusion being a two-dimensional phenomenon,
defect unbinding cannot be described by a simplified one-dimensional model.
Liquid crystals exhibit remarkable orientationally or-
dered phases, the simplest being the nematic phase in
which particles macroscopically align along a single pre-
ferred orientation, without a head-tail distinction. The
name nematic itself comes from νηµα, meaning thread,
for the line-like topological defects (disclinations) that
are inevitably produced in quenches from the high-
temperature disordered phase to the nematic phase [1–
4]. In two dimensions (2d), though, disclinations are
point-like defects, and so may be thought of as localized
particles. The nematic pattern around a disclination is
a distinctive fingerprint of the spontaneous symmetry-
breaking that characterizes nematic order and distin-
guishes the elementary defects from, say, integer strength
vortices in two-dimensional spin systems. The nematic
director rotates through a half-integer multiple of 2π as
one circumnavigates a defect. Thus, the lowest-energy
defects are referred to as carrying strength ±1/2. In two
dimensional equilibrium nematics the entropic unbinding
of such point disclinations drives the nematic to isotropic
(NI) transition [5–8].
In recent years there has been much focus on nematics
composed of elongated units that are self-driven - hence
active nematics [9, 10]. Examples include collections of
living cells [11–17], synthetic systems built of cellular ex-
tracts [18–20], and vibrated granular rods [21]. Active
nematics exhibit complex spatio-temporal dynamics, ac-
companied by spontaneous defect proliferation. Much
progress has been made in understanding the properties
of the ordered phase [9, 22–26], but a complete theory
of order, fluctuations, defects and phase transitions of
active nematics still eludes us. Although the nematic
itself has no net polarity, the director pattern around
a strength +1/2 defect has a local comet-like geomet-
FIG. 1: Potential V (r) for a neutral defect pair for the config-
uration in which the direction of motility of the +1/2 disclina-
tion points away from the −1/2 and is held fixed. This na¨ıve
picture suggests that incipient active defect pairs have an ex-
ponentially small, but finite, rate to overcome the barrier at
low temperature, and hence always unbind.
ric polarity (Fig. 1). In an active system this renders
+1/2 defects motile [21, 27] with a self-propelling speed
proportional to activity [27]. Both experiments [14, 18–
20, 28–30] and simulations [27, 31–37] have shown that
motile defects play a key role in driving self-sustained
active flows.
In this Letter we precisely map the dynamics of ac-
tive defects onto that of a mixture of motile (+1/2) and
passive (−1/2) particles with interaction forces and align-
ing torques, putting on firm ground previous purely phe-
nomenological models [19, 27, 38]. A key new result is the
derivation of the angular dynamics of the +1/2 defects.
Treating activity as a small parameter, we then con-
struct and solve the defect Fokker-Planck equation and
2show that activity weakens the logarithmic attraction
between opposite-charge defects. As a result, increas-
ing activity past a threshold drives a nonequilibrium NI
phase transition to a phase of unbound defects, much like
the Berezenskii-Kosterlitz-Thouless (BKT) transition in
two-dimensional spin systems [5–7] and passive nemat-
ics [8]. Rotational diffusion (DR) of the +1/2 defect is
suppressed at low noise, where self-propulsion directly
drives unbinding with a threshold that vanishes as DR
goes to zero. This yields a re-entrant isotropic-nematic-
isotropic sequence [55] as a function of temperature at
fixed activity. Our effective equations for defect dynam-
ics also provide a simple model capable of quantifying
the dynamics of interacting active defects in confined ge-
ometries.
The proof of the existence of a low-activity quasi-long-
range ordered active nematic in 2d [22, 26] is an im-
portant result because a na¨ıve argument suggests oth-
erwise. In an equilibrium nematic, two ±1/2 defects at
a distance r experience an attractive interaction V0(r) =
(πK/2) ln (r/a), with K a Frank elastic constant and a
the size of the defect core. Hence, neglecting inertia, they
are drawn towards each other according to r˙ = −µ∂rV0,
with µ a defect mobility. One could then argue that the
dynamics of a suitably oriented ±1/2 defect pair in an
active nematic is governed by relaxation in an effective
potential [27]
r˙ = −µ∂rV , V (r) = πK
2
ln
( r
a
)
− |v|
µ
r , (1)
where |v| is the self-propelling speed with which the
+1/2 disclination is moving away from the −1/2
disclination (see Fig. 1). The resulting barrier
V (rc) = (πK/2) [ln (πµK/(2|v|a))− 1] at distance rc =
πµK/(2|v|) is finite, which means that the defect pair
is always unbound, and active nematic order thus de-
stroyed, at any nonzero temperature (Fig. 1). As activity
is increased, more and more defect pairs will be liberated
[18, 27, 31] suggesting that nematic order would be com-
pletely destroyed by the swarming disordered cores, much
like driven vortices in superconducting films can destroy
superconductivity. Here we show that this heuristic ar-
gument fails because rotational noise, by disrupting the
directed motion of the +1/2 defects, counterintuitively
restores the ordered nematic phase.
We begin with the hydrodynamics of a two-
dimensional nematic liquid crystal written in terms of the
flow velocity u and the tensor order parameter Qµν =
S(2nˆµnˆν − δµν), where S is the scalar order parame-
ter and nˆ is the director field. We ignore density fluc-
tuations, although we expect this restriction could be
dropped without qualitatively changing the results. The
Q equation is as for passive nematics [39],
γDtQ =
[
a2 − a4 tr(Q2)
]
Q+K∇2Q , (2)
where Dt = ∂t + u · ∇ − [·,Ω] is the comoving and
corotational derivative with the vorticity tensor Ωµν =
(∇µuν −∇νuµ)/2. Only the relaxational part of the dy-
namics is retained in Eq. S1, with γ a rotational viscos-
ity, K a Frank elastic constant and a2, a4 the parameters
that set the mean-field NI transition at a2 = 0. A treat-
ment including various flow alignment terms is given in
the SI. At equilibrium, the homogeneous ordered state
for a2 > 0 has S0 =
√
a2/(2a4) and an elastic coherence
length ξ =
√
K/a2. For an isolated static ±1/2 defect in
equilibrium, the director nˆ(ϕ) = (cos(ϕ/2),± sin(ϕ/2))
rotates by ±π with the azimuthal angle ϕ, and S van-
ishes at the core of the defect, assuming its bulk value
on length scales larger than the defect core size a ∼ ξ.
Activity enters in the force balance equation, which, ig-
noring inertia and in-plane viscous dissipation, is given
by −Γu+∇·σa = 0, where Γ is the friction with the sub-
strate and σa = αQ is the active stress tensor that cap-
tures the internal forces generated by active units [40, 41].
We neglect elastic and Ericksen stresses as they are higher
order in gradients. The system is extensile for α < 0 and
contractile for α > 0. For a +1/2 disclination, the active
backflow at its core gives rise to a self-propulsion speed
∼ |α|/(Γa) [27, 38].
The +1/2 disclination has a local geometric polariza-
tion ei = a∇·Q(r+i ) (evaluated at the core of the defect),
defined here to be dimensionless. Note that ei is not a
unit vector. Our treatment does not require the mode ex-
pansion used in Ref. [42] to treat multi-defect configura-
tions. An isolated +1/2 defect has a non-vanishing flow
velocity at its core (u(r+i ) = vei, v = αS0/Γa), while
the −1/2 defect does not, due to its three-fold symmetry
(u(r−i ) = 0) [56]. We show that the resulting positional
dynamics of the defects, including both motility and pas-
sive interactions (for a derivation, see SI) [57], is given
by
r˙+i = vei − µ∇iU +
√
2µTξi(t) , (3a)
r˙−i = −µ∇iU +
√
2µTξi(t) , (3b)
where µ ∝ 1/γ is a defect mobility, ξi(t) Gaussian white
noise and
U = −2πK
∑
i6=j
qiqj ln
∣∣∣∣ri − rja
∣∣∣∣ , (4)
is the Coulomb interaction between defects, with qi =
±1/2 the strength of the ith defect. The elastic con-
stant K includes corrections from hydrodynamic flows
linear in activity which can destabilize the nematic state
even in the absence of topological defects [43, 44]. Here
we take K > 0 (permitted in a domain of parameter
space [43, 44]) to guarantee an elastically stable nematic.
Note that v ∝ α can be of either sign. The translational
noise strength T arises from thermal or active noise in
the Q equation (Eq. S1). A more sophisticated calcula-
tion (see SI) gives logarithmic corrections to the defect
3mobility µ [45–48]. The important feature of activity is
that it elevates the geometric structural polarity of the
+1/2 disclination to a dynamical degree of freedom, one
that drives motion. In turn, ei also has its own dynam-
ics, which is, in principle, contained in the Q equation.
Neglecting noise for now and using the quasistatic ap-
proximation in a frame comoving with the +1/2 defect,
i.e [∂tQ]r+
i
(t) = 0, we have e˙i(t) = a[vi(t)·∇]∇·Q(r+i (t)),
where vi = vei − µ∇iU is the deterministic part of r˙+i
(Eq. 3a). Our approximation neglects elastic torques on
ei due to smooth director distortions, shown to be unim-
portant for the dynamics of neutral pairs [49, 50] (a more
detailed justification and comparison with previous work
is given in the SI). Assuming a dilute gas of slowly mov-
ing defects, we perturbatively expand Eq. S1 about the
equilibrium defect configuration and solve for Q. Using
this solution, we evaluate∇∇·Q at the core of the defect
to obtain (for details, see SI)
e˙i = − 5γ
8K
[vi · (vi − vei)] ei − vγ
8K
(vi × ei) ǫ · ei , (5)
where ǫ is the two-dimensional Levi-Civita tensor. Since
ei is not a unit vector, its deterministic dynamics has
a term along ei fixing its preferred magnitude and one
transverse to it aligning the polarization to the force.
To elucidate the nature of the torques on the polar-
ization, we write ei = |ei|(cos θi, sin θi) and decompose
the elastic force acting on the ith defect (Fi = −∇iU)
as Fi = |Fi|(cosψi, sinψi). For the defect orientation θi,
Eq. 5 then reduces to
∂tθi = v
µγ
8K
|Fi||ei| sin(θi − ψi) . (6)
Active backflows tend to align the defect polarization
with the force acting on the defect. A similar alignment
kernel has been used previously to phenomenologically
model flocking and jamming in cellular systems [51, 52],
but here it arises naturally from the active dynamics of a
two-dimensional nematic. Importantly, here the torque
is controlled by activity (v ∝ α). An extensile system
(v ∝ α < 0) favors alignment of the polarization with the
force, while a contractile system (v ∝ α > 0) favors anti-
alignment of polarization and force (Fig. 2). The equa-
tions obtained here also predict patterns for four +1/2
defects on a sphere as obtained in Ref. [19].
For configurations in which the +1/2 is running away
from the −1/2 in an isolated neutral defect pair, the ac-
tive aligning torque (Eq. 6) stabilizes the +1/2 defect
polarization against transverse fluctuations (see Fig. 2a-
b), irrespective of the sign of activity. Hence activity not
only renders the +1/2 defect motile, but enhances the
persistence of defect motion through the torques, favor-
ing the unbinding of defect pairs. This feature breaks the
symmetry between pair creation and annihilation events
for both extensile and contractile systems and justifies
the one-dimensional cartoon in Fig. 1. As we will see
FIG. 2: Configurations of defect pairs whose orientations, for
an imposed fixed separation, are stable to transverse fluctu-
ations of the +1/2 polarization(s). The active backflow is
shown in blue and the director configuration in black. The
polarization and force on each +1/2 defect is shown in red and
in purple respectively. The top row shows a neutral ±1/2 de-
fect pair orientationally stable for (a) extensile (v < 0) and
(b) contractile (v > 0) systems. Similarly, in the bottom row
we have a pair of +1/2 defects that are orientationally stable.
The far field nematic texture for these two-defect configura-
tions has an aster-like structure when (c) extensile (v < 0)
and a vortex-like structure when (d) contractile (v > 0).
below, however, the stochastic part of the defect dy-
namics (neglected so far) can disrupt these configura-
tions, preventing unbinding. We finally remark that one
can also obtain configurations for pairs of +1/2 disclina-
tions (Fig. 2c-d) that are stable against transverse deflec-
tions of either polarization. As shown, in the far-field of
these two-defect configurations, aster-like structures are
favored in an extensile system while vortex-like struc-
tures are favored in a contractile one, as seen in confined
fibroblasts [53].
The stochastic part of the dynamics of ei also derives
from noise in the dynamics of Q, but a full calculation is
challenging and beyond the scope of the present work. In
the limit of low activity, we assume that the noise statis-
tics can be inferred from the known equilibrium joint
probability distribution of r±i and ei,
P 2Neq =
1
Z2N
e−U/T
N∏
i=1
(
K
2πT
e−K|ei|
2/2T
)
, (7)
where Z2N is the Coulomb gas partition function and
4FIG. 3: Phase boundary in the |v| − T plane (Eq. 11) for dif-
ferent values of µγ. The region enclosed by the curve |vc(T )|
for a given µγ corresponds to the ordered nematic.
K|ei|2/2 is the simplest contribution to the defect core
energy [54]. This results in
e˙i =
5µγ
8K
[∇iU · (vei − µ∇iU)]ei + vµγ
8K
(∇iU × ei) ǫ · ei
−
√
2DR ǫ · ei ηi(t) + νi(t) , (8)
where we have written vi in terms of the force −∇iU .
Smooth director phase fluctuations can be shown to gen-
erate rotational noise (first term in the second line of
Eq. 8) that changes the direction of ei, while keeping |ei|
fixed. Here ηi(t) is unit white noise and DR = µT/ℓ
2
R is
the rotational diffusivity of the +1/2 defect, with ℓR ∼ a.
The properties of the longitudinal component νi(t) of the
noise are determined by requiring that the probability
distribution of the defect gas relaxes to the corresponding
equilibrium form where (for one Frank constant) defect
position and polarization are decoupled in the absence of
activity (i.e., for v = 0), with the result (see SI)
〈νi(t)νj(t′)〉 = 1δijT 5µ
2γ
4
|∇iU|2
K2
δ(t− t′) . (9)
No summation on repeated indices is implied. As written,
the noise has no stochastic ambiguity and is independent
of any thermodynamic parameters, involving only the de-
fect mobility µ and rotational viscosity γ, as it should.
To study defect unbinding, we now examine the dy-
namics of an isolated ±1/2 defect pair governed by cou-
pled Langevin equations for the pair separation r =
r+ − r− (obtained from Eqs. 3a,3b) and the +1/2 polar-
ization e (Eq. 8). We derive and solve the corresponding
Fokker-Planck equation for the steady state distribution,
perturbatively in activity by using an isotropic closure
for 〈ee〉 and neglecting all higher order moments in e
(see SI). Integrating over the polarization, we obtain the
steady-state defect pair density at large distances to have
an equilibrium-like form ρss(r) ∝ e−Ueff(r)/T with an ef-
fective pair potential Ueff(r) ≃ (πKeff/2) ln(r/a) where,
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FIG. 4: Steady-state statistics for a ±1/2 defect pair in a
periodic box of size L = 50a (T/T eqc = 0.51, all other param-
eters are unity). (a) The pair separation distribution ρss(r)
for low (|v| = 0.5, 1.2, bound phase) and high (|v| = 1.5,
unbound phase) activity, suggesting that Eq. 11 which gives
|vc| ≃ 2.06, overestimates the unbinding threshold. (b) The
distribution of the relative angle (∆ = θ−ψ) between the po-
larization e and the force F on the +1/2 defect for extensile
() and contractile (©) systems.
to leading order in activity,
Keff(v) = K − v
2
2µDR
[
1 + µγ
3T
4K
]
+O(v4) . (10)
Hence, for large pair separation, the defect interaction
is weakened by activity. A small activity reduces the
entropic BKT transition temperature T eqc = πK/8 to
Tc(v) = πKeff(v)/8. Inverting this equation for small |v|,
we obtain the phase boundary below which the ordered
nematic is stable,
|vc(T )|
v∗
=
√√√√ 16 T˜ (1− T˜ )
π
[
1 + (3π/32)µγT˜
] , (11)
with T˜ = T/T eqc and v∗ = µT
eq
c /ℓR. As shown in Fig. 3,
this implies re-entrant behavior as a function of T . If
the rotational diffusivity DR has a non-thermal part D
a
R,
then there is a nonzero activity threshold ∼ √DaR for
unbinding as T → 0 and no re-entrance at low activ-
ity. If DaR is large enough then re-entrance is abolished
altogether. For |v| > |vc(T )|, the effective pair poten-
tial Ueff develops a maximum as in Fig. 1, thereby im-
plying that incipient defect pairs unbind for arbitrarily
small temperature. The physical picture is then quite
clear. At low activity, rotational diffusion randomizes
the orientation of the +1/2 disclination and makes its
motion less persistent, allowing the defect pair to re-
main bound. It is in this way that noise counterintu-
itively stabilizes the ordered nematic phase. At higher
activity, the active torques compete with rotational dif-
fusion, but ultimately enhance the persistent nature of
defect motion. In this case rotational noise becomes ir-
relevant and we recover the scenario sketched in Fig. 1.
The simple one-dimensional model predicts defect un-
binding self-consistently if the persistence length of the
+1/2 disclination (|v|/DR) is greater than the position
5of the barrier in the potential (rc = K/(|v|γ)). Equating
the two lengths, we obtain the same threshold scaling as
in Eq. 11 at low T . We have verified this scenario by
numerically integrating Eqs. 3 and 8 for either sign of v,
as shown in Fig. 4.
In summary, starting from the equations of motion
of a two-dimensional active nematic, we have derived
the statistical dynamics of its topological defects as
a noisy mixture of motile and non-motile particles.
Through a Fokker-Planck approach, we show perturba-
tively that the rotational diffusion of +1/2 defects al-
lows the nematic phase to survive defect proliferation
below an activity threshold. We identify, for small activ-
ity, the temperature-activity locus of a BKT-like active-
nematic/isotropic transition, and provide arguments sug-
gesting that defects are unbound at any nonzero tem-
perature above a critical activity, and that a re-entrant
disordered phase arises at low temperature. Venturing
beyond the present perturbative approach and taking
many-defect features, such as screening, into account are
clearly the immediate challenges.
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I. DERIVATION OF EQUATIONS OF MOTION FOR ±1/2 DISCLINATIONS
Consider the following general continuum equations for the hydrodynamics of a nematic liquid crystal written in
terms of the tensor order parameter Q = S(2nˆnˆ− 1) and the flow velocity u.
∂tQ+ u ·∇Q− [Q,Ω] = L(Q,u) + 1
γ
[
a2 − a4 tr(Q2)
]
Q+
K
γ
∇2Q , (S1)
L(Q,u) = λ1D+ λ2Q∇ · u− λ3Qtr(Q ·∇u) ,
where [A,B] = AB − BA is the matrix commutator, 2Ωµν = ∇µuν − ∇νuµ is the vorticity tensor and 2Dµν =
∇µuν + ∇νuµ − δµν∇ · u is the symmetrized and traceless strain rate tensor. We work in the one Frank elastic
constant (K) approximation, but have included various flow alignment terms (λ1,2,3) in L(Q,u). Since the system
is in contact with a substrate, we neglect inertia and determine the flow velocity through the Stokes equation that
balances friction and active stresses as
Γu = ∇ · σa , (S2)
where Γ is the friction with the substrate and σa = αQ is the active stress. We neglect the passive elastic and viscous
stresses as they are all higher order in gradients. We assume the nematic density to be constant even though, in
distinction from previous work [S1, S2], we do not consider the flow to be incompressible (∇ ·u 6= 0). We will explore
elsewhere the effect of incompressibility or a density field with conserving dynamics, but do not expect these will
introduce drastic differences with respect to the behavior described here. We assume we are deep in the nematic state
where a2 > 0.
We rescale r→ r/ξ, t→ t/τ and Q→ Q/Smax, where
ξ =
√
K
a2
, τ =
γ
a2
and Smax =
√
a2
2a4
. (S3)
The active stress is also non-dimensionalized as α¯ = ατSmax/(Γξ
2). The order parameter Q is a rank-2 symmetric
and traceless tensor. Hence it can be rewritten in terms of a single complex variable χ = Qxx + iQxy = Se
2iθ, where
θ is the angle of the director nˆ = (cos θ, sin θ). In terms of χ, Eq. S1 now becomes (in dimensionless form)
∂tχ+ u ·∇χ− i(∇× u)χ = (λ¯1 − λ¯3|χ|2)D − λ¯3χ2D∗ + λ2χ(∇ · u) + (1− |χ|2)χ+∇2χ , (S4)
whereD = Dxx+iDxy = [∂xux−∂yuy+i(∂xuy+∂yux)]/2 is the strain rate tensorD in complex notation. Additionally,
we have rescaled the flow alignment parameters as λ¯1,3 = λ1,3/2Smax.
Finally, we boost to a frame which is comoving and corotating with an isolated slowly moving ±1/2 disclination.
To do this, we perform the following coordinate and field transformations,
r = R(t) · r′(t) + b(t) , u(r, t) = R(t) · u′(r′(t), t) , Q(r, t) = R(t) ·Q′(r′(t), t) ·R(t)T , (S5)
where R(t) = 1 cosωt + ǫ sinωt with ǫ as the Levi-Civita tensor is the rotation matrix rotating the frame counter-
clockwise at a constant rate of ω (R˙(t) = ωǫ ·R(t) and RT ·R = 1), which is taken to be the angular rotation rate
of the defect. The translational shift is determined to be b(t) = −R(t) · ǫ · v/ω by requiring r˙′(t) = −ωǫ · r′(t)− v,
2where v is the constant translational velocity of the defect. The same transformation in terms of the complex field χ
is given as
χ(r, t) = χ′(r′(t), t)e−2iωt . (S6)
Using this, we obtain ∂tχ = e
−2iωt[∂tχ
′ − v · ∇′χ′ + ωr′ × ∇′χ′ − 2iωχ′] and ∇χ = e−2iωtR · ∇′χ′ and similar
expressions involving u. Assuming the dynamics is quasistatic in this moving frame of reference (∂tχ
′ = 0), we
neglect any explicit time dependence and drop the primes on all the variables to get
(−v + u) ·∇χ+ ωr×∇χ− i(2ω +∇× u)χ = (λ¯1 − λ¯3|χ|2)D − λ¯3χ2D∗ + λ2χ(∇ · u) + (1− |χ|2)χ+∇2χ , (S7)
where v and ω are the velocity and angular rotation rate of the ±1/2 disclination. Assuming the defect is moving and
rotating slowly, and the activity is also small, we take v, ω, α¯ = O(η), where η ≪ 1 will be used as a book-keeping
parameter to do perturbation theory in. This allows us to treat all the backflow terms perturbatively. Expanding
χ = χ0 + ηχ1 +O(η2) and u = u0 + ηu1 +O(η2), we have at O(η0),
u0 = 0 , and ∇2χ0 + (1− |χ0|2)χ0 = 0 . (S8)
This is the static equilibrium equation which is easily solved to obtain the configuration of a single stationary discli-
nation. For a ±1/2 disclination, we have χ0(r) = S0(r)e±iϕ+2iθ0 , where r, ϕ are standard polar coordinates in the
plane with the defect centered at the origin and θ0 is a constant related to the orientation of the ±1/2 disclination.
S0(r) satisfies the following differential equation
S′′0 +
S′0
r
+
(
1− 1
r2
− S20
)
S0 = 0 . (S9)
whose solution can be written in terms of a Pade´ approximant (with upto 3% error) with the correct asymptotic
behavior (S0 ≃ 1− 1/2r2 as r→∞ and S0 ≃ 0.5831r as r → 0), given by [S3]
S0(r) = r
√
0.34 + 0.07r2
1 + 0.41r2 + 0.07r4
. (S10)
We shall use this approximate form of S0(r) later on to compute the defect mobility.
The equations for the first order corrections χ1(r) and u1(r) are obtained by retaining terms of O(η) in Eqs. (S7)
and (S2),
∇2χ1 + (1− 2|χ0|2)χ1 − χ20χ∗1 = I(r) (S11)
I(r) = (u1 − v) ·∇χ0 − i(2ω +∇× u1)χ0 + ωr×∇χ0 − (λ¯1 − λ¯3|χ0|2)D1 + λ¯3χ20D∗1 − λ2χ0(∇ · u1) (S12)
u1 = α¯∇ ·Q0 , (S13)
where Q0 is the tensor form of χ0 corresponding to the static defect solution and D1 is the corresponding complex
deviatoric strain rate computed using u1. The first order velocity correction is easily determined to be
u1 = α¯
(
S′0(r) +
S0(r)
r
)
(cos 2θ0, sin 2θ0) . (S14)
The corresponding first order corrections to the vorticity (∇×u), divergence (∇ ·u) and deviatoric shear in complex
form (D) are also easily obtained to be
∇× u1 = α¯ sin(ϕ− 2θ0)S0(r)
[
1− S0(r)2
]
, (S15)
∇ · u1 = −α¯ cos(ϕ− 2θ0)S0(r)
[
1− S0(r)2
]
, (S16)
D = −α¯S0(r)
[
1− S0(r)2
]
ei(ϕ+2θ0) . (S17)
These terms contribute to the inhomogeneity I(r) as shown in Eq. S11,S12. The linear complex differential operator
on the left-hand side of Eq. S11 given by
L(f, f∗) = ∇2f + (1− 2|χ0|2)f − χ20f∗ ,
3has three zero modes, denoted by Ψ: two corresponding to translations (Ψ = ∇χ0) and one for rotation (Ψ = iχ0) of
the defect. Multiplying Eq. S11 by a complex conjugated zero mode Ψ∗ and integrating by parts, we get the following
solvability condition for χ1 (Fredholm alternative)
Re
(ˆ
Σ
d2r I(r)Ψ∗(r)
)
= Re
(˛
∂Σ
(Ψ∗∂⊥χ1 − χ1∂⊥Ψ∗)
)
, (S19)
where Σ is any region of space and ∂⊥ is the normal derivative along the boundary ∂Σ. We shall apply this solvability
condition on a circular region of radius r0 = O(η−1/2). This choice of r0 is motivated by the fact that the perturbative
expansion of χ breaks down in the very far-field (r ∼ η−1), while a pure phase analysis performed later is valid on
scales all the way from infinity down to r ∼ η−1/2. So for r0 = O(η−1/2), both inner and outer expansion can be
asymptotically matched.
Projecting onto the rotational zero mode (Ψ = iχ0), we find that all the terms involving the flow (independent of
ω) in the I integral have a vanishing real part as required in the left hand side of Eq. S19 and so ω = 0 at this order.
Using the translational eigenmodes (Ψ = ∇χ0), as u ∼ 1/r for r → ∞, all the integrals involving the flow velocity
are convergent for large r (so we extend the integral to infinity), while only the term involving the defect velocity v
is log-divergent. So we have for the +1/2 disclination
Re
ˆ r0
0
d2rI(r)∇χ∗0 = α¯ eˆ0(5.735 + 0.6284λ2)− πv ln
( r0
1.126
)
, (S20)
where eˆ0 = (cos 2θ0, sin 2θ0) is the unit polarization of the +1/2 disclination. Note that, as expected by symmetry,
the active backflow terms don’t contribute for the −1/2 disclination (the α¯ term is absent). Interestingly, we find that
both λ¯1 and λ¯3 don’t contribute to the mobility calculation at this order, though they do enter the linear stability
analysis of fluctuations about the homogeneous ordered state [S4].
For the line integral on the RHS of Eq. S19, we have to evaluate χ1 at r0 = O(η−1/2). For arbitrary v and α¯
(O(η0)), we now have for large r0, S = 1 −O(η) and ∇u1 = O(η) on the scale of r0. So in the very far-field, we set
S = 1 and have only the phase θ at leading order,
v ·∇θ +∇2θ = 0 . (S21)
This equation, when solved with the correct winding condition on θ (
¸
dθ = ±π around the origin for the ±1/2
defect), gives rise to a highly anisotropic phase profile given by [S3]
∇θ = ±1
2
e−v·r/2ǫ ·
[
vK0
( |v|r
2
)
− |v|rˆK1
( |v|r
2
)]
+ ǫ · vA , (S22)
where ǫ is the antisymmetric Levi-Civita tensor; K0(x), K1(x) are modified Bessel functions of the first kind and A
is a constant that we will later relate to a weak external phase gradient. This gives the far field phase solution for
both +1/2 and −1/2 defects when moving. Expanding this outer solution for small r to match to the inner solution
at r ∼ r0, we use it in the line integral in Eq. S19 to get
Re
ˆ 2pi
0
dϕ r0 (∇χ
∗
0∂rχ1 − χ1∂r∇χ∗0) |r=r0 = −πv ln
( |v|r0
4
eγE−1/2∓2A
)
, (S23)
where γE is the Euler-Mascheroni number. Putting all this together into Eq. S19 and writing vA = −ǫ ·∇θext (a
weak external phase gradient orthogonal to the defect motion), the r0 dependence cancels out leaving us with the
following defect mobility relation for both +1/2 and −1/2 disclinations (denoted using ± correspondingly),
v± ln
(
3.29
|v±|
)
= ±2ǫ ·∇θext + δqi,1/2 α¯ eˆ0(5.735 + 0.6284λ2) . (S24)
The −1/2 disclination unlike the +1/2 disclination, moves only under the influence of passive phase gradients through
a Magnus like force and the active self-induced flow vanishes. Also note that, the numerical prefactors present in
Eq. S24 are not universal (though the structure of the equation is) and they can change by using a different model
for the profile of the defect core. One can restore dimensions appropriately using the length and times scales used
previously (see Eq. S3). In the presence of other distant defects, ∇θext is given by the cumulative phase gradient at
4the core of the considered defect due to the presence of other defects, which in the pure phase approximation can be
obtained by linear superposition as
∇θext(ri) = −ǫ ·∇ri
∑
j 6=i
qj ln
∣∣∣∣ri − rja
∣∣∣∣ , (S25)
where qj = ±1/2 is the charge of the jth defect and a ∼ ξ is the defect core size that functions as a microscopic cutoff.
The motion of the defect transverse to the phase gradient at its core is a manifestation of the equilibrium Magnus like
force, which when eventually written in terms of the defect positions using Eq. S25, exactly corresponds to a force
arising from the equilibrium Coulombic interaction between defects. In general, we find that the mobility relation is
nonlinear with a logarithmic correction depending on the speed of the defect. As this correction is rather weak, to
simplify matters, we use a constant mobility in the main text which should be valid for slowly moving defects or when
the defect density is large enough that the interactions are screened.
Note that the above calculation still misses some features of active defect motion. As can be seen from Eq. S14,
though the velocity field is frictionally screened, it decays slowly as u1 ∼ 1/r. Hence, along with the self-induced
active backflow of the +1/2 defect that leads to its spontaneous motility, one must also include in u1 the instantaneous
active flow generated by all other distant ±1/2 defects, as this flow is of the same order as the phase gradient that
generates the equilibrium passive defect interaction (Eq. S25). One can write u1 = α¯∇Q0 + u˜1, where Q0 is the
defect configuration for the ith defect and u˜1 includes the entrainment of the i
th defect by the flow of other defects.
A full calculation of u˜1 including many defects is not analytically tractable as of now, but for weak phase gradients
if we approximately linearize Q assuming S ≃ 1 to be constant in the far-field, then the phase due to various defects
just adds up linearly. In this case, u˜1 ≃ 2α¯(∂yθ, ∂xθ) and using Eq. S25 for the phase gradient gives
u˜1(r) = 2α¯σ3 ·∇
∑
j 6=i
qj ln
∣∣∣∣r− rja
∣∣∣∣ , (S26)
where σ3 is the third Pauli matrix (so σ3 ·∇ = (∂x,−∂y)). Including a “second” active coefficient [S5], we have an
additional force contribution to the right hand side of the flow equation (Eq. S2) ∼ α′Q · (∇ ·Q). This term does not
affect the self-propulsion of a +1/2 defect, but it does contribute a term ∼ α′∇θ to the flow entrainment term u˜1. As
is evident, both active terms are comparable to the passive elastic one and in general generate an anisotropic, linear
in activity, correction to the Frank elastic constant. This is akin to effectively having a different bend (K3) and splay
(K1) elastic constant. Depending on where one is in parameter space, the linear active corrections to nematic elasticity
may be stabilizing or destabilizing in nature, recovering the same effect obtained in a linear stability calculation about
the homogeneous ordered state [S4, S5]. In all of our work, we shall remian in the regime where both K1 and K3 are
always positive even after including the linear activity corrections, allowing for a stable base nematic. Additionally,
upon including fluctuations in a homogeneous active nematic, following the arguments in Ref. [S6], the α¯ contribution
to u˜1 in Eq. S26 being anisotropic, is irrelevant on large scales, hence we neglect it in our calculations and discussion
in the main text.
II. DERIVATION OF POLARIZATION DYNAMICS OF THE +1/2 DISCLINATION
Here we obtain the dynamics of the polarization vector ei(t) = a∇ · Q(r+i (t)) for the ith +1/2 defect. Let
E(r, t) = a∇ ·Q. Then ei(t) = E(r+i (t), t). Taking a time derivative we get
dei(t)
dt
= ∂tE(r
+
i , t) +
dr+i
dt
·∇
r
+
i
E(r+i , t) . (S27)
From the previous section (Sec. I), we found the self-induced rotation of the +1/2 defect to be zero (ω = 0) at the
order we are working, so we do not include it here and don’t consider it further. This simplifies things greatly as
it allows us to set the time-dependent rotation matrix to the constant unit tensor (R = 1). As ∂tE = 0 in the
quasistatic approximation, we only have the second term. We shall address the implications of relaxing this upon
including smooth director distortions in the next section (Sec. III). Writing vi(t) = r˙
+
i (t) (the +1/2 defect velocity)
and using the definition of E, we have
dei(t)
dt
= avi(t) ·
(
lim
r→ri(t)
∇∇ ·Q(r, t)
)
. (S28)
5Computing ∇∇ · Q perturbatively about the stationary equilibrium defect, we expand Eq. S7 as before to O(η)
(where v, α¯ ∼ η). As we eventually have to take the r→ ri(t) limit (at the center of the defect core), we find it easier
to expand in S and θ instead of the complex variable χ. Using the same notation as before and setting ω = 0, Eq. S7
in terms of S and θ is given as
(u− v) ·∇S = (λ¯1 − λ¯3S2)Re
{
e−2iθD
}− λ¯3S2Re{e2iθD∗}+ λ2S∇ · u+ (1− S2)S +∇2S − 4S|∇θ|2 , (S29)
2(u− v) ·∇θ −∇× u =
(
λ¯1
S
− λ¯3S
)
Im
{
e−2iθD
}− λ¯3S Im{e2iθD∗}+ 2∇2θ + 2
S
∇S ·∇θ . (S30)
We have dropped the subscript i to keep the notation uncluttered. Writing S = S0(r) + ηS1 + O(η2) and 2θ =
ϕ+2θ0+ η2θ1+O(η2) (θ0 is a constant setting the orientation of the +1/2 defect polarization), we use Eqs. S15, S16
and S17 to get the following linearized equations
−α¯
(
S′0 +
S0
r
)
sin(ϕ− 2θ0)
r
+
|v| sinϕ
r
+ α¯ sin(ϕ− 2θ0)
(
S′′0 +
S′0
r
− S0
r2
)
= 2∇2θ1 + 2
S0
S′0∂rθ1 +
1
S0
∂ϕS1
r2
, (S31)(
1− 3S20 −
1
r2
)
S1 +∇2S1 − 2S0
r2
∂ϕθ1 = α¯
(
S′0 +
S0
r
)
S′0 cos(ϕ− 2θ0)− |v|S′0 cosϕ
−α¯ [λ¯1 − 2λ¯3S20 + λ2S0 cos(ϕ− 2θ0)]
(
S′′0 +
S′0
r
− S0
r2
)
. (S32)
Here the defect is centered at the origin and v has been taken along the x-axis without loss of generality. Note that
for θ0 6= 0, π, the defect polarization e is not aligned with its velocity v. We note, by inspection that the following
ansatz solves the above equations,
S1 = ψ0(r) + ψ1(r) cosϕ+ ψ2(r) cos(ϕ− 2θ0) , (S33)
θ1 = Θ1(r) sinϕ+Θ2(r) sin(ϕ− 2θ0) . (S34)
The first order corrections (ψ0,1,2(r) and Θ1,2(r)) satisfy the following equations.
2
(
Θ′′1 +
Θ′1
r
− Θ1
r2
)
+
2S′0
S0
Θ′1 −
ψ1
S0r2
− |v|
r
= 0 , (S35)
α¯
[
S0(1− S20) +
1
r
(
S′0 +
S0
r
)]
+ 2
(
Θ′′2 +
Θ′2
r
− Θ2
r2
)
+
2S′0
S0
Θ′2 −
ψ2
S0r2
= 0 , (S36)(
1− 3S20 −
1
r2
)
ψ0 + ψ
′′
0 +
ψ′0
r
= α¯S0(λ¯1 − 2λ¯3S20)(1− S20) , (S37)(
1− 3S20 −
2
r2
)
ψ1 + ψ
′′
1 +
ψ′1
r
− 2S0
r2
Θ1 + |v|S′0 = 0 , (S38)(
1− 3S20 −
2
r2
)
ψ2 + ψ
′′
2 +
ψ′2
r
− 2S0
r2
Θ2 = α¯
[
S′0
(
S′0 +
S0
r
)
+ λ2S
2
0(1 − S20)
]
. (S39)
Using the first order solution, we expand de/dt to O(η) (not counting the explicit factor of v multiplying ∇∇ ·Q in
Eq. S28). Projecting de/dt along and transverse to e, we have
1
|e|2 e ·
de
dt
= η|v|
[
2S′0(0)Θ
′
1(0) + 3ψ
′′
1 (0)
4S′0(0)
+ cos 2θ0
(
2S′0(0)Θ
′
2(0) + 3ψ
′′
2 (0)
4S′0(0)
)
+O(η)
]
, (S40)
1
|e|2 e×
de
dt
= −η|v|
(
sin 2θ0
6S′0(0)Θ
′
2(0) + ψ
′′
2 (0)
4S′0(0)
+O(η)
)
. (S41)
As r → 0 (at the core of the defect), the scalar order parameter must vanish (S → 0). Taking the r → 0 limit of the
first order equations (Eqs. S35-S39), we can deduce the leading behaviour of all the first order corrections for small
r. Requiring that the physical solution not blow up at the core and χ be single valued, we obtain
ψ0(0) = ψ1(0) = ψ2(0) = 0 , Θ1(0) = Θ2(0) = 0 , (S42)
ψ′0(0) = λ¯1α¯S
′
0(0) , ψ
′
1(0) = ψ
′
2(0) = 0 , (S43)
ψ′′1 (0) = −|v|S′0(0) , ψ′′2 (0) = 2α¯S′0(0)2 , ψ′′0 (0) = 0 , (S44)
Θ′1(0) =
|v|
4
, Θ′2(0) = −
α¯
2
S′0(0) . (S45)
6Using this, along with the fact that |e| = 2S′0(0) +O(η) (a ∼ ξ) and writing |v| cos 2θ0, |v| sin 2θ0 in terms of scalar
and cross products of v and e, we obtain for the ith +1/2 disclination (now setting the book-keeping parameter η = 1)
dei
dt
= −5
8
vi · (vi − α¯ei) ei − α¯
8
(vi × ei)ǫ · ei , (S46)
with vi = r˙
+
i (t) as the +1/2 defect velocity. Restoring appropriate dimensional units, we obtain the equation quoted
in the main text.
III. NON-QUASISTATIC SOLUTION: ROTATIONAL DIFFUSION
In the previous section, the systematic part of the polarization dynamics was derived from the deterministic equa-
tions for the evolution of Q. In particular the equation was derived under the assumption of having a single isolate
+1/2 defect in whose comoving and corotating frame, the dynamics is stationary. There are two effects that invalidate
this assumption - the presence of noise which induces random fluctuations in the local frame and the contribution of
the motion of other distant defects (over and above their effect included in vi through the passive Coulomb interac-
tion). We shall include both here. As we interested in the term ∂tE (Eq. S27) in the local defect frame, the main
contribution comes from the slow relaxation of director distortions and not from the fast relaxation of the scalar order
parameter. Working then in the pure-phase approximation, we have
θ(r, t) =
∑
i
qiϕ(r− ri(t)) + δθ(r, t) + θ0 , (S47)
where θ0 is a constant, ϕ(r) = tan
−1(y/x) is the angle function and qi = ±1/2 are the defect strengths. The
decomposition of θ(r) is unambiguous if we demand δθ to be smooth and univalued everywhere so that ∇×∇δθ = 0.
This captures all the smooth distortions of the director field present along with the topological defects. Deep in the
ordered phase of a fluctuating 2d nematic liquid crystal (even when active), the smooth and single-valued director
distortions analogous to “spin-waves” in magnets are a broken symmetry variable and so they are long-lived and easy
to excite at low noise. These fluctuations cause random rotations of the +1/2 defect polarization. The smooth phase
fluctuations in a 2d dry active nematic (number conserving [S6] or not [S7]) satisfy
∂tδθ =
K
γ
∇2δθ + f(r, t) , (S48)
at long wavelengths, where f(r, t) is non-conserving white noise with zero mean and correlation 〈f(r, t)f(r′, t′)〉 =
2∆δ(r− r′)δ(t− t′). Using Eq. S47 we obtain for ∂tE(r, t) = ∂t∇ ·Q(r, t) evaluated at the ith defect core,
lim
r→r+
i
(t)
∂tE(r, t) = −ǫ · ei

ωi + 2∑
j 6=i
qjωj + 2∂tδθ(r
+
i )

 , (S49)
where we have ωj = rˆj ×∂trˆj as the rotation speed of the jth defect (both ±1/2). Note that all the terms above being
purely transverse, correspond to a torque on the polarization ei. At leading order in perturbation theory, as shown in
Sec. I, we obtain the self-induced rotation ωi = 0 for all the defects. That leaves us with the torque due to the elastic
director distortions encoded in ∂tδθ. Note that specifying the positions and orientations of defects does not uniquely
define the smooth director distortion to interpolate between the defects. For a given configuration of defects and an
independently specified smooth director phase δθ, one can solve Eq. S48 setting the noise f = 0, to obtain the torque
experienced by the defects due to the particular imposed director configuration. This is precisely the computation
performed by Vromans and Giomi [S8], albeit numerically. Tang and Selinger [S9] recognize the fact that for a given
orientation of defects, there exist multiple interpolations of the smooth director field, all with differing energies. In
the absence of noise (f = 0), one can recover what both Refs. [S8, S9] call “elastic torques” by rephrasing Eq. S48 as
an initial value problem to compute the torque 2∂tδθ for the given configuration.
In the presence of noise, all the smooth director distortions must be accounted for (even those with a higher energy),
just with the appropriate statistical weight. Hence at steady state the relevant “elastic” contribution to the torque
in a fluctuating description is actually stochastic and not deterministic. Using Eq. S48, we have
∂tδθ(ri(t), t) =
ˆ
d2q
(2π)2
ˆ
dω
2π
(−iω)fq,ω e
−iωt+iq·ri(t)
−iω + (K/γ)q2 . (S50)
7One trivially has 〈∂tδθ(ri)〉 = 0 and evaluating its two-point correlation, we obtain
〈∂tδθ(ri(t), t)∂t′δθ(rj(t′), t′)〉 = 2∆
ˆ
d2q
(2π)2
ˆ
dω
2π
ω2
[ω2 + (K/γ)2q4]
e−iω(t−t
′)+iq·[ri(t)−rj(t
′)] , (S51)
= 2∆
{
δ(t− t′) δij
4πa2
− K
2γ
ˆ
d2q
(2π)2
q2 e−(K/γ)q
2|t−t′|+iq·[ri(t)−rj(t
′)]
}
(S52)
=
∆
2πa2
{
δ(t− t′)δij + a2
γ2
[
r2ij − 4(K/γ)|t− t′|
]
8K2|t− t′|3 e
−γr2ij/(4K|t−t
′|)
}
, (S53)
where rij = |ri(t) − rj(t′)| (rij ≥ 2a for t = t′, i 6= j) with a as the defect core size. The random torque due
to smooth director fluctuations has two parts, one that is delta-correlated and the other which retains memory of
the past trajectory of defects and is exponentially small for well separated defects. Deep in the ordered phase, as
a is a microscopic length scale, the second term in Eq. S53 is negligible in comparison to the white noise part.
Neglecting memory effects, we write 2∂tδθ(ri) =
√
2DRηi(t) and obtain the required rotational diffusion constant to
be DR = ∆/(πa
2). Neglecting active corrections to the noise, the translational noise in the defect dynamics is then
µT ∼ ∆ and hence DR ∼ µT/a2 which gives ℓR ∼ a as stated in the main text.
IV. LONGITUDINAL NOISE IN POLARIZATION DYNAMICS
Unlike the rotational noise that is more systematically derivable, as shown above, the longitudinal component of the
noise νi(t) is much harder to derive explicitly from noise in theQ equation of motion. This noise generates fluctuations
in the magnitude of the polarization |ei| and derives predominantly from noise in the scalar order parameter S. Within
the low activity expansion, we assume the noise to the same as at equilibrium, in which case one can infer its properties
by enforcing the fluctuation-dissipation theorem. In the absence of activity (v = 0), our deterministic dynamics for e
(Eq. S46 in dimensionful form) reduces to
e˙i = −5µ
2γ
8K
|∇iU|2 ei , (S54)
where we have also used the fact that, in equilibrium vi = −µ∇U is the deterministic part of either defect velocity. As
the dynamics is overdamped and relaxational, both positional and orientational (polarization) dynamics must derive
from a single energy functional.
In the one-Frank constant approximation at equilibrium, spatial rotations and order parameter rotations get decou-
pled and become independent symmetries of the system. By virtue of this enhanced symmetry, the joint probability
distribution of defect positions and polarizations must then decouple, with the positions governed by a Boltzmann
weight with respect to the pair potential U . This is also consistent with the derived deterministic dynamics, where
the positional dynamics is independent of ei when v = 0. Hence the |∇iU|2 term above in Eq. S54 is naturally viewed
as part of a kinetic coefficient governing the relaxation of the polarization.
In order to really determine what constitutes the thermodynamic force in Eq. S54, we need to write down the
energy involving ei. As ei = a∇ · Q(r+i ), to lowest order, the energetic contribution involving the polarization is
∼ |ei|2. This term penalizes gradients of the alignment tensor as is expected of the elasticity of a nematic liquid
crystal. Note that, a more complicated symmetry breaking mexican hat like potential for ei is unnatural as it favours
the spontaneous creation of gradients and modulation of nematic order. Including higher order even polynomials
is possible but it complicates the noise statistics by making it multiplicative. The simplest choice that retains just
additive noise is the quadratic energy, which is what we choose. The polarization ei itself being dimensionless, we
use K for units of energy (the only thermodynamic parameter available). With this in place, we write the energy as
K|ei|2/2, where the factor of two we have chosen arbitrarily (fixing an overall scale for ei) for convenience. In this
form, ei being an internal degree of freedom that depends on the defect core structure, the energy also represents the
simplest contribution to the core energy.
Putting it all together, we obtain the joint distribution of defect positions and polarizations at equilibrium to be
P 2Neq =
1
Z2N
e−U/T
N∏
i=1
(
K
2πT
e−K|ei|
2/2T
)
, (S55)
as quoted in the main text. This fixes the kinetic coefficient in Eq. S54 to be (5µ2γ/8K2)|∇iU|2 which upon
multiplying with 2T gives the two point correlation of the longitudinal noise νi(t).
8V. NEUTRAL ±1/2 DEFECT PAIR : FOKKER-PLANCK SOLUTION
Consider an isolated±1/2 neutral defect pair in an active nematic. The dynamics of their pair separation r = r+−r−
and the +1/2 polarization e is given by
r˙ = ve− 2µ∇U +
√
4µTξ(t) , (S56)
e˙ = −µγ
K
ζ · [µe|∇U|2 − v|e|2∇U]−√2DR ǫ · eη(t) + ν(t) , (S57)
where ζ = (1+ 4eˆeˆ)/8 and U(r) = (πK/2) ln(r/a). The corresponding Fokker-Planck equation is given by
∂tP + ve ·∇P+vµγ
2K
∇e ·
[
(e ·∇U)eP + 1
4
|e|2∇UP
]
= DR(e×∇e)2P + 2µ∇ · [P∇U + T∇P ] + 5µ
2γ|∇U|2
8K2
∇e · [KeP + T∇eP ] . (S58)
Taking moments of the polarization, ρ(r) =
´
d2e P (r, e), w(r) =
´
d2e eP (r, e) and M(r) =
´
d2e eeP (r, e), we
have
∂tρ+ v∇ ·w = 2µ∇ · [ρ∇U + T∇ρ] , (S59)
∂tw+ v∇ ·M− vµγ
2K
[
M ·∇U + tr(M)
4
∇U
]
= −
(
DR +
5µ2γ|∇U|2
8K
)
w + 2µ∇ · [∇Uw + T∇w] , (S60)
∂tM = −4DR
(
M+ tr(M)
1
2
)
+ 2µ∇ · (∇UM+ T∇M)− 5µ
2γ|∇U|2
4K2
(KM− Tρ1) . (S61)
where we have neglected all three and higher point correlations of the polarization and set 〈eee〉 ≃ 0 as a closure
ansatz for the moment hierarchy. As we shall see below, this closure is well-controlled in the small activity expansion.
Upon integrating out the polarization, by rotational symmetry, we have ρ = ρ(r), w = w(r)rˆ andM = A(r)1+B(r)rˆrˆ,
where r = |r| and rˆ = r/r.
At equilibrium (v = 0), w = 0, B = 0 and all higher order odd moments vanish as well. Hence for small activity, we
can estimate that to leading order 〈eee〉 ∼ vρ/r at least, as any anisotropy must derive from ∇U ∼ 1/r. Similarly,
the anisotropic part of M, B must also decay at least as fast as ∼ v2ρ/r2 at leading order in v (it is even in v as M
is even in e). We shall use these estimates below to argue their neglect.
We now wish to eliminate the fast dynamics of w and M to obtain a steady state solution for the density ρ. We
let tr(M) = 2A+B ≡ m and obtain an equation for m as
∂tm = 2µ∇ · (∇Um+ T∇m)− 5µ
2γ|∇U|2
4K2
(Km− 2Tρ) . (S62)
Balancing the order of various terms in this equation, we obtain that m ∼ ρ in terms of scaling. Comparing this
against the estimate for the anisotropic part B ∼ v2ρ/r2, we find that B is negligible at large distances and small
activity and hence it can be safely discarded. In addition, including third order moments, they all enter Eq. S62 with
an additional factor of ∼ v/r (from either active advection or the active torques), which in total combine to give a
correction of order ∼ v2ρ/r2. Just like B, this contribution is also negligible compared to the terms retained and
justifies our closure scheme to leading order in activity and at large distances.
At large distances, the fast mode w relaxes on time scales ∼ D−1R and can be slaved to m with the result by
neglecting ∂tw, to leading order in the gradients,
w = − v
2DR
[
∇m− 3µγ
4K
m∇U
]
+O
(
v
m
r3
)
. (S63)
This equation can then be used to also eliminate w from the density equation, with the result
∂tρ = 2µ∇ ·
[(
ρ− 3γv
2
16KDR
m
)
∇U + T∇ρ+ v
2
4µDR
∇m
]
. (S64)
We now seek a steady state solution of the coupled equations (S62) and (S64) by letting ∂tm = ∂tρ = 0. Since we
are intersted in the behavior for large pair separation, we seek to solve the equations to leading order in the gradients.
9Na¨ıvely one may be tempted to write a solution of Eq. (S62) as mss = (2T/K)ρss, but the fact that the last term
on the right hand side of Eq. (S62) is proportional to |∇U|2 invalidates this simple approximation. We then have the
following two coupled equations for ρss and mss
ρss =
K
2T
{
mss − 8K
5µγ
∇ · [∇Umss + T∇mss]
|∇U|2
}
. (S65)[
ρss − 3γv
2
16KDR
mss
]
∇U + T∇ρss + v
2
4µDR
∇mss = c , (S66)
where c is an arbitrary constant. In the absence of currents at steady state, c = 0. Substituting Eq. S65 into Eq. S66
and using U(r) = (πK/2) ln(r/a), we obtain a homogeneous differential equation of Cauchy-Euler form,
5π3µγ(8DRK
2 − 3Tv2γ)mss(r) = 8r
[−5π2Tv2γ + 2DR(8(Kπ + 2T )2 − 5Kπ2Tµγ)]m′ss(r)
+ 512DRT (Kπ + 3T ) r
2m′′ss(r) + 512DRT
2 r3m′′′ss(r) , (S67)
where we have set c = 0 and the prime denotes a derivative with respect to r. This equation is solved by a power law,
mss(r) = m0(r/a)
−η, where the undetermined exponent η satisfies the following cubic equation,
512DRTη
2(Kπ − Tη) + 8π2η[5v2Tγ + 2DRK(5Tµγ − 8K)] + 5π3µγ(3v2Tγ − 8DRK2) = 0 . (S68)
Of the three roots to this equation, we must only use the branch that connects to the equilibrium exponent η = Kπ/2T
when v = 0. Perturbatively expanding the exponent η around v = 0, we have
η =
Kπ
2T
− πv
2
4µDRT
(
1 + µγ
3T
4K
)
+O(v4) . (S69)
The next order correction to η at O(v4) will also involve the neglected terms B and the third moment 〈eee〉. Using
the power law form of mss(r) in Eq. S65 we get
ρss(r) ∝ (r/a)−η , (S70)
as well, with the overall prefactor fixed by normalization (
´
d2r ρss(r) = 1). Note that η > 2 for the distribution to
be normalizable. This immediately gives the effective potential defined as Ueff(r) = −T ln ρss(r) to be
Ueff(r) = ηT ln
∣∣∣ r
a
∣∣∣ , (S71)
with η given by Eq.(S69), as quoted in the main text (ηT ≡ πKeff/2). Correspondingly, the unbinding transition can
be directly inferred from ρss by when η ≤ 4 which gives the same critical activity line as quoted in the main text.
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