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a b s t r a c t
In this paper, amulti-item economic order quantity (EOQ)model is considered inwhich the
cost parameters are of fuzzy/hybrid nature under two types of resources — (a) resources
as fuzzy quantities; (b) resources as fuzzy and fuzzy-random quantities. The unit cost
depends on demand rate. The time horizon is taken to be infinite. We find the average
cost for the model, which is a function of order quantity and demand rate and also of some
hybrid parameters. When the resources are fuzzy quantities, the problem is transformed
into its equivalent unconstrained deterministic form by using a surprise function for the
constraints. The problem involving hybrid number is again equivalently rewritten as a
multi-objective (minimization of the mean of the objective function and variance function
of the distribution) inventory problem. Introducing new variables we transform the terms
of the functions into signomial types. Using fuzzy multi-objective solution procedure we
solve the problem throughGeometric Programming approach. Sensitivity analysis has been
performed to study the effect of different weights considered for mean objective function
and variance function.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In most of the economic order quantity (EOQ) models, researchers considered unit purchase cost as constant. This
assumption is not true in reality. Unit cost is dependent on demand. In an EOQ system the number of units ordered to meet
the demand is demand dependent. So, tomeet high demand, order formore quantities is placed.When the ordered quantity
is high, generally some discount is offered to purchase the items. Therefore the unit cost will be reduced if the number of
units ordered is large and vice versa. Cheng [1,2] developed some inventory models in crisp environment with demand
dependent unit cost and solved them using geometric programming (GP) technique. This investigation did not include the
fuzzy-stochastic environment and constraints on the system, which have been taken into account in the present analysis.
In reality, the available information can be deterministic, probabilistic or fuzzy. This information is concerned with
the mathematical models in the area of management sciences. Some parameters in inventory problems normally are not
crisp ones but their values occur according to some probability distribution and are modeled as random variables. Some
other parameters, in the industrial scenario, may be understood and/or described by the decision maker with vagueness
and this uncertainty is different from the uncertainty in stochastic sense. In order to incorporate this type of uncertainty
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(non-stochastic sense), fuzzy set theories are used. To this end, the pioneers of stochastic programming were Kall [3],
Vajda [4], etc. and fuzzy linear programming was extensively developed by Bellman et al. [5], Dubois et al. [6], Zadeh [7],
Zimmermann [8] etc.
But in many practical situations, knowledge about the data (such as cost parameters in inventory problems) is neither
purely probabilistic nor possibilistic but rather a blend of both kinds (cf. [9]). Suppose for example, ‘there is a 80% chance
in high quality production from a particular machine’. Here, the concept of ‘80% chance’ is borrowed from stochastic sense
whereas the linguistic ‘high quality’ comes from possibilistic sense. A blend of several types of information is encountered
in realistic models to furnish an excellent depiction of the phenomenon which leads to the concept of hybridization. This
means that randomness and impreciseness can be combined simultaneously to represent the real world as it is perceived.
Such combinations may be represented by hybrid numbers, random fuzzy numbers, random fuzzy subsets, expectation of
fuzzy sets, possibility of random variables, and several others. These novel concepts will be described in view of applications
in human sciences but such tools can be also used in every scientific research such as operations research, etc. Again a
parameter may have different fuzzy values in nature with some non-fuzzy probabilities. These parameters are called fuzzy-
random parameters. For example, a company may have different securities, share etc. and by selling these they may raise
their capital for budget investment to buy new products which are to be supplied. Since the share market is probabilistic,
the amount of money extracted from the market is random. The amount may be ‘‘around $10 million with probability 0.3’’,
‘‘about $15 million with probability 0.5’’ etc.
Also EOQ models deal with the minimization of the sum of set-up cost, production/procurement cost, holding cost
etc. Recently, Mandal et al. [10] investigated a multi-objective fuzzy inventory model with three constraints using fuzzy
geometric programming approach. They formulated the model with fuzzy parameters only in fuzzy environment and then
solved it usingmodified geometric programming technique. But, an organizationmust face the changing scenariowhere the
values of different cost parameters are changing in different ways. In general the parameters may be uncertain in nature in
fuzzy-stochastic sense. This variation may happen in two different ways; (i) some parameters may vary in such a way that a
part is fuzzy and another part is random in nature.These parameters are called hybrid parameters. Herewe consider the cost
parameters as hybrid numbers; (ii) some parameters may be fuzzy random i.e. they become fuzzy with some probability.
We consider here some resources as fuzzy-random quantities.
We consider here two types of models. For the first model, cost parameters are hybrid and resources are fuzzy; in the
second, the cost parameters are hybrid and resources are fuzzy and fuzzy random.
Some fuzzy constraints can be transformed into its equivalent deterministic forms by introducing a surprise function
(cf. [11]). Lodwick and Bachman [12] used surprise function technique to convert a fuzzy possibility/necessity optimization
problem into a deterministic one. By this technique, the objective function becomes of rational form. Then introducing new
variables, the terms of the problem are converted to signomial types and solved by generalized geometric programming
method (cf. [13]). Geometric programming technique has some distinctive features with respect to nonlinear optimization
of posynomial/signomial functions. This method has been applied to different fields of Science and Engineering. Several
authors have used this in inventory control system also. Cao [14,15] developed fuzzy posynomial geometric programming
technique along with its duality for the solution of single and multi-objective problems using L-R fuzzy coefficients. Liu [16,
17] also solved some fuzzy machining models with fuzzy exponents and coefficients based on the duality of geometric
programming and by using a variable substitution technique. Roy and Maiti [18] used geometric programming technique
to solve both single item and multi-item fuzzy inventory problems.
But, the models mentioned above deal with the fuzzy coefficients/parameters only. None has considered the blended
models taking both fuzzy and fuzzy-random (hybrid) coefficients/parameters into account. Moreover, in some formulations,
constraints, if any, have been dealt with conventionally. In this present model, both fuzzy and hybrid numbers are taken as
coefficients/parameters and the constrained problem is converted to an unconstrained one using a surprise function in
possibility sense.
The objective of this paper is to provide a framework to an EOQ model in fuzzy-stochastic environment. Here, cost per
unit of an item is dependent on demand. The cost parameters are not precise in general. They are represented by numbers
which are both fuzzy and randomwith a certain probability density function, known as hybrid numbers. In space and budget
constraints, total available space of thewarehouse and the total budget are considered here as fuzzy and fuzzy/fuzzy random
respectively. Finally each model is converted into a multi-objective inventory problem, which minimizes the mean total
cost and alsominimizes the total dispersion value of the cost function. The total cost and its dispersionmay fluctuate within
some range i.e. the goals of the objective functions are fuzzy in nature. Following the procedures of crispitization of fuzzy
and fuzzy-random parameters and reducing the multi-objective optimization problem to a single objective optimization
one using a surprise function, the problem is solved by GP method. Numerical examples are given to illustrate the models.
The sensitivity analysis is presented due to change of the preference values of the objective functions.
2. Generalized geometric programming method
The general constrained signomial geometric programming problem is of the following form:
Primal problem:
Min f0(x) (1)
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subject to,
fj(x) ≤ σj, (j = 1, 2, . . . ,m),
xi > 0, (i = 1, 2, . . . , n)
where
fj(x) =
Nj∑
k=1
σjkcjk
n∏
i=1
x
ajki
i (for j = 0, 1, 2, . . . ,m)
σj = ±1 (for j = 1, 2, . . . ,m),
σjk = ±1, (for j = 0, 1, 2, . . . ,m; k = 1, 2, . . . ,Nj),
x ≡ (x1, x2, . . . , xn)T.
The degree of difficulty of problem (1) is DD =∑mj=0 Nj − n− 1.
Primal problem (1) has a related maximization problem, called dual problem, which is as follows.
Dual problem:
Max d(w) = σ0
[
m∏
j=0
Nj∏
k=1
(
cjkwj0
wjk
)σjkwjk]σ0
(2)
subject to
N0∑
k=1
σ0kw0k = σ0, (Normality condition)
m∑
j=0
Nj∑
k=1
σjkajkiwjk = 0, (i = 1, 2, . . . , n) (Orthogonality conditions)
where,
σj = ±1, σjk = ±1, (j = 1, 2, . . . ,m; k = 1, 2, . . . ,Nj),
σ0 = +1 or − 1 and non-negativity conditions
wj0 ≡ σj
Nj∑
k=1
σjkwjk ≥ 0, wjk ≥ 0, (j = 1, 2, . . . ,m; k = 1, 2, . . . ,Nj) and w00 = 1.
Solving the above dual weights using the normality and orthogonality conditions we get the optimal values of the dual
variables, and then the optimal value of the dual function d(w∗) is obtained. The optimal values of the primal variables are
obtained from the following equations
d(w∗)w∗jk = cjk
n∏
i=1
x
ajki
i , j = 0, 1, 2, . . . ,m; k = 1, 2, . . . ,Nj,
and the optimal value of the objective function is d(w∗).
The above procedure is applicable for the nonlinear problems consisting only of signomial forms but it does not directly
apply to problems containing other types of functions. However, such functions can often be transformed into posynomial
or signomial forms through an appropriate change of variable.
Consider a nonlinear programming problem of the following form:
Min f (x) = g(x)+
[
q(x)
1− h(x)
]a
, (3)
x > 0, a > 0, where g(x), q(x) and h(x) are possibly multi-term functions of posynomial or signomial form. Moreover we
assume that the functions q(x) and 1− h(x) are positive. Otherwise, the direction of the transformed constraint inequalities
would have to be guessed prior to problem solution. This generalized formulation is not directly solvable using geometric
programming; however, under a simple transformation it can be changed into standard geometric programming form.
Let
y1 = q(x) and y2 = 1− h(x) (cf. [13])
and replace problem (3) with the following one.
Min f (x) = g(x)+ ya1y−a2 (4)
subject to
y−11 q(x) ≤ 1 and y2 + h(x) ≤ 1, x = (x1, x2, . . .) > 0, y1 > 0, y2 > 0.
Problem (4) is a standard geometric problem. If there are more rational terms, we can transform the problem into standard
geometric programming problem creating more variables and solve the problem as discussed above.
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Fig. 1. Membership function of TFN a˜.
3. Fuzzy number
The theory of fuzzy sets introduced by Zadeh [7] was developed to describe vagueness and ambiguity in the real world
system. Zadeh defined a fuzzy set a˜ in a universe of discourse X as a class of objects with a continuum of grades of
memberships. Such a set is characterized by a membership function µa˜(x) which associates with each point x in X a real
number in the interval [0, 1]. µa˜(x) represents the grade of membership of x in a˜.
A fuzzy set a˜ in the universe of discourse R (set of real numbers) is called a fuzzy number if it satisfies the following
conditions:
(i) a˜ is normal i.e. there exists at least one x ∈ R such that µa˜(x) = 1.
(ii) a˜ is convex.
(iii) the membership function µa˜(x), x ∈ R is at least piecewise continuous.
3.1. Triangular fuzzy number
Triangular fuzzy number (TFN) (a˜) (cf. Fig. 1) is the fuzzy number with the membership function µa˜(x), a continuous
mapping: µa˜(x) : R→ [0, 1], where
µa˜(x) =

0 for −∞ < x < a1
x− a1
a2 − a1 for a1 ≤ x < a2a3 − x
a3 − a2 for a2 ≤ x ≤ a3
0 for a3 < x <∞.
(5)
3.2. η-cut of a fuzzy number
An η-cut of a fuzzy number a˜ is defined as a crisp set
aη = {x : µa˜(x) ≥ η, x,∈ R} where η ∈ [0, 1].
3.3. Approximate value of triangular fuzzy number (TFN)
According to Kaufmann and Gupta [9], the approximated value of TFN a˜ ≡ (a1, a2, a3) is given by aˆ = a1+2a2+a34 .
3.4. Algebraic operation of fuzzy numbers
Addition: Let a˜ = (a1, a2, a3) and b˜ = (b1, b2, b3) be two triangular fuzzy numbers. Using max–min convolution on
fuzzy numbers a˜ and b˜ the membership function of the resulting fuzzy number a˜ (+) b˜ can be obtained as µa˜(+)b˜(z) =∨z=x+y(µa˜(x) ∧ µb˜(y)), ∀ x, y, z ∈ R, where the symbols ‘∧’ and ‘∨’ are used for minimum and maximum respectively. In
short we can write
a˜ (+) b˜ = (a1, a2, a3) (+) (b1, b2, b3) = (a1 + b1, a2 + b2, a3 + b3) .
Scalar multiplication: For any real constant k,
ka˜ =
{
(ka1, ka2, ka3) for k ≥ 0
(ka3, ka2, ka1) for k < 0.
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Fig. 2. Two TFN a˜ and b˜ and Pos(a˜ ≥ b˜).
3.5. Fuzzy possibility techniques
Let a˜ and b˜ be two fuzzy quantities with membership functions µa˜(x) and µb˜(x) respectively. Then according to Dubois
and Prade [6], Liu and Iwamura [19,20]
Pos(a˜ ∗ b˜) = sup{min(µa˜(x), µb˜(y)), x, y,∈ R, x ∗ y} (6)
where the abbreviation ‘Pos’ represents possibility and ∗ is any of the relations<,>,=,≤,≥.
If a˜ and b˜ are two fuzzy numbers defined on R and c˜ = f (a˜, b˜) where f : R × R → R is a binary operation then the
membership function µc˜ of c˜ is defined as
µc˜ (v) = sup{min(µa˜(x), µb˜(y)), x, y,∈ R and v = f (x, y),∀v ∈ R}. (7)
Possibility of imprecise constraints:
Let us consider the constraint a˜ ≥ b˜. This can be represented in possibility sense as Pos(a˜ ≥ b˜). Let a˜ = (a1, a2, a3) and
b˜ = (b1, b2, b3) be two triangular fuzzy numbers. For these fuzzy numbers, from Fig. 2, it is clear that
Pos(a˜ ≥ b˜) =

1 for a2 ≥ b2
ζ = a3 − b1
b2 − b1 + a3 − a2 for a2 < b2, a3 > b1
0 for a3 ≤ b1.
(8)
3.6. Surprise function
In a goal satisfaction problem, attempt is made to attain a set of goals. When the goals are uncertain, a best compromise
can be found by minimization of the surprise function associated with the fuzzy goal. For fuzzy constraints like wq ≤ W˜ ,
where W˜ is a fuzzy target value, the surprise function approach seeks the best compromise solution in the constraints instead
of maximizing the α-levels of all constraints to the same degree as in [21,8]. It maximizes the overall combined α-levels by
applying a dynamic penalty to violations of constraints as measured by a surprise function (cf. [11]) as follows.
wq ≤ W˜
m
wq = ξ
where
µ(ξ) = pos(W˜ ≥ wq). (9)
The deterministic form of (9) is obtained following (8). This is given by
µ(ξ) = W3 − wq
W3 −W2 , (10)
where,W is represented by a triangular fuzzy number (W1,W2,W3).
Next the surprise function is obtained from the membership functions µ(ξ), using the equation
s(ξ) = ((µ(ξ))−1 − 1)2. (11)
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4. Random variable
Let L1 (=(m1, σ 21 )) be a continuous random variable with probability density function (pdf) fL1(l1) whose mean and
variance are m1 and σ 21 respectively. Similarly, let L2 (=(m2, σ 22 )) be another random variable with pdf fL2(l2). If L1 and L2
are two independent random variables, then we have the following algebraic operations:
Addition:
L1 [+] L2 = (m1, σ 21 ) [+] (m2, σ 22 ) = (m1 +m2, σ 21 + σ 22 ).
Here, according to sum–product convolution L (=L1 + L2) is a random variable with the same type of pdf fL(l) =(∫
R f1(l− l2)f2(l2)dl2
)
with meanm (=m1 +m2) and variance σ 2 (=σ 21 + σ 22 ).
Scalar multiplication:
kL1 = (km1, k2σ 21 ). Here kL and L have the same type of pdf.
5. Hybrid number (Ref. [9])
Assume A˜ (=(A˜, L)) is a hybrid number. Here the couple (A˜, L) represents the addition to a fuzzy number with a random
variable without altering the characteristic of each one and without decreasing the amount of available information where
A˜ is a fuzzy number and L is the random variable with density function fL(l). Let A˜1 (=(A˜1, L1)) and A˜2 (=(A˜2, L2)) be two
hybrid numbers in R where fL1(l1) and fL2(l2) are the pdfs of L1 and L2 respectively. So a hybrid convolution for addition
will be defined as following (A˜1, L1)⊕ (A˜2, L2) = (A˜1 (+) A˜2, L1 [+] L2) = (A˜1 (+) A˜2, L) = (A˜, L), where (+) represents the
max–min convolution for addition of fuzzy subsets and [+] represents the sum–product convolution for addition of random
variables. We denote the couple (A˜, L) by the symbol A˜ (+)′ L.
So, µA˜1(+)A˜2(z) = ∨z=x+y(µA˜1(x) ∧ µA˜2(y)), ∀ x, y, z ∈ R and f (l) =
∫
R
f1(l− l2)f2(l2)dl2 or
∫
R
f1(l1)f2(l− l1)dl1.
Note 1. A fuzzy number is a special case of a hybrid number if A˜ = (A˜, 0), where 0 is the trivial random variable with the
following probabilities:
P(l) = 1, l = 0,
= 0, l 6= 0.
Note 2. A random variable is also a special case of a hybrid number: L = (0˜, L), where 0˜ is the trivial fuzzy number with
membership function
µ0˜(x) = 1, x = 0,
= 0, x 6= 0.
Note 3. 0˜ = (0, 0) is the neutral for addition of hybrid numbers.
If C˜1 is a fuzzy cost, C2 is a random cost and C3 is a fixed cost then the total cost can be expressed as
C˜1 [+] C2 [+] C3 = (C˜1, 0) [+] (0, C2) [+] (0, C3) = (C˜1, C2 (+)′ C3) = (C˜1 (+) C3, C2). (12)
We can consider the fixed number like a sum of two parts C3 = C ′3 + C ′′3 and write for (12)
C˜1 [+] C2 [+] C3 = (C˜1 [+] C ′3, C2 [+] C ′′3 ). (13)
The mathematical expectation of a hybrid number is defined as follows.
A function φ(x) inR that is non-negative and monotonically increasing is:
∀x1, x2 ∈ R:
(x1 > x2)⇒ (φ(x2) ≥ φ(x1)) . (14)
For a closed interval ofR, [a1α, a
2
α] we have:[
φ(a1α), φ(a
2
α)
] ⊂ R (15)
and for l ∈ R:[
φ(a1α + l), φ(a2α + l)
] ⊂ R. (16)
If l is the value of the random variable L, the lower and upper bounds of (16) depend only on l for a given level α. The
mathematical expectation for each bound is now computed:
E
[
φ(a1α + l), φ(a2α + l)
] = [∫ l2
l1
φ(a1α + l).f (l)dl,
∫ l2
l1
φ(a2α + l).f (l)dl
]
. (17)
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Theorem ([9]). The membership function of the mathematical expectation of a hybrid number (A˜, L) is the membership of A˜
shifted by the mathematical expectation of L.
Proof. Using the intervals of confidence of level α:
Eα
(
A˜[+]L
)
=
[∫ l2
l1
(a1α + l).f (l)dl,
∫ l2
l1
(a2α + l).f (l)dl
]
=
[
a1α.
∫ l2
l1
f (l)dl+
∫ l2
l1
l.f (l)dl, a2α.
∫ l2
l1
f (l)dl+
∫ l2
l1
l.f (l)dl
]
= [a1α + E(l), a2α + E(l)] . (18)
Hence, in a hybrid sum, if the random variables satisfy their random expectation, they will have the same effect as ordinary
numbers, shifting the sum of fuzzy numbers. 
Using the notation (A˜, L) = A˜ (+)′ L, where A˜ is a triangular fuzzy number, the following example is illustrated.
Example. Let A˜1 = (3, 5, 9) (+)′ (6, 1.2) and A˜2 = (6, 7, 10) (+)′ (7, 1.8) be two hybrid numbers, then
A˜1 ⊕ A˜2 = [(3, 5, 9) (+)′ (6, 1.2)] ⊕ [(6, 7, 10) (+)′ (7, 1.8)]
= [(9, 11, 15) (+)′ (0, 1.2)] ⊕ [(13, 14, 17) (+)′ (0, 1.8)]
= (22, 25, 32) (+)′ (0, 3.0).
6. Fuzzy-stochastic programming
6.1. Probability of a fuzzy event
The imprecise events may be seen as fuzzy sets. The question of probabilities of such events may arise. Zadeh [22]
considered non-fuzzy probabilities of fuzzy events.
6.2. Non-fuzzy probability of a fuzzy event
Let X be a set of events {x1, x2, . . . , xn}with probabilities P(xi), that is 0 ≤ P(xi) ≤ 1, ∀ i and∑ni=1 P(xi) = 1.
A fuzzy event A˜ is a fuzzy set on X whose membership function is Borel measurable. The following relation is given by
Zadeh [22]
P(A˜) =
n∑
i=1
µA˜(xi)P(xi) (19)
where P(A˜) is the probability of the fuzzy event A˜. In viewof (19), the probability of a fuzzy event is defined as the expectation
of its membership function.
6.3. Fuzzy-stochastic nonlinear programming problem
Following Luhandjula [23], we consider the nonlinear programming problem
Min f (x) (20)
subject to
gi(x) ≤ ˆ˜bi, i = 1, 2, . . . ,m,
x = (x1, x2, . . . , xn) ≥ 0,
where ˆ˜bi’s are fuzzy-stochastic vectors with known probability distributions. This nonlinear program incorporates both
random and fuzzy uncertainties. We call it a fuzzy-stochastic nonlinear program. We want to reduce the above fuzzy-
stochastic nonlinear programming problem into a deterministic one.
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6.3.1. A deterministic version of fuzzy-stochastic constraints using non-fuzzy probabilities of fuzzy events
Let us represent each fuzzy-stochastic constraint gi(x) ≤ ˆ˜bi as a probabilistic set in the sense of Hirota [24], i.e. a fuzzy
set on X × Ωi with measurable membership function µi(x, ˆ˜bi) whereΩi is the sample space of the discrete fuzzy-random
variable ˆ˜bi. It is marked that for a given x ∈ X , gi(x) ≤ ˆ˜bi may be considered as a fuzzy event onΩi and µi(x, ˆ˜bi) expresses
the grade to which x fits the fuzzy-stochastic constraint gi(x) ≤ ˆ˜bi. The probability of this fuzzy event may be regarded as a
measure of the degree to which x is reliable.
The higher the probability P[gi(x) ≤ ˆ˜bi], the more the credibility of x. Deterministic constraints of (20) may now be
obtained by restriction to actions which are more attractive from the standpoint of this reliability measure. For instance one
may restrict to actions belonging to β =
{
x ∈ X
∣∣∣P[gi(x) ≤ ˆ˜bi] ≥ αi } with αi a satisfactory threshold fixed by the decision
maker.
Therefore following 6.3.1, problem (20) has the deterministic form as
Min f (x)
subject to
P
[
gi(x) ≤ ˆ˜b
]
≥ αi, i = 1, 2, . . . ,m,
x = (x1, x2, . . . , xn) ≥ 0,
or following (19)
Min f (x) (21)
subject to
E[µi(x, ˆ˜bi)] ≥ αi, i = 1, 2, . . . ,m,
x = (x1, x2, . . . , xn) ≥ 0,
where E[µi(x, ˆ˜bi)] denotes the expectation of µi(x, ˆ˜bi). We follow example-1 given by Luhandjula [23].
7. Proposed inventory model
7.1. Assumptions and notations
Assumptions
(i) The inventory system is an EOQ model and involves multiple items.
(ii) Unit cost is demand dependent.
(iii) Time horizon is infinite.
(iv) Lead time is zero.
(v) Shortages are not allowed.
Notations:
The inventory system involves n items and for the ith item (i = 1, 2, . . . , n) the following notations are used:
(i) Qi is the order quantity, a decision variable.
(ii) Di is the demand per unit time, a decision variable.
(iii) Cp0i = C0iD−βi is the unit cost of the item (βi > 1).
(iv) C˜1i is hybrid holding cost per unit item per unit time.
(v) C˜3i is hybrid set-up cost.
(vi) W˜ (Wˆ ) is the total available fuzzy (random) space area.
(vii) B˜ (Bˆ) is the fuzzy (random) total available budget.
(viii) wi is storage area per unit.
(Here ‘∼’ (∧) denotes fuzzification (randomization) of the parameters and a˜ denotes that a is a hybrid parameter.)
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7.2. Model formulation
A single period model with demand dependent unit price under storage and budget constraint is formulated as:
Min TC(D,Q ) =
n∑
i=1
(
C0iD
1−βi
i +
1
2
C1iQi + C3iDiQi
)
(22)
subject to
n∑
i=1
wiQi ≤ W ,
n∑
i=1
C0iD
−βi
i Qi ≤ B,
Di ≥ 0, Qi ≥ 0, i = 1, 2, . . . , n.
In the real life situation, the inventory cost parameters may not be precise in general; some costs may be uncertain which
arise from human thought process and also measurable in statistical sense. Such costs may be represented as hybrid costs.
In this section we propose that set-up costs, holding costs are hybrid numbers and the resources are fuzzy/fuzzy-stochastic
parameters.
We consider the above model in two different environments:
Model-1: Some cost parameters in objective function are considered as hybrid numbers and resource parameters as fuzzy
numbers.
Model-2: Some cost parameters in objective function are considered as hybrid numbers, some resource parameters as
fuzzy and some as fuzzy stochastic.
8. Model-1
Considering holding cost, set-up cost parameters as hybrid numbers and total available space area, total budget for
purchasing inventory as fuzzy quantities, problem (22) becomes
Min TC(D,Q ) =
n∑
i=1
(
C0iD
1−βi
i +
1
2
C˜1iQi + C˜3i
Di
Qi
)
(23)
subject to
n∑
i=1
wiQi ≤ W˜ ,
n∑
i=1
C0iD
−βi
i Qi ≤ B˜,
where C˜1i = (C1i1, C1i2, C1i3) (+)′ (mc1i , σ 2c1i ), C˜3i = (C3i1, C3i2, C3i3) (+)′ (mc3i , σ 2c3i ), W˜ = (W1,W2,W3), B˜ =
(B1, B2, B3),Di ≥ 0,Qi ≥ 0, i = 1, 2, . . . , n.
Following themathematical theory of hybrid numbers as described earlier the objective function of problem (23) reduces
to
Min EVTC(D,Q ) = ET C˜0(D,Q )(+)′(0, V (D,Q )) (24)
subject to
n∑
i=1
wiQi ≤ W˜ ,
n∑
i=1
C0iD
−βi
i Qi ≤ B˜,
where C˜1i = (C1i1, C1i2, C1i3) (+)′ (mc1i , σ 2c1i ), C˜3i = (C3i1, C3i2, C3i3) (+)′ (mc3i , σ 2c3i ), W˜ = (W1,W2,W3), B˜ =
(B1, B2, B3),Di ≥ 0,Qi ≥ 0, i = 1, 2, . . . , n, ET C˜0(D,Q ) = (ETC1(D,Q ), ETC2(D,Q ), ETC3(D,Q ))with
ETCj(D,Q ) =
n∑
i=1
(
C0iD
1−βi
i +
1
2
(C1ij +mC1i)Qi + (C3ij +mC3i)
Di
Qi
)
, j = 1, 2, 3,
V (D,Q ) =
n∑
i=1
(
σ 2C1i
Q 2i
4
+ σ 2C3i
D2i
Q 2i
)
.
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Let Ca1i = 14 (C1i1+2C1i2+C1i3) and Ca3i = 14 (C3 i1+2C3 i2+C3 i3). So the approximated value of ET C˜0(D,Q ) [cf. Section 3.3] is
AETC0(D,Q ) = 14 (ETC1(D,Q )+ 2ETC2(D,Q )+ ETC3(D,Q ))
=
n∑
i=1
(
C0iD
1−βi
i +
1
2
(Cˆ1i +mC1i)Qi + (Cˆ3i +mC3i)
Di
Qi
)
.
Hence problem (24) is reduced to a multi-objective fuzzy nonlinear programming problem as follows:
Min [AETC0(D,Q ), V (D,Q )] (25)
subject to
n∑
i=1
wiQi ≤ W˜ ,
n∑
i=1
C0iD
−βi
i Qi ≤ B˜,
where, W˜ = (W1,W2,W3), B˜ = (B1, B2, B3), Di ≥ 0,Qi ≥ 0, i = 1, 2, . . . , n.
8.1. Solution of model-1
Themulti-objective fuzzy nonlinear programming problem (25) is now reduced to amulti-objective crisp unconstrained
nonlinear programming problem by introducing surprise function [cf. Section 3.6] technique as follows:
Min[U1(D,Q ), V1(D,Q )] (26)
with,D > 0,Q > 0,
where
U1(D,Q ) = AETC0(D,Q )+

n∑
i=1
wiQi −W2
W3 −
n∑
i=1
wiQi

2
+

n∑
i=1
C0iD
−βi
i Qi − B2
B3 −
n∑
i=1
C0iD
−βi
i Qi

2
, (27)
V1(D,Q ) = V (D,Q )+

n∑
i=1
wiQi −W2
W3 −
n∑
i=1
wiQi

2
+

n∑
i=1
C0iD
−βi
i Qi − B2
B3 −
n∑
i=1
C0iD
−βi
i Qi

2
. (28)
Expressions (27) and (28) are obtained as follows.
We first convert the single objective problem
Min AETC0(D,Q ) (29)
subject to
n∑
i=1
wiQi ≤ W˜ ,
n∑
i=1
C0iD
−βi
i Qi ≤ B˜,
where,
W˜ = (W1,W2,W3), B˜ = (B1, B2, B3), Di ≥ 0, Qi ≥ 0, i = 1, 2, . . . , n,
into a deterministic as well as an unconstrained problem as
Min AETC0(D,Q )+ ((µ(ξ1))−1 − 1)2 + ((µ(ξ2))−1 − 1)2 [using (11)] (30)
where µ(ξ1) = W3−
∑n
i=1 wiQi
W3−W2 , µ(ξ2) =
W3−
∑n
i=1 C0iD
−βi
i Qi
W3−W2 [by (10)] with ξ1 =
∑n
i=1wiQi and ξ2 =
∑n
i=1 C0iD
−βi
i Qi. After
calculation, expression (30) is transformed to (27). We denote it by U1(D,Q ). Similarly the other objective is transformed
into an unconstrained problem. The justification for the expression in (30) is given in the following general way.We consider
the fuzzy constraint r ≤ a˜. Now Pos(r ≤ a˜) is defined as
Pos(a˜ ≥ r) =

1 if r ≤ a2
a3 − r
a3 − a2 if a2 ≤ r ≤ a3
0 if a3 ≤ r.
(31)
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When the value of r ≤ a2, there is no surprise i.e. surprise is zero which is reflected from formula (31). On the other
hand, when a2 ≤ r ≤ a3 and r2 is approaching a3, membership value µ(ξ) is decreasing. Therefore (µ(ξ))−1 increases
i.e ((µ(ξ))−1 − 1)2 increases and when µ(ξ) →0, ((µ(ξ))−1 − 1)2 → ∞ which satisfies the fact that as we approaches
towards a3 and we go beyond that surprise would be high and high. Due to the above logic, we express the objective in (29)
equivalently by (30).
We express the two objectives (27) and (28) into signomial forms following techniques discussed above as follows:
U2(X) = AETC0(D,Q )+ y21y−22 + y23y−24 ,
V2(X) = V (D,Q )+ y21y−22 + y23y−24 ,
where
y1 =
n∑
i=1
wiQi −W2, y2 = W3 −
n∑
i=1
wiQi, y3 =
n∑
i=1
C0iD
−βi
i Qi − B2,
y4 = B3 −
n∑
i=1
C0iD
−βi
i Qi, X = (D,Q , y).
We observe that yk’s are positive quantities. Therefore multi-objective problem (26) is replaced by the following multi-
objective problem, of which each objective has signomial terms.
Min [U2(X), V2(X)] (32)
subject to
n∑
i=1
wiQi −W2 ≤ y1, W3 −
n∑
i=1
wiQi ≥ y2,
n∑
i=1
C0iD
−βi
i Qi − B2 ≤ y3, B3 −
n∑
i=1
C0iD
−βi
i Qi ≥ y4,
and X ≥ 0.
To solve multi-objective problem (32) we proceed as follows:
Step 1: We first consider only one objective function, say, U2(X) and solve it as a single objective geometric programming
problem by using the GP algorithm of Duffin et al. [25]. Let X (1) = (D(1),Q (1), y(1)) be the optimal values of the decision
variables and hence the optimal value of the objective function is U2(X (1)). Then we find the value of the second objective
function V2(X) at X (1), say V2(X (1)).
Step 2: In a similar way, we pick up only the second objective function V2(X) and solve it by GP method mentioned above.
Let X (2) = (D(2),Q (2), y(2)) be the optimal values of the decision variables and hence the optimal value of V2(X) at X (2) is
V2(X (2)). Next we find the value of the first objective function U2(X) at X (2) say, U2(X (2)).
Step 3: The objective functions will then be defined by the relations U2(X (1)) < U2(X) < U2(X (2)) and V2(X (2)) < V2(X) <
V2(X (1)).
Step 4: The membership functions corresponding to the objective functions of (32) are then formulated as
µU2(X) =

1 U2(X) ≤ U2(X (1))
U2(X (2))− U2(X)
U2(X (2))− U2(X (1)) U2(X
(2)) ≤ U2(X) ≤ U2(X (2))
0 U2(X) ≥ U2(X (2))
(33)
µV2(X) =

1 V2(X) ≤ V2(X (2))
V2(X (1))− V2(X)
V2(X (1))− V2(X (2)) V2(X
(2)) ≤ V2(X) ≤ V2(X (1))
0 V2(X) ≥ V2(X (1)).
(34)
Step 5: Then we maximize the membership functions using max-convex combination operator following Bellman and
Zadeh [5] and Tiwari, Dharmar and Rao [26]. Putting weightsw1 andw2 (wherew1+w2 = 1) to the membership functions
µU2(X) and µV2(X), problem (19) can be formulated as:
MaxMW (X) = w1µU2(X)+ w2µV2(X) [We denotew1µU2(X)+ w2µV2(X) = MW (X)] (35)
subject to
n∑
i=1
wiQi −W2 ≤ y1, W3 −
n∑
i=1
wiQi ≥ y2,
n∑
i=1
C0iD
−βi
i Qi − B2 ≤ y3,
B3 −
n∑
i=1
C0iD
−βi
i Qi ≥ y4, X ≥ 0.
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Problem (35) is equivalent to the following constrained signomial GP problem (neglecting the constant terms):
Min F(X) = w1
U2(X (2))− U2(X (1))
[
n∑
i=1
(
C0iD
1−βi
i +
1
2
(Cˆ1i +mC1i)Qi + (Cˆ3i +mC3i)
Di
Qi
)
+ y21y−22 + y23y−24
]
+ w2
V2(X (1))− V2(X (2))
[
n∑
i=1
(
σ 2C1i
Q 2i
4
+ σ 2C3i
D2i
Q 2i
)
+ y21y−22 + y23y−24
]
(36)
subject to
n∑
i=1
wiQi −W2 ≤ y1, W3 −
n∑
i=1
wiQi ≥ y2,
n∑
i=1
C0iD
−βi
i Qi − B2 ≤ y3,
B3 −
n∑
i=1
C0iD
−βi
i Qi ≥ y4, X ≥ 0.
Problem (36) now can be solved by generalized geometric programming method mentioned in Section 2.
9. Model-2
Here, we consider holding cost, set-up cost parameters as hybrid numbers, total available space area as fuzzy and total
budget for purchasing inventory as fuzzy-stochastic quantities. Problem (22) is replaced by
Min TC(D,Q ) =
n∑
i=1
(
C0iD
1−βi
i +
1
2
C˜1iQi + C˜3i
Di
Qi
)
(37)
subject to
n∑
i=1
wiQi ≤ W˜ , (38)
n∑
i=1
C0iD
−βi
i Qi ≤ ˆ˜B, (39)
where, C˜1i = (C1i1, C1i2, C1i3)(+)′(mc1i , σ 2c1i ), C˜3i = (C3i1, C3i2, C3i3)(+)′(mc3i , σ 2c3i ), W˜ = (W1,W2,W3)
ˆ˜B =(
((B11, B1), q1); ((B12, B2), q2); ((B13, B3), q3)
)
,with Di ≥ 0,Qi ≥ 0, i = 1, 2, . . . , n.
9.1. Solution of Model-2
Following example-1 in Luhandjula [23] and using (21) we express the above fuzzy-stochastic constraint in the following
deterministic form.
q1
n∑
i=1
C0iD
−βi
i Qi − B11
B1 − B11
+ q2
n∑
i=1
C0iD
−βi
i Qi − B12
B2 − B12
+ q3
n∑
i=1
C0iD
−βi
i Qi − B13
B3 − B13
≥ α. (40)
Inequality (40) is derived as follows.
The constraint
∑n
i=1 C0iD
−βi
i Qi ≤ ˆ˜B, with ˆ˜B =
(
((B11, B1), q1); ((B12, B2), q2); ((B13, B3), q3)
)
is represented by fuzzy set U
with membership functions
µ(Q , Bi) =

0 if
n∑
i=1
C0iD
−βi
i Qi < B
1
i
n∑
i=1
C0iD
−βi
i Qi − B1i
Bi − B1i
if B1i ≤
n∑
i=1
C0iD
−βi
i Qi ≤ Bi
0 if
n∑
i=1
C0iD
−βi
i Qi > Bi.
(41)
Bi (i = 1, 2, 3) are values taken by ˆ˜B, B1i reasonably fixed by the decision maker with B1i < Bi and maxi=1,2,3 B1i <
mini=1,2,3 Bi. It should be observed that these membership functions express the decision maker’s desire to be as close as
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possible to Bi without exceeding it and an action Q such that µ(Q , Bi) = 0 is not attractive because it does not satisfy the
fuzzy objective when ˆ˜B takes the value Bi. Here, one must restrict to
Q ∈ suppU
where suppU denotes the support of U . Now, following (21) we have (40).
Hence problem (37) is reduced to a multi-objective problem as stated below.
Following the reduction of model (23) for fuzzy constraints, we reduce problem (37) along with (40) as follows.
Following themathematical theory of hybrid numbers as described earlier the objective function of problem (37) reduces
to
Min EVTC(D,Q ) = ET C˜0(D,Q )(+)′(0, V (D,Q )) (42)
subject to
n∑
i=1
wiQi ≤ W˜ , (43)
n∑
i=1
C0iD
−βi
i Qi ≤ ˆ˜B, (44)
where, C˜1i = (C1i1, C1i2, C1i3)(+)′(mc1i , σ 2c1i ), C˜3i = (C3i1, C3i2, C3i3)(+)′(mc3i , σ 2c3i ), W˜ = (W1,W2,W3)
ˆ˜B =(
((B11, B1), q1); ((B12, B2), q2); ((B13, B3), q3)
)
,with Di ≥ 0,Qi ≥ 0, i = 1, 2, . . . , n. ET C˜0(D,Q ) = (ETC1(D,Q ), ETC2(D,Q ),
ETC3(D,Q ))with
ETCj(D,Q ) =
n∑
i=1
(
C0iD
1−βi
i +
1
2
(C1ij +mC1i)Qi + (C3ij +mC3i)
Di
Qi
)
, j = 1, 2, 3,
V (D,Q ) =
n∑
i=1
(
σ 2C1i
Q 2i
4
+ σ 2C3i
D2i
Q 2i
)
.
Introducing the surprise function in both of the objectives due to the fuzzy constraint (43) we get the multi-objective
problem equivalent to
Min [U3(D,Q ), V3(D,Q )] (45)
subject to
y−11
n∑
i=1
wiQi − y−11 W2 ≤ 1, (46)
W−13 y2 +W−13
n∑
i=1
wiQi ≤ 1, (47)
−
(
q1
B1−B11
+ q2
B2−B12
+ q3
B3−B13
)
(
q1B11
B1−B11
+ q2B12
B2−B12
+ q3B13
B3−B13
+ α
) n∑
i=1
C0iD
−βi
i Qi ≤ −1, (48)
where
U3(D,Q ) =
n∑
i=1
(
C0iD
1−βi
i +
1
2
(Cˆ1i +mC1i)Qi + (Cˆ3i +mC3i)
Di
Qi
)
+ y21y−22 ,
V3(D,Q ) =
n∑
i=1
(
σ 2C1i
Q 2i
4
+ σ 2C3i
D2i
Q 2i
)
+ y21y−22 .
Constraints (46) and (47) are due to the inequalities
∑n
i=1wiQi−W2 ≤ y1,W3−
∑n
i=1wiQi ≥ y2. Constraint (48) is obtained
by simplifying (40).
We solve themulti-objective nonlinear programmingproblem (45) by first transforming it into a single objective problem
following the solution method of model-1 (cf. Section 8.1) and then by using generalized geometric programming method
(cf. Section 2).
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Table 1
Common input data for crisp parameters
Item 1 2
C0i 50 60
βi 1.7 1.5
wi 4.5 4.6
Table 2
Common input data for hybrid parameters
Parameter Item Fuzzy numbers Random variable Hybrid number
Mean Variance
C˜1i 1 (2.3, 2.5, 2.8) 2.1 0.04 (4.4, 4.6, 4.9)(+)′(0, 0.04)
2 (2.8, 3.2, 3.4) 2.6 0.09 (5.4, 5.8, 6.0)(+)′(0, 0.09)
C˜3i 1 (120, 130, 150) 120 25 (240, 250, 270)(+)′(0, 25)
2 (170, 180, 200) 150 49 (320, 330, 350)(+)′(0, 49)
Table 3
Optimal solution
Model D∗1 D
∗
2 Q
∗
1 Q
∗
2 AETC0(D
∗,Q ∗) V (D∗,Q ∗)
Model-1 2.24 1.73 10.74 8.65 $243.025 $ 5.89
Model-2 0.54 0.28 5.63 3.94 $262.17 $1.15
10. Numerical illustration
A company produces two types of products in lots. The company arranges a rentedwarehouse of some areawhich is fuzzy
and has total budget for purchasing units which is fuzzy/fuzzy stochastic. For Model-1, the floor area of the warehouse is
taken as (280, 300, 330) sq.m and the budget amount is $(310, 350, 400). For Model-2 the floor area of the warehouse is
taken the same as inModel-1, while the budget amount here lies within $(242, 280) with probability 0.4; within $(255, 310)
with probability 0.3; within $(265, 330) with probability 0.3; InModel-2 the value of α is taken as 0.9. The common relevant
data for two models are given in Tables 1 and 2.
10.1. Optimal solution
For equal weights (0.5, 0.5) we find the optimal solutions for Model-1 and Model-2 (cf. Table 3).
With these above data, we solve problem (36) for Model-1 and problem (45) for Model-2 using generalized geometric
programming (GGP) technique and the optimum results are presented in Table 3.
The pay off matrix of problem (23), which is required to express problem (23) into equivalent problem (36), is given by
( U2(X) V2(X)
X1 $239.714 $7.9898
X2 $255.1826 $5.4493
)
.
Similarly, the pay off matrix of problem (37) is
( U3(X) V3(X)
X1 $218.5000 $4.7345
X2 $523.3853 $0.0000
)
.
Obtaining these two payoff matrices for two different models and then following the steps in Section 8.1 and applying GGP
technique, we obtain the optimum decision variables and then we find the corresponding value of mean cost function and
variance cost function.
10.2. Particular cases
Case-1: The inventory costs are taken as only fuzzy numbers:
Solutions of Model-1:
All parameters other than hybrid numbers remain the same as in the general case. In this case, randomness in the hybrid
numbers is dropped. Hence, the inventory costs are represented only through fuzzy numbers as given in Table 2. The solution
in this case is given in Table 4.1a.
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Table 4.1a
Optimal solution of Model-1
Model D∗1 D
∗
2 Q
∗
1 Q
∗
2 AETC0(D
∗,Q ∗) V (D∗,Q ∗)
Model-1 2.84 2.42 15.68 14.58 $159.73 Not applicable
Table 4.1b
Optimal solution of Model-2
Model D∗1 D
∗
2 Q
∗
1 Q
∗
2 AETC0(D
∗,Q ∗) V (D∗,Q ∗)
Model-2 1.02 1.47 11.24 13.06 $168.22 Not applicable
Table 4.2a
Optimal solution of Model-1
Model D∗1 D
∗
2 Q
∗
1 Q
∗
2 AETC0(D
∗,Q ∗) V (D∗,Q ∗)
Model-1 2.50 1.90 12.48 10.00 $148.52 $6.6
Table 4.2b
Optimal solution of Model-2
Model D∗1 D
∗
2 Q
∗
1 Q
∗
2 AETC0(D
∗,Q ∗) V (D∗,Q ∗)
Model-2 1.21 0.91 8.57 7.07 $161.44 $3.19
Solution of Model-2:
All parameters remain the same as in Model-1. Here, the values of β1 and β2 are 1.3 and 1.4 respectively. The solution in
this case is given in Table 4.1b.
Case-II: The inventory costs are taken as only random numbers:
Solution of Model-1:
All parameters other than hybrid numbers remain the same as in the general case. In this case, fuzziness in the inventory
costs is omitted. The costs are represented through random numbers only as given in Table 2. The solution in this case is
given in Table 4.2a.
Solution of Model-2:
All parameters remain the same as in Model-1 except the values of β1 and β2. Here, these are 1.8 and 1.75 respectively.
The solution in this case is given in Table 4.2b.
11. Discussion
Here, results of two general models with inventory costs represented by hybrid numbers are presented. Results of some
particular cases with inventory costs represented by only fuzzy numbers or random numbers are also derived. Though the
results are not comparable as the nature differs frommodel to model, it is seen that cost models 1 and 2 areminimumwhen
inventory costs are random numbers.
12. Sensitivity analysis
The changes in mean cost function, variance cost function, due to changes in weight parameters in Model-1 and Model-
2, are shown in Figs. 3 and 4. The graphs in this section are plotted against the change of the first preference value
w1 = (1−w2). Figs. 3 and 4 show that the objective values decrease when the preference values of both objective functions
increase i.e. we get better results for higher preference values. But, it is a fact that ifw1 increases,w2 (=1−w1) decreases.
Hence, for different preference values ofw1, these two objectives—mean cost function and variance cost function contradict
each other i.e., if one increases, then the other decreases (cf. Figs. 3 and 4). Optimum values of the objective functions
presented in Table 3 are with w1 = 0.5 = w2. The Decision Maker (DM) may decide the preference values to be given for
two objective functions based on these sensitivity analyses.
13. Conclusion
In this paper, we have considered a multi-item EOQ model with hybrid cost parameters under fuzzy/fuzzy-stochastic
resource constraints. Some parameters in the objective function are considered as fuzzy or hybrid i.e. mixture of both fuzzy
numbers and random variables of normal density functions. We found the optimal mean cost function and optimal variance
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Fig. 3. Change of cost function and variance cost function in Model-1.
Fig. 4. Change of cost function and variance cost function in Model-2.
cost function under different types of constraints. We study the effect of different weights given to two objectives over
optimal solutions of the system. The decision maker wants to minimize the total average cost and at the same time may
want to minimize the total average dispersion value of the cost function. This analysis provides the different choices to
the decision maker. Here, some particular models with inventory costs as fuzzy numbers or random numbers only are also
presented.
For the first time, an inventory model has been formulated with hybrid inventory costs and fuzzy/fuzzy-stochastic
resources. This method of analysis can be extended to the inventory problems for deteriorating items, two warehouse
inventory problems, etc.
References
[1] T.C.E. Cheng, An economic order quantity model with demand dependent unit cost, European Journal of Operational Research 39 (1989) 252–256.
[2] T.C.E. Cheng, An economic order quantity model with demand-dependent unit production cost and imperfect production process, IIE Transactions 23
(1991) 23–27.
[3] P. Kall, Stochastic Linear Programming, Economics and Operations Research, Springer, Berlin, New York, 1976.
[4] S. Vajda, Probabilistic Programming, Academic Press, New York, 1972.
[5] R.E. Bellman, L.A. Zadeh, Decision-making in a fuzzy environment, Management Science 17 (1970) B141–B164.
[6] D. Dubois, H. Prade, Fuzzy Sets and Systems; Theory and Applications, Academic Press, New York, 1980.
[7] L.A. Zadeh, Fuzzy sets, Information and control 8 (1965) 338–353.
[8] H.J. Zimmermann, Description and optimization of fuzzy systems, International Journal General Systems 2 (1976) 209–215.
[9] A. Kaufmann, M.M. Gupta, Introduction to Fuzzy Arithmetic: Theory and Applications, Van Nostrand, Reignhold, New York, 1991.
[10] N.K. Mandal, T.K. Roy, M. Maiti, Multi-objective fuzzy inventory model with three constraints: A geometric programming approach, Fuzzy Sets and
Systems 150 (2005) 87–106.
[11] A. Neumaier, Fuzzy modeling in terms of Surprise, Fuzzy Sets and Systems 135 (2003) 21–38.
[12] W.A. Lodwick, K.A Bachman, Solving large-scale fuzzy and possibilistic optimization problems, Fuzzy Optimization and Decision Making 4 (2005)
257–278.
[13] C.S. Beightler, D.T Phillips, Applied Geometric Programming, Wiley, New York, 1976.
[14] B.Y. Cao, Fuzzy geometric programming (I), Fuzzy Sets and Systems 53 (1993) 135–153.
[15] B.Y. Cao, Posynomial geometric programming with L_R fuzzy coefficients, Fuzzy Sets and Systems 67 (1994) 267–276.
[16] S.T. Liu, Fuzzy geometric programming approach to a fuzzy machining economics model, International Journal of Production Research 42 (2004)
3253–3269.
[17] S.T. Liu, Optimization of a machining economics model with fuzzy exponents and coefficients, International Journal of Production Research 44 (2006)
3083–3104.
[18] T.K. Roy, M. Maiti, A fuzzy EOQ model with demand-dependent unit cost under limited storage capacity, European Journal of Operational Research
99 (1997) 425–432.
[19] B. Liu, K.B. Iwamura, Chance constraint Programming with fuzzy parameters, Fuzzy Sets and Systems 94 (1998) 227–237.
[20] B. Liu, K.B. Iwamura, A note on chance constrained programming with fuzzy Coefficients, Fuzzy Sets and Systems 100 (1998) 229–233.
[21] H. Tanaka, T. Okuda, K. Asai, On fuzzy mathematical programming, Journal of Cybernetics 3 (1974) 37–46.
[22] L.A. Zadeh, Probability measures of fuzzy events, Journal of Mathematical Analysis and Applications 23 (1968) 421–427.
[23] M.K. Luhandjula, Linear programming under randomness and fuzziness, Fuzzy Sets and Systems 10 (1983) 45–55.
[24] K. Hirota, Concepts of probabilistic sets, In: Proc. IEEE Conf. Decision Control, New Orleans, 1977, pp. 1361–1366.
[25] R.J. Duffin, E.L. Peterson, C. Zener, Geometric Programming: Theory and Application, John Wiley, New York, 1967.
[26] R.N. Tiwari, S. Dharmar, J.R. Rao, Fuzzy goal programming—an additive model, Fuzzy Sets and Systems 24 (1987) 27–34.
