We present a numerical method to solve the linear stability of impulsively accelerated density interfaces in two dimensions such as those arising in the Richtmyer-Meshkov instability. The method uses an Eulerian approach, and is based on an upwind method to compute the temporally evolving base state and a flux vector splitting method for the perturbations. The method is applicable to either gas dynamics or magnetohydrodynamics. Numerical examples are presented for cases in which a hydrodynamic shock interacts with a single or double density interface, and a doubly shocked single density interface. Convergence tests show that the method is spatially second-order accurate for smooth flows, and between first and second-order accurate for flows with shocks.
Introduction
The Richtmyer-Meshkov (RM) instability is the subject of extensive experimental, theoretical and computational research because of its importance in technological applications such as inertial confinement fusion, as well as astrophysical phenomena such as supernovae collapse. A linear stability analysis was performed originally by Richtmyer [1] , followed by experimental confirmation by Meshkov [2] . Richtmyer analyzed the interaction of a shock wave with a perturbed contact discontinuity separating gases of different densities and concluded that the perturbations on the contact discontinuity grew linearly with time. The linear analysis was further developed by Yang et al. [3] in which they also considered the case when the reflected wave is a rarefaction. Computing the linear response for both the reflected shock and reflected rarefaction cases requires special consideration for each case, and a different set of equations must be solved. Such simulations exploit the fact that the base state is a self-similarly evolving solution with a finite number of waves (a transmitted shock, a contact discontinuity, and either a reflected shock or a reflected rarefaction). The reflected and transmitted waves usually bound the computational domain for computing the linear quantities [3] . Analytical extensions of the linear stability analysis when the base state is more complicated than the one considered by Richtmyer and Yang et al. have not been performed.
Hawley and Zabusky [4] provided a vortex dynamics interpretation to the RM instability. The density interface in gas dynamics is the site of baroclinically generated vorticity which is the essential driving mechanism of the instability. We will appeal to such an interpretation in discussing results from our numerical simulations. Recently, Samtaney [5] has shown that the RM instability is suppressed by the presence of a magnetic field, which was also confirmed analytically by Wheatley et al. [6] . The magnetohydrodynamics (MHD) RM instability includes nonlinear MHD waves such as a slow-mode shock [5, 7] . In addition to the classical one hydrodynamic shock interacting with one sharp density interface, there have been the other gas dynamics configurations such as the Air-SF 6 gas curtain experiments [8, 9] . Furthermore, there are situations where the density interface may not be sharp, i.e., there is a finite density gradient in moving from one fluid to another for which computing the linear stability may be desired. Extending the classical linear stability analysis to computing linear stability in the context of MHD, the gas curtain type configurations, or diffuse interfaces, is daunting. One way to compute these flows, at considerable computational expense, is to simulate the nonlinear equations in two dimensions with a small amplitude perturbation. An alternative possibility is to numerically compute the linear response by simulating the linearized equations. A generalized numerical approach for hyperbolic conservation laws was developed by Godlewski and Raviart [10] in which they formulate the approach in terms of finding measure solutions of the linearized equations, and proved, for a scalar conservation law, that the measure solution is recoverable as the limit of solutions of regularized linear systems in which the discontinuity of the basic solution has been smoothed out. Our approach is to simulate the system of linearized PDEs using an Eulerian approach with the regularization that the contact discontinuity and shocks are numerically smoothed out. The objective of this paper is precisely to develop an Eulerian numerical method to compute the linear stability of accelerated density interfaces which can be generally applicable to situations other than the classical one considered by Richtmyer. The outline of the paper is as follows: in Section 2 we present the equations of MHD in 2D, followed by the linearized system. It should be noted that the base state of the instability is time dependent and governed by a one-dimensional nonlinear system of hyperbolic PDEs. In Section 3, we present a numerical method to solve such a system. This is followed by numerical examples and convergence tests in Section 4, and a brief conclusion and recommendations for future work in Section 5.
Equations for the base state and perturbations
We begin by writing the equations of compressible MHD in conservative form in two dimensions as follows.
where the solution vector U Uðx; y; tÞ is, U ¼ fq; qu; qv; qw; B x ; B y ; B z ; eg
where q is the density, ðqu; qv; qwÞ represents the momentum, ðB x ; B y ; B z Þ is the magnetic field, and e is the total energy per unit volume. The vectors FðUÞ and GðUÞ are the fluxes of mass, momentum, magnetic field and total energy in the x, and y directions, respectively, and are given by
where p t denotes the sum of the gas pressure and the magnetic pressure. The equations are closed by the following equation
B k B k . The ratio of specific heats is denoted by c and taken to be 5/3 through out this work.
Writing the solution as Uðx; y; tÞ ¼ U 0 ðx; tÞ þ b
Uðx; tÞ expðikyÞ, where U 0 ðx; tÞ is a one-dimensional temporally evolving base state, and b Uðx; tÞ expðikyÞ is the perturbation. Substituting these back into Eq. (1) we get the nonlinear system of hyperbolic PDEs in 1D governing the evolution of the base state,
The perturbations are governed by the system of coupled linear wave equations written as
where the wave speeds are given by the eigenvalues of AðU 0 Þ, the Jacobian of the FðU 0 Þ with respect to U 0 , and where SðU 0 Þ is the Jacobian of GðU 0 Þ with respect to U 0 .
A consequence of Faraday's law is that an initially divergence free magnetic field leads to a divergence free magnetic field for all times corresponding to the lack of observations of magnetic monopoles in nature. This solenoidal property is expressed as r Á B ¼ 0. The base state magnetic field is also required to be divergence free, and because this magnetic field Author's personal copy is only a function of x, a direct consequence is that the x-component of the magnetic field B 0 x is constant. The perturbed field has to satisfy
Numerical method
We adopt the method of lines approach in which each system [Eqs. (4) and (5)] is written as
and employ either a second-order or a third-order TVD Runge-Kutta approach. The third-order TVD RK approach is outlined below (where n indicates the time step index):
We adopt an upwind approach to solve the system of equations governing the evolution of the base flow (Eq. (4)) and the perturbations (Eq. (5)). This upwind method presented below works in general for the MHD system for non-zero values of B 0 ; and for gas dynamics by setting B 0 ¼ 0. We use a finite volume approach in which the one-dimensional domain ½x l ; x r is divided into finite volumes of size Dx each, indexed by i, and bound by faces at i þ . The solution vectors (U 0 and b U) are centered at the centroid of the finite volume. As discussed above, the divergence free condition implies that the one-dimensional base state variable B 0 x is constant. Thus, the number of equations for the base state actually decrease by one. We define another set of solution vectors U 0 and e U which are defined as U 0 and b U but without the x-component of the magnetic field in each. The evolution of the x-component of the perturbed magnetic field, c B x , is treated separately.
We also define a flux vector FðUÞ which is the same as FðUÞ but without the flux of the x-component of the base state which is zero. The flux derivative for the base state are numerically evaluated as:
where the flux The perturbed quantities, denoted as b U above, are computed using the same method of lines approach. The right-hand side for evolving e U consists of three terms:
where S is S without the row/column corresponding to B 0 x , and C is a correction term described below. b B x is evolved using
We compute the flux AðU
by a seven-wave method for which we replace the matrix AðU 0 Þ with A. The seven-waves correspond to the seven eigenvalues of A which are: fu 0 ; u 0 AE c f ; u 0 AE c a ; u 0 AE c s g where the u 0 is the advection speed, and c f ; c a ; c s correspond to the fast magnetosonic, Alfvén, and slow magnetosonic speeds, respectively. In our unified approach, when computing the gas dynamics cases (i.e., B 0 x ¼ 0), the fast and slow magnetosonic speeds smoothly reduce to the usual acoustic wave speed, and the Alfvén speed goes to zero. The flux term A e U is computed using a flux-vector splitting approach, in which
is computed using the positive (respectively, negative) eigenvalues of A. The divergence of the flux of perturbed quantities is
and e U L;iþ 1 2 are, respectively, the left and right perturbed states at the interfaces of the finite volumes. These left/right perturbed states are obtained by fitting linear profiles and van-Leer slope limiting. The slope-fitting and limiting is performed on perturbed characteristic variables obtained by multiplying e U by l k , the left eigenvectors of the matrix A, and then projecting these back to physical space by multiplying the slopes in characteristic space by r k , the right eigenvectors of the matrix A. This process of fitting linear profiles was empirically determined to perform well and give smooth solutions, whereas the simpler process of fitting linear profiles directly to e U suffered from small-amplitude oscillatory, albeit benign, behavior for certain numerical cases.
In the method to determine fluxes of e U, because we have used the seven-wave formulation, we still need to take into account the effect of c B x on the other variables. This is similar to the so-called ''Stone correction" as suggested in the context of multi-dimensional MHD by Gardiner and Stone [11] and also used by Crockett et al. [12] . This correction term, denoted by CðU 0 ; c B x Þ in Eq. (11), is
In particular, for B 0
as used in the numerical examples later, the correction term is non-zero only for the x-momentum and the energy equations. These terms are evaluated using standard second-order central differences and added to the right-hand side Rð e UÞ in the time stepping procedure. Finally, during each stage of the time integration procedure, the y-component of the perturbed magnetic field is replaced by
where the derivative on the right is evaluated using second-order central differences. This step ensures that the solenoidal property of the magnetic field is locally satisfied. If this step is omitted, the entire system of equations may be augmented by a non-conservative source term suggested by Falle et al. [13] and Powell et al. [14] for numerical stability. If we have one Dirichlet boundary condition on c B x , then an alternative approach to enforcing the solenoidal constraint, is to integrate c B y as follows:
if one Dirichlet boundary condition is imposed on c B x (assumed to be at the x ¼ x l boundary in the above equation). This integral approach may even be desirable because, in general, integration has a smoothing property and does not amplify numerical errors. However, care must be exercised if both boundary conditions are of the Dirichlet type because it then introduces an additional constraint that the integral form must result in the correct value on the other boundary.
In all results presented, we opted for the simpler method of enforcing the solenoidal constraint using the local correction in each zone as given by Eq. (16).
Numerical results
The main objective of the paper is to compute the linear response in the context of Richtmyer-Meshkov (RM) flows in which a hydrodynamic shock moves from a gas of one density into a gas of a different density. The interface between the gases may be a sharp one (i.e., the classical RM case) or one in which the density transition is done with a finite prescribed gradient. The interface needs to be perturbed with a single mode perturbation of wave number k. The numerical method described above also allows us to compute the linear stability of more than one density interface (as in the Air-SF 6 gas curtain experiments), and also when the transmitted shock is allowed to reflect off an end wall and ''reshock" the already shocked interface. Furthermore, the above numerical prescription also allows us to include a magnetic field and compute the linear stability of shocked density interfaces in MHD. For all cases considered in this section, the base state y-and z-components of the magnetic field and momentum are zero. The boundary conditions for the both the base state and the perturbed quantities are zero gradient in x for all cases except the reshock case in which the normal component of the velocity is reflected at the right boundary.
Single density interface
In this section, we consider the interaction of a hydrodynamic shock with a single density interface for both the gas dynamic and MHD cases. For results shown in this section, the domain is ½x l ; x r ¼ ½À20 : 20, the shock is initialized at x ¼ À4 and moves from left to right, and the density interface is centered at x ¼ 0.
Initial density perturbation:
The classical RM instability has a sharp interface which implies that the density is a Heaviside function as follows:
where q a ðq b Þ is the unshocked density to the left (right) of the interface, and is the perturbation amplitude. In our Eulerian approach, we regularize the Heaviside density function as:
where d is a measure of the smoothness applied to the sharp interface. Retaining only the linear term in a Taylor expansion in leads to the initial density profile of the base state as
and the density perturbationq, ideally a delta function, which in our Eulerian approach, gets regularized aŝ
In the results discussed here, the Mach number of the incident shock is varied M ¼ 1:05; 1:25; 2:0 which spans the shock strength from weak to moderate to strong shocks. The densities are chosen to be q a ¼ 1 and q b ¼ 3, i.e. an Atwood ratio of half. While we note that the Euler and ideal MHD equations are scale-free, in our computations, we fix the wave number of the perturbation as k ¼ 2p which implies a perturbation wavelength of unity. The interface smoothing parameter d is chosen to be 0.05-0.1. If the ratio d=ðx r À x l Þ ( 1, then we expect that the effects of the regularization will be small. The characteristic width d of the regularized density interface is typically four to eight mesh points for simulations utilizing 3200 mesh cells. For the gas dynamic case, B 0 x ¼ 0 while for the MHD cases, the magnetic field is fixed such that the plasma beta
Quantification of growth rate: A key diagnostic in these simulations is the growth rate of the perturbation amplitude at the density interface. To compute this, we first require the location of the interface. We have augmented our system of equations with a passive scalar w. Initially wðx; 0Þ is set such that its value is +1 (respectively, À1) on the left (respectively, right) of the interface, such that the zero-crossing of wðx; tÞ identifies the mean location of the density interface at all times. The x-component of the velocity is derived as b uðx; tÞ ¼ ð c qu À u 0q Þ=q 0 . The growth rate of the interface (denoted as ''dA=dt" in the figures) is computed asû where wðx; tÞ ¼ 0. Clearly, wðx; tÞ ¼ 0 does not coincide exactly at cell centers, so linear interpolation is used to determine the dA=dt where the zero-crossing of wðx; tÞ occurs. The base state in this example is such that the incident shock undergoes refraction at the density interface, resulting in a transmitted shock and a reflected shock. The subsequent evolution is self-similar in which all the waves (RS = reflected shock, TS = transmitted shock, CD = contact discontinuity) move with their own constant speed. The initial condition, and the base state after refraction is shown in Fig. 1(a) . As the incident shock traverses the interface, ideally it provides an impulse (in other words, an infinite acceleration over a zero time duration). This impulse is spread over a very short period of time, as the shock interacts with the smoothed interface, and hence a very large acceleration occurs over a short time duration. This gets manifested as a large spike in the perturbed velocity (as seen in plots of growth rate through out the paper). To reiterate, this spike is because of the finite interaction time between the incident shock and the regularized density interface and is of no real physical consequence.
In Fig. 1(b) and (c), we plot the growth rate of the perturbed interface for the gas dynamic and the MHD case. In these figures, t ¼ 0 is the time when the incident shock has completely traversed the interface (hence the aforementioned spike in growth rate is absent in these plots). The growth rate plots in the gas dynamics cases are predictable, with the usual fast initial growth followed by gradual decaying oscillations about an asymptotic value. The oscillations physically correspond to the reverberations of secondary waves which eventually decay. This behavior is consistent with the results of Richtmyer and Yang et al. The growth rate in the MHD cases are similar with those of gas dynamics but only in the very early stages. The growth rate quickly decays and oscillates about zero. The amplitude of the oscillations are larger for stronger incident shocks as expected. In Fig. 1 the amplitude (normalized by the initial amplitude) of the density interface for each shock strength are plotted and for comparison the saturation amplitudes predicted by the incompressible theory of Wheatley et al. [6] are shown as horizontal lines. Predictably, the numerical simulations agree well with the incompressible theory at low Mach numbers, with the differences growing with increasing Mach number.
Solution details
In this section, we examine the spatial variation of the perturbed quantities for the M ¼ 1:25 case for both the gas dynamic and MHD cases. For the gas dynamic case, in Fig. 2(a) and (b) , we plot the x-component of the perturbed velocity, the y-component of the perturbed momentum at time t ¼ 18. The density interface is centered at x ¼ 5 where the peakû is observed. The signature of the vorticity is seen in the sharp gradient of c qv at the interface [denoted as 'VS' in Fig. 2(b) ] which is the driving mechanism of the RM instability. There are oscillations behind the reflected and transmitted shocks which decay away as time progresses -a somewhat obvious behavior because hydrodynamic shocks are stable.
For the MHD case, we plot the x-component of the perturbed velocity, the y-component of the perturbed momentum, and the y-and x-components of the perturbed magnetic field at time t ¼ 18 in Fig. 2(c)-(f) . The perturbed field c B y shows evidence of Alfvén shocks which are also sites of the vortex sheets [denoted as 'VS' in Fig. 2(d) ]. This bifurcation of the vortex sheet in going from the gas to the MHD case was observed by Samtaney [5] . This bifurcation is due to the fact that for MHD jump conditions at contact discontinuities preclude shear whereas shocks in MHD support shear. Because the vorticity is transported away from the density interface, we expect that the interface, devoid of the driving mechanism, shows a decaying growth rate. The vorticity, which is a derived quantity given by x ¼ Reðdv=dx À ikûÞ, is plotted in Fig. 2(g) for both the gas and MHD cases. As mentioned earlier, the vorticity in the gas case coincides with the location of the density interface, whereas in the MHD case the vorticity is transported away by the Alfvén shocks. For both the gas and MHD cases, we have plotted the density in Fig. 2(h) which shows that the dominant perturbation is at the interface seen as the sharp spikes.
Reshocked single density interface
A subject of recent interest has been the reshocking of the density interface by reflecting the transmitted shock from the right boundary [15, 16] . Physically, it may be of interest to predict the amplification of the linear growth rate after reshocking. For this case, the incident shock Mach number is M ¼ 1:25 and the domain is ½x l ; x r ¼ ½À20 : 10 with reflecting boundary conditions at x r . All other parameters are the same as in the previous sub-section. The growth rate is plotted in Fig. 3 . In this case, we plot the entire time history, not just after the incident shock has traversed the density interface. Hence, we see the short-lived spike in the growth rate which was discussed in the previous subsection, and which we believe to be of no physical consequence. It is interesting to note that in this case, after reshock, the shock moves from a region of higher density to one with a lower density. The reflected wave during the reshocking phase is now a rarefaction fan. The vorticity generated in during the reshocking phase is of opposite sign and the amplitude reverses phase. The growth rate changes sign after reshocking and saturates at a value about ten times larger than the first interaction.
Double density interface
In this section, we present results where instead of a single density interface we have two interfaces. The first density interface is located at x ¼ 0 while the second one is located at x ¼ x i ¼ 4. The density profile in x is given by: Fig. 4. (a) Base solution shown at t ¼ 0 and t ¼ 15 for the density layer (two density interfaces) case. 'RS' is the reflected shock from the refraction at the first interface; 'RR' is the reflected rarefaction which emerges due to the refraction at the second interface; 'TS' is the transmitted which finally emerges from the density layer. (b) Growth rate for the MHD case. (c) Growth rate for the gas dynamic case.
with the corresponding density perturbation given bŷ
where the ± indicates that the second density interface can be in-phase or out of phase with the first one. We show results for only the in-phase density interface. The base state at t ¼ 0 and t ¼ 15 is shown in Fig. 4(a) . The growth rate for each density interface for the MHD and gas dynamic cases are shown in Figs. 4(b) and (c), respectively. In this in-phase density perturbation the vorticity generated at the second interface is of opposite sign resulting in the phase reversal of the second interface. Before the transmitted shock exits the second interface, the growth of the first interface proceeds as if the second interface did not exist due to the hyperbolic nature of the equations. Soon after the interaction with the second interface, a reflected rarefaction reaches the first one and amplifies the growth for the gas dynamic case. Subsequently, there are inter- nal reverberations inside the gas layer which modify the growth rate. In the MHD case, the first interaction is also as predicted with the growth rate decaying to zero, followed by an increase when the reflected rarefaction from the second interface reaches the first interface. Eventually the growth rate of both interfaces oscillates about zero.
Convergence test 4.4.1. Smooth density interface
To verify that the solution converges with second-order accuracy, we conduct a test of an impulsively started smooth density interface. The density profile chosen for this test is
where d was chosen to be 0.5 and 1.0 for the gas dynamic and MHD cases, respectively. The impulse is provided at t ¼ 0 by setting u 0 ¼ 0:5 (corresponding to the impulse provided by a M ¼ 1:41 shock). The base state in this case is simply a translating smooth density interface with no shocks. The domain of investigation is ½x l ; x r ¼ ½À20; 20 discretized with a grid of sizes: 6400, 3200, 1600, 800, and 400. The solution corresponding to the 6400 mesh size is considered as an ''exact" solution in this convergence analysis. Solutions at other resolutions are compared with this exact solution. Fig. 5(a) shows the growth rate for the gas dynamic and the MHD case for mesh sizes of 6400 and 400. The MHD and gas dynamic growth rates are initially different because the interface is spread by different amounts in each case. The normalized amplitude of the interface is plotted for the MHD case in Fig and L 2 norms for each case are shown in Table 1 along with convergence rates in parenthesis. For this smooth case, the convergence rates exceed two for all the variables examined as we approach the finest mesh resolution.
Shocked single density interface
In this section, we present results from convergence tests for a M ¼ 1:25 incident shock on a single density interface. The mesh sizes used in this study are: 12800, 6400, 3200, 1600, and 800 points with the finest mesh solution considered as the ''exact" solution. The growth rate at different mesh resolutions are plotted for both the MHD and gas dynamic cases in Fig. 6 . Except for the coarsest mesh considered here, the growth rates show very little difference. A convergence analysis was performed at time t ¼ 18. The results of the convergence test are presented in Table 2 . Due to the presence of discontinuities, it is not surprising that the convergence rate for the L 1 and L 2 norms are between first and second order.
Conclusion
In this paper, we presented an algorithm for solving the linear stability of shock-accelerated density interface such as those encountered in RM instability simulations. The approach is Eulerian, uses a somewhat traditional upwind approach and is relatively simple. Convergence studies indicate that the method is spatially second-order accurate for smooth flows, and between first and second-order accurate for flows with shocks. We presented examples from gas dynamics as well as MHD for a variety of scenarios: single and double density interfaces, and reshocked single density interface. The diagnostics presented in this paper were mostly linear growth rates of the perturbations at the density interface. The gas dynamics growth rates are similar to those computed by earlier researchers. In the MHD case, the growth rate of the instability decays and oscillates with decreasing amplitude about zero. Furthermore, in MHD, the amplitude of perturbation saturates in agreement with previously published incompressible theory. Much more elaborate and sophisticated diagnostics (e.g. quantification of interfacial circulation), and measures of mixing (and its dependence on numerical order of accuracy) have been undertaken by Latini et al. [16] -such quantification and comparisons with nonlinear simulations are left as a subject of future research.
The major appeal of the current approach is that it is quite simple to implement with no special consideration required about the form of the solution of the underlying temporally evolving base state, and is applicable to both gas dynamics and MHD. The present approach is easily extensible to flows with chemical reactions, with other time varying or constant accelerations of the interface (e.g. Rayleigh-Taylor instability) and for computing the linear stability of the interface in radially converging geometries (such as those encountered in inertial confinement fusion). Finally, the method, as presented here, allows for rapid simulation of the linearized behavior of stability problems with one-dimensional, discontinuous and nonlinear base flows and can be applicable to a broader class of linear studies not just those involving interface instabilities.
