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Abstract
This paper investigates the possible spectra of large, finite dimensional Toeplitz band ma-
trices with perturbations (impurities, uncertainties) in the upper-left m×m block. The main
result shows that the asymptotic spectrum of such a matrix is not affected by these pertur-
bations, provided they have sufficiently small norm. This follows from analysis of structured
pseudospectra (structured spectral value sets). In contrast, for typical non-Hermitian Toeplitz
matrices there exist certain rank-one perturbations of arbitrarily small norm that move an
eigenvalue away from the asymptotic spectrum in the large-dimensional limit.
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1. Introduction
Let A be a bounded linear operator on 2(N) or on Cn with the 2 norm. We denote
the spectrum of A by spA. For a natural number m, let Pm be the projection on 2(N)
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or Cn that sends a sequence x = {xk} to the sequence defined by (Pmx)k = xk for
1  k  m and (Pmx)k = 0 for k  m+ 1. We set
spmε A =
⋃
‖K‖ε
sp(A+ PmKPm). (1)
Thus, spmε A measures the extent to which spA can increase by a perturbation
(impurity, uncertainty) of norm at most ε localized in the upper-left m×m block
of A.
Sets like spmε A are referred to as structured pseudospectra or structured spectral
value sets. These sets have been introduced and applied to problems of linear systems
theory by Hinrichsen, Kelb, Pritchard, Gallestey and others (see, e.g., [9,15,16]).
Consider, for example, the system x˙ = Ax + Pmv, y = Pmx, in which A is a large
or infinite matrix and only the first m components of the input and the output are
available. The problem of the existence of a feedback v = Ky with ‖K‖  ε for
which the resulting system operator has λ in its spectrum is equivalent to the question
of whether λ ∈ spmε A.
Here, we study the case where A is a Toeplitz band matrix. Random perturba-
tions to such matrices (typically on the entire main diagonal, or in a single entry)
arise in non-Hermitian quantum mechanics [6–8,11,13], population dynamics [18],
and small world networks [21], for instance. A deterministic version arises in the
study of initial-boundary value problems, where a finite-difference discretization
yields a Toeplitz matrix plus a corner perturbation corresponding to boundary condi-
tions [1,5,17]. Pseudospectral analysis was applied to a specific bidiagonal example
in [23], while structured pseudospectra are applied to perturbed Toeplitz matrices in
our papers [2,3].
In [2], we showed that if A is an infinite non-diagonal Toeplitz band matrix, then
there exists an ε0 = ε0(A,m) > 0 such that spmε A = spA for all ε ∈ (0, ε0). This
reveals that sufficiently small uncertainties, localized in a fixed finite set of sites,
cannot change the spectrum of A. Here we prove an analogous result for large finite
Toeplitz band matrices. This is particularly interesting because the spectra of typical
non-Hermitian finite Toeplitz band matrices are very sensitive to perturbations; the
resolvent norm grows exponentially in the matrix dimension, n, at points well sepa-
rated from the asymptotic spectrum [19]. In the large-n limit of these finite matrices,
certain rank-one perturbations of arbitrarily small norm move an eigenvalue to any
point where the resolvent norm grows without bound in n [22]. The present work
demonstrates a class of rank-m perturbations of finite norm that fail to move the
eigenvalues anywhere beyond the asymptotic spectrum in the large-n limit.
Single-entry perturbations of large finite Toeplitz matrices are the focus of [3]. Let
ej e
∗
k be the matrix that is zero everywhere except in the (j, k) entry, which equals 1.
The single-entry analogue of (1) is
sp(j,k)ε A =
⋃
ω∈εD
sp
(
A+ ωej e∗k
)
,
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where εD = {z ∈ C : |z|  ε}. In [3], we used the well-known equality
sp(j,k)ε A = spA ∪
{
λ ∈ C\spA : |[(A− λI)−1]kj |  1/ε
} (2)
to determine sp(j,k)ε A when A is a large Toeplitz band matrix. The analogue of (2)
for the structured pseudospectra (1) is the formula
spmε A = spA ∪
{
λ ∈ C\spA : ‖Pm(A− λI)−1Pm‖  1/ε
}
. (3)
This formula, established only recently by Gallestey et al. in [9], is the key to our
present analysis.
2. Main result
For a complex-valued continuous function a on the complex unit circle T, the
infinite Toeplitz matrix T (a) and the finite Toeplitz matrices Tn(a) are defined by
T (a) = (aj−)∞j,=1 and Tn(a) = (aj−)nj,=1,
where ak is the kth Fourier coefficient of a,
ak = 12
∫ 2
0
a(eiθ )e−ikθ dθ, k ∈ Z.
Here, we require a to be a trigonometric polynomial, a ∈ P, which means that at
most a finite number of the Fourier coefficients are non-zero, or, equivalently, that
T (a) is a banded matrix. The matrix T (a) induces a bounded operator on 2(N), and
we think of Tn(a) as a bounded operator on Cn with the 2 norm.
The spectrum spA of a bounded linear operator is the set of all λ ∈ C for which
A− λI is not invertible. The spectrum of T (a) was identified by Gohberg in 1952
[10]:
sp T (a) = a(T) ∪ {λ ∈ C\a(T) : wind(a, λ) /= 0}, (4)
where wind(a, λ) is the winding number of a (on the counter-clockwise oriented unit
circle) about λ. Each point in sp T (a)\a(T) is an eigenvalue of finite multiplicity of
T (a) or of the transpose of T (a), while a point on a(T) may be an eigenvalue or not.
Suppose that a ∈ P and that T (a) is not triangular. Thus we can write
a(t) =
q∑
k=−p
akt
k, p  1, q  1, a−paq /= 0. (5)
Theorem 2.1. If a is of the form (5), then
spmε T (a) = sp T (a) for all ε ∈ (0, ε1),
where
ε1 = max(|a−p|, |aq |)

m−1∑
j=0
(m− j)p2j


−1/2
m−1∑
j=0
(m− j)q2j


−1/2
. (6)
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A slightly different (and more general) version of this theorem was established
in our paper [2]. For the reader’s convenience, we give a Proof of Theorem 2.1 in
Section 4.
The spectra of Tn(a) for large n were characterized by Schmidt and Spitzer in
1960 [20]. They showed that the sets sp Tn(a) converge in the Hausdorff metric to
some “very thin” set (a),
lim
n→∞ sp Tn(a) = (a), (7)
and they gave the following description of (a). It is clear that (a) = {a0} if T (a)
is triangular. So suppose that T (a) is not triangular and a is given by (5). For  > 0,
define a ∈ P by a(t) =∑qk=−p akktk . In [20], it was shown that
(a) =
⋂
>0
sp T (a). (8)
If T (a) is triangular, then, obviously,
spmε Tn(a) ⊃ sp1ε Tn(a) = a0 + εD.
This implies that the limit of spmε Tn(a) as n→∞ is strictly larger than (a) = {a0}
for every ε > 0. As the following theorem shows, this cannot happen for non-trian-
gular Toeplitz band matrices.
Theorem 2.2. If a is of the form (5), then there exists an ε2 = ε2(a,m) > 0 such
that
lim
n→∞ sp
m
ε Tn(a) = (a) for all ε ∈ (0, ε2),
the limit being taken in the Hausdorff metric.
Theorems 2.1 and 2.2 show that spmε T (a) and lim spmε Tn(a) stabilize at constant
sets before ε reaches zero and that, moreover, these two constant sets are in general
different. Thus, except for some trivial cases, we always have
lim
n→∞ sp
m
ε Tn(a) sp
m
ε T (a)
for sufficiently small ε, implying that the passage from the “finite volume case” to
the “infinite volume case” is discontinuous.
3. An example
We provide a concrete demonstration of these results for the symbol a(t) = t +
t−2. In this case, the set limn→∞ sp Tn(a) = (a) consists of three line segments
joined at the origin,
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(a) =
{
reiθ : 0  r  3 · 2−2/3, θ ∈
{
0,
2
3
,
4
3
}}
,
see [20, Section 7]. Fig. 1 illustrates this set, together with sp T (a).
Now consider perturbations to the upper-left 3 × 3 block of Tn(a), i.e., m = 3. We
abbreviate P3KP3 to E. Fig. 2 shows the eigenvalues of T50(a)+ E for 1000 values
of E, where E has complex normally distributed entries scaled so that ‖E‖ = ε for
ε = 12 , ε = 34 , and ε = 1. These sets suggest sp3ε T50(a). Note that sp3ε T50(a) closely
resembles (a) for ε = 12 , while sp3ε T50(a) deviates from (a) as ε increases. Fig. 3
offers more convincing evidence, illustrating the maximum distance that some eigen-
value of Tn(a)+ E varies from (a),
max
λ∈sp(Tn(a)+E)
dist (λ,(a)) := max
λ∈sp(Tn(a)+E)
min
z∈(a) |λ− z|,
as a function of ε = ‖E‖ for n = 25 and n = 100. (For each fixed ε, we take the
maximum over 1000 randomly-generated perturbations E.) For values of ε roughly
less than 410 , the perturbed eigenvalues do not differ much from the asymptotic spec-
trum, while for larger values of ε this difference appears to grow linearly with ε.
As the matrix dimension increases, the difference between sp(Tn(a)+ E) and (a)
reduces for small ε. (Note that T3(a) is a normal matrix, so that sp (T3(a)+ E) can
vary from (a) by ε for all ε  0.)
The computations presented here were performed in MATLAB.
Fig. 1. The sets sp T (a) (left) and limn→∞ sp Tn(a) = (a) (right) for a(t) = t + t−2.
Fig. 2. Superimposed eigenvalues of T50(a)+ E (with a(t) = t + t−2 and m = 3) for 1000 complex
random perturbations E of norm 12 ,
3
4 , and 1. The solid curves on each plot reveal the boundary of
sp50ε T50(a), computed using the software [24].
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Fig. 3. Deviation of sp(Tn(a)+ E) from (a) for the symbol a(t) = t + t−2 with m = 3. Each
data point represents the maximum distance over 1000 randomly generated perturbations E of
norm ε.
4. Proofs
Proof of Theorem 2.1. Pick λ ∈ C\sp T (a). We have
a(t)− λ = t−paq(t − z1(λ)) · · · (t − zp+q(λ)), (9)
and since a − λ has no zeros on T, we can write
a(t)− λ = t−paq(t − δ1) · · · (t − δr )(t − µ1) · · · (t − µs),
where |δj | = |δj (λ)| < 1 and |µj | = |µj (λ)| > 1. As wind (a, λ) = −p + r and
wind (a, λ) = 0 due to (4), we see that necessarily r = p and hence s = q. Thus,
a(t)− λ = aqϕ−(t)ϕ+(t) with
ϕ−(t) :=
(
1 − δ1
t
)
· · ·
(
1 − δp
t
)
, ϕ+(t) = (t − µ1) · · · (t − µq).
Standard computations with Toeplitz matrices (see, e.g., [4]) now give
T (a − λ) = aqT (ϕ−ϕ+) = aqT (ϕ−)T (ϕ+),
T −1(a − λ) = a−1q T (ϕ−1+ )T (ϕ−1− ),
PmT
−1(a − λ)Pm = a−1q PmT (ϕ−1+ )T (ϕ−1− )Pm = a−1q Tm(ϕ−1+ )Tm(ϕ−1− ).
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We have
ϕ−1− (t) =
(
1 + δ1
t
+ δ
2
1
t2
+ · · ·
)
· · ·
(
1 + δp
t
+ δ
2
p
t2
+ · · ·
)
=:
∞∑
n=0
bnt
−n
with
|bn| =
∣∣∣∣∣∣
∑
α1+···+αp=n
δ
α1
1 · · · δ
αp
p
∣∣∣∣∣∣ 
(|δ1| + · · · + |δp|)n < pn,
and because
Tm(ϕ
−1− ) =


b0 b1 . . . bm−1
b0 · · · bm−2
.
.
.
...
b0

 ,
it follows that
‖Tm(ϕ−1− )‖2  m|b0|2 + (m− 1)|b1|2 + · · · + |bm−1|2
 m+ (m− 1)p2 + · · · + p2m−2.
Analogously,
‖Tm(ϕ−1+ )‖2  m+ (m− 1)q2 + · · · + q2m−2.
In summary,
‖PmT −1(a − λ)Pm‖2  1|aq |2

m−1∑
j=0
(m− j)p2j



m−1∑
j=0
(m− j)q2j

 .
(10)
Denote the right-hand side of (10) by M/|aq |2. From (3) we now infer that spmε T (a)
is the union of sp T (a) and the set{
λ /∈ sp T (a) : ‖PmT −1(a − λ)Pm‖2  1
ε2
}
⊂
{
λ /∈ sp T (a) : M|aq |2 
1
ε2
}
.
Clearly, the last set is empty whenever M/|aq |2 < 1/ε2, which gives the assertion
with ε1 = |aq |/
√
M . Considering the transpose of T (a), we get the assertion with
ε1 = |a−p|/
√
M . This implies Theorem 2.1 with ε1 given by formula (6). 
We now turn to the proof of Theorem 2.2.
Lemma 4.1. There exists a constant δ = δ(a) > 1 such that
(a) =
⋂
∈[1/δ,δ]
sp T (a).
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A proof of this basic lemma is given in [3]; here we only provide an outline.
One can show there always exists some δ > 1 such that sp T (a) ⊂ sp T (a) for all
 ∈ [1/δ, δ], so that
sp T (a) ⊂
⋂
 ∈[1/δ,δ]
sp T (a).
It follows that omitting  ∈ (0, 1/δ) ∪ (δ,∞) from the intersection (8) does not af-
fect the left-hand side of (8).
For a sequence {Mn}∞n=1 of non-empty compact sets Mn ⊂ C, we consider the
two limiting sets
lim inf
n→∞ Mn :=
{
λ ∈ C : λ is the limit of some
sequence {λn}∞n=1 with λn ∈ Mn
}
,
lim sup
n→∞
Mn :=
{
λ ∈ C : λ is a partial limit of some
sequence {λn}∞n=1 with λn ∈ Mn
}
.
It is well known that the two equalities
lim inf
n→∞ Mn = lim supn→∞ Mn = M
are equivalent to the convergence of Mn to M in the Hausdorff metric (see, e.g., [12,
Sections 3.1.1 and 3.1.2] or [14, Section 28]).
Lemma 4.2. For every ε > 0,
lim sup
n→∞
spmε Tn(a) ⊂ spmε T (a).
Proof. Pick λ ∈ C\spmε T (a). Then λ /∈ sp T (a) and, by (3),
‖PmT −1(a − λ)Pm‖ < 1/ε.
It follows that there is an open neighborhood U ⊂ C of λ such that if µ ∈ U , then
µ /∈ sp T (a) and
‖PmT −1(a − µ)Pm‖ < 1/ε.
A well-known result on the finite section method for Toeplitz operators (see, e.g.,
Proposition 2.2 and Theorem 2.11 of [4]) says that T −1n (a − µ) converges strongly
(i.e., pointwise) to T −1(a − µ). Consequently,∥∥PmT −1n (a − µ)Pm − PmT −1(a − µ)Pm∥∥→ 0 as n→∞, (11)
and it is straightforward to check that the convergence in (11) is uniform with respect
to µ in compact subsets of U. Thus, there exist an open neighborhood V ⊂ U of λ
and a natural number n0 such that
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This, in conjunction with (3), implies that V ∩ spmε Tn(a) = ∅ for all n  n0, whence
λ /∈ lim supn→∞ spmε Tn(a). 
Lemma 4.3. Let δ be the constant given by Lemma 4.1. If  ∈ [1/δ, δ] and ε > 0,
then
lim sup
n→∞
spmε Tn(a) ⊂ spmβ T (a), (12)
where β = εmax(m−1, −m+1).
Proof. We have Tn(a − λ) = D−1n ()Tn(a − λ)Dn(), where Dn() is the dia-
gonal matrix diag(, 2, . . . , n). It follows that
PmT
−1
n (a − λ)Pm = D−1m ()PmT −1n (a − λ)PmDm(),
whence∥∥PmT −1n (a − λ)Pm∥∥  κm()∥∥PmT −1n (a − λ)Pm∥∥,
where κm() := ‖D−1m ()‖ ‖Dm()‖. Since also sp Tn(a) = sp Tn(a), we conclude
from (3) that
spmε Tn(a)= sp Tn(a) ∪
{
λ /∈ sp Tn(a): ‖PmT −1n (a − λ)Pm‖  1/ε
}
= sp Tn(a) ∪
{
λ /∈ sp Tn(a): ‖PmT −1n (a − λ)Pm‖  1/ε
}
⊂ sp Tn(a) ∪
{
λ /∈ sp Tn(a): κm()‖PmT −1n (a − λ)Pm‖  1/ε
}
= spmεκm() Tn(a),
and now Lemma 4.2 yields the inclusion
lim sup
n→∞
spmε Tn(a) ⊂ spmεκm() T (a).
Because κm() = m−1 if  ≥ 1 and κm() = −m+1 if  < 1, we arrive at the as-
sertion. 
Proof of Theorem 2.2. Denote the right-hand side of (6) by
C(p, q,m)max(|a−p|, |aq |),
let δ be the constant from Lemma 4.1, and put
ε2 := C(p, q,m)|aq |/δq+m−1.
We claim that Theorem 2.2 is true with this choice of ε2.
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Let ε ∈ (0, ε2). Lemma 4.3 shows that if  ∈ [1/δ, δ], then (12) holds with
β = εmax(m−1, −m+1)
< C(p, q,m)|aq |max(m−1, −m+1)/δq+m−1
 C(p, q,m)|aq |qδq max(m−1, −m+1)/δq+m−1 (since 1  δ)
= C(p, q,m)|aq |q max(m−1, −m+1)/δm−1
 C(p, q,m)|aq |q. (13)
Applying Theorem 2.1 to T (a) and taking into account that |aq | does not exceed
max(|a−p|, |aq |), we see that
spmβ T (a) = sp T (a) for β < C(p, q,m)|aq |q.
Thus, (12) and (13) give lim supn→∞ spmε Tn(a) ⊂ sp T (a) for every  ∈ [1/δ, δ].
By Lemma 4.1, this implies that
lim sup
n→∞
spmε Tn(a) ⊂ (a).
To establish inclusion in the other direction, note that (7) implies
(a) ⊂ lim inf
n→∞ sp Tn(a) ⊂ lim infn→∞ sp
m
ε Tn(a),
thus completing the proof of Theorem 2.2. 
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