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358GFLOPS)を運用しています。平成 15 年 1 月に導入したスーパーコンピュータ上では高ベクト
ル化率のプログラムが常時実行されており、演算性能と主記憶容量の格段の強化を行ったにも
かかわらず、計算需要はすでに処理能力の限界を超えており、増強の必要に迫られています。








































































図 1 新並列コンピュータシステム 
 
（１） スカラ並列型演算サーバ（TX7/i9610、日本電気㈱製） 
スカラ並列型演算サーバは 3 つのノードから構成され、それぞれのノードは、Intel の最新の
Itanium2 プロセッサ 64CPU と 512GB の主記憶容量を持ち、Linux のもとで動作します。Itanium2
プロセッサは 1.6GHz で動作し、ノードあたりの最大演算性能は 409.6GFLOPS となります。したが
って、スカラ並列型演算サーバの CPU あたりの性能は、現在運用中の TX7/AzusA の CPU の性













おり、表 2 に示すコンパイラおよびライブラリ等が整備されています。 
 
表 2 スカラ並列型演算サーバで利用可能なコンパイラおよびライブラリ 
FORTRAN95 ISO/IEC 1539-1:1997,自動並列化, OpenMP 
C++ ISO/IEC 14882:1998,自動並列化, OpenMP 
MPI/EX TX7 用メッセージパッシングライブラリ 
FORTRAN90/SX ISO/IEC 1539-1:1997,SX-7/SX-7C 用クロスコンパイラ 
C++/SX ISO/IEC 14882:1998,SX-7/SX-7C 用クロスコンパイラ 
MPI/SX SX-7/SX-7C 用メッセージパッシングクロスライブラリ 
ASL 数値計算ライブラリ 
 
なお、Itanium2 に対応していないアプリケーション MATLAB（対話型解析ソフトウェア）と SAS











SX-7 では、1 ノードを占有して最大 256GB メモリと 282GFLOPS の演算性能を利用することが 1
つのプログラムの実行の上限となっておりますが、ベクトル並列型演算サーバの 5 ノード全体で
提供される 640GFLOPS の性能、および 640GB のメモリ容量を必要とするような大規模計算の実
行をご希望の利用者の方は、センターのシステム管理係にぜひご相談ください。ノード間並列処
理には MPI を使った並列プログラミングが必要となりますが、5 ノードを使った並列処理において
最大性能を引き出すための高速化支援を用意しております。 
 オペレーティングシステムは、SX-7 と同じ SUPER-UX であり、表 3 に示すように SX-7 の利用環
境と同じものを提供しております。 
 表 3 ベクトル並列型演算サーバで利用可能なコンパイラおよびライブラリ 
FORTRAN90/SX ISO/IEC 1539-1:1997,自動並列化, OpenMP 























 現システム(TX7/AzusA)は、2006 年 3 月 16 日(木)で運用を終了する予定です。新並列コンピ
ュータシステムは、2006 年 4 月 3 日(月)からの運用を予定しておりますが、それに先立って、3 月
22 日(水)からの試験運用を計画しております。ぜひ、最新の Itanium2 プロセッサと大規模ベクト
ル並列処理の能力を試してみてください。なお、並列コンピュータのサービスは、3 月 17 日から 3






    
 






ベクトル並列型演算サーバ(SX-7C 5 ノード) 
