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Abstract-A method for finding simple roots of arbitrary polynominals based on divided 
differences is discussed. Theoretical background is presented for the case of simple roots. Numerical 
results are presented which show the algorithm finds simple and multiple zeros to an accuracy 
(usually) limited by the accuracy of polynomial evaluation. The method is designed for a SIMD 
parallel computer. The algorithm is compared to two other frequently used polynomial root finders, 
the Jenkins-Traub algorithm and Laguerre’s method. 
INTRODUCTION 
This paper presents a method for finding simple zeros of an arbitrary polynomial. The 
method finds all zeros simultaneously. It does not require good guesses, but can make 
excellent use of them. The polynomial is not deflated, nor are zeros suppressed once found. 
Rather, implicit suppression occurs. By that we mean the process occurs as part of 
constructing the iteration formula when the iterates approach the zeros; the algorithm does 
not explicitly invoke the process. The method is based on a Newton iteration formula and 
thus converges quadratically for simple zeros. 
The basic motivation of the method is to create an algorithm which will make efficient 
use of Single Instruction/Multiple Data (SIMD) parallel computers. Several attributes of 
the method facilitate this, namely: all zeros are found simultaneously, nversions of the same 
algorithm can be run simultaneously on an SIMD computer, an.d little interprocessor 
communication would be required in such an implementation. That communication which 
is required is well adapted for mesh-connected processors, a prevalent architecture. 
Principal contributions to this area are Rice[ 181 and Aberth [ 11. The algorithm suggested 
by Rice is based on Graffe’s method, which cannot be depended on to find roots accurately 
[7]. We have shown that a special case of our algorithm is that of Aberth when the stage one 
limit described in Section 3 of our paper is set to 1. In this case the algorithms are just the 
classical Halley’s method. However, our experience has been that our algorithm is more 
efficient if the stage one limit is set to 5. 
I. THEORETICAL FOUNDATION 
Divided differences are similar to derivatives. However, they are formed using only 
function evaluations over many points (one more than the order of the difference). The first 
(order) divided difference off(x) over two points, x, and x2, is: 
f(x)h, %I = -f(x2>Yh 
Higher order divided differences can be computed recursively by 
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or as we will do, by Lagrange’s formula: 
f(x)[x,, . . . X”] = c f(xi) 
’ EiCxi - xj> 
Divided differences are different from other differences (e.g. forward, central) in that the 
points at which the difference is taken can be chosen arbitrarily. It will be assumed that the 
points at which the divided differences are calculated are distinct (although there are 
methods for using repeated points in divided differences). 
The following theorem is the basis for the method: 
THEOREM 1 
If P”(X) = u@x” + . * . + a, is an n th degree polynomial in x with distinct zeros x = s,, 
s,, . . . s,,, where x, r, x,, x2, . . .x,, s,, s2, . . .s,EC, x, # xi, xi # s,, and xi # r for all i, j, k such 
that i, j, k = 1, 2, . . .n, i #j, then, 
PAX 1 F,(r) = - [x,, x2 . . 
x-r 
.x,1-a,=Oiffr=s,,k=l,... n. (1.1) 
Proof. The theorem will be proven in two parts: (i) if r = Sk, then F,(r) = 0; (ii) if 
F,(r) = 0, then r = sk for some k. 
(i) Consider P,(x) = aJI(x - s,), a,, # 0. 
If r = s,, then 
P”(X) ,=%$I= 
is a polynomial of degree n - 1, and it is well known that [Sl: 
A [x,, x2, . . .X”] = a,. 
x-r 
(ii) Define 
A, _ ‘n(*i) 
I- 
,I]! Cxi - Xj)' 
Then the divided difference in (1.1) can be expressed as 
-F.(r)=F&+ao 
I 
1 
= 
y(r - *i) 
I$ “;G Cr - xj) + % y (r - xi) 1 
= & [Q.- dr) + Q,,*(r)1 = e3 
(1.2) 
(1.3) 
Where Qz and Q,, are polynomials of degree n. From i, -F,,(r) must have at least n zeros, 
sir 32 . . .s,. If it has any other zeros, so would Qz*, a polynomial of degree n, and hence Qz* 
would be the zero polynomial. However, observing Q:(r), the leading coefficient of Qz* is 
a,,#O; so Q;* is not the zero polynomial. Hence F,(r) = 0 implies r = Sk for some k. 
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2. CONSTRUCTION OF THE ITERATION FORMULA 
Using the definition of A, from (1.2): 
109 
Define 
Then 
c 4 - = a,. 
I x, - sk 
Qi(s) =,;, &. 
A, + Q,(Q) = 4,. 
xi - Sk 
If Qi(%> - a, # 0, 
A, 
sk = xi + Q,lsk) _ uo’ 
Thus the roots of P,, are roots of (2.4), and using Newton’s formula with 
and 
A(r) = 1 + AiQI(r)/(Qi(r) - ~0)’ 
yields the iteration function 
Gi(r) = r _ (Qi(r> - UO)'(~ - Xi) - Ai(Qi(r) - 4 
<Q,(r) - d2 + AiQ i(r) 
The corresponding iteration formula is 
rk+i = Gi(lk), k = 0,1,2,. . (2.8) 
THEOREM 2 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
For the iteration formula (2.8), r will not converge to t( where Qi(u) = a0 and P,,(u) # 0. 
Proof. From (2.7) 
(2.9) 
Setting Qi(u) = a,, u # Sk (A, # 0) yields G/(u) = 2. Therefore the fixed point iteration (2.8) 
will not converge to u, since IGj(u)l 2 1[8]. 
THEOREM 3 
For x, = s,, S, is suppressed (implicit suppression). That is, (2.8) will not converge to 
r = s,. 
Proof. If x, = s,, then A, = 0 and 
UO n cxi - sk) 
A,= ’ 
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uofl C-T - Sk) 
k#i = for i # 1. 
jrJ ,(Xi - x,) 
Thus 
which has n - 1 zeros excluding sI. Hence s, is suppressed by taking x, = s,. 
Theorem 2 guarantees that the fixed point iteration (2.8) will not converge to a point 
which is not a zero of P,. 
By induction, any number of zeros may be suppressed by taking the zeros for some of 
the xi; for numerical reasons, this is done implicitly (as described in the next section) rather 
than explicitly. 
3. THE ALGORITHM 
While equation (2.4) is true for arbitrary xi in exact arithmetic, truncation error makes 
such an implementation impractical. One successful scheme based on (2.4), as alluded to 
in Theorem 3, is to use estimates for the zeros as the xi. This has the advantage of 
substantially reducing truncation error and making use of implicit suppression, allowing 
all zeros to be found accurately and simultaneously. However, it is also impractical to 
expect estimates to be available. Thus, an algorithm has been developed which converts 
arbitrary xi to good estimates (stage 1) and then uses them to find the zeros (stage 2). The 
algorithm, which uses (2.7) for both stages, follows: 
x, = initial gUeSSi, i = 1, n. 
Stage 1 
Do until all zeros are found or step limit is 
exceeded. 
Form A, i = 1, n. 
r,=x,, i= 1, n 
Do until all zeros are found or stage 1 
limit is exceeded. 
r, = G,(r,) i = 1, n. (equation 2.8) 
End loop. 
x,=ri,i=l, n. 
End loop. 
Stage 2 
Form A,, i = 1, n 
Do until all zeros are found or stage 2 
limit is exceeded. 
ri = G,(r,), i = 1, n. (equation 2.1) 
End loop. 
x;=r,, i= 1, n 
End procedure. 
4. DISCUSSION OF NUMERICAL PROPERTIES 
Stage 2 operates by taking advantage of implicit suppression. Stage 2 requires that each 
zero is approached by a unique estimate. Then, when evaluating G,(r,), all zeros except the 
one near x, are suppressed. Stage 1 is really the center of the algorithm. Its basic function 
is to make a set of estimates better in each step. When they are determined to be good 
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enough, the stage is ended. In the first step, generally, no guess is particularly close to a zero. 
When each estimate is iterated, generally a few will approach zeros. These zeros are 
suppressed for the remaining steps, leaving fewer to be found. In the following steps, a few 
more may be found. This continues until all are found. By found, we mean (for simple zeros) 
a single estimate is significantly closer to a zero than any other estimate is or than that 
estimate is to any other zero. This is what has been observed to be necessary for suppression. 
The reason we call the suppression implicit is that the algorithm does not know which 
estimates are suppressing zeros or how many are suppressed in any step. The stopping 
criterion, which will be discussed, watches only to see how much the estimates as a whole 
are moving. 
In stage 1, one compliction arises when zeros have multiple estimates which are equally 
close. These conflicts occur frequently and can result in collisions (two xi converging to the 
same zero and being exactly the same) causing divide by zero. The implicit suppression 
resolves most conflicts, since it is difficult for two guesses which are equidistant from a zero 
to remain equidistant after a few iterations; generally, one estimate will emerge close enough 
to the zero to suppress it. This is facilitated by keeping stage 1 iterations small, and thus 
prohibiting estimates to move to the zeros quickly. Also, to encourage suppression initial 
guesses are chosen such that it is unlikely for two guesses to be the same distance from a zero. 
Basically any set of guesses work well as long as they are not in conjugate pairs, and of 
course, at least one is not real. Still, when finding zeros of polynomials of large order ( > 10) 
or with clustered zeros, collisions do occur. In this case they can be forced apart by setting 
one of the collided guesses to some random value. Collisions do slow the algorithm, but have 
not been observed to affect convergence. 
The stopping criterion was taken as [19]: 
lw, - wi_ ,I < abs. error + (rel. error)*lwii 
This criterion was used in stage 1 on r, to terminate the iterations and go to the next step, 
and on the xi to terminate the stage. In stage 2, it was used on the r, to terminate that stage. 
We set both absolute and relative error to lo-“. Also, a limit on the number of iterations 
was imposed to prevent a runaway loop. 
Since this algorithm cannot find multiple zeros exactly (they cause a divide by zero when 
forming AJ, we defer discussion of that subject until Section 6. We will discuss finding the 
simple zeros of a polynomial with multiple zeros here. When attemping to find simple zeros 
in this case, the above theorems are valid. In fact, the operation of the algorithm continues 
as if all zeros are simple, and converges to the simple ones. Since the polynomial is not 
deflated, the multiple zeros need not be found to any greater accuracy than is required for 
suppression. 
5. PARALLEL IMPLEMENTATION 
SIMD computers are composed of many processors and one control unit. The control 
unit can send data and instructions to all processors at once (broadcast). Also, it can pass 
data back and forth with individual processors. Also, processors can pass data to each other. 
Mesh connected refers to the communication paths between processors; in a mesh connect 
computer, the processors are connect in a (usually square) grid and can pass data to their 
nearest neighbors above, below, left and right 
The advantage of parallel computers is that a great deal of computation can be done 
simultaneously. But, two complications arise immediately: first, only algorithms which can 
be run in several identical versions can run efficiently on SIMD computers, since all 
processors run duplicate code. Second, if the implementation requires processors to commu- 
nicate a great deal of the time (e.g. passing intermediate calculations) any gain in com- 
putation time may be lost in intercommunication time. 
For a polynomial zero finding algorithm to run efficiently on an SIMD computer, it must 
be able to run in multiple versions. One scheme to accomplish this is to find all zeros 
simultaneously. The algorithm could run as n duplicate versions, each version differing only 
by the zero it converges to. Of course, this cannot be done with methods that deflate or 
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suppress zeros once found. A second scheme would be to find one zero at a time, but in some 
way that multiple verisons could form iterations which find a single zero and then deflate 
or suppress it. Our method uses the first scheme. 
Referring to the algorithm, the computationally intensive steps, forming the A:s and 
ri: = G,(r,), can be run in n versions if the X, and A, are stored in memory (lot. 2 represents 
memory location z) as follows: (1) lot. my0 of proc., stores _u,; (2) lot. ms, of proc., stores 
.&,d&+,); (3) lot. mA, of proc., stores A,; (4) lot. mAj of proc., stores AmodnU+,). 
In this manner, the n versions of code would be identical. 
The comunication required to run the algorithm is small. After the Ai are formed. they 
must be passed to all processors. This is done by a ring pass, where in the first step each 
processor passes the Ai it formed to, say, its left and the leftmost would pass to the rightmost. 
After that, each processor would retain a copy of the Ai passed in the most recent 
communication step and pass it along the same ring. This continues until all processors have 
all A,-for n steps. All the Ai would be stored by each processor storing the A, formed in that 
processor in lot. mA, and subsequent Ai sequentially following that. The other commu- 
nication required is to pass all the xi after the stage 1 iterations. This is done in the same 
manner as was done for’the A,. Note that no communication interrupts the computationally 
intense steps. This implementation should give a speed up close to n, since all computations 
are done in parallel. 
6. NUMERICAL RESULTS 
The divided differences algorithm (Section 3) was compared to the Jenkins-Traub and 
Laguerre algorithms. The tests were run on an IBM 370/l.% under the CMS operating 
system. All the routines were written in FORTRAN using double precision arithmatic (64 
bits) and compiled with the FORTRAN H Extended Compiler (OPT = 2) [9]. The 
Jenkins-Traub method and Laguerre’s method were taken from the International Mathe- 
matical and Statistical Libraries (IMSL) [IO]. The test polynomials are given in Appendix 
A with references, and test results are given in Appendix B. The data kept from the run was 
run time and number of zeros found. The timing routine was for relative comparison, not 
absolute run time. It is accurate to l/l00 of a second. 
The parallel time is estimated to be total run time divided by n, the number of processors. 
While this appears to be a generous estimation on our part, it is reasonable considering the 
earlier discussion of the parallel implementation. In order to make this estimation accurate, 
certain serially inefficient methods were used. They include carrying out iterations for zeros 
which were found, when there were any that were not found, and reevaluating the poly- 
nomial when forming the Ai, even if an xi did not change. 
The routine used for Jenkins-Traub was ZCPOLY [ lo]. ZCPOLY is the Jenkins-Traub 
method for complex polynomials [ 1 l] Jenkins and Traub [ 121 have an algorithm for finding 
zeros of real polynomials, which runs 4 times faster than ZCPOLY. We chose ZCPOLY 
because our method does not take advantage of the polynomial being real. It remains to be 
seen as to whether our method can be coded in real arithmetic for real polynomials. 
Unfortunately, there was no algorithm available in the IMSL library to run Laguerre’s 
method for complex polynomials so we used a version for real polynomials (ZPOLR), and 
thus its execution times are deceptively small. 
The parameters of the divided difference method were set as follows. The maximum 
stage one steps and stage two iterations were set high enough so that they did not affect 
program execution for any test case (35 and 20, respectively). The maximum for stage one 
iterations was set on the basis of experience to 3. The initial guesses were chosen arbitrarily 
as a linear spiral from zero (x, = ((j +j*i)*?)/n where i is the square root of - 1). This 
set of guesses performed adequately overall though quite poorly on many cases. 
The polynomials were selected from a variety of sources [2-6, 13, 14, 17, 22, 231. All 
polynomials from those sources were tested, except for quadratics and most polynomials 
with one multiple zero. Polynomial 24 [17] was kept to illustrate our algorithm’s 
performance on a single multiple zero, though the time comparisons are inaccurate since 
the other methods treated it as a special case. Also, four polynomials were constructed to 
show the operation on polynomials with one or more than one multiple zero (polynomials 
109-l 12). 
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The test results were encouraging. Our method did not fail to converge for a single test 
case listed or, in fact, any case we tested with any set of initial guesses. For polynomials 
with no repeated or clustered zeros, all the zeros were found to the specified accuracy, and 
the parallel time was always better than the serial time of Jenkins-Traub, and usually 
better than Laguerre’s. Our method did not make use of any zero localization techniques 
(Routh-Hurwitz Criterion, Gerschgorin Circle Theorem, or Schur-Cohn Algorithm), but 
used the same set of guesses independent of the polynomial. For those cases in which our 
algorithm was slower than Laguerre’s the guesses were particularly poor, and we assume 
that some localization technique would aid our method. 
Those cases for which our method was slower in parallel time than Jenkins-Traub all 
contained multiple zeros (polynomials 24, 34, 35, 38, 79, 80, 82, 91, 92, 94, 106). Our 
algorithm would have found the simple zeros faster had the stopping criteron, which was 
kept simple to facilitate parallel implementation, been altered to detect multiple zeros and 
stop when all simple zeros were found. 
The operation of our method on multiple zeros was excellent considering that the 
algorithm was not designed for multiple zeros. Our method never failed to give estimates 
for all zeros with the correct multiplicity. Generally, for multiple zeros, the convergence 
was slowed and, in most cases, Jenkins-Traub found the zeros more accurately. However, 
when two or more sets of multiple zeros were found, our method found the zeros to the 
same order of accuracy. In three large order test polynomials with three or less high- 
multiplicity zeros Laguerre’s method found one or no zeros, while our method was roughly 
as accurate as Jenkins-Traub (polynomials 110-l 12). 
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APPENDIX A 
The coefficients are listed with the high order term first. The reference is listed according to how it was 
organized in the original reference. For example B. I. 4. C means Group B. part I, number 4. case C. TBL 1, 
114 
27 means Table 1, number 27. 
POLY- COEFFICIENTS 
NOMIAL, 
ORDER 
1, 6 1.00000000000 
-735.000000000 
720.000000000 
2,20 1.00000000000 
3, 3 
4. 3 
5, 3 
6, 3 
7. 4 
::: 
:: 
.O 
.O 
4.00000000000 
-18.0000000000 
1.00000000000 
21.0000000000 
1.00000000000 
-1.00000000000 
1.00000000000 
-5.00000000000 
1.00000000000 
-150.000000000 
1.00000000000 
-9.00000000000 
:: 
.O 
:: 
.O 
.O 
-8.00000000000 
-5.00000000000 
.O 
.O 
-3.00000000000 
-100.000000000 
-5.00000000000 
5.00000000000 
[lilA,9 
17.0000000000 [l;lA,lO 
-1.00000000000 
-2.00000000000 
17 
17 
17 
A,13 
A.18 
-54.0000000000 A,20 
10.0000000000 
-1.00000000000 
-45.0000000000 
252.000000000 
-44.0000000000 
9,lO -1.00000000000 
120.000000000 
-210.000000000 
10.0000000000 
-210.000000000 
120.000000000 
[171B 1,4,C 
10.0000000000 -1.00000000000 
10, 4 -1.00000000000 
5.00000000000 
4.00000000000 
-1.00000000000 
-6.00000000000 [171B,I,S,A 
11, 4 -256.000000000 256.000000000 
98.0000000000 -1.00000000000 
-96.0000000000 [1718,1,5,8 
12, 4 -4096.00000000 2048.00000000 
2434.00000000 -1.00000000000 
-384.000000000 [17lB.I,5.C 
13, 5 1.00000000000 .O .O [171B,II,l,B 
1.00000000000 .O 
14, 9 .O 
.O 
.O 
.O 
.O 
1.00000000000 
1171 B,II,l,C 
15,19 
.O 
1.00000000000 
.O 
.O 
.O 
1.00000000000 
.O 
.O 
.O 
.O 
i000000000000 
:o" 
.O 
:: 
.O 
.O 
:: 
.O 
.O 
.O 
.O 
[I71 d,II,l,D 
16, 3 1.00000000000 
.100000000000D-03 
.O .O [I71 B,II,Z,A 
17, 5 
18, 9 
19,19 
20. 3 
1.00000000000 .O .O 
.O .O .100000000000D-03 
[I71 B.II.2.B 
1.00000000000 
.O 
.O 
.100000000000D-03 
.O 
.O 
.O 
.O 
.O 
.O 
1.00000000000 
.O 
0 
:o 
0 
:o 
.O 
.O 
.O 
.O 
.O 
.O 
.O 
.100000000000D-03 
0 :o 
0 :o 
0 :o 
17 
17 
B,II,Z,C 
B.II.2.D 
1.00000000000 
.100000000000D-03 
.O 1.00000000000 17 B,II,3,A 
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-21.0000000000 175.000000000 
1624.00000000 -1764.00000000 
[l:lA,l 
[17lA,6 
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POLY- COEFFICIENTS REFERENCE 
NOMIAL, 
ORDER 
21, 5 1.00000000000 .O .O (171 B,II,3,B 
.O 1.00000000000 .100000000000D-03 
22, 9 1.00000000000 .O 
.O .O 
.O .O 1.00000000000 
.100000000000D-03 
23,19 
24,19 
25. 3 
26, 3 
27, 3 
28, 3 
29, 3 
30. 3 
31, 4 
32, 4 
33, 4 
34, 4 
35, 4 
36, 4 
37, 4 
38, 4 
39, 4 
40, 4 
41, 4 
42, 5 
43, 6 
44, 6 
1.00000000000 
0 :o 
.O 
0 :o 
1.00000000000 
1.00000000000 
.O 
0 
:a 
.O 
.O 
.O 
1.00000000000 
5.00000000000 
1.00000000000 
1.00000000000 
1.00000000000 
-1.00060000000 
1.00000000000 
1.00006000000 
1.00000000000 
1.00000000000 
1.00000000000 
18.0000000000 
128.000000000 -256.000000000 
-32.0000000000 1.00000000000 
1.00000000000 -8.00000000000 
-62.0000000000 50.0000000000 
1.00000000000 
-3.00000000000 
1.00000000000 
4.00000000000 
1.00000000000 
4.00000000000 
1.00000000000 -8.00000000000 
-32.0000000000 16.0000000000 
1.00000000000 -3.00000000000 
52.0000000000 -48.0000000000 
1.00000000000 -3.00000000000 
52.0000000000 -48.0000000000 
1.00000000000 3.05000000000 
3.10205000000 1.05105000000 
1.00000000000 -3.00000000000 
52.0000000000 -48.0000000000 
1.00000000000 
.O 
-3.00000000000 
-48.0000000000 
1.00000000000 -6.00000000000 
-16.0000000000 -7.00000000000 
1.00000000000 
0 
i.00000000000 
.O 
.O 
-9.00000000000 
34.0000000000 
1.00000000000 
85.0000000000 
-100.000000000 
.O .O 
0 :o .O .O 
.O .O 
.O .O 
.O 
.100000000000D-03 * 
0 
.O 
.O 
.O 
.O 
0 :o 
.O 
-1.00000000000 
.O 
.O 
.O 
.O 
:l 
[l'lB,III,E 
2.00000000000 [SITBL 1.1 
.O 3.00000000000 [SITBL 1,2 
1.00040000000 -1.00020000000 ISITBL 1,3 
3.00006000000 3.00012000000 [51TBL 1,4 
.O -3.00000000000 [~ITBL 1,5 
8.00000000000 21.0000000000 [SITBL 1,6 
7.00000000000 
18.0000000000 
-6.00000000000 
-12.0000000000 
-5.00000000000 
-8.00000000000 
160.000000000 ISITBL 1,7 
39.0000000000 [S]TBL 1,8 
13.0000000000 [5]TBL 1,9 
9.00000000000 [5]TBL 1,lO 
6.00000000000 [S]TBL 1,ll 
24.0000000000 [5lTBL 1,12 
-14.0000000000 
-12.0000000000 
4.10100000000 
.O 
-14.0000000000 
14.0000000000 
-30.0000000000 
.O 
.O 
45.0000000000 
74.0000000000 
[~ITBL 1,13 
IslTBL 1,14 
[~ITBL 1,15 
[SITBL 1,16 
[~ITBL 1,17 
[SITBL 1,18 
[SITBL 1,19 
t5lTBL 1,20 
[17] B,II,3,C 
[171 B,II,3,D 
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POLY- COEFFICIENTS 
NOMIAL. 
ORDER 
REFERENCE 
-7.00000000000 25.0000000000 
-246.000000000 422.000000000 
f51TBL 1,21 
-13.0000000000 85.0000000000 
594.000000000 -622.000000000 
[5lTBL 1,22 
-5.00000000000 
944.000000000 
[51TBL 1,23 
48, 6 1.00000000000 -11.0000000000 65.0000000000 
-195.000000000 314.000000000 -274.000000000 
[51TBL 1.24 
-.670000000000 
-1.02113000000 
[51TBL 1,25 
-2079.89900000 
-2072.11590000 
[j1TBL 1,26 
-460.800000000 
-88653.0980000 
-197170.000000 
[j1TBL 1,27 
271787.000000 
1266452300.00 
[SITBL 1,28 
9621956000.00 
-861677800000. 
273087.000000 f51TBL 1.29 
1114738200.00 
-10156643000.0 
-.117987290000D+13 
2.00000000000 -334.000000000 
36352.0000000 60716.0000000 
-2191720.00000 23210431.0000 
-169919436.000 -134375288.000 
2104572100.00 -5714910700.00 
[51TBL 1,30 
5.00000000000 10.0000000000 
50.0000000000 40.0000000000 
105.000000000 98.0000000000 
[51TBL L,31 
81.0000000000 72.0000000000 
48.0000000000 36.0000000000 
130.000000000 100.000000000 
10.0000000000 
40.0000000000 
98.0000000000 
72.0000000000 
[~ITBL 1,32 
36.0000000000 
100.000000000 
-1429.70000000 .772100000000D-01 
56.1310000000 -561.120000000 
[51TBL 2.1 
-6.99330000000 -8438.80000000 
-47.9470000000 36.5390000000 
[~ITBL 2,2 
-74.4190000000 
-9915.80000000 
f51TBL 2,3 
-116.960000000 
-.713300000000D-01 
[SITBL 2,4 
-6.76760000000 
-97.1670000000 
-15.8060000000 
[~ITBL 2,5 
7.71820000000 (51TBL 2,6 
45, 6 1.00000000000 
25.0000000000 
-300.000000000 
46, 6 1.00000000000 
-305.000000000 
300.000000000 
47, 6 1.00000000000 -4.00000000000 
190.000000000 -666.000000000 
-600.000000000 
100.000000000 
49, 7 1.00000000000 4.87000000000 
-.154300030000 -.426500000000 
-2.48608000000 -6.27714960000 
50, 7 1.00000000000 507.900000000 
9865.50870000 -8504.87170000 
9864.85270000 -9020.21000000 
51,lO 1.00000000000 -2.50000000000 
-9133.40000000 -50761.8000000 
-53510.4000000 -37313.0000000 
-364800.000000 -198000.000000 
52,12 1.00000000000 
1337920.00000 
-5281018300.00 
19383320000.0 
-549755800000. 
1288.00000000 
-150211890.000 
-19582773000.0 
-315044660000. 
53,13 1.00000000000 1289.01000000 
-148860600.000 
-24916600000.0 
-295467500000. 
1612424.90000 
-4001901300.00 
29101496000.0 
-.142005030000D+13 -555253360000. 
54,15 1.00000000000 
-592.000000000 
-1486310.00000 
30731586.0000 
1634846000.00 
-6227020800.00 
55,18 1.00000000000 
9.00000000000 
30.0000000000 
15.0000000000 
60.0000000000 
25.0000000000 
520.000000000 
56.19 1.00000000000 
9.00000000000 
30.0000000000 
5.00000000000 
50.0000000000 
105.000000000 
81.0000000000 
48.0000000000 
130.000000000 
672.000000000 
15.0000000000 
60.0000000000 
25.0000000000 
520.000000000 
57, 6 53.0810000000 
-2.01430000000 
23.4510000000 
58, 6 -2.90410000000 
23.8040000000 
.685400000000 
59. 7 -48.7730000000 3.81210000000 
-116.960000000 4.26140000000 
-7.13300000000 -4.32500000000 
-74.4190000000 60, 7 3.81210000000 
4.26110000000 -9915.80000000 
-.432500000000D-01 -4.39360000000 
61, 8 1.00000000000 2.97420000000 
6.26080000000 -54.2150000000 
7.00800000000 7.71300000000 
62, 8 4.39360000000 -8.36190000000 
-5545.90000000 -288.080000000 
105.400000000 -54.6460000000 
3803.40000000 
8191.90000000 
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REFERENCE POLY- 
NOMIAL, 
ORDER 
63, 8 
64, 9 
65, 9 
66, 9 
COEFFICIENTS 
7.71820000000 -5545.90000000 -288.080000000 
3803.40000000 105.400000000 -54.6460000000 
8191.90000000 8.70290000000 -167.000000000 
1.00000000000 
25.0000000000 
-7.73510000000 
61.422OOOUOOO 
-993.560000000 -21.1000000000 
122.200000000 2.62880000000 
7.21590000000 -2184.90000000 
8.70290000000 
1126.iOOOOOOO 
-4085.40000000 
-54.6490000000 
463.330000000 
-7.05080000000 
-99.7290000000 
-6.99330000000 
1.00000000000 
-8.32430000000 
-4.27540000000 
[51TBL 2,7 
[5]TBL 2,8 
I5lTBL 2.9 
[51TBL 2.10 
151~~~ 2,11 
-167.000000000 463.330000000 
76.2410000000 -7.05080000000 
-1036.10000000 -99.7290000000 
1126.10000000 76.2410000000 
-4085.40000000 -1036.10000000 
-54.6490000000 -2.90410000000 
67,15 39.2470000000 -20.5730000000 
22.8340000000 -.784400000000 
504.150000000 -21.1340000000 
2.92400000000 -94.5010000000 
4.05320000000 2549.30000000 
72.8740000000 
5.59450000000 
21.1290000000 
[51TBL 2,12 68.18 1.00000000000 
-6.58420000000 
21.6520000000 
-7.81380000000 
-64.6780000000 
45.8080000000 
-6093.80000000 
-2.60270000000 693.570000000 
1.62400000000 -6113.50000000 
4.58960000000 -.714100000000 
8.30050000000 37.5040000000 
4.99900000000 -6.85600000000 
337.620000000 -14.9100000000 
-9265.30000000 
70.3110000000 
5.61630000000 
-74.1100000000 
-2.49870000000 
-6.84610000000 
-34.6370000000 
60.2470000000 
-7015.60000000 
-85.5810000000 
49.2250000000 
73.9410000000 
-993.560000000 
6468.00000000 -42.0150000000 
3072.40000000 2.95300000000 
870.730000000 -7.91410000000 
-22.9640000000 9.22520000000 
-39.0630000000 6.56100000000 
-7.88670000000 -32.1510000000 
67.9160000000 -390.570000000 
265.740000000 -453.860000000 
-309.670000000 -2.05740000000 
-99.3940000000 -20.7750000000 
3924.50000000 -.838300000000D-01 
.490600000000D-01 88.3120000000 
.100000000000D-03 
.100000000000D-11 
-.100000000000D-03 -.100000000000D-11 
10000.0000000 
.100000000000D-03 
-10000.0000000 -.100000000000D-03 
100000000000D-03 
i0000.0000000 
10000.0000000 
.1000OOOOOOOOD+13 
-.100000000000D-03 -10000.0000000 
-10000.0000000 -.100000000000D+13 
1.00000000000 
-920550.000000 
20692933630.0 
-.4628064775191)+14 
129536369899D+17 
-:371384787345D+18 
.431565146818D+18 
-190.000000000 
34916946.0000 
16815.0000000 
-342252511900. 
381922055502D+lS 
-:522609033625D3+17 
.610116075740D+18 
-.121645100409D+18 
-973941900.000 
.446522675738D+13 
-.2503858755471)+16 
161429736530D+lB 
-:668609730341Dt18 
1.00000000000 -.111110000000 
-.112221100000D-05 .111110000000D-09 
112221100000D-02 
-:10000000000OD-14 
1.00000000000 
-.586000000000 
.210000000000D-03 
-2.10000000000 1.64000000000 
.969000000000D-01 -.737000000000D-02 
1.00000000000 
-.882000000000 
.877700000000D-02 
-.184800000000D-05 
-2.00000000000 
283500000000 
-:845800000000D-03 
.288000000000D-07 
1.75000000000 
-.607200000000D-01 
.520400000000D-04 
1.00000000000 -4.09901000000 6.39692898980 
-4.59672877856 1.39871058774 -.999007989780D-01 
-11.3110000000 
347774300000 
-:l00000000000~-06 
69,36 [S]TBL 2,13 
70, 3 [131Pl(i) 
A=B=lO . 
71, 3 [13lPl(21 
A=l/B=lO 4 
rlslPl(q 
A=l/B=lO 
[13lPl42) 
A=B=lO . 
72, 3 
73, 3 
74,19 [I3lP2(2). 
r=19. 
[13lP3(2), 
r=5. 
[13lP4(Z). 
75, 5 
76, 6 
[13lPS(Z). 77,lO 
13.4543100000 [13lP7(2). 
-.1345431OOOOOD-01 A=0 
78, 5 
79, 7 1.00000000000 
-3.47774300000 
.113110000000D-03 
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POLY- COEFFICIENTS 
NOMIAL, 
ORDER 
REFERENCE 
80, 1.00000000000 
-3.47774300000 
1.00000000000 
-3.47774300000 
.113110000000D-03 
82, 7 1.00000000000 
-3.47774300000 
.113110000000D-03 
83, 7 1.00000000000 
-3.47774300000 
.113110000000D-03 
84, 7 1.00000000000 
-3.47774300001 
-11.3110000000 13.4543100000 
347774300000 
rl3lq62)? 
-:100000000000D-06 
-.134543100000D-01 A=10 . 
-11.3110000000 13.4543100000 
347774300000 
[13l~J(Zl, 
-:100000000000~-06 
-.134543100000D-01 A=10 _ 
-11.3110000000 13.4543100000 
347774300000 
[131~~(2), 
-:100000000000D-06 
-.134543100000D-01 A=10 . 
-11.3110000000 13.4543100000 
347774300000 
[13lq(z), 
-:100000000000~-,06 
-.134543100000D-01 A=10 . 
-11.3110000000 13.4543100000 
.347774300011 -.134543100011D-01 
[131p_~(Z), 
A=10 . 
.113110000011D-03 -.100000000010D-06 
85,20 1.00000000000 .O .O 
.O .O .O 
.O .O .O 
.O .100000000000D+21 0 
.O .O :o 
.O 
-1.00000000000 
86, 3 1.00000000000 -1001.00100000 1001.00100000 
-1.00000000000 
87, 3 1.00000000000 -1000001.00000 1000001.00000 
-1.00000000000 
88, 3 1.00000000000 -1000000001.00 1000000001.00 
-1.00000000000 
89, 4 16.0000000000 80.0000000000 368.000000000 
468.000000000 315.000000000 
90, 5 1.00000000000 -13.0000000000 -121.000000000 
-398.000000000 386.000000000 -520.000000000 
91, 4 4.00000000000 -44.0000000000 95.0000000000 
156.000000000 -36.0000000000 
92, 3 1.00000000000 1.00000000000 -5.00000000000 
3.00000000000 
93, 6 1.00000000000 5.00000000000 4.00000000000 
3.00000000000 2.00000000000 1.00000000000 
1.00000000000 
94, 5 1.00000000000 1.00000000000 -9.00000000000 
-1.00000000000 20.0000000000 -12.0000000000 
95, 4 1.00000000000 -4.00000000000 6.00000000000 
-4.00000000000 1.00000000000 
96, 3 1.00000000000 
-4.00000000000 
-4.00000000000 6.00000000000 [141PG 153 
97, 4 1.00000000000 8.00000000000 -8.00000000000 
-200.000000000 -425.000000000 
98, 3 1.00000000000 
5.00000000000 
-1.00000000000 2.00000000000 [41PG 85 
99, 6 4.00000000000 
-3.00000000000 
1.00000000000 
-5.00000000000 4.00000000000 
7.00000000000 -7.00000000000 
100, 6 1.00000000000 
121.210000000 
1.00000000000 
11.1000000000 112.110000000 
112.110000000 11.1000000000 
101, 8 1.00000000000 20.4000000000 151.300000000 
490.000000000 687.000000000 719.000000000 
150.000000000 109.000000000 6.87000000000 
102,zo 1.00000000000 1000.00000000 100000.000000 
10000000.0000 100000000.000 10000000000.0 
100000000000. 100000000000D+13 100000000000D+14 
.10000000000OD+15 : 100000000000D+17 :100000000000~+i8 
100000000000D+18 
:100000000000D+20 
.1000000000OOD+19 100000000000D+20 
100000000000D+20 :100000000000D+21 
.100000000000D+21 :100000000000D+20 .1OOOOOOOOOOOD+20 
r131g1ocz,, 
A=10 . 
r131g1ocz, I 
A=10 . 
[131~lO(Z), 
A=10 . 
161~~ 74 
[61PG 74 
[~IPG 74 
[14lPG 131 
[141PG 144 
[14lPG 145 
[141?G 148 
[14lPG 154 
[41PG 87 
[31 
['I 
[23l?G 42 
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NOMIAL. 
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REFERENCE 
ORDER 
103. 4 
104,20 
105, 4 
106, 3 
107.16 
106,16 
109.10 
110,zo 
111.11 
112,20 
1.00000000000 -6.79800000000 
-.436860000000D-01 .892480000000D-04 
1.00000000000 
.625000000000~-01 
.190734863281D-05 
113686837722~~12 
:132348898008D-22 
300926553811D-35 
113363823550513-50 
1.00000000000 
390625000000D-02 
:149011611938D-07 
.1110223024630-15 
.161558713389D-26 
.459177480790D-40 
.127447352891D-56 
1.00000000000 -6.79795320000 
-.4368587492OOD-01 .89247416OOOOD-04 
1.00000000000 
-2.00000000000 
-4.00000000000 5.00000000000 [23lPG 62 
1250162561.00 385455882.000 
240775148.000 247926664.000 
41018752.0000 9490840.00000 
837860.000000 267232.000000 
10416.0000000 1288.00000000 
16.0000000000 2.00000000000 
2.03253000000 
37.6510960000 
345.072560000 
468.880000000 
190.680000000 
8.00000000000 
3.43560480000 
128.218748000 
378.908000000 
443.576000000 
89.6000000000 
1.00000000000 
25.1783048000 (23lPG 74 
166.447680000 
524.327000000 
304.080000000 
32.8000000000 
1.00000000000 
-120.000000000 
210.000000000 
-10.0000000000 
-10.0000000000 
210.000000000 
-120.000000000 
1.00000000000 
45.0000000000 
-252.000000000 
45.0000000000 
1.00000000000 -30.0000000000 425.000000000 
-3780.00000000 23670.0000000 -110916.000000 
403530.000000 -1167120.00000 2725365.00000 
-5188590.00000 8097453.00000 -10377180.0000 
10901460.0000 -9336960.00000 6456480.00000 
-3549312.00000 1514880.00000 -483840.000000 
108800.000000 -15360.0000000 1024.00000000 
1.00000000000 -12.0000000000 65.0000000000 
450.000000000 -672.000000000 
-540.000000000 285.000000000 
21.0000000000 -2.00000000000 
-210.000000000 
714.000000000 
-100.000000000 
1.00000000000 -30.0000000000 425.000000000 
-3780.G0000000 23670.0000000 -110916.000000 
403530.000000 -1167120.00000 2725365.00000 
-5188590.00000 8097453.00000 -10377180.0000 
10901460.0000 -9336960.00000 6456480.00000 
-3549312.00000 1514880.00000 -483840.000000 
108800.000000 -15360.0000000 1024.00000000 
2.99480000000 1231PG 59 
500000000000 
:122070312500D-03 
[231PG 44 
.582076609135D-10 
542101086243D-19 
:986076131526~-31 
.350324616081D-45 
.121543267146D-62 
2.99477072060 [23JPG 59 
845947696.000 [23JPG 63 
64249356.0000 
4178260.00000 
44184.0000000 
224.000000000 
APPENDIX B 
Results qf resting 
POLYNOMIAL is the number of the polynomial given in Appendix A; ROOTS FOUND gives the number 
of roots found bv all methods; DIV.DIF. is the divided differences method described in Section 3; J. T. is the 
Jenkins-Traub method: LAG. is Laguerre’s method; TIMES gives the run time of each of the methods in and 
accurate to I / 100 second; SERIAL is the actual run time of the divided differences algorithm on the IBM 370/l 58; 
PARALLEL is the estimated parallel run time if the divided differences method were run on a SIMD computer 
where each processor had the instruction times of an IBM 370/158. 
POLYNOMIAL, ROOTS FOUND TIMES 
ORDER DIV.DIF. J.T. LAG. DIV.DIF.(SERIAL) (PARALLEL) J.T. LAG. 
rl 1, 6 6 6 6 22 3.7 6 3 
x 2, 20 20 20 20 118 5.9 52 26 
x 3, 3 3 3 3 1 0.3 2 1 
i 4. 3 3 3 3 2 0.7 2 1 
# 5, 3 3 3 3 1 3 1 
#" 7: 6 4 3 4 3 4 3 4 3 1 3
::z 
0.8 33 2 1
# 8, 5 5 5 1.0 2 
r 9, 10 10 
1; 105 
27 2.7 
1: 
7 
x10, 4 4 4 4 2 0.5 3 2 
120 
POLYNOMIAL, ROOTS FOUND 
ORDER DIV.DIF. J.T 
#11, 4 
x12, 4 
t13, 5 
x14, 9 
# 15, 19 
X16, 3 
#lJ, 5 
#18, 9 
# 19, 19 
#ZO, 3 
t21, 5 
t22, 9 
X 23, 19 
t 24, 19 
#25, 3 
126, 3 
#27. 3 
#28, 3 
129, 3 
x30, 3 
#31, 4 
t32, 4 
x33. 4 
x34, 4 
z35, 4 
136, 4 
x37, 4 
#38. 4 
X39, 4 
x40, 4 
n41, 4 
X42, 5 
X43, 6 
Y44, 6 
W45, 6 
Y46, 6 
W47, 6 
X48, 6 
t49, 7 
x50, 7 
x 51, 10 
# 52, 12 
# 53, 13 
# 54. 15 
# 55, 18 
# 56, 19 
#57, 6 
X58, 6 
#59, 7 
t60, 7 
#61, 8 
#62, 8 
t63, 8 
164, 9 
t65, 9 
$66, 9 
# 67, 15 
# 68, 18 
# 69, 36 
#JO, 3 
t71. 3 
(72. 3 
173. 3 
# 74, 19 
#75, 5 
X76, 6 
# 77. 10 
#J8, 5 
t79, 7 
#80, 7 
X81, 7 
t82. J 
#83, 7 
Y84. 7 
# 85, 20 
Y86, 3 
#87. 3 
t88, 3 
t89, 4 
#90, 5 
# 91, 4 
t92. 3 
193, 6 
%94, 5 
#95. 4 
#96. 3 
4 
4 
5 
1; 
3 
5 
1; 
3 
z 
:; 
3 
: 
3 
: 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
5 
6 
6 
: 
6 
6 
7 
7 
10 
12 
13 
:8' 
19 
6 
6 
7 
7 
8 
8 
8 
9 
9 
1; 
18 
36 
: 
3 
3 
19 
5 
6 
10 
5 
7 
: 
7 
: 
20 
3 
3 
3 
4 
5 
4 
3 
6 
5 
4 
3 
4 
4 
5 
1; 
3 
5 
9 
19 
3 
5 
9 
19 
19 
3 
3 
3 
3 
: 
4 
4 
4 
4 
: 
4 
4 
4 
4 
4 
5 
6 
6 
: 
6 
6 
7 
7 
10 
12 
13 
15 
18 
19 
6 
6 
7 
i 
8 
8 
9 
; 
15 
18 
36 
3 
3 
3 
3 
19 
5 
6 
10 
5 
I 
:: 
7 
7 
I 
20 
3 
: 
t 
4 
3 
6 
5 
: 
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LAG. 
TIMES 
DIV.DIF.(SERIALl (PARALLEL) J.T. 
4 
4 
5 
9 
19 
3 
5 
9 
19 
3 
; 
19 
19 
3 
3 
3 
: 
3 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
5 
6 
: 
6 
: 
7 
7 
10 
12 
13 
15 
18 
19 
6 
6 
7 
ii 
8 
8 
9 
; 
15 
18 
36 
3 
3 
: 
19 
2 
10 
: 
: 
7 
: 
20 
3 
: 
: 
4 
i 
5 
: 
2 
2 
3 
28 
102 
2 
6 
22 
128 
1 
3 
28 
94 
472 
2 
: 
5 
2 
7 
6 
: 
17 
14 
8 
3 
20 
3 
4 
: 
6 
15 
7 
7 
8 
7 
11 
9 
23 
47 
54 
111 
95 
93 
6 
9 
11 
10 
14 
18 
12 
20 
22 
14 
62 
96 
506 
i 
3 
2 
482 
10 
17 
60 
17 
36 
:i 
83 
37 
2% 
; 
5 
: 
20 
10 
8 
26 
8 
2 
0.5 
0.5 
0.6 
3.1 
5.4 
0.7 
1.2 
2.4 
6.1 
0.3 
0.6 
3.1 
4.9 
24.8 
0.7 
0.7 
1.0 
1.7 
0.7 
2.3 
1.5 
0.8 
0.8 
4.3 
3.5 
2.0 
0.8 
5.0 
0.8 
1.0 
0.8 
1.0 
1.0 
2.5 
1.2 
1.2 
1.3 
1.2 
1.6 
1.3 
2.3 
3.9 
4.2 
7.4 
5.3 
4.9 
1.0 
1.5 
1.6 
1.4 
1.8 
2.3 
1.5 
2.2 
2.4 
1.6 
4.1 
5.3 
14.1 
1.3 
1.0 
1.0 
0.7 
25.4 
2.0 
2.8 
6.0 
3.4 
5.1 
5.0 
4.0 
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