Abstract. Visual (image and video) database systems require efficient indexing to enable fast access to the images in a database. In addition, the large memory capacity and channel bandwidth requirements for the storage and transmission of visual data necessitate the use of compression techniques. We note that image/video indexing and compression are typically pursued independently. This reduces the storage efficiency and may degrade the system performance. In this paper, we present novel algorithms based on vector quantization (VQ) for indexing of compressed images and video. To start with, the images are compressed using VQ. In the first technique, for each codeword in the codebook, a histogram is generated and stored along with the codeword. We note that the superposition of the histograms of the codewords, which are used to represent an image, is a close approximation of the histogram of the image. This histogram is used as an index to store and retrieve the image. In the second technique, the histogram of the labels of an image is used as an index to access the image. We also propose an algorithm for indexing compressed video sequences. Here, each frame is encoded in the intraframe mode using VQ. The labels are used for the segmentation of a video sequence into shots, and for indexing the representative frame of each shot. The proposed techniques not only provide fast access to stored visual data, but also combine compression and indexing. The average retrieval rates are 95% and 94% at compression ratios of 16:1 and 64:1, respectively. The corresponding cut detection rates are 97% and 90%, respectively.
Introduction
Advances in broadband networks, high-powered workstations and compression standards are leading to the widespread use of database systems. The concepts of database systems for factual data are well established to the extent that a considerable number of database systems are commercially available [1] . While most products are designed to handle only alphanumeric data, visual data (images and video)
Correspondence to: F. Idris constitute the majority of acquired, processed and archived data in application domains such as distance learning, digital libraries, telemedicine, interactive television, multimedia news and remote sensing. A straightforward approach to indexing visual data is to therefore index the visual contents in textual form (e.g., keywords and attributes). These keywords serve as indices to access the associated visual data. This approach has the advantage that visual databases can be accessed using standard query languages (e.g., SQL). However, this entails extra storage and requires a large amount of manual processing. A more serious problem is that the retrieval results might not be satisfactory since the query was based on features that have been inadequately represented. Hence, there is an impending need to index image and video based on the visual content.
Recently, image-indexing techniques based on spatial relationships, color, texture, shape and sketch have been reported in the literature [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Spatial relationships facilitate retrievals based on features such as adjacency, overlap, and containment among the objects in a scene. Color, texture and shape allow users to retrieve images that contain objects which have similar attributes. Sketch allows images to be retrieved based on a rough outline of the object(s) in a query image.
Prior to storage in a database, a video sequence is first segmented into elemental scenes called shots. A shot is a sequence of frames generated during a continuous operation and therefore represents a continuous action in time or space [12] . The purpose of the segmentation process is to partition the video stream into a set of meaningful and manageable segments, which then serve as basic units for indexing.
Since image and video data are voluminous, compression is essential for storage and transmission. The International Standards Organization has proposed the JPEG [13] and MPEG [14] standards for image and video compression, respectively. Typically, indexing and compression are pursued independently. The goal of compression is to optimize the coding performance in terms of distortion, bit rate and complexity. On the other hand, the purpose of indexing is to compactly represent the visual content in an image or video sequence in order to facilitate fast retrieval. Typically, indices are derived from the uncompressed data. In order to avoid the unnecessary decompression operations in the searching process, it is efficient to index the image/video in the compressed form.
Several image-and video-indexing techniques in the JPEG-and MPEG-compressed domains have been reported in the literature [19] [20] [21] [22] [23] [24] [25] [26] [27] . Chang et al. [19] have proposed a texture-based indexing technique in the transform domain (DCT, subband and wavelet). Recently, algorithms for video segmentation in the JPEG-and MPEG-compressed domains have been presented. These algorithms can be broadly classified as follows: algorithms based on the DCT coefficients [20] [21] [22] [23] [24] , algorithms based on motion vectors [23] [24] [25] [26] , and algorithms based on motion/DCT [27] .
We note that, at low bit rates, DCT-based techniques suffer from blocking effects. Vector quantization (VQ) is an efficient technique for very low bit rate image and video compression [30] . VQ has the following advantages:
-Fast decoding which makes it attractive for systems based on software-only playback of video such as Intel's Indeo, Apple's QuickTime and Microsoft's Video. -Reduced hardware requirements due to the simplicity of the decoder which makes it attractive for low-power applications such as portable video-on-demand in wireless communications [31] .
VQ is naturally an indexing technique [33, 34] , where each subimage (vector) is mapped into an index (label). Hence, VQ is a promising approach for combining compression with indexing.
In this paper, we propose algorithms based on VQ to index images and video in the compressed domain. The proposed techniques combine compression and indexing, and provide excellent performance at both high and low compression ratios, in comparison with other JPEG-and MPEGbased techniques.
This paper is organized as follows. Section 2 presents a brief review of VQ. In Sect. 3, the proposed algorithms for image indexing are presented. The proposed algorithm for video indexing is detailed in Sect. 4, followed by the conclusions in Sect. 5.
Vector quantization
We recall from Sect. 1, that compression is essential for storage and transmission of images and video data. In VQ [30] , a training set of representative images is decomposed into L-dimensional vectors. An iterative clustering algorithm such as the LBG algorithm is used to generate a codebook, {U 1 , U 2 , . . . , U N }, where N is the number of codewords in the codebook and U i = {u i1 , u i2 , . . . , u iL }. The codebook is then made available at both the transmitter and the receiver. In the encoding process, the image to be compressed is decomposed into L-dimensional vectors. Each
where U j ∈ {U 1 , U 2 , . . . , U N }. The mapping process is based on a minimum distortion or nearest neighbor rule; i.e. 
where d(V i , U j ) is the distortion measure. Compression is achieved by transmitting the label j corresponding to U j . Image reconstruction is implemented by a table lookup, where the label j is used as an address to a table containing the codewords (c.f. Fig. 1 ). If a universal codebook is employed, only the labels are transmitted, therefore the bit rate is as follows:
In this paper, several codebooks were pre-generated offline using different values of N and L. We note that the codebooks are generated using the same training set. These codebooks are used to compress the test images used in the simulations presented in the subsequent sections. The VQ parameters (values of N and L) and the corresponding compression ratios are tabulated in Table 1 .
Image indexing
We recall from Sect. 1, that VQ is an efficient technique for combining compression with indexing. In this section, we propose two efficient techniques based on VQ for image indexing.
Histogram-based indexing
The histogram of the pixels of an image f m is a Pdimensional vector {H(f m , i) ; i = 1, 2, . . . , P }, where P is the total number of colors, and H(f m , i) is the number of pixels in the image which have the color i. In image indexing using histograms, the images are scaled to the same number of pixels, and the histograms are the feature vectors which are used as image indices. A distance measure is used in the histogram space to measure the similarity of two images. Given a query image f m , and an image f n in the database, the similarity between the two images is measured using the distance between their histograms. The distance between two histograms H(f m , i) and H(f n , i) can be measured using histogram intersection (h-int) [5] :
45 An alternative method to measure the similarity between two histograms H(f m , i) and
The similarity is computed between the query image and every image in the database. The images whose histograms are closer to that of the query image are then retrieved. We refer to this technique as the direct histogram of the pixels technique (H-PX).
To evaluate the retrieval performance of H-PX, we have performed simulations using approximately 1000 images each of size 248×256 pixels. The images are taken from various image classes including people, natural scenes, buildings, animals, etc. We refer to this database (of the uncompressed images) as UC.
For each query, let M be the number of similar images in the database. Let T be the number the retrieved images (the number of relevant and non-relevant images retrieved in response to a query). We define the retrieval rate of a query image j, R j , as:
where r j is the number of relevant images retrieved. The retrieval rate, R, is the average of the query retrieval rates over the total number of queries, i.e.,
where N q is the total number of queries. The retrieval rates using H-PX are graphed in Fig. 2 . For example at T = 20, the retrieval rate for the histogram intersection (h-int) and L 2 -metric (l-2) are 94.25 and 89.18%, respectively. This means that on average 94.25% of the similar images were present in the retrieved images using h-int. The corresponding rate for l-2 is 89.18%. It can be seen from Fig. 2 that h-int has a lower retrieval rate than that of l-2. This is because, in l-2, the large error components dominate the small error components resulting in a lower performance.
The advantage of H-PX is that it is invariant to image rotation, translation and viewing axis [5] . However, it requires a large amount of processing and additional storage space. For an image of size X × Y , the histogram calculation requires O(XY ) additions and O(XY ) increments. In addition, O(P ) operations are required to compare a pair of histograms, where P is the number of bins in the histogram. The total number of operations required to calculate the histogram for images of various sizes are tabulated in column II of Table 2 .
We now present two techniques based on VQ that provide fast access to the images in the database with lower computational complexity. Most importantly, these techniques combine image compression with image indexing. We use the retrieval results of H-PX as a baseline for comparison. 
Histogram of the codewords weighted by the frequency of the labels
We recall from Sect. 2, that in image compression using VQ, the input image is decomposed into vectors and each vector is mapped to the closest codeword in the codebook and the labels are used to represent the image. The histogram of the codewords weighted by the frequency of the labels is calculated as follows. To start with, for each codeword, j, in the codebook, the histogram of the pixels, {w i,j ; i = 1, 2, . . . , P }, is generated and stored along with the corresponding codeword. Let m 1 , m 2 , . . . , m N be the frequency of the labels l 1 , l 2 , . . . , l N , respectively. The summation of the histograms of the codewords weighted by the frequency of the labels is a close approximation of the histogram of the image as illustrated in Figs. 3 and 5. In other words, the histogram of an image {H(f m , i); i = 1, 2, . . . , P } is approximated by for i = 1, 2, . . . , P . We refer to this approach by H-CL. For example, the histograms of pixels of the Lena image (Fig. 4) calculated using H-PX and H-CL (N = 512, L = 16) are shown in Fig. 5 . The histogram of the codewords weighted by the frequency of labels is used as an index to store and retrieve the image. The test images were compressed at three different compression ratios 14:1, 16:1, and 18:1, using the codebooks which were generated in Sect. 2. We refer to each database (of compressed images) by VQ (compression ratio). For example, VQ(16:1) refers to the image database where the images are compressed at 16:1 using the codebook with N = 256 and L = 16 as shown in the second entry of Table 1 .
Simulations were executed using H-CL on the databases VQ(14:1), VQ(16:1) and VQ(18:1). Retrieval rates are graphed in Fig. 6 . It can be seen that the retrieval rate decreases as the compression ratio increases (bit rate decreases). For example, for T = 25, at a compression ratio of 14:1, 16:1, and 18:1, the retrieval rates are 92.27, 86.70 and 83.52%, respectively. This is due to the fact that a histogram computed using Eq. 6 approaches the original histogram at lower compression ratios. It can also be seen from Fig. 6 , that retrieval rates using h-int are higher than the rates of l-2. We note that all the test images are outside the training set and therefore further improvements in retrieval performance can be expected for images inside the training set.
For an image of size X × Y pixels, the calculation of the histogram of the pixels in H-CL requires the same number of additions and comparisons as the H-PX algorithm, however it reduces the number of increments to O(XY /L) operations. Comparing columns II and III of Table 2 , it can be seen that, for L = 16, the number of operations required in H-CL is approximately 50% of that in H-PX, which results in a faster execution.
Histogram of the labels
VQ is a mapping from a vector in L-dimensional space into a finite set (codebook) of reproduction vectors (codewords). We note that the information conveyed by a set of quantized vectors, is also encoded in the set of codeword labels. To illustrate this, consider the example shown in Fig. 7 . Here, a sequence of five images with various camera operations are shown in Fig. 7a -e. The images are compressed using VQ at a compression ratio of 14:1 (N = 256, L = 16). The codebook is arranged in the ascending order of the average and standard deviation of the codewords. By ordering the codebook, similar vectors map to neighboring labels and hence the label map of an image produces a scaled version of the image as shown in Fig. 7f-j . This suggests the use of feature vectors derived from the labels as indices for the database. Here, the histogram of the labels of an image f m is an N -dimensional vector {H(f m , i); i = 1, 2, . . . , N}, where H(f m , i) is the number of labels i in the compressed image and N is the number of codewords in the codebook. The histograms of the labels are the feature vectors used as image indices. Once again, the similarity between two images f m and f n is measured using h-int and l-2. We refer to this algorithm as the direct histogram of the labels (H-LB). Fig. 8a , that, using h-int, the retrieval rate increases as the bit rate increases (compression ratio decreases). It can be seen from Fig. 8b , that, using l-2, the retrieval rate increases as the compression ratio decreases from 32:1 to 16:1. However, using l-2, the retrieval rate at a compression ratio of 14:1 is less than that at a compression ratio of 16:1. This is because the number of empty bins in the histogram of labels increases with increasing codebook size (not all the codewords are used in the compression). This results in large error components which dominate smaller errors, hence reducing the retrieval rate. It can be seen from Comparing Fig-8a and b, it can be seen that h-int outperforms l-2; therefore, only the results using h-int are reported in subsequent experiments.
To investigate the effect of using a larger vector dimension, the test images are compressed to at compression ratios of 128:1 (N = 16, L = 64) and 64:1 (N = 256, L = 64). Retrieval rates of H-LB on VQ(32:1), VQ(16:1), VQ(128:1), and VQ(64:1) were obtained. The results are shown in Fig. 9 . It can be seen from Fig. 9 that increasing the vector dimension from 16 to 64 (reducing the bit rate by a factor of 4) and using a codebook of size 16 codewords reduces the retrieval rate by 0.5-2.5%. However, for using a large codebook size (256 codewords), the retrieval rates are similar.
For an image of size X × Y pixels, H-LB requires O(XY /L) additions, O(XY /L) increments and O(N ) operations for comparing a pair of histograms. We note that for L = 16, H-LB requires only 6.25% of the number of operations required by H-PX, as can be seen from Table 1 .
The test images are also compressed using JPEG to form two databases: JPEG(32:1) and JPEG(64:1). The JPEG(32:1) and JPEG(64:1) images are compressed using JPEG at a compression ratio of approximately 32:1 and 64:1, respectively. The histogram of the DC coefficients (H-DC) is used as a feature vector to access the images in the databases. Retrieval rates are graphed in Fig. 10 . It can be seen from Fig. 10 that, at compression ratios of 32:1 and 64:1, H-LB outperforms H-DC by 5-6% and 24-42%, respectively.
Video indexing
The structure within a video stems from the fact that video streams are formed by editing different video segments known as shots. Shots can be joined together in either an abrupt transition mode, in which two shots are simply concatenated, or through gradual transitions, in which additional frames may be introduced using editing operations such as dissolve fade-in, fade-out and wipe. Prior to storage in a database, a video stream is segmented into the elementary units (shots), which then serve as basic units for indexing.
In general, video segmentation is achieved by employing a difference metric to measure the changes between two frames. A scene change is declared if the difference between the two frames exceeds a certain threshold. Several algorithms for scene change detection based on global attributes such as the sum of difference magnitude [15] and the intensity/color histograms [16, 17] have been reported. To reduce the effects of camera flashes, motion and noise, techniques based on local attributes have been proposed. Here, each frame is partitioned into a set of blocks. Instead of comparing a pair of frames, corresponding blocks in the two frames are compared [18] . We note that the previous techniques are based on uncompressed data. Recently, algorithms for video segmentation in the JPEG-and MPEG-compressed domains have been reported. These algorithms can be broadly classified into three classes. The first class is based on the DCT coefficients [20] [21] [22] [23] [24] . Arman et al. [20] have proposed a technique for scene change detection in motion JPEG using DCT coefficients. For each frame, a number of connected regions are chosen a priori. A set of coefficients is selected from each DCT block. A vector is formed by concatenating the sets of coefficients selected from the individual blocks. The normalized inner product is used as a metric to judge the similarity of successive frames. In case of false-positives, which result from camera and object motion, the sequence is decompressed and color histograms are compared to detect camera breaks. Sethi et al. [21] have presented a technique based on the luminance histogram of the DC coefficients of I-frames. It is assumed that every sixth frame is an I-frame. Yeo et al. [22] have proposed a unified approach for scene change detection in motion JPEG and MPEG. This algorithm is based on the use of only the DC coefficients. To start with, for every frame in the sequence, a DC frame is constructed. The DC coefficients in JPEG and I-frames in MPEG are obtained directly from each block. For B-and P-frames in MPEG video, the DC coefficients are estimated. The sum of the difference magnitude of the DC frames is used as a measure of similarity between two frames. We note that the performance of these algorithms may be degraded at low bit rates. The second class is based on motion vectors [23] [24] [25] [26] . For example, Zhang et al. [23, 24] have proposed a technique for cut detection using motion vectors in MPEG. This technique is based on the number of motion vectors between two frames. A scene change is declared if the number of motion vectors is less than a threshold. The third class is based on hybrid motion/DCT. For example, Meng et al. [27] have presented a segmentation algorithm based on motion information and the DC coefficients of the luminance component.
After the segmentation of a video stream, each shot is indexed using features generated from the representative frame. Arman et al. [29] have proposed a technique where each video shot is indexed using the shape and color features of a reference frame. The reference frame is the tenth frame in a shot. Zhang et al. [28] have presented an algorithm where a reference frame is first segmented based on prominent color. In addition, the reference frame is partitioned into nine subframes (3 × 3). Each frame is indexed using the size, color, shape, and location of the segmented regions and the color histograms of the frame and the nine subframes.
In Sect. 3, we demonstrated that VQ is an efficient imageindexing technique. We now show how to extend the proposed techniques to video indexing. In our approach, video sequences are compressed using VQ. For each frame f m , the labels are determined using the codebook. The labels are used to represent each frame. We note that the labels reflects the contents of the frame and similar frames have similar labels.
The histogram of the labels of a frame f m is the Ndimensional vector {H(f m , i); i = 1,2, . . . , N} where H(f m , i) is the number of labels i in the compressed frame and N is the number of codewords in the codebook. The difference between two frames f m and f n is measured using the χ 2 -metric:
A large value of d(f m , f n ) indicates that f m and f n belong to different scenes. An abrupt scene change is declared if the difference between two successive frames exceeds a threshold. A gradual transition is detected if the difference 7  0  1  7  0  2  MJ2  21  0  4  19  2  6  MJ3  12  1  2  11  2  5 between the current frame and the first frame of the current shot is larger than a threshold. In order to investigate the performance of the proposed scene change detection algorithm, simulations were executed on three "Michael Jackson" video sequences. We refer to the video sequences as "MJ1", "MJ2" and "MJ3". Each sequence has a frame size of 120 × 160 pixels. The first sequence, MJ1, has 201 frames and contains seven abrupt scene changes. The second sequence MJ2 has 201 frames and contains 21 cuts and has many special effects and camera operations. The third sequence, MJ3 has 500 frames and contains a total of 13 gradual scene changes with very smooth transitions. The images and sequences are transformed into Y, Cb, Cr coordinates and only the Y-component is used for indexing.
In the first experiment, the video sequences were compressed as described in Sect. 2, using a codebook of size 256 codewords and 16-dimensional vectors corresponding to a compression ratio of 16:1. Segmentation results are tabulated in Table 3 . We note that N d , N m and N f are the number of detected, missed and false cuts, respectively. It can be seen from Table 3 , that one cut is missed and there are some expected false alarms. We note that the largest number of false alarms is for the sequence MJ2. This due to the fact that M2 is characterized by a large number of special effects and camera operations.
In the second experiment, the video sequences were compressed using VQ (Sect. 3) at a compression ratio of 64:1, using a codebook of size 256 and 64-dimensional vectors. Detection results are tabulated in Table 3 . From Table 3 , it can be seen that, at a compression ratio of 64:1, there are few misses and the number of false alarms increases. However, false cuts do not cause problems as the frames within such segments satisfy the requirements of a shot. Hence, the proposed algorithm has an excellent performance at both low and high compression ratios.
In the third experiment, the sequences were compressed using motion JPEG at a compression ratios of approximately 16:1 and 27:1. The χ 2 -metric applied to the histogram of the DC coefficients is used for scene change detection. The detection results at a compression ratio of 16:1 and 27:1 are tabulated in Table 4 . The number of missed cuts increases from 10% at a compression ratio of 16:1 to 24% at a compression ratio of 27:1, while the number of false cuts increases from 36 to 61%.
It can be seen from Tables 3 and 4 , that scene changes were detected at a rate of 90% in sequences compressed using VQ at a high compression ratio of 64:1, while cuts were detected only at a rate of 75% in sequences compressed using motion JPEG at a lower compression ratio of 27:1. Hence, segmentation of compressed video sequences using VQ is efficient at both high and low compression ratios. MJ1  7  0  1  6  1  3  MJ2  19  2  8  16  5  12  MJ3  11  2  6  9  4  10 However, the performance of the segmentation algorithm degrades using motion JPEG at low bit rates. After a video sequence is partitioned into shots, each shot is represented using the frame in the middle of a shot. The representative frames are then indexed using H-LB as described in Sect. 3 . A good video index should capture the spatial as well as the temporal information in a video shot. Current research work includes detection of camera operations and extraction of motion information in compressed sequences using VQ. The camera operations, motion information, and the index of the representative frame of a shot constitute the spatio-temporal index for the video shot. The entire video sequence can then be represented as a collection of these individual spatio-temporal indices.
Conclusions
In this paper, we have presented novel algorithms for the indexing of compressed image and video using VQ. In the first technique (H-CL), the histogram of the codewords weighted by the number of labels is used as an index to store and retrieve an image. In the second technique (H-LB), the histogram of the labels of an image is used as an index. Simulation results demonstrate that H-CL has a similar performance to H-PX at a compression ratio of 14:1, while H-LB outperforms H-CL and H-PX at high as well as low compression ratios. In addition, H-CL is best suited for retrieving rotated or translated images using the original image as a query. In terms of computational complexity, H-CL and H-LB require only 50% and 6.25% of the number of operations required by H-PX. The performance of H-LB was also compared with the histogram of the DC coefficients in JPEG-compressed images (H-DC). At compression ratios of 32:1 and 64:1, H-LB outperforms H-DC by 5-6% and 24-42%, respectively. Video segmentation and indexing were performed in the compressed domain using the histogram of the labels as a feature vector for each frame. The proposed cut detection algorithm provided a detection rate of 97% at a high compression ratio of 64:1. The detection rate using DC coefficients of the sequences compressed using motion JPEG at 27:1 is 75%. Hence, the proposed techniques are efficient at both high and low compression ratios.
