In this paper, we give the definition of iterated order to classify functions of fast growth in the unit disc, and investigate the growth of solutions of linear differential equations with analytic coefficients of iterated order in the unit disc. We obtain several results concerning the iterated order of solutions.  2005 Elsevier Inc. All rights reserved.
Definitions and introduction
In this paper, we assume that the reader is familiar with the fundamental results and the standard notations of the Nevanlinna value-distribution theory of meromorphic functions in the unit disc ∆ = {z: |z| < 1} (see [3, 6] ). In addition, let us recall the following definitions. Definition A. [4] The order of meromorphic function f in ∆ is defined by σ (f ) = lim We say that f is an H -function when f ∈ H ∞ q for some q.
Definition C. [2] Let f be an H -function and set p = inf q 0: f ∈ H ∞ q . Then f is said to belong to the space G p .
We need to give some definitions and discussions. Firstly, let us give two definitions about the degree of small growth order of functions in ∆ as polynomials on the complex plane C. There are many types of definitions of small growth order of functions in ∆ (i.e., see [2, 7] ). (1.4)
If b < ∞, we say that f is of finite b degree (or is nonadmissible); if b = ∞, we say that f is of infinite degree (or is admissible), both defined by characteristic function T (r, f ).
then we say that f is a function of finite a degree (or of infinite degree) defined by maximum modulus function M(r, f ).
Now we give the definitions of iterated order and growth index to classify generally the functions of fast growth in ∆ as those in C (see [1, 11] ). Thus we answer Question 1 from the definitions. Let us define inductively, for r ∈ [0, 1), exp [1] r = e r and exp [n+1] 
For all r sufficiently large in (0, 1), we define log [1] r = log r and log [1] r and exp [−1] r = log [1] r. Moreover, we denote by E and H subsets in [0, 1) with E dr 1−r < ∞ and H dr 1−r = ∞, respectively. They may be different in various instances. N) ; (1.6) for an analytic function f in ∆, we also define
(2) If n = 2, then denote by σ 2 (f ) the hyperorder (see [8] ).
Definition 1.4. The growth index of the iterated order of a meromorphic function
For an analytic function f in ∆, we also define
> n, then we say that f is of infinite n-order. In particular, we say that f is of finite order if
Now we give two propositions about the above defined characteristics. 4 ; similar discussion as to the inequality of C.T. Chuang (see [6, Theorem 4.1] or [12] ), one can see that: if f is meromorphic in ∆, then for r → 1 − , we have
On the other hand,
Considering that
and
we can obtain (iii) and (iv). 2 Proposition 1.2. If f and g are analytic functions in ∆, n ∈ N, then we have
Proof. By Definition 1.3, (i) holds obviously. From |f + g| |f | + |g| 2 max{|f |, |g|} and |fg| |f ||g| max{|f |, |g|} 2 , we can get (iii) and (iv) considering that
, and a circle C r = {ς: |ς
we deduce that
On the other hand, from the formula
(vii) From (vi) and Definition 1.4, it is obvious
, which is the same as the result of the iterated order (see [1, 11] ) of an entire function in the complex plane C.
Results of differential equations
Considering the growth of order of solutions of linear differential equations
where the coefficients a j (z) (j = 0, . . . , k − 1) are analytic functions in ∆, there exist few results (see [4, 8, 9 ]) of precise estimation of the order of solutions of ( * ) because the Wiman-Valiron theory, which plays a very important role in the proof of estimations of order of solutions of equations on the whole complex plane, does not hold in ∆. 
Remark 2.1. By Proposition 1.2(vii), we see that 
Theorem 2.4. Let 0 < p < ∞ and i(
A 0 ) = p. If max{i(A j ): j = 1, . . . , k − 1} < p or max{σ p (A j ): j = 1, . . . , k − 1} < σ p (A 0 ), then i(f ) = p + 1 and σ p (A 0 ) σ M,p+1 (f ) = σ p+1 (f ) α M hold for all solutions f ≡ 0 of Eq. (2.1).
Corollary 2.2. Let 1 < p < ∞ and i(
Considering the second order equation
we have the following results.
Theorem 2.5. For Eq. (2.2), δ = 1 + p. In addition, 
Lemma 3.2. [1] Assume that G = I × J ⊂ C is an open rectangle and
|A j (z)| < b j (j = 0, . . . , k − 1) for all z ∈ G. Define M = 1 2 1 + max{2b 0 + b 1 + · · · + b k−1 , 1 + b 2 , 1 + b 3 , . . . , 1 + b k−2 } .
Let z 0 be a point in G and f be a solution of equation
where the coefficients
for every z ∈ G.
Lemma 3.3. Let E be a subset of
Proof. We have
One can find a sequence {r n } ∞ n=1 and an integer n 0 with s 1 < s 2 < · · · < s n < · · ·, s n / ∈ E for every n, and 0 < s n − r n < ε (n > n 0 ), because E dr
and then (3.3) holds. 2
Lemma 3.4. Let f be an analytic function in ∆ for which: either
(3.4)
Hence for all n ∈ N, we have (a) If {a m } is a finite sequence, then there exist constants R ∈ (0, 1) and C ∈ (0, ∞), such that for all z satisfying R < |z| < 1, we have (with r = |z|)
an infinite sequence, then there exists an infinite sequence of discs
and there exist constants R ∈ (0, 1) and
and R < |z| < 1, we have (with r = |z|)
where We may now proceed as above to further reduce the order of (4.4). In each reduction step, we obtain a solution base of meromorphic function of finite δ-order corresponding to (4.4), and the reasoning corresponding to (4.7) and (4.8) remains valid. Hence, we finally obtain an equation of type
Observing the reasoning corresponding to (4.7) and (4.8) in each reduction step, we see that 
(4.10)
there exists a solution f of (2.1) such that σ p+1 (f ) = γ p+1 . Since σ p+1 (f ) γ p+1 for all solutions f of (2.1), we may replace β in the above reasoning with γ p+1 + ε, where ε > 0. By (4.10), we get
for all j = 0, . . . , k − 1. Hence α γ p+1 .
Thus (ii) holds from the above discussion.
(iii) Set p = 0. Similar arguments to the first half of (ii), taking into account that 2r + 2rN 0 (r) + · · · + 2rN k−1 (r) < ( 
Proof of Theorem 2.2
By our assumptions, σ p (A j ) < ∞ and σ p−1 (A j Let f 1 , . . . , f j +1 be linearly independent solutions of (2.1) such that i(f n ) p. Hence, .
