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Resumo
A ordenac¸a˜o das instaˆncias de processos (casos) em um sistema de workflow pode trazer
benef´ıcios como a diminuic¸a˜o do nu´mero de casos atrasados e a minimizac¸a˜o do tempo de
processamento dos casos, entre outros. Publicac¸o˜es recentes em workflow reconhecem uma
lacuna na pesquisa relacionada com este tema, e apontam para a literatura de escalona-
mento como uma poss´ıvel soluc¸a˜o. Este trabalho visa utilizar te´cnicas de escalonamento
em um ambiente dinaˆmico de workflow e avaliar o desempenho dessas te´cnicas frente a`
regra FIFO (First In First Out), a pol´ıtica de alocac¸a˜o de trabalho mais utilizada nos
sistemas de workflow atuais. Discute-se problemas relacionados a esta pra´tica, e ataca-se
dois deles: as incertezas quanto ao tempo de execuc¸a˜o das atividades de workflow e as in-
certezas quanto a`s rotas que os casos seguem dentro das suas definic¸o˜es de processo. Para
mapear essas incertezas uma nova te´cnica e´ proposta, chamada de “guess and solve”, que
consiste em prever os tempos de execuc¸a˜o e rotas das atividades e resolver o problema de
escalonamento determin´ıstico resultante com uma te´cnica adequada, por exemplo regras
de prioridade e algoritmos gene´ticos. Simulac¸o˜es cuidadosas sa˜o conduzidas e os nu´meros
mostram que e´ quase sempre mais vantajoso utilizar outra te´cnica que na˜o FIFO, e que




Ordering cases within a worklfow can result in a significant decrease on the number of late
cases and the cases’ mean processing time, for example. Recent publications on workflow
recognize the lack of research in this topic and points to the literature on scheduling
as a possible solution. This work applies scheduling techniques to a dynamic workflow
scenario and evaluates their performance in relation to the FIFO (First In First Out) rule,
the most used work allocation principle in today’s workflow systems. Problems related to
this approach are discussed and two of them are tackled: the uncertainties regarding the
activities’ processing times and the cases’ routes within their process definition. A new
technique to map these uncertainties, called “guess and solve”, is proposed. It consists of
making a guess on the activities’ processing times and cases’ routes and then solving the
resulting deterministic scheduling problem with a suitable technique, for example priority
rules and genetic algorithms. Careful simulation is performed and the numbers show that
it is almost always advantageous to use ordering techniques other than FIFO, and that
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Com as alterac¸o˜es de paradigmas nos sistemas produtivos e as grandes transformac¸o˜es
ocorridas nos u´ltimos anos nas organizac¸o˜es, as empresas teˆm adotado va´rias ide´ias para
se enquadrar a`s novas tendeˆncias do mercado mundial [10]. Tambe´m houve uma mu-
danc¸a no objetivo dessas empresas em relac¸a˜o aos sistemas de software: enquanto antes
buscava-se automatizar determinadas tarefas isoladas, agora tenta-se automatizar e ge-
renciar processos de forma completa [24]. Para a efetiva implementac¸a˜o desses novos
conceitos, a tecnologia de workflow ocupa lugar de destaque nas companhias atuais.
Sistemas de workflow sa˜o usados pelas empresas para controlar e melhorar seus proces-
sos de nego´cio [27], onde a melhoria destes processos vem de constantemente repensa´-los
enquanto sua definic¸a˜o evolui, e da criac¸a˜o de melhores estrate´gias para escolher o po-
tencial executor de cada atividade (por exemplo [16]). Sa˜o responsa´veis por instanciar,
gerenciar e finalizar processos de nego´cio dentro do contexto de uma organizac¸a˜o. Entre
suas responsabilidades, esta˜o aspectos de roteamento e atribuic¸a˜o dos itens de trabalho
pendentes aos participantes do workflow responsa´veis por sua execuc¸a˜o. Durante essa
atribuic¸a˜o, deciso˜es quanto a` ordem em que esses itens de trabalho sa˜o executados devem
ser tomadas.
A maioria dos sistemas de workflow atuais fazem com que seus participantes executem
os itens de trabalho na ordem em que eles chegam no sistema, ou seja, baseados em uma
pol´ıtica FIFO (First In First Out), onde o primeiro a chegar e´ o primeiro a sair [28].
Outros apresentam todos os itens de trabalho ao seu potencial executor, que escolhe a
seu crite´rio um deles, o que equivale a` pol´ıtica SIRO (Service In Random Order), onde
a selec¸a˜o de um elemento e´ feita aleatoriamente. Fica enta˜o a questa˜o de estas serem ou
na˜o as maneiras mais recompensadoras de ordenar os itens de trabalho.
Va´rios trabalhos, como [15, 23, 28, 29] reconhecem a existeˆncia de aspectos de or-
denac¸a˜o dos itens de trabalho em sistemas de workflow, e apontam para a literatura de
escalonamento como uma poss´ıvel maneira de se pensar no problema. Mas este mapea-
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mento de um problema de workflow em um problema de escalonamento na˜o e´ trivial e
alguns de seus aspectos sa˜o conflitantes.
Este trabalho apresenta um estudo de problemas de escalonamento de processos em
sistemas de workflow. Seu objetivo e´ testar o uso de te´cnicas de escalonamento em um
cena´rio que possua treˆs caracter´ısticas consideradas importantes em um ambiente de wor-
klflow: o cena´rio e´ dinaˆmico, ou seja, enquanto novos casos chegam ao sistema, outros ja´
esta˜o sendo processados e ainda outros esta˜o para deixa´-lo; existem incertezas quanto ao
tempo de execuc¸a˜o dos itens de trabalho em cada atividade; e existem incertezas tambe´m
quanto a`s rotas que cada caso toma dentro da sua definic¸a˜o de processo. Para aferir
o desempenho dessas te´cnicas, simulac¸o˜es cuidadosas do comportamento do sistema em
relac¸a˜o a cada uma delas sa˜o realizadas. Com os resultados das simulac¸o˜es, busca-se res-
ponder ao questionamento levantado dois para´grafos atra´s, e tambe´m levantar potenciais
subs´ıdios para a melhoria dos sistemas de workflow futuros. Pois se estes sistemas sa˜o
capazes de trazer ganhos para as empresas como um todo, como mostra Rob Allen em [1],
melhora´-los tem impacto diretamente positivo nos benef´ıcios obtidos por seus usua´rios.
1.1 Organizac¸a˜o do Trabalho
Este trabalho esta´ organizado da seguinte forma: o cap´ıtulo 2 discute os conceitos ba´sicos
da tecnologia de workflow. O cap´ıtulo 3 define os principais conceitos da a´rea de es-
calonamento. O cap´ıtulo 4 mostra o primeiro mapeamento realizado entre conceitos
dessas duas a´reas, e discute as dificuldades encontradas quando as duas se encontram.
O cap´ıtulo 5 descreve como esta pesquisa estudou este encontro, mostrando a definic¸a˜o
do problema a ser estudado, a metodologia aplicada e o desenvolvimento de suas partes
te´cnicas. O cap´ıtulo 6 mostra os resultados obtidos, discutindo suas implicac¸o˜es. Final-
mente, o cap´ıtulo 7 conclui o trabalho, analisando seu potencial impacto.
Cap´ıtulo 2
Workflow: Conceitos
Workflow e´ importante [1]. E´ tambe´m uma disciplina, uma pra´tica e um conceito. Com
a crescente complexidade dos processos de nego´cio das empresas atuais, tambe´m se torna
crescente o interesse pelo seu desenvolvimento. Casos de sucesso como os comentados por
Rob Allen em [1] mostram que, corretamente implementada, a tecnologia de workflow
pode trazer ganhos significativos para seus usua´rios, que em geral sa˜o empresas imersas
em um mercado cada vez mais competitivo e exigente. Este cap´ıtulo trata dos conceitos
ba´sicos de workflow, estabelecendo um conjunto de definic¸o˜es que servem como refereˆncia
para o restante desse trabalho.
2.1 O Conceito de Workflow: Perspectiva Histo´rica
Delinear-se-a´ uma perspectiva histo´rica relativa ao conceito de workflow com o objetivo
de mostrar o surgimento da ide´ia por tra´s das definic¸o˜es e termos utilizados doravante
neste trabalho. Essa perspectiva histo´rica e´ retirada principalmente do trabalho de Wil
van der Aalst e Kees van Hee em [28].
Os sistemas de workflow surgiram definitivamente no comec¸o da de´cada de 90, mas a
ide´ia de se utilizar sistemas de informac¸a˜o para o suporte aos processos de nego´cio das em-
presas na˜o e´ ta˜o nova se comparada com a velocidade de desenvolvimento da computac¸a˜o
em geral, com um passado que remonta a 1965. Nesta e´poca, inicia-se o desenvolvimento
de aplicac¸o˜es descentralizadas, cada uma com seu pro´prio banco de dados, definic¸o˜es
e objetivos, para automatizar tarefas espec´ıficas e isoladas dentro das empresas. Essas
aplicac¸o˜es executavam diretamente sobre o sistema operacional e, ou na˜o tinham interface
com o usua´rio, ou a tinham de maneira completamente individual. Os dados eram salvos
primeiramente em carto˜es perfurados, e depois em fitas magne´ticas, entre duas execuc¸o˜es
consecutivas. Na˜o havia troca de dados entre essas aplicac¸o˜es.
Em 1975 comec¸a a surgir a ide´ia do gerenciamento de bancos de dados: “colocar
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o gerenciamento dos dados externamente a` aplicac¸a˜o”. Esse per´ıodo e´ marcado pelo
surgimento dos sistemas de gerenciamento de bancos de dados (SGBD). Seu uso trazia
vantagens como a centralizac¸a˜o dos dados em um u´nico lugar, onde todas as aplicac¸o˜es
podem acessa´-los, ale´m de permitir que o gerenciamento desses dados seja u´nico para todas
as aplicac¸o˜es e que um item de dados seja gravado apenas uma vez, sem redundaˆncias.
Os SGBD tambe´m mudaram a maneira como as aplicac¸o˜es eram desenvolvidas: uma vez
definido o banco de dados, diferentes desenvolvedores podem trabalhar em aplicac¸o˜es para
este mesmo banco de dados ao mesmo tempo.
O pro´ximo gargalo no desenvolvimento de sistemas de informac¸a˜o estava na interface
com o usua´rio, pois cada vez mais os softwares se tornavam interativos, e isso exigia que
cada vez mais e mais tempo fosse gasto no desenvolvimento dessas interfaces. Essas eram
geralmente feitas tela por tela pelos pro´prios desenvolvedores, e como cada desenvolve-
dor tem seu estilo, cada interface tinha sua forma pro´pria de operac¸a˜o. Enta˜o em 1985
comec¸am a ser desenvolvidos os sistemas de gerenciamento de interface com o usua´rio
(UIMS, na sigla em ingleˆs), que visavam resolver tais problemas “colocando as interfa-
ces externamente a`s aplicac¸o˜es”, permitindo uma definic¸a˜o destas de modo bem mais
ra´pido, “convidando” o desenvolvedor a fazeˆ-lo de uma maneira mais padronizada. Hoje
as funcionalidades desses UIMSs esta˜o embutidas em outras ferramentas, como os pro´prios
SGBDs, ambientes de programac¸a˜o como o Borland Delphi e navegadores Web.
Com os dados e a interface externos a`s aplicac¸o˜es, muito do co´digo escrito passa a
ser dedicado a lidar com os procedimentos (ou processos) de trabalho das empresas. Por
volta de 1995 comec¸a a se pensar que esse componente tambe´m poderia ser isolado se-
guindo o exemplo dos SGBDs e UIMSs. Surge enta˜o a ide´ia dos sistemas de workflow:
“colocar o gerenciamento dos processos de nego´cio externamente a`s aplicac¸o˜es”. Assim
como os bancos de dados sa˜o desenvolvidos e utilizados atrave´s de SGBDs, sistemas de
gerenciamento de workflow (WFMS, na sigla em ingleˆs) sa˜o utilizados para definir e geren-
ciar processos de nego´cio, instanciando-os e acompanhando sua execuc¸a˜o ate´ seu te´rmino.
Tambe´m permitem acumular dados sobre a execuc¸a˜o de cada processo, fornecendo um
meio de rastrea´-los em detalhes.
Espera-se que o uso desses sistemas continue futuramente, com o maior desenvolvi-
mento e principalmente integrac¸a˜o dos WFMS atuais, visto que estes ainda enfrentam
muitos problemas de interoperabilidade. A Worklflow Management Coalition (WfMC),
um conso´rcio de empresas provedoras de soluc¸o˜es de workflow, trabalha ativamente hoje





Caso procure-se uma definic¸a˜o do termo workflow, certamente encontraremos va´rios pon-
tos de vista. Aqui reunimos alguns deles:
• a automac¸a˜o de um processo de nego´cio, durante a qual documentos, informac¸o˜es
ou tarefas sa˜o passadas de um participante a outro, de acordo com um conjunto de
regras. (WfMC) [7, 8]
• atividades que envolvem a execuc¸a˜o coordenada de mu´ltiplas tarefas, realizadas por
diferentes entidades de processamento. (Casati et al.) [6, 25];
• atividades conjuntas que realizam interoperac¸o˜es com uma variedade de tarefas
humanas e automatizadas. (Singh) [26];
• uma colec¸a˜o de etapas de processamento (tambe´m chamadas de ‘tarefas’ ou ‘ativi-
dades’) organizadas para executar um processo de nego´cio. (Tatbul et al.) [11]
• uma atividade de longa durac¸a˜o, composta por va´rios passos, com algum fluxo de
dados e controle entre esses passos. (Barbara´ et al.) [2];
Apesar de va´rias definic¸o˜es, todas sa˜o apoiadas por um tronco u´nico: a execuc¸a˜o de
processos. Nessa execuc¸a˜o, esta˜o embutidas interac¸o˜es entre diversas partes, humanas
ou automatizadas. E tambe´m um certo fluxo de informac¸o˜es relevantes ao contexto dos
processos, e de controle. Neste trabalho adota-se na medida do poss´ıvel a definic¸a˜o da
WfMC, pore´m em alguns contextos o termo workflow pode ser utilizado como sinoˆnimo
de processo.
2.2.2 Atividade e Recurso
Segundo Aalst et al. [28], a atividade e´ uma unidade lo´gica de trabalho, indivis´ıvel, que e´
executada por um recurso. Recurso e´ o nome gene´rico dado a uma pessoa, uma ma´quina,
ou grupos de pessoas e ma´quinas, que executam as tarefas. Na˜o necessariamente o recurso
e´ quem realmente realiza a atividade, mas sempre e´ o responsa´vel por ela.
Segundo a WfMC [7, 8], a atividade e´ uma descric¸a˜o de uma parte do trabalho que
forma um passo lo´gico de um processo, podendo ser manual ou automatizada (de work-
flow). As atividades de workflow necessitam de recursos humanos ou de ma´quina para
serem executadas, e quando e´ necessa´ria a intervenc¸a˜o humana, a atividade e´ alocada para
um participante do workflow. Aqui se considera a atividade como uma s´ıntese dessas duas
definic¸o˜es.
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2.2.3 Caso, Processo e Definic¸a˜o de Processo
Existem muitos tipos de trabalho, tais como assar pa˜o, arrumar a cama ou coletar resulta-
dos para uma pesquisa estat´ıstica. Em todos esses exemplos, existe algo sendo modificado
ou produzido: o pa˜o, a cama e os resultados estat´ısticos. Esse “algo” e´ aqui chamado
de caso ou instaˆncia. Um caso na˜o precisa ser algo concreto, podendo tambe´m ser um
processo judicial ou uma reclamac¸a˜o de produto defeituoso feita ao fabricante. E´ diferen-
cia´vel completamente de outros casos, e possui um comec¸o e um fim bem definidos. Mas
cada caso envolve um processo sendo executado, ou seja, cada caso e´ uma instaˆncia de
execuc¸a˜o de um processo ja´ definido.
Um processo e´ um conjunto coordenado de atividades que sa˜o conectadas para se atin-
gir um objetivo comum [7]. Para um WFMS, um processo e´ descrito por uma definic¸a˜o de
processo, que e´ uma representac¸a˜o que suporta manipulac¸a˜o automatizada, e que conte´m
crite´rios para seu in´ıcio e te´rmino, ale´m de informac¸o˜es sobre as suas atividades consti-
tuintes, como os recursos a elas associados e ferramentas necessa´rias para sua realizac¸a˜o,
entre outras.
Para exemplificar todos esses conceitos, tomemos a definic¸a˜o gra´fica de um processo
como o da figura 2.1. Nela encontra-se a especificac¸a˜o de um processo que uma empresa
fict´ıcia usa para lidar com os casos de reclamac¸o˜es de defeito em seus produtos, advindos
de clientes. Na figura, os retaˆngulos com laterais arredondadas representam as atividades
do processo; os triaˆngulos marcados com a letra “o” representam pontos onde ha´ uma
separac¸a˜o de caminhos: o caso deve seguir apenas uma das rotas que saem do triaˆngulo;
tambe´m representam o fechamento dessa diferenciac¸a˜o de caminhos, ou seja, o ponto
onde a diferenciac¸a˜o termina; retaˆngulos pequenos marcados com a letra “e” representam
tanto a abertura quanto o fechamento de atividades paralelas, que devem ser executadas
ao mesmo tempo; por fim, losangos marcados com a letra “l” representam iterac¸o˜es, onde
ha´ um ponto de retorno a uma atividade anterior, o que configura a formac¸a˜o de um lac¸o
ou loop.
Muitas ferramentas de workflow permitem que se defina processos graficamente como
o da figura 2.1, traduzindo-os depois para outros formatos digitais aceitos pelo WFMS
como uma descric¸a˜o de processos.
2.2.4 Itens de Trabalho
Segundo Aalst et al. [28], um item de trabalho (work item, em ingleˆs), e´ a junc¸a˜o de uma
instaˆncia do processo (caso) com uma atividade pela qual esta instaˆncia deve passar. A
execuc¸a˜o de uma atividade e´ na verdade a execuc¸a˜o de um item de trabalho. Ou seja, a
atividade e´ a definic¸a˜o do que fazer em um determinado passo do processo, mas e´ gene´rica.
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Figura 2.1: Exemplo de definic¸a˜o de processo








Figura 2.2: Relac¸a˜o entre os termos atividade, item de trabalho, execuc¸a˜o de atividade e
caso
caso e´ criado um item de trabalho relativo a` atividade em questa˜o, e que vai ser executado
por um recurso espec´ıfico; quando o item de trabalho esta´ sendo efetivamente executado,
enta˜o se fala em execuc¸a˜o da atividade.
Na nomencaltura em ingleˆs, os termos utilizados sa˜o ligeiramente diferentes no que
diz respeito a`s atividades e sua execuc¸a˜o. O termo task e´ utilizado para designar uma
atividade, enquanto activity e´ usado para designar a execuc¸a˜o da atividade. A relac¸a˜o
dos termos atividade, caso, item de trabalho e execuc¸a˜o de atividade pode ser vista na
figura 2.2.
2.3 Sistemas de Gerenciamento de Workflow
Embora um sistema de workflow possa ser organizado de forma manual, o que se busca
e´ sempre a utilizac¸a˜o de ferramentas computacionais que fornec¸am suporte automatizado
a` realizac¸a˜o do trabalho. Aqui se colocam os sistemas de gerenciamento de workflow ou
simplesmente WFMS.
Um sistema de gerenciamento de workflow e´ um sistema que completamente define,
gerencia e executa workflows, atrave´s de software cuja ordem de execuc¸a˜o e´ dada por uma
representac¸a˜o computacional da lo´gica dos workflows, ou seja, um sistema que e´ capaz
de interpretar as definic¸o˜es de processos, interagir com os participantes dos workflows e,
quando necessa´rio, invocar as ferramentas (computacionais) necessa´rias para a realizac¸a˜o
de uma atividade [7, 8].
Apesar de existirem no mercado va´rios produtos diferentes que se colocam como ferra-
mentas de workflow, existem caracter´ısticas comuns entre eles no que diz respeito a`s suas
func¸o˜es principais. A WfMC [8] identifica que, em um n´ıvel mais alto, todos os WFMS
teˆm as seguintes funcionalidades:
• func¸o˜es de “tempo de construc¸a˜o” (build-time functions), que lidam com a definic¸a˜o




















Figura 2.3: Relac¸a˜o entre as principais func¸o˜es de um WFMS
e modelagem dos processos de workflow e suas atividades constituintes; o resultado
final dessa fase e´ a definic¸a˜o de processo acabada;
• func¸o˜es de “tempo de execuc¸a˜o” (run-time functions), que gerenciam e executam
os processos de workflow em um ambiente operacional, ale´m de sequ¨enciar e alocar
as atividades necessa´rias para a execuc¸a˜o desses processos; sa˜o essas func¸o˜es que
cuidam de criar uma instaˆncia de processo para lidar com um caso espec´ıfico, esca-
lonar suas atividades para os recursos, e acompanhar esse caso ate´ o te´rmino de sua
execuc¸a˜o;
• func¸o˜es de interac¸a˜o, em tempo de execuc¸a˜o, com os usua´rios e ferramentas compu-
tacionais para o processamento dos va´rios passos de cada atividade;
A relac¸a˜o entre esses itens pode ser vista na figura 2.3. As setas indicam o sentido das
interac¸o˜es.
2.3.1 Workflow Engine e Workflow Enactment Service
Segundo a WfMC, uma workflow engine e´ uma parte de um WFMS que proveˆ o ambiente
de execuc¸a˜o para as instaˆncias de processo [7]. E´ a parte responsa´vel por criar, gerenciar
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e executar tais instaˆncias.
Uma ou mais workflow engines formam um domı´nio de workflow, ou seja, um ambiente
homogeˆneo de execuc¸a˜o dos processos. Esse domı´nio e´ gerenciado pelo workflow enactment
service, ou WES, que proveˆ o suporte necessa´rio para a execuc¸a˜o das instaˆncias de processo
pelo conjunto de workflow engines que o compo˜em [7, 8]. Assim, um WES e´ formado por
uma ou mais workflow engines.
2.3.2 Roteamento e Alocac¸a˜o de Itens de Trabalho
Uma das principais func¸o˜es de um WFMS e´ o roteamento e a alocac¸a˜o dos itens de
trabalho dentro do escopo dos processos por ele gerenciados. O roteamento diz respeito
ao caminho particular que cada caso segue dentro de uma definic¸a˜o de processos, e que
so´ e´ conhecido durante a execuc¸a˜o deste. A alocac¸a˜o e´ o processo de designar esses itens
de trabalho aos recursos que podem realiza´-lo.
Para o roteamento, existem quatro situac¸o˜es poss´ıveis com as quais o WFMS deve
lidar [28]:
• roteamento sequ¨encial: a mais simples; ocorre quando duas ou mais atividades
devem ser executadas em sequ¨eˆncia;
• roteamento paralelo (AND): quando duas atividades podem ser executadas indepen-
dentemente e ao mesmo tempo, sem que uma influencie na outra; sa˜o disparadas
em determinado ponto do processo e ressincronizadas em um ponto mais adiante;
• roteamento condicional ou seletivo (OR): acontece quando a pro´xima (ou pro´ximas)
atividade a ser executada depende de uma escolha, que por sua vez depende das
propriedades espec´ıficas de cada caso; o resultado dessa escolha determina qual sera´
essa pro´xima atividade;
• roteamento iterativo: representa atividades que devem ser executadas em loop, ate´
que determinada circunstaˆncia seja atingida; um bom exemplo sa˜o atividades que
dependem de uma validac¸a˜o final: caso o resultado dessa validac¸a˜o seja negativo,
as atividades devem ser repetidas;
Quanto a` alocac¸a˜o dos itens de trabalho, e´ func¸a˜o do WFMS designa´-los a um deter-
minado recurso para que estes sejam levados adiante. Essa atribuic¸a˜o de trabalho deve
obedecer restric¸o˜es como na˜o alocar servic¸o a algue´m na˜o autorizado, e quando existe
mais de um item de trabalho para um recurso, o sistema pode atuar sobre a ordem de
execuc¸a˜o destes. Nos sistemas de workflow atuais geralmente se utiliza a pol´ıtica FIFO
(Firts In First Out) para designar os itens de trabalho aos recursos, ou seja, o sistema
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faz com que tais itens de trabalho sejam executados em ordem de sua chegada. Outra
pol´ıtica utilizada e´ a de deixar que o pro´prio recurso escolha qual item de trabalho ele ira´
executar, dentro daqueles dispon´ıveis a ele. Como veremos adiante, essa ordenac¸a˜o e´ o
centro da pesquisa descrita neste trabalho.
2.4 O Modelo de Refereˆncia da WfMC
Muitas ferramentas de workflow surgiram desde que essa tecnologia comec¸ou a tomar
forma. Mas a preocupac¸a˜o com a integrac¸a˜o entre essas ferramentas na˜o existia, o que
levou ao desenvolvimento de va´rias soluc¸o˜es ilhadas entre si. Com o obejtivo de promover
padro˜es para o desenvolvimento de ferramentas de workflow, va´rias empresas desenvol-
vedoras dessa tecnologia se juntaram para criar a Workflow Management Coalition, ou
WfMC. Esta propoˆs em 1995, em [8], um modelo de refereˆncia para sistemas de gerencia-
mento de workflow. O principal objetivo desse modelo e´ promover a interoperabilidade
entre va´rias ferramentas de workflow de desenvolvedores diferentes, mas ele tambe´m for-
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Figura 2.4: Modelo de refereˆncia para sistemas de workflow da WFMC
A figura 2.4 demonstra o modelo da WfMC. Pode-se notar que o centro do modelo e´
tomado pelas workflow engines, que ficam dentro do workflow enactment service (WES).
Este u´ltimo e´ encapsulado pela Workflow Applications Programming Interface (WAPI),
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que possui cinco interfaces numeradas de 1 a 5, cada uma cuidando da interac¸a˜o do WES
com outros componentes do modelo. A WAPI representa a proposta da WfMC de um
meio para a interoperac¸a˜o entre as ferramentas de workflow, e consiste em um conjunto
de func¸o˜es atrave´s das quais os componentes do modelo interagem uns com os outros. Isso
visa permitir que cada uma das partes do modelo seja projetada por um desenvolvedor
diferente, mas que todas possam agir juntas em um u´nico WFMS, atrave´s da WAPI.
As interfaces sa˜o as principais partes da WAPI. Cada uma define um bloco lo´gico de
interac¸a˜o entre as diversas partes de um sistema de workflow. A interface 1 cuida da
interac¸a˜o entre as ferramentas de definic¸a˜o de processos e o WES. A interface 2 permite
o acesso de aplicac¸o˜es clientes a`s listas de itens de trabalho dos participantes dos work-
flows; essas aplicac¸o˜es clientes sa˜o consideradas como aquelas que realizam a junc¸a˜o entre
participante do workflow e itens de trabalho a ele pendentes. A relac¸a˜o entre o WES e as
ferramentas computacionais por ele invocadas e´ definida na interface 3, pela qual pode-se
interagir com as aplicac¸o˜es e passar algum item de trabalho para elas, e depois receber os
resultados de volta. Na interface 4 define-se a interac¸a˜o de um WES com outros externos
a este, para a poss´ıvel troca e/ou execuc¸a˜o conjunta de processos comuns. Por u´ltimo,
na interface 5, explicita-se a comunicac¸a˜o entre ferramentas de administrac¸a˜o e monito-
ramento do sistema com o WES. A WfMC continua a trabalhar nessas interfaces, na˜o
estando todas ainda completamente definidas.
Cap´ıtulo 3
Escalonamento: Conceitos
Escalonamento e´ um processo que existe na maioria dos sistemas de produc¸a˜o e manufa-
tura, bem como na maioria dos sistemas de processamento de informac¸o˜es. Ele tambe´m
aparece em problemas de transporte e distribuic¸a˜o e em outros tipos de indu´strias de
prestac¸a˜o de servic¸os [21]. Este cap´ıtulo trata dos conceitos fundamentais da teoria de
escalonamento que, como no cap´ıtulo anterior, estabelecem a base teo´rica para o restante
deste trabalho.
3.1 Definic¸a˜o
Segundo Pinedo [21], escalonamento e´ um processo de tomada de deciso˜es que se preocupa
com a alocac¸a˜o de recursos limitados para tarefas ao longo do tempo, e possui como meta
a otimizac¸a˜o de uma ou mais func¸o˜es-objetivo. Tais recursos e tarefas podem tomar
muitas formas. Os recursos podem ser ma´quinas em um cha˜o de fa´brica, pistas em
um aeroporto, processadores em um sistema de computac¸a˜o, entre outros. As tarefas
podem ser operac¸o˜es em um processo de produc¸a˜o, pousos e decolagens em pistas de
um aeroporto, execuc¸a˜o de software em um sistema de computac¸a˜o, entre outros. As
func¸o˜es-objetivo tambe´m podem ser diversas, como a minimizac¸a˜o do tempo me´dio gasto
por uma atividade de montagem de pec¸as em uma ma´quina de uma linha de produc¸a˜o
ou a minimizac¸a˜o do nu´mero de pousos e decolagens atrasadas em um aeroporto. Na
literatura cient´ıfica, uma tarefa e´ chamada de job e um recurso, de ma´quina.
3.2 Notac¸a˜o para Problemas de Escalonamento
Durante as u´ltimas de´cadas um nu´mero considera´vel de pesquisas teo´ricas no campo
de escalonamento foi desenvolvido [21]. Nesse tempo, uma notac¸a˜o espec´ıfica para esse
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tipo de problema tomou forma. Esta notac¸a˜o, introduzida por Graham et al. em [13],
e´ tambe´m chamada de notac¸a˜o de Graham. Nesta sec¸a˜o discute-se tal notac¸a˜o, o que
dara´ a oportunidade de apresentar os tipos mais conhecidos de problemas de escalona-
mento, conjuntamente com suas noc¸o˜es teo´ricas. A base para essa apresentac¸a˜o pode ser
encontrada em [20, 21].
O nu´mero de jobs a serem executados e´ aqui considerado finito, e representado por n.
O nu´mero de ma´quinas que se possui para executa´-los e´ denotado por m. Geralmente, o
ı´ndice j refere-se a um job, e o ı´ndice i, a uma ma´quina. Se o job j requer processamento,
enta˜o o par (i, j) refere-se ao processamento do job j na ma´quina i. As informac¸o˜es
seguintes esta˜o associadas ao job j.
• processing time (pi,j): pi,j representa o tempo gasto para que o job j seja pro-
cessado na ma´quina i; se esse tempo na˜o depende da ma´quina onde j e´ executado,
enta˜o omite-se o ı´ndice i, ficando apenas pj;
• release date (rj): tambe´m conhecida como ready date, representa o tempo de
chegada do job ao sistema, ou seja, o job so´ pode comec¸ar a ser executado a partir
desse instante de tempo;
• due date (dj): o prazo para o qual o job deve estar pronto (para quando o job foi
prometido ao cliente);
• weight (wj): o peso do job j; pode ser entendido como uma medida de importaˆncia
dada ao job;
Segundo a notac¸a˜o de Graham, um problema de escalonamento e´ descrito por uma
tripla, composta dos termos α, β, e γ, e denotada por α|β|γ. O termo α descreve o
ambiente das ma´quinas que processam os jobs, e possui um u´nico valor. O termo β
descreve caracter´ısticas de processamento dos jobs e pode conter nenhum, apenas um, ou
mu´ltiplos valores. Por u´ltimo, γ denota a func¸a˜o-objetivo a ser minimizada e geralmente
conte´m apenas um valor.
3.2.1 Valores de α
Esta sec¸a˜o descreve poss´ıveis valores do termo α, conjuntamente com a descric¸a˜o dos tipos
de problemas que denotam.
• single machine (1): e´ o caso onde apenas se tem uma ma´quina ou processador; e´
um caso especial de todos os outros ambientes mais complexos;
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• identical machines in parallel (Pm): denota que existem m ma´quinas ideˆnticas
em paralelo; o job j requer uma operac¸a˜o apenas, e pode ser processado em qualquer
uma das ma´quinas;
• machines in parallel with different speeds (Qm): neste caso, existem m
ma´quinas em paralelo, mas estas diferem na velocidade que podem executar os
jobs; a velocidade de uma ma´quina i e´ denotada por vi; a velocidade que o job
j gasta para ser processado na ma´quina i (pi,j) e´ pj/vi; este ambiente tambe´m e´
referenciado com o nome de ma´quinas uniformes.
• unrelated machines in parallel (Rm): uma generalizac¸a˜o do ambiente anterior;
existem m ma´quinas diferentes em paralelo; a ma´quina i pode processar o job j
com velocidade vij; o tempo de processamento pi,j do job j na ma´quina i e´ dado
por pj/vi,j; pode-se notar que agora a velocidade da ma´quina depende do job a ser
processado nela.
• flow shop (Fm): existem m ma´quinas em se´rie; cada job deve ser processado
em todas elas; todos os jobs teˆm a mesma “rota”, ou seja, devem todos serem
processados primeiro na ma´quina 1, depois na 2, e assim por diante; depois de
terminar sua execuc¸a˜o em uma ma´quina, o job vai para a fila de execuc¸a˜o da pro´xima
ma´quina; geralmente essas filas operam sob a lo´gica FIFO (first in first out); se isto
for verdade, enta˜o esse flow shop pode ser chamado de um permutation flow shop e
o valor prmu deve ser inclu´ıdo no campo β.
• flexibe flow shop (FFs): e´ uma generalizac¸a˜o do flow shop e do ambiente com
ma´quinas paralelas; agora existem s esta´gios em se´rie, e em cada um deles ha´ um
nu´mero de ma´quinas em paralelo; cada job deve ser processado primeiro no esta´gio
1, depois no 2, e assim por diante; geralmente, cada job requer apenas uma ma´quina,
e pode ser processado por qualquer uma delas, dentro de um esta´gio;
• open shop (Om): aqui, cada job deve ser processado novamente em cada uma das
m ma´quinas; no entanto, alguns desses tempos de execuc¸a˜o podem ser zero; na˜o
ha´ restric¸o˜es quanto ao percurso dos jobs no ambiente das ma´quinas; o escalonador
pode tomar deciso˜es quanto a esse aspecto;
• job shop (Jm): em um job shop, cada job tem sua pro´pria rota para seguir;
distinc¸o˜es sa˜o feitas nos casos onde cada job deve “visitar” cada ma´quina ao menos
uma vez, e quando e´ permitido aos jobs passarem por uma mesma ma´quina mais
de uma vez; nesse u´ltimo caso, o campo β deve conter a entrada recrc, que significa
recirculation;
3.2. Notac¸a˜o para Problemas de Escalonamento 16
3.2.2 Valores de β
O campo β da definic¸a˜o de problemas de escalonamento indica condic¸o˜es especiais para
a execuc¸a˜o dos jobs. Mostramos aqui poss´ıveis valores desse termo, bem como a especi-
ficac¸a˜o de seu significado.
• release dates (rj): quando os jobs teˆm uma data mı´nima para que sua execuc¸a˜o
seja iniciada, o s´ımbolo rj deve aparecer no campo β; ou seja, isso indica que o
job j na˜o pode comec¸ar seu processamento antes de sua release date rj; caso este
s´ımbolo na˜o esteja presente, os jobs podem ser processados a qualquer momento;
note que caso os jobs tenham due dates (prazos), nada e´ especificado aqui; a func¸a˜o
objetivo, do campo γ, sera´ suficiente para que saibamos se esse aspecto e´ relevante
ao problema;
• sequence dependent setup times (sjk): o s´ımbolo sjk indica que o tempo de
setup1 dos jobs e´ dependente da sequ¨eˆncia entre eles; ou seja, havera´ diferentes setup
times para um job k dependendo de qual job j esteja a` sua frente na execuc¸a˜o;
• preemptions (prmp): preemption diz respeito a` possibilidade de se interromper a
execuc¸a˜o de um job antes dela ter sido terminada, e depois poder retornar a ela; o
tempo ja´ processado do job na˜o e´ perdido; quando ele volta a ser executado, apenas
permanece na ma´quina o tempo que lhe falta para ser conclu´ıdo; quando o valor
prmp esta´ presente no campo β, ela e´ permitida; caso contra´rio, na˜o se pode ter
preemption;
• precedence constraints (prec): indica que existe uma relac¸a˜o de precedeˆncia
entre os jobs, de forma que um ou mais jobs devem ser executados antes que outros
o sejam;
• breakdowns (brkdwn): implica que as ma´quinas na˜o esta˜o continuamente dispo-
n´ıveis; o tempo que uma ma´quina fica indispon´ıvel pode ser considerado fixo, ou ser
modelado atrave´s de distribuic¸o˜es de probabilidade;
• machine eligibility restrictions (Mj): pode figurar como valor para o campo
β quando em α se tem o valor Pm, ou seja, o problema lida com m ma´quinas
em paralelo; quando existe essa restric¸a˜o, nem todas as ma´quinas sa˜o capazes de
executar o job j, mas apenas aquelas pertencentes ao conjunto Mj;
1O tempo gasto para preparar a execuc¸a˜o de um determinado job, como por exemplo o tempo que se
leva para colocar todos os ingredientes de uma vitamina no liquidificador, antes de propriamente bateˆ-la.
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• permutation (prmu): pode aparecer em um flow shop (Fm) quando as filas entre
cada ma´quina operam de acordo com a pol´ıtica FIFO; isso implica que a ordem em
que os jobs sa˜o executados na primeira ma´quina e´ mantida durante toda a execuc¸a˜o;
• blocking (block): pode acontecer em um flow shop quando as filas de espera de
execuc¸a˜o entre as ma´quinas possuem tamanho limitado; deste modo, se um job j
termina seu processamento em uma ma´quina i, mas a fila (buffer) da ma´quina i+1
esta´ cheia, enta˜o j na˜o pode sair de i, o que faz com que os outros jobs que esperam
por execuc¸a˜o em i sejam bloqueados; block implica em prmu;
• no-wait (nwt): tambe´m pode ocorrer em flow shops; essa condic¸a˜o quer dizer que
os jobs na˜o podem esperar entre duas ma´quinas; isso implica que, caso necessa´rio, o
momento da execuc¸a˜o de um job na primeira ma´quina deve ser adiado para garantir
que ele possa passar por todas as outras sem esperar;
• recirculation (recrc): pode ocorrer em um job shop, no caso dos jobs poderem
passar pela mesma ma´quina mais de uma vez;
3.2.3 Valores de γ
Em γ e´ especificada a func¸a˜o que se deseja minimizar no problema dado. Geralmente sa˜o
func¸o˜es dos completion times dos jobs, que por sua vez dependem da ordem de execuc¸a˜o
destes. Tambe´m podem estar envolvidas func¸o˜es que dependem das due dates, ou os
prazos, dos jobs. Para precisarmos as func¸o˜es-objetivo mais comuns, faz-se necessa´rio
algumas definic¸o˜es pre´vias.
O completion time de um job j em uma ma´quina i e´ denotado por Cij. O completion
time desse job na u´ltima ma´quina onde ele requer processamento, ou seja, o instante em
que ele sai do sistema, e´ representado por Cj. Como ja´ mencionado, a due date desse job
e´ representada por dj.
Define-se lateness de um job j como sendo
Lj = Cj − dj
que e´ positiva quando j esta´ atrasado, e negativa quando esta´ adiantado. Tambe´m se
define tardiness de um job j como
Tj = max(Cj − dj, 0) = max(Lj, 0) . (3.1)
A diferenc¸a entre lateness e tardiness e´ que o tardiness nunca e´ negativo. Por isso,
na˜o se preocupa se o job esta´ adiantado, apenas em quanto esta´ atrasado. Ja´ o lateness
fornece tambe´m uma ide´ia de quanto tempo o job esta´ a` frente de seu prazo de te´rmino,
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visto que seu valor e´ negativo quando o job esta´ adiantado, e pode ser u´til para ana´lises
que requerem esse tipo de informac¸a˜o.
Tambe´m se define a unit penalty de um job j como
Uj =
{
1 se Cj > dj
0 caso contra´rio
. (3.2)
onde se pode notar que Uj vale 1 quando o job j esta´ atrasado e 0 caso contra´rio. Agora
podemos apresentar poss´ıveis valores do campo γ.
• makespan (Cmax): o makespan e´ equivalente ao completion time do u´ltimo job a
deixar o sistema; e´ definido como
Cmax = max(C1, C2, . . . , Cn) .
Geralmente um makespan baixo indica uma alta taxa de utilizac¸a˜o das ma´quinas;
• maximum lateness (Lmax): definida como
Lmax = max(L1, L2, . . . , Ln)
mede a pior violac¸a˜o de prazos do sistema;
• total weighted completion time (
∑
wjCj): da´ uma ide´ia do custo total de
estocagem que a ordenac¸a˜o utilizada traz; essa soma e´ frequ¨entemente referenciada
na literatura como weighted flow time.
• discounted total weighted completion time (
∑
wj(1− e
−rCj)): e´ uma media
mais geral do que a anterior; aqui, o custo e´ descontado de acordo com um fator r
para cada unidade de tempo, onde 0 < r < 1;
• total weghted tardiness (
∑
wjTj): a soma ponderada da func¸a˜o tardiness de
cada job;
• weighted number of tardy jobs (
∑
wjUj): o nu´mero de jobs que esta˜o atrasa-
dos; como pode ser medido com facilidade, e´ um importante crite´rio inclusive em
aplicac¸o˜es reais;
De acordo com esta notac¸a˜o, F3|prmu|
∑
wjCj denota um flow shop com 3 ma´quinas,
ou seja, as 3 ma´quinas esta˜o em se´rie; as filas entre as ma´quinas operam sobre a pol´ıtica
FIFO (prmu), e o objetivo e´ minimizar a soma ponderada dos completion times dos
jobs. Ja´ 1|sjk|Cmax define que existe apenas 1 unidade de processamento, onde os jobs
possuem setup times que dependem da sequ¨eˆncia de sua execuc¸a˜o, e o objetivo e´ minimizar
o makespan. Sabe-se que esse u´ltimo e´ equivalente a resolver o problema do caixeiro
viajante, onde o caixeiro deve visitar n cidades de forma que a distaˆncia total viajada
deve ser minimizada.
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3.2.4 Resoluc¸a˜o de um Problema de Escalonamento
Definido o problema, o objetivo torna-se enta˜o gerar uma atribuic¸a˜o da execuc¸a˜o dos jobs
para as ma´quinas, durante um per´ıodo de tempo, que otimize a func¸a˜o-objetivo desejada.
Esta atribuic¸a˜o e´ chamada de um escalonamento, ou schedule no termo original. O termo
“escalonamento” pode gerar alguma confusa˜o em Portugueˆs, ja´ que na literatura, o termo
scheduling, que quer dizer a operac¸a˜o de gerar um schedule tambe´m se traduziria como
escalonamento aqui. Portanto, neste trabalho, o termo original schedule e´ utilizado.
Existem algumas formas de se representar um schedule. Uma delas e´ a ilustrada na
figura 3.1-(a), que e´ um diagrama que indica a ocupac¸a˜o das ma´quinas, pelos jobs, durante
o tempo. A outra e´ uma tabela contendo os tempos de in´ıcio do processamento dos jobs em
cada ma´quina, ilustrada na figura 3.1-(b). Na figura 3.1, as ma´quinas sa˜o representadas
por M1, M2 e M3, e os jobs por J1, J2 e J3. Para este trabalho, a segunda forma de
representac¸a˜o sera´ mais u´til, e servira´ de base para a implementac¸a˜o da simulac¸a˜o do

























Figura 3.1: Formas de se representar um schedule
3.3 Outros Conceitos
3.3.1 Escalonamento Esta´tico e Dinaˆmico
A diferenc¸a entre uma operac¸a˜o de escalonamento esta´tico e dinaˆmico e´ que, no primeiro,
todos os jobs sa˜o conhecidos de antema˜o. O objetivo e´ escalonar estes jobs apenas uma vez,
sendo este escalonamento fixo, ja´ que na˜o e´ necessa´rio muda´-lo. Ja´ em um escalonamento
dinaˆmico, o sistema na˜o possui apenas um conjunto de jobs fixo, mas estes chegam ao
sistema em pontos ass´ıncronos de tempo, e enquanto novos jobs chegam, outros esta˜o
3.3. Outros Conceitos 20
executando. A cada chegada ou sa´ıda de um job no/do sistema, o conjunto de jobs
conhecidos muda.
A simples inserc¸a˜o de um novo job no sistema sem uma revisa˜o do schedule ja´ gerado
pode levar a uma deteriorac¸a˜o dos resultados deste u´ltimo, e por isso tal dinamismo leva
a questo˜es como o reescalonamento (rescheduling), onde a preocupac¸a˜o na˜o e´ gerar um
schedule novo a partir do zero, mas alterar o ja´ existente de forma a contemplar o novo
job, tentando ser o menos complexo poss´ıvel nesse procedimento.
3.3.2 Escalonamento Determin´ıstico e Estoca´stico
A literatura em escalonamento trata de problemas determin´ısticos. Tais problemas sa˜o
aqueles onde os valores de suas varia´veis, como tempos de execuc¸a˜o dos jobs em cada
ma´quina, release dates e due dates, entre outros, sa˜o previamente conhecidos e exatos.
Mas muitas vezes as informac¸o˜es que temos para ponderar sobre escalonamento sa˜o pou-
cas, e sujeitas a variac¸o˜es dos mais diversos tipos. Por exemplo, na maioria das situac¸o˜es
reais na˜o se pode prever, ao menos com exatida˜o, quando alguma ma´quina vai ter proble-
mas e acarretar perdas no processo. Ou enta˜o os dados que a companhia possui sobre sua
pro´pria produc¸a˜o sa˜o insuficientes para trac¸ar panoramas determin´ısticos de modelagem.
Desse modo, ha´ tambe´m uma vertente de escalonamento que lida com essas incertezas
de maneira probabil´ıstica, o que Pinedo [21] chama de stochastic models, ou modelos
estoca´sticos, de escalonamento.
Nos modelos estoca´sticos, na˜o se sabe os valores exatos dos tempos de processamento,
release dates e prazos dos jobs, mas sim suas distribuic¸o˜es de probabilidade. Seus reais
valores so´ sera˜o conhecidos depois do processamento ter sido realizado. Toda a ana´lise
e´ feita raciocinando-se sobre probabilidades. A notac¸a˜o utilizada para estes casos na˜o
e´ totalmente compat´ıvel com a anteriormente apresentada. Existem novos s´ımbolos e
conceitos, como me´dias (valores esperados) para as varia´veis. Faz-se uso de func¸o˜es de
densidade e probabilidade, e dominaˆncia estoca´stica, entre outros conceitos . Para uma
detalhada descric¸a˜o de tais problemas, consulte [21].
3.3.3 Tipos de schedules
Existem tipos de schedules, dependendo de algumas de suas caracter´ısticas. Aqui apresenta-
se os treˆs mais relevantes a este trabalho, como esta˜o definidos por Pinedo em [21].
• Non-delay: um schedule onde nenhuma ma´quina e´ mantida parada enquanto exis-
tem operac¸o˜es dispon´ıveis para processamento.
3.3. Outros Conceitos 21
• Active: um schedule onde nenhuma operac¸a˜o pode ser completada mais cedo
atrave´s da alterac¸a˜o da ordem de processamento nas ma´quinas, sem que essa al-
terac¸a˜o atrase outras operac¸o˜es.
• Semi-active: um schedule onde nenhuma operac¸a˜o pode ser completada mais cedo
sem alterar a ordem de processamento nas ma´quinas.
Um schedule active e´ semi-active, mas o contra´rio na˜o e´ necessariamente verdadeiro.
Cap´ıtulo 4
Workflow e Escalonamento
Muitas publicac¸o˜es, como as apresentadas em [15, 23, 28, 29], reconhecem a existeˆncia
de aspectos de escalonamento em sistemas de worflow. Particularmente, Aalst e Hee [28]
definem muito bem o ponto onde essas a´reas se encontram.
“Se existe um excesso de trabalho em determinados instantes de tempo, na˜o
podemos transformar cada [item de trabalho] em uma atividade imediatamente.
Podem existir mais itens de trabalho do que recursos dispon´ıveis. Se este for
o caso, enta˜o uma escolha deve ser feita quanto a` ordem na qual esses itens
de trabalho sa˜o selecionados.”
No entanto, a utilizac¸a˜o de te´cnicas de escalonamento em workflow na˜o e´ trivial. Neste
cap´ıtulo expo˜e-se os primeiros passos da pesquisa desenvolvida, mostrando o mapeamento
realizado de conceitos ba´sicos de workflow em conceitos de escalonamento, e discutindo
os problemas encontrados quando essas duas a´reas se encontram.
4.1 Mapeamento Workflow-Escalonamento
Muitos conceitos de workflow e escalonamento compartilham das mesmas ide´ias ba´sicas
[27]. Aalst e Hee [28] colocam que o roteamento de um caso (de workflow) atrave´s de
va´rios recursos exibe muitas similaridades com o roteamento de um produto atrave´s das
ma´quinas de um departamento de produc¸a˜o, onde as te´cnicas de escalonamento sa˜o fer-
ramentas presentes. Enta˜o, o primeiro passo da pesquisa consistiu em identificar estas
similaridades iniciais, traduzindo-as em um mapeamento de conceitos ba´sicos de workflow
em conceitos de escalonamento. A tabela 4.1 demonstra esse mapeamento.
Pela tabela 4.1, pode-se notar que uma instaˆncia de processo sendo executada pelo
WFMS e´ considerada um job em um sistema de escalonamento. A execuc¸a˜o de uma
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Workflow Escalonamento
instaˆncia de processo (caso) job
atividade passo de execuc¸a˜o de um job
aplicac¸o˜es/pessoas ma´quinas
Tabela 4.1: Mapeamento de conceitos ba´sicos de workflow em escalonamento
atividade e´ vista como um passo de execuc¸a˜o de um job em uma ma´quina. Um recurso
de workflow (aplicac¸o˜es/pessoas e ma´quinas) e´ mapeado como uma ma´quina do ambiente
de escalonamento. Esse mapeamento permitiu a aplicac¸a˜o das te´cnicas de escalonamento
a`s partes corretas do sistema de workflow estudado, guiando os esforc¸os de pesquisa
subsequ¨entes.
4.2 Caracter´ısticas da Junc¸a˜o de Workflow e Escalo-
namento
O caso geral de um problema de escalonamento e´ NP-dif´ıcil [3], e portanto avanc¸os na
a´rea se fazem principalmente atrave´s da explorac¸a˜o de especificidades do problema. Por
exemplo, em um flow shop, todos os jobs devem seguir uma mesma sequ¨eˆncia de passos
de execuc¸a˜o (ou rota), como se as ma´quinas desse problema estivessem em se´rie. Ja´ em
um job shop, cada job tem uma rota pro´pria para seguir.
Em um primeiro momento, a ordenac¸a˜o dos casos em workflow parece estar entre um
flow shop e um job shop: se existe apenas um processo no sistema de workflow, todos os
casos va˜o seguir a rota demarcada por este processo; se existem va´rios processos, enta˜o o
cena´rio se parece mais com um job shop organizado em blocos, ou seja, existira˜o subcon-
juntos do conjunto de todos os casos no sistema, onde os casos de um mesmo subconjunto
seguem a mesma rota, mas casos de subconjuntos diferentes seguem rotas diferentes. Tais
abordagens sa˜o incorretas pois quando workflow e escalonamento se encontram, muitos
problemas surgem, derivados das caracter´ısticas que o cena´rio de workflow empresta ao de
escalonamento. Os principais desses problemas foram levantados como parte da pesquisa
em [27]. Esta sec¸a˜o faz uma revisa˜o do que ja´ foi publicado no artigo mencionado.
4.2.1 Incertezas Quanto ao Tempo de Execuc¸a˜o das Tarefas
Sistemas de workflow lidam com casos de trabalho reais, geralmente envolvendo processos
de n´ıvel mais alto que processos de linhas de montagem ou cha˜o de fa´brica. Enquanto
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que nesses u´ltimos e´ poss´ıvel saber com boa precisa˜o quanto tempo uma atividade leva
para ser executada, como um roboˆ que solda as partes meta´licas de um carro, por exem-
plo, nos primeiros e´ mais dif´ıcil fazeˆ-lo devido a` intensa ligac¸a˜o destas com fatores na˜o
controla´veis, principalmente o fator humano. Em um pequeno exemplo, um banco pode
demorar mais tempo para aprovar um empre´stimo a um determinado cliente que precise
levantar mais documentac¸a˜o do que a outro que ja´ a possui de antema˜o. Isso conduz ao
na˜o conhecimento pre´vio de quanto tempo cada atividade leva para ser executada por
determinado recurso, embora estimativas baseadas em conhecimento acumulado de casos
passados, ou especialistas com muitos anos de experieˆncia e observac¸a˜o pra´tica, sejam
poss´ıveis.
Em escalonamento, a maioria das pesquisas e´ focada em ambientes onde o tempo de
execuc¸a˜o das tarefas e´ exato e conhecido previamente. Quando na˜o se tem certeza desses
valores, o problema se torna estoca´stico. Para transformar um problema de natureza
estoca´stica em um problema determin´ıstico pode-se fazer com que os tempos de execuc¸a˜o
assumam valores me´dios esperados, juntamente ou na˜o com um fator de perturbac¸a˜o
desses tempos esperados, como fazem Lawrence e Sewell em [18]. Sendo esta uma das
caracter´ısticas levadas em considerac¸a˜o durante a pesquisa, utilizou-se uma abordagem
ligeiramente diferente da apontada pelos autores citados, onde os tempos de execuc¸a˜o de
cada atividade assumem valores oriundos de uma previsa˜o, com erro controlado, sobre
seus valores reais.
4.2.2 Roteamento Paralelo
O roteamento paralelo em workflow faz com que um mesmo caso tenha duas ou mais
atividades sendo executadas ao mesmo tempo. Em contrapartida, uma situac¸a˜o onde um
job executa em mais de uma ma´quina no mesmo instante na˜o foi um assunto encontrado
na literatura de escalonamento durante a pesquisa. Uma poss´ıvel soluc¸a˜o e´ o mapeamento
caso-job ser feito de maneira diferente, onde um caso pode ser mapeado em um nu´mero
varia´vel de jobs durante seu ciclo de vida. Na˜o se conhece o impacto disso no foco da
pesquisa.
4.2.3 Incertezas Quanto a`s Rotas dos Casos
Em uma definic¸a˜o de processo como a apresentada na figura 2.1 esta˜o definidos os poss´ıveis
caminhos que uma instaˆncia desse determinado processo pode percorrer. Pode-se notar
que, quando da primeira decisa˜o a ser tomada, o caso pode assumir dois caminhos di-
ferentes: seguir para um teste ele´trico ou mecaˆnico. Pode na˜o ser poss´ıvel previamente
determinar qual destes dois caminhos o caso ira´ seguir. Isso claramente gera uma in-
certeza quanto a` rota que tal caso fara´ dentro da definic¸a˜o de seu processo, incerteza
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essa ligada diretamente a` estrutura de roteamento condicional (OR-split) ja´ comentada
na sec¸a˜o 2.3.2.
Em escalonamento, durante a pesquisa, na˜o foram encontrados exemplos de modelos
que lidam com esse tipo de incerteza. Os jobs sempre teˆm caminhos bem conhecidos para
seguir. Como esta e´ uma caracter´ıstica atacada por nossa pesquisa, aborda´-la diferencia-
damente da teoria cla´ssica de escalonamento tambe´m foi necessa´rio.
4.2.4 A Escolha da Func¸a˜o-Objetivo
O flowtime, ou a soma dos completion times, dos jobs e´ a func¸a˜o-objetivo mais analisada
pela literatura de escalonamento, ou seja, a maioria das pesquisas tenta fazer com que os
jobs sejam completados o mais ra´pido poss´ıvel. Embora essa tambe´m seja uma das func¸o˜es
de um sistema de worklfow, objetivos relacionados com o atraso dos casos sa˜o igualmente
relevantes, tais como a porcentagem de casos atrasados e o atraso me´dio por caso atrasado
no sistema. Ale´m disso, pode haver casos onde uma combinac¸a˜o de func¸o˜es-objetivo seja
mais u´til. Pinedo, em [21], demonstra uma maneira de combinar diferentes regras de
prioridade para tentar abranger diferentes func¸o˜es-objetivo, mas uma outra abordagem
pode ser necessa´ria para sistemas de workflow.
4.2.5 Atividades Preemptive e na˜o-Preemptive
Em workflow muitas das atividades sa˜o inerentemente preemptive. Como exemplo, pode-
mos citar a escrita dessa dissertac¸a˜o, que foi pausada e reiniciada diversas vezes. Outras
atividades sa˜o inerentemente na˜o-preemptive, como participar de uma reunia˜o de nego´cios
para a tomada de deciso˜es estrate´gicas urgentes de uma empresa. Os dois tipos de ativida-
des podem estar presentes em definic¸o˜es de processos de workflow, mas em escalonamento
a maioria das pesquisas concentra-se em ambientes onde ou todos os jobs sa˜o preemptive
ou todos na˜o o sa˜o. Embora a modelagem deste problema possa ser relativamente simples
em termos de implementac¸a˜o para testes, na˜o se conhece os resultados de tal ama´lgama
de atividades preemptive e na˜o-preemptive em um mesmo sistema.
4.2.6 A Natureza Dinaˆmica dos Sistemas de Workflow
Workflows sa˜o sistemas dinaˆmicos: enquanto existem va´rias instaˆncias de processo em
andamento, novos casos chegam, e o sistema deve estar ciente deste fato. Problemas de
impacto ainda desconhecido, como o fato de uma atividade na˜o-preemptive estar sendo
executada em um recurso, ou seja, tomando o recurso para si apenas, quando um caso
urgente chega exatamente para o mesmo recurso, podem acontecer. Ale´m disso, realizar
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uma ordenac¸a˜o de atividades inicial e na˜o levar em conta a presenc¸a desses novos casos
pode causar deteriorac¸a˜o do objetivo prima´rio dessa ordenac¸a˜o, tornando-a pouco u´til.
Em escalonamento, grande parte das pesquisas sa˜o focadas em situac¸o˜es esta´ticas,
onde todos os jobs sa˜o conhecidos previamente, e uma vez gerada a ordenac¸a˜o, essa na˜o
muda. Ha´ tambe´m pesquisas em situac¸o˜es dinaˆmicas, tais como [3, 5, 9, 22]. Como este
dinamismo e´ tambe´m um aspecto considerado nesta pesquisa, a abordagem de decompor
um problema de escalonamento dinaˆmico em uma se´rie de problemas esta´ticos, como
proposta por Raman e Talbot em [22] e utilizada por Bierwirth et al. em [5], foi utilizada,
como sera´ detalhado adiante.
4.2.7 O Mapeamento m : n Entre Recursos e Atividades
Na literatura de escalonamento, um passo de execuc¸a˜o de um job geralmente e´ feito
apenas por uma ma´quina, ou seja, ha´ o que podemos chamar de “mapeamento” 1 : 1
entre passos de execuc¸a˜o e ma´quinas. Ou enta˜o existem bancos de ma´quinas paralelas
onde os jobs devem ser executados uma vez em cada um desses bancos, em qualquer de
suas ma´quinas (ver definic¸a˜o de “identical machines in paralell” na sec¸a˜o 3.2.1), mas uma
ma´quina pertence somente a um desses bancos, o que leva a um mapeamento 1 : n entre
passos e ma´quinas. Em workflow as atividades e os recursos (que sa˜o os conceitos relativos
a passos e ma´quinas em workflow) seguem um padra˜o diferente: uma atividade pode ser
executada por mais de um recurso, mas um recurso tambe´m pode executar mais de um
tipo de atividade, ou seja, esse mapeamento em workflow e´ m : n. As implicac¸o˜es desse




Como ja´ visto, aplicar te´cnicas de escalonamento em sistemas de workflow na˜o e´ ta˜o
simples. Por isso, algumas das caracter´ısticas mencionadas no cap´ıtulo anterior foram
escolhidas para serem estudadas. Este cap´ıtulo trata do desenvolvimento da pesquisa,
detalhando como cada um de seus aspectos foi tratado.
5.1 O Problema
Em workflow e´ dif´ıcil saber exatamente quanto tempo cada atividade leva para ser exe-
cutada, principalmente porque o fator humano, muito importante neste contexto, na˜o e´
previs´ıvel. Ale´m disso, quando o processo possui rotas alternativas dentro de si mesmo
(OR-splits), a decisa˜o de qual rota um caso espec´ıfico deve seguir e´ tomada localmente,
na atividade da qual as sub-rotas partem, ou seja, na˜o se sabe qual o caminho exato que
uma instaˆncia seguira´ dentro de sua definic¸a˜o de processo. Em muitos casos as empresas
nem mesmo guardam dados suficientes sobre seus pro´prios processos, inviabilizando mo-
delagens mais precisas de sua situac¸a˜o. No melhor dos casos, existe uma (possivelmente)
boa previsa˜o para estes tempos de execuc¸a˜o e rotas das instaˆncias. Junte-se a tudo isso o
dinamismo das instaˆncias novas chegando ao sistema, enquanto outras esta˜o no meio de
sua execuc¸a˜o e outras ja´ em fase de te´rmino, e teremos um cena´rio t´ıpico de workflow.
Como ja´ comentado, a maioria dos sistemas de workflow atuais utiliza a pol´ıtica FIFO
para atribuir trabalho a seus participantes, sendo a pol´ıtica SIRO tambe´m ocasionalmente
utilizada. Surge enta˜o o questionamento sobre a real efetividade desse tipo de pol´ıtica
nesses sistemas. O problema torna-se realizar testes para verificar se ha´ a possibilidade de
melhora em alguns aspectos dos sistemas de workflow, como nu´mero de casos atrasados,
com a aplicac¸a˜o de outras te´cnicas de ordenac¸a˜o.
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Este trabalho apresenta um cena´rio de workflow que conte´m as caracter´ısticas men-
cionadas anteriormente e estuda, atrave´s de simulac¸a˜o, o comportamento de diferentes
te´cnicas de escalonamento dos casos que por ele passam. Para isso e´ feito um mapea-
mento desse cena´rio em um problema de escalonamento.
5.2 Metodologia
Para o desenvolvimento desse estudo, a metodologia adotada foi:
1. a definic¸a˜o de um cena´rio de workflow que contivesse as caracter´ısticas desejadas
para estudo;
2. o mapeamento do cena´rio em um problema de escalonamento, mais especificamente
um job shop;
3. a definic¸a˜o e o estudo das te´cnicas de escalonamento a serem utilizadas neste cena´rio;
4. a definic¸a˜o de me´tricas para a avaliac¸a˜o destas te´cnicas;
5. a simulac¸a˜o de execuc¸a˜o de processos no cena´rio proposto;
6. a ana´lise dos resultados das simulac¸o˜es, para a efetiva avaliac¸a˜o do comportamento
das te´cnicas de escalonamento segundo as me´tricas definidas, no cena´rio proposto;
O passo 3 envolveu tanto a pesquisa por te´cnicas ja´ existentes quando a proposic¸a˜o de
novas te´cnicas e a resoluc¸a˜o dos problemas que estas pudessem vir a ter, como veremos
adiante.
5.3 O Cena´rio Estudado
Para o estudo da relac¸a˜o workflow-escalonamento foi criado um cena´rio de workflow sim-
ples, representando uma definic¸a˜o de processos que conte´m as caracter´ısticas que se deseja
tratar. Este cena´rio esta´ delineado na figura 5.1.
O cena´rio e´ composto de 4 atividades, identificadas por nu´meros de 1 a 4 respecti-
vamente. Existe um OR-split partindo da atividade 1 para as atividades 2 e 3, ou seja,
quando uma instaˆncia desse processo tem sua atividade 1 completada, ela e´ roteada ou
para a atividade 2 ou para a atividade 3, com uma probabilidade de 50% de ir para uma
ao inve´s da outra. Assim que esta instaˆncia sai da atividade 2 ou 3, e´ roteada para a
atividade 4. Quando a instaˆncia termina a atividade 4, e´ considerada como um trabalho
completo e sai do escopo do sistema.









Figura 5.1: O cena´rio estudado: atividades, rotas e intervalos de tempo
O tempo de execuc¸a˜o das instaˆncias em cada atividade e´ escolhido aleatoriamente
atrave´s de uma distribuic¸a˜o uniforme sobre um intervalo. Para cada atividade, um in-
tervalo de tempo e´ determinado. Os intervalos escolhidos para nosso cena´rio sa˜o [12, 28]
para as atividades 1, 2 e 4, e [5, 50] para a atividade 3. Ou seja, se i e´ a atividade, j e´
a instaˆncia e pi,j e´ o tempo de processamento da instaˆncia j em i, enta˜o pi,j ∈ [12, 28]
para i ∈ {1, 2, 4} e pi,j ∈ [5, 50] para i ∈ {3}. A escolha destes valores para os limites
dos intervalos segue a tendeˆncia de determina´-los livremente conforme a necessidade do
problema, como o fazem [3, 4, 5, 12], por exemplo. Neste caso, desejava-se criar uma
diferenc¸a entre o tempo que uma instaˆncia passa na atividade 2 e outra na atividade 3,
“embaralhando” essas instaˆncias quando da sua chegada a` atividade 4. Tais intervalos
tambe´m esta˜o demonstrados na figura 5.1.
5.3.1 O Mapeamento para um Job Shop
Para podermos aplicar as te´cnicas de escalonamento a esse cena´rio, deve-se mapea´-lo em
um problema de escalonamento. Devido a`s suas caracter´ısticas ba´sicas, decidiu-se por
um job shop. Como os conceitos dessa sec¸a˜o sera˜o de fundamental importaˆncia para o
restante do trabalho, a definic¸a˜o de um job shop juntamente com conceitos adicionais
necessa´rios sera´ feita com mais detalhes.
Um job shop (job shop scheduling problem, ou JSSP) e´ definido como um conjunto J
de n jobs que necessitam de processamento em uma ou mais ma´quinas pertencentes a um
conjunto M . O nu´mero de ma´quinas em M e´ representado por m, e um elemento gene´rico
de M e´ dado por i. Cada job j tem uma rota pro´pria para seguir entre o conjunto de
ma´quinas, enta˜o para j existe uma “ordem tecnolo´gica” µj que representa a sequ¨eˆncia
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de ma´quinas que este job deve seguir. O nu´mero total de passos de execuc¸a˜o de j e´
representado por mj. Cada k-e´simo passo de execuc¸a˜o de j, 1 ≤ k ≤ mj, e´ defindo como
uma operac¸a˜o oj(k).
A ordem tecnolo´gica µj pode ser considerada uma func¸a˜o que mapeia as operac¸o˜es de
um job nas ma´quinas onde elas efetivamente acontecem. Deste modo, µj(k) = i significa
que a operac¸a˜o oj(k) sera´ executada na ma´quina i. Por exemplo, µ1(3) = 2 significa que
o job 1 executara´ sua operac¸a˜o o1(3) (seu terceiro passo de execuc¸a˜o) na ma´quina 2.
Um escalonamento em um job shop pode ser visto como uma tabela dos starting times
(instante de tempo no qual uma operac¸a˜o comec¸a sua execuc¸a˜o) tj(k) das operac¸o˜es oj(k),
respeitando a ordem tecnolo´gica dos jobs [4]. Cada job j tem um tempo de processamento
pi,j em uma ma´quina i de M . Em contextos dinaˆmicos, j tambe´m possui uma release date
rj que representa o instante de tempo no qual esse job chega ao sistema. O completion
time (instante de tempo no qual a operac¸a˜o termina sua execuc¸a˜o) de uma operac¸a˜o oj(k)
e´ dado pelo seu starting time mais o seu tempo de processamento na ma´quina em questa˜o,
ou seja, tj(k) + pi,j , onde i = µj(k).
Para o cena´rio descrito, cada atividade e´ considerada uma ma´quina de um job shop, ou
seja, M = {1, 2, 3, 4}. Os jobs sa˜o as instaˆncias dos processos, e as operac¸o˜es sa˜o a efetiva
execuc¸a˜o de uma instaˆncia em uma atividade. Existem duas poss´ıveis rotas de execuc¸a˜o
para os jobs: as sequ¨eˆncias de ma´quinas (1,2,4) e (1,3,4). Os tempos de processamento
dos jobs em cada ma´quina sa˜o retirados dos intervalos de tempo ja´ mencionados, atrave´s
de uma distribuic¸a˜o uniforme. As release dates sa˜o atribu´ıdas de forma que uma carga
de trabalho desejada para o sistema seja atingida (isso sera´ detalhado mais adiante).
Cada job j tambe´m possui um prazo para o te´rmino de sua execuc¸a˜o, chamado de due
date e representado por dj. Essa due date e´ atribu´ıda proporcionalmente ao tempo de
processamento total do job j, multiplicando-o por um valor constante chamado allowance
factor, e somando sua release date, para levar em conta que o job tem um prazo relativo
ao momento de sua chegada ao sistema. Matematicamente temos




onde A e´ o allowance factor. Daqui para frente, o foco de estudo passa a ser este cena´rio
de job shop.
5.3.2 Gerac¸a˜o da Carga de Trabalho
A carga de trabalho, ou workload no termo em ingleˆs, e´ considerada um aspecto crucial
do desempenho de um sistema [4]. Tambe´m chamada de work in process, e´ definida como
o nu´mero de tarefas que esta˜o esperando para serem executadas no sistema [4, 17, 21].
Sendo assim, ela depende das taxas de chegada e sa´ıda de jobs ao/do sistema.
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Para controlar a carga de trabalho do cena´rio em questa˜o, usa-se um modelo proposto
por Mattfeld e Bierwirth [4, 5]. A ide´ia do modelo e´ controlar os tempos entre a chegada
de dois jobs consecutivos ao sistema. Se estes tempos forem maiores, os jobs chegara˜o
mais espac¸adamente entre si e o sistema trabalhara´ com mais folga, ou seja, com uma
carga de trabalho menor. Se forem menores, havera´ mais jobs no total, o que aumentara´
a carga de trabalho.
No modelo, o tempo me´dio entre a chegada de dois jobs consecutivos (λ) e´ dado pelo
tempo de processamento esperado para um job qualquer (p), o nu´mero de ma´quinas no
sistema (m) e uma taxa de utilizac¸a˜o desejada para essas ma´quinas (U). Se o valor de
p for dado, enta˜o λ = p/mU . Segundo Laguna [17], e´ poss´ıvel observar empiricamente
que muitos processos de chegada de jobs em situac¸o˜es reais podem ser caracterizados por
uma distribuic¸a˜o exponencial. Enta˜o os tempos entre a chegada de dois jobs sa˜o gerados
de acordo com uma distribuic¸a˜o exponencial cuja me´dia e´ λ.
Para o cena´rio estudado, p e´ calculado primeiro calculando o tempo esperado de proces-
samento em cada ma´quina, chamado aqui de pi, e que e´ baseado nos valores limitantes dos
intervalos de tempo dos quais os tempos de processamento pi,j dos jobs sa˜o retirados. Para
as ma´quinas 1, 2 e 4, este intervalo e´ [12, 28], e portanto p1 = p2 = p4 = (12+28)/2 = 20.
Para a ma´quina 3, seguindo o mesmo princ´ıpio, tempos p3 = (5 + 50)/2 = 27.5. Como
exitem duas rotas poss´ıveis para os jobs, pelas sequ¨eˆncias de ma´quinas (1,2,4) e (1,3,4), o
tempo de processamento esperado para cada uma delas e´ p1+p2+p4 = 60 para a primeira
e p1+p3+p4 = 67.5 para a segunda. Ja´ que ha´ uma probabilidade de 0.5 de um job seguir
a primeira rota ao inve´s da segunda, enta˜o p = 0.5×60+0.5×67.5 = (60+67.5)/2 = 63.75.
Com este valor de p, pode-se calcular λ para cada valor desejado de U .
Neste estudo, os valores de U considerados sa˜o 0.15, 0.25, 0.35, 0.45, 0.55, 0.65, 0.75,
0.85 e 0.95, que representam desde sistemas mais simples e de baixa carga de trabalho
ate´ sistemas complexos de alta carga.
5.3.3 Func¸o˜es-Objetivo no Cena´rio
Para analisar o desempenho das te´cnicas de escalonamento no cena´rio em questa˜o, dois
tipos de objetivos de otimizac¸a˜o foram definidos: os relacionados com as due dates (pra-
zos) dos jobs e os relacionados com o tempo de processamento destes. Para o primeiro
tipo, duas func¸o˜es-objetivo foram analisadas: a porcentagem me´dia de jobs atrasados e a
porcentagem me´dia de atraso. Do segundo tipo, analisou-se o tempo de processamento
me´dio dos jobs no sistema. Vale lembrar que todas elas sa˜o, de uma forma ou de outra,
relacionadas com o completion time Cj dos jobs, que e´ o instante de tempo onde o job j
completa sua execuc¸a˜o e sai do sistema. A seguir definimos cada uma dessas me´tricas.
O tempo me´dio de processamento de um job no sistema tambe´m e´ conhecido na
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terminologia de escalonamento como o processing time me´dio do sistema. E´ uma me´trica






(Cj − rj) . (5.1)
Como o pro´prio nome indica, mede o tempo me´dio que um job leva para ser executado no
sistema. Minimizar esta me´trica significa fazer com que os jobs sejam completados mais
ra´pido.
Para definir a porcentagem de jobs atrasados, tomamos a func¸a˜o unit penalty definida










A porcentagem me´dia de atraso no sistema e´ uma medida de quanto um job atrasado
esta´ atrasado no sistema. E´ calculado por uma raza˜o entre o atraso me´dio de um job
atrasado e o tempo me´dio de processamento de um job qualquer no sistema.
O atraso me´dio por job atrasado utiliza o conceito de tardiness definido na equac¸a˜o












onde Mpt e´ definido na equac¸a˜o 5.1
O resultado da equac¸a˜o 5.3 pode ser interpretado como a porcentagem do tempo de
processamento me´dio dos jobs que um job atrasado gasta a mais para executar. Por
exemplo, se a me´dia de tempo de processamento do sistema e´ de 100 unidades de tempo,
e temos uma porcentagem me´dia de atraso de 25%, isso quer dizer que, em me´dia, um
job atrasado gasta 100 + 0.25× (100) = 125 unidades de tempo em sua execuc¸a˜o.
Quando o objetivo e´ fazer com que os jobs sejam executados o mais ra´pido poss´ıvel,
sem preocupac¸o˜es extras, o processing time me´dio e´ uma boa me´trica. Ja´ quando a
preocupac¸a˜o principal e´ o nu´mero de jobs atrasados, ou quando cada job atrasado implica
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uma penalidade fixa para a empresa, como uma reclamac¸a˜o de um cliente que deve ser
respondida em no ma´ximo 30 dias, a porcentagem de jobs atrasados e´ uma me´trica mais
adequada. E quando a quantidade de atraso dos jobs e´ o problema maior, como uma
reunia˜o que geralmente dura duas horas mas esta´ dez minutos atrasada, a porcentagem
me´dia de atraso oferece mais vantagens, ja´ que o tempo me´dio de processamento dos jobs
(Mpt) normaliza cada caso: a reunia˜o pode na˜o estar ta˜o atrasada ja´ que dez minutos
representam pouco tempo perto de suas duas horas de durac¸a˜o me´dia.
5.4 Te´cnicas de Escalonamento em Job Shops
Muitas te´cnicas foram propostas para solucionar o problema de job shop. Uma lista destas
te´cnicas pode ser extra´ıda do trabalho de Jain e Meeran em [14], como por exemplo
me´todos eficientes para instaˆncias espec´ıficas do problema, te´cnicas branch and bound,
heur´ısticas como as bottleneck-based, redes neurais, simulated annealing, tabu search e
algoritmos gene´ticos. Para nossa pesquisa, escolheu-se trabalhar com dispatching rules
bem conhecidas, visto que estas sa˜o relativamente fa´ceis de serem utilizadas e requerem
pouco poder computacional, e ale´m disso porque a regra FIFO e´ a mais utilizada em
sistemas de workflow atuais [28]. Utilizou-se tambe´m algoritmos gene´ticos como uma
poss´ıvel soluc¸a˜o para o problema.
5.4.1 Dispatching Rules
As dispatching rules, ou priority rules, sa˜o regras capazes de guiar a escolha dos jobs
que esperam processamento no sistema. Sa˜o baseadas em crite´rios que dizem respeito
aos pro´prios jobs, como suas due dates, e tambe´m em crite´rios relativos ao conjunto do
sistema, como a carga total de trabalho atual. Seu funcionamento e´ simples: quando uma
ma´quina fica livre, o job na sua fila que mais se encaixa no crite´rio da regra e´ processado.
Para esta pesquisa, algumas regras bem conhecidas foram escolhidas, e esta˜o discri-
minadas abaixo.
• FIFO (First In First Out). Seleciona os jobs na ordem de sua chegada a`s filas de
espera. Quem chegou primeiro e´ executado primeiro. E´ uma regra simples, e e´
a mais usada pelos sistemas de workflow atuais para despachar trabalho aos seus
participantes.
• SIRO (Service In Random Order). Seleciona os jobs em ordem aleato´ria. Outra
regra simples de ser implementada. Equivale a uma outra situac¸a˜o tambe´m existente
em sistemas de workflow, onde o pro´prio recurso escolhe, dentre os casos dispon´ıveis,
qual ele ira´ executar.
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• EDD (Earliest Due Date). Seleciona os jobs pela ordem de suas due dates. Quem
tem a menor due date e´ executado primeiro. Uma regra tambe´m simples mas co-
nhecida pela efica´cia em minimizar jobs atrasados e atraso me´dio em sistemas de
escalonamento.
• SPT (Shortest Processing Time). Seleciona os jobs na ordem de seu tempo de
processamento no recurso em questa˜o. O job que possui o menor tempo de proces-
samento e´ executado primeiro. Tambe´m conhecida pela sua efica´cia em minimizar
o tempo de processamento total em um sistema de escalonamento. Para sistemas
1||
∑
Cj, ou seja, com uma ma´quina, onde se deseja minimizar a somato´ria dos
completion times dos jobs, a pol´ıtica SPT e´ o´tima. Esta situac¸a˜o se equivale ao es-
calonamento de processos em um microprocessador quando se deseja que o sistema
responda rapidamente ao usua´rio, ja´ que este tempo de resposta e´ uma importante
medida da eficieˆncia dos sistemas de computac¸a˜o. Portanto a pol´ıtica SPT tambe´m
e´ conhecida na a´rea de sistemas operacionais.
• LSD (Largest Successive Difference). Seleciona o job cujo tempo de processamento
na ma´quina atual seja o menor, e o tempo de processamento na ma´quina seguinte
seja o maior. Formalmente, o job j selecionado e´ aquele com o maior valor para a
diferenc¸a pk,j − pi,j , onde pi,j e´ o seu tempo de processamento na ma´quina atual,
e pk,j e´ seu tempo de processamento na ma´quina seguinte. Lawrence e Sewel [18]
mostram que esta regra e´ eficiente na minimizac¸a˜o do makespan (instante de tempo
no qual o u´ltimo job termina sua execuc¸a˜o) em sistemas de escalonamento.
5.5 A Te´cnica Guess and Solve
As incertezas quanto aos tempos de execuc¸a˜o e rotas dos jobs no sistema certamente
levariam o problema para o domı´nio estoca´stico. Por isso uma modelagem para estas
incertezas se faz necessa´ria. Esta sec¸a˜o apresenta a te´cnica guess and solve proposta para
este fim.
Lawrence e Sewell [18] argumentam que um poss´ıvel meio de simplificar um problema
estoca´stico e´ utilizar os valores esperados das varia´veis nele presentes para representar
o tempo de processamento dos jobs, e assim tratar o problema deterministicamente. A
te´cnica guess and solve tem basicamente a mesma ide´ia, mas na˜o opera com me´dias de
distribuic¸o˜es. Consiste em realizar uma previsa˜o controlada dos tempos de processamento
e rotas dos jobs no sistema (a fase de guess), e depois resolver o problema determin´ıstico
resultante com uma te´cnica apropriada (a fase de solve). Assume-se que o sistema possui
um guesser capaz de gerar previso˜es p′i,j para cada tempo de processamento pi,j dos jobs
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vale para toda a previsa˜o feita pelo guesser, onde 0 ≤ fp ≤ 1. Este tambe´m e´ capaz de
prever a rota que um job tera´ dentro do sistema com uma probabilidade de erro igual ao
valor de fp. Neste trabalho, treˆs situac¸o˜es de erro para o guesser sa˜o consideradas: 10%,
20% e 30% de erro, ou seja, fp ∈ {0.1, 0.2, 0.3}.
O guesser representa uma abstrac¸a˜o para va´rias te´cnicas que podem ser utilizadas
para gerar previso˜es acerca das caracter´ısticas dos jobs, tais como a utilizac¸a˜o de machine
learning [19], estat´ısticas baseadas em casos passados, ou mesmo a experieˆncia de trabalho
de alguns funciona´rios que lhes permite realizar tais predic¸o˜es. Mas o guess and solve
exige que, qualquer que seja a te´cnica utilizada, ela deve possuir uma precisa˜o (ou erro
ma´ximo) conhecida. Depois de realizadas tais previso˜es, o problema pode ser resolvido
deterministicamente com uma te´cnica de escalonamento adequada. Nesta pesquisa, a
escolhida foi a utilizac¸a˜o de algoritmos gene´ticos, e para a otimizac¸a˜o do processing time
me´dio, tambe´m foram utilizadas algumas dispatching rules.
5.6 Algoritmos Gene´ticos
Segundo Mitchell [19], um algoritmo gene´tico, ou simplesmente AG, e´ um me´todo de
aprendizado em inteligeˆncia artificial motivado por uma analogia com a evoluc¸a˜o biolo´gica.
Seu ponto de partida e´ um conjunto inicial de hipo´teses, chamada populac¸a˜o, e atrave´s de
sucessivas recombinac¸o˜es e mutac¸o˜es destas hipo´teses gera uma nova populac¸a˜o, que tenta
“explicar” melhor o problema estudado. As hipo´teses sa˜o, na verdade, representac¸o˜es de
poss´ıveis soluc¸o˜es para tal problema, podendo ser cadeias de bits, vetores de nu´meros
inteiros, ou qualquer outra maneira de respresentac¸a˜o que se se fac¸a pertinente. Essa re-
presentac¸a˜o e´ um aspecto importante para um AG, pois quando adequadamente realizada,
contribui muito para resultados melhores por parte do algoritmo.
Um algoritmo gene´tico realiza uma busca por um espac¸o de poss´ıveis hipo´teses para
identificar a melhor dentre elas. Para um AG, a “melhor hipo´tese” e´ aquela que otimiza
uma me´trica nume´rica predefinida para o problema em questa˜o, e que e´ chamada fitness
da hipo´tese. Quanto maior o seu fitness, melhor uma hipo´tese e´ considerada.
Em termos gerais, um AG gera uma populac¸a˜o inicial de hipo´teses P com |P | ele-
mentos, avalia fitness(p) para todo elemento p ∈ P , e depois entra em uma iterac¸a˜o
onde, enquanto uma condic¸a˜o de parada na˜o e´ atingida, realiza-se: (i) uma substituic¸a˜o
de uma parte de P por elementos gerados por um processo de recombinac¸a˜o (o restante
dos elementos manteˆm-se inalterados); (ii) um processo de mutac¸a˜o dos elementos de P ;
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(iii) uma nova avaliac¸a˜o de fitness(p) para todo p ∈ P . A recombinac¸a˜o e´ feita por
um operador de crossover, que geralmente seleciona dois elementos de P , chamados pais,
e gera um ou mais elementos derivados destes, chamados de filhos. Essa selec¸a˜o ocorre
probabilisticamente, sendo que quanto maior o fitness de um elemento, maior a proba-
bilidade de ele ser escolhido como pai. Comparando cada hipo´tese com uma sequ¨eˆncia
gene´tica de um ser vivo, encontramos a analogia dos AGs com a evoluc¸a˜o biolo´gica: te-
oricamente, quanto melhores geneticamente forem os pais, melhores as chances de que
gerem filhos mais evolu´ıdos. Assim, quanto maior for o fitness dos pais, melhores sa˜o
suas chances de gerarem hipo´teses-filhas com fitness superior. Por u´ltimo, escolhem-se
alguns indiv´ıduos da nova populac¸a˜o para sofrerem “mutac¸a˜o”, um processo que realiza
pequenas modificac¸o˜es nas hipo´teses para provocar pequenas variac¸o˜es de seus valores de
fitness. Comparando o crossover com a mutac¸a˜o, pode-se dizer que o primeiro realiza
uma busca de “longa distaˆncia” no espac¸o de soluc¸o˜es, enquanto que a segunda realiza
uma busca curta.
Cada iterac¸a˜o do algoritmo e´ chamada de uma gerac¸a˜o, ja´ que uma nova populac¸a˜o
derivada da antiga e´ criada. A condic¸a˜o de parada pode ser um nu´mero ma´ximo de
gerac¸o˜es para o algoritmo, ou quando na˜o e´ mais poss´ıvel encontrar uma hipo´tese com
maior fitness, ou ainda uma combinac¸a˜o dessas duas. O retorno do AG e´ a melhor
hipo´tese por ele encontrada, ou seja, a sua melhor resposta para o problema. No caso
deste trabalho, a melhor hipo´tese retornada pelo AG sofre um processo de decodificac¸a˜o,
cujo resultado e´ uma tabela contendo todos os starting times tj(k) de cada operac¸a˜o dos
jobs. Essa decodificac¸a˜o sera´ explicitada adiante.
5.7 Implementac¸a˜o do AG para uso com o Guess and
Solve
Para utilizar AGs com o guess and solve implementou-se um misto entre o AG apresentado
por Mitchell em [19] e o processo de mutac¸a˜o de Moscato et al. em [12], juntamente com
adequac¸o˜es necessa´rias ao problema de escalonamento de um job shop. Cada hipo´tese hk
presente na populac¸a˜o do AG codifica uma possibilidade de escalonamento para o sistema,
sendo o termo “representac¸a˜o” um outro nome para cada hipo´teste.
Treˆs implementac¸o˜es de algoritmos gene´ticos foram utilizadas: uma para o AG que
otimiza o nu´mero de jobs atrasados, outra para o que otimiza a porcentagem me´dia de
atraso, e outra para o AG que otimiza o processing time me´dio dos jobs. Isso porque as
evideˆncias encontradas em [3, 4, 5, 14] apontam para o problema de minimizar o nu´mero
de jobs atrasados como mais fact´ıvel de resoluc¸a˜o por AGs, enquanto que na minimizac¸a˜o
do processing time e´ sensivelmente mais complicado obter-se resultados satisfato´rios com
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estes algoritmos. Ale´m disso, diferenc¸as na func¸a˜o objetivo tambe´m podem afetar a
definic¸a˜o da func¸a˜o de fitness do AG, que e´ o caso entre o primeiro e o segundo AGs.
As diferenc¸as entre as implementac¸o˜es sa˜o tambe´m tratadas no texto que segue. Para
facilitar as refereˆncias, o AG para o primeiro problema sera´ chamado de AG1; para o
segundo, AG2; e para o terceiro, AG3.
5.7.1 A Representac¸a˜o de um JSSP para o AG
A representac¸a˜o utilizada para as hipo´teses e´ a apresentada por Bierwirth et al. em
[3, 4, 5]. Nela, cada hipo´tese e´ dada por uma permutac¸a˜o de todas as operac¸o˜es oj(k)
de todos os jobs presentes no sistema. Suponhamos um job shop com dois jobs e duas
ma´quinas. Ambos os jobs executam em todas as ma´quinas. Portanto, temos as operac¸o˜es
o1(1), o1(2), o2(1) e o2(2). Qualquer permutac¸a˜o destas pode ser considerada uma repre-
sentac¸a˜o de um schedule para o sistema.
Uma permutac¸a˜o destas na˜o possui todas as informac¸o˜es necessa´rias para escalonar-
mos as operac¸o˜es diretamente delas, sendo necessa´rio um algoritmo de decodificac¸a˜o, que
recebe como entrada uma hipo´tese e gera como sa´ıda um schedule. Utilizou-se enta˜o dois
algoritmos de decodificac¸a˜o dessas permutac¸o˜es, tambe´m mostrados por Bierwirth et al.
em [3, 4, 5], sendo um para o AG1 e AG2, e outro para o AG3. O primeiro e´ descrito na
tabela 5.1, e sua sa´ıda sa˜o schedules non-delay.
O segundo algoritmo, utlizado para o AG3, envolve uma adaptac¸a˜o para aumentar o
espac¸o de busca do AG para schedules que esta˜o em um domı´nio pertencente tanto aos
non-delay como active. Esta adaptac¸a˜o e´ feita como sugerem Bierwirth e Mattfeld em
[5], e consiste na introduc¸a˜o de um paraˆmetro δ ∈ [0, 1]. Nos extremos, quando δ = 0,
o algoritmo de decodificac¸a˜o gera schedules non-delay; quando δ = 1, apenas schedules
active sa˜o gerados; entre esses dois valores, os schedules gerados sa˜o h´ıbridos de non-delay
e active. Esta operac¸a˜o e´ tambe´m chamada de “decodificac¸a˜o h´ıbrida”. Tal algoritmo e´
dado na tabela 5.2.
Os dois algoritmos garantem a gerac¸a˜o de feasible schedules, ou seja, escalonamentos
que na˜o violam as regras estabelecidas para o cena´rio. Isso elimina um passo adicional de
ana´lise e eliminac¸a˜o de escalonamentos que na˜o sa˜o feasible.
5.7.2 A Gerac¸a˜o da Populac¸a˜o Inicial
A populac¸a˜o inicial do AG e´ gerada por um processo simples que parte de uma primeira
permutac¸a˜o ρ0 de operac¸o˜es colhida junto ao sistema. Uma segunda permutac¸a˜o e´ gerada
escolhendo-se aleatoriamente duas operac¸o˜es de ρ0 e trocando suas posic¸o˜es. Neste mo-
mento a populac¸a˜o inicial possui dois elementos va´lidos. Agora escolhe-se aleatoriamente
um deles para servir de origem a uma nova representac¸a˜o pelo processo ja´ mencionado. No
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1. Construir o conjunto A de todas as primeiras operac¸o˜es dos jobs,
A = {oj(1)|1 ≤ j ≤ n}.
2. Determinar o menor starting time t′ de todas as operac¸o˜es de A,
t′ ≤ tj(k) para todo oj(k) ∈ A.
3. Construir o conjunto B de todas as operac¸o˜es cujo starting time e´ igual a t′,
B = {oj(k) ∈ A|tj(k) = t
′}.
4. Selecionar a operac¸a˜o o∗j(k) de B que ocorre mais a` esquerda da permutac¸a˜o que
esta´ sendo decodificada.
5. Remover a operac¸a˜o o∗j(k) de A, A = A− {o
∗
j(k)}.
6. Se o∗j(k+1) existir, inser´ı-la em A, A = A ∪ {o
∗
j(k+1)}.
7. Se A 6= ∅ volte ao passo 2, sena˜o pare.
Tabela 5.1: Algoritmo de decodificac¸a˜o para o AG1 e o AG2
pro´ximo passo havera´ treˆs indiv´ıduos va´lidos, e assim sucessivamente ate´ que se complete
o nu´mero de indiv´ıduos total da populac¸a˜o inicial. O algoritmo de gerac¸a˜o da populac¸a˜o
inicial e´ apresentado na tabela 5.3.
5.7.3 Operador de Crossover
O operador de crossover utilizado e´ bem conhecido, chamado Order-Based Crossover, ou
OX. Como muitos outros operadores, seleciona duas representac¸o˜es pais e gera uma nova
representac¸a˜o filha a partir daquelas. Suponhamos as duas permutac¸o˜es pais ρ1 e ρ2, e ρ
′
a permutac¸a˜o filha. O algoritmo desse operador e´ dado na tabela 5.4.
A figura 5.2 ilustra os passos 2 e 3 do algoritmo de crossover. Neste exemplo, dois
indiv´ıduos da populac¸a˜o, que sa˜o permutac¸o˜es das operac¸o˜es A, B, C, D, E, F, G, H e
I foram escolhidos como os pais. Considerando as posic¸o˜es de ρ1 e ρ2 comec¸ando em 1,
i1 = 4 e i2 = 7.
A porcentagem da populac¸a˜o substitu´ıda pelo crossover e´ 60%, um valor bem conhe-
cido e utilizado. Testes com um outro operador de crossover, chamado por Bierwirth
e Mattfeld, em [5], de PPX, tambe´m foram realizados, mas este na˜o obteve resultados
melhores, sendo portanto abandonado como alternativa de implementac¸a˜o.
5.7. Implementac¸a˜o do AG para uso com o Guess and Solve 39
1. Construir o conjunto A de todas as primeiras operac¸o˜es dos jobs,
A = {oj(1)|1 ≤ j ≤ n}.
2. Determinar uma operac¸a˜o o′ de A com o menor completion time poss´ıvel t′ + p′,
o′ = oj(k)|t
′ + p′ ≤ tj(k) + pµj(k),j para todo oj(k) ∈ A.
3. Determinar a ma´quina i onde o′ executa e construir o conjunto B de todas
as operac¸o˜es em A que sa˜o processadas em i, B = {oj(k)|µj(k) = i}.
4. Determinar uma operac¸a˜o o′′ de B com o menor starting time poss´ıvel t′′,
oj(k) = o
′′|t′′ = tj(k) para todo oj(k) ∈ B.
5. Remover operac¸o˜es de B de acordo com o paraˆmetro δ tal que
B = {oj(k)|tj(k) < t
′′ + δ((t′ + p′)− t′′)}.
6. Selecionar a operac¸a˜o o∗j(k) de B que ocorre mais a` esquerda da permutac¸a˜o
que esta´ sendo decodificada e removeˆ-la de A, A = A− {o∗j(k)}.
7. Se o∗j(k+1) existir, inser´ı-la em A, A = A ∪ {o
∗
j(k+1)}.
8. Se A 6= ∅ volte ao passo 2, sena˜o pare.
Tabela 5.2: Algoritmo de decodificac¸a˜o para o AG3
5.7.4 Mutac¸a˜o
Dois esquemas de mutac¸a˜o foram utilizados na pesquisa, um para o AG1 e AG2, e outro
para o AG3. Para o AG1 e AG2, a mutac¸a˜o foi implementada como sugerida por Moscato
et al. em [12]: todas as hipo´teses origina´rias do operador de crossover sofrera˜o mutac¸a˜o
com uma probabilidade mutp. Assim que uma hipo´tese filha ρ
′ e´ gerada pelo crossover,
um nu´mero aleato´rio c entre 0 e 1 e´ escolhido e, caso c >= mutp, a hipo´tese sofre
mutac¸a˜o. Ja´ para o AG3, o processo e´ aquele descrito por Mitchell [19] e utilizado por
Bierwirth e Mattfeld [5]: uma porcentagem p da populac¸a˜o do AG3 sofrera´ mutac¸a˜o, ou
seja, escolhem-se aleatoriamente bp|P |c elementos da populac¸a˜o para sofrerem mutac¸a˜o.
Em ambos os casos, o processo de mutac¸a˜o consiste em realizar a troca de posic¸o˜es de
duas operac¸o˜es de uma hipo´tese. Novamente escolhem-se estas operac¸o˜es aleatoriamente.
Aqui tambe´m se utiliza um valor bem conhecido para a porcentagem/probabilidade
de mutac¸a˜o, de 0.1 (10%).
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1. Construir o conjunto P dos elementos da populac¸a˜o inicial, e que conte´m como
primeiro elemento a permutac¸a˜o ρ0 extra´ıda do sistema, P = {ρ0}.
2. Selecionar aleatoriamente um elemento ρ′ de P .
3. Selecionar aleatoriamente duas operac¸o˜es o′ e o′′ de ρ′ e trocar suas posic¸o˜es.
4. Se indiv´ıduos suficientes para preencher a populac¸a˜o inicial ja´ foram gerados,
pare, sena˜o volte ao passo 2.
Tabela 5.3: Algoritmo de gerac¸a˜o da populac¸a˜o inicial para os AGs
Pais
A B D F I E H C G
G F E A C B D I H
G A C F I E H B D
Filha




Figura 5.2: Exemplo do operador de crossover OX
5.7.5 Fitness
Neste caso tambe´m treˆs func¸o˜es para a avaliac¸a˜o do fitness das hipo´teses foram utilizadas,
uma para o AG1, outra para o AG2, e outra para o AG3. Para o AG1, que minimiza o




sendo nlate(hk) o nu´mero de jobs atrasados segundo a codificac¸a˜o de hk. Para o AG2,
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1. Selecionar aleatoriamente duas posic¸o˜es i1 e i2 de ρ1.
2. Copiar as operac¸o˜es da permutac¸a˜o ρ1 que esta˜o entre as posic¸o˜es i1 e i2
para as mesmas posic¸o˜es de ρ′, ou seja, ρ′[k] = ρ1[k] para i1 ≤ k ≤ i2.
3. Percorrer ρ2 da esquerda para a direita, copiando os elementos que na˜o
aparecem na porc¸a˜o ja´ copiada de ρ1, para as posic¸o˜es que ainda na˜o foram
preenchidas em ρ′ (que sa˜o aquelas entre 1 e i1 − 1 e entre i2 + 1 e |ρ2|),
na ordem em que elas aparecem em ρ2, ou seja, para 1 ≤ k ≤ |ρ2|,
se ρ2[k] 6= ρ
′[s] para todo i1 ≤ s ≤ i2, enta˜o ρ
′[l] = ρ2[k], sendo que
o ı´ndice l primeiro percorre o intervalo [1, i1 − 1] e em seguida [i2 + 1, |ρ2|].
4. Inserir ρ′ na nova populac¸a˜o que esta´ sendo gerada.
Tabela 5.4: Algoritmo do operador de crossover OX
onde Tt e´ o atraso me´dio por job atrasado, definido na equac¸a˜o 5.2. Para o AG3, que







sendo n o nu´mero de jobs que a hipo´tese hk codifica. Deste modo, fitness3(hk) e´ 1 dividido
pelo tempo de processamento me´dio dos jobs da hipo´tes hk.
5.8 Escalonamento Dinaˆmico com Algoritmos Gene´-
ticos
Em contextos dinaˆmicos, o que e´ o caso deste trabalho, os jobs a serem processados na˜o
sa˜o conhecidos de antema˜o; eles chegam ao sistema em instantes espec´ıficos de tempo,
ja´ definidos aqui como suas release dates rj, e apenas depois dessas release dates serem
atingidas e´ que o sistema toma conhecimento da existeˆncia do job. Simplesmente incluir
o novo job em um escalonamento ja´ gerado para o sistema pode deteriorar demais este
u´ltimo. Ale´m disso, ha´ uma limitac¸a˜o quanto aos AGs: devido ao seu modo de operac¸a˜o,
eles somente sa˜o capazes de resolver um problema de escalonamento esta´tico, o que quer
dizer que eles precisam conhecer todos os jobs a serem escalonados.
Uma poss´ıvel soluc¸a˜o e´ decompor o problema de escalonamento dinaˆmico em uma
se´rie de problemas esta´ticos com os quais um AG possa trabalhar. Essa decomposic¸a˜o e´
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proposta por Raman e Talbot em [22], e usada por Bierwirth et al. em [3, 5]. A ide´ia
e´ que, a cada chegada de um novo job ao sistema, um novo problema de escalonamento
esta´tico seja criado, resolvido e implementado. Isso permite o escalonamento esta´tico ao
sistema de tempos em tempos [22].
Em termos formais, tal me´todo considera inicialmente um problema de escalonamento
esta´tico P0, que e´ composto de todas as operac¸o˜es dos jobs que devem ser escalonados
pela primeira vez no sistema. Esta primeira vez aqui e´ tratada como o instante de tempo
t0. O problema P0 e´ resolvido normalmente e a sua soluc¸a˜o e´ dada por uma tabela dos
starting times tj(k) das operac¸o˜es oj(k).
Os starting times das operac¸o˜es sa˜o dados pelo instante de tempo mais cedo poss´ıvel
no qual uma operac¸a˜o oj(k) pode comec¸ar sua execuc¸a˜o. Esse valor e´ o ma´ximo entre os
completion times (i) da operac¸a˜o que precede oj(k) na ordem tecnolo´gica do job j, denotada
por oj(k−1), e (ii) da operac¸a˜o oh(l) que precede a execuc¸a˜o de oj(k) na mesma ma´quina
que esta executa. Esta situac¸a˜o pode ser expressa matematicamente pela equac¸a˜o
tj(k) = max{tj(k−1) + pµj(k−1),j , th(l) + pµh(l),l} . (5.4)
Se a operac¸a˜o oh(l) na˜o existe, enta˜o o segundo termo da equac¸a˜o passa a ser 0. Se oj(k)
for na verdade a primeira operac¸a˜o de um job (oj(1)), o que implica que oj(k−1) na˜o existe,
enta˜o considera-se a release date do job j, e o starting time de oj(1) e´ dado por
tj(1) = max{rj, th(l) + pµh(l),l} . (5.5)
Escalona-se as operac¸o˜es presentes em P0 de acordo com estas equac¸o˜es e enta˜o ja´ se pode
implementar este primeiro resultado no sistema.
Quando um novo job chega ao sistema em um instante de tempo t1, um novo problema
esta´tico P1 e´ criado a partir de P0. Primeiramente remove-se de P0 todas as operac¸o˜es
que ja´ completaram sua execuc¸a˜o ate´ o instante t1, ou seja, aquelas para as quais vale a
propriedade tj(k) + pµj(k),j ≤ t1, ja´ que estas ja´ deixaram o sistema e na˜o tomara˜o mais
parte em nenhum esforc¸o de escalonamento. Em segundo lugar, e´ necessa´rio recalcular os
release dates dos jobs que tiveram operac¸o˜es removidas de P0, mas ainda possuem outras




tj(k) + pµj(k),j|tj(k) < t1
}
onde mj, como ja´ visto, e´ o nu´mero de operac¸o˜es restantes do job j no sistema.
O terceiro passo esta´ em identificar aquelas operac¸o˜es que iniciaram sua execuc¸a˜o antes
de t1 mas ainda na˜o a completaram ate´ a chegada do novo job. Isso significa identificar
as operaco˜es para as quais vale a propriedade tj(k) < t1 < tj(k) + pµj(k),j. Nestes casos, a
ma´quina i que esta´ executando uma dessas operac¸o˜es na˜o estara´ dispon´ıvel em t1, enta˜o
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Finalmente, todas as operac¸o˜es dos novos jobs, que chegaram ao sistema no instante,
t1 sa˜o adicionadas ao problema P1. Neste ponto, P1 constitui um novo problema de
escalonamento esta´tico e pode ser resolvido e implementado. Agora os tempos de setup
das ma´quinas sa˜o levados em considerac¸a˜o, e caso uma operac¸a˜o oj(k) seja a primeira a
ser executada por uma ma´quina i, enta˜o seu starting time e´ dado por
tj(k) = max{tj(k−1) + pµj(k−1),j , si} .
Se uma operac¸a˜o e´ a primeira a ser executada em uma ma´quina i e tambe´m e´ a primeira
operac¸a˜o de um job j (na˜o necessariamente a primeira operac¸a˜o dentre todas de j, mas
sim a sua primeira operac¸a˜o no problema corrente), enta˜o seu starting time e´ calculado
por
tj(k) = max{rj, si} .
As outras operac¸o˜es teˆm seus starting times calculados pelas equac¸o˜es 5.4 e 5.5.
Ate´ que mais jobs novos cheguem em um tempo t2, todas as operac¸o˜es de P1, ja´
escalonadas, podem ser implementadas no sistema. Repetindo este processo depois de
cada chegada de novos jobs, o sistema e´ reescalonado periodicamente [22].
5.8.1 A Decomposic¸a˜o no Cena´rio Estudado
Na pra´tica, a decomposic¸a˜o e´ uma maneira de coletarmos o estado do sistema no momento
em que um novo job chega a ele, como se lhe tira´ssemos uma “fotografia” interna, e utilizar
este estado para uma operac¸a˜o de escalonamento esta´tico. No cena´rio aqui estudado,
quando um novo job chega, este e´ colocado em espera na fila da ma´quina 1. Considera-se
que os jobs que esta˜o na fila desta ma´quina possuem 3 operac¸o˜es no sistema: a primeira
na ma´quina 1, a segunda na ma´quina 2 ou 3 (dependendo da previsa˜o de rota feita pelo
guesser), e a terceira na ma´quina 4; um job na fila das ma´quinas 2 ou 3 tera´ duas operac¸o˜es,
uma na ma´quina 2 ou 3 respectivamente, e outra na ma´quina 4; por u´ltimo, um job na
fila da ma´quina 4 tera´ apenas uma operac¸a˜o, nesta mesma ma´quina. Isso vale apenas
para os jobs que esta˜o em espera nas filas. Quando existem jobs que esta˜o executando,
o que se faz e´ considerar apenas as suas operac¸o˜es subsequ¨entes, pois a atual ja´ esta´
implementada. Mas agora estas tera˜o release dates que equivalem ao tempo necessa´rio
para que as operac¸o˜es atualmente em processamento sejam completadas.
Tomemos a figura 5.3 como exemplo de um poss´ıvel estado do sistema em um instante
de tempo t qualquer, no qual o job 9 acaba de chegar. Os jobs 5 e 9 esperam na fila
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da ma´quina 1; o job 3 espera pela ma´quina 2; os jobs 4 e 8 esperam pela ma´quina 3, e
por u´ltimo o job 1 espera pela ma´quina 4. Tambe´m esta˜o sendo executados os jobs 6, 7
e 2 respectivmente nas ma´quinas 1, 3 e 4. Os jobs 6 e 7 terminara˜o suas execuc¸o˜es nos
tempos t6 e t7. Na˜o ha´ nenhum job executando na ma´quina 2. Para este estado, a tabela











Figura 5.3: Exemplo de um poss´ıvel estado do sistema
Job Operac¸o˜es rj
1 o1(1) = 4 0
2 – –
3 o3(1) = 2, o3(2) = 4 0
4 o4(1) = 3, o4(2) = 4 0
5 o5(1) = 1, o5(2) = 2, o5(3) = 4 0
6 o6(1) = 3, o6(2) = 4 t6 − t
7 o7(1) = 4 t7 − t
8 o8(1) = 3, o8(2) = 4 0
9 o9(1) = 1, o9(2) = 3, o9(3) = 4 0
Tabela 5.5: Operac¸o˜es e suas release dates, relativas aos jobs presentes no sistema
Um conjunto contendo as operac¸o˜es da tabela 5.5 pode ser considerado uma repre-
sentac¸a˜o va´lida do estado do sistema no tempo t. Como veremos mais adiante, uma
permutac¸a˜o destas operac¸o˜es sera´ utilizada para representar uma possibilidade de esca-
lonamento para o sistema, e consequ¨entemente, para representar uma hipo´tese para o
5.8. Escalonamento Dinaˆmico com Algoritmos Gene´ticos 45
algoritmo gene´tico.
5.8.2 Incertezas Quanto aos Tempos de Processamento e Rotas:
Ajustando o Dinamismo do Sistema
Como as previso˜es sobre os tempos de execuc¸a˜o e rotas feitas pelo guesser sa˜o os u´nicos
dados que se teˆm previamente sobre os jobs, todo o escalonamento e´ feito baseado nestas
previso˜es. Mas quando o resultado da operac¸a˜o de escalonamento e´ implementado, os
tempos de processamento e rotas reais sa˜o trazidos a` tona, e algumas inconsisteˆncias
podem ocorrer durante a passagem dos jobs pelo sistema. Por exemplo, um job j pode
ser escalonado para comec¸ar sua execuc¸a˜o em uma ma´quina i em um instante de tempo t0,
termina´-la em um instante t1 e imediatamente comec¸ar sua execuc¸a˜o em outra ma´quina.
Mas o guesser fez uma previsa˜o p′i,j < pi,j. Espera-se que o job saia de i em t0 + p
′
i,j = t1.
Mas o completion time real de j em i (Ci,j) e´ t0 + pi,j > t1, e enta˜o o job deve comec¸ar a
executar na pro´xima ma´quina em t1 mas ainda na˜o terminou seu processamento em i.
Para resolver as inconsisteˆncias causadas pelas incertezas nos tempos de execuc¸a˜o
dos jobs, uma adaptac¸a˜o a` te´cnica de decomposic¸a˜o temporal do job shop foi realizada.
Ela consiste em um novo passo apo´s a decodificac¸a˜o das hipo´teses dos AGs por um dos
algoritmos das tabelas 5.1 e 5.2. A decodificac¸a˜o gera uma tabela contendo todos os
starting times de cada job em cada ma´quina. Esta tabela e´ enta˜o usada para criar o que
aqui se chama de “listas de ordem” oli para cada ma´quina i, que representam a ordem
exata na qual os jobs sera˜o executados nestas.
Quando um job chega para execuc¸a˜o em uma ma´quina i, ele e´ posto em sua fila.
Sempre que a ma´quina se torna livre, ela procura em sua fila o job cujo nu´mero e´ o que
ocupa a primeira posic¸a˜o em oli. Se essa busca obte´m sucesso, tal job e´ executado e seu
nu´mero e´ removido de oli; sena˜o, a ma´quina espera o job correto chegar. Se um job chega
e a ma´quina ja´ esta´ livre, ela verifica se este e´ o job pelo qual ela esta´ esperando. Se
for, este e´ processado; sena˜o o job e´ posto na fila da ma´quina. Esta alterac¸a˜o, embora
simples, e´ conveniente pois permite que o sistema tenha um fluxo natural de jobs sem
ter de detectar inconsisteˆncias e recalcular os starting times dos jobs quando alguma e´
descoberta.
A gerac¸a˜o das listas de ordem e´ simples partindo da tabela de starting times. Percorre-
se todas as posic¸o˜es da tabela e utiliza-se um algoritmo de ordenac¸a˜o para colocar os
nu´meros dos jobs correspondentes nas listas de ordem corretas, em ordem crescente de
seus starting times.
Outro tipo de inconsisteˆncia pode ocorrer devido ao esquema de listas de ordem,
quando o guesser preveˆ que o job j seguira´ uma rota, por exemplo a ma´quina i, mas na
verdade ele segue outra, digamos, a ma´quina k. Como j na˜o esta´ presente em olk, esperara´
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eternamente na fila desta ma´quina e na˜o sera´ executado. E, pior, como ele consta em
oli mas nunca ira´ para essa ma´quina, quando seu nu´mero for primeiro da lista de ordem
a ma´quina i ficara´ eternamente esperando por ele e deixara´ de executar os outros jobs
que chegam a ela. Isso e´ resolvido considerando que, quando esse tipo de inconsisteˆncia
ocorrer, o job j sera´ colocado em u´ltimo lugar na fila e na lista de ordem da ma´quina k,
e sua previsa˜o incorreta de rota sera´ corrigida, para que ele possa aproveitar-se de um
escalonamento subsequ¨ente causado pela chegada de um novo job.
5.9 Simulac¸a˜o
A simulac¸a˜o por computador e´ um eficiente meio de se estudar processos e prever seu
desempenho [17]. Com ela, pode-se analisar va´rios aspectos de um processo de maneira
quantitativa, fornecendo um panorama dinaˆmico de seu funcionamento, tanto interno (o
comportamento dos jobs enquanto sa˜o executados) quanto externo (o throughput total
do sistema, o tempo de espera dos clientes pela concretizac¸a˜o do servic¸o prestado, entre
outros). Torna-se enta˜o uma valiosa ferramenta para o estudo de processos (ou aspectos
espec´ıficos desses processos) alternativos, em busca da melhor configurac¸a˜o para resolver o
problema que se tem em ma˜os. Laguna [17] afirma que a te´cnica da simulac¸a˜o e´ muito u´til
no contexto de modelagem de processos de nego´cio pois este e´ um problema de tomada
de deciso˜es onde:
• o desenvolvimento de um modelo matema´tico para um determinado processo pode
ser muito dif´ıcil ou ate´ mesmo imposs´ıvel;
• o desempenho do processo depende de uma ou mais varia´veis aleato´rias
• sua dinaˆmica e´ demasiadamente complexa;
• o comportamento do processo deve ser observado durante um per´ıodo de tempo
para que se possa validar seu design;
• uma demonstrac¸a˜o gra´fica dos resultados simulados torna-se muito u´til;
A simulac¸a˜o tambe´m e´ capaz de cobrir certas ineficieˆncias que geralmente passam
despercebidas ate´ que o sistema venha a entrar em operac¸a˜o [17]. Um gargalo pouco
o´bvio ou uma necessidade de manter estoques acima do esperado podem ser previstos,
deste modo minimizando custos de reengenharia no futuro.
Existem diferentes tipos de modelos para simulac¸a˜o. O foco deste trabalho, no entanto,
e´ na chamada discrete-event simulation, ou simulac¸a˜o com eventos discretos. Nela trata-se
da evoluc¸a˜o dinaˆmica de um sistema, atrave´s de uma representac¸a˜o na qual as varia´veis
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mudam de valor imediatamente, em instantes separados e espec´ıficos de tempo. Esses
pontos sa˜o chamados de eventos. Ou seja, um evento e´ uma ocorreˆncia instantaˆnea que
pode alterar o estado do sistema.
Para os testes necessa´rios, implementou-se um simulador inicial para as primeiras
ana´lises, que evoluiu para outros simuladores quando da necessidade de adaptac¸a˜o para
novos casos de teste. Escritos na linguagem Java, os programas gerados foram executados
em plataformas Red Hat Linux 7.3, 8.0, 8.3 e 9.0. Internamente, todas as varia´veis que
guardam valores de tempo, tais como os tempos de processamento dos jobs, ou o tempo
global da simulac¸a˜o, sa˜o nu´meros inteiros. Isso torna os simuladores independentes de
tempo real, e portanto questo˜es como a velocidade dos computadores onde os testes foram
executados na˜o influenciam o resultado final obtido.
Cap´ıtulo 6
Parametrizac¸a˜o dos Testes e
Resultados Obtidos
Este cap´ıtulo descreve a parametrizac¸a˜o das diversas condic¸o˜es de simulac¸a˜o, bem como
discute os resultados obtidos em cada ana´lise.
6.1 Simulac¸a˜o e Testes
De acordo com as me´tricas de otimizac¸a˜o definidas para este estudo, existem treˆs cena´rios
a serem testados: um onde se tenta otimizar a porcentagem de jobs atrasados, outro
onde se quer otimizar o atraso me´dio dos jobs, e um terceiro onde o objetivo e´ otimizar
o processing time me´dio dos jobs. Para cada cena´rio, um subconjunto das te´cnicas de
escalonamento mencionadas na sec¸a˜o 5.4 foi escolhido para ser avaliado.
Para o primeiro e o segundo cena´rio, escolheu-se as dispatching rules EDD-FIRST e
EDD-ALL, duas variantes da regra EDD. Na EDD-FIRST, os jobs sa˜o selecionados em
ordem crescente de suas due dates apenas na primeira ma´quina, enquanto que nas outras
a pol´ıtica de escalonamento e´ a FIFO. Ja´ na EDD-ALL, todas as ma´quinas possuem suas
filas regidas pela pol´ıtica EDD. Para o terceiro cena´rio, escolheu-se as regras SPT e LSD.
As regras FIFO e SIRO esta˜o presentes em todas as simulac¸o˜es pois formam a base de
refereˆncia para os resultados das outras te´cnicas ja´ que, como mencionado anteriormente,
sa˜o as pol´ıticas mais comuns nos sistemas de workflow atuais. Os algoritmos gene´ticos
tambe´m sa˜o aplicados a todos os casos de simulac¸a˜o, cada um com sua implementac¸a˜o
espec´ıfica voltada ao problema que devem resolver.
Como as regras SPT e LSD, e os AGs, utilizam de alguma forma dados sobre os
tempos de execuc¸a˜o dos jobs em cada ma´quina, e nas simulac¸o˜es somente possu´ımos esses
dados provenientes do guesser, enta˜o cada uma delas e´ usada com as treˆs verso˜es deste




Te´cnica 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
FIFO 0.02 0.28 0.44 2.40 8.52 22.14 44.30 59.58 74.40
EDD-FIRST 0.02 0.02 0.10 1.60 6.24 18.92 41.42 58.18 73.72
EDD-ALL 0.00 0.00 0.04 0.88 4.70 15.32 37.62 55.20 71.26
SIRO 0.10 0.30 0.86 2.64 7.62 17.96 34.04 46.56 58.12
AG1-PURE 0.06 0.30 0.56 1.88 5.40 13.54 26.86 37.58 48.76
AG1-10 0.08 0.38 0.62 1.96 5.70 13.54 26.02 38.02 48.04
AG1-20 0.18 0.60 0.98 2.50 7.22 15.90 28.58 41.74 52.20
AG1-30 0.30 0.66 1.36 3.12 8.16 16.96 31.74 42.74 53.36
Tabela 6.1: Porcentagem me´dia de jobs atrasados
Te´cnica 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
EDD-FIRST - sim sim sim sim sim sim sim -
EDD-ALL - sim sim sim sim sim sim sim sim
SIRO na˜o - na˜o - - sim sim sim sim
AG1-PURE - - - - sim sim sim sim sim
AG1-10 - - - - sim sim sim sim sim
AG1-20 na˜o na˜o na˜o - - sim sim sim sim
AG1-30 na˜o na˜o na˜o - - sim sim sim sim
Tabela 6.2: Melhor que FIFO com 95% de confianc¸a para a porcentagem me´dia de jobs
atrasados
detalhado da simulac¸a˜o mostrou que quando o valor de U aumenta, as due dates (prazos)
dos jobs se tornam mais apertadas, e isso forc¸a todo novo job a esperar mais nas filas das
ma´quinas. A estes jobs na˜o e´ dado mais prazo ja´ que o allowance factor e´ fixo para todos
os testes. A situac¸a˜o chega a um ponto onde a regra EDD na˜o consegue escolher um job
que na˜o esteja atrasado, pois ela escolhe os jobs com o prazo mais pro´ximo do tempo atual
do sistema, ou seja, aqueles que teˆm um menor tempo para terminarem definitivamente
sua execuc¸a˜o, e como estes jobs ja´ passaram um tempo demasiado esperando nas filas, ja´
esta˜o potencialmente atrasados. Quando a regra SIRO e´ usada, os jobs sa˜o escalonados
aleatoriamente, e enta˜o um job com prazo ainda suficiente tem a chance de ser escolhido
e sair do sistema antes de sua due date ser ultrapassada.
Em geral, a tabela 6.1 mostra que as regras e o guess and solve com AGs mostram
resultados parecidos quando as taxas de utilizac¸a˜o sa˜o baixas, mas diferem significati-
vamente quando U e´ mais alto. Isso ocorre pois, quando U e´ menor, menos jobs esta˜o
no sistema, e ha´ pouco para ser escalonado, de forma que o comportamento dos jobs no
sistema e´ parecido em todas as regras. Mas este comportamento muda gradativamente
com o aumento dos valores de U , ja´ que o nu´mero de jobs no sistema tambe´m aumenta e
as te´cnicas passam a ter bem mais trabalho, podendo mostrar suas caracter´ısticas. Sobre
os resultados da tabela 6.2, nota-se que a partir de U = 0.65 e´ sempre mais vantajoso
utilizar outra das te´cnicas de escalonamento mencionadas que na˜o a FIFO.
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Te´cnica 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
FIFO 0.28 2.34 8.89 13.19 18.20 24.66 34.68 47.33 56.96
EDD-FIRST 0.02 1.71 3.79 6.24 14.28 18.43 31.52 45.85 56.44
EDD-ALL 0.00 0.92 1.45 3.95 10.53 16.40 29.73 43.01 53.02
SIRO 0.00 3.83 14.52 23.30 31.59 46.92 53.79 64.49 74.24
AG1-PURE 0.42 3.60 5.98 9.43 13.65 21.60 31.44 45.33 56.18
AG1-10 2.74 9.66 5.39 9.13 15.47 20.33 32.15 49.90 62.22
AG1-20 1.30 6.87 7.58 14.38 17.43 21.67 34.78 52.69 64.47
AG1-30 2.82 10.88 14.64 15.99 20.97 27.46 38.17 53.55 68.10
Tabela 6.3: Porcentagem me´dia de atraso
Te´cnica 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
EDD-FIRST - - sim sim sim sim sim sim -
EDD-ALL - - sim sim sim sim sim sim sim
SIRO - - - na˜o na˜o na˜o na˜o na˜o na˜o
AG1-PURE - - - sim sim sim sim sim sim
AG1-10 - na˜o - - - sim sim - na˜o
AG1-20 - na˜o - - - sim - na˜o na˜o
AG1-30 na˜o na˜o - - - - na˜o na˜o na˜o
Tabela 6.4: Melhor que FIFO com 95% de confianc¸a para a porcentagem me´dia de atraso
A figura 6.1 mostra a evoluc¸a˜o da porcentagem me´dia de jobs atrasados no sistema para
os va´rios valores de U . Pode-se ver que o guess and solve constitui uma boa abordagem
para este tipo de problema dinaˆmico.
6.2.2 Porcentagem Me´dia de Atraso
Nesta sec¸a˜o, a tabela 6.3 mostra os resultados para a porcentagem me´dia de atraso. A
tabela 6.4 foi gerada da mesma forma e possui o mesmo propo´sito que a tabela 6.2.
Dessas duas tabelas, pode-se inferir que a regra EDD, principalmente em sua variante
EDD-ALL, e´ o me´todo mais eficiente para otimizar a porcentagem me´dia de atraso. A
regra EDD-ALL e´ apenas pro´xima da FIFO quando U ≤ 0.25, sendo muito melhor que
esta u´ltima nas outras taxas de utilizac¸a˜o. Ja´ a regra SIRO so´ se assemelha a` FIFO ate´
U = 0.35, e enta˜o se torna severamente pior. A regra EDD-FIRST esta´ entre a FIFO e
a EDD-ALL, mas mesmo assim pode ser considerada melhor que FIFO para U > 0.25
(com excec¸a˜o de U = 0.95).
Os AGs mostram resultados na˜o ta˜o bons quanto os utilizados para otimizar a porcen-
tagem de jobs atrasados, assemelhando-se mais a` regra FIFO. Mesmo assim, o AG-PURE
consegue ser estatisticamente melhor que FIFO para U > 0.35. Quando os erros do gues-
ser sa˜o introduzidos, os resultados pioram, fazendo com que o AG-10, o AG-20 e o AG-30
tenham comportamentos ligeiramente oscilato´rios, mas com a clara tendeˆncia de serem
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Te´cnica 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
FIFO 68.03 71.85 78.84 85.86 103.93 123.88 174.98 228.53 291.72
SIRO 68.00 71.78 78.59 85.25 102.16 120.92 165.40 216.18 278.94
SPT-PURE 67.89 71.48 77.73 83.51 97.45 112.51 147.65 188.41 235.68
SPT-10 67.89 71.48 77.66 83.48 97.59 112.71 149.84 188.59 236.14
SPT-20 67.91 71.51 77.79 83.60 98.15 112.89 147.30 190.80 242.04
SPT-30 67.92 71.56 77.75 83.77 98.61 112.74 148.65 192.46 242.27
LSD-PURE 68.14 71.78 78.66 85.13 101.47 117.57 158.32 203.44 261.87
LSD-10 68.01 71.78 78.62 84.99 101.75 117.79 156.71 203.33 261.51
LSD-20 68.00 71.78 78.52 84.93 102.02 117.95 157.19 205.20 260.80
LSD-30 68.00 71.66 78.52 84.92 101.99 117.08 158.39 203.20 259.14
AG2-PURE 68.36 72.40 79.01 85.97 103.19 122.60 175.20 227.10 294.28
AG2-10 69.10 73.36 80.87 88.73 105.50 127.35 186.31 244.49 336.96
AG2-20 69.56 74.62 82.86 90.78 110.08 131.70 194.43 267.79 357.97
AG2-30 70.20 75.74 84.41 92.76 113.73 138.65 201.65 274.40 389.97
Tabela 6.5: Processing time me´dio
semelhantes a FIFO em utilizac¸o˜es mais baixas, e progressivamente piores que esta regra
com valores mais altos de U . Uma configurac¸a˜o mais espec´ıfica da implementac¸a˜o destes
AGs pode baixar tais valores.
A figura 6.2 mostra uma representac¸a˜o gra´fica da porcentagem me´dia de atraso para
todas as te´cnicas de escalonamento em cada taxa de utilizac¸a˜o. Pode-se notar que a regra
EDD mostra-se uma opc¸a˜o robusta quando se deve otimizar tanto a porcentagem de jobs
atrasados quanto o atraso me´dio.
6.2.3 Processing Time Me´dio
Os resultados obtidos nas simulac¸o˜es para o processing time me´dio esta˜o sumarizados na
tabela 6.5. Como ja´ mencionado, o guess and solve tambe´m e´ realizado com as regras
SPT e LSD. A tabela 6.6 tem a mesma func¸a˜o das tabelas 6.2 e 6.4, sendo organizada da
mesma forma.
Os nu´meros mostram a hegemonia da regra SPT na minimizac¸a˜o do processing time
me´dio, sendo esta a detentora dos melhores resultados para todos os valores de U . Tais
melhores resultados se alternam entre SPT-PURE e SPT-10, o que indica, como na por-
centagem de jobs atrasados, que um erro de 10% no guess and solve com SPT na˜o se
mostra ruim. O segundo lugar fica para SPT-20 e SPT-30, tambe´m em alternaˆncia,
com ligeiro destaque para SPT-20. Mesmo em segundo lugar, essas duas u´ltimas ficam
pro´ximas a`s duas primeiras. A regra LSD fica em terceiro, com resultados muito pro´ximos
entre LSD-PURE, LSD-10, LSD-20 e LSD-30. FIFO e SIRO andam pro´ximas ate´ que os
valores de U atingem 0.65, a partir do qual elas se distanciam, e SIRO predomina.
Pode-se ver que, em se tratando de processing time me´dio, os erros do guesser fazem
diferenc¸a pequena quando a fase de solve e´ realizada por uma dispatching rule como SPT
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Te´cnica 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
SIRO - - sim sim sim sim sim sim sim
SPT-PURE sim sim sim sim sim sim sim sim sim
SPT-10 sim sim sim sim sim sim sim sim sim
SPT-20 sim sim sim sim sim sim sim sim sim
SPT-30 sim sim sim sim sim sim sim sim sim
LSD-PURE - - - sim sim sim sim sim sim
LSD-10 - - - sim sim sim sim sim sim
LSD-20 - - sim sim sim sim sim sim sim
LSD-30 - sim sim sim sim sim sim sim sim
AG2-PURE na˜o na˜o - - - sim - - -
AG2-10 na˜o na˜o na˜o na˜o na˜o na˜o na˜o na˜o na˜o
AG2-20 na˜o na˜o na˜o na˜o na˜o na˜o na˜o na˜o na˜o
AG2-30 na˜o na˜o na˜o na˜o na˜o na˜o na˜o na˜o na˜o
Tabela 6.6: Melhor que FIFO com 95% de confianc¸a para o processing time me´dio
ou LSD. Ja´ para os algoritmos gene´ticos, e´ poss´ıvel notar que os mesmos erros levam
a resultados muito piores. O AG-PURE e´ o u´nico que chega a ser melhor que FIFO
numericamente, mas pela tabela 6.6 nota-se que ele e´ estatisticamente igual a` FIFO na
maioria dos casos. Os AG-10, AG-20 e AG-30 mostram-se sempre piores que FIFO em
todas as taxas de utilizac¸a˜o. Ja´ o guess and solve com SPT e LSD e´ sempre melhor que
FIFO em utilizac¸o˜es mais altas, ou pelo menos igual a ela nas mais baixas.
A figura 6.3 mostra graficamente os resultados das te´cnicas aplicadas a cada taxa de
utilizac¸a˜o. Por ela pode-ser ver a dominaˆncia das regras “do meio” (SPT e LSD) sobre
as outras te´cnicas.
6.2.4 Tempo de execuc¸a˜o dos AGs
Tambe´m foi analisado o custo computacional, em termos de tempo de processamento em
segundos, dos algoritmos gene´ticos. Para estes testes, apenas casos onde U = 0.95 foram
considerados, ja´ que esta e´ a carga mais alta poss´ıvel do sistema, e todas as outras taxas
de utilizac¸a˜o tera˜o tempos de execuc¸a˜o de seus AGs menores que o caso analisado. Foram
utilizadas ma´quinas com processadores Intel Xeon duais e 1Gb de memo´ria RAM. Como
os AGs sa˜o executados a cada chegada de um dos 100 jobs, seus tempos de processamento
evoluem em func¸a˜o da quantidade de jobs que chegou ao sistema. Treˆs casos diferentes
foram medidos: para o AG1 (otimizac¸a˜o da porcentagem de jobs atrasados), para o AG2
(otimizac¸a˜o da porcentagem me´dia de atraso) e para o AG3 (otimizac¸a˜o do processing
time me´dio dos jobs).
Os tempos de processamento me´dio dos AGs sa˜o mostrados na figura 6.4. Pode-
se notar que os tempos relativos ao AG1 e ao AG2 sa˜o muito parecidos, ficando seus
valores mais altos em 3.16 e 3.02 segundos, respectivamente. Os tempos do AG3 ja´ sa˜o
bem mais altos, com um valor me´dio de pico de 14.88 segundos. Essa diferenc¸a deve-se
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principalmente ao fato de o AG3 necessitar de muito mais gerac¸o˜es para otimizar sua
func¸a˜o-objetivo, e portanto gastar mais tempo.
Analisando o pior caso entre todas as execuc¸o˜es dos AGs, o AG1 chegou a atingir
12.04 segundos. O AG2, por sua vez, atingiu 11.44 segundos. E o AG3 chegou aos
47.07 segundos. Mas estes casos sa˜o bem espec´ıficos. Ale´m disso, sistemas de workflow
geralmente operam com processos que duram tempos maiores, como dias ou mesmo meses.
Portanto os tempos de execuc¸a˜o dos AGs podem ser considerados adequados.
Figura 6.1: Porcentagem me´dia de jobs atrasados
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Figura 6.3: Processing time me´dio
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Figura 6.4: Tempo de execuc¸a˜o dos AGs
Cap´ıtulo 7
Concluso˜es e Trabalhos Futuros
Sistemas de workflow atuam em diferentes cena´rios dentro das empresas dos dias atuais,
e sa˜o um importante meio para se atingir maior eficieˆncia com menor custo, condic¸a˜o
fundamental para as companias que desejam manter-se vivas no mercado competitivo
e globalizado que se configura hoje. Dentro desses sistemas, melhorias podem ser feitas
quando aplicamos te´cnicas de escalonamento para ordenar o trabalho de forma a conseguir
a otimizac¸a˜o de quesitos valiosos, como o nu´mero de instaˆncias de processo atrasadas ou
o tempo que cada instaˆncia passa no sistema.
Este trabalho apresenta uma discussa˜o inicial sobre a aplicac¸a˜o de escalonamento a
workflow, mostrando os problemas enfrentados e propondo um cena´rio de estudo onde
incertezas quanto aos tempos de execuc¸a˜o das instaˆncias em cada atividade, e quanto
a`s rotas dessas instaˆncias dentro das definic¸o˜es de processo, esta˜o presentes, e em um
ambiente dinaˆmico, onde novas instaˆncias chegam enquanto outras esta˜o executando.
Neste contexo, os resultados nume´ricos apontam para a superioridade de algumas
te´cnicas de escalonamento sobre outras em cada situac¸a˜o estudada. Pode-se notar tambe´m
que a metodologia aqui proposta de guess and solve mostra-se adequada para tratar
problemas de escalonamento onde existem incertezas quanto ao tempo de execuc¸a˜o dos
jobs em cada ma´quina. Sendo o guess and solve um mapeamento da situac¸a˜o de cena´rios
de workflow para problemas de escalonamento, mostra-se eficaz para servir de ponte entre
workflows com incertezas de tempo e escalonamento, pelo menos quando a taxa de erro
do guesser e´ limitada em 30%.
A ana´lise estat´ıstica dos nu´meros mostra tambe´m que quase sempre e´ mais vantajoso
utilizar uma outra forma de escalonamento de trabalho que na˜o a pol´ıtica FIFO, a mais
utilizada pelos sistemas de workflow, principalmente quando as taxas de utilizac¸a˜o sa˜o
iguais ou superiores a 65%, uma faixa onde se espera que a maioria das empresas se
encontrem em termos de carga de trabalho.
Tambe´m se considera a discussa˜o das dificuldades enfrentadas no mapeamento workflow-
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escalonamento, do cap´ıtulo 4, como um importante resultado desta pesquisa, ja´ que tal
levantamento na˜o parece encontrar par mesmo na literatura mais recente sobre work-
flow. Tal discussa˜o tambe´m aponta para pro´ximas dificuldades a serem enfrentadas em
pesquisas como esta, principalmente quando se trata da avaliac¸a˜o do impacto que tais
dificuldades teˆm em sistemas de workflow.
Um importante resultado foi a publicac¸a˜o de um artigo no 19th ACM Symposium on
Applied Computig (SAC), e que pode ser verificado em [27]. Este artigo trata da discussa˜o
dos problemas apresentados no cap´ıtulo 4 deste trabalho, e conte´m um subconjunto dos
resultados mostrados no cap´ıtulo 6, referentes a` minimizac¸a˜o da porcentagem de casos
atrasados.
Por fim, apesar das novas dificuldades a serem enfrentadas, a utilizac¸a˜o de te´cnicas
de escalonamento mostra-se como um meio de fornecer uma potencial melhoria para os
sistemas de workflow. Estes poderiam dispor de funcionalidades e meios que permitissem
a aplicac¸a˜o dessas te´cnicas, por parte dos responsa´veis pela administrac¸a˜o do WFMS,
ou mesmo de ferramentas capazes de auxiliar na escolha das te´cnicas mais adequadas
para cada caso, ale´m de ferramentas de monitoramento e administrac¸a˜o avanc¸ada para
permitir a ana´lise de desempenho e o ajuste fino dessas funcionalidades.
7.1 Trabalhos Futuros
Ao final dos trabalhos para este Mestrado, os pesquisadores envolvidos tiveram a oportu-
nidade de realizar uma ana´lise cr´ıtica do que foi feito. Os pontos te´cnicos principais desta
reflexa˜o sa˜o os seguintes:
• O cena´rio estudado e´ na verdade uma estrutura de roteamento condicional (OR-
split). Ou seja, algum conhecimento ja´ foi constru´ıdo sobre essa estrutura. Uma
questa˜o ainda em aberto e´ qua˜o influentes sa˜o as atividades colocadas antes e depois
das atividades diretamente envolvidas com o OR-split, com relac¸a˜o ao seu impacto
nos resultados gerais.
• Os intervalos de tempo de processamento nas duas atividades constituintes do OR-
split mencionado (atividades 2 e 3 da figura 5.1) sa˜o bem distintos entre si, justo
para criar uma diferenc¸a entre o tempo que dois casos passam em cada uma des-
sas atividades. Mas a influeˆncia da escolha desses intervalos nos resultados na˜o e´
conhecida.
• Os erros considerados para o guess and solve foram de 10%, 20% e 30%. Mas esses
sa˜o valores limite para o erro do guesser, ou seja, o erro real de um guesser com
“30% de erro” (para cada estimativa) esta´ na verdade entre 0% e 30%. Isso causa
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uma certa incerteza quanto ao real impacto do erro na fase de guess do guess and
solve. A utilizac¸a˜o de guessers com erros fixos pode esclarecer melhor esse ponto.
• Para o OR-split estudado, descobriu-se que regras como Earliest Due Date (EDD),
que faz com que o caso com o prazo mais pro´ximo de terminar seja executado pri-
meiro, sa˜o melhores que a regra FIFO ja´ mencionada. Ale´m disso, o guess and solve,
quando o erro e´ limitado a 30%, mostrou-se robusto e melhor que FIFO em cena´rios
com cargas de trabalho mais altas, principalmente acima de 65%. Pergunta-se enta˜o
se e´ poss´ıvel, ao acumular conhecimentos tambe´m sobre as outras estruturas ja´ men-
cionadas (roteamento sequ¨encial, paralelo e iterativo), desenvolver um me´todo de
composic¸a˜o destas em processos maiores, mantendo as propriedades de escalona-
mento ja´ conhecidas
O conjunto desses pontos, acrescentado a`s dificuldades discutidas no cap´ıtulo 4, cer-




Esta sec¸a˜o apresenta uma lista das siglas e abreviac¸o˜es utilizadas durante este trabalho,
para refereˆncia ra´pida.
AG. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Algoritmo gene´tico
EDD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Earliest Due Date
FIFO. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .First In First Out
JSSP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Job Shop Scheduling Problem
LSD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Largest Successive Difference
OX. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Order-Based Crossover
PPX. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Precedence Preservative Crossover
RAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Random Access Memory
SGBD. . . . . . . . . . . . . . . . . . . . . . . . . . .Sistema de Gerenciamento de Bancos de Dados
SIRO. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Service In Random Order
SPT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Shortest Processing Time
UIMS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .User Interface Management System
WAPI. . . . . . . . . . . . . . . . . . . . . . . . . . .Workflow Applications Programming Interface
WES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Workflow Enactment Service
WfMC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Workflow Management Coalition
WFMS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Workflow Management System
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