This paper reviews the cognitive mechanisms underlying visual search in complex visual images. Visual search is a type of task that we are constantly engaged in our everyday lives. Here, the current paper introduces the current literature that suggests that there are two different processing routes that support visual search in human observers: Bottom-up and Top-down processing. Bottom-up processing allows the visual system to process the sensory information from the visual image as it is, whereas top-down processing guides the visual system to efficiently allocate attention to a part of the image to facilitate the search process. The two processing routes via bottom-up and topdown processing work in concert during complex visual search, guiding our search behavior to be more efficient and adaptive. In closing remark, this review also briefly discusses how the current knowledge about the roles of bottom-up and top-down processing in visual search can contribute to development of computer vision and artificial intelligent. ABSTRACT AJSRE: https://escipub.com/american-journal-of-scientific-research-and-essays/ 1 Andrew Hwang, AJSRE, 2019; 4:24 AJSRE: https://escipub.com/american-journal-of-scientific-research-and-essays/ 2
Imagine you are in front of the arrivals door at the John F. Kennedy International Airport, peacefully waiting for an old school friend who is visiting you for summer vacation. As the plane lands and the arrivals door opens, the surroundings suddenly become crowded and filled with people walking in and out, looking for someone, greeting one another, and rushing into the baggage claim. As people crowd the greeting area in front of the arrivals gate, your eyes and brain become overloaded searching for him, trying to recall how he looked at the moment you last saw him and guessing how he would have been changed since then (probably almost 5 years now). Such activity, scanning the environment to search for something important is defined "visual search" in the fields of cognitive psychology and neuroscience. Visual search is a type of fundamental psychological and perceptual process that occurs in many different contexts of everyday life (e.g., when your mom picks out a carton of milk on a supermarket shelf, when a TSA officer tries to detect any weapons or dangerous objects from an x-ray image of a baggage, or when you are simply playing "Where's Waldo?"; see Figure 1 for visual illustrations). In fact, anything that is currently important to your goal (e.g., picking up your old friend at the airport) can be your "search target" (e.g., your friend in this airport example) among all "distractors" (e.g., all the other objects and people in the environment). Our ability to detect or locate a target amongst many distractors in various visual search tasks has been extensively studied over the past 40 years. Figure 2 illustrates a typical trial sequence of a visual search task that has been used in many research studies: a search target is defined (e.g., a red letter "T") then a human observer scans a visual search array consisted of multiple items. The search array sometimes contains the target (i.e., present trials), and sometimes it does not (i.e., absent trials). Typically, the human observer is tasked with reporting whether or not the target item is located inside the visual array. While the human observer completes the task, some researchers measures search accuracy [1] ; some researchers measures response time (RT; [2] ); and some others monitors and explores the patterns of eye movement and gazes of observers during search tasks [3] . These measures allow them to understand the nature of perceptual and cognitive processes underlying visual search.
Figure 2. An example of an experimental sequence to test the ability to search for a visual target from a search array. In the experimental settings, a human participant is asked to find a target (defined by experimenters, for example a red letter "T" in this example). The search array that sometimes includes a target and sometimes not is presented; then the participant is to indicate whether the target was present or absent in the search array. Experimenters tend to measure how accurately and how fast the participant reported.
By using these behavioral measurements, much previous literature has shown that we are genuine experts at visual search from extremely complex natural scenes, still outperforming state-of-the-art computer vision systems [4] . How is this high performance achieved? In other words, how does our brain solve the Where's Waldo problem so easily and efficiently? There seem to be (at least) two different processors that can guide and allocate our attention. These two processors not only support different attentional mechanisms, but work together to facilitate our visual search performance, possibly in more efficient and flexible manners than any types of computer vision or AI (Artificial Intelligent) can do. Because properly allocating your attention towards the location occupied by a target and suppressing attentional capture by other distractors is a critical success factor for your visual search [5] , the functions of these two processors would determine the outcome of the search. One of these search processors relies on bottom-up processing. Bottom-up processing involves a real-time, data-driven sensory analysis, starting with sensory information brought to the retina and proceeding to the visual cortex and other (higher) brain areas until representation of the object is formed in our minds [6] . Bottom-up processing plays roles in capturing and allocating our attention towards a target item that is unique, distinct, or salient. Let's consider the airport example again. If your old friend was the only one who was wearing a green shirt among others in yellow shirts ( Figure  3A) , you would be able to spot him easily and quickly (almost automatically and immediately): Your attention will be directed to the unique color by default, then you will recognize that he was the one you were looking for. Alternatively, if he was wearing a shirt in a very bright, neon green color, saliency would lead bottom-up processing to attract your attention towards him, even if he was not the only unique one ( Figure 3B) . A list of such factors for guiding bottom-up processing in various visual search tasks that have been examined in previous research studies is found in Figure 4 , along with relevant citations and visual illustrations. Relying on these principles underlying the bottom-up processing, recent mathematical and probabilistic models for AI and computer vision have successfully stimulated and even excelled the human performance in detecting a pop-out target in various visual search tasks [7] . The other search processor relies on top-down processing. Top-down processing utilizes what the brain already knows and expects about objects, scenes, concepts, contexts, and the entire environment in order to create a more efficient understanding based on this information. For example, your visual search can be guided by what you know about the world described in the search array. When you are asked to locate where a person is in Figure 5 , it is more likely that you first look around the door and the bench on the ground and scan these spots more often and more carefully (with more frequent eye gazes to these spots, as well), rather than somewhere in a tree or the sky. Here, you are applying your general knowledge that people tend to sit on a bench or walk through doors on the ground, but rarely fly! Conversely, when you are asked to locate a bird in the same image, then your attention would be most likely attracted to the sky, a tree or the bush, rather than the bench or the door, spending more time in scanning these spots (again, with more frequent eye gazes to these spots, as well) based on your reasonable expectation and prior knowledge about the birds. Sometimes, you can learn new information about the characteristics of a target item and utilize it to find the target faster. Coming back to the airport example above, if your friend told you that he is wearing a blue shirt, then you would be able to focus on people who are wearing blue shirts and skip scanning others who are not, in order to facilitate the search and terminate the process faster ( Figure 5 ). Other than the prior knowledge or expectation, there are various factors that can effectively guide the top-down processing in visual search, as summarized in Figure 6 . Compared to any other AI systems, the human brain seems to be much better at utilizing and combining these factors for top-down processing even before most of the scene objects and details are recognized and consciously processed [4] . Thus, the top-down processing is the domain in which machine such as AI and computer vision systems cannot simulate human performance yet. How would the computer be able to utilize its past experience, maximize its motivation, rely on its long-term memory of prior knowledge and expectation about the world? Addressing this question will help scientists and engineers to fill in the gap between the human brain and machine in performing visual search in complex, natural scenes.
During the past 40 years or so, much research on visual search has been conducted and has given us a good grasp of the mechanisms of bottom-up processing and top-down processing that guide human observers to locate a target item in complex scenes (whether it is your old friend in the airport scene, a bird in a forest, or Waldo in your book). The remarkable search ability the human brain has shown is the result of attentional guidance mechanisms relying on the combination of bottom-up and top-down factors [8] . Given that computer vision and AI systems have been already achieved the level of ability that is comparable to the bottom-up processing in human [7] , it seems to be the topdown processing such as semantic knowledge, prior information through past experiences and common sense about the external environment, and motivational or emotional factors that can make us outperform the machine in this important task. The field is just beginning to understand how bottom-up and top-down processing interact with each other in real time and how the interaction can be effectively implemented to improve search performance in the computer vision and AI systems and other practical applications. Future challenges for the field will also include understanding how the principles of attentional guidance mechanism by bottom-up and bottom processing can be extended from two-dimensional images to immersive, dynamic, three-dimensional environments and how these can be utilized in practical applications that require outstanding visual search ability, such as surveillance and security cameras, selfdriving cars, and robots.
