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Abstract We consider a certain Boltzmann type equation on a bounded physical and a
bounded velocity space under the presence of both, reflective as well as diffusive boundary
conditions. We provide conditions on the shape of the physical space and on the relation be-
tween the reflective and the diffusive part in the boundary conditions such that the associated
Knudsen type semigroup is reversible. Furthermore, we provide conditions under which there
exists a unique global solution to the Boltzmann type equation for time t ≥ 0 or for time t ∈ R.
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1 Introduction
Boltzmann type equations provide a mathematical description of a rarefied gas in a vessel,
in the present paper with reflective and diffusive boundary conditions.
In the fundamental paper [9] O. E. Lanford demonstrated that the limit of a time re-
versible microscopic N -particle system may establish a time irreversible kinetic equation.
In particular, supposing N → ∞ and for the particle size ε → 0, such that N · εd−1 ap-
proaches a non-zero limit, the Boltzmann equation has been derived. This result of O. E.
Lanford holds on some finite time interval, assuming that at initial time zero the particles
are independently distributed.
Over the past decades a number of papers have referred to similar phenomena of limits
of N -particle systems where, among other things, special attention has been given to initial
configurations. In recent investigations M. Pulvirenti et al [12, 13] have shown that under
appropriate additional hypotheses even initially correlated N -particle systems can converge
to the Boltzmann equation. A detailed analysis of initial configurations and how they
contribute to the convergence of N -particle systems to the Boltzmann equation is due to
T. Bodineau et al [1]. How initial conditions on the N -particle systems affect the proof of
irreversibility of the solution to the Boltzmann equation is a major topic in this research.
In particular, Boltzmann’s H-theorem is important in [1].
Boltzmann’s H-theorem is a crucial tool in order to prove irreversibility of solutions to
the Boltzmann equation. As for example in [1], the proof of a corresponding H-theorem
is possible in a number of situations, in particular when the velocity space V is {v ∈ Rd :
|v| > 0} and the physical space Ω is Rd or Td, where Td denotes the d-dimensional torus.
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On the other hand, for bounded Ω or V , certain types of boundary conditions may not be
compatible to known proofs of the H-theorem. For example, the proof in [14], Theorem
1 of Section 1.1.2 cannot be applied or modified in order to cope with diffusive boundary
conditions as used in the present paper.
In Caprino et al [2] it has been shown that for bounded Ω and V = {v ∈ Rd : |v| >
v0 > 0}, and appropriate initial configurations, a certain N -particle system converges to the
unique stationary solution of a Boltzmann equation satisfying certain diffusive boundary
conditions. Stationarity is the only well-established form of time reversibility relative to
Boltzmann equations. Boundedness from below and above of the stationary solution to a
Boltzmann equation as in [2] has been proved in [10].
In the present paper we consider a Boltzmann type equation on a bounded physical
space Ω and a bounded velocity space V . The boundary conditions include both, a reflec-
tive and a diffusive part. The first problem we are interested in is how reversibility of the
corresponding Knudsen type transport semigroup is related to the shape of the boundary
and the boundary conditions. For example, specular reflection of particles on the physical
boundary ∂Ω inducing reversibility is, up to the modulus of the velocity, described by the
well-established theory of mathematical billiards in dimension d = 2 and d = 3. However,
more realistic is the presence of both, reflective and diffusive boundary conditions. A de-
tailed spectral analysis of the Knudsen type semigroup is developed in Section 4 in order to
approach reversibility.
The second problem we study in this paper is existence and uniqueness of global solutions
to Boltzmann type equations, first for time t ≥ 0. This includes a sufficient condition on
the initial probability density of the particles at time t = 0. The results of Section 4 on
the associated Knudsen type transport semigroup are then applied to prove existence and
uniqueness of solutions to Boltzmann type equations for time t ∈ R, see Theorem 5.8.
1.1 Main results
For a certain class of physical spaces which includes certain convex polygons in dimension
d = 2 or a certain class of polyhedrons in d = 3 let us consider the Knudsen type semigroup
S(t), t ≥ 0. Formally it is introduced for time t ≥ 0 by the solution to the initial boundary
value problem(
d
dt
+ v ◦ ∇r
)
(S(t)p0)(r, v) = 0 on (r, v, t) ∈ Ω× V × [0,∞) ,
S(0)p0 = p0, and the boundary conditions
(S(t)p0)(r, v) = ω (S(t)p0)(r, Rr(v)) + (1− ω)J(r, t)(S(·)p0)M(r, v) , t > 0,
for all (r, v) ∈ ∂(1)Ω × V with v ◦ n(r) ≤ 0. Here n(r) is the outer normal at r belonging
to the boundary part ∂(1)Ω obtained from ∂Ω by removing all vertices and edges (in d = 3)
and “◦” denotes the inner product in Rd. Furthermore, Rr(v) := v − 2v ◦ n(r) · n(r) for
(r, v) ∈ ∂(1)Ω× V indicates reflection of the velocity v at the boundary point r,
J(r, t)(S(·)p0) =
∫
v◦n(r)≥0
v ◦ n(r)S(t)p0(r, v) dv ,
and M is a certain positive continuous function on {(r, v) : r ∈ ∂(1)Ω, v ∈ V, v ◦ n(r) ≤ 0},
bounded from below and above, that quantifies the diffusive part of the boundary conditions.
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The constant ω ∈ (0, 1) controls the relation between reflective and diffusive boundary
conditions. The following spectral property is the first major result.
Proposition 1 (Corollary 4.4 (c) below) There exists m1 > −∞ such that for t > 0, the
resolvent set of S(t) contains the set {λ = etµ : Reµ < m1} ∪ {λ = etµ : Reµ > 0}.
Proposition 1 is the crucial technical part of the paper since it includes explicit solutions
to certain Banach space valued differential equations, for which there is no known theory.
Under additional conditions on the shape of ∂Ω, we have proved the following.
Theorem 2 (Theorem 4.5 below) There exists k0 ∈ N such that for 2
− 1
k0 < ω < 1, the
semigroup S(t), t ≥ 0, extends to a strongly continuous group in L1(Ω × V ) which we will
denote by S(t), t ∈ R.
Concerning Boltzmann type equations for time t ≥ 0, the following result on unique existence
of global solutions to their integrated (mild) versions
p(r, v, t) = S(t) p0(r, v) + λ
∫ t
0
S(t− s)Q(p, p) (r, v, s) ds (1.1)
has been proved under reasonable assumptions on the collision operator Q. Here λ > 0 is a
certain constant controlling the existence and uniqueness of preliminary local solutions.
Theorem 3 (Theorem 5.6 below) Let p0 ∈ L1(Ω × V ) with ‖p0‖L1(Ω×V ) = 1 and suppose
that there are constants 0 < c ≤ C <∞ with c ≤ p0 ≤ C a.e. on Ω× V . Then there exists
a unique solution p to (1.1) on Ω × V × [0,∞) with p(·, ·, 0) = p0. The solution p ≡ p(p0)
to (1.1) has the following properties.
(1) The map [0,∞) ∋ t 7→ p(·, ·, t) ∈ L1(Ω× V ) is continuous with respect to the topology
in L1(Ω× V ).
(2) We have ‖p(·, ·, t)‖L1(Ω×V ) = 1, t ≥ 0.
(3) There exists a strictly decreasing positive function [0,∞) ∋ t 7→ ct such that p(·, ·, t) ≥
ct a.e. on Ω× V .
(4) The norm ‖p(·, ·, t)‖L∞(Ω×V ) is exponentially bounded.
It also has been proved that a similar statement holds for the differential form
d
dt
p(·, ·, t) = Ap(·, ·, t) + λQ(p, p) (·, ·, t) , t ≥ 0, (1.2)
with p(·, ·, 0) = p0 ∈ D(A), cf. Corollary 5.7 below. Here, (A,D(A)) denotes the infinitesi-
mal operator of the strongly continuous semigroup S(t), t ≥ 0, in L1(Ω × V ) and d/dt is a
derivative in L1(Ω× V ). At t = 0 it is the right derivative. This solution coincides with the
solution to the equation (1.1) if we suppose in Theorem 3 p(·, ·, 0) = p0 ∈ D(A).
The extension of Theorem 3 and its differential version (1.2) to time in R is based on
Theorem 2.
Theorem 4 (Theorem 5.8 below) Suppose the conditions of Theorem 3 are satisfied.
(a) Let p0 ∈ L1(Ω × V ) with ‖p0‖L1(Ω×V ) = 1 and suppose that there are constants 0 < c ≤
3
C <∞ with c ≤ p0 ≤ C a.e. on Ω×V . Then for every τ ≤ 0 there exists a unique solution
p to
p(r, v, t) = S(t) p0(r, v) + λ
∫ t
τ
S(t− s)Q(p, p) (r, v, s) ds (1.3)
on Ω× V × [τ,∞) with p(·, ·, 0) = p0. We have properties (1)-(3) of Theorem 3 for t ≥ τ as
well as
‖p(·, ·, t)‖L∞(Ω×V ) ≤ a · exp
{
λb · (t− τ)
}
, t ∈ [τ,∞), (1.4)
where the constants a, b > 0 do not depend on τ .
(b) Let p0 ∈ D(A) with ‖p0‖L1(Ω×V ) = 1 and suppose that there are constants 0 < c ≤
C < ∞ with c ≤ p0 ≤ C a.e. on Ω × V . Then for every τ ≤ 0 there is a unique solution
p(·, ·, t) ∈ D(A), t ∈ [τ,∞), to the equation
d
dt
p(·, ·, t) = Ap(·, ·, t) + λQ(p, p) (·, ·, t)
with p(·, ·, 0) = p0. Here, d/dt is a derivative in L1(Ω × V ). At t = τ it is the right
derivative. This solution coincides with the solution to the equation (1.3) if we suppose
there p(·, ·, 0) = p0 ∈ D(A). We have properties (1)-(3) of Theorem 3 for t ≥ τ as well as
(1.4).
2 Preliminaries
Let d ∈ {2, 3}. For a bounded set Γ ⊆ Rd let Γ denote its closure in Rd. Let Ω ⊂ Rd be a
bounded domain, called the physical space. Let us suppose that ∂Ω =
⋃n∂
i=1 Γi where the Γi
are smooth (d− 1)-dimensional manifolds such that (Γi \ Γi) ∩ Γi = ∅, i ∈ {1, . . . , n∂}. Let
us furthermore assume that for i 6= j the intersection Γi ∩ Γj either is the empty set or a
smooth closed (d − 2)-dimensional manifold which, by definition, for d = 2 is just a single
point in R2.
In case of d = 3, for any two neighboring Γi and Γj let us call x ∈ Γi ∩ Γj an end point
if for any open ball Bx in R
d with center x the set ∂Bx ∩ (Γi ∩ Γj) consists of at most one
point. For the boundary ∂Ω let us also assume that there is ξ ∈ (0, pi) such that for any two
neighboring Γi and Γj and any x ∈ Γi ∩ Γj , not being an end point if d = 3, we have the
following. For the angle ξ(i, j; x) between the rays Ri and Rj from x tangential to Γi and
Γj respectively, and orthogonal to Γi ∩ Γj if d = 3, it holds that
ξ < ξ(i, j; x) < 2pi − ξ . (2.1)
The latter guarantees compatibility with Assumption A in the proof of Theorem 2.1 in [2],
as we will discuss in Remark 3 below.
Let V := {v ∈ Rd : 0 < vmin < |v| < vmax < ∞} be the velocity space and let λ > 0.
Denote by n(r) the outer normal at
r ∈ ∂(1)Ω :=
n∂⋃
i=1
Γi ,
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indicate the inner product in Rd by “◦”, and let Rr(v) := v − 2v ◦ n(r) · n(r) for (r, v) ∈
∂(1)Ω× V .
For (r, v, t) ∈ Ω× V × [0,∞), consider the Boltzmann type equation
d
dt
p(r, v, t) = −v ◦ ∇rp(r, v, t) + λQ(p, p) (r, v, t) (2.2)
with boundary conditions
p(r, v, t) = ω p(r, Rr(v), t) + (1− ω)J(r, t)(p)M(r, v) , r ∈ ∂
(1)Ω, v ◦ n(r) ≤ 0, (2.3)
for some ω ∈ [0, 1) and initial probability density p(0, ·, ·) := p0 on Ω× V . Consider also its
integrated (mild) version
p(r, v, t) = S(t) p0(r, v) + λ
∫ t
0
S(t− s)Q(p, p) (r, v, s) ds . (2.4)
The following global conditions (i)-(viii) on the terms in (2.2)-(2.4) and the shape of
Ω will be in force throughout the sections of the paper, as it appears in the preliminary
paragraphs of the sections.
(i) For all t ≥ 0 and all r ∈ ∂(1)Ω, the function J is given by
J(r, t)(p) =
∫
v◦n(r)≥0
v ◦ n(r) p(r, v, t) dv .
(ii) The real function M on {(r, v) : r ∈ ∂(1)Ω, v ∈ V, v ◦n(r) ≤ 0} has positive lower and
upper bounds Mmin and Mmax, is continuous on every Γi, i ∈ {1, . . . , n∂}, and satisfies∫
v◦n(r)≤0
|v ◦ n(r)|M(r, v) dv = 1 , r ∈ ∂(1)Ω.
(iii) S(t), t ≥ 0, is formally given by the solutions to the initial boundary value problems(
d
dt
+ v ◦ ∇r
)
(S(t)p0)(r, v) = 0 on (r, v, t) ∈ Ω× V × [0,∞) , (2.5)
S(0)p0 = p0, and
(S(t)p0)(r, v) = ω (S(t)p0)(r, Rr(v)) + (1− ω)J(r, t)(S(·)p0)M(r, v) , t > 0,
for all (r, v) ∈ ∂(1)Ω×V with v◦n(r) ≤ 0. We call S(t), t ≥ 0, Knudsen type semigroup.
If ω = 0 we indicate this in the notation by S0(t), t ≥ 0. We follow [2] and call S0(t),
t ≥ 0, just Knudsen semigroup.
(iv) Denoting by χ the indicator function and setting p := 0 as well as q := 0 on Ω× (Rd \
V )× [0,∞), the collision operator Q is given by
Q(p, q)(r, v, t) =
1
2
∫
Ω
∫
V
∫
Sd−1+
B(v, v1, e)hγ(r, y)χ{(v∗,v∗1)∈V ×V } ×
×
((
p(r, v∗, t)q(y, v∗1, t)− p(r, v, t)q(y, v1, t)
)
+
(
q(r, v∗, t)p(y, v∗1, t)− q(r, v, t)p(y, v1, t)
) )
de dv1 dy .
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Here Sd−1 is the unit sphere. Moreover, Sd−1+ ≡ S
d−1
+ (v−v1) := {e ∈ S
d−1 : e◦(v−v1) >
0}, v∗ := v − e ◦ (v − v1) e, v∗1 := v1 + e ◦ (v − v1) e for e ∈ S
d−1
+ as well as v, v1 ∈ V ,
and de refers to the normalized Lebesgue measure on Sd−1+ .
(v) The collision kernel B is assumed to be non-negative, bounded, and continuous on
V × V × Sd−1, symmetric in v and v1, and satisfying B(v∗, v∗1, e) = B(v, v1, e) for all
v, v1 ∈ V and e ∈ S
d−1
+ for which (v
∗, v∗1) ∈ V × V .
(vi) hγ is a continuous function on Ω× Ω which is non-negative and symmetric, and van-
ishes for |r − y| ≥ γ > 0.
In order to prepare condition (vii), let us take a closer look at the collision operator. Let
σ :=
v − v1 − 2e ◦ (v − v1)e
|v − v1 − 2e ◦ (v − v1)e|
and
B˜(v, v1, σ) := B(v, v1, e) · χ{(v∗,v∗1 )∈V×V }(v, v1, e) .
Let dσ denote to the normalized Lebesgue measure on Sd−1 relative to the variable σ and
keep in mind that de refers to the normalized Lebesgue measure on Sd−1+ ≡ S
d−1
+ (v − v1)
relative to the variable e. We observe that, for given v, v1 ∈ Rd with v 6= v1, there is a
bijective function Sd−1+ ≡ S
d−1
+ (v − v1) ∋ e 7→ σ ∈ S
d−1 \ {(v − v1)/|v − v1|} with Jacobian
determinant of its inverse ∣∣∣∣ dedσ
∣∣∣∣ = (2 sin(α/2))2−d , d = 2, 3,
where α ≡ α(v; v1, σ) ∈ (0, pi] is the angle between σ and v−v1. We shall therefore treat the
term |de/dσ| as |de/dσ|(v; v1, σ). Let us fix v ∈ Rd and σ ∈ Sd−1, and introduce the maps
ϕ(w) ≡ ϕ(v;w, σ) := −v + 2w +
|v − w|2
σ ◦ (v − w)
σ
as well as
ψ(w) ≡ ψ(v;w, σ) := ϕ(w) + v − w = w +
|v − w|2
σ ◦ (v − w)
σ
where w ∈ {u ∈ Rd : σ ◦ (v − u) > 0}. We note that ϕ is injective. In particular, it holds
that v1 = ϕ(v
∗
1) with Jacobian determinant∣∣∣∣dv1dv∗1
∣∣∣∣ = 2d−1|v − v∗1 |2(σ ◦ (v − v∗1))2 , d = 2, 3.
Moreover, we observe v∗ = ψ(v∗1) ≡ ψ(v; v
∗
1, σ). Introduce
B˜J(v, v1, σ) := B˜(v, v1, σ)
∣∣∣∣ dedσ
∣∣∣∣ (v, v1, σ) .
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For the next calculation, we take into consideration that, for given σ ∈ Sd−1 and v ∈ V ,
it holds that{
v∗1 :=
v + v1
2
−
|v − v1|
2
σ : v1 ∈ R
d \ {0}
}
= {v∗1 ∈ R
d : (v − v∗1) ◦ σ > 0}. (2.6)
Furthermore, we note that, for fixed σ ∈ Sd−1 and v ∈ V , {ϕ(v∗1) : v1 ∈ V } is not necessarily
a subset of V . Keeping in mind the definitions of B˜ and B˜J we extend B˜J from V ×V ×Sd−1
to V × Rd × Sd−1 by zero. It turns out that with
pγ(r, v1, t) :=
∫
y∈Ω
p(y, v1, t) hγ(r, y) dy
it holds that∫
V
∫
Sd−1+
B(v, v1, e)χ{(v∗,v∗1)∈V ×V }p(r, v
∗, t)pγ(r, v
∗
1, t) de dv1
=
∫
Sd−1
∫
{v∗1 :v1∈V }
(
2d−1B˜J (v, ϕ(v
∗
1), σ) |v − v
∗
1|
2
(σ ◦ (v − v∗1))
2
)
p(r, ψ(v∗1), t) pγ(r, v
∗
1, t) dv
∗
1 dσ
=
∫
V
∫
Sd−1+
(
2d−1B˜J(v, ϕ(v; v1, σ), σ) |v − v1|2
(σ ◦ (v − v1))2
)
p(r, ψ(v; v1, σ), t) dσ pγ(r, v1, t) dv1
(2.7)
where, for the last equality sign, we have taken into consideration the identity (2.6). We
obtain the following Carleman type representation of the collision operator
Q(p, p) (r, v, t) =
∫
V
∫
Sd−1+
(
2d−1B˜J (v, ϕ(v; v1, σ), σ)
cos2 α(v; v1, σ)
)
p(r, ψ(v; v1, σ), t) dσ pγ(r, v1, t) dv1
−
∫
V
∫
Sd−1
B˜J(v, v1, σ) p(r, v, t) dσ pγ(r, v1, t) dv1 . (2.8)
Remark 1 This representation of the collision operator can alternatively be obtained by
first adjusting Lemma 7 of [6] to the particular form of the items in (iv),(v),(vi). In a second
step one has to substitute the inner integral with respect to the canonical map (using the
velocity symbols of [6]) Sd−1+ (v − v
′
∗) 7→ {v
′ : (v′ − v) ◦ (v′∗ − v) = 0}.
We add a technical condition on the collision kernel. It is motivated by the subsequent
Example 2.1 and Remark 2.
(vii)
sup
σ∈Sd−1+ (v−v1), v,v1∈V
∣∣∣∣∣2
d−1B˜J(v, ϕ(v1), σ)
cos2 α(v; v1, σ)
∣∣∣∣∣ =: b <∞
Example 2.1 Consider
B˜(v, v1, σ) :=
sinD α
C + |v − v1|β
· A(|v − v1|) a(sinα) · χ{(v∗,v∗1 )∈V×V }(v, v1, α)
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where [0, pi) ∋ α := arccos (σ ◦ (v − v1)/|v − v1|), β ≥ 0, C > 0, D ≥ 2, a is a bounded
non-negative real function on [0, 1], and A is a bounded non-negative real function on [0,∞).
This collision kernel satisfies (vii) by the following.
Let us recall |de/dσ| = (2 sin(α/2))2−d. We observe that under the map v∗1 7→ ϕ(v
∗
1) = v1
the angle α/2 = arccos(σ ◦ (v−v∗1)/|v−v
∗
1 |) turns into α. Hence |v−ϕ(v1)| = |v−v1|/ cosα
if α ∈ [0, pi/2). We obtain
B˜J(v, ϕ(v1), σ) =
2D+2−d sin(D+2−d) α · cosD α
C + (|v − v1|/ cosα)β
×
×A(|v − v1|/ cosα) a(sin 2α) · χ{(v∗ ,v∗1)∈V×V }(v, v1, 2α)
whenever σ ∈ Sd−1+ (v − v1) or equivalently α ∈ [0, pi/2). By D ≥ 2 we have (vii).
Remark 2 Let us look at the left-hand side of (2.7) under the common assumption that
B(v, v1, e) = B(v, v1, e1) where e1 :=
v − v1 − e ◦ (v − v1) e
|v − v1 − e ◦ (v − v1) e|
=
v − v∗1
|v − v∗1|
(2.9)
for all v, v1 ∈ V , e ∈ S
d−1
+ (v − v1). Replacing e by e1 in Example 2.1, the angle α turns
into pi − α, and (v∗, v∗1) turns into (v
∗
1, v
∗). Thus condition (2.9) is satisfied in Example 2.1.
Consider now the range of (v∗, v∗1) when keeping v, v1 ∈ V fixed but leaving σ ∈ S
d−1
+ (v−v1)
variable. It becomes evident that under condition (2.9), for all non-negative measurable
f, g : Sd−1+ (v − v1) 7→ R and all (v, v1) ∈ V × V with (v
∗, v∗1) ∈ V × V it holds that∫
Sd−1+
B(v, v1, e)f(v
∗)g(v∗1) de =
∫
Sd−1+
B(v, v1, e)g(v
∗)f(v∗1) de .
In particular, in (2.7) the symbols p and pγ may be interchanged.
Let us turn to the last of the global conditions, namely condition (viii) below. For this,
recall the structure of ∂Ω from the beginning of this section. For (y, v) ∈ Ω× V introduce
TΩ ≡ TΩ(y, v) := inf{s > 0 : y − sv 6∈ Ω}
and
y− ≡ y−(y, v) := y − TΩ(y, v)v . (2.10)
For all (y, v) ∈
⋃n∂
i=1 Γi × V = ∂
(1)Ω × V with v ◦ n(y) ≤ 0 as well as y−(y, Ry(v)) ∈ ∂(1)Ω,
let
σ(y, v) :=
(
y−(y, Ry(v)), Ry(v)
)
.
We note that there exist m∂ ≡ m∂(σ) ∈ N and mutually disjoint sets Gi ⊆ {(r, v) : r ∈
∂(1)Ω, v ∈ V, v ◦ n(r) ≤ 0}, i ∈ {1, . . . , m∂}, satisfying
m∂⋃
i=1
Gi = {(r, v) : r ∈ ∂(1)Ω, v ∈ V, v ◦ n(r) ≤ 0}
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such that the following holds. For each i ∈ {1, . . . , m∂} there exists j ∈ {1, . . . , m∂} such
that σ maps Gi bijectively and continuously to Gj.
In this way we understand σ as a map defined for (y, v) ∈ ∂(1)Ω × V with v ◦ n(y) ≤ 0
and y−(y, Ry(v)) ∈ ∂(1)Ω. For its k-fold composition σk(y, v) = (y(k)(y, v), v(k)(y, v)) ≡
(y(k), v(k)), k ∈ N, we suppose also that by iteration y(j) ∈ ∂(1)Ω, j ∈ {1, . . . , k}, and we
indicate this by the phrase “ for a.e. y ∈ ∂(1)Ω”. Set (y(0), v(0)) := (y, v). An important role
will play the following condition on the shape of Ω.
(viii) There exist k(0) ∈ N and σmin > 0 such that for a.e. (y, v) ∈ ∂(1)Ω×V with v◦n(y) ≤ 0
and all j ∈ Z+ we have
σmin ≤
∣∣y(j) − y(j+1)∣∣ + ∣∣y(j+1) − y(j+2)∣∣+ . . .+ ∣∣∣y(j+k(0)−1) − y(j+k(0))∣∣∣ .
Condition (viii) is primarily used in the proof of the subsequent Lemma 3.1. This lemma is
fundamental for the whole paper. Since condition (viii) appears again in quite another but
more complex context in Subsection 4.1, we postpone the discussion of its verifiability to
Remark 10 below.
3 Basic Properties of the Knudsen Type Semigroup
Suppose the global conditions (i)-(viii). In the paper we will work with spaces of the form
L1(E). It will always be clear from the context what we understand by the Borel σ-algebra B
over E and by the Lebesgue measure on (E,B). More precisely, let L1(E) denote the space
of all (equivalence classes of) measurable functions on E which are absolutely integrable
with respect to the Lebesgue measure on E. Moreover, it will also always be clear from the
context of the actual section, subsection, statement, etc. whether we are concerned with a
space of complex valued functions, or if it is sufficient to deal with a space of real valued
functions. By the normalization condition of (ii) and the boundary conditions in (iii), S(t)
maps L1(Ω× V ) linearly to L1(Ω× V ) with operator norm one.
3.1 The Knudsen Type Semigroup Preserves a.e. Boundedness
This subsection is entirely devoted to Lemma 3.1 below. In its proof we will apply [2],
Theorem 2.1. It says that the Knudsen semigroup S0(t), t ≥ 0, in L1(Ω× V ) given by (2.5)
for ω = 0, initial condition S0(0)p0 = p0 ∈ L1(Ω× V ), and boundary conditions
(S0(t)p0)(r, v) = J(r, t)(S0(·) p0)M(r, v) , t > 0,
for all (r, v) ∈ ∂Ω × V with v ◦ n(r) ≤ 0, admits a unique non-negative stationary element
g0 ∈ L
1(Ω × V ) with ‖g0‖L1(Ω×V ) = 1. In other words, it holds that S0(t)g0 = g0 for all
t ≥ 0. Moreover, for any η > 0 there exists T0(η) > 0 such that, for any t ≥ T0(η) and for
any probability density f on Ω× V , we have ‖S0(t)f − g0‖L1(Ω×V ) ≤ η.
The following remarks explain in which sense the setup of [2], Theorem 2.1 and its proof,
is compatible with our framework.
Remark 3 Recall the hypotheses on ∂Ω from the beginning of Section 2. In particular,
recall the notion of
∂(1)Ω =
n∂⋃
i=1
Γi .
9
Theorem 2.1 of [2] is formulated for a domain Ω with “sufficiently smooth” boundary. The
proof is simplified to the case of a convex physical space Ω.
Rewriting this proof under our hypotheses on the boundary ∂Ω, we have to replace the
boundary ∂Ω there, with ∂(1)Ω. In addition we have to adjust the assumptions A and B
within the proof of Theorem 2.1 of [2] to our specific situation. However everything from
(A.11) in [2] on, can be taken over without any change. In other words, we have to verify
(A.3) in [2] for a not necessarily convex Ω satisfying the conditions of Section 2. Expressed
in terms of the present paper, (A.3) in [2] says the following.
There is a time t0 > 0 such that the Knudsen semigroup S0(t), t ≥ 0, has the representation
S(t0)f =
∫
Ω×V
Pt0(x
′, v′; ·, ·)f(x′, v′) dx′ dv′ , f ∈ L1(Ω× V ),
for some non-negative Pt0(x
′, v′; ·, ·) ∈ L∞(Ω× V ), (x′, v′) ∈ Ω×V , and the following holds.
There exists γ > 0 and β > 0 such that
(A.3) inf
x′,v′
inf
(x,v)∈M(β)
Pt0(x
′, v′; x, v) ≥ γ
where with y− = y − TΩ(y, v)v as in (2.10),
M(β) :=
{
(y, v) ∈ Ω× V : y− ∈ ∂(1)Ω, |v ◦ n(y−)|M(y−, v) ≥ β
}
.
For our purposes, Assumption A of [2] has to be reformulated as follows.
(A’) There exist ε > 0 and n0 ∈ N such that for all y, y′ ∈ ∂(1)Ω, there exist y1, . . . , yn ∈ ∂(1)Ω
for some n ≤ n0 in the following way. The straight connections between the points y and
y1, between yj and yj−1 for j ∈ {2, . . . , n}, and between the points y′ and yn, excluding
y, y′, y1, . . . , yn, lie entirely in Ω. Furthermore, it holds that
(A.4) min(|y1 − y|, |y2 − y1|, . . . , |yn − yn−1|, |y′ − yn|) ≥ ε and,
(A.5) denoting e(z, z1) := (z1 − z)/|z1 − z|, z, z1 ∈ ∂(1)Ω, we have
|e(y, y1) ◦ n(y1)| ≥ ε , |e(y, y1) ◦ n(y)| ≥ ε
and
|e(y2, y1) ◦ n(y2)| ≥ ε , . . . , |e(yn, yn−1) ◦ n(yn)| ≥ ε , |e(yn, y
′) ◦ n(y′)| ≥ ε.
The verification of condition (A’) above and (A.3) is a straight forward application of the
ideas of the first part of the proof of [2], Theorem 2.1, and our hypothesis (2.1). Assumption
B in [2], proof of Theorem 2.1, follows from our hypothesis (ii).
Remark 4 There is just one minor change necessary in the proof of [2], Theorem 2.1, to
show the following. There is a non-negative element g ∈ L1(Ω × V ) with ‖g‖L1(Ω×V ) = 1
which is stationary under the Knudsen type semigroup S(t), t ≥ 0, i. e.
S(t)g = g , for all t ≥ 0. (3.1)
Furthermore, for any η > 0 there exists T (η) > 0 such that, for any t ≥ T (η) and for any
probability density f , we have
‖S(t)f − g‖L1(Ω×V ) ≤ η . (3.2)
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This change is the subsequent one. Using our notation, the two sentences after (A.8) in [2]
have to be updated as follows. The velocities u = (y − y1)/t∗ and −u allow us to go both
directions from the boundary points y1 and respectively y with probability densities uniformly
bounded from below. Indeed, according to (A.5) and (A.6), we have for u and y1
(1− ω) |u ◦ n(y1)|M(y1, u)
= (1− ω)|u|
∣∣∣∣ u|u| ◦ n(y1)
∣∣∣∣M(y1, u) ≥ (1− ω)vmin εMmin .
Taking into consideration the first modification of the proof of Theorem 2.1 in [2] according
to Remark 3, by means of Remark 4 we have verified the existence of a non-negative function
g ∈ L1(Ω× V ) with ‖g‖L1(Ω×V ) = 1 and (3.1), (3.2).
Lemma 3.1 Let ω ∈ (0, 1) and p0 ∈ L∞(Ω × V ). There are finite real numbers p0,min and
p0,max such that
p0,min ≤ S(t) p0 ≤ p0,max a.e. on Ω× V (3.3)
for all t ≥ 0. In particular, if p0 ≥ 0 and ‖1/p0‖L∞(Ω×V ) < ∞ then we may suppose
p0,min > 0.
Proof. Step 1 Without loss of generality, we may suppose that g : Ω × V → [0,∞] is
defined everywhere on Ω×V such that for every (r, v) ∈ Ω×V there are a ≡ a(r, v) < 0 and
b ≡ b(r, v) > 0 with r+av ∈ ∂Ω and r+bv ∈ ∂Ω, {r+cv : c ∈ (a, b)} ⊂ Ω, and g(r+cv, v) =
g(r, v), c ∈ (a, b). In addition, we even may suppose that g(r+av, v) = g(r+bv, v) = g(r, v).
For such a boundary point y = r + bv we recall the notation y−(y, v) = r + av, see (2.10).
Let L1w be the space of all equivalence classes of measurable functions f defined on
(y, v) ∈ ∂Ω× V with v ◦ n(y) ≤ 0 such that
‖f‖L1w :=
∫
y∈∂(1)Ω
∫
v◦n(y)≤0
|v ◦ n(y)||f(y, v)| dv dy <∞ .
Furthermore, the map Sf(y, v) := f (y−(y, Ry(v)), Ry(v)) = f(σ(y, v)), (y, v) ∈ ∂Ω×V with
v ◦ n(y) ≤ 0, is by
‖Sf‖L1w =
∫
y∈∂(1)Ω
∫
v◦n(y)≤0
|v ◦ n(y)|
∣∣f (y−(y, Ry(v)), Ry(v))∣∣ dv dy
=
∫
y∈∂(1)Ω
∫ vmax
vmin
∫
Sd−1+ (n(y))
αe ◦ n(y)
∣∣f (y−(y, Ry(−αe)), Ry(−αe))∣∣ deαd−1 dα dy
=
∫
y∈∂(1)Ω
∫
Sd−1+
∫ vmax
vmin
αde ◦ n(y)
∣∣f (y−(y, Ry(−αe)), Ry(−αe))∣∣ dα de dy
=
∫
y∈∂(1)Ω
∫
Sd−1+
∫ vmax
vmin
αde ◦ n(y)
∣∣f (y−(y, αe), αe)∣∣ dα de dy
=
∫
y∈∂(1)Ω
∫
v◦n(y)≤0
|v ◦ n(y)|
∣∣f (y−(y,−v),−v)∣∣ dv dy
=
∫
y−∈∂(1)Ω
∫
v◦n(y−)≥0
v ◦ n(y−)|f(y−,−v)| ·
(
|v ◦ n(y)|
v ◦ n(y−)
·
dy
dy−
)
dv dy−
=
∫
r∈∂(1)Ω
∫
w◦n(r)≤0
|w ◦ n(r)||f(r, w)| dwdr = ‖f‖L1w (3.4)
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a linear operator S : L1w 7→ L
1
w with operator norm one. For this calculation we have used
e ◦n(y) = Ry(−e) ◦n(y) as well as de = dRy(−e) in order to obtain the fourth line from the
third.
Step 2 Next we aim to demonstrate that g ∈ L1w. For this we denote (∂Ω)y := {r ∈ ∂
(1)Ω :
{r+α(y−r) : α ∈ (0, 1)} ⊂ Ω}, y ∈ Ω, and (Ω)r := {y ∈ Ω : {r+α(y−r) : α ∈ (0, 1)} ⊂ Ω},
r ∈ ∂Ω. Furthermore, we introduce
ρd(r) =
∫
y∈(Ω)r
|y − r|1−d ·
n(r) ◦ (r − y)
|y − r|
dy , r ∈ ∂(1)Ω,
and observe that, by the piecewise smoothness of ∂Ω, there is a constant cd > 0 only
depending on Ω such that cd ≤ ρd(r) < ∞ for all r ∈ ∂Ω. Set Cv,d := (vdmax − v
d
min)/d as
well as Cd := (1−ω)Mmin ·Cv,d, and denote by lS the Lebesgue measure on (Sd−1,B(Sd−1)).
We will write v = αe where α ∈ (vmin, vmax) and e ∈ S
d−1. Here we mention that
y−(y, αe) ∈ ∂Ω is independent of α ∈ (vmin, vmax) and therefore may appear as y−(y, · e).
We obtain
1 =
∫
Ω
∫
V
g(y, v) dv dy =
∫
Ω
∫
V
g(y−(y, v), v) dv dy
≥ (1− ω)Mmin
∫
Ω
∫
V
J(y−(y, v), ·)(g) dv dy
= (1− ω)Mmin
∫
Ω
∫ vmax
vmin
αd−1
∫
Sd−1
J(y−(y, αe), ·)(g) dlS(e) dα dy
= Cd
∫
Ω
∫
Sd−1
J(y−(y, · e), ·)(g) dlS(e) dy
= Cd
∫
y∈Ω
∫
r∈(∂Ω)y
|y − r|1−d ·
n(r) ◦ (r − y)
|y − r|
J(r, ·)(g) dr dy
= Cd
∫
∂(1)Ω
J(r, ·)(g)ρd(r) dr ≥ cdCd
∫
∂Ω
J(r, ·)(g) dr . (3.5)
Furthermore, we note that
J(y, ·)(g) =
∫
v◦n(y)≥0
v ◦ n(y)g(y, v) dv
= ω
∫
v◦n(y)≤0
|v ◦ n(y)|g(y, Ry(v)) dv + (1− ω)
∫
v◦n(y)≤0
|v ◦ n(y)|M(y, v)J(y, ·)(g) dv
=
∫
v◦n(y)≤0
|v ◦ n(y)|g(y, v) dv , y ∈ ∂(1)Ω. (3.6)
It follows now from (3.5) and (3.6) that
‖g‖L1w =
∫
r∈∂(1)Ω
∫
v◦n(r)≤0
|v ◦ n(r)|g(r, v) dv dr =
∫
∂Ω
J(r, ·)(g) dr ≤
1
cdCd
. (3.7)
In other words, we have g ∈ L1w.
Step 3 In this step we apply the results of Steps 1 and 2. According to (iii) we have the
boundary conditions on g
g(y, v) = ω g(y, Ry(v)) + (1− ω) J(y, ·)(g) ·M(y, v) , y ∈ ∂
(1)Ω, v ◦ n(y) ≤ 0. (3.8)
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These boundary conditions on g can be rewritten as
g(y, v) = (1− ω)M(y, v)J(y, ·)(g) + ω g(y, Ry(v))
= (1− ω)M(y, v)J(y, ·)(g) + ω g(y−(y, Ry(v)), Ry(v))
= (1− ω)M(y, v)J(y, ·)(g) + ω (Sg)(y, v) , y ∈ ∂(1)Ω, v ◦ n(y) ≤ 0.
Together with the just shown g ∈ L1w and (3.4) the latter says that, among other things,
that MJ(g) ∈ L1w. Therefore
g = (1− ω)
∞∑
k=0
ωkSk(MJ(g))
= (1− ω)MJ(g) + (1− ω)
∞∑
k=0
ωk+1Sk+1(MJ(g)) (3.9)
a.e. on {(y, v) ∈ ∂(1)Ω× V : v ◦ n(y) ≤ 0}, where the infinite sums converge in L1w.
Step 4 The next two steps are devoted to upper bounds of J(y, ·)(g). In the present one we
still construct upper bounds depending on y ∈ ∂Ω. In Step 5 below we will derive a bound
that is independent of y and use it to show ‖g‖L∞(Ω×V ) <∞.
Taking into consideration that according to (ii), there exist constants Mmin,Mmax ∈
(0,∞) such that Mmin ≤ M(y, v) ≤ Mmax, it turns out that SkM is uniformly bounded
for all k ∈ Z+. Moreover extending J(g) to all (y, v) ∈ ∂(1)Ω × V with v ◦ n(y) ≤ 0 by
J(g)(y, v) := J(y, ·)(g), from (3.4) and MJ(g) ∈ L1w we may conclude that S
kJ(g) ∈ L1w for
all k ∈ Z+. It follows now from (3.9) and (3.6) that
J(y, ·)(g) = (1− ω)
∫
v◦n(y)≤0
|v ◦ n(y)|
∞∑
k=0
ωkSk+1(MJ(g))(y, v) dv , y ∈ ∂(1)Ω. (3.10)
Introducing
δ(k, y, ω) := (1− ω)
∫
w◦n(y)≤0
|w ◦ n(y)|SkM(y, w) dw , k ∈ N, (3.11)
we obtain from (3.10) that
(1− ω)
∫
w◦n(y)≤0
|w ◦ n(y)|S(MJ(g))(y, w) dw
= (1− ω)
δ(1, y, ω)
1− δ(1, y, ω)
·
∫
v◦n(y)≤0
|v ◦ n(y)|
∞∑
k=1
ωkSk+1(MJ(g))(y, v) dv , y ∈ ∂(1)Ω.
Inserting this in (3.10) gives
J(y, ·)(g) =
1− ω
1− δ(1, y, ω)
∫
v◦n(y)≤0
|v ◦ n(y)|
∞∑
k=1
ωkSk+1(MJ(g))(y, v) dv . (3.12)
Letting k0 be the integer introduced in condition (viii) and iterating the calculations from
(3.10) to (3.12) k0 times we verify
θ(y) ≡ θ(k0, y, ω) :=
k0∑
k=1
ωk−1δ(k, y, ω) ≤ 1
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as well as
J(y, ·)(g) =
1− ω
1− θ(y)
∫
v◦n(y)≤0
|v ◦ n(y)|
∞∑
k=k0
ωkSk+1(MJ(g))(y, v) dv , y ∈ ∂(1)Ω. (3.13)
Similarly we also obtain θ(k0, y, ω)+ω
k0δ(k0+1, y, ω) = θ(k0+1, y, ω) ≤ 1. ByM ≥Mmin > 0
we get Sk0+1M ≥Mmin > 0 and therefore from (3.11)
(1− ω)Mmin
∫
w◦n(y)≤0
|w ◦ n(y)| dw ≤ δ(k0 + 1, y, ω) , y ∈ ∂
(1)Ω.
Thus
θ(y) ≡ θ(k0, y, ω) ≤ 1− ω
k0(1− ω)Mmin
∫
w◦n(y)≤0
|w ◦ n(y)| dw , y ∈ ∂(1)Ω, (3.14)
where we observe that the right-hand side does not depend on y and is smaller than one. In
other words, (3.14) implies the existence of κ < 1 such that
θ(y) ≡ θ(k0, y, ω) ≤ κ < 1 , y ∈ ∂
(1)Ω.
Furthermore according to (ii), there exists 0 < Mmax < ∞ such that M(y, v) ≤ Mmax
and hence Sk+1M(y, v) = M(σk+1(y, v)) ≤ Mmax for (y, v) ∈ ∂(1)Ω × V with v ◦ n(y) ≤ 0.
From (3.13) it follows now that
J(y, ·)(g) ≤
1− ω
1− κ
∞∑
k=k0
ωk
∫
v◦n(y)≤0
|v ◦ n(y)|Sk+1M(y, v) · Sk+1J(g)(y, v) dv
≤
1− ω
1− κ
Mmax
∞∑
k=k0
ωk
∫
v◦n(y)≤0
|v ◦ n(y)|Sk+1J(g)(y, v) dv y ∈ ∂(1)Ω. (3.15)
Step 5 In this step we show ‖g‖L∞(Ω×V ) <∞. Recall the notation from the end of Section
2. Let (y, v) ∈ ∂(1)Ω× V with v ◦ n(y) ≤ 0. For e := −v/|v| ∈ Sd−1+ (n(y)), let r := y
−(y, e),
i. e. e = (y − r)/|y − r|. In the remainder of this step we suppose r ∈ ∂(1)Ω and iteratively
also y(j) ∈ ∂(1)Ω, j ∈ N, and we indicate this in the text by the phrase “ for a.e. y ∈ ∂(1)Ω”.
Furthermore, denote ek := −v(k)/|v(k)|, k ∈ N. For a.e. y ∈ ∂(1)Ω introduce the distance
|y − y(k)|k :=
k∑
j=1
|y(j) − y(j−1)| , k ∈ N.
Note that
dy(k)
dr
=
dy(k)
de1
/
dr
de1
=
dy(k)
de1
/
dr
de
=
|y − y(k)|d−1k |e ◦ n(r)|
|y − r|d−1|ek ◦ n(y(k))|
, k ∈ N,
where
dr
de1
=
dr
de
·
de
de1
=
dr
de
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by symmetry of e and −e1 about n(y), and
dy(k)
de1
=
|y − y(k)|d−1k
|ek ◦ n(y(k))|
is usually motivated by means of a ray from y in direction of e1 as follows. The ray passes
through Ω until it hits y(1) ∈ ∂(1)Ω. Then Ω is reflected about the straight line (d = 2) or
plane (d = 3) orthogonal to n(y(1)) and containing y(1). In this way the ray passes through
k − 1 more consecutively reflected copies of Ω.
With these preparations in mind we obtain for a.e. y ∈ ∂(1)Ω and k ∈ N∫
v◦n(y)≤0
|v ◦ n(y)|SkJ(g)(y, v) dv =
∫
v◦n(y)≤0
|v ◦ n(y)|J(g)(y(k), v(k)) dv
=
∫
Sd−1+
∫ vmax
vmin
αde ◦ n(y)J(y(k), ·)(g) dαde
= Cv,d+1
∫
Sd−1+
e ◦ n(y)J(y(k), ·)(g) de
= Cv,d+1
∫
r∈∂Ω
e ◦ n(y) · |e ◦ n(r)|
|y − r|d−1
J(y(k), ·)(g) dr
= Cv,d+1
∫
r∈∂Ω
e ◦ n(y) · |e ◦ n(r)|
|y − r|d−1
∫
w◦n(y(k))≤0
|w ◦ n(y(k))|g(y(k), w) dw dr
= Cv,d+1
∫
y(k)∈∂Ω
e ◦ n(y) · |e ◦ n(y(k))|
|y − y(k)|d−1k
∫
w◦n(y(k))≤0
|w ◦ n(y(k))|g(y(k), w) dw dy(k) .
where we have applied (3.6) in the second last line. By condition (viii) we have for all k ≥ k0
e ◦ n(y) · |ek ◦ n(y(k))|
|y − y(k)|d−1k
≤ σ1−dmin
for a.e. (y, v) ∈ ∂(1)Ω× V with v ◦ n(y) ≤ 0. Thus, for a.e. y ∈ ∂(1)Ω,∫
v◦n(y)≤0
|v ◦ n(y)|SkJ(g)(y, v) dv
≤ Cv,d+1σ
1−d
min
∫
y(k)∈∂Ω
∫
w◦n(y(k))≤0
|w ◦ n(y(k))|g(y(k), w) dw dy(k)
= Cv,d+1σ
1−d
min ‖g‖L1w , k ≥ k0. (3.16)
It follows now from (3.7), (3.15), and (3.16) that, for a.e. y ∈ ∂(1)Ω,
J(y, ·)(g) ≤ Cv,d+1σ
1−d
minMmax
ωk0
1− κ
· ‖g‖L1w =: CJ <∞ .
Noting that this implies Sk(MJ(g))(y, v) ≤ MmaxCJ for a.e. (y, v) ∈ ∂(1)Ω × V with
v ◦ n(y) ≤ 0 and k ∈ Z+, we may now conclude from (3.9) and the first paragraph of Step
1 that
‖g‖L∞(Ω×V ) ≤MmaxCJ <∞ .
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Step 6 Let us demonstrate ‖1/g‖L∞(Ω×V ) < ∞. For 1 > ε > 0 let CΩ(y, ε) denote the
open cone in Rd with vertex y ∈ ∂(1)Ω given by {x ∈ Rd : ((y − x)/|x − y|) ◦ n(y) > ε}.
Furthermore, for y ∈ ∂(1)Ω introduce
(∂Ω)y,ε := {r ∈ (∂Ω)y ∩ CΩ(y, ε) : ((r − y)/|r − y|) ◦ n(r) > ε} .
Using the notation e := (y − r)/|y − r|, for every 1 > ε > 0 it holds that
inf
y∈∂(1)Ω, r∈(∂Ω)y,ε
{
e ◦ n(y) · |e ◦ n(r)|
|y − r|d−1
}
=: cε > 0 .
As already explained in the beginning of Step 1 of this proof we have g(y−(y, v), v) = g(y, v)
for v ◦ n(y) ≥ 0 and y ∈ ∂(1)Ω. Using the boundary conditions (3.8) we obtain now
J(y, ·)(g) =
∫
v◦n(y)≥0
v ◦ n(y) · g(y, v) dv
=
∫
v◦n(y)≥0
v ◦ n(y) · g(y−(y, v), v) dv
≥ (1− ω)Mmin
∫
v◦n(y)≥0
v ◦ n(y) · J(y−(y, v), ·)(g) dv
= (1− ω)Mmin
∫
Sd−1+ (n(y))
∫ vmax
vmin
αde ◦ n(y) · J(y−(y, αe), ·)(g) dα de
= (1− ω)MminCv,d
∫
r∈(∂Ω)y
|(r − y) ◦ n(y)| · (r − y) ◦ n(r)
|y − r|d+1
J(r, ·)(g) dr
≥ cε(1− ω)MminCv,d
∫
r∈(∂Ω)y,ε
J(r, ·)(g) dr , y ∈ ∂(1)Ω. (3.17)
Assume that there exist y ∈ ∂Ω and a sequence yk ∈ ∂(1)Ω, k ∈ N, with yk −→k→∞ y as well
as J(yk, ·)(g) −→k→∞ 0. From (3.17) it follows that for every ε > 0 and δ > 0 there is a k ∈ N
such that
δ ≥
∫
r∈(∂Ω)yk,ε
J(r, ·)(g) dr .
Thus, J(r, ·)(g) = 0 for a.e. r ∈ (∂Ω)y. Plugging this in the left-hand side of (3.17), and
iterating the last conclusion, we may even state that J(r, ·)(g) = 0 for a.e. r ∈ ∂(1)Ω.
Recalling (3.6) and introducing r−(r, v) as y−(y, v) in (2.10), it turns out that
0 =
∫
r∈∂(1)Ω
J(r, ·)(g) dr =
∫
r∈∂(1)Ω
∫
v◦n(r)≤0
|v ◦ n(r)|g(r, v) dv dr
=
∫
v∈V
∫
{r∈∂(1)Ω:v◦n(r)≤0}
|v ◦ n(r)|g(r, v) dr dv
=
∫
v∈V
∫
{r∈∂(1)Ω:v◦n(r)≤0}
|v ◦ n(r)|
|r − r−(r,−v)|
∫ |r−r−(r,−v)|
0
g(r + αv/|v|, v) dαdr dv
=
∫
V
∫
Ω
1
|r−(r, v)− r−(r,−v)|
g(r, v) dr dv .
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In other words, the above assumption would lead to g = 0 a.e. on Ω× V . This proves the
existence of a lower bound cJ > 0 on J(r, ·)(g), uniformly for a.e. r ∈ ∂(1)Ω.
This yields Sk(MJ(g))(y, v) ≥ MmincJ > 0 for a.e. (y, v) ∈ ∂(1)Ω × V with v ◦ n(y) ≤ 0
and k ∈ Z+. It follows now from (3.9) and the first paragraph of Step 1 that
‖g‖L∞(Ω×V ) ≥ MmincJ > 0 ,
i. e. ‖1/g‖L∞(Ω×V ) <∞.
Step 7 Let p0 ∈ L∞(Ω×V ). By the result of Step 6 there exists a > 0 with −a g ≤ p0 ≤ a g
a.e. on (Ω × V ). Furthermore, in case of p0 ≥ 0 and ‖1/p0‖L∞(Ω×V ) < ∞, there is b > 0
such that b g ≤ p0 a.e. on (Ω× V ), see Step 5. This implies
−a ‖g‖L∞(Ω×V ) ≤ −a g ≤ S(t)p0 ≤ a g ≤ a ‖g‖L∞(Ω×V ) a.e. on (Ω× V ) for all t ≥ 0
and, if p0 ≥ 0 and ‖1/p0‖L∞(Ω×V ) <∞, also
0 < b · ess inf
(y,w)∈Ω×V
g(y, w) ≤ b g ≤ S(t)p0 a.e. on (Ω× V ) for all t ≥ 0.
The lemma follows. ✷
3.2 Construction of the Knudsen Type Semigroup
Let us now introduce the concept of rays and paths. Let (r, v) ∈ Ω×V or (r, v) ∈ ∂(1)Ω×V
with v ◦ n(r) ≥ 0. The map [τ0, τ1) ∋ τ 7→ r − τv with 0 ≤ τ0 < τ1 ≤ ∞ is called a ray. We
mention that the time TΩ ≡ TΩ(r, v) = inf{s > 0 : r − sv 6∈ Ω} can be interpreted as the
first exit time from Ω of the ray [0,∞) ∋ τ 7→ r − τv.
Suppose we are given t ≥ 0 and (r, v) ≡ (r0, v0) ∈ Ω × V . If TΩ(r, v) < t and r1 :=
r− TΩ(r, v)v ∈ ∂(1)Ω then from the point r1 we simultaneously follow all rays [0,∞) ∋ τ 7→
r1 − τv1 for which v1 ◦ n(r1) ≥ 0 until TΩ(r, v) + τ = t ≤ TΩ(r, v) + TΩ(r1, v1) or these rays
exit from Ω for the first time at some r2 ∈ ∂Ω.
We start over, simultaneously from all r2 ∈ ∂(1)Ω, along all rays [0,∞) ∋ τ 7→ r2 −
τv2 for which v2 ◦ n(r2) ≥ 0, and continue in this manner until
∑m−1
l=0 TΩ(rl, vl) < t but∑m
l=0 TΩ(rl, vl) ≥ t for some m ∈ Z+. Here we use the convention
∑−1
0 = 0. We note that
m depends on r0, v0, v1, . . . , vm−1.
Any ray [0,∞) ∋ τ 7→ rm − τvm takes at time τ = t −
∑m−1
l=0 TΩ(rl, vl) the value of
some point re ∈ Ω. In this way, we have constructed sequences or rays for which we
now consider only the restrictions to [0, TΩ(r0, v0)), [0, TΩ(r1, v1)), . . . , [0, TΩ(rm−1, vm−1)),
[0, t−
∑m−1
l=0 TΩ(rl, vl)].
To prepare the next definition we re-parametrize the rays to maps over consecutive inter-
vals τ ∈ [0, TΩ(r0, v0)), τ ∈ [TΩ(r0, v0), TΩ(r0, v0) + TΩ(r1, v1)), . . . , τ ∈ [
∑m−1
l=0 TΩ(rl, vl), t].
It is important to understand that τ stands for reversed time from t to zero, i. e. at time t
we have τ = 0 and at time zero we have τ = t.
Definition 3.2 Let t > 0 and (r, v) ∈ Ω× V .
(a) A path pi with time range [0, t] pinned in at time t in (r, v) is a finite collection of
re-parametrized rays of the form[∑k−1
l=0 TΩ(rl, vl),
∑k
l=0TΩ(rl, vl)
)
∋ τ 7→ rk −
(
τ −
∑k−1
l=0 TΩ(rl, vl)
)
vk , (3.18)
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k = 0, . . . , m− 1, such that
∑m−1
l=0 TΩ(rl, vl) < t as well as
∑m
l=0TΩ(rl, vl) ≥ t and[∑m−1
l=0 TΩ(rl, vl), t
]
∋ τ 7→ rm −
(
τ −
∑m−1
l=0 TΩ(rl, vl)
)
vm , (3.19)
m ∈ Z+, where we use the convention
∑−1
0 = 0. Here, we suppose
vk ◦ n(rk) ≥ 0 , rk = rk−1 − TΩ(rk−1, vk−1)vk−1 ∈ ∂
(1)Ω , k = 1, . . . , m,
and r0 := r as well as v0 := v. Furthermore, ve := vm and we suppose
re := rm −
(
t−
∑m−1
l=0 TΩ(rl, vl)
)
vm ∈ Ω .
(b) For fixed r, v, t as above, let pi(r, v, t) be the set of all paths pi with time range [0, t]
pinned at time t in (r, v).
Remark 5 Let p0 be a probability density everywhere defined on Ω× V . A more intuitive
explanation of the term path pi with time range [0, t] pinned at time t in (r, v) is to follow
S(t)p0 along a path pi backward in time. This is from time t to time 0, with the understanding
that starting with S(t)p0(r, v), after τ ∈ [0, t] units backward in time we have arrived at
some S(t − τ)p0(r′, v′). In particular, we keep in mind the boundary conditions of (iii),
together with (i). In this sense, a path pi consists of m+ 1 re-parametrized rays along each
of which S(t− ·)p0 is constant. These are
• if TΩ(r0, v0) ≡ TΩ(r, v) < t, i. e. m ≥ 1, the ray r0− τv0 from r = r0 ∈ Ω to r1 ∈ ∂(1)Ω
with velocity v0 = v, i. e. over the time range τ ∈ [0, TΩ(r0, v0)),
• if
∑k
l=0TΩ(rl, vl) < t, the re-parametrized ray rk −
(
τ −
∑k−1
l=0 TΩ(rl, vl)
)
vk from rk ∈
∂(1)Ω to rk+1 ∈ ∂(1)Ω with velocity vk, and therefore over the time range of (3.18),
k = 1, . . . , m− 1, if m ≥ 1,
• and the re-parametrized ray rm−
(
τ −
∑m−1
k=0 TΩ(rk, vk)
)
vm from rm ∈ ∂(1)Ω to re ∈ Ω
with velocity vm = ve, over the time range of (3.19), if m ≥ 1. In case of m = 0, the
ray r0 − τv0 from r = r0 ∈ Ω to re ∈ Ω with velocity v0 = v = ve, over the time range
τ ∈ [0, t].
Let p0 be a probability density everywhere defined on Ω× V and let (r, v, t) ∈ Ω× V ×
[0,∞). Introduce
tk ≡ tΩ,k(r0, v0, . . . , vk−1) :=
k∑
l=1
TΩ(rl−1, vl−1) , 1 ≤ k ≤ m for m ∈ N.
Recalling Definition 3.2 and Remark 5 we may state that
S(t)p0(r, v) = χ{0}(m)p0(re, v0) +
∞∑
k=1
[
ω χ{k}(m)S(t− t1)p0
(
r1, Rr1(v0)
)
+ (1− ω)M(r1, v0)
∫
v1◦n(r1)≥0
(v1 ◦ n(r1)) . . .×
×
(
ω χ{k}(m)S(t− tk)p0
(
rk, Rrk(vk−1)
)
+ (1− ω)M(rk, vk−1)×
×
∫
vk◦n(rk)≥0
(vk ◦ n(rk))p0(re, vk)χ{k}(m) dvk
)
. . . dv1
]
(3.20)
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where we note that for fixed (r, v, t) ≡ (r0, v0, t) ∈ Ω × V × [0,∞), the number m and the
point re are a functions of v1, . . . , vm. Furthermore χk(m) can be regarded as an abbreviation
of χ{m=k}(v1, . . . , vk). The sum in (3.20) converges since any partial sum consists of non-
negative items and is bounded by S(t)p0(r, v).
We recall that pi(r, v, t) is the set of paths used in (3.20). We observe that, in accordance
with Definition 3.2 and Remark 5, none of the paths in pi(r, v, t) ever visits an edge or vertex
of ∂Ω. By definition, all paths contained in pi(r, v, t) take at time zero, which is τ = t, some
value (re, ve) ∈ Ω× V .
Furthermore, there is a corresponding stochastic Markov process Xt, t ≥ 0, which is
given by the explicit construction of the paths in Definition 3.2. The random mechanism is
successively introduced to the paths whenever they hit the boundary ∂(1)Ω. They change
direction according to the combination of non-random and random reflections given by the
boundary conditions of hypothesis (iii), see (3.20). Denoting by Qr,v,t the distribution over
the paths pi ∈ pi(r, v, t) and by (re(pi), ve(pi)) ∈ Ω × V the initial point of a single path
pi ∈pi(r, v, t) at time zero, the function
Ω× V ∋ (r, v) 7→ S(t)p0(r, v) =
∫
pi∈pi(r,v,t)
p0(re(pi), ve(pi))Qr,v,t(dpi) (3.21)
represents the probability density with respect to the Lebesgue measure on Ω × V of the
stochastic process at time t ≥ 0, provided it was started at time zero with the probability
density p0.
Below we will frequently refer to Remark 5 and the following Remark 6, for example in
the proofs of Lemma 3.3 and Theorem 4.5.
Remark 6 The subsequent explicit representation of the semigroup S(t), t ≥ 0, is a con-
sequence of (3.20). Let p0 be a probability density everywhere defined on Ω × V and let
(r, v, t) ∈ Ω× V × [0,∞). We have
S(t)p0(r, v) = χ{0}(m)p0(re, v0) +
(
ωχ{1}(m)p0(re, Rr1(v0))
+(1− ω)M(r1, v0)
∫
v1◦n(r1)≥0
v1 ◦ n(r1) · χ{1}(m)p0(re, v1) dv1
)
+
(
ω
[
ωχ{2}(m)p0(re, Rr2(Rr1(v0)))
+(1− ω)M(r2, Rr1(v0))
∫
v2◦n(r2)≥0
v2 ◦ n(r2) · χ{2}(m)p0(re, v2) dv2
]
+(1− ω)M(r1, v0)
∫
v1◦n(r1)≥0
v1 ◦ n(r1)
[
ωχ{2}(m)p0(re, Rr2(v1))
+(1− ω)M(r2, v1)
∫
v2◦n(r2)≥0
v2 ◦ n(r2) · χ{2}(m)p0(re, v2) dv2
]
dv1
)
+χ{3}(m)-term + . . . , (r, v, t) ∈ Ω× V × [0,∞), (3.22)
where we recall that, for fixed (r, v, t) ∈ Ω × V × [0,∞), the number m is a function of
v1, v2, . . . , ve, cf. Definition 3.2 and Remark 5.
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Lemma 3.3 The semigroup S(t), t ≥ 0, is strongly continuous in L1(Ω× V ).
Proof. Step 1 Let p0 be a probability density everywhere defined on Ω×V and let (r, v, t) ∈
Ω×V × [0,∞). Let us use the notation of Remarks 5 and 6 and let us continue from (3.20).
For ε > 0 set Ωε := {x ∈ Ω : |y − x| > ε for all y ∈ ∂Ω}. Now, choose ε > 0 such that
Ω2ε 6= ∅.
In fact, if t < ε/vmax then for all r ∈ Ωε we have TΩ(r0, v0) = TΩ(r, v) > t. Consequently
m = 0 and (r, v) = (re + tve, ve) = (re + tv, v). Furthermore, (3.20) implies for sufficiently
small ε > 0
S(t)p0(r, v) = p0(re, ve) = p0(r − tv, v) , r ∈ Ωε, v ∈ V, t < ε/vmax. (3.23)
We also observe that p˜0 = p0 a.e. on Ω× V implies S(t)p˜0 = S(t)p0 for all t ≥ 0.
Step 2 Let p0 ∈ L∞(Ω×V ) and let ϕ ∈ Cb(Ω×V ) be uniformly continuous and non-negative
on Ω× V . Introduce a(t) := supv∈V supr∈Ωε |ϕ(r− tv, v)− ϕ(r, v)|. Choosing t = ε/(2vmax)
and recalling (3.23) we verify∣∣∣∣
∫
Ω
∫
V
(S(t)p0 − p0)ϕdv dr
∣∣∣∣
≤
∣∣∣∣
∫
Ωε
∫
V
(
p0(r − tv, v)− p0(r, v)
)
ϕ(r, v) dv dr
∣∣∣∣+
∫
Ω\Ωε
∫
V
(S(t)p0 + p0)ϕdv dr
≤
∣∣∣∣
∫
Ωε
∫
V
(
p0(r − tv, v)ϕ(r − tv, v)− p0(r, v)ϕ(r, v)
)
dv dr
∣∣∣∣
+a(t)
∫
Ωε
∫
V
p0(r − tv, v) dv dr +
∫
Ω\Ωε
∫
V
(S(t)p0 + p0)ϕdv dr
≤ ‖ϕ‖
∫
Ω\Ω2ε
∫
V
p0 dv dr + a(t) + ‖ϕ‖
∫
Ω\Ωε
∫
V
S(t)p0 dv dr + ‖ϕ‖
∫
Ω\Ωε
∫
V
p0 dv dr
≤ 2‖ϕ‖
∫
Ω\Ω2ε
∫
V
p0 dv dr + a(t) + ‖ϕ‖
(
1−
∫
Ωε
∫
V
p0(r − tv, v) dv dr
)
≤ 3‖ϕ‖
∫
Ω\Ω2ε
∫
V
p0 dv dr + a(t) −→t→0 0 . (3.24)
According to Lemma 3.1 and p0 ∈ L
∞(Ω × V ) there is some b ∈ (0,∞) with ‖S(t)p0 −
p0‖L∞(Ω×V ) < b for all t ≥ 0. By suitable approximation of test functions in L1(Ω× V ) we
verify
∫
Ω
∫
V
(S(t)p0 − p0)ϕdv dr −→t→0 0 for all ϕ ∈ L
1(Ω× V ). In particular,∫
Ω
∫
V
(S(t)p0 − p0)ϕdv dr −→t→0 0 , ϕ ∈ L
∞(Ω× V ). (3.25)
Step 3 Now let p0 ∈ L1(Ω × V ) and ϕ ∈ L∞(Ω × V ). Let us recall from the beginning of
Section 2 that for every t ≥ 0, S(t) maps L1(Ω × V ) into L1(Ω × V ) with operator norm
one. By (3.25) we have for ϕ ∈ L∞(Ω× V ), N ∈ N, and p0,N := p0 − (p0 ∧N)∣∣∣∣lim sup
t→0
∫
Ω
∫
V
(S(t)p0 − p0)ϕdv dr
∣∣∣∣
=
∣∣∣∣limt→0
∫
Ω
∫
V
(S(t)(p0 ∧N)− (p0 ∧N))ϕdv dr
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+ lim sup
t→0
∫
Ω
∫
V
(S(t)p0,N − p0,N)ϕdv dr
∣∣∣∣
=
∣∣∣∣lim sup
t→0
∫
Ω
∫
V
(S(t)p0,N − p0,N)ϕdv dr
∣∣∣∣ ≤ 2‖p0,N‖L1(Ω×V ) ‖ϕ‖L∞(Ω×V ) .
Since the right-hand side can be made arbitrarily small we have (3.25) for all p0 ∈ L
1(Ω×V ).
In other words, we have S(t)p0 −→t→0 p0 weakly in L
1(Ω × V ). It follows now from [11],
Theorem 1.4 of Chapter 2, or [5], Theorem 1.6 of Chapter 1, that S(t)p0 −→t→0 p0 strongly
in L1(Ω× V ). ✷
4 Spectral Properties of the Knudsen Type Semigroup
and Group
Let us suppose that the global conditions (i)-(viii) are satisfied. For f ∈ L1(∂Ω × V ) recall
the definition
J(r, ·)(f) =
∫
w◦n(r)≥0
w ◦ n(r) f(r, w) dw , r ∈ ∂(1)Ω,
where, as in Section 3, the notation J(r, ·)(f) indicates that f does not depend on t. Recall
also the boundary conditions
f(r, v) = ω f(r, Rr(v)) + (1− ω)M(r, v)J(r, ·)(f) (4.1)
for (r, v) ∈ ∂(1)Ω×V with v◦n(r) ≤ 0. Consider the space L1b ≡ L
1
b(∂Ω×V ) of all equivalence
classes f of measurable functions on ∂Ω × V satisfying a.e. the boundary conditions (4.1)
such that
‖f‖L1
b
:=
∫
r∈∂(1)Ω
∫
V
|w ◦ n(r)||f(r, w)| dwdr <∞ .
Furthermore, let L1u be the space of all equivalence classes of measurable functions defined
on {(r, w) ∈ ∂(1)Ω× V : w ◦ n(r) ≥ 0} such that
‖f‖L1u :=
∫
r∈∂(1)Ω
∫
w◦n(r)≥0
w ◦ n(r)|f(r, w)| dwdr <∞ .
Obviously the restriction of f ∈ L1b to {(r, w) ∈ ∂
(1)Ω × V : w ◦ n(r) ≥ 0} belongs to L1u.
In addition every f ∈ L1u can uniquely be extended to an element of L
1
b by the boundary
conditions (4.1). Let us introduce a map U defined on L1u by
Uf(r, v) := ω f(r−, Rr−(v)) + (1− ω)M(r
−, v)J(r−, ·)(f) (4.2)
where (r, v) ∈ ∂Ω × V such that (r−, v) ≡ (r−(r, v), v) ∈ ∂(1)Ω × V and v ◦ n(r−) ≤ 0. Let
µ ∈ C. For f ∈ L1u, g ∈ L
1(Ω × V ) and (r, w) ∈ ∂(1)Ω × V with (r−, w) ∈ ∂(1)Ω × V and
w ◦ n(r−) ≤ 0 introduce
a(µ)f(r, w) := e−TΩ(r,w)µUf(r, w)
as well as
b(µ)g(r, w) :=
∫ TΩ(r,w)
0
e−βµg(r − βw,w) dβ .
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4.1 Spectral Properties on the boundary ∂Ω
Let (A,D(A)) denote the infinitesimal operator of the strongly continuous semigroup S(t),
t ≥ 0, in L1(Ω×V ), cf. also Lemma 3.3. Furthermore, let diam(Ω) = sup{|r1− r2| : r1, r2 ∈
Ω} denote the diameter of Ω.
Lemma 4.1 (a) The operator U is a linear operator L1u 7→ L
1
u with operator norm one.
If for f ∈ L1u we have f ≥ 0 or f ≤ 0 on {(r, w) ∈ ∂
(1)Ω × V : w ◦ n(r) ≥ 0}, then
‖Uf‖L1u = ‖f‖L1u.
(b) Let µ ∈ C and g ∈ L1(Ω × V ). There is a unique f ∈ D(A) such that µf − Af = g if
and only if there is a unique f˜ ∈ L1u such that
f˜ = a(µ)f˜ + b(µ)g . (4.3)
Proof. Step 1 Let us verify part (a). Observe that by the boundary conditions (4.1) for
f ∈ L1b and (r, w) ∈ ∂
(1)Ω× V with w ◦ n(r) ≥ 0 we have
Uf(r, w) = f(r−(r, w), w) , (r, w) ∈ ∂(1)Ω× V with w ◦ n(r) ≥ 0 . (4.4)
Furthermore, recall that the restriction of f ∈ L1b to {(r, w) ∈ ∂
(1)Ω × V : w ◦ n(r) ≥ 0}
belongs to L1u and that f ∈ L
1
u can uniquely be extended to an element of L
1
b . For f ∈ L
1
b
it holds that∫
r∈∂(1)Ω
∫
w◦n(r)≥0
w ◦ n(r)
∣∣f (r−(r, w), w)∣∣ dw dr
=
∫
r−∈∂(1)Ω
∫
w◦n(r−)≤0
|w ◦ n(r−)||f(r−, w)| ·
(
w ◦ n(r)
|w ◦ n(r−)|
·
dr
dr−
)
dw dr−
=
∫
y∈∂(1)Ω
∫
v◦n(y)≥0
v ◦ n(y)|f(y,−v)| dv dy
≤
∫
y∈∂(1)Ω
∫
v◦n(y)≥0
v ◦ n(y)|f(y, v)| dv dy
where the last ≤ sign holds because of (4.1) and (ii). We mention also that the equality sign
holds whenever f is non-negative or non-positive.
Step 2 We demonstrate the first part of (b). Let g ∈ L1(Ω× V ) and µ ∈ C. Let us assume
that there is a unique f ∈ D(A) with µf − Af = g. Recalling condition (iii) this equation
takes the form
µf(y, w) + w ◦ ∇yf(y, w) = g(y, w) , (y, w) ∈ Ω× V. (4.5)
Here, w ◦ ∇yf is a directional derivative with respect to the norm in L1(Ω× V ). It follows
that
f(r − γw, w) = eγµ
(
f(r, w)−
∫ γ
0
e−βµg(r − βw,w) dβ
)
, γ ∈ [0, TΩ(r, w)], (4.6)
a.e. on {(r, w) ∈ ∂(1)Ω× V : w ◦ n(r) ≥ 0}. Conversely, applying the differentiation w ◦ ∇y
in L1(Ω × V ) to (4.6) we obtain (4.5). In addition, as a consequence of (4.6), for a.e.
{(r, w) ∈ ∂(1)Ω× V : w ◦ n(r) ≥ 0} and r− ≡ r−(r, w) = r − TΩ(r, w)w
f(r, w) = e−TΩ(r,w)µf(r−, w) +
∫ TΩ(r,w)
0
e−βµg(r − βw,w) dβ .
22
As a consequence of (iii) and Lemma 3.3, the restriction f¯ of f ∈ D(A) to ∂Ω × V belongs
to L1b . Recalling (4.4), the last equation coincides therefore a.e. on {(r, w) ∈ ∂
(1)Ω × V :
w ◦ n(r) ≥ 0} with
f(r, w) = e−TΩ(r,w)µUf(r, w) +
∫ TΩ(r,w)
0
e−βµg(r − βw,w) dβ .
Since the restriction f˜ of f ∈ D(A) to {(r, w) ∈ ∂(1)Ω × V : w ◦ n(r) ≥ 0} is also the
restriction of f¯ ∈ L1b to {(r, w) ∈ ∂
(1)Ω × V : w ◦ n(r) ≥ 0} we have f˜ ∈ L1u. Thus the
last equality coincides with (4.3). In addition, uniqueness of the solution f to µf −Af = g
implies uniqueness of f˜ in (4.3) as follows. Replace in (4.6) f(r, w) with f˜(r, w) and use the
already mentioned equivalence of (4.6) with (4.5) and hence also with µf − Af = g.
Step 3 We show the second part of (b). Let us assume that there is a unique f˜ ∈ L1u such
that we have (4.3). As mentioned above f˜ ∈ L1u can uniquely be extended to some f¯ ∈ L
1
b .
Keeping in mind relation (4.4) from (4.3) it follows that
f˜(r, w) = f¯(r, w) = e−TΩ(r,w)µf¯(r−, w) +
∫ TΩ(r,w)
0
e−βµg(r − βw,w) dβ
for a.e. (r, w) ∈ ∂(1)Ω× V with w ◦ n(r) ≥ 0. From here we define a function fˆ by
fˆ(r − γw, w) := eγµ
(
f˜(r, w)−
∫ γ
0
e−βµg(r − βw,w) dβ
)
, γ ∈ [0, TΩ(r, w)], (4.7)
for a.e. (r, w) ∈ ∂(1)Ω× V with w ◦ n(r) ≥ 0. We observe∥∥∥fˆ∥∥∥
L1(Ω×V )
=
∫
V
∥∥∥fˆ(·, w)∥∥∥
L1(Ω)
dw
=
∫
V
∫
{r∈∂(1)Ω:w◦n(r)≥0}
w
|w|
◦ n(r)
∫ TΩ(r,w)·|w|
0
∣∣∣fˆ(r − βw/|w|, w)∣∣∣ dβ dr dw
=
∫
r∈∂(1)Ω
∫
w◦n(r)≥0
w ◦ n(r)
∫ TΩ(r,w)·|w|
0
1
|w|
∣∣∣fˆ(r − βw/|w|, w)∣∣∣ dβ dw dr
=
∫
r∈∂(1)Ω
∫
w◦n(r)≥0
w ◦ n(r)
∫ TΩ(r,w)
0
∣∣∣fˆ(r − βw,w)∣∣∣ dβ dw dr , (4.8)
no matter whether ‖fˆ‖L1(Ω×V ) is finite or not. Now we substitute fˆ(r−βw,w) by (4.7) and
estimate∥∥∥fˆ∥∥∥
L1(Ω×V )
≤
∫
r∈∂(1)Ω
∫
w◦n(r)≥0
w ◦ n(r)
∫ TΩ(r,w)
0
∣∣eβµ∣∣ ∣∣∣f˜(r, w)∣∣∣ dβ dw dr
+
∫
r∈∂(1)Ω
∫
w◦n(r)≥0
w ◦ n(r)
∫ TΩ(r,w)
0
∫ β
0
e(β−α)µ|g(r − αw,w)| dαdβ dw dr
≤
∫ diam(Ω)/vmin
0
∣∣eβµ∣∣ dβ · ‖f˜‖L1u + ediam(Ω) |Re(µ)|/vmin · (diam(Ω)/vmin ×
×
∫
r∈∂(1)Ω
∫
w◦n(r)≥0
w ◦ n(r)
∫ TΩ(r,w)
0
|g(r− αw,w)| dαdw dr
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≤∫ diam(Ω)/vmin
0
∣∣eβµ∣∣ dβ · ‖f˜‖L1u
+ediam(Ω) |Re(µ)|/vmin · (diam(Ω)/vmin · ‖g‖L1(Ω×V ) <∞
where for the last line we have applied (4.8) once again. This says fˆ ∈ L1(Ω× V ).
Our task is now to show that fˆ belongs toD(A) and that we have µfˆ−Afˆ = g. Choosing
γ = 0 in (4.7) we deduce that f˜ coincides a.e. with the restriction of fˆ to {(r, w) ∈ ∂Ω×V :
w ◦ n(r) ≥ 0}. In other words, we have (4.6) with fˆ instead of f . Its equivalence to (4.5)
has already been mentioned in Step 2 of this proof, i. e. we have µfˆ −Afˆ = g. Noting that
(4.7) is (4.6) in the setup of the present Step 3, the equivalence of (4.5) and (4.6) shows also
that uniqueness of f˜ ∈ L1u in (4.3) implies uniqueness of f in µf − Af = g. ✷
In order to solve (4.3) for f ∈ L1u let us examine the operator id− a(µ). Since (A,D(A))
is the generator of a strongly continuous semigroup in L1(Ω × V ), cf. Lemma 3.3, by the
Hille-Yosida theorem and our Lemma 4.1 (b) it is sufficient to focus on µ ∈ C with Reµ ≤ 0.
For (r, w) ∈ ∂(1)Ω× V with w ◦ n(r) ≥ 0 introduce
A(µ)f(r, w) := ωe−TΩ(r,w)µf
(
r−, Rr−(w)
)
(4.9)
and
B(µ)f(r, w) := (1− ω)e−TΩ(r,w)µM(r−, w)J(r−, ·)(f)
which, because of Lemma 4.1 (a) and (ii), are well-defined on f ∈ L1u. Relation (4.2) yields
the decomposition
a(µ)f(r, w) = A(µ)f(r, w) +B(µ)f(r, w) . (4.10)
By Lemma 4.1 (a), a(µ), A(µ), and B(µ) are bounded linear operators on L1u. Next we are
concerned with the bijectivity of id−A(µ) on L1u.
For this we need some preparations. For (r, w) ∈ ∂(1)Ω × V with w ◦ n(r) ≥ 0 let us
introduce T0(r, w) := (r, w),
T(r, w) :=
(
r−(r, w), Rr−(w)
)
,
and the abbreviations lk ≡ lk(r, w) := TΩ
(
T
k(r, w)
)
as well as (rk, wk) ≡ (rk(r, w), wk(r, w))
:= Tk(r, w), k ∈ Z+. Noting that
T
−1(r, w) =
(
r−(r,−Rr(w)), Rr(w)
)
for all (r, w) ∈ ∂(1)Ω× V with w ◦n(r) ≥ 0 we also abbreviate lk ≡ lk(r, w) := TΩ
(
Tk(r, w)
)
and (rk, wk) ≡ (rk(r, w), wk(r, w)) := Tk(r, w), −k ∈ N. We emphasize that the notation
just introduced is adjusted to the remainder of this section. It is not compatible to Definition
3.2 and Remarks 5 as well as 6, but will not cause any ambiguity.
Remark 7 Let us take advantage of a well known fact from the ergodic theory of d-
dimensional mathematical billiards, d = 2, 3. For Lebesgue-a.e. (r, w) ∈ ∂(1)Ω × V with
w ◦ n(r) ≥ 0 there is a τ(r, w) ≤ diam(Ω)/vmin such that
lim
n→∞
1
n
n−1∑
k=0
lk = lim
n→∞
1
n
n∑
k=1
l−k = τ(r, w) . (4.11)
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Relation (4.11) holds even Lebesgue-a.e. on (r, v) ∈ ∂(1)Ω×Sd−1 : v ◦n(r) ≥ 0}, where Sd−1
denotes the unit sphere.
One may recover these results by using the excellent source [3] in the following way. First
recall the Ergodic Theorem of Birkhoff-Khinchin, Theorem II.1.1 together with the Corollary
II.1.4. Then recall from [3], (IV.2.3) and the formula above (IV.2.3), that the billiard map T
is measure preserving with respect to some probability measure ν on {(r, v) ∈ ∂(1)Ω×Sd−1 :
v ◦ n(r) ≥ 0}. In fact, the Radon-Nikodym derivative of ν with respect to the Lebesgue
measure λ is
dν
dλ
= cν · n(r) ◦ v (4.12)
where cν > 0 is a normalizing constant. Now it remains to mention that T leaves the
modulus of the velocity |w| invariant an that, assuming for a moment that Sd−1 ⊂ V , the
map T is for |w| = 1 identical with the billiard map T of [3], up to orientation.
Introduce
d := {(r, v) ∈ ∂(1)Ω× Sd−1 : v ◦ n(r) ≥ 0, and we have (4.11)} .
Remark 8 For the well-definiteness of the term (4.16) below let us verify τ(r, v) > 0 for
Lebesgue-a.e. (r, v) ∈ d, which also will imply τ(r, w) > 0 for Lebesgue-a.e. (r, w) ∈
∂(1)Ω× V with w ◦ n(r) ≥ 0. For this we will use∫
d
lim
n→∞
1
n
#
{
0 ≤ j < n : T j(r, v) ∈ A
}
ν(d(r, v)) = ν(A) (4.13)
for all Borel subsets A of d, see [3] below Theorem II.1.1. Keep in mind |v| = 1 and consider
l−k ≡ l−k(r, v) as a function l−k(r, v) ≡ l(T k(r, v)), k ∈ N, (r, v) ∈ d.
Indeed, let us assume that B := {(r, v) ∈ d : τ(r, v) = 0} has positive Lebesgue measure
or equivalently ν(B) = 0. With ε > 0, fε(r, v) := χ[ε,∞)(l(T (r, v))), (r, v) ∈ d, and Aε :=
{(r, v) ∈ d : l(T (r, v)) ≥ ε} the following chain of inclusions holds.
B = {(r, v) ∈ d : τ(r, v) = 0} ⊆
{
(r, v) ∈ d : lim
n→∞
1
n
n∑
k=1
fε
(
T k(r, v)
)
= 0
}
=
{
(r, v) ∈ d : lim
n→∞
1
n
#
{
0 ≤ j < n : T j(r, v) ∈ Aε
}
= 0
}
=: Bε . (4.14)
Now replace A in (4.13) by Aε and let ε→ 0. Then the right-hand side of (4.13) tends to one
by the definition of Aε. However, the integral on the left-hand side can be decomposed into
the two parts
∫
Bε
and
∫
d\Bε
. We observe limε→0
∫
Bε
= 0 by (4.14) and lim supε→0
∫
d\Bε
≤
1 − ν(B) by construction and ν(Bε) ≥ ν(B). The assumption ν(B) > 0 implies now
that limsup of the left-hand side of (4.13) is bounded by 1 − ν(B) < 1. Thus the above
assumption cannot hold, i. e. τ(r, v) > 0 for Lebesgue-a.e. (r, v) ∈ d and also τ(r, w) > 0
for Lebesgue-a.e. (r, w) ∈ ∂(1)Ω× V with w ◦ n(r) ≥ 0}.
In other words, in Remark 8 it is demonstrated that with
D := {(r, w) ∈ ∂Ω × V : w = |w| · v, (r, v) ∈ d, τ(r, w) > 0}
the Lebesgue measure of {(r, w) ∈ ∂(1)Ω × V : w ◦ n(r) ≥ 0} \D is zero. In particular we
stress that if w = |w| · v ∈ V , (r, v) ∈ d, and τ(r, v) > 0 then we have |w| · τ(r, w) = τ(r, v).
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Remark 9 Let us introduce a probability measure N on {(r, w) ∈ ∂(1)Ω×V : w ◦n(r) ≥ 0}
by its Radon-Nikodym density with respect to the Lebesgue measure. For this, let λ denote
the Lebesgue measure on {(r, v) ∈ ∂(1)Ω × Sd−1 : v ◦ n(r) ≥ 0} and let Λ be the Lebesgue
measure on {(r, w) ∈ ∂(1)Ω× V : w ◦ n(r) ≥ 0}. Set
dN
dΛ
(r, w) := cN · |w|
dν
dλ
(r, w/|w|) = cN · w ◦ n(r) (4.15)
where cN > 0 is a normalizing constant, cf. also (4.12). Let us recall the following facts.
The billiard map T of [3] preserves the measure ν of [3], Section IV.2. Assuming for a
moment that Sd−1 ⊂ V , the map T coincides for fixed modulus of the velocity |w| = 1
with T , up to orientation. In addition, T leaves the modulus of the velocity |w| invariant.
As a consequence we conclude that the map T preserves the measure N. Furthermore, the
definition (4.15) shows the identity of L1(D,N) with L1u, up to zero-sets; we indicate this by
L1(D,N) ≃ L1u.
Recall the definition of τ(r, w) · |w| in (4.11) and introduce
cτ := ess inf
(r,w)∈D
τ(r, w) · |w|
as well as
Cτ ≡ Cτ,k0 := ess sup
(r,w)∈D, k≥k0
k · τ(r, w)−
∑k
i=1 li(r, w)
k · τ(r, w)
, k0 ∈ N. (4.16)
Remark 10 Below we will suppose Cτ ≡ Cτ,k0 < 1. To motivate this assumption let Ω be
a convex polygon in dimension d = 2 or a convex polyhedron in dimension d = 3. Suppose
that the inner angles between two neighboring edges if d = 2, 3 or faces if d = 3 are at least
pi/2.
Consider points (r, v) ∈ ∂(1)Ω× Sd−1 with v ◦ n(r) > 0 and (rk, vk) = Tk(r, v) such that
rk is neither a vertex nor belongs to an edge if d = 3, for any k ∈ Z. For d = 2 denote
by smin the length of the shortest edge of ∂Ω. For d = 3 denote by smin the infimum over
all distances between two points y1 and y2 belonging to two faces of ∂Ω having no edge or
vertex in common.
As above, let diam(Ω) denote the diameter of Ω. Then for any j ∈ Z it holds that
smin ≤
{
|rj − rj+1|+ |rj+1 − rj+2| if d = 2
|rj − rj+1|+ |rj+1 − rj+2|+ |rj+2 − rj+3| if d = 3
.
This is obvious for d = 2. For d = 3 it follows from the fact that there cannot be more
than three consecutive reflections on faces having a vertex in common. Now we may choose
k0 = 2 if d = 2 and k0 = 3 if d = 3 to obtain
Cτ ≤
(2d− 1) · diam(Ω)− smin
(2d− 1) · diam(Ω)
< 1 .
It follows also that
cτ ≥
1
3
smin .
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Introduce
m :=
log ω · vmax
cτ
if cτ > 0 and m := −∞ if cτ = 0 .
Throughout this section, let us use the convention µ
0
∑−1
i=0 = 0.
Lemma 4.2 Let ω ∈ (0, 1). (a) There exists an at most countable subset M of [m, 0] such
that we have the following. For
µ ∈M := {λ ∈ C : Reλ ∈ (−∞, 0] \M}
and any given a.e. bounded measurable ψ there exists an a.e. unique measurable ϕ, both
defined on {(r, w) ∈ ∂(1)Ω× V : w ◦ n(r) ≥ 0}, such that
ϕ(r, w)− ωe−TΩ(r,w)µϕ
(
r−, Rr−(w)
)
= ψ(r, w) (4.17)
for a.e. (r, w) ∈ ∂(1)Ω× V with w ◦ n(r) ≥ 0.
(b) Suppose (1− Cτ,k0) cτ > 0 for some k0 ∈ N. Then for
µ ∈Mm :=
{
µ ∈ C : Reµ <
m
1− Cτ
}
the operator id− A(µ) is bijective in L1u.
Proof. Step 1 We point out two equivalent representations of (4.17), namely (4.18) and
(4.20) below. Relation (4.17) is equivalent to
ϕ(r, w)− exp
{
−n ·
(
µ
n
n−1∑
k=0
lk − logω
)}
ϕ(rn, wn)
=
n−1∑
k=0
exp
{
−k ·
(
µ
k
k−1∑
i=0
li − log ω
)}
ψ(rk, wk) , n ∈ N. (4.18)
Recalling the definitions above Remark 7 and replacing (r, w) with (r−(r,−Rr(w)), Rr(w)),
and hence (r−, Rr−(w)) with (r, w), equation (4.17) turns into
ϕ(r, w)−
eTΩ(r
−(r,−Rr(w)),Rr(w))µ
ω
ϕ
(
r−(r,−Rr(w)), Rr(w)
)
= −
eTΩ(r
−(r,−Rr(w)),Rr(w))µ
ω
ψ
(
r−(r,−Rr(w)), Rr(w)
)
. (4.19)
Similarly to (4.18) we obtain from (4.19)
ϕ(r, w)− exp
{
n ·
(
µ
n
n∑
k=1
l−k − log ω
)}
ϕ(r−n, w−n)
= −
n∑
k=1
exp
{
k ·
(
µ
k
k∑
i=1
l−i − log ω
)}
ψ(r−k, w−k) , n ∈ N. (4.20)
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Step 2 In this step, we construct the set M. Recall the hypothesis ω ∈ (0, 1). Let
D<µ := {(r, w) ∈ D : Reµ · τ(r, w) < logω} ,
and
D>µ := {(r, w) ∈ D : Reµ · τ(r, w) > logω} , Reµ ≤ 0.
Furthermore introduce
D \
(
D<µ ∪D
>
µ
)
=
{
(r, w) ∈ D : Reµ =
logω
τ(r, w)
}
=: D=µ , Reµ ≤ 0.
We observe that for ω ∈ (0, 1) and a ∈ (−∞, 0), the set D=a+bi is independent of b ∈ R.
Since, for fixed ω ∈ (0, 1), there are at most countably many a ∈ (−∞, 0) such that D=a+bi
has positive Lebesgue measure the set
M :=
{
µ ∈ C : Reµ ≤ 0, D=µ has zero Lebesgue measure
}
(4.21)
coincides with {µ ∈ C : Reµ ≤ 0} except for a union of at most countably many vertical
lines of the form {µ ∈ C : Reµ ∈ M} where M is an at most countable set of non-positive
real numbers. We mention that for µ ∈ M we have Lebesgue-a.e. on {(r, w) ∈ ∂(1)Ω × V :
w ◦n(r) ≥ 0} the alternative that either (r, w) ∈ D>µ or (r, w) ∈ D
<
µ . Furthermore if cτ > 0,
we have Reµ · cτ < log ω · vmax if and only if Reµ < m and therefore
D>µ = ∅ and D
=
µ = ∅ , if cτ > 0 and Reµ < m. (4.22)
In other words, we have M ⊂ [m, 0] and M = {µ ∈ C : Reµ ∈ (−∞, 0] \M}, no matter if
cτ > 0 or cτ = 0.
Step 3 Next we will be concerned with the existence/non-existence of the limits as n→∞
in (4.18) and (4.20). In this step we restrict the analysis to (r, w) ∈ D<µ ∪D
>
µ . It holds that
ϕ<1 (r, w) := −
∞∑
k=1
exp
{
k ·
(
µ
k
k∑
i=1
l−i(r, w)− logω
)}
= −eµ·l−1(r,w)−logω ·
∞∑
k=0
exp
{
k ·
(
µ
k
k∑
i=1
l−i(r−1, w−1)− logω
)}
= eµ·l−1(r,w)−logω · (−1 + ϕ<1 (r−1, w−1)) , (4.23)
no matter whether the sum ϕ<1 (r, w) converges or not. We obtain immediately that the sum
ϕ<1 (r, w) converges if and only if ϕ
<
1 (rk, wk) converges for every k ∈ Z.
Iterating (4.23) we find
ϕ<1 (r, w) = −
n∑
k=1
exp
{
k ·
(
µ
k
k∑
i=1
l−i(r, w)− log ω
)}
+exp
{
n∑
i=1
(µ · l−i(r, w)− log ω)
}
ϕ<1 (r−n, w−n) , n ∈ N. (4.24)
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Recalling that (r, w) ∈ D<µ ∪D
>
µ , we observe
∞∑
i=1
(Reµ · l−i(r, w)− logω) = sign (Reµ · τ(r, w)− log ω) · ∞ . (4.25)
In the remainder of this step we show the equivalence of the following.
(1) The sum ϕ<1 (r, w) given in the first line of (4.23) converges.
(2) All ϕ<1 (rk, wk), k ∈ Z, converge.
(3) We have Reµ · τ(r, w) < log ω, i. e. (r, w) ∈ D<µ .
The equivalence of (1) and (2) has been noted above. Let us proceed from (1) to (3) and
back to (1). If the sum ϕ<1 (r, w) converges then the first term on the right-hand side of
(4.24) converges to ϕ<1 (r, w) as n→∞. Since ϕ
<
1 (rn, wn) cannot tend to zero as n→∞ by
(4.23), from (4.24) and (4.25) we may now conclude the following.
If ϕ<1 (r, w) converges then lim
n→∞
n∑
i=1
(Reµ · l−i(r, w)− log ω) = −∞ , (4.26)
By (4.25) we have (3). In this case, there is a k1 ∈ N such that for j > k1
Reµ ·
j∑
i=1
l−i(r, w)− j log ω <
j
2
(Reµ · τ(r, w)− logω) .
Letting k, l > k1 and using the first line of (4.23) we obtain∣∣∣∣∣
k∑
j=1
exp
{
j ·
(
µ
j
j∑
i=1
l−i(r, w)− log ω
)}
−
l∑
j=1
exp
{
j ·
(
µ
j
j∑
i=1
l−i(r, w)− logω
)}∣∣∣∣∣
≤
∞∑
j=k∧l+1
exp
{
j ·
(
Reµ
j
j∑
i=1
l−i(r, w)− log ω
)}
≤
∞∑
j=k∧l+1
exp
{
j
2
(Reµ · τ(r, w)− log ω)
}
−→
k,l→∞
0 , (4.27)
i.e. the sum ϕ<1 (r, w) converges provided that Reµ · τ(r, w) < logω. We may now state the
equivalence of the properties (1)-(3).
Introducing
ϕ>1 (r, w) :=
∞∑
k=0
exp
{
−k ·
(
µ
k
k−1∑
i=0
li(r, w)− logω
)}
the equivalence of the following properties (4)-(6) can be proved in a similar way.
(4) The sum ϕ>1 (r, w) converges.
(5) All ϕ>1 (rk, wk), k ∈ Z, converge.
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(6) We have Reµ · τ(r, w) > log ω, i. e. (r, w) ∈ D>µ .
Step 4 Let us prove part (a). Without mentioning this again in the present step, we take
advantage of the equivalences (1)-(3) and (4)-(6) of Step 3. From (4.18) and (4.20) we obtain
necessarily
ϕ(r, w) =
∞∑
k=0
exp
{
−k ·
(
µ
k
k−1∑
i=0
li − log ω
)}
ψ(rk, wk) , (4.28)
for a.e. (r, w) ∈ D>µ , as well as
ϕ(r, w) = −
∞∑
k=1
exp
{
k ·
(
µ
k
k∑
i=1
l−i − log ω
)}
ψ(r−k, w−k) , (4.29)
for a.e. (r, w) ∈ D<µ whenever µ ∈ M. Checking back with (4.17) we verify that (4.28),
(4.29) is the unique solution to (4.17).
Step 5 In order to verify part (b), let us also recall the definition of (r−k, w−k), k ∈ N, above
Remark 7 and the definition of τ(r, w) in (4.11). Review thoroughly Remark 9. The maps
T and T−1 preserve the measure N given by (4.15).
Note that for Reµ < m it holds that D = D< by (4.22). By the construction of m and
Mm before and in the formulation of Lemma 4.2, Reµ ·(1−Cτ)cτ/vmax− log ω is for µ ∈Mm
negative on D.
By means of the above preparations it follows as in (4.27) that for ψ ∈ L1u ≃ L
1(D,N)
and µ ∈Mm we have∣∣∣∣∣
n∑
k=n0
exp
{
k ·
(
µ
k
k∑
i=1
l−i − logω
)}
ψ(r−k, w−k)
∣∣∣∣∣
≤
n∑
k=n0
exp
{
k ·
(
Reµ
k
k∑
i=1
l−i − log ω
)}
|ψ(r−k, w−k)|
=
n∑
k=n0
exp
{
k ·Reµ
(
1
k
k∑
i=1
l−i − τ(r, w)
)}
· ek·(Reµ·τ(r,w)−logω)|ψ(r−k, w−k)|
≤
n∑
k=n0
e−k·Reµ·Cτ τ(r,w) · ek·(Reµ·τ(r,w)−logω)|ψ(r−k, w−k)|
≤
n∑
k=n0
ek·(Reµ·(1−Cτ )cτ/vmax−logω)|ψ(r−k, w−k)| , k0 ≤ n0 ≤ n, n ∈ N.
We obtain
∫
D
∣∣∣∣∣
n∑
k=n0
exp
{
k ·
(
µ
k
k∑
i=1
l−i − log ω
)}
ψ(r−k, w−k)
∣∣∣∣∣ dN
≤
∫
D
n∑
k=n0
ek·(Reµ·(1−Cτ )cτ/vmax−logω)|ψ(r−k, w−k)| dN
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=n∑
k=n0
ek·(Reµ·(1−Cτ )cτ/vmax−logω)
∫
D
|ψ(r, w)| dN
<
en0·(Reµ·(1−Cτ )cτ/vmax−logω)
1− eReµ·(1−Cτ )cτ/vmax−logω
∫
D
|ψ(r, w)| dN
−→ 0 as n0 →∞ ,
the third line because of the fact that T preserves the measure N. This together with the
Lebesgue-a.e. result (4.29) shows that the term on the right-hand side of (4.20) converges
to (4.29) in L1u ≃ L
1(D,N). In particular, for ϕ ∈ L1u and µ ∈Mm we get
exp
{
n ·
(
µ
n
n∑
k=1
l−k − log ω
)}
ϕ(r−n, w−n) −→n→∞ 0 in L
1
u.
Considering (4.17) and the equivalent equation (4.20) for ϕ, ψ ∈ L1u we obtain necessarily
(4.29) where the infinite sum converges in L1u. On the other hand, we may check represen-
tation (4.29) of ϕ back with (4.17), now as an equation in L1u. Recalling that A(µ) is a
bounded linear operator in L1u we establish bijectivity of id− A(µ) in L
1
u for µ ∈Mm. ✷
Let
Wk(r, w) :=


exp
{
−k ·
(
µ
k
∑k−1
i=0 li(r, w)− log ω
)}
if (r, w) ∈ D>µ
− exp
{
(k + 1) ·
(
µ
k+1
∑k+1
i=1 l−i(r, w)− logω
)}
if (r, w) ∈ D<µ
, k ∈ Z+,
and, for definiteness, Wk(r, w) := 0 if (r, w) ∈ {(r, w) ∈ ∂(1)Ω×V : w◦n(r) ≥ 0}\(D<µ ∪D
>
µ ),
k ∈ Z. In addition, let
(pk, uk) ≡ (pk(r, w), uk(r, w))
:=
{
(rk(r, w), wk(r, w)) if (r, w) ∈ D>µ
(r−k−1(r, w), w−k−1(r, w)) if (r, w) ∈ D<µ
, k ∈ Z+.
Remark 11 For µ ∈ M and any given bounded measurable ψ on {(r, w) ∈ ∂(1)Ω × V :
w ◦ n(r) ≥ 0}, the function
ϕ(r, w) :=
∞∑
k=0
Wk(r, w) · ψ
(
p−k (r, w), uk(r, w)
)
(4.30)
is a.e. finite, see (4.28) as well as (4.29) and the equivalences (1)-(3) as well as (4)-(6) of
Step 3 of the proof of Lemma 4.2. It is the unique solution to (4.17), i. e.
ϕ(r, w)− ωe−TΩ(r,w)µϕ
(
r−, Rr−(w)
)
= ψ(r, w)
a.e. on {(r, w) ∈ ∂(1)Ω× V : w ◦ n(r) ≥ 0}.
Furthermore in the context of Lemma 4.2 (b), for ψ ∈ L1u, the element (id−A(µ))
−1 ψ ∈
L1u is also given by (4.30) where the infinite sum converges in L
1
u. Note that under the
hypotheses of Lemma 4.2 (b), i. e. in particular or µ ∈ Mm, we have only the case
(r, w) ∈ D>µ , cf. (4.22).
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In order to solve (4.3) for some subset of µ ∈ Mm we will now apply the decomposition
(4.10) where we use the bijectivity of id − A(µ) in L1u established in Lemma 4.2 (b). We
observe
id− a(µ) = id− A(µ)− B(µ)
= (id− A(µ))
(
id − (id− A(µ))−1B(µ)
)
(4.31)
which means that in order to establish invertibility of id− a(µ) we should prove bijectivity
of id− (id−A(µ))−1B(µ) first. In this case we may even conclude that id−a(µ) is bijective.
Proposition 4.3 Let cτ , Cτ , and Mm be given as in Lemma 4.2. Recall also the notation
above Remark 7. Suppose
(1− Cτ,k0) cτ > 0 for some k0 ∈ N.
(a) Let ω ∈ (0, 1). For µ ∈Mm and f ∈ L1u the sum
Xµ f := −
(1− ω)
ω
∞∑
k=1
exp
{
(k − 1) ·
(
µ
k − 1
k−1∑
i=1
l−i − log ω
)}
×
×M
(
r1−k, Rr1−k(w1−k)
)
J(r1−k, ·)(f) (4.32)
converges in L1u. It defines a bounded linear operators Xµ in L
1
u.
(b) Suppose
2
− 1
k0 < ω < 1 . (4.33)
Then there exists −∞ < m1 ≤ m such that for
µ ∈Mm1 := {λ ∈ C : Reλ < m1}
we have ‖Xµ‖B(L1u,L1u) < 1. For µ ∈Mm1 and ψ ∈ L
1
u, the equation
ϕ− (id− A(µ))−1B(µ)ϕ = ψ
has the unique solution
ϕ =
∞∑
n=0
Xnµ ψ (4.34)
where the infinite sum converges in L1u. Moreover, the operator id − (id − A(µ))
−1B(µ) is
bijective in L1u.
Proof. Step 1 We show (a). Let µ ∈Mm and recall the definitions of A(µ) and B(µ),
A(µ)ψ(r, w) = ωe−TΩ(r,w)µψ(r1, w1)
and, taking into consideration the identity (r−, w) = (r1, Rr1(w1)),
B(µ)ψ(r, w) = (1− ω)e−TΩ(r,w)µM(r1, Rr1(w1))J(r1, ·)(ψ) , ψ ∈ L
1
u.
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As a consequence of (4.2) and Lemma 4.1 (a), the map ϕ 7→ M(r−, w)J(r−, ·)(ϕ) is a
bounded linear operator L1u 7→ L
1
u. Thus, also B(µ) is a bounded linear operator L
1
u 7→ L
1
u.
Furthermore, by Lemma 4.2 (b), (id − A(µ))−1 and therefore also id − (id − A(µ))−1B(µ)
are bounded linear operators L1u 7→ L
1
u.
Now recall that for cτ > 0 and µ ∈ Mm we have D>µ = ∅ and D
=
µ = ∅ by (4.22). Using
representation (4.29) for (id−A(µ))−1 and the above definition of B(µ) it turns out that
Xµ = (id− A(µ))
−1B(µ)
where the sum (4.32) converges in L1u.
Step 2 We verify (b). Similar to Step 5 of the proof of Lemma 4.2 for ψ ∈ L1u we obtain
∣∣(id− A(µ))−1B(µ)ψ∣∣ =
∣∣∣∣∣
∞∑
k=1
exp
{
k ·
(
µ
k
k∑
i=1
l−i − log ω
)}
(B(µ)ψ)(r−k, w−k)
∣∣∣∣∣
≤
(1− ω)
ω
k0∑
k=1
exp
{
(k − 1) ·
(
Reµ
k − 1
k−1∑
i=1
l−i − logω
)}
×
×M
(
r1−k, Rr1−k(w1−k)
)
J(r1−k, ·)(|ψ|)
+
(1− ω)
ω
∞∑
k=k0+1
exp
{
(k − 1) ·
(
Reµ
k − 1
k−1∑
i=1
l−i − logω
)}
×
×M
(
r1−k, Rr1−k(w1−k)
)
J(r1−k, ·)(|ψ|)
≤
(1− ω)
ω
k0∑
k=1
ω−(k−1)M
(
r1−k, Rr1−k(w1−k)
)
J(r1−k, ·)(|ψ|)
+
(1− ω)
ω
∞∑
k=k0+1
e(k−1)·(Reµ·(1−Cτ )cτ/vmax−logω)M
(
r1−k, Rr1−k(w1−k)
)
J(r1−k, ·)(|ψ|) .
Since T−1 preserves the measure N we have∫
D
M
(
r1−k, Rr1−k(w1−k)
)
J(r1−k, ·)(|ψ|) dN =
∫
D
M (r, Rr(w))J(r, ·)(|ψ|) dN
=
∫
D
|ψ(r, w)| dN , ψ ∈ L1u,
where we have applied the definition of N in (4.15) and (ii) in the last line. Therefore∫
D
∣∣(id− A(µ))−1B(µ)ψ∣∣ dN
≤
(1− ω)
ω
k0∑
k=1
ω−(k−1)
∫
D
|ψ(r, w)| dN
+
(1− ω)
ω
∞∑
k=k0+1
e(k−1)·(Reµ·(1−Cτ )cτ/vmax−logω)
∫
D
|ψ(r, w)| dN
=
(1− ω)
ω
(
ω−k0 − 1
ω−1 − 1
+
ek0·(Reµ·(1−Cτ )cτ/vmax−logω)
1− eReµ·(1−Cτ )cτ/vmax−logω
)∫
D
|ψ(r, w)| dN .
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Noting that for ω ∈ (0, 1)
(1− ω)
ω
·
ω−k0 − 1
ω−1 − 1
= ω−k0 − 1 < 1
is equivalent to (4.33) we may now claim that there is m1 ≤ m such that for µ ∈ Mm1 =
{µ ∈ C : Reµ < m1}
‖Xµ‖B(L1u,L1u) = ‖(id− A(µ))
−1B(µ)‖B(L1u,L1u) < 1 .
Since id−A(µ) is bijective in L1u by Lemma 4.2 (b), bijectivity of id− (id−A(µ))
−1B(µ)
in L1u means that for any ψ ∈ L
1
u there is a unique ϕ ∈ L
1
u such that
(id− A(µ))ψ(r, w) = (id− A(µ))ϕ(r, w)−B(µ)ϕ(r, w) (4.35)
for a.e. (r, w) ∈ ∂(1)Ω × V with w ◦ n(r) ≥ 0. We have necessarily obtained (4.34). On
the other hand, checking back representation (4.34) of ϕ with (4.35) we verify bijectivity of
id − (id− A(µ))−1B(µ) in L1u. ✷
4.2 Spectral Properties on the state space Ω and the Knudsen
Type Group
Let us recall that (A,D(A)) denotes the infinitesimal operator of the strongly continuous
semigroup S(t), t ≥ 0, in L1(Ω × V ), cf. also Lemma 3.3 and Lemma 4.1 (b). Note the
difference to the operator A(µ) given by (4.9).
Corollary 4.4 Let cτ and Cτ be given as in Lemma 4.2. Suppose
(1− Cτ,k0) cτ > 0 for some k0 ∈ N
and 2
− 1
k0 < ω < 1. Let m1 and Mm1 be as introduced in Proposition 4.3.
(a) For µ ∈Mm1 the operator id− A(µ)− B(µ) = id− a(µ) is a bijection in L
1
u.
(b) For µ ∈ Mm1 and g ∈ L
1(Ω × V ) the equation µf − Af = g has a unique solution
f ∈ D(A).
(c) Denoting by σ(A) the spectrum of A and by σ(S(t)) the spectrum of S(t) we have the
spectral mapping relation
σ(S(t)) \ {0} =
{
etµ : µ ∈ σ(A)
}
, t > 0.
Furthermore, for t > 0, the resolvent set ρ(S(t)) of S(t) contains the set {λ = etµ : µ ∈Mm1}
∪ {λ = etµ : Reµ > 0}.
Proof. Step 1 Part (a) is an immediate consequence of (4.31), Lemma 4.2 (b), and Propo-
sition 4.3 (b). Furthermore, from (4.8) we obtain
∫
r∈∂(1)Ω
∫
w◦n(r)≥0
w ◦ n(r)
∫ TΩ(r,w)
0
∣∣e−βµ∣∣ |g(r − βw,w)| dβ dw dr
≤ ediam(Ω) |Re(µ)|
∫
V
‖g(·, w)‖L1(Ω) dw = e
diam(Ω) |Re(µ)|‖g‖L1(Ω×V ) <∞ ,
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i. e.
b(µ)g ∈ L1u if g ∈ L
1(Ω× V ).
For part (b) it is now sufficient to note that the equation µf −Af = g is equivalent to (4.3),
see Lemma 4.1 (b).
Step 2 It remains to verify part (c). In this step we prepare the proof of the spectral
mapping relation σ(S(t)) \ {0} = {λ = etµ : µ ∈ σ(A)}, t > 0. The actual proof will be
carried out in Steps 3 and 4 below. Let us keep on using the symbols and terminology of [4].
In particular, let σ(·) and Aσ(·) denote the spectrum and approximate point spectrum of
an operator. According to [4], Theorems 3.6 and 3.7 of Chapter IV, we have to demonstrate
that for any λ 6= 0 belonging to the approximate point spectrum Aσ(S(t)) of S(t) we have
λ ∈ {etµ : µ ∈ Aσ(A)}, t > 0.
Now, let t > 0 and etµ ∈ Aσ(S(t)). By [4], Lemma 1.9 of Chapter IV, there exists a
sequence fn ∈ L1(Ω× V ) with ‖fn‖L1(Ω×V ) = 1, n ∈ N, and
lim
n→∞
‖S(t)fn − e
tµfn‖L1(Ω×V ) = 0 . (4.36)
The continuous Markov process Xt, t ≥ 0, introduced after (3.20) can be modified in
a way that its trajectories never reach ∂Ω \ ∂(1)Ω. The trajectories move uniformly with
constant velocity from time zero until the first time they hit ∂(1)Ω. Then they move again
uniformly with constant velocity until the second time they hit ∂(1)Ω, and so on. We also
may suppose that the hitting times do not accumulate.
Until (4.37) below, suppose we are given a sequence bn ∈ L1(Ω×V ) with ‖bn‖L1(Ω×V ) = 1,
and bn ≥ 0, n ∈ N. Let Pbn denote the probability measure over the σ-algebra F generated
by the cylindrical sets of the trajectories of Xt, t ≥ 0, for which the image measure of Pbn
under the map {Xt, t ≥ 0} 7→ X0 is bn times Lebesgue measure on Ω × V . Let Ebn stand
for the expectation with respect to Pbn , n ∈ N. This notation allows the interpretation that
Ebn is the expectation relative to the process Xt, t ≥ 0, started with the initial probability
density bn.
By v ≤ vmax < ∞, cf. Subsection 2.1, we have |Xt2 − Xt1 | ≤ vmax |t2 − t1| for all
0 ≤ t1 < t2 and all trajectories of Xt, t ≥ 0. This implies Ebn [|Xt2 −Xt1 |
2] ≤ v2max |t2 − t1|
2.
According to [7], Subsections 9.1, 9.2, and particularly Theorem 2 of Subsection 9.2, there is
a subsequence Pbnk , k ∈ N, converging weakly to some probability measure P on F . Let ν
denote the image measure of P under the map {Xt, t ≥ 0} 7→ X0. Theorem 2 of Subsection
9.2 of [7] says in particular that for all t > 0 and all continuous maps g : C([0, t]; Ω×V ) 7→ R
the following holds.
lim
k→∞
∫
g({Xu, u ∈ [0, t]}) dPbnk =
∫
g({Xu, u ∈ [0, t]}) dP .
Specified to g(h) := ψ(h(0)), h ∈ C([0, t]; Ω× V ), ψ ∈ C(Ω× V ), it holds that
lim
k→∞
∫
ψ(r, w)bnk(r, w) dr dw =
∫
ψ(r, w)ν(dr × dw) . (4.37)
This gives rise to denote by Eν the expectation with respect to P . Here we have the
interpretation that Eν is the expectation relative to the process Xt, t ≥ 0, started with the
initial probability measure ν. Thus, for all continuous g : C([0, t]; Ω× V )) 7→ R
lim
k→∞
Ebnk [g({Xu, u ∈ [0, t]})] = Eν [g({Xu, u ∈ [0, t]})] . (4.38)
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Let us now return to the sequence fn ∈ L1(Ω × V ) with ‖fn‖L1(Ω×V ) = 1, n ∈ N,
introduced in the beginning of this step. Then (4.38) and (4.37) hold for bnk replaced with
f+nk/‖f
+
nk
‖L1(Ω×V ) or f
−
nk
/‖f−nk‖L1(Ω×V ), where f
+
nk
:= fnk ∨ 0 as well as f
−
nk
:= (−fnk)∨ 0, and
ν replaced with the respective non-negative Borel probabiliy measures on Ω×V , ν+ or ν−.
Choosing another subsequence if necessary, we may suppose that the limits
l+ := lim
k→∞
‖f+nk‖L1(Ω×V ) and l
− := lim
k→∞
‖f−nk‖L1(Ω×V ) = 1− l
+
exist. It follows now from (4.38) and (4.37) that with µ := l+ν+ − l−ν− we have
lim
k→∞
∫
ψ(r, w)fnk(r, w) dr dw =
∫
ψ(r, w)µ(dr × dw)
and
lim
k→∞
Efnk [g({Xu, u ∈ [0, t]})] dr dw = Eµ[g({Xu, u ∈ [0, t]})] (4.39)
for g and ψ as above. Here the expectations Efnk and Eµ come with the interpretation as
weighted differences of the expectations relative to the process Xt, t ≥ 0, started with the
respective initial probability densities and initial probability measures.
Below we shall consider two cases separately, namely that µ is the zero measure, or
alternatively that µ is not the zero measure, i. e. a certain signed measure with total
variation not greater than one.
Step 3 Assume in this step that µ is the zero measure. Recall Steps 1 and 2 of the proof of
Lemma 3.3 and the notation introduced there. In particular, for ϕ ∈ Cb(Ω× V ), uniformly
continuous on Ω× V recall aϕ(t) := supv∈V supr∈Ωε |ϕ(r− tv, v)− ϕ(r, v)|. Similar to (3.24)
we obtain∣∣∣∣
∫
Ω
∫
V
(S(u)fnk − fnk)ϕdv dr
∣∣∣∣ ≤ 3‖ϕ‖
∫
Ω\Ω2ε
∫
V
|fnk | dv dr + aϕ(u) , k ∈ N, u ∈ (0, t].
Noting that the variation |µ| of µ is also the zero measure it follows that
lim sup
k∈N
∣∣∣∣
∫
Ω
∫
V
(S(u)fnk − fnk)ϕdv dr
∣∣∣∣
≤ lim sup
k∈N
3‖ϕ‖
∫
Ω\Ω2ε
∫
V
|fnk | dv dr + aϕ(u) ≤ 3‖ϕ‖ · |µ|
((
Ω \ Ω2ε
)
× V
)
+ aϕ(u)
−→
u→0
0 ,
For the ≤ sign in the second last line, observe that
(
Ω \ Ω2ε
)
× V is closed and apply the
Portmanteau theorem. Similarly, we get
lim sup
k∈N
∣∣∣∣
∫
Ω
∫
V
(S(s+ u)fnk − S(s)fnk)ϕdv dr
∣∣∣∣ ≤ aϕ(u) −→u→0 0
for all 0 < u < t, 0 < s < t with s + u < t. The last two relations imply that for any set Φ
of test functions containing all ϕ ∈ Cb(Ω× V ) having a common modulus of continuity and
a common bound on the norm in Cb(Ω× V ), the family
[0, t] ∋ u 7→
∫
Ω
∫
V
(S(u)fnk)ϕk dv dr , ϕk ∈ Φ, k ∈ N,
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is equicontinuous and equibounded. Keeping in mind that every such set Φ is totally bounded
in Cb(Ω × V ) and that there is an increasing sequence of such sets Φ whose union is dense
in Cb(Ω× V ) we may select a set Φ and a sequence ϕk ∈ Φ such that
∫
Ω
∫
V
fnkϕk dv dr >
1
2
.
It follows now precisely as in [4], proof of Lemma 3.9, part (a) ⇒ (b), that there is an
m ∈ Z such that µ + 2pim·i
t
∈ Aσ(A) provided that λ = etµ = et(µ+
2pim·i
t
) ∈ Aσ(S(t)).
As explained in the first paragraph of Step 2, this implies the spectral mapping relation
σ(S(t)) \ {0} = {etµ : µ ∈ σ(A)}, t > 0.
Step 4 Assume now that µ is not the zero measure. For m ∈ Z and ψ ∈ C
(
Ω× V
)
equations (3.21) and (4.39) imply the existence of the limit∣∣∣∣
∫
[0,t]×Ω×V
e−u(
2pim·i
t )e−uµS(u)fnk(r, w) · ψ(r, w) dw dr du
∣∣∣∣
=
∣∣∣∣Efnk
(∫ t
0
e−u(
2pim·i
t )e−uµ · ψ(Xu) du
)∣∣∣∣
−→
k→∞
∣∣∣∣Eµ
(∫ t
0
e−u(
2pim·i
t )e−uµ · ψ(Xu) du
)∣∣∣∣ . (4.40)
By the Stone-Weierstraß Theorem, the (complex) C
(
[0, t]× Ω× V
)
coincides with the
closed linear span of {
e−u(
2pim·i
t ) · ψ : m ∈ Z, ψ ∈ C
(
Ω× V
)}
.
Since µ is not the zero measure in (4.40) there exist a particular m ∈ Z and a particular
ψ ∈ C
(
Ω× V
)
with ‖ψ‖ = 1 such that
lim
k→∞
∣∣∣∣
∫
[0,t]×Ω×V
e−u(
2pim·i
t )e−uµS(u)fnk(r, w) · ψ(r, w) dw dr du
∣∣∣∣ > 0 . (4.41)
As a consequence there is c > 0 and k0 ∈ N such that for all k > k0 we have∥∥∥∥
∫ t
0
e−u(
2pim·i
t )e−uµS(u)fnk du
∥∥∥∥
L1(Ω×V )
≥
∣∣∣∣
∫
[0,t]×Ω×V
e−u(
2pim·i
t )e−uµS(u)fnk(r, w) · ψ(r, w) dw dr du
∣∣∣∣
> c . (4.42)
On the other hand, for m ∈ Z chosen in (4.41), it holds that
fnk − e
−tµS(t)fnk = fnk − e
−t(µ+ 2pim·it )S(t)fnk
=
((
µ+
2pim · i
t
)
id− A
)
·
∫ t
0
e−u(
2pim·i
t )e−uµS(u)fnk du , k ∈ N, (4.43)
cf. [4], Lemma 1.9 of Chapter II. Introduce
fˆk :=
∫ t
0
e−u(
2pim·i
t )e−uµS(u)fnk du , k ∈ N.
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Relation (4.42) says that lim infk→∞ ‖fˆk‖L1(Ω×V ) > c > 0. Imposing now (4.36) on the left-
hand side of (4.43) we verify limk→∞((µ+
2pim·i
t
)fˆk −Afˆk) = 0 in L1(Ω× V ) and, moreover
with Fk := fˆk/‖fˆk‖L1(Ω×V ) for sufficiently large k ∈ N,
lim
k→∞
∥∥∥∥
(
µ+
2pim · i
t
)
Fk − AFk
∥∥∥∥
L1(Ω×V )
= 0 .
Also in the case when µ is not the zero measure, we have demonstrated that µ + 2pim·i
t
∈
Aσ(A) provided that λ = etµ = et(µ+
2pim·i
t
) ∈ Aσ(S(t)) where m ∈ Z is the number chosen
in (4.41). In other words, together with [4], Theorems 3.6 and 3.7 of Chapter IV, we have
proved the spectral mapping relation
σ(S(t)) \ {0} =
{
etµ : µ ∈ σ(A)
}
, t > 0. (4.44)
Step 5 For the remainder of part (c) note that ρ(S(t)) contains the set {λ = etµ : µ ∈Mm1}
because of part (b) of this corollary and the spectral mapping relation (4.44).
Recall also from Lemma 3.3 and the construction in (iii) that S(t), t ≥ 0, is a strongly
continuous semigroup with operator norm ‖S(t)‖ = 1 in B(L1(Ω × V ), L1(Ω × V )) for all
t ≥ 0. Consequently, ρ(S(t)) contains the set {λ = etµ : Reµ > 0} for all t > 0 by the
Hille-Yosida Theorem and again the spectral mapping relation (4.44). ✷
Let us conclude this section with some results concerning the reversibility of the semi-
group S(t), t ≥ 0.
Theorem 4.5 Let cτ and Cτ be given as in Lemma 4.2. Suppose
(1− Cτ,k0) cτ > 0 for some k0 ∈ N
and (4.33), i. e.
2
− 1
k0 < ω < 1 .
Then S(t), t ≥ 0, extends to a strongly continuous group in L1(Ω×V ) which we will denote
by S(t), t ∈ R.
Proof. As an immediate consequence of Lemma 3.3 and the classical result [11], Theorem
6.5 of Chapter I, we have to show that λ = 0 does not belong to the spectrum of S(t0) for
some t0 > 0.
Step 1 Assuming the contrary it follows from Corollary 4.4 (c) that λ = 0 is an isolated
point in the spectrum of S(t) for all t > 0. By [4], Proposition 1.10 in Chapter IV, λ = 0
belongs to the approximate spectrum of S(t), t > 0, in the context of [4], Chapter IV. This
means by [4], Lemma 1.9 of Chapter IV, that for all t > 0 there is a sequence fn ∈ L
1(Ω×V )
with
‖fn‖L1(Ω×V ) = 1 , n ∈ N, and ‖S(t)fn‖L1(Ω×V ) −→n→∞ 0. (4.45)
Step 2 It is now our turn to demonstrate that (4.45) cannot hold. For this let 0 < t <
k0(1− Cτ,k0) cτ/vmax which implies by the definitions of cτ and Cτ
0 < t < k0(1− Cτ,k0) cτ/vmax ≤ k0(1− Cτ,k0)τ(r, w) ≤
k0∑
i=1
li(r, w) , (r, w) ∈ D .
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Figuratively, this means that particles just being deterministically reflected at the boundary
during the time interval (0, t), hit the boundary ∂Ω maximally k0 times. Mathematically,
we have the explicit representation of S(t) in (3.22), see Remark 6. Replacing now in (3.22)
p0 by an arbitrary f0 ∈ L1(Ω × V ) and letting t be fixed as above, representation (3.22)
holds for a.e. (r, v) ∈ Ω× V .
Recall the terminology of Definition 3.2. It follows from (3.22) and the above choice of
t that
S(t)f0(r, v) = χ{0}(m)f0(re, v0) + ωχ{1}(m)f0(re, Rr1(v0))
+ . . .+ ωk0χ{k0}(m)f0(re, Rrk0 (. . . Rr1(v0) . . .))
+R(f0; r, v, t) a.e. on (r, v) ∈ Ω× V (4.46)
where the term R(f0; r, v, t) contains all the remaining items of the right-hand side of (3.22)
not appearing in the first two lines of (4.46). Introduce also
Q(f0; r, v, t) := χ{0}(m)f0(re, v0) + ωχ{1}(m)f0(re, Rr1(v0))
+ . . .+ ωk0χ{k0}(m)f0(re, Rrk0 (. . . Rr1(v0) . . .))
where we recall that all terms which contribute to R(f0; ·, ·, t) as well as Q(f0; ·, ·, t), except
for ω, are functions of (r, v) ∈ Ω× V . We have
‖R(f0; ·, ·, t)‖L1(Ω×V ) ≤ ‖R(|f0|; ·, ·, t)‖L1(Ω×V )
= ‖S(t)|f0|‖L1(Ω×V ) − ‖Q(|f0|; ·, ·, t)‖L1(Ω×V ) (4.47)
since, replacing in (4.46) f0 with |f0|, all terms there are non-negative. In the context of
Definition 3.2 we keep in mind the following. For (r, v), (r¯, v¯) ∈ Ω × V with (r, v) 6= (r¯, v¯)
let us follow the two paths pi with time range [0, t] pinned at time t in (r, v) and (r¯, v¯)
generated by deterministic reflections at the boundary ∂Ω. Supposing that these paths do
not terminate in an edge or vertex of ∂Ω, we observe that they do not intersect in both, the
space as well as the velocity variable, at any time between t and 0. Consequently, there is
an one-to-one map a.e. on Ω× V between the starting point (r, v) ≡ (r0, v0) at time t and
the end point{
(re, v0) if no reflection between t and 0
(re, Rrk(. . . Rr1(v0) . . .))) if k reflections between t and 0
, k ∈ {1, . . . , k0}, (4.48)
at time 0 of those deterministic paths. For use in (4.50) below, we observe also that the
volume element dr dv is preserved under this map. Since the map between (r, v) and (4.48)
is one-to-one, by the definition of Q we have
‖Q(|f0|; ·, ·, t)‖L1(Ω×V ) = ‖Q(f0; ·, ·, t)‖L1(Ω×V )
which together with (4.47) gives
‖R(f0; ·, ·, t)‖L1(Ω×V ) + ‖Q(f0; ·, ·, t)‖L1(Ω×V )
≤ ‖S(t)|f0|‖L1(Ω×V ) = ‖|f0|‖L1(Ω×V ) = ‖f0‖L1(Ω×V ) . (4.49)
39
It follows now from (4.46) and (4.49) and the just mentioned preservation of the volume
element dr dv that
‖S(t)f0‖L1(Ω×V ) ≥ 2‖Q(f0; ·, ·, t)‖L1(Ω×V ) − ‖f0‖L1(Ω×V )
≥ 2ωk0‖χ{0}(m)f0(re, v0) + χ{1}(m)f0(re, Rr1(v0))
+ . . .+ χ{k0}(m)f0(re, Rrk0 (. . . Rr1(v0) . . .))‖L1(Ω×V ) − ‖f0‖L1(Ω×V )
≥ (2ωk0 − 1)‖f0‖L1(Ω×V ) (4.50)
where we note that by hypothesis (4.33) we have 2ωk0 − 1 > 0. Thus, (4.50) contradicts
(4.45). ✷
As a continuation of Lemma 3.1, we are also interested in boundedness from below and
above along the group S(t), t ∈ R.
Corollary 4.6 Let the conditions of Theorem 4.5 be satisfied. For p0 ∈ L
∞(Ω × V ) there
are finite real numbers p0,min and p0,max such that
p0,min ≤ S(t) p0 ≤ p0,max a.e. on Ω× V
for all t ∈ R. In particular, if p0 ≥ 0 and ‖1/p0‖L∞(Ω×V ) < ∞ then we may suppose
p0,min > 0.
Proof. The crucial property is that there exist real numbers 0 < gl < gu <∞ such that for
the unique probability desity g invariant with respect to S(t), t ∈ R, it holds that gl ≤ g ≤ gu
a.e. on Ω × V , see Steps 5 and 6 of the proof of Lemma 3.1. The following observation
shows that for
p0 ∈ L
1(Ω× V ) with p0 ≥ 0 and t < 0 we have q := S(t)p0 ≥ 0 . (4.51)
Assume that this was not the case. Let q+ := q ∨ 0 and q− := (−q) ∨ 0. Without loss of
generality we could suppose ‖q+‖L1(Ω×V ) > 0 and ‖q
−‖L1(Ω×V ) > 0 for some t < 0, by the
strong continuity of S(u), t < u < 0, in L1(Ω× V ). Furthermore, we would obtain
‖p0‖L1(Ω×V ) = ‖S(−t)q‖L1(Ω×V ) ≤ ‖S(−t)q
+‖L1(Ω×V ) + ‖S(−t)q
−‖L1(Ω×V )
= ‖q+‖L1(Ω×V ) + ‖q
−‖L1(Ω×V ) = ‖q‖L1(Ω×V ) = ‖S(t)p0‖L1(Ω×V ) (4.52)
because S(−t) has operator norm one in B(L1(Ω × V ), L1(Ω × V )). However, comparing
(4.52) with ‖S(−t)p0‖L1(Ω×V ) = ‖p0‖L1(Ω×V ), which holds because of p0 ≥ 0, we could
conclude
‖p0‖L1(Ω×V ) = ‖q
+‖L1(Ω×V ) + ‖q
−‖L1(Ω×V ) .
This is impossible since p0 ≥ 0, S(−t)q+ ≥ 0 as well as S(−t)q− ≤ 0, and ‖S(−t)q+‖L1(Ω×V )
= ‖q+‖L1(Ω×V ) > 0 as well as ‖S(−t)q
−‖L1(Ω×V ) = ‖q
−‖L1(Ω×V ) > 0. We have verified (4.51).
Now, the statement follows as in Step 7 of the proof of Lemma 3.1. ✷
5 Solutions to the Boltzmann Type Equation
We are interested in global solutions to the Boltzmann type equations (2.2) and (2.4) for
t ≥ 0 and t ∈ R. It is beneficial to construct local solutions in a first step. In particular, the
proof of the existence of global solutions on t ∈ R uses crucially the Knudsen type group
S(t), t ∈ R. The initial values p0 at time zero are probability densities on Ω× V satisfying
c ≤ p0 ≤ C for some 0 < c ≤ C < ∞. Also in this section we shall suppose the global
conditions (i)-(viii).
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5.1 Construction of Local Solutions to the Boltzmann Type Equa-
tion
By the normalization condition in (ii), S(t), t ≥ 0, given in (iii) maps L1(Ω × V ) linearly
to L1(Ω × V ) with operator norm one. We observe furthermore that by the definitions in
(iv)-(vi), for fixed t ≥ 0, Q maps (p(·, ·, t), q(·, ·, t)) ∈ L1(Ω× V )× L1(Ω× V ) to L1(Ω× V )
such that ∫
Ω
∫
V
Q(p(·, ·, t), q(·, ·, t))(r, v) dv dr = 0 (5.1)
and
‖Q(p(·, ·, t), q(·, ·, t))‖L1(Ω×V )
≤ 2‖hγ‖‖B‖‖p(·, ·, t)‖L1(Ω×V )‖q(·, ·, t)‖L1(Ω×V ) (5.2)
where ‖ · ‖ denotes the sup-norm.
Let T > 0 and let (L1(Ω×V ))[0,T ] be the space of all measurable real functions f(r, v, t),
(r, v) ∈ Ω × V , t ∈ [0, T ], such that Ff (t) := f(·, ·, t) ∈ L
1(Ω × V ) for all t ∈ [0, T ] and
Ff ∈ C([0, T ];L1(Ω× V )). With the norm
‖f‖1,T := sup
t∈[0,T ]
‖f(·, ·, t)‖L1(Ω×V )
(L1(Ω× V ))[0,T ] is a Banach space.
Let p0 ∈ L1(Ω× V ) and let p, q ∈ (L1(Ω× V ))[0,T ]. For (r, v, t) ∈ Ω× V × [0, T ] we set
Ψ(p0, p)(r, v, t) := S(t) p0(r, v) + λ
∫ t
0
S(t− s)Q(p, p) (r, v, s) ds (5.3)
where the integral converges in L1(Ω×V ). We have Ψ(p0, p) ∈ (L1(Ω×V ))[0,T ] and according
to (5.2)
‖Ψ(p0, p)‖1,T ≤ ‖p0‖L1(Ω×V ) + λT‖Q(p, p)‖1,T
≤ ‖p0‖L1(Ω×V ) + 2λT‖hγ‖‖B‖‖p‖
2
1,T . (5.4)
Moreover, if λ ≤ 1/(16T‖hγ‖‖B‖) and ‖p0‖L1(Ω×V ) ≤ 3/2 then (5.4) leads to
‖p‖1,T ≤ 2 implies ‖Ψ(p0, p)‖1,T ≤ 2 . (5.5)
Using symmetry and bilinearity of Q(·, ·), for p0, p′0 ∈ L
1(Ω× V ) and q, p1, p2 ∈ (L1(Ω×
V ))[0,T ] we obtain from (5.2)
‖Ψ(p0, p1)−Ψ(p
′
0, p2)‖1,T
≤ max
t∈[0,T ]
‖S(t) (p0 − p
′
0)‖L1(Ω×V ) + λT‖Q(p1 + p2, p1 − p2)‖1,T
≤ ‖p0 − p
′
0‖L1(Ω×V ) + 2λT‖hγ‖‖B‖‖p1 + p2‖1,T‖p1 − p2‖1,T . (5.6)
It follows from (ii) and (iii) that d
dt
∫
Ω
∫
V
S(t) p0(r, v) dr dv = 0, t ≥ 0. Relation (5.1)
gives now
d
dt
∫
Ω
∫
V
Ψ(p0, p)(r, v, t) dr dv = 0 , t ∈ [0, T ]. (5.7)
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Let I1 denote the function constant to one on Ω×V . Furthermore, for t ∈ [0,∞] introduce
c I1t,min :=
(
sup ‖1/(S(τ) I1)‖L∞(Ω×V )
)−1
and c I1t,max := sup ‖S(τ) I1‖L∞(Ω×V )
where, for 0 ≤ t <∞ the supremum is taken over τ ∈ [0, t] and for t =∞ the supremum is
taken over τ ∈ [0,∞). Lemma 3.1 says 0 < c I1t,min ≤ c
I1
t,max < ∞, t ∈ [0,∞]. By (iv)-(vi) it
holds for non-negative p, q ∈ (L1(Ω× V ))[0,T ] that
Q(p, q)(r, v, t) ≥ −‖hγ‖‖B‖ ·
1
2
(‖p‖1,T q(r, v, t) + ‖q‖1,T p(r, v, t)) , (5.8)
r ∈ Ω, v ∈ V , t ∈ [0, T ]. Let us assume
pˆt,max := ess sup{p(r
′, v′, t′) : r′ ∈ Ω, v′ ∈ V, t′ ∈ [0, t]} <∞
and ‖p‖1,T ≤ 1. Relation (5.8) together with definition (5.3) and Lemma 3.1 applied to p0 as
well as p(·, ·, s), s ∈ [0, t], imply that 0 ≤ ‖S(τ−s)p(·, ·, s)‖L1(Ω×V ) ≤ ‖S(τ −s)(pˆt,max · I1)‖ ≤
pˆt,max c
I1
t,max for all 0 ≤ s ≤ τ ≤ t and hence
Ψ(p0, p)(r, v, t) ≥ p0,min − λt‖hγ‖‖B‖ · pˆt,max c
I1
t,max , (5.9)
r ∈ Ω, v ∈ V , t ∈ [0, T ]. For the sake of clarity of the subsequent analysis we stress the
different definitions of p0,min as well as p0,max where p0 ∈ L1(Ω × V ), cf. Lemma 3.1, and
pˆt,max where p ∈ (L1(Ω× V ))[0,T ], cf. above (5.9).
Let N denote the set of all non-negative p0 ∈ L1(Ω × V ) with ‖1/p0‖L∞(Ω×V ) < ∞,
‖p0‖L∞(Ω×V ) < ∞, and ‖p0‖L1(Ω×V ) = 1. For all p0 ∈ N , we may and do assume (3.3) with
p0,min > 0 and p0,max <∞.
Furthermore for p0 ∈ N , let M≡M(p0) be the set of all p ∈ (L1(Ω× V ))[0,T ] such that
‖p(·, ·, t)‖L1(Ω×V ) = 1 and
1
2
p0,min ≤ p(·, ·, t) ≤ p0,max +
1
2
p0,min a.e. on Ω× V , t ∈ [0, T ]. We
note that M may depend on the choice of p0,min and p0,max.
Lemma 5.1 Fix T > 0 as well as c ≥ 1, and let b > 0 be the number defined in condition
(vii).
(a) Let p0 ∈ N and let p ∈ (L1(Ω × V ))[0,T ] be non-negative with ‖p‖1,T ≤ 1. Furthermore,
let 0 ≤ β < p0,min. If 0 < λ ≤ (p0,min − β)/(T‖hγ‖‖B‖ · pˆT,max c I1T,max) then
‖Ψ(p0, p)(·, ·, t)‖L1(Ω×V ) = 1
and
β ≤ Ψ(p0, p)(·, ·, t) ≤ p0,max +
λT‖hγ‖b
2
· pˆT,max c
I1
T,max , t ∈ [0, T ].
(b) Let p0 ∈ N and let p ∈ (L1(Ω×V ))[0,T ] be non-negative with ‖p‖1,T ≤ 1. Furthermore, let
β = 1
2
p0,min and pˆT,max ≤ p0,max+
1
2
p0,min. If 0 < λ ≤ p0,min/(T‖hγ‖b·(p0,max+
1
2
p0,min) c
I1
T,max)
then we have
1
2
p0,min ≤ Ψ (p0, p) (·, ·, t) ≤ p0,max +
1
2
p0,min , t ∈ [0, T ].
(c) Let p0 ∈ L1(Ω × V ) and p1, p2 ∈ (L1(Ω × V ))[0,T ] and δ ∈ (0, 1). For 0 < λ ≤
δ/(2T‖hγ‖B‖(‖p1‖1,T + ‖p2‖1,T )) we have
‖Ψ (p0, p1)−Ψ (p0, p2)‖1,T ≤ δ ‖p1 − p2‖1,T . (5.10)
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(d) In particular, let p0 ∈ N , p1, p2 ∈M and δ ∈ (0, 1). For
0 < λ ≤
3δ
4
p0,min/(T‖hγ‖b ·
(
p0,max +
1
2
p0,min
)
c I1T,max) ,
we have Ψ (p0, p1) ,Ψ (p0, p2) ∈M and (5.10).
Proof. Recalling ‖p‖1,T ≤ 1,
∫
Sd−1+
dσ = 1
2
, and looking at representation (2.8) we find
Ψ(p0, p)(·, ·, t) ≤ p0,max +
λ‖hγ‖b
2
·
∫ t
0
S(t− s)(pˆT,max · I1) ds , t ∈ [0, T ].
Parts (a) and (b) of the Lemma are now a consequence of (5.3), (5.7), (5.9), and (2.8)
together with (vii). For part (b) we note that 2‖B‖ ≤ b, cf. Section 2. Parts (c) and (d)
follow from (5.6), and parts (a) and (b). For part (d) we note that c I1T,max ≥ 1. ✷
Let T > 0. Let us iteratively construct a solution p ≡ p(p0) to (2.4) restricted to
(r, v, t) ∈ Ω× V × [0, T ] By (i)-(iii) we have then the boundary conditions (2.3). Set
p(0)(·, ·, t) := p0 , p
(n)(·, ·, t) := Ψ
(
p0, p
(n−1)
)
(·, ·, t) , t ∈ [0, T ], n ∈ N.
We note that with d(q1, q2) := ‖q1 − q2‖1,T , q1, q2 ∈ M, the pair (M, d) is a complete
metric space. Furthermore, Lemma 5.1 (a) and (b) imply that, for λ as in Lemma 5.1 (b),
q ∈ M ≡ M(p0) yields Ψ (p0, q) ∈ M. An immediate consequence of Lemma 5.1 (d) and
the Banach fixed point theorem is now part (b) of the following proposition. The first part
of (a) is a consequence of Lemma 5.1 (c), (5.5), and again the Banach fixed point theorem.
The continuity statement in the second part of (a) follows from (5.6).
Proposition 5.2 Fix T > 0 and let b > 0 be the number defined in condition (vii).
(a) Fix 0 < λ ≤ 1/(16T‖hγ‖‖B‖). Let p0 ∈ L
1(Ω× V ) with ‖p0‖L1(Ω×V ) ≤ 3/2. There is a
unique element p ≡ p(p0) ∈ (L1(Ω× V ))[0,T ] such that
p = Ψ (p0, p) .
The map {q0 ∈ L1(Ω × V ) : ‖q0‖L1(Ω×V ) ≤ 3/2} ∋ p0 7→ p(p0) ∈ (L
1(Ω × V ))[0,T ] is
continuous.
(b) Assume p0 ∈ N and 0 < λ <
3
4
p0,min/(T‖hγ‖b · (p0,max +
1
2
p0,min) c
I1
T,max). There is a
unique element p ≡ p(p0) ∈M such that
p = Ψ (p0, p) .
In other words, for p0 ∈ N the equation (2.4), restricted to (r, v, t) ∈ Ω × V × [0, T ], has a
unique solution p ≡ p(p0). This solution satisfies
1
2
p0,min ≤ p(p0)(·, ·, t) ≤ p0,max +
1
2
p0,min a.e. on Ω× V
and ‖p(p0)(·, ·, t)‖L1(Ω×V ) = 1, t ∈ [0, T ]. Furthermore,
lim
n→∞
∥∥p(n) − p(p0)∥∥1,T = 0 .
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5.2 Global Solutions to the Boltzmann Type Equation for t ≥ 0
and t ∈ R
Lemma 3.3 and Theorem 4.5 will now be applied to investigate the existence of solutions
to the integrated (mild) version of the Boltzmann equation (2.4). As above, let (A,D(A))
denote the infinitesimal operator of the strongly continuous semigroup S(t), t ≥ 0, in L1(Ω×
V ). Obviously, (A,D(A)) is also the infinitesimal operator of the strongly continuous group
S(t), t ∈ R, whenever the hypotheses of Theorem 4.5 are satisfied.
Proposition 5.3 (a) Let p0 ∈ L1(Ω×V ). There exists Tmax ≡ Tmax(p0) ∈ (0,∞] such that
the following holds. The equation (2.4) with p(·, ·, 0) = p0 has a unique solution p(·, ·, t) ∈
L1(Ω× V ), t ∈ [0, Tmax), which is continuous in t ∈ [0, Tmax) with respect to the topology in
L1(Ω× V ). Moreover, if Tmax <∞ then limt↑Tmax ‖p(·, ·, t)‖L1(Ω×V ) =∞.
(b) Let p0 ∈ D(A). The solution p(·, ·, t), t ∈ [0, Tmax), to the equation (2.4) given in part
(a) satisfies
d
dt
p(·, ·, t) = Ap(·, ·, t) + λQ(p, p) (·, ·, t) , t ∈ [0, Tmax), (5.11)
with p(·, ·, t) ∈ D(A). Here, d/dt is a derivative in L1(Ω × V ). At t = 0 it is the right
derivative.
(c) Let p0 ∈ L1(Ω × V ). For the solution p(·, ·, t), t ∈ [0, Tmax), to the equation (2.4) given
in part (a) it holds that∫
Ω
∫
V
p0(r, v) dv dr =
∫
Ω
∫
V
p(r, v, t) dv dr , t ∈ [0, Tmax).
Proof. Step 1 We prove part (a). We recall that the equation (2.4) is the integrated (mild)
version of (5.11) with boundary conditions (2.3) induced by the boundary conditions of S(t),
t ≥ 0, see (iii). For q1, q2 ∈ L
1(Ω× V ) we have
‖Q(q1, q1)−Q(q2, q2)‖L1(Ω×V ) = ‖Q(q1 + q2, q1 − q2)‖L1(Ω×V )
≤ ‖B‖ ‖hγ‖ ‖q1 + q2‖L1(Ω×V ) ‖q1 − q2‖L1(Ω×V ) ,
i. e. L1(Ω × V ) ∋ q 7→ Q(q, q) ∈ L1(Ω × V ) is locally Lipschitz continuous with constant
2C‖B‖ ‖hγ‖ on {q ∈ L1(Ω × V ) : ‖q‖L1(Ω×V ) ≤ C} for any C > 0. Let us keep in mind
the strong continuity of S(t), t ≥ 0, in L1(Ω × V ), cf. Lemma 3.3. The standard reference
[11] Theorem 1.4 of Chapter 6, says now that there is a unique solution p to (2.4) with
p(·, ·, 0) = p0 on some time interval t ∈ [0, Tmax) such that
Tmax <∞ implies lim
t↑Tmax
‖p(·, ·, t)‖L1(Ω×V ) =∞ .
Furthermore, the just quoted source says also that p(·, ·, t) is continuous on t ∈ [0, Tmax)
with respect to the topology in L1(Ω× V ).
Step 2 We prove part (b). For h ∈ L1(Ω× V ) we have
‖Q(q + h, q + h)−Q(q, q)− 2Q(q, h)‖L1(Ω×V )
‖h‖L1(Ω×V )
= ‖Q(h, h)‖L1(Ω×V ) /‖h‖L1(Ω×V )
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which converges to zero as ‖h‖L1(Ω×V ) → 0 by (5.2). Therefore the map L
1(Ω × V ) ∋ q →
Q(q, q) ∈ L1(Ω× V ) is Fre´chet differentiable. The Fre´chet derivative at q ∈ L1(Ω× V ) has
the representation
∇Q(q, q)(·) = 2Q(·, q) .
Next we remind of the notation B ≡ B(L1(Ω× V ), L1(Ω× V )) of the space of all bounded
linear operators L1(Ω×V ) 7→ L1(Ω×V ) endowed with the operator norm. We observe that
‖∇Q(p, p)(·)−∇Q(q, q)(·)‖B = 2‖Q(·, p)−Q(·, q)‖B
= sup
‖h‖
L1(Ω×V )=1
‖Q(h, p− q)‖L1(Ω×V )
converges to zero as ‖p− q‖L1(Ω×V ) → 0 by (5.2). Thus the Fre´chet derivative ∇Q as a map
L1(Ω× V ) 7→ B(L1(Ω×V ), L1(Ω×V )) is continuous on L1(Ω× V ) is continuous. Now [11]
Theorem 1.5 of Chapter 6, says that if p0 ∈ D(A) then the solution p(·, ·, t) to (2.4) satisfies
p(·, ·, t) ∈ D(A) as well as (5.11).
Step 3 Part (c) is an immediate consequence of (5.7). ✷
We mention that, even if p(·, ·, 0) = p0 is positively bounded from below, it is not yet
clear whether or not p(·, ·, t) is a.e. non-negative for all t ∈ [0, Tmax). We will address this
problem in Lemma 5.5 below. Together with Proposition 5.3 this will lead to global solutions
on t ∈ [0,∞) of (2.4). See Theorem 5.6 and Corollary 5.7 below.
Let p0 be a probability density and let 0 < T < Tmax(p0). Denote by p the solution to
(2.4) on Ω × V × [0, T ] with p(·, ·, 0) = p0 given in Lemma 5.3 (a). The continuity with
respect to L1(Ω× V ) of the map [0, T ] ∋ t 7→ p(·, ·, t), stated in Proposition 5.3 (a), implies
that
‖p‖1,T ≤ CT for some 0 < CT <∞ . (5.12)
Let us recall the notation of Section 2. Tn the present subsection we shall use the
decomposition Q(p, p) = Q+(p, p)−Q−(p, p) of the collision operator specified by
Q+(p, p)(r, v, t) =
∫
V
∫
Sd−1+
B(v, v1, e)p(r, v
∗, t)pγ(r, v
∗
1, t)χ{(v∗,v∗1 )∈V×V } de dv1
in the sense of an element in L1(Ω× V ). The expression
Bˆ(v, v1) :=
∫
Sd−1+
B(v, v1, e) · χ{(v∗,v∗1 )∈V×V }(v, v1, e) de
is by condition (v) well-defined for (v, v1) ∈ V × V . Keeping in mind (vi) and the definition
of pγ in Section 2, the term
Bˆp(r, v, t) := λ
∫
V
Bˆ(v, v1) pγ(r, v1, t) dv1
is well-defined and bounded on (r, v, t) ∈ Ω× V × [0, T ]. Here∣∣∣Bˆp(r, v, t)∣∣∣ ≤ λ‖hγ‖‖B‖‖p(·, ·, t)‖L1(Ω×V ) ≤ CTλ‖hγ‖‖B‖ , (5.13)
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cf. also (5.12). In fact, we have Q−(p, p)(·, ·, t) = p(·, ·, t)Bˆp(·, ·, t) ∈ L1(Ω × V ). Moreover,
by (vi), the map Ω ∋ r 7→ pγ(r, ·, t) is bounded and uniformly continuous with respect to
the topology of L1(V ) for any t ∈ [0, T ]. Thus by (v), Bˆp(·, ·, t) is bounded and continuous
on Ω× V for any t ∈ [0, T ].
Remark 12 Let t ∈ [0, T ]. According to (2.4) and Proposition 5.3 (a) [0, t] ∋ s 7→ S(t −
s)Q(p, p) (·, ·, s) is Bochner integrable, i. e.∫ t
0
‖S(t− s)Q(p, p) (·, ·, s)‖L1(Ω×V ) ds <∞ .
By (5.12) we have
∫ t
0
‖p(·, ·, s)‖L1(Ω×V ) ds < ∞. Together with (5.13), ‖S(t − s)‖B = 1 as
the operator norm in B(L1(Ω × V ), L1(Ω × V )), and Q−(p, p)(·, ·, s) = p(·, ·, s)Bˆp(·, ·, s),
s ∈ [0, t], this leads to∫ t
0
‖S(t− s)Q−(p, p) (·, ·, s)‖L1(Ω×V ) ds <∞
as well as ∫ t
0
‖S(t− s)Q+(p, p) (·, ·, s)‖L1(Ω×V ) ds <∞ .
In other words, S(t − ·)Q−(p, p) ∈ L1([0, t];L1(Ω × V )) as well as S(t − ·)Q+(p, p) ∈
L1([0, t];L1(Ω× V )). According to [8], Appendix C, both integrals∫ t
0
S(t− s)Q−(p, p) (·, ·, s) ds as well as
∫ t
0
S(t− s)Q+(p, p) (·, ·, s) ds
can be evaluated a.e. on Ω×V as ordinary Lebesgue integrals. Replacing the bounds, these
integrals can also be evaluated over arbitrary Borel subsets of [0, t] instead of over the whole
interval [0, t].
Remark 13 From Remark 12 and (2.4) we obtain for a.e. (r, v) ∈ Ω × V and all 0 ≤ τ ≤
TΩ(r, v) ∧ t
p(r − τv, v, t− τ)− p(r, v, t)
= −
∫ τ
0
λQ(p, p)(r − sv, v, t− s) ds
=
∫ τ
0
λQ−(p, p)(r − sv, v, t− s) ds−
∫ τ
0
λQ+(p, p)(r − sv, v, t− s) ds (5.14)
which includes
∫ τ
0
|λQ−(p, p)(r − sv, v, t− s)| ds <∞ as well as
∫ τ
0
|λQ+(p, p)(r − sv, v, t−
s)| ds < ∞. By approximation on τ ∈ {ta : a ∈ [0, 1] is rational} along rays τ 7→ r − τv
relation (5.14) holds also for a.e. (r, v) ∈ ∂Ω× V with v ◦ n(r) ≥ 0.
For the next lemma we stress that Bˆp is well-defined and bounded on Ω×V ×[0, T ] for any
0 < T < Tmax, cf. (5.13). We remind of the notation diam(Ω) = sup{|r1 − r2| : r1, r2 ∈ Ω}
and denote Tm := diam(Ω)/vmin.
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Lemma 5.4 Let p0 ∈ L1(Ω× V ) and 0 < T < Tmax. Let p(·, ·, s), s ∈ [0, T ], be the solution
to (2.4) with p(·, ·, 0) = p0 given in Proposition 5.3 (a). Then for all t ∈ [0, T ], all (r, v) ∈
Ω × V as well as all (r, v) ∈ ∂(1)Ω × V such that v ◦ n(r) ≥ 0, and all 0 ≤ τ ≤ TΩ(r, v) ∧ t
we have
0 < exp {−λ(Tm ∧ T )‖hγ‖‖B‖}
≤ ψ(r, v, t; τ) := exp
{∫ τ
0
Bˆp(r − sv, v, t− s) ds
}
≤ exp {λ(Tm ∧ T )‖hγ‖‖B‖} <∞ .
Suppose (5.14) for some r, v, t, τ as above. Then
p(r − τv, v, t− τ)
= ψ(r, v, t; τ)
(
−
∫ τ
0
λQ+(p, p)(r − sv, v, t− s)
ψ(r, v, t; s)
ds+ p(r, v, t)
)
. (5.15)
Proof. As already noted below (5.13), Bˆp(·, ·, t) is bounded and continuous on Ω×V for any
t ∈ [0, T ]. In particular, [0, TΩ ∧ t] ∋ τ 7→ Bˆp(r− τv, v, t) is continuous for all (r, v) ∈ Ω× V
or (r, v) ∈ ∂(1)Ω× V with v ◦ n(r) ≥ 0. We note also that by (5.13) we have
0 < exp {−λ(Tm ∧ T )‖hγ‖‖B‖} ≤ inf ψ
as well as
supψ ≤ exp {λ(Tm ∧ T )‖hγ‖‖B‖} <∞
where both, the infimum as well as the supremum, are taken over the set {(r, v, t, τ) : (r, v) ∈
Ω× V, t ∈ [0, T ], τ ∈ [0, TΩ(r, v) ∧ t]}.
For the rest of the proof, let (r, v) ∈ Ω× V or (r, v) ∈ ∂(1)Ω× V with v ◦ n(r) ≥ 0 such
that we have (5.14). By the just mentioned boundedness of ψ, for
ϕ(τ, t) := p(r, v, t+ τ)ψ(r, v, t+ τ ; τ)
≡ p(r, v, t+ τ) exp
{∫ τ
0
Bˆp(r − sv, v, t+ τ − s) ds
}
, τ ∈ [0, TΩ ∧ t], (5.16)
the map [0, TΩ ∧ t] ∋ τ 7→ ϕ(τ, t− τ), τ ∈ [0, TΩ ∧ t], is well-defined whenever (5.14). From
(5.16) we get
ϕ(τ, t− τ)− ϕ(0, t) = p(r, v, t)
(
exp
{∫ τ
0
Bˆp(r − sv, v, t− s) ds
}
− 1
)
=
∫ τ
0
Bˆp(r − sv, v, t− s)p(r, v, t) exp
{∫ s
0
Bˆp(r − uv, v, t− u) du
}
ds
=
∫ τ
0
Bˆp(r − sv, v, t− s)ϕ(s, t− s) ds . (5.17)
Recalling Remarks 12 and 13 we note that
f(τ, t) := ψ(r, v, t+ τ ; τ)
(
−
∫ τ
0
λQ+(p, p)(r − sv, v, t+ τ − s)
ψ(r, v, t+ τ ; s)
ds+ p(r, v, t+ τ)
)
, (5.18)
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τ ∈ [0, TΩ ∧ t], is well-defined for (r, v) as chosen for this proof. Moreover we observe that
by (5.16)
f(τ, t) = −ψ(r, v, t+ τ ; τ)
∫ τ
0
λQ+(p, p)(r − sv, v, t+ τ − s)
ψ(r, v, t+ τ ; s)
ds+ ϕ(τ, t) . (5.19)
Using (5.16)-(5.19) the following is a straightforward calculation,
f(τ, t− τ)− f(0, t) = −ψ(r, v, t; τ)
∫ τ
0
λQ+(p, p)(r − sv, v, t− s)
ψ(r, v, t; s)
ds
+ϕ(τ, t− τ)− ϕ(0, t)
= − exp
{∫ τ
0
Bˆp(r − uv, v, t− u) du
}∫ τ
0
λQ+(p, p)(r − sv, v, t− s)
ψ(r, v, t; s)
ds
+
∫ τ
0
Bˆp(r − sv, v, t− s)ϕ(s, t− s) ds
= −
∫ τ
0
Bˆp(r − sv, v, t− s) exp
{∫ s
0
Bˆp(r − uv, v, t− u) du
}
×
×
∫ s
0
λQ+(p, p)(r − uv, v, t− u)
ψ(r, v, t; u)
du ds−
∫ τ
0
λQ+(p, p)(r − uv, v, t− u) du
+
∫ τ
0
Bˆp(r − sv, v, t− s)ϕ(s, t− s) ds
=
∫ τ
0
Bˆp(r − sv, v, t− s)
(
−ψ(r, v, t; s)
∫ s
0
λQ+(p, p)(r − uv, v, t− u)
ψ(r, v, t; u)
du
+ ϕ(s, t− s)
)
ds−
∫ τ
0
λQ+(p, p)(r − uv, v, t− u) du
=
∫ τ
0
(
Bˆp(r − sv, v, t− s)f(s, t− s)− λQ
+(p, p)(r − sv, v, t− s)
)
ds . (5.20)
Let us look at (5.20) as an equation for [0, TΩ ∧ t] ∋ τ 7→ f(τ, t − τ). Keeping in mind
uniqueness of the related homogeneous equation (5.17) we establish uniqueness of equation
(5.20) under the initial condition f(0, t) = p(r, v, t).
One representation of the solution to the equation (5.20) under f(0, t) = p(r, v, t) can be
obtained from (5.18) replacing there t with t − τ . In addition, it follows from (5.14) that
f(τ, t− τ) := p(r− τv, v, t− τ), 0 ≤ τ ≤ TΩ ∧ t, is a second representation. We have verified
(5.15). ✷
Lemma 5.5 Let p0 ∈ L1(Ω × V ) and p with p(·, ·, 0) = p0 be the solution to (2.4) given
in Proposition 5.3 (a). If there exist constants 0 < c ≤ C < ∞ with c ≤ p0 ≤ C a.e. on
Ω × V then there exists a strictly decreasing positive function [0, Tmax) ∋ t 7→ ct such that
p(·, ·, t) ≥ ct a.e. on Ω× V .
Proof. Without loss of generality suppose ‖p0‖L1(Ω×V ) = 1. According to Proposition 5.2
(b), for given λ > 0 there exists 0 < T < Tmax and a unique solution p on Ω× V × [0, T ] to
(2.4) with p(·, ·, 0) = p0 such that 0 < c1 ≤ p(·, ·, s) a.e. on Ω×V for all s ∈ [0, T ] and some
c1 > 0.
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Let leb denote the Lebesgue measure on (Ω× V,B(Ω × V )) and assume now that there
is t∗ ∈ [T, Tmax) such that
leb
(
{(r, v) ∈ Ω× V : p(r, v, s) ≤ 0}
)
= 0 for 0 ≤ s < t∗ (5.21)
and
leb
(
{(r, v) ∈ Ω× V : p(r, v, s) ≤ 0}
)
> 0 for s = t∗ or t∗ < s < s1 (5.22)
for some t∗ < s1 < Tmax. Note that the opposite to this assumption is p(·, ·, s) > 0 a.e. on
Ω × V for every s ∈ [0, Tmax). Therefore it is our objective to show that the assumption
(5.21), (5.22) is false.
Let t ∈ [0, Tmax) and recall the times
tk ≡ tΩ,k(r0, v0, . . . , vk−1) :=
k∑
l=1
TΩ(rl−1, vl−1) , 1 ≤ k ≤ m for m ∈ N,
from Subsection 3.2 and set t˜k := tk ∧ t. For a.e. (r, v) ≡ (r0, v0) ∈ Ω × V and a.e.
(r, v) ≡ (r0, v0) ∈ ∂(1)Ω× V with v ◦ n(r) ≥ 0 an iteration of (5.15) leads to
p(r, v, t) =
(∫ t˜1
0
λQ+(p, p)(r0 − sv0, v0, t− s)
ψ(r0, v0, t; s)
ds
+
ωχ[1,∞)(m)p (r1, Rr1(v0), t− t1) + χ{0}(m)p0(re, v0)
ψ
(
r0, v0, t; t˜1
)
)
+
∞∑
k=1
(1− ω)M(r1, v0)
∫
v1◦n(r1)≥0
(v1 ◦ n(r1)) . . .×
×(1− ω)M(rk, vk−1)
∫
vk◦n(rk)≥0
(vk ◦ n(rk))×
×
(
χ[k,∞)(m)
∫ t˜k+1
tk
λQ+(p, p)(rk − (s− tk)vk, vk, t− s)
ψ (rk, vk, t− tk; s− tk)
ds
+
ω χ[k+1,∞)(m)p
(
rk+1, Rrk+1(vk), t− tk+1
)
+ χ{k}(m)p0(re, vk)
ψ
(
rk, vk, t− tk; t˜k+1 − tk
)
)
dvk . . . dv1
(5.23)
where we note that the structure of this sum is a slight reordering of the structure of the
sums (3.20) and (3.22). By the assumption (5.21), (5.22) all summands are non-negative
for t ∈ [0, t∗). Thus, the infinite sum converges since the iteration of (5.15) shows that any
partial sum is bounded by the non-negative p(r, v, t), t ∈ [0, t∗).
Let the function
g(r, v, t) := χ{0}(m) +
∞∑
k=1
(1− ω)Mmin
∫
v1◦n(r1)≥0
(v1 ◦ n(r1)) . . .×
×(1− ω)Mmin
∫
vk◦n(rk)≥0
(vk ◦ n(rk))χ{k}(m) dvk . . . dv1 ,
be defined for t > 0 and all (r, v) ∈
(
Ω ∪ ∂(1)Ω
)
× V . It has the following properties.
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(1) We have limt→0 g(r, v, t) = 1 for all (r, v) ∈ Ω × V and all (r, v) ∈ ∂(1)Ω × V with
v ◦ n(r) ≥ 0.
(2) For fixed t > 0 and (r, v) ∈ ∂(1)Ω × V with v ◦ n(r) ≤ 0 the function g satisfies the
boundary conditions
g(r, v, t) = (1− ω)Mmin · J(r, t)(g) < J(r, t)(g)
(∫
w◦n(r)≥0
w ◦ n(r) dw
)−1
.
(3) By (1) and (2) and the definition of g, the function (0,∞) ∋ t 7→ g(r, v, t) is non-
increasing for all (r, v) ∈
(
Ω ∪ ∂(1)Ω
)
× V .
(4) For t > 0 and (r, v) ∈ ∂(1)Ω × V with v ◦ n(r) ≥ 0, the function [0, TΩ(r, v)] ∋ s 7→
g(r − sv, v, t) is non-decreasing.
As a consequence of properties (2)-(4), limn→0 g(rn, vn, t) = 0 for fixed t > 0 and some
sequence (rn, vn) ∈ ∂
(1)Ω× V , n ∈ N, implies g(r, v, t) = 0 for a.e. (r, v) ∈
(
Ω ∪ ∂(1)Ω
)
× V .
Thus
c˜t := ess inf
(r,v)∈Ω×V
g(r, v, t) > 0
and setting c˜0 := 1, the function [0,∞) ∋ t 7→ c˜t is non-increasing. It follows from (5.23)
and Lemma 5.4 that
p(r, v, t) ≥
χ{0}(m)p0(re, v0)
‖ψ(·, ·, t; t)‖L∞(Ω×V )
+
∞∑
k=1
(1− ω)M(r1, v0)
∫
v1◦n(r1)≥0
(v1 ◦ n(r1)) . . .×
×(1 − ω)M(rk, vk−1)
∫
vk◦n(rk)≥0
(vk ◦ n(rk))
χ{k}(m)p0(re, vk)
‖ψ(·, ·, t; t)‖L∞(Ω×V )
dvk . . . dv1
≥
c
exp{λt‖hγ‖‖B‖}
g(r, v, t) , (r, v, t) ∈ Ω× V × (0, t∗),
where we recall that for fixed (r, v), the number m is a function of t and v1, v2, . . . , ve. It
follows that
ess inf
(r,v)∈Ω×V
p(r, v, t) ≥ c˜t ·
c
exp{λt‖hγ‖‖B‖}
=: ct > 0 , 0 ≤ t < t
∗, (5.24)
and that [0, t∗) ∋ t 7→ ct is strictly decreasing. Relations (5.24) and (5.15) imply that (5.22)
cannot hold.
As already mentioned, this means p(·, ·, t) > 0 a.e. on Ω×V for every t ∈ [0, Tmax). Now
we repeat the reasoning from (5.23) on, for arbitrary t ∈ [0, Tmax). We obtain (5.24) for all
t ∈ [0, Tmax) including the definition of ct for all t ∈ [0, Tmax) and that [0, Tmax) ∋ t 7→ ct is
strictly decreasing. ✷
Let b > 0 be the number defined in condition (vii). Furthermore, let us remind of the
notations c I1∞,max = supt≥0 ‖S(t) I1‖L∞(Ω×V ), which is finite by Lemma 3.1, and p0,max, cf.
Lemma 3.1. We may now state the following result on the existence of global solutions on
t ∈ [0,∞) to the equation (2.4).
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Theorem 5.6 Let p0 ∈ L1(Ω×V ) with ‖p0‖L1(Ω×V ) = 1 and suppose that there are constants
0 < c ≤ C < ∞ with c ≤ p0 ≤ C a.e. on Ω × V . Then there exists a unique solution p to
(2.4) on Ω×V × [0,∞) with p(·, ·, 0) = p0. The solution p ≡ p(p0) to (2.4) has the following
properties.
(1) The map [0,∞) ∋ t 7→ p(·, ·, t) ∈ L1(Ω× V ) is continuous with respect to the topology
in L1(Ω× V ).
(2) We have ‖p(·, ·, t)‖L1(Ω×V ) = 1, t ≥ 0.
(3) There exists a strictly decreasing positive function [0,∞) ∋ t 7→ ct such that p(·, ·, t) ≥
ct a.e. on Ω× V .
(4) We have
‖p(·, ·, t)‖L∞(Ω×V ) ≤ p0,max · exp
{
λ‖hγ‖ b c
I1
∞,max · t
}
, t ∈ [0,∞).
Proof. Step 1 The properties (1)-(3) are an immediate consequence of Proposition 5.3, parts
(a) as well as (c), and Lemma 5.5. In particular we obtain Tmax =∞.
Let us verify (4). It follows from Lemma 3.1, (2.4), (2.8), and property (3) of this theorem
that
‖p(·, ·, t)‖L∞(Ω×V ) ≤ p0,max + λ‖hγ‖ b ·
∫ t
0
S(t− s)(‖p(·, ·, s)‖L∞(Ω×V ) · I1) ds
≤ p0,max + λ‖hγ‖ b c
I1
∞,max ·
∫ t
0
‖p(·, ·, s)‖L∞(Ω×V ) ds , t ≥ 0, (5.25)
where we have not yet excluded that both sides are infinite.
Recalling that c I1T,max ≤ c
I1
∞,max <∞ we may use Proposition 5.2 (b) to claim that there
is some T ≡ T (λ, p0) > 0 such that ‖p(·, ·, t)‖L∞(Ω×V ) is bounded on t ∈ [0, T ]. This allows
to apply Gro¨nwall’s inequality to (5.25) in order to obtain (4) for t ∈ [0, T ].
Step 2 We keep in mind the particular form of (4) on every time interval t ∈ [0, T1] on which
both sides of (5.25) is finite. In order to apply Gro¨nwall’s inequality on t ≥ 0 it is sufficient
to show that there is no t0 > 0 such that
lim sup
t↑t0
‖p(·, ·, t)‖L∞(Ω×V ) <∞ and ‖p(·, ·, t0)‖L∞(Ω×V ) =∞. (5.26)
This is what we are concerned with in the remainder of the proof. We therefore assume that
there was a t0 > 0 with (5.26). It is our aim to lead this assumption to a contradiction. Let
n ∈ N and
Bn := {(r, v) ∈ Ω× V : p(r, v, t0) > n} .
By the assumption we have leb(Bn) > 0. Recalling Step 1 of the proof of Lemma 3.3 let us
choose εn > 0 such that leb(Bn ∩ (Ωεn × V )) > 0 and t0 ≥ εn/(2vmax). For s := εn/(2vmax)
we have
r − τv ∈ Ω for all τ ∈ [0, s], r ∈ Ωεn , v ∈ V.
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This implies {r − τv : (r, v) ∈ Bn ∩ (Ωεn × V )} ⊂ Ω and
leb
(
{(r − τv, v) : (r, v) ∈ Bn ∩ (Ωεn × V )}
)
≥ cn , τ ∈ [0, s], (5.27)
for some cn > 0. Choosing now n > lim supt↑t0 ‖p(·, ·, t)‖L∞(Ω×V ) relations (5.26) and (5.27)
contradict (5.14).
We have verified that there is no t0 > 0 with (5.26). Applying now Gro¨nwall’s inequality
to (5.25) we obtain (4) for t ≥ 0. ✷
Recall that (A,D(A)) denotes the infinitesimal operator of the strongly continuous semi-
group S(t), t ≥ 0, in L1(Ω×V ). Together with Proposition 5.3 (b) we obtain the following.
Corollary 5.7 Let p0 ∈ D(A) with ‖p0‖L1(Ω×V ) = 1 and suppose that there are constants
0 < c ≤ C < ∞ with c ≤ p0 ≤ C a.e. on Ω × V . Then there is a unique solution
p(·, ·, t) ∈ D(A), t ∈ [0,∞), to the equation
d
dt
p(·, ·, t) = Ap(·, ·, t) + λQ(p, p) (·, ·, t)
with p(·, ·, 0) = p0. Here, d/dt is a derivative in L1(Ω×V ). At t = 0 it is the right derivative.
This solution coincides with the solution to the equation (2.4) for p(·, ·, 0) = p0 ∈ D(A)
of Theorem 5.6 and has therefore the properties (1)-(4) of Theorem 5.6.
Let us recall Theorem 4.5 and Corollary 4.6. The main result of the paper is the following.
Theorem 5.8 Suppose that the conditions of Theorem 4.5 are satisfied.
(a) Let p0 ∈ L1(Ω × V ) with ‖p0‖L1(Ω×V ) = 1 and suppose that there are constants 0 < c ≤
C <∞ with c ≤ p0 ≤ C a.e. on Ω×V . Then for every τ ≤ 0 there exists a unique solution
p to
p(r, v, t) = S(t) p0(r, v) + λ
∫ t
τ
S(t− s)Q(p, p) (r, v, s) ds . (5.28)
on Ω× V × [τ,∞) with p(·, ·, 0) = p0. We have properties (1)-(3) of Theorem 5.6 for t ≥ τ
as well as
‖p(·, ·, t)‖L∞(Ω×V ) ≤ p0,max · exp
{
λ‖hγ‖ b c
I1
∞,max · (t− τ)
}
, t ∈ [τ,∞). (5.29)
(b) Let p0 ∈ D(A) with ‖p0‖L1(Ω×V ) = 1 and suppose that there are constants 0 < c ≤
C < ∞ with c ≤ p0 ≤ C a.e. on Ω × V . Then for every τ ≤ 0 there is a unique solution
p(·, ·, t) ∈ D(A), t ∈ [τ,∞), to the equation
d
dt
p(·, ·, t) = Ap(·, ·, t) + λQ(p, p) (·, ·, t)
with p(·, ·, 0) = p0. Here, d/dt is a derivative in L1(Ω×V ). At t = τ it is the right derivative.
This solution coincides with the solution to the equation (5.28) if there p(·, ·, 0) = p0 ∈ D(A).
We have properties (1)-(3) of Theorem 5.6 for t ≥ τ as well as (5.29).
Proof. For part (a) we refer to 4.5, Corollary 4.6, and Theorem 5.6, and in particular
to Step 1 of its proof. For part (b) there is just to demonstrate that p0 ∈ D(A) implies
p(·, ·, τ) ∈ D(A). However, analyzing the equation
d
dt
q(·, ·, t) = −Aq(·, ·, t)− λQ(q, q) (·, ·, t) , t ≥ 0, q(·, ·, 0) = p0
as in the proof of Proposition 5.3, Step 2, and Corollary 5.7, p(·, ·, τ) ∈ D(A) follows from
[11], Theorem 1.5 of Chapter 6, [11]. Here we note that by Theorem 4.5, (−A,D(A)) is the
generator of the strongly continuous semigroup S(−u), u ≥ 0. ✷
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