A simple scheme is proposed for handling nonlinear equality constraints in the context of a previously introduced sequential quadratic programming (SQP) algorithm for inequality constrained problems, generating iterates satisfying the constraints. The key is an idea due to Mayne and Polak (Math. Progr., vol. 11, pp. 67{80, 1976) by which nonlinear equality constraints are treated as \ "-type constraints to be satis ed by all iterates, thus precluding any positive value, and an exact penalty term is added to the objective function, thus penalizing negative values. Mayne and Polak obtain a suitable value of the penalty parameter by iterative adjustments based on a test involving estimates of the KKT multipliers. We argue that the SQP framework allows for a more e ective estimation of these multipliers, and we provide convergence analysis of the resulting algorithm. Numerical results, obtained with the cfsqp code, are reported.
INTRODUCTION
Notation. Let IR denote the set of real numbers, IR n the set of real n-vectors, and IN the set of natural numbers. Given x 2 IR n , x j denotes the jth component of the vector x. Given two vectors x; y 2 IR n , hx; yi denotes the standard inner product on IR n and kxk the standard Euclidian norm. To indicate that a symmetric matrix H 2 IR n n is positive de nite, we write H > 0. The notation fx k g k2K is used to denote a sequence of vectors x k 2 IR n with indices in the index set K (if the subscript is omitted, K is assumed to be IN). Finally, we write x k k2K ?! x to indicate that the sequence converges to x on the in nite index set K. Consider the problem min x2IR n f 0 (x) s.t. f j (x) = 0; j = 1; : : : ; m e ; g j (x) 0; j = 1; : : : ; m i ; (P ) where f j : IR n ! IR, j = 0; 1; : : : ; m e , and g j : IR n ! IR; j = 1; : : : ; m i are continuously di erentiable. In the case when m e = 0, a recently proposed \feasi-ble" sequential quadratic programming (FSQP) algorithm 9] e ciently solves such problems while forcing all iterates to remain feasible (i.e., to satisfy all constraints). Advantages of feasible iterates are discussed in 1, 9] . While equality constraints can easily be handled by means of a standard quadratic penalty function, the feasible iterate framework makes it possible to use a more satisfactory scheme proposed by Mayne and f j (x) < 0 for some j 2 f1; : : :; m e g, while feasibility for the modi ed problem enforces f j (x) 0 for all j 2 f1; : : :; m e g: Intuitively then, if c is large enough, the sequence of iterates generated by a feasible direction algorithm for the modi ed problem should tend towards feasibility for the original problem. The key advantage of this formulation is that the modi ed objective function is, in fact, an exact di erentiable penalty function (i.e. the solution of (P c ) corresponds to that of (P ) for large enough, but nite, c) when the problem is solved via an algorithm generating feasible iterates. The essence of the approach used by Mayne and Polak is to iteratively solve (P c ), generating a sequence of points x k feasible for the modi ed problem, while simultaneously increasing the parameter c until it is large enough to guarantee that any accumulation point of the sequence fx k g k2IN lies in the feasible set for (P ).
In 8], Mayne and Polak show that convergence to Karush-Kuhn-Tucker (KKT) points for the original problem is guaranteed when the penalty parameter is updated in such a way that it is eventually larger than the largest magnitude of an equality constraint KKT multiplier at the solution. This suggests that a reasonable update scheme may be to increase the penalty parameter whenever an appropriate estimate of a multiplier at the current iterate exceeds in magnitude the current penalty parameter.
In order to estimate the multipliers at a point x k , Mayne and Polak suggest solving a least squares problem. That is, the multiplier estimates are computed as the coe cients of the projection of rf 0 (x k ) into the space spanned by the equality and active inequality constraint gradients. However, nonlinear constraints active at the limit of the sequence might not be active at any iterate. For this reason, Mayne and Polak include in their least squares problem the gradients of all inequality constraints whose absolute value is less than a certain parameter 0 > 0. The appropriate choice of this parameter is not at all clear. If 0 is chosen too large (resp. too small) the set of active constraints may be overestimated (resp. underestimated), possibly resulting in an inappropriate value of the penalty parameter c k . Of course, if 0 is small enough, the correct active set will eventually be identied, but progress may be slow in early iterations. Fortunately, as discussed below, more satisfactory alternatives are available in the context of second-order feasible direction methods, such as the algorithm proposed in 9]. 
In relation with the Mayne and Polak scheme, a key by-product of the solution of the quadratic program is a vector of KKT multiplier estimates. However, the multipliers obtained from QP(x; c; H) associated with the linearizations of the f j 's in (P c ) cannot be directly used to determine the next value of the penalty parameter c. Indeed, these multipliers are zero whenever the corresponding f j is signi cantly negative, which is precisely a situation where increasing c is likely to be needed. Other alternatives are available, though. Suppose we are to generate a sequence fx k g. For each k, denote by j k , j = 1; : : : ; m i , the KKT multipliers from QP(x k ; c; H) associated with the linearization of g j . We could use this information in one of two ways. First, we could simply deem a constraint g j \active" for (P c ) at x k+1 whenever j k > 0 and solve the least squares problem as in Mayne and Polak's scheme. This eliminates the need for 0 . Alternatively, we could make further use of the j k 's and estimate the equality constraint multipliers at x k+1 as the coe cients of the projection of rf 0 (x k+1 ) + P mi j=1 j k rg j (x k+1 ) onto the space spanned by the gradients of the equality constraints at x k+1 . That is, we could use the multipliers from the computation of the SQP direction d 0 at x k as our inequality constraint multiplier estimates at x k+1 , and solve for the equality constraint multiplier estimates through the least squares problem. This also eliminates the need for 0 , and further, the size of the least squares problem is reduced. In this paper we investigate incorporating the Mayne and Polak scheme, modi ed along the lines of this second alternative, into the algorithm of 9]. The balance of this paper is organized as follows. In Section 2 we present the algorithm (a few of the details are deferred to Section 4 in order to avoid any loss of continuity). Section 3 is devoted to establishing convergence. In Section 4 we discuss an implementation and some numerical results. Finally, we o er some concluding remarks in Section 5.
ALGORITHM

Let
= f x 2 IR n j f j (x) = 0; j = 1; : : : ; m e ; g j (x) 0; j = 1; : : : ; m i g be the feasible set for the problem (P ), and = f x 2 IR n j f j (x) 0; j = 1; : : : ; m e ; g j (x) 0; j = 1; : : : ; m i g be the feasible set for the problem (P c ). Note that ~ . We make the following assumptions: Assumption 1.~ is nonempty. Assumption 2. For all x 2~ , the vectors rf j (x); j = 1; : : : ; m e ; and rg j (x), j 2 fj j g j (x) = 0g are linearly independent.
A point x 2 IR n is said to be a KKT point for problem (P ) if there exist 
The following proposition, found in 8], is crucial to our development. We include a proof here for ease of reference.
Proposition 2.1. If x 2 is a KKT point for (P c ), then x is a KKT point for (P ).
Proof. The assumption that x is a KKT point for (P c ) implies there exist multipliers~ ;j 0, j = 1; : : : ; m e , and~ ;j 0, j = 1; : : : ; m i , such that (3) holds. Additionally, x 2 implies that f j (x ) = 0; j = 1; : : : ; m e . Using these facts, and the de nition of c (x ), in (3) Thus, letting ;j =~ ;j ? c, j = 1; : : : ; m e , and ;j =~ ;j , j = 1; : : : ; m i , we see that x is a KKT point for (P ) with multipliers 2 IR me and 2 IR mi . Algorithm 1 below is an extension of the algorithm given in 9]. As suggested in Section 1, consider solving the problem (P c ) for a xed c > 0. Let x 2 IR n be the current iterate and let H be a symmetric positive de nite approximation to the Hessian of the Lagrangian for (P c ) at x. In order to construct a new iterate in such a way that local superlinear convergence is guaranteed, and feasibility for the modi ed problem is maintained, the algorithm proposed in 9] performs a search along an arc de ned by three direction vectors. The rst direction is the standard ). An Armijo-type search is then performed along the arc x + td + t 2d for t 2 (0; 1].
As suggested above, the multiplier estimates to be used for updating the penalty Finally, the penalty parameter c is compared against the most negative of the equality constraint multiplier estimates and, if necessary, updated so that it is larger in magnitude than this multiplier. We are now ready to state the algorithm. 
Step 2. Arc search. Compute t k , the rst number t in the sequence f1; ; 2 ; : : :g
f j (x k + td k + t 2d k ) 0; j = 1; : : : ; m e ; g j (x k + td k + t 2d k ) 0; j = 1; : : : ; m i :
Step 3. Updates.
iii. Update the penalty parameter, It will be shown below (Lemma 3.3) that, if d 0 k = 0 and if c k happens to be larger than the largest absolute value of the components of (x k ; k ), then x k must be feasible for (P ). However, in Algorithm 1, the value of c k is based on the value of (x k ; k?1 ), i.e., it depends on the QP multipliers at the previous iteration (for good reason: the value of c k must be known in order to solve the QP at the current iteration). This is the reason why feasibility must be checked explicitly in the stopping criterion in Step 1(i). 1 If d 0 k = 0 and the equality constraints are not satis ed, no step is taken. The penalty parameter is then recomputed using multiplier estimates at the current iterate and the algorithm again attempts to construct a search direction. Using the updated penalty parameter, the SQP direction will be nonzero and the algorithm will move away from the infeasible point.
Finally, a word of explanation is in order concerning the condition under which c k is updated. Namely, in order to guarantee that c k remains bounded, it is necessary to add to the test in Step 3(iii) for increasing the penalty parameter a condition that was not needed in 8]. Without the additional condition, it may happen that the updated c k leads to large multipliers k in QP(x k ; c k ; H k ), in turn forcing another increase of c k . This could result in a \run-away" phenomenon with fc k g k2IN diverging to in nity. With the more stringent test in place, however, this cannot occur, as it would imply that kd 0 k k ! 0 and kH k d 0 k k ! 0. In view of the unboundedness of k , it would follow from the rst order optimality conditions for QP(x k ; c k ; H k ) that Assumption 2 would be violated (see Lemma 3.4 below).
CONVERGENCE ANALYSIS
If c k is not updated, i.e. if it is kept xed at a constant value c, then Algorithm 1 reduces to the algorithm in 9] applied to the problem (P c ). So that we may invoke convergence results from 9], we make an additional assumption. Next, if Algorithm 1 generates a nite sequence terminating at x N , the stopping criterion and feasibility properties of the algorithm guarantee that x N is a KKT point for (P ). We state and prove this as a proposition. We now turn to the case in which Algorithm 1 generates an in nite sequence fx k g k2IN . By construction, for all k, f j (x k ) 0, j = 1; : : : ; m e . In order for all accumulation points x to be feasible for (P ), c k must be chosen in such a way that fd 0 (x k ; c k ; H k )g is bounded away from zero unless x k approaches a feasible point for (P ). As a rst step toward proving convergence to KKT points, we establish that this is indeed the case (this result was informally invoked in Section 2). we can rewrite (7) as 
Since is the solution of the least squares problem (6), the following orthogonality conditions must hold:
h (x); rf j (x)i = 0; j = 1; : : : ; m e :
In view of (9) We now need to establish that, under an additional assumption, c k is increased only nitely many times. The second condition in Step 3(iii) is crucial. we see from Step 3(iii) of Algorithm 1 that c k ! 1 and the following conditions must hold for all k 2 K: c k + min j f j k g < ; (10) c k fkd 0 k k; kH k d 0 k kg < M: (11) From (10), we conclude that the sequence f k g k2K is unbounded. It then follows from Proposition 2.2 that at least one QP multiplier sequence f j k g k2K must also be unbounded. On the other hand, from (11) i.e., the sequences have accumulation points. Boundedness of fx k g k2IN , and our continuity assumptions, imply that rf j (x k ); j = 0; 1; : : :; m e , and rg j (x k ); j = ;j rg j (x ) = 0:
Since K 00 K, we know that d 0 k k2K 00
?! 0. Dividing (13) through by j0 k and taking the limit once again yields:
;j g j (x ) = 0; j = 1; : : : ; m i :
Thus, for any j such that ;j 6 = 0; we must have g j (x ) = 0: Therefore, since ;j0 6 = 0, (14) contradicts Assumption 2. Proof. In view of Assumptions 1 and 2, the feasible set for QP(x; c; H) has a nonempty interior for all x 2~ and all H. We may directly apply a result of J. W. Daniel 2] We are now in a position to prove our main result. Since the algorithm generates iterates that are feasible for (P c ), we are guaranteed that g j (x ) 0; j = 1; : : : ; m i : Now, we simply apply Proposition 2.1 and the proof is complete. Remark 3.2. The premise that the sequence fx k g k2IN be bounded is not as restrictive as it may seem. It can be insured, e.g., by including in (P ) appropriate simple bounds on the components of x (since in the present context all iterates satisfy the inequality constraints). Remark 3.3. As was the case for Lemma 3.4, the proof of the preceding theorem may be simpli ed if no inequality constraints are present in (P ). Let (x) denote the solution of (5) with m i = 0. In view of Lemma 3.4, as fx k g k2IN is bounded, we know that c k is increased only nitely many times. Suppose it is eventually xed at c, that is c k = c for all k N where N is nite. Proposition 3.1 tells us that x must be a KKT point for (P c ) and that d 0 (x ; c; H ) = 0: As c k remains xed after k = N, we conclude from Step 3(iii) of Algorithm 1 that c + min j f j (x k )g ; for all k N: By continuity (Proposition 2.2), we have c + min j f j (x )g :
We may now invoke Lemma 3.3 to conclude that f j (x ) = 0; j = 1; : : : ; m e ; i.e.
x 2 . Finally, in view of Proposition 2.1, we see that x is a KKT point for (P ).
In order to obtain a result concerning the rate of convergence of Algorithm 1, assume now that f j ( ), j = 0; 1; : : :; m e , and g j ( ); j = 1; : : : m i , are three times continuously di erentiable. The following proposition is essentially a restatement of Proposition 3.4 in 9]. The following result is a direct consequence of Theorem 3.7 in 9]. Another minor di erence between Algorithm 1 and the fsqp implementations is the stopping criterion in Step 1(i). In order to ensure termination after a nite number of iterations, we need to relax the stopping criterion used in Algorithm 1.
Speci cally, given the user-supplied parameters , e > 0, the implemented stopping criterion requires kd 0 k k < and SCV < e ; where SCV = me X j=1 jf j (x )j:
In the case that kd 0 k k is very small 2 , but SCV e , the implementation jumps immediately to the penalty parameter update (Steps 3(ii) and (iii)). Table 1 lists the results obtained on test problems taken from 4] and 10]. For purposes of comparison, also listed are the results obtained when the test problems were run using VF02AD from the Harwell subroutine library 6], modi ed so that the stopping criterion was the same as that in cfsqp (see below). All computations were performed on a Sun 4/SPARCstation IPC in double precision and the gradients were computed analytically. In Table 1 , # indicates the problem number as listed in 4, 10] and the second column (A) indicates the algorithm used to solve the problem (C for Algorithm 1 as implemented in cfsqp and V for VF02AD). n and m i are as de ned in Section 1, while m e is the number of nonlinear equality constraints. NF and NC indicate the number of objective function evaluations and scalar constraint evaluations, respectively. IT is the number of iterations that were required to meet the stopping criterion. f(x ) is the value of the objective function at the nal iterate, and kd 0 k is the norm of the SQP direction at the nal iterate. SCV is as de ned above. Finally, an N in column FE indicates that the given initial point was not feasible for the original problem, while a Y indicates that it was. The stopping criterion parameter was set to 1.E-4 for all problems except #46, where it was 5.E-3, and #27, where it was 1.E-3 (increased due to slow convergence). The other stopping criterion parameter, e , was set to 1.E-4 for all problems.
Overall the results in Table 1 are favorable, i.e. cfsqp appears to be competitive. VF02AD is also an implementation of an SQP algorithm, but it is not a feasible direction algorithm. One would clearly expect the algorithm requiring feasibility to be at some disadvantage over an algorithm not requiring this property. On average, VF02AD does require fewer iterations and function evaluations, but not signi cantly fewer (except that the number of constraint function evaluations is noticeably smaller, as expected in view of the feasibility requirements in cfsqp). Further, cfsqp must rst generate a feasible initial point if such a point is not provided. This, of course, further runs up the number of function evaluations.
CONCLUSION
We have presented and analyzed a modi cation of a scheme originally proposed by Mayne and Polak for handling nonlinear equality constraints in feasible direction algorithms. We showed how to e ciently incorporate the scheme into a second-order algorithm, making use of the available multiplier estimates from the computation of the SQP direction. The primary advantage of adapting the Mayne-Polak scheme is that with little extra e ort we obtain an exact di erentiable penalty function. This avoids the numerical problems involved with having to increase a penalty parameter without bound. Finally, we saw that in an implementation the algorithm is competitive with a popular algorithm that does not require feasibility. 
