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ABSTRACT
We propose a simple mechanism to reproduce the neural
solution of the aperture problem in monkey area MT. More
precisely, our goal is to propose a model able to reproduce
the dynamical change of the preferred direction (PD) of a
MT cell depending on the motion information contained in
the input stimulus. The PD of a MT cell measured through
drifting gratings differs of the one measured using a barber-
pole, which is highly related with its aspect ratio. For a bar-
berpole, the PD evolves from the perpendicular direction of
the drifting grating to a PD shifted according to the aspect
ratio of the barberpole. The mechanisms underlying this
dynamic are unknown (lateral connections, surround sup-
pression, feed-backs from higher layers). Here, we show
that a simple mechanism such as surround-inhibition in V1
neurons can produce a significant shift in the PD of MT
neurons as observed with barberpoles of different aspect
ratios.
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1 Introduction
The preferred direction (PD) of a MT cell has been gener-
ally measured through a drifting grating, where most of the
times the cell shows a clear direction selectivity. Studies,
as the ones done by Pack et al. [1, 2, 3] show that the PD
can be modified depending on the input stimulus. Specif-
ically, [2] showed that the PD measured using barberpoles
instead of grating is biased toward perception, i.e., the side
of the barberpole with the longest side. This PD deviation,
compared to the one measured drifting grating, depends on
the aspect ratio of the barber pole.
Evidence of microelectrode recordings in MT of alert
monkey reveal that during the first 80ms after the onset
stimulus the response is strongly biased by 1D motion, i.e.,
the direction defined by the orthogonal direction to the con-
tours, but lately the 2D motion direction is encoded. These
experiments suggest that the aperture problem is solved
within the first 100ms of the onset stimulus [1].
The mechanisms underlying the PD deviation of a MT
cell are not at all defined. It looks like that the primate vi-
sual system initially considers all the information available
(ambiguous and unambiguous), and that along time, it re-
fines it in order to solve the aperture problem. This conver-
gence in time can be associated to different and complex
neural networks which convey information coming from
other areas of the visual system as feedbacks [4] or hori-
zontal connections.This phenomenon is also associated to
the contribution of terminators or end-points in different
areas of the visual field such as V2 or V1 [4, 5, 6] which
should require slightly longer latencies.
We propose that a simple mechanism such as
surround-inhibition in V1 neurons can produce a signifi-
cant shift in the PD of MT neurons as observed with bar-
berpoles of different aspect ratios. The surround-inhibition,
modeled by an isotropic difference of gaussians (DoG),
acts like an end-stopping cell [7, 8] enhancing the re-
sponses of the V1 cells located at the border of the barber
poles, and inhibiting the activation of the V1 cells located
at the center. This article is organized as follows. In Section
2, we describe our model and the experimental protocol. In
Section 3, we present the results obtained. Finally, conclu-
sion is given in Section 4.
2 Methods
2.1 The model
The motion processing architecture is mainly divided into
two stages: V1 and MT. V1 neurons integrate in time
the motion information contained in the input stimulus to-
gether with the interactions between V1 cells. After a non-
linear stage, the V1 output feed the MT neurons. The MT
neurons integrate the V1 information along time and space
so that the output is the evolution in time of the membrane
potential of a MT neuron. After a second nonlinear stage,
this membrane potential is converted to an estimation of the
mean firing rate of the neuron. The values of the mean fir-
ing rate are the ones used to validate our model with phys-
iological data shown in, e.g., [1, 2, 3].
2.1.1 Dynamic V1 layer
Each V1 cell is defined by a dynamic neuron entity, inte-
grating in time the local motion information contained in
the input stimulus together with the responses of neighbor-
ing V1 cells. The local motion detection is accomplished
by a Reichard-like correlation scheme [9] which feeds the
V1 neuron as an external input current. So, a V1 neuron
will be ruled by the following equation
duV 1i (t)
dt
=
R
τ
[
−Iinhi (t) + gL
(
Erest − uV 1i (t)
)
+ Iexti (t)
]
,
where uV 1i (t) represents the membrane potential of the V1
neuron i, Iinhi (t) the inhibitory current given by the re-
sponse of neighboring V1 cells, Iexti (t) is the excitatory
input current given by the output of the Reichardt motion
detectors bank over the input stimulus. Erest is resting po-
tential of the V1 neuron set as 0mV . Parameters related
with the dynamic of the neuron are gL (leak coefficient), R
and τ = RC.
External input current Iexti (t): The external input cur-
rent Iexti (t) is an excitatory input corresponding to the re-
sponse of cells tuned in a given direction and for a range of
speeds. This response is classically modeled by a bank of
energy filters modeling a V1 complex cell (see [10] for a
V1 cell classification).
In this paper, the local motion information is calcu-
lated from the luminosity information of the input video
sequence through Reichardt-like detectors (see, e.g., [9] for
implementation details). Given a velocity space V of possi-
ble velocities, the Reichardt-like detectors returns for each
pixel of the input sequence, a velocity map with the ’prob-
ability’ associated for each velocity, denoted by p(t, x, v)
for all v ∈ V . Examples of velocity maps are shown in
Figure 1.
Figure 1. Velocity maps obtained using Reichardt motion detectors
for three different locations in the Barberpole: center, vertical border and
horizontal border.
Then, one need to extract the response for a given mo-
tion direction from the distribution p(t, x, v)v∈V . To do
this, the velocity map was divided into 8 angular sectors
Sk = [
kπ
4
− π
8
, kπ
4
+ π
8
], (k = 0, .., 7), each of them repre-
senting the motion orientation θk =
kπ
4
. Within each sector
k, we used the maximal probability to set the current of the
ith V1 cell, i.e.,
Iexti (t) = max{p(t, x, v)|v ∈ Sk}.
Inhibitory input current Iinhi (t): The value of the in-
hibitory input current Iinhi (t) is given by the interactions
between V1 cells located inside a neighborhood. So,
Iinhi (t) can be written as
Iinhi (t) =
1
R
∑
j∈Ω
winhij (|xi − xj |)u
V 1
j (t − δ), (1)
where Ω is the neighborhood defined as 2.2 times the size
of the V1 receptive field [7]. Equation (1) pools the mem-
brane potentials uV 1j (·) of all neurons j in the spatial neigh-
borhood of neuron i, independently of the direction tuning
of the cells and with a time delay δ. Weights winhij represent
the locality: winhij is defined by a gaussian function of the
distance between the neurons positions i (xi) and j (xj).
Nonlinearity at the end of V1 stage: It is well known
in biology that the V1 output shows several nonlinear-
ities due to: response saturation, response rectification,
or contrast gain control (see [11]). In order to obtain a
nonlinear saturation in the V1 response, the V1 output
is passed through a sigmoid function defined by S(x) =
[1 + exp(−(x − ab)/b)]
−1
, where the parameters a and b
were tuned to have a suitable response in the case of drift-
ing gratings as inputs. So, the V1 output rV 1i (t), represent-
ing an estimation of the mean firing rate for a membrane
potential uV 1i (t), is given by
rV 1i (t) = S
(
uV 1i (t)
)
. (2)
2.1.2 Higher order motion analysis by MT
The dynamics of the MT neurons are modeled by a simpli-
fied conductance based neuron without input currents [12].
Considering a neuron i, defined by its membrane potential
uMTi (t), the conductance-driven equation is given by
τ
duMTi (t)
dt
= Gexci (t)
(
Eexc − uMTi (t)
)
+gL
(
Erest − uMTi (t)
)
, (3)
where Eexc and Erest are constant which typical values
can be 70mV and 0mV, respectively. According to (3),
uMTi (t) will belong to the interval [E
rest, Eexc] and it will
be mainly driven by input pre-synaptic neurons which will
push the membrane potential uMTi (t) towards E
exc, with
a strength defined by Gexci (t). The last term will drive
uMTi (t) towards the resting potential E
L with a constant
strength given by gL. In this paper, we do not consider
inhibitory effects in the neurons, as e.g., surround interac-
tions.
The MT neuron i is part of a neural network where the
excitatory input conductances Gexci (t) is obtained pooling
the activity of all the pre-synaptic neurons connected to it.
Each MT cell has a receptive field built from the conver-
gence of afferent V1 complex cells, with a size of about
4-6 times bigger than the V1 receptive field [13], which
is normally called the classical-receptive-field (CRF). So,
Gexci (t) can be defined as
Gexci (t) = max
(
0,
∑
j∈Φi
wexcij r
V 1
j −
∑
j∈Φ′
i
wexcij r
V 1
j
)
,
where Φi = {j ∈ CRF | ϕij < π/2}, Φ
′
i = {j ∈
CRF | ϕij > π/2}, and where the connection weight w
exc
ij
is the efficacy of the synapse from neuron j to neuron i,
which is proportional to the angle ϕij between the two pre-
ferred motion direction-selectivity of the V1 and MT cell.
It is important to remark that the value of the conductance
will always be greater or equal to zero.
The connections weights wexcij will be given by
wexcij = kcwcs(|xi − xj |) cos(ϕij), 0 ≤ ϕij ≤ π, (4)
where kc is an amplification factor, ϕij is the absolute an-
gle between the preferred ith MT cell direction and the pre-
ferred jth V1 cell direction. Weight wcs is a gaussian func-
tion depending on the distance between the MT cell i and
the V1 cell j (their mapping on the same image space).
Similarly to the V1 stage, the membrane potential of
the MT neurons uMTi (t) is passed through a nonlinearity in
order to obtain an estimation of the mean firing rate rMTi (t)
(see equation (2)).
2.2 Experimental protocol
Our experiments were carried out over two types of stim-
uli as in [2]: drifting grating and barberpoles. We used a
drifting grating of fixed spatial and temporal frequencies
(0.1 cycles/pixel and 1 cycles/sec, respectively), of size
200×200 pixels, and a drifting orientation of θ = 45◦.
Starting from this drifting grating we created two barber-
pole stimuli, with 4:1 and 2:1 aspect ratios, respectively
(some snapshots of these stimuli can be seen in Figure 2).
We placed over these stimuli an array of V1 cells over a
radius of 90 pixels and a constant density of 0.2 cells/pixel.
Instead of studying the behavior of one cell and rotate the
input stimulus for each of the 8 orientations, we equiva-
lently study the behavior of 8 cells tuned for the 8 orienta-
tions applied to the same stimulus.
We ran the system during 1.2sec recording V1 and
MT cells’ outputs. For the three stimuli we put special em-
phasis in V1 cells located at the center of the stimulus and
at the center of the longest border for barberpoles (see Fig-
ure 2). The MT cell that we consider was placed for the
three stimuli at the center of the image.
The results are divided into two stages: early and late
responses. The early response is obtained without the sur-
round inhibition effect in V1 cells (Iinhi (t) = 0), while for
the late response the Iinhi (t) is plugged and the surround
effect is delayed by δ = 30ms.
3 Results
The outputs of the different stages of our model are rep-
resented by polar diagrams, showing in each case, the re-
(a) (b) (c)
Figure 2. Snapshots of the three stimuli. (a) For the drifting grating
sequence, the V1 cell of interest is marked by an orange circle at the cen-
ter. (b)-(c) barberpole sequences with aspect ratios 4:1 and 2:1. Together
with the V1 cell of interest located at the center of the sequence, there is
a second one placed at the center of the longest border. In the three cases
the MT cell of interest is placed at the center of the images
Figure 3. Polar diagrams obtained for two V1 cells placed at the center
of the barberpole and at the center of its longer side. For each V1 cell
the graphs for the early and late response are also shown. The red arrow
denotes the vector average corresponding to the PD of the cells.
Figure 4. Responses of the MT cells located at the center of the input
sequence for the three stimuli tested. In the late response it is possible
to see that the PD (noted as a red arrow) shifting is clearly marked in the
case of barberpole with aspect ratio of 4:1. The barberpole with aspect
ratio 2:1 also shows a shifting in its PD towards the vertical direction but
it is not so emphasized as the case of aspect ratio 4:1.
sponse of a certain cell for different stimulus orientation.
We show the responses of two V1 cells (see Figure
3), one located at the center of the barberpole (B) and a
second one located at the center of the longest border (A).
The diagrams were obtained considering the mean firing
rate of each V1 cell (r̄V 1i ) within the time windows defin-
ing the early and late stages. For these two cells we obtain
the early and late response where the effect of the surround
inhibition can be seen. We did not show the response ob-
tained for the drifting grating.
Regarding MT cells, for the three input stimuli we
placed eight MT cells at the center of the stimuli for each
of the 8 directions we wanted to test. We measured the re-
sponse of each cell for the early and late stages, obtaining
in both cases, the mean firing rate of each cell (r̄MTi ). Fig-
ure 4 shows the responses of MT cells putting special em-
phasis in the late response of the barberpole compared to
the late response of the drifting grating. Although both bar-
berpole’s responses show a PD shifting towards the longest
border, the effect is really clear in the third case, showing
that the aspect ratio is an important issue.
4 Conclusion
Here we presented a simple mechanism to reproduce the
PD shifting observed in MT cells [1, 2, 3]. This mechanism
is based on the surround suppression done by V1 neurons,
where only a local information is still considered. The sur-
round suppression of V1 neurons here operates as a motion
contour detection. The global integration and final decision
is taken by MT cell, which can be better improved adding
additional mechanisms such as isotropic/anisotropic sur-
round interactions (either suppression or facilitation, see,
e.g., [14]).
We also showed the relevance of the aspect ratio of
barberpoles in the PD shifting of MT cells, which is highly
related with perception and physiology measurements. In
our case the PD shifting effect is due to the way that the
pooling of V1 neurons is carried out. The MT neuron re-
ceptive field is modeled as a Gaussian, i.e. the cells located
more on the border have a lower connection weight which
conveys less influence in the PD shifting mechanisms.
The deviation observed in the preferred direction of
MT neurons in our model (about 15◦) is smaller than found
by Pack et al. [2] using barber-poles (about 25 − 30◦ in
about 150ms). This indicates that the weight given to 2D
motion information is still not sufficient to indicate the true
global motion in our model. To reach a satisfying solu-
tion of the aperture problem, several solutions will be ex-
plored. First, change in PD in MT neurons depend on sev-
eral parameters of the non-linear stage at the end of V1
processing. This is consistent with the finding of Rust et al.
[15] that pattern-selectivity in MT neurons depends criti-
cally on the nonlinear processing (i.e., divisive normalisa-
tion) at both V1 and MT level. Nonlinearities seem to play
a fundamental role which needs to be clarified. Second,
different types of center-surround interactions working at
different spatial scales and with different relative orienta-
tion might be at work for extracting 2D features motion.
Third, a better diffusion process of 2D information can be
achieved through anisotropic interactions between differ-
ent locations (see [16]). In future work, we will explore the
contributions of these different mechanisms to be able to
fully render the dynamics of a population of MT neurons.
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