This paper describes a formalism for context mediation based on Feature Logic. The formalism enables a distinction to be drawn between integrity and translational aspects of mediation. It is independent of the relational model, though easily used within it. The formalism makes precise the concept of 'context' and provides a framework for mediation between disparate data sources.
Introduction
The integration of heterogeneous collections of independent information sources has attracted considerable attention in recent years. 1, 2, 3, 4, 5 This interest has been motivated by the increasing opportunity to connect databases both on an organisation-wide scale and on a world-wide scale through the Internet. Software architectures designed to support this integration commonly have a 'middleware' component which provides the translations and routing necessary to pass queries and data to the appropriate data providers/consumers. Mediators form part of this middleware and, although the concept of a mediator has evolved over the years, the need for 'mediation' in the sense of semantic integration over multiple data sources is easily recognised.
The motivation for our approach to mediation is similar to that expressed by Farquhar et al who argue that the integration of heterogeneous systems requires, "making implicit assumptions explicit enough to avoid semantic errors". 6 There is an implication here that the task of making assumptions explicit may never be completed; a view with which we concur. 7 The set of explicit assumptions is what we call context. The purpose of this paper is to present a formalism, based on feature logic, in which context and context mediation can be expressed. Our work introduces a general abstract model of information passage through contexts which serves to make the concept of context precise, and provides a uniform language both for contexts and the information that passes through them.
Furthermore it introduces a data-integrity component to mediation and separates this from the task of data translation.
The formalism is essentially a minimal feature logic modified by the addition of a notion of formula qualification to represent contextually qualified data-items. Feature logics are special logics for which the intended models are feature structures. 8, 9, 10 These structures in turn have been have been exploited extensively by linguists to represent the complicated and heterogeneous structures of natural languages. 11, 12, 13 2.
Orientation and Example
Contextual qualification is, so far as we have been able to determine, not part of current approaches to mediation (an exception is Sciore et al).
14 So we will finish this section with an informal (and very simple) example of our formalism and its use. We will illustrate the main elements: the context-value formalism, the integrity model, what a context is, and the processes of export and import through a context.
Suppose a database has a table PERSON over the scheme {NAME, AGE, HEIGHT} which includes a tuple:
[NAME:smith, AGE:35.25, HEIGHT:70] (1)
Local users of the database know that this means an age of 35.25 years to the nearest month but other potential users, for whom it is what we term a foreign database, do not. We wish to make this information available to these users.
As a first step the tuple must be translated into our context-value formalism. In typical mediation architectures this will be done by a wrapper, a component that interfaces a data-provider's source of data to the mediation system. In fact (1) is to all intents and purposes already a context-value formula (cvf) so we will leave it as it is.
We must next make explicit the local assumptions governing the AGE attribute. We do this by adding contextual qualification. The qualification to add is determined from the context that we are exporting through. In that context each attribute which needs qualification is represented by a cvf such as:
The meaning of this is as follows. The "float" item indicates the local domain (in the database sense) of the AGE attribute and plays no role in export. The information to the right of the slash is the contextual qualification for AGE. It says that the unit of age in this data-source is years and the granularity month. We note that it is the attribute that is qualified, not it's value.
It is possible that NAME and HEIGHT will also need to be qualified, and indeed since we use UNIT and GRANULARITY they too are candidates for qualification. But it is not necessary that these be qualified even if there are (as there certainly will be) assumptions about them. If the only divergence of meaning within the community for which the data is intended is on the AGE attribute, then that is the only attribute that needs to be qualified for that community. Widen the community and further qualification will be needed. Qualified data-items are therefore not representations of "meanings" in the philosophical sense of the term, for meaning are entirely explicit and our qualified cvfs can never be because some attributes will inevitably not be qualified.
Assuming that there is no qualification required for other attributes the export process applied to (1) 
Foreign users will import the item through their own context. The import process is more complex and has three stages. First the value and contextual qualifications of each attribute of an incoming data-item are compared with those in the local context to determine whether the data-item is sufficiently qualified to allow import. If so the qualification, current value, and the local context are passed as arguments to a mediation function which returns a new value of the attribute suited to the local context. represents the context through which import is occurring.
The actual process of translation will use the information that locally AGE is given in years to the nearest year along with the qualification on AGE saying that its unit is years. It will calculate the new value 35 for the attribute.
The final step is to remove the contextual qualification used by the translation function. The result will be a new cvf:
[NAME:smith, AGE:35, HEIGHT:70]
It is possible that some assumptions implicit in the context of the data-consumer are not specified on the exported data-item. This blocks import. In our example, the data-item AGE:25 cannot be imported because no information as to UNIT is supplied. Actually neither can AGE:25/[UNIT:year] because no granularity is given. This may seem overscrupulous -but that is the decision embodied in the context (4). What is implicit in a local database must be explicit in imported data-items, and what is implicit in the local database is determined from its context. This integrity constraint is entirely independent of the process of translation.
Context-Value Formalism, Semantics and Logic
In this section we describe the cvf formalism. We provide a semantics based on a semantics for feature structures, and then prove the completeness of an equational logic for this semantics. The intuitive meaning of the formalism will hopefully be fairly clear from the previous section: the semantics and completeness theorem for the logic provided should make it entirely explicit. and ∧, the constant formula 1 and parentheses.
Context Value Languages
The set CVF 4 of context value formulas (cvf's) of 4 is defined recursively:
We use small Greek letters for arbitrary cvf's and small letters u, v, w for basic values. We often write F:v instead of F:v/1 . ϕ∧ψ is called a conjunction. A null formula is either 1 or ϕ∧ψ where ϕ and ψ are null formulas. Null formulas carry no information. We usually omit brackets round conjunctions putting ϕ 1 ∧ … ϕ n for (ϕ 1 ∧ (ϕ 2 ∧ … ∧ (ϕ n-1 ∧ ϕ n )…)).
We also define the set of restricted or natural cvf formulas of R. A restricted formula is either 1, F:u/ϕ where ϕ is a restricted formula, or ϕ∧ψ where ϕ and ψ are restricted. An atomic formula is a restricted formula F:u/ϕ. A list formula is a formula 1 or a conjunction α∧ϕ where α is atomic and ϕ is a list formula. List formulas are structurally like Lisp lists and one can in fact use list notation instead of ∧ as we did in the previous section. We shall use list formulas in specifying contexts. The general development of the cvf formalism will use all formulas but our model of import and export through contexts uses only natural ones.
Semantics and logic of context value languages
The semantics of feature logics have been studied by Moss. 15 We adapt his work here to context-value languages. Feature logics are interpreted in feature structures. We conceive of a feature structure as a graph where there are two sorts of directed arcs. A "feature" arc labelled F from d 1 to d 2 means that the value of the feature F for the object d 1 is the object d 2 . A "context" arc labelled F from d 1 to d 2 means that the contextual qualification of the feature F for the object d 1 is the object d 2 .
Formally we define a feature structure M for a context-value language R as a quadruple (G, δ, γ, _ ) where G is a set of objects which we call nodes, _:Value 4 → Pow(G) associates with each basic value v a set of nodes v, subject to the condition that if u≤v then u ⊇ v. δ:Feature 4 × G → G and γ:Feature 4 × G → G are partial functions representing the "feature" and "context" arcs respectively. We then define satisfaction of a cvf at a node as follows:
Given a set of cvfs S, we say that S implies ϕ (SÍϕ) if for every feature structure M and every node d, if d Í ψ for every ψ∈S then d Í ϕ. We say that ϕ and ψ are equivalent if {ϕ} Í ψ and {ψ} Í ϕ.
Contrary to any impression given by the examples with which we began, features are not required to be single-valued: CHILD:mary ∧ CHILD:john is satisfiable. Basic values are more akin to predicates than to individuals.
Following Moss we choose an equational logic to axiomatise this semantics. We introduce a new symbol allowing that ϕψ is a cvf when ϕ and ψ are cvfs with no occurrence of . The new formulas of this extended language we will call equations, the old cvf formulas we still refer to as formulas or cvf's. An equation ϕψ is valid (Í)
provided that for every feature structure M and node d∈G, d Í ϕ if and only if d Í ψ.
The axioms, schemas and rules below capture exactly the valid equations of a context value language R.
5.
Special Axioms u∧v u whenever v≤u in the basic ordering of R Axiom schema (A0) ϕϕ
The rules transitivity and symmetry of identity and a substitutivity rule that from We write f ϕψ when there is a derivation of ϕψ from the axioms by the rules. We write S f ψ if and only if there are formulas ϕ 1 , … ,ϕ n in S ∪ {1} such that f ϕ 1 ∧ … ∧ ϕ n ∧ ψ ϕ 1 ∧ … ∧ ϕ n . To show the converse we use a particularly simple form of Henkin's construction that requires only deductively closed sets (instead of the usual maximal consistent sets).
For a context value language R we define the canonical feature structure M c = (G, δ, γ, _) where G = {S ⊆ CVF 4 | S is deductively closed}. As usual, a set S of formulas is deductively closed (DC) provided that if S f ϕ then ϕ ∈ S. To interpret values we define v = {S∈G | v ∈ S}. Finally, the context and feature arcs are defined by:
If there is no formula F:α/ϕ ∈ S then both δ(F, S) and γ(F, S) are undefined. We need to show that M c so defined is a model. To show that _ is correct we suppose that u≤v in the basic ordering of R. and show that v ⊇ u. If S∈v then v∈S by definition. As S is DC, the special axiom v ∧ u u then ensures that u∈S and so S ∈ u. That δ and γ are properly defined is given by:
) is a deductively closed set of formulas.
Proof.
We will give the argument for γ which uses (A5). Suppose that γ(F, S) f ψ. Then there are formulas ϕ 1 , ... , ϕ n ∈ γ(F, S) such that f ϕ 1 ∧ ... ∧ ϕ n ∧ ψ ϕ 1 ∧ ... ∧ ϕ n . As ϕ n-1 ∈ γ(F, S) there is an α such that F:α/ϕ n-1 ∈ S. Likewise for some β, F:β/ϕ n ∈ S. Because S is DC F:α/ϕ n-1 ∧ F:β/ϕ n ∈ S and so by (A5) F:β/ϕ n-1 ∧ F:α/ϕ n ∈ S.
Thus, again using the DC property, F:α/ϕ n-1 ∧ F:α/ϕ n ∈ S. Finally by (A6) F:α/(ϕ n-1 ∧ ϕ n ) ∈ S. Continuing this way we get F:α/ϕ 1 ∧ … ∧ϕ n ∈ S. By the substitution rule F:α/ϕ 1 ∧ ... ∧ϕ n ∧ ψ ∈ S and then using (A6) again F:α/ψ ∈S. Thus ψ∈ γ(F, S). The argument for δ is similar but only uses (A7) instead of (A5) and (A6). V So we may conclude that M c is a feature structure for R. We now prove the main lemma: 
If S Í F:α/ϕ then δ(F, S) Í α and γ(F, S) Í ϕ. By induction hypothesis α ∈ δ(F, S) and ϕ ∈ γ(F, S). So by construction there is a ψ such that F:α/ψ ∈ S and a β such that F:β/ϕ ∈ S. Using (A5) and (A6) F:α/(ψ∧ϕ) ∈S and so F:α/ϕ ∈ S. Conversely F:α/ϕ ∈ S implies α ∈ δ(F,S) and ϕ∈ γ(F, S). Thus δ(F, S) Í α and γ(F,
S
Proof.
If f ϕψ then {ϕ} f ψ and {ψ} f ϕ. So by Lemma 1, {ϕ} Í ψ and {ψ} Í ϕ so that Í ϕψ. Conversely suppose that ϕψ. Then either ϕ∧ψ ϕ or ψ∧ϕ ψ. With no loss of generality, assume the first, it follows that {ϕ} ψ . Let S be the deductive closure of {ϕ}. Plainly ϕ ∈ S and ψ ∉ S so that by Lemma 3 S Í ϕ and S ψ. Consequently {ϕ} ψ so that ϕ ψ. V
The construction is so simple because there is no notion of inconsistency in contextvalue languages. Even the set CVF 4 of all context-value formulas is consistent and hence one of the nodes of M c . If negation were introduced CVF 4 would of course not be admissible Again, if we had a way of saying that an attribute was single-valued there would also be the possibility of inconsistency.
Import and Export Through Contexts
We have described the context-value formalism in some detail. It remains to describe the process of mediation that exploits it. Export through a context involves adding contextual qualifications, import involves checking for integrity, translating, and removing contextual qualification. We consider these in turn.
7.
In this section we confine our treatment to natural formulas. Our notation and the phrases "formula" etc. should be understood as so restricted.
Export Through Contexts
Import and Export are through contexts. A context I for a context-value language R is a set of context-formulas { F:u F /ϕ F | F ∈ Feature 4 } where each ϕ F is a list formula and u F ∈ Value 4 . (A further condition on contexts will be added below). We denote by CONTEXT 4 the set of all contexts of R.
We introduce two operations, addition and export e 1 which together operate to add the qualification of a context I. To forestall misunderstanding we emphasise that addition is not a general operation of adding information as is the operation of unification on feature structures or in logic programming. It is crafted to work with the export operation and is not intended to have an independent motivation.
The operation ϕ ψ mapping pairs of cvf's to cvf's is defined inductively as follows:
One should read ϕ ψ as "the result of adding ψ as contextual qualification to ϕ" Note that this "addition" does not commute. The other clauses are straightforward. To add context to a conjunction is to add context to the conjuncts. There is no effect in adding context to the null formula for there is no information to qualify.
We define the export of a cvf through a context I as follows:
In exporting data there is no mediation function involved because no change of values is needed as the values are the right ones already, and all that is needed is to say what they mean.
Export recursively qualifies attributes. We can see the need for this as follows. In exporting WEIGHT:150 we may need to specify the UNIT and PRECISION thus obtaining, say, WEIGHT:150/[UNIT:pounds, PRECISION:1]. However this assumes that all consumers of our data though they may have other units and other precisions all agree as to how precision is measured. But widen the community and surely some will measure precision in absolute terms, others as a percentage. This can be handled by adding a qualification to precision that describes the type of the errors: WEIGHT:150/UNIT:pounds ∧ PRECISION:1/ERROR:absolute. The recursive nature of export permits qualifications to be added successively. A first context could export WEIGHT:150 as 8.
WEIGHT:150/[UNIT:pounds, PRECISION:1] to a community that all used an absolute measure of error. That in turn could be further exported through another context that added the ERROR qualification.
The definition of export is as it stands is not correct because we cannot assume that the rank of ϕ F is less than the rank of F:u/ψ (where the rank of ϕ is defined as usual as the number of connectives in ϕ). This is not just a technicality. For suppose that the context I had the formula F:u/F:u. Then the export e(F:u) would be F:u e(F:u) which is circular. To avoid this we shall require that no attribute G is used in the qualification of F, if that attribute -however indirectly -itself has F in its qualification.
In more detail, from a context I we create a dependency graph. The nodes of the graph are all the features F ∈ Feature R . There is a (directed) edge from F to G just in case G occurs in ϕ F (we define occurs in inductively in the obvious way: F occurs in F:v, F occurs in ϕ∧ψ if F occurs in ϕ or occurs in ψ). We say that F depends on G provided there is a path from F to G in the graph and require that the dependency graph of a context have no cycles.
Since the dependency graph of a context is acyclic and the number of features F ∈ Feature R is finite, each F depends on n≥0 features. For the same reason, if G occurs in ϕ F then G depends on fewer features than F does. Some features must therefore depend on no features which occurs, of course, where ϕ F = 1 . We then define e I (ϕ F ) = e I (1) =
Assume that F depends on n features and ϕ F
depends on fewer than n features so we may assume e I (ϕ Gi ) defined. Then we set e I (ϕ
Once we have defined export for context cvfs the general definition above can be used.
The Integrity Model
Before a data-item F:u/ϕ is imported into a context the value u must be translated. Before this translation is attempted we must determine that the data-item is sufficiently qualified for translation to be meaningful. Our representation of "sufficiently qualified" is a partial order which we call subsumption.
We define the subsumption (|) relation on R between natural cvf's ϕ and ψ. The motivation of this relation is that F:u/ϕ | F:v/ψ only if ψ gives at least as full a qualification of F as ϕ does and u is at least as informative a value as v is.
The subsumption relation | on CVF R is the least relation of values of R such that:
Null formulas subsume everything as they carry no information.
We may define a relation by ϕψ = def ψ|ϕ and ψ|ϕ. It may be shown that | is transitive and reflexive so that is an equivalence relation which according to Theorem 2 below implies semantic equivalence. The arrangement of brackets is immaterial to subsumption, and we can add null formulas at will leading to equivalent formulas.
Subsumption is a syntactic relation chosen for its computational tractability. It is perhaps more natural to characterise the information ordering semantically with Í and we 9.
do not rule this out in future. Subsumption does imply the corresponding semantic relation:
Proof.
We omit the straightforward but tedious inductive proof using the leastness of the | relation. V
The converse of Theorem 2 is not true. Any instance of schema (A5) provides a counter-example, for though the left and right sides mutually imply each other, neither subsumes the other. Subsumption is a more restrictive relation than the semantic implication.
Importing Through Contexts
If the subsumption check is satisfied we translate values according to the language mediation function. The separation between integrity and translational aspects in our model can be seen by noting that if the context mediation function is taken just to project its second argument (i.e. h(F, u, ϕ, I) = u always) the translational part of the model would effectively "vanish" leaving the integrity part unaffected.
We discussed subsumption above so there remains the subtraction operation and the mediation function. At the level of our model there is nothing to say in general about mediation functions beyond specifying their domain and range. A mediation function includes all the messiness of a particular translation -and there is as far as we can tell nothing in general to be said about such.
Subtraction
Subtraction is the process of removing contextual information. In general ϕ ψ is that formula obtained from ϕ by removing the information it shares with ψ. However, as with the operation, we see subtraction as motivated only within our framework of mediation. It is not proposed as a general operation of removing shared information. Formally the operation is defined inductively on context formulas as follows:
10. 
Note from clause (ii) that it is only sameness of attribute that is required for subtraction, values are ignored. The subtraction F:u/ϕ F:v/ψ will only be 1 if ϕψ is 1. The idea here is that an incoming data-item might in certain cases be specified for more contextual detail than the data-consumer's context requires. Subtraction will leave that extra information unaltered perhaps to be used by subsequent data-consumers each removing exactly the information that they require.
Example. Set ϕ = UNIT:pounds ∧ Formally, subtraction is an operation that reduces quantity of information where such reduction is measured by |. More precisely, we can show that if ϕ|ψ then ϕη | ψη and that ϕψ | ϕ. Thus is monotonically decreasing in |. Similarly addition and hence export are monotonically increasing in |. The proofs we have are rather uninformative structural inductions and we omit them here.
Discussion and future work
In this paper we have described a language for representing contextual information and describing data sources and provided a logic and semantics for this language. We have shown how the process of mediation can be achieved by export and import through contexts and that the task of data integrity checking can be separated from that of translation.
A simple prototype system has been written in PCE/Prolog, 16 based on the "Publish and Subscribe" architecture. 17 The main purpose of the implementation is to demonstrate how the mediation process works. The choice of "Publish and Subscribe" was partly influenced by the increased use of this architecture within web-based technologies, but mainly because for our purposes the implementation is more straightforward than the alternatives. Our current work is focused on extending this system to exploit more of the possibilities of the context value formalism, in particular we wish to remove the restriction of our present implementation to natural formulas It is of course possible to pass a cvf through many contexts where each one uses and removes exactly the feature qualifications it needs. In principle this suggests that new layers of context can be placed before existing ones to increase steadily the range of data 11.
that can be mediated without modification of existing mediation functions.. The most pressing question architecturally is to investigate this cascading of contexts and to determine any limits to the sorts of data that can be mediated.
Finally cvf's are only a component in a mediation system. We intend in the longer term to use cvf's as the data-model within a full mediation system perhaps based on the TSIMMIS system of Garcia-Molina et al whose OEM data-model uses structures reminiscent of (unqualified) cvf's.
