Deconvolution is the most commonly used image processing method to remove the blur caused by the point-spread-function (PSF) in optical imaging systems. While this method has been successful in deblurring, it suffers from several disadvantages including being slow, since it takes many iterations, suboptimal, in cases where experimental operator chosen to represent PSF is not optimal. In this paper, we are proposing a deep-learning-based deblurring method applicable to optical microscopic imaging systems. We tested the proposed method in database data, simulated data, and experimental data (include 2D optical microscopic data and 3D photoacoustic microscopic data), all of which showed much improved deblurred results compared to deconvolution. To quantify the improved performance, we compared our results against several deconvolution methods. Our results are better than conventional techniques and do not require multiple iterations or pre-determined experimental operator.
INTRODUCTION
Optical microscopic imaging systems are widely used to analyze structures and functions of living biological cells, tissues, and organs in biomedical applications [1] [2] [3] . However, due to the non-ideal PSF of the system, they always blur the imaging objects. The blurring of an object is mathematically described as a convolution operation between object and PSF of the imaging system [4, 5] . If the blurring is not addressed, identifying and analyzing objects in the images would be very difficult in many cases [4, 6, 7] . A deconvolution concept, which tries an inverse process of the convolution, has become an indispensable part of image and signal processing to deblur the images. Thus, deconvolution is widely used in imaging systems to enhance the images and to deblur the imaging objects. This method is also used in all types of optical microscopic imaging systems, such as optical microscope, confocal microscope and photoacoustic microscope [8] [9] [10] [11] [12] .
The deconvolution operation attempts to find the optimal solution through linear or nonlinear equations [12, 13] . Two popular deconvolution methods most commonly used are Richardson-Lucy's (RL) and statistical blind deconvolution (Deconv) [10, 14, 15] . These two methods are robust and reconstruct high-quality images even in the presence of noise. However, despite improvements made to the deconvolution method over the years, there is still room to improve deblurring outcomes due to the following limitations of deconvolution: (1) It is often difficult to determine the optimal PSF of the system experimentally, leading to suboptimal deblurring [4, 16] ; (2) Deconvolution is computationally expensive due to the inverse operation and several numbers of iterations involved, for examples, it takes tens of seconds to process a simple 2D image by using deconvolution method as used in [8, 9] .
Thus improvements in deblurring are needed in terms of performance and independence from the operator. New deblurring approaches are continuously being investigated to address the above limitations [17] [18] [19] . In this paper, we are proposing a novel deep-learning-based deblurring method applicable to all optical microscopic imaging systems.
Deep learning is a class of machine learning techniques that use multilayered artificial neural networks for the automated analysis of signals or data [20] . Convolutional Neural Network (CNN), composed of a convolution layer and a nonlinear operator, is a popular embodiment of deep learning technique. The CNN fits nonlinear equations by machine learning rather than manually providing equations. The fitting results using CNN have exceeded the performance of many traditional nonlinear algorithms [21] [22] [23] [24] . The super-resolution technology developed based on CNN improves blurring by up sampling the low-resolution images [24] [25] [26] . Inspired by the super-resolution technology, researchers used a low magnification objective as input and a high magnification objective as ground-truth for training CNN to deblur low-resolution images [27, 28] . These low-resolution objectives and high magnification objectives data are generated solely for training. While this super-resolution approach solved the image blurring in optical microscopy to some extent, several drawbacks exist: (1) It cannot be used in imaging systems that do not have a switchable high and low objective lens; (2) The cost of training the network is very high since tens of thousands of extraneous experimental data are required for training purpose only. In recent years, researchers have proposed some new deep learning methods for super-resolution confocal microscopy [29, 30] . However, they tend to have special requirements for imaging equipment (eg., method of [29] was based on photoactivated localization microscopy (PALM), and method of [30] was based on stochastic optical reconstruction microscopy (STORM)). It is difficult to generalize them to various microscopic imaging systems.
Our deep-learning-based deblurring approach does not need any up-sampling (or down-sampling) operation, uses no extraneous experimental data during training processes to train CNN models, and applicable to various conventional microscopes. It only needs to put the data to be reconstructed into the well trained network to generate the deblurred result. We tested our proposed method on database data, simulated data, and experimental data, all of which resulted in good deblurred results. We also quantified the performance improvements and compared them against convolutional deconvolution methods. In the next few sections, we describe our method, present our results, discussion and conclusion.
METHODS

The main framework of our deblurring method
The main framework of our deblurring method is shown in Fig. 1 . We downloaded the dataset from the database FIRE (https://www.ics.forth.gr/cvrl/fire/), which contains 268 images of 2912 × 2912 pixels obtained using Optical Coherence Tomography (OCT). We cropped image size to 2304 × 2304 pixels containing rich information and used 242 for training and 26 images for testing (Test Data). For the training part, we divided each image into smaller sub-images of size 256 × 256 pixels as ground-truth. A total of 19,602 sub-images were obtained for training. We blurred sub-images with different Gaussian function and used them as multiple sets of inputs (the detailed description are presented in Appendix A) to obtain outputs through CNN. In this study, the residual dense network Three types of data were used to test the deblurring ability of our method: Test Data (described above), Simulated Data and Experimental Data. To evaluate the applicability of our trained models, we used two sets of simulated data patterns (showed in Figs. 4(a) and (f)) containing resolution target and checkerboard, which are often used in testing the resolution and distortion of reconstructed images.
For experimental data, we obtained optical microscope imaging data (2D data) and optical-resolution To compare outcomes quantitatively, we used the three most commonly used analyses: Mean Squared Error (MSE), Peak Signal to Noise Ratio (PSNR), and Structural Similarity (SSIM). The smaller the MSE, larger the PSNR and SSIM, the more similar the reconstructed images are to the original images. We compared our results against results obtained using other techniques by analyzing these three quantitative parameters for quantifying the improvement.
Convolutional neural network architecture
In deep learning based methods, a deep model is constructed to learn experiences from a large number of training data by an optimization algorithm. The goal of deep learning is to enable the well-trained models to produce appropriate outputs when fed with new and unseen input data. In this study, we propose a new optical image deblurring method, which was employed as a residual dense network (RDN, seen in Fig. 2) . Specifically, the RDN model contains five major components: shallow feature extraction, residual dense blocks (RDBs), global feature fusion, global residual learning and up-scaling. The forward process of the entire network can be briefly described as follows.
First, low-resolution optical images LR I are fed into the network for shallow feature extraction. Here, we use two convolutional layers to extract the shallow features:
are the convolutional filters and biases respectively. F of the d-th RDB can be expressed in the following equation: RDB has C (C=5 in this study) 3×3 convolutional layers, then the local features fusion can be defined as: 
refers to the concatenation of the local features of the d-th RDB. Then residual connections are introduced in RDB to further improve the information propagation:
Third, these residual dense features from D RDBs are merged via global feature fusion (concatenation + 1×1 convolution):
Fourth, the global residual connection combines the shallow features with the global fused features:
Finally, we stack an up-scaling layer in (HR space) to the fine resolution: ( * ( ) ) HR HR GR HR
The details of the convolutional layers are shown in Table 1 [31, 32] . The mini-batch size was 8. The exponential decay learning rate [33] was used in all CNN-based experiments, and the initial learning rate was set to 0.0001 with the decay of 0.95. All the models were trained by the Adam optimizer [34] with parameters beta_1=0.9, beta_2=0.999 and epsilon=10^-8. We used the mean square error (MSE) between the network outputs and labels as the loss function to train the model.
Obtaining optical microscope imaging data
After sacrificing a healthy rat, the right eye was removed and fixed in 10% buffered formalin (Stephens Scientific, Riverdale, NJ) for 20 hours. A paraffin-cut section method was then used for studying and was submitted for Masson's trichrome staining. Finally, microscopic images were obtained using a Zeiss laboratory light microscope (Axio Lab.A1, ZEISS, Gottingen, Germany) at 10× and 20× magnifications.
Obtaining photoacoustic microscope imaging data
For the photoacoustic imaging, a custom-built OR-PAM system was used to acquire the experimental data of a rat eyeball. The detailed description of the OR-PAM system can be found in our earlier publications [9, 35, 36] . One eight weeks healthy female Sprague Dawley (SD) rat (320 g) was selected for photoacoustic imaging, which remained anesthetized throughout the experiment using 1.5%
isoflurane gas (Euthanex, Palmer, Pennsylvania) mixed with oxygen. The right eyelid of the rat was flipped inside out and fixed with adhesive tapes to expose the eyeball and 0.4% oxybuprocaine hydrochloride eye drops were used to anesthetize the eyeball during the imaging process. The imaging head of OR-PAM was positioned directly above the scanning region (i.e., the rat eyeball) during the imaging process.
All three data types were subdivided into a region of n × 256 × 256 pixels ( e.g., 2D grayscale images were cut into multiple 256 × 256 pixels; 2D RGB images were cut into 3 × 256 × 256 pixels;
3D data were cut into n × 256 × 256 voxels, where n represents the three dimensional numbers of 3D data). All data were input into the fully trained CNN models (the rules for selecting models for input data are presented in Appendix C) to get deblurred outputs. Finally, subdivided outputs were stitched together to obtain the final deblurred image. The data were prepared by MATLAB, and the models
were implemented in open framework Tensorflow [37] with CUDA and CUDNN support. The model was run on an Ubuntu 16.04 LTS (64-bit) operating system equipped with a Xeon Silver 4110 Central
Processing Unit (CPU) and NVIDIA Quadro P4000 Graphics Processing Unit (GPU, 8GB memory).
RESULTS AND DISCUSSION
Test Data
We applied different training models that corresponded to the Test Data. For example, when the Test Data was blurred by a Gaussian window with =4  , we used the training model trained by the data that was also blurred using a Gaussian window with =4  . Compared to the Deconv and RL deconvolution methods (iterations=20, which was an experimental value used by many studies, such as references [8, 9] ), our method showed superior results. The results =4  are selected for illustration purpose and are shown in Fig. 3. Figs. 3(a Quantitative analysis using the above three methods on Test Data are shown in Fig. 4 . In Figs. 4(a) , (b) and (c), the horizontal axis represents the  value, and the vertical axis represents the MSE, PSNR, and SSIM values. The green curve, the blue curve, and the red curve represent the results using our method, Deconv method, and RL method, respectively. From Fig. 4 , it can be seen that the image processed by using our method is superior compared to other two methods since all three quantitative indicators are significantly better than the indicators of the other two methods.
Simulated Data
The results of processing Simulated Data are shown in Thus, despite simulated pattern being different from the training images, our deep learning method can extract the general features hidden in the training sets and has good generalization ability for other types of data. These results are consistent with existing research, where researchers have used natural images to train the data and then use them to test medical images [38] .
Quantitative analyses (QA) of the patterns were performed using MSE, PSNR, and SSIM and results are shown in Table 2 . The indicators QAac, QAad, and QAae in Table and (t) respectively. In this table, the best-performing result in each group is marked in red. As can be seen, the best performing three indicators in this table belongs to the proposed method in this study and are better than the other two methods for any data set.
The signal intensity along the green dotted line in Fig. 5(a 6(f) and (h), and the deblur effect is more pronounced in our method compared to the other two methods .
Experimental Data
The microscopic images of the rat's eyeball obtained using 10× and 20× objectives are shown in Figs. 7(a) and (c), respectively, and the deblurred image of 10× objective using our method is shown in Fig. 7(b) . The Figs. 7(d Fig. 7 (a) using red solid frames (named 1, 2, and 3). The deblurred image in Fig. 7 (b) obtained using our method is similar to Fig. 7(c) , which can be seen clearly in the enlarged images. An intensity discrepancy exists between Figs. 7(a) and (c) due to non-ideal imaging conditions between these two acquisitions (in addition to different PSF in different experiments, other conditions will also be different, such as the light intensity, sample placement, focal length, etc.). This difference is also reflected in Fig. 7(b) . Fig. 8(a) . From this Fig. 8 , it can be seen that the image quality in the deblurred Fig. 8(d) is improved compared to the original Fig. 8(c) . The signal intensity values of the blue and red color lines in Figs. 8(c) and (d) , respectively, are shown with corresponding colors in Fig. 8(e) . Comparing blue and red curves in Fig. 8(e) , the advantages of the deblurred image using our method are as follows: (1) significantly improved vascular signal intensity; (2) improved details of the dense vascular plexus (as shown by two green dashed boxes in Fig. 8(e) ); (3) enhanced resolution of micro-vessels ( 6 m   , as indicated by green arrows in Fig. 8 (e) along with enlarged orange box). The effect of deblurring is not so obvious in large blood vessel because large blood vessels have less detail information compared to small blood vessels and the system resolution of 6.7 m  is sufficient to resolve large blood vessels (≥ 30 m  ).
To further verify the deblurring ability of our method in OR-PAM, the edge of a sharp metallic blade was imaged using our custom-built OR-PAM system and deblurred with our method. To remove random noise and stabilize the signal, we averaged the signal over 100 acquisitions. respectively, which shows that our method improves the resolution of this system by 2.14× times.
This performance is better than the previously proposed deconvolution method [9] , which improved the resolution of this system by only 1.9× times.
CONCLUSION
This is the first time a deep-learning-based deblurring method has been proposed, generally applicable to kinds of optical microscopic imaging systems. The deep learning method does not need any up-sampling (or down-sampling) operations or experimental data during the training process to train models. During deblurring, it only needs input data to be reconstructed into the well-trained CNN to generate deblurred output. Our deblurring is ultra-fast and takes only 0.8 seconds on average, which is independent of hardware or post-processing. We showed the deblurring ability of the proposed method in a variety of data set (Test Data, Simulated Data, and two types of Experimental Data). All our results show that our method not only overcomes the limitations of previously proposed deep learning methods which have special requirements for imaging equipment but also has many advantages compared to other deconvolution methods.
To conclude, the new deep-learning-based deblurring method proposed in this study has the advantages of simple operation, short time-consuming, wide application range, and good deblurring capability. Since the image quality is improved significantly in all types of data used in this study, we where * denotes the convolution operator in a 2-D plane, ( , ) G x y denotes the PSF of the system, and ( , ) n x y denotes the random spatial distribution of noise. Since the optical microscopic system images have a high signal-to-noise ratio (SNR), the effects of noise can be ignored. The traditional optical microscopic imaging system's PSF can be approximated to a Gaussian function: where  is the variance of the function, which controls the radial range of the function. Different types of convolution operations are simulated by using different sets of . 
B. Loss curves
C. The rules for selecting the model for input data
The only variable we get for different models is the different  in Eq. (A. 2 Many methods are employed to extract the FWHM; we propose two simple methods as follows:
1. FWHM of the PSF can be calculated by:
where λ denotes the laser wavelength, and NA denotes the numerical aperture of the optical illumination.
2. FWHM of the PSF can be experimentally measured either by the edge of a sharp metallic blade or ideal particle or resolution test target ( Fig. 9 shows this method by measuring the edge of a sharp metallic blade).
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