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Abstract
Background: Phylogenetic analysis is useful in investigating disease transmission
dynamics and the effect of interventions on them, but estimates of probabilities of
genetic linkage between infected people in different groups based on observed data
can be biased downward in the presence of informative missingness. In this paper,
variation in the rates at which subjects’ viral genotypes cluster with others by viral
load (low/high) and ART status is investigated using blood samples from household
surveys in the North East sector of Mochudi, Botswana. The probability of obtaining a
sequence from a sample varies with viral load, as samples with low viral load are more
difficult to amplify.
Methods: Pairwise genetic distances were estimated from aligned nucleotide se-
quences of HIV-1C env gp120. To address the fact that different rates of missingness
across groups will bias the probabilities of clustering within and across these groups,
it is first shown that the probability that randomly selected sequences are linked can
be estimated consistently from observed data. This is then used in the development of
maximum likelihood estimates of the probability that a sequence from one group links
to at least one sequence from another group under the assumption of independence
across pairs. Furthermore, a resampling approach is developed that adjusts for the
presence of correlation within individuals, with diagnostics for assessing the reliability
of the method.
Results: Sequences were obtained for 65% of subjects with high viral load (> 50, 000
copies/mL) (HVL, n = 117), 54% of subjects with low viral load but not on ART (LVL,
n = 180), and 45% of subjects who were on ART (ART, n = 126). Results show that
the probability of clustering between two individuals is highest if they both have HVL,
and lowest if one has LVL and the other has LVL or is on ART. Clustering across groups
is high for HVL and tends to be lower for LVL and ART. Adjustment for missing data
increases the group-wise clustering rates by 40 to 100 percent, and changes the relative
rates between groups.
Conclusions: Bias in inferences regarding HIV genetic clustering that arise from
differential ability to genotype samples by group can be reduced by appropriate methods
for accommodating missing data.
Key Words: viral genetic linkage, phylogenetic clustering, missing data, HIV,
viral load
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1 Introduction
Interest has been growing in the use of phylogenetic clustering analysis to investigate disease
transmission dynamics and the effect of interventions on them (Yerly et al., 2001; Brenner
et al., 2008; Hughes et al., 2009; Smith et al., 2009; Aldous et al., 2012; Mehta et al., 2012;
Volz et al., 2012; Brenner et al., 2013). To optimize interventions intended to control the
HIV epidemic, it will be useful to identify host characteristics (e.g. disease status and de-
mographics) that are associated with high rates of clustered or genetically-linked infections.
Many studies attempt to make inferences about phylogenetic clustering patterns in a larger
population than that represented by the set of observed viral genetic sequences without
considering the effect of sampling or missing data (see, e.g. Aldous et al. (2012); Chalmet
et al. (2010)). However, estimates of probabilities of phylogenetic clustering between groups
that ignore the impact of missing data (henceforth referred to as unadjusted estimators)
can be biased downward. In order to estimate the amount of clustering in communities
or compare rates of clustering across groups we must properly account for the presence of
missing data.
The work presented here arose from a desire to compare phylogenetic clustering rates
between demographic groups associated with a household survey in Mochudi, Botswana. It
was found that young males were severely underrepresented, making inferences about this
group or comparative inferences suspect. In this situation, we have information regarding
the size of this subpopulation and can leverage that information to improve inferences.
This paper develops estimators for clustering probabilities under the assumption that
unobserved sequences are missing at random conditional on observed information. We
primarily consider analyses in which phylogenetic clustering is defined by a threshold cutoff
on a pairwise distance measure between sequences. The choice of the threshold is an
important scientific question in the analysis of viral genetic data, but the methods developed
here apply regardless of the particular value of the threshold chosen. In Section 2 we show
that the probability that randomly selected sequences cluster can be estimated consistently
from observed data. We derive the maximum likelihood estimate (MLE) for conditional
probabilities of clustering between groups given the existence of a clustering tie in Section
3, and in Section 4 we consider estimation of group-level probabilities of clustering. We
first develop MLEs under the assumption that indicators of clustering are independent
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across pairs of individuals who may cluster – an assumption that could be appropriate in
situations such as sparse sampling or airborne pathogens. We then develop a bootstrap
resampling approach that is approximately correct under fairly general assumptions about
the structue of correlations of clustering indicators across pairs. Finally, we propose a
diagnostic approach for assessing the reliability of the method.
We apply the methods developed in Section 5 to analyses of viral sequences from the
northeast sector of the village of Mochudi in Botswana, the site of a pilot study intended
to determine the feasibility of testing for HIV infection in a household setting and link-
ing infected subjects to care. Our investigation focuses on assessment of whether rates
at which subjects HIV genotypes cluster with others depends on ART treatment status
and viral load levels (low/high) among the untreated. Such clustering reflects underlying
HIV transmission dynamics; a tendency for subjects with high viral load to cluster more
frequently with others might imply increased role of subjects with elevated levels of viral
replication in HIV transmission.
2 Probability of phylogenetic clustering between two indi-
viduals
Our first goal is to estimate the probability of phylogenetic clustering between viral se-
quences from two individuals selected at random from their respective groups. Suppose
we have a population partitioned into u = 1, · · · , G disjoint groups, each of size Nu. In
each group, we observe viral sequences for a subset of size nu = piuNu. Let Nuv = Nu ·Nv
(or Nu(Nu − 1)/2 if u = v) be the number of pairs of sequences between groups u and v.
Let Xkj be and indicator for a clustering tie between sequences k and j. If we observe
viral sequences for all members of the population, each probability puv is independently
estimated from a binomial likelihood with Nuv trials and Tuv =
∑
k∈u
∑
j∈vXkj , under the
assumption that phylogenetic clustering is determined independently for each pair.
We can only observe the count of clustering ties between sequences in our sample:
T obsuv =
∑
j∈u
∑
k∈vXkj · I(k observed) · I(j observed) out of nuv = nu · nv possible ties.
If we assume that sequences are missing at random (MAR) conditional on group, we can
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estimate piu via the E-M algorithm:
T (ν)uv = E
(
Tuv|T obsuv , puv
)
= (Nuv − nuv) p(ν)uv + T obsuv (2.1)
p(ν+1)uv =
T
(ν)
uv
Nuv
(2.2)
Setting p
(ν+1)
uv = p
(ν)
uv = φ and substituting (2.1) into (2.2) gives pˆuv =
T obsuv
nuv
, with
Vˆar(pˆuv) =
pˆuv(1−pˆuv)
nuv
.
Thus, under the assumption of MAR conditional on group, we can consistently estimate
the probability that a pair of sequences cluster without adjustment for missing data. Note
that this requires the assumption that clustering between pairs of sequences are independent
trials. This is a reasonable assumption when using a simple distance measure with a cutoff
to define clustering. It may not be appropriate to apply the estimators developed here and
below to tree-based clustering analyses, as the status of one pair of sequences depends on
which other sequences are included in the tree.
3 Conditional probability of phylogenetic clustering
One quantity of interest in the analysis of a community randomized trial is the relative
probability that a new infection arises from contact with an infected person from within
a community versus from outside the community. Therefore we may wish to estimate the
conditional probability that a clustering tie occurs between a sequence from group u and a
sequence from group v, given that a clustering tie exists, θuv. If missingness is completely
at random (unconditional on group), then we can use the observed proportions of ties in
each group,
∑
k∈u
∑
j∈v Xkj∑n
k=1
∑
j>kXkj
, to estimate the conditional probabilities. If missingness is MAR
conditional on group, as we assume, this estimate requires adjustment for the differing
missingess rates between groups. In a population of size N , there are N(N − 1)/2 total
possible pairs. The probability of clustering of a randomly selected pair is given by
∑
u
∑
v≥u
Nuv
N(N − 1)/2puv.
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The probability that a randomly selected pair from groups (u, v) clusters is
Nuv
N(N − 1)/2puv.
Thus, the conditional probability we desire is
θuv = Pr (pair from groups (u, v) | pair clusters) = Nuvpuv∑
u
∑
v≥uNuvpuv
.
We again leverage the invariance of the MLE to substitute pˆuv into these formulas
to obtain the MLE, θˆuv. Note that this derivation does not require an assumption of
independence, so we can consistently estimate the conditional probability of phylogenetic
clustering regardless of the underlying correlations of clustering indicators across pairs.
We illustrate the performance of the MLE using a simulation study in which there are 4
groups with varying clustering probabilites puv and missingness rates of 10, 30, 20, and 15%,
respectively. Clustering between pairs of sequences is simulated by independent Bernoulli
trials. Figure 1 illustrates the relative bias in the estimators for simulations with group sizes
of 10(9) and 50(45) in groups 1, 2, and 4 (group 3). Color in this plot corresponds to the pair
of groups (u, v) for which the conditional probability is being estimated. The bias in the
maximum likelihood estimator is plotted using a solid line and the bias in the unadjusted
estimate is plotted with a dashed line. Both estimates are unstable for very small groups
and low probabilities of clustering; in the latter case, there are only a handful of possible
values pˆuv can take on in a sample, and it is not unlikely that all clustering ties are missed
in sampling. For reasonable group sizes, however, both estimators yield stable results, and
we can see that the unadjusted estimate is generally biased, though with different directions
and magnitudes depending on (u, v), while the adjusted has substantially reduced bias.
4 Estimation of phylogenetic clustering rates between groups
4.1 Maximum likelihood estimation under independence
Now we move on to estimating the probability that a sequence from group u clusters with
at least one sequence from group v (excluding itself if v = u). Suppose that the probability
that a sequence from group u is in our sample, piu, is known. It is known that in this case
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Figure 1: Relative bias in adjusted and unadjusted estimates of the conditional probability
of phylogenetic clustering, θuv, between groups for groups of size 10 and 50.
the unadjusted estimate of the rate of phylogenetic clustering between groups will be an
underestimate of the true rate; when sampling, any sequence that does not cluster with any
other will remain unclustered in the final data, but for some of those who do cluster, the
sequence(s) with whom it clusters may not be included in the sample. Thus, the proprtion
of unclustered sequences in the sample will be higher than that in the population.
We wish to estimate cuv = 1 − Pr(a sequence from u does not cluster with any in v),
which is 1 − (1 − puv)Nv under independence. By the invariance property of the MLE, it
follows that the maximum likelihood estimator is cˆuv = 1 − (1 − pˆuv)Nv . The expected
value of this quanitity is not available in closed form, but in general will not be equal to
cuv. The variance of cˆuv, is similarly difficult to write in closed form, but we do know
that Var (cˆuv) = E
[
(1− pˆuv)2Nv
]− (E [(1− pˆuv)Nv])2. Both values can easily be evaluated
numerically.
Figure 2a plots the value of cuv and E (cˆuv) for puv in the range of (0, 1) for group sizes
Nu = Nv ranging from 10 to 100. Figure 2b focuses in on the range of values for puv that
are often observed in practice. We can see that the estimator, while not unbiased, is fairly
minimally biased. If we examine Figure 3, which gives the true value, expected value of
estimator and 95% confidence limits for a group size of 40 with 10% of sequences missing,
we see that, relative to the variance of the estimator, the bias is negligible.
Finally, we assess the performance of the estimator in the presence of missing data. We
simulated incomplete data sets by randomly assigning pairs of sequences in each of two
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Figure 2: True value of cuv (solid lines) and expected value of estimator (dashed lines) by
group size
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Figure 3: True value of cuv (black), expected value of estimator (red) and 95% confidence
limits (blue) for a group of size N = 40 with pi = 10% missing data.
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Figure 4: True and estimated group-wise phylogenetic clustering rates from 200 simulations
with 20 and 50% missing data.
groups to cluster with probability puv and then randomly selecting a given proportion of
sequences to be missing. We then calculated pˆuv and cˆuv using the incomplete data and
record the value of cˆuv and the unadjusted estimate (obtained by taking the fraction of
observed sequences in group u with at least one observed clustering tie to group v). In
Figure 4 we see the true value of cuv overlaid with the mean unadjusted and adjusted
estimated values over 200 simulations with 20 and 50% of data missing for puv in the range
of (0, 0.01) and group size ranging from 10 to 100. Even in the presence of large amounts of
missing data, cˆuv appears to be a good estimator of cuv. In contrast, the average estimated
value of cuv calculated from the observed data is strongly biased, and becomes increasingly
so as group size or missingness increase.
Also of interest for the purposes of comparisons between groups is the variance of cˆuv.
We simulated 200 samples from groups of size 10, 40, 70 and 100 for rates of observation
ranging from 20 to 100% in group v (the rate of observation in group u was fixed at 90%)
and calculated the estimated variance given pˆuv and the size of group v,Nv. The true puv
was fixed at 0.005 for all simulations. Figure 5 shows the estimated standard deviation; on
the left is the actual value of the SD and on the right it is plotted as a fraction of the true
clustering rate cuv. The latter is included as an indicator of the required sample size to make
meaningful statistical comparisons between groups. As might be expected, the variance
decreases both with group size and percent of sequences observed. The right-hand plot
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Figure 5: Estimated standard deviation of cˆuv by group size and percent of subjects ob-
served.
demonstrates that, for very small group sizes, we have little hope of detecting differences
in clustering rates between groups, as the standard deviation is similar in magnitude or
actually larger than the estimated clustering rate itself.
These results can easily be extended to maximum likelihood estimation of the probability
that a sequence from group u or a set of groups A clusters with at least one sequence in a set
of groups B (B can intersect u or A, with adjustments to group sizes to exclude self-ties).
In the first case, the maximum likelihood estimator is cˆuB = 1 −
∏
v∈B(1 − pˆuv)Nv , with
expected value equal to one minus the product of the expected values of 1− cˆuv for v ∈ B
and variance Var (cˆuB) =
∏
v∈B E
[
(1− pˆuv)2Nv
]−∏v∈B (E [(1− pˆuv)Nv])2.
We estimate clustering between sets of groups cAB by a weighted average of cuB for
u ∈ A, with the weights given by the size of group u in the population, Nu. Thus, cˆAB =∑
u∈ANu·cˆuB∑
u∈ANu
, and the expected value and variance are the appropriate weighted sums of the
expected value and variance of the cuB.
4.2 Relaxing independence assumptions: Bootstrap bias estimation
We consider bootstrap estimation of the bias in the unadjusted estimate in order to ac-
comodate deviations from independence among pairs. The development begins by assum-
inig independence and then relaxes this restriction. The expected percent of sampled se-
quences in group u that cluster with at least one sequence in group v is E
[∑
j∈vXkj ≥ 1
]
=
1−Pr
(∑
j∈vXkj = 0
)
= 1− (1−puv)nv , where nv is the number sampled out of a popula-
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tion of size Nv and Xkj is an indicator for linkage between sequences k and j. Thus, for a
sampling probability of piv, we expect nv = pivNv. The ratio
(1−puv)Nv
(1−puv)pivNv = (1−puv)(1−piv)Nv
serves as an adjustment factor to correct the unadjusted estimate of the probability of no
clustering, (1− puv)nv .
We can estimate this ratio given the observed data in one of two ways. The first
involves taking a subsample with probability (2−1/piv) from the observed sample to obtain
a sample of approximately (2piv − 1) percent of the full population and taking the ratio of
the clustering rates in the observed sample and the subsample as the adjustment factor.
This method is denoted interval subsampling because the sampling proportions for the
population, observed sample, and bootstrap subsample are at equal intervals. It limits
the sizes of samples for which adjustment can be made; a subsample of appropriate size
is impossible for piv ≤ 0.5, and in practice the bound is higher, as an arbitrarily small
subsample will be likely to miss all observed clustering ties.
An alternative approach takes a piv% subsample of the observed sample, and uses the ra-
tio of rates as described above raised to a power of 1/piv to get an estimate of (1−pv)(1−piv)Nv .
This approach, denoted proportionate subsampling, extends the range of sample sizes for
which the bootstrap is practical.
4.2.1 Exchangeable correlation
Suppose all clustering indicators Xkj for sequence k in group u with sequences in group v
are distributed as exchangeable Bernoulli random variables with probability p = puv and
correlation ρ = ρuv. Defining ζ =
√
ρ, we can express Ykj = 1−Xkj = (1−Wkj)Zkj+WkjRk,
where the Zkj and Rk are iid Bern(1− p) and the Wkj are iid Bern(ζ) (Lunn and Davies,
1998). We find the probability that none of the Xkj = 1 by taking the expectation of∏nv
j=1 Ykj . For simplicity, we suppress the subscript k in what follows. In this product, all
terms except R are raised to a power of at most 1 in any summand; since all are independent
random variables, the resulting expectation is merely the product of their expectations.
Thus we can simplify the expression by replacing Wj and Zj with their respective expected
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values, ζ and p, to obtain E
[∏nv
j=1 Ykj
]
= E [((1− ζ)(1− p) + ζR)n]. Thus,
E
 nv∏
j=1
Ykj
 = nv∑
i=0
(
nv
i
)
(1− ζ)nv−i(1− p)nv−iζiE [Ri]
=
nv∑
i=0
(
nv
i
)
(1− ζ)nv−i(1− p)nv−iζi(1− p)I(i>0)
= (1− p)nv
nv∑
i=0
(
nv
i
)
(1− ζ)nv−i
(
ζ
1− p
)i
(1− p)I(i>0)
= (1− p)nv
(
(1− p)
nv∑
i=0
(
nv
i
)
(1− ζ)nv−i
(
ζ
1− p
)i
+ p(1− ζ)nv
)
= (1− p)nv
(
(1− p)
(
1 +
ζp
1− p
)nv
+ p(1− ζ)nv
)
For the values of, p, ρ and nv that we are likely to encounter, p(1−ζ)nv ≈ 0. This means
that using the methods described for the independence case, we are trying to estimate
(1− p)nv
(
(1− p)
(
1 + ζp1−p
)nv)
(1− p)pinv
(
(1− p)
(
1 + ζp1−p
)pinv) = (1− p)(1−pi)nv (1 + ζp1− p
)(1−pi)nv
by (interval subsampling)
(1− p)pinv
(
(1− p)
(
1 + ζp1−p
)pinv)
(1− p)(2pi−1)nv
(
(1− p)
(
1 + ζp1−p
)(2pi−1)nv) = (1− p)(1−pi)nv
(
1 +
ζp
1− p
)(1−pi)nv
,
or (proportionate subsampling)
 (1− p)pinv
(
(1− p)
(
1 + ζp1−p
)pinv)
(1− p)pi2nv
(
(1− p)
(
1 + ζp1−p
)pi2nv)

1/pi
= (1− p)(1−pi)nv
(
1 +
ζp
1− p
)(1−pi)nv
,
and hence the bootstrap bias correction will be approximately unbiased for n sufficiently
large under either interval or proportionate subsampling.
A note on estimating ρuv: we are assuming that Cor (Xkj , Xkl) = ρuv ∀j 6= l, with k
in group u and k, l in group v. Under this assumption, the expected number of clustered
pairs between groups u and v in which k is a participant remains the same. Supposing
we have a population of size Nv and the probability that a pair is linked is puv, then
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E
[∑
j 6=k,j∈vXkj
]
= (Nv − 1)puv, just as if the Xkj were uncorrelated (note that we are
excluding Xkk as we do not include self-clustering). The variance, on the other hand,
is impacted by the correlation. Var
[∑
j 6=kXkj
]
=
∑
j 6=k,j∈v
∑
l 6=k Cov (Xkj , Xkl). In the
independence case, this is merely σ20 = (Nv − 1)puv(1− puv), but in the exchangeable case
we have σ2ρuv = (Nv−1)puv(1−puv) · (1+(Nv−2)ρuv). Given pˆuv, we can thus estimate ρuv
by ρˆuv =
σˆ2ρuv−σˆ20
(Nv−2)σˆ20
, where σˆ20 = (Nv − 1)pˆuv(1 − pˆuv) and σˆ2ρuv is the empirical variance in
the number of clustering ties by sequence. Note that for fixed puv, this is invariant in Nv,
so we can estimate the correlation in the population using the correlation in the sample.
4.2.2 Random effects
We can relax the assumption that correlation varies only by group pairing to permit each se-
quence to have its own baseline correlation with each group (a version of the classic random
effects model), by allowing ζ to vary with k and j. Suppose k is a member of group u and j, l
are members of group v, and let ζk[v] be the baseline correlation of sequence k with sequences
in group v. Then the correlation between Xkj and Xkl is ρkjl =
(
ζk[v]ζj[u]
) (
ζk[v]ζl[u]
)
rather
than ρuv = ζ
2
uv. This gives us
∏nv
j=1 Ykj =
∏nv
j=1(1− ζk[v]ζj[u])(1− p) + ζk[v]ζj[u]R, and
E
 nv∏
j=1
Ykj
 = (1− p)nv
(1− p) nv∏
j=1
(
1 + ζk[v]ζj[u]
p
1− p
)
+ p
nv∏
j=1
(1− ζk[v]ζj[u])

We still expect p
∏nv
j=1(1 − ζk[v]ζj[u]) ≈ 0 for the sample sizes of interest, so the bootstrap
bias correction will be approximately correct as long as
nv∏
j=1
(
1 + ζk[v]ζj[u]
p
1− p
)
/
pinv∏
l=1
(
1 + ζk[v]ζl[u]
p
1− p
)
is well approximated by one of the bootstrapped quantities
pinv∏
l=1
(
1 + ζk[v]ζl[u]
p
1− p
)
/
pi(2−1/pi)nv∏
m=1
(
1 + ζk[v]ζm[u]
p
1− p
) (interval subsampling) or
pinv∏
l=1
(
1 + ζk[v]ζl[u]
p
1− p
)
/
pi2nv∏
m=1
(
1 + ζk[v]ζm[u]
p
1− p
)(1/pi) (proportionate subsampling).
If we assume that the ζk[v] ∼ iidf(ζ) for some distribution f , and let ζ˙kj = 1 +
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ζk[v]ζj[u]
p
1−p , then we have E
[∏
j∈A ζ˙kj
]
=
∏
j∈A E
[
ζ˙kj
]
= µ
|A|
ζ˙k
, so E
[∏nv
j=1 ζ˙kj/
∏pinv
l=1 ζ˙kl
]
=
E
[∏nv
j=pinv
ζ˙kj
]
= µ
(1−pi)nv
ζ˙k
. If we use the interval subsampling method described above,
then we have
E
pinv∏
l=1
ζ˙kl/
pi(2−1/pi)nv∏
m=1
ζ˙km
 = E
 pin∏
l=pi(2−1/pi)nv
ζ˙kl
 = µ(1−pi)nv
ζ˙k
,
so the bootstrap adjustment is correct in expectation. If, on the other hand, we have a
smaller sample and want to use the proportionate subsampling approach, we have
E


pinv∏
l=1
ζ˙kl/
pi2nv∏
m=1
ζ˙km

(1/pi)
 = E

 pin∏
l=pi2nv
ζ˙kl
(1/pi)
 = E [ζ˙(1/pi)km ]pi(1−pi)nv .
By Jensen’s Inequality, E
[
ζ˙
(1/pi)
kl
]
≥ E
[
ζ˙kl
](1/pi)
, indicating that the bootstrap method in
this case will under-correct, on average.
5 Application: Mochudi, Botswana
As mentioned in the introduction, we apply the methods described above to viral sequences
from a household survey in Mochudi, Botswana. HIV-1 subtype C sequences presented
in this study represent initial genotyping effort within the Mochudi Prevention Project.
Briefly, viral sequences were obtained by nucleic acid extraction from dry blood spots
collected during household survey in Mochudi and two rounds of PCR amplification of
HIV-1 env gp120 V1C5 region with primers ED3/ED14 and ED5/ED12 (Delwart et al.,
1993) followed by direct sequencing of amplified products as described previously (Novitsky
et al., 2009). Sequence contigs were assembled by SeqScape v.2.7 (Applied Biosystems), and
generated viral sequences were aligned by Muscle (Edgar, 2004a,b). To prevent and control
for contamination, QA/QC procedures were applied routinely during all experimental steps.
We generated sequences of the env gp120 region from 423 subjects from the first year of
the survey (Accession number pending).
Interest lies in assessing the impact of viral load levels on rates of clustering, but the
probability of being able to sequence a sample depends on viral load, given that low VL
samples are more difficult to amplify. From the household survey, we retrieved 791 subjects
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High VL Low VL On ART
High VL 1.47 0.62 1.02
Low VL 0.37 0.26
On ART 0.76
Table 1: Estimated probability of phylogenetic clustering between individuals of different
groups from Mochudi data. Rates given are per 1000 pairs.
with data on viral load and treatment status, which we divide into three categories: high
viral load (HVL, > 50K copies/mL), on antiretroviral treatment (ART), and low viral load
(LVL, not HVL or ART). We subdivide those with viral load less than 50,000 copies/mL by
treatment status because the processes that lead to the lower viral load are likely different
for these two groups. At the time of analysis, viral genetic sequences were available for
65% of HVL subjects, 54% of LVL subjects and only 45% of those on ART. The size of the
groups also varies, with 23, 42, and 35 percent of the sample being HVL, LVL and ART,
respectively.
Phylogenetic clustering in this analysis is defined by a p-distance below 0.1. This yields
an overall rate of clustering of 18% within the observed sample.
Using the result from Section 2, we find the pˆkk′ given in Table 1. Clustering is most
likely with the HVL group for all groups, while the LVL group demonstrates less clustering
overall.
5.1 Conditional probability of phylogenetic clustering
We now move to estimation of the conditional probability that a clustering tie occurs
between individuals in a pair of groups given that such a tie exists. First, we examine the
performance of the estimator in real data: Figure 6 gives the distribution estimates of the
conditional probabilities for a 70% sub-sample of the Mochudi data, compared against the
probabilities observed in the full sample. The MLE is quite accurate, as we would expect
given the generality of the results in Section 3. The adjusted estimates of the conditional
probabilities for the full sample are given in Table 2. It is most likely that a given clustering
tie occurs between HVL and ART or LVL, and it is least likely to be between two LVL
individuals.
14 http://biostats.bepress.com/harvardbiostat/paper160
Figure 6: Estimates of conditional probability of phylogenetic clustering by groups for a
70% sample of the full Mochudi data. Red line represents the “truth” as observed in the
full data.
High VL Low VL On ART
High VL 0.126 0.197 0.274
Low VL 0.110 0.132
On ART 0.160
Table 2: Estimated conditional probability of phylogenetic clustering between groups from
Mochudi data.
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High VL Low VL On ART
High VL 0.016 0.023 0.029
Low VL 0.018 0.022 0.023
On ART 0.020 0.012 0.021
Table 3: Esimated correlations under exchangeable model within dyad type.
Figure 7: Realized values of ρˆ for subsamples of 5 to 95% of Mochudi data.
5.2 Diagnostics
Before we proceed to estimate group-wise clustering rates for the Mochudi data, it is useful
to consider the estimated correlation under the exchangeable model, which we will consider
in development of a diagnostic tool for assessing the reliability of our methods. For the
Mochudi data, we obtain a population-wide estimate of ρˆ = 0.0205; group-specific estimates
are given in Table 3. Most are close to the population-level estimate, but there is some
variability.
We can also see how the realized values of ρˆ change with the sampling fraction. Figure
7 show boxplots of these realized values for subsamples of 5 to 95% of the Mochudi data.
Each boxplot represents 500 samples. The estimates become increasingly variable as the
sample gets smaller, but remain centered about the value of ρˆ from the full data (red line)
until the sample size falls below 40%, at which point the estimates decline sharply.
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This decline in the estimated mean correlation, ρ, for very small samples has implications
for bootstrap bias correction. We propose as a diagnostic creation of a plot similar to 7
from the observed data by group. If the estimated median of ρ appears to remain fairly
constant over a range of sampling fractions including the size of the appropriate subsample,
the estimated ρ is likely to be similar to the true value, and the bootstrap bias correction
should work well, since the estimated adjustment ratio described in Section 4.2 depends
upon ρ being similar across the population, observed sample, and bootstrap subsample. It
is possible that the mean of the estimates of ρ across the samples still remains close to the
true value even when the distribution is not centered on the full-sample value, but in this
setting, this may be insufficient to adjust for the bias in the unadjusted estimator, since we
are estimating a ratio of nonlinear functions of ρ for two different sample sizes.
5.3 Estimation of group-wise clustering rates
We first assess the performance of the bootstrap estimator from Section 4.2 via simulation.
Figures 8 and 9 show the resulting estimates for 70% and 30% samples of the observed data,
respectively, including one modification: if the adjustment reduces the unadjusted estimate,
we take the unadjusted value rather than the bias-adjusted value. This rule follows from
knowing that the unadjusted estimate is an underestimate, implying that any reductions
are likely due to very small bootstrap sample sizes or disparate correlations in the observed
data and the subsample. This restriction has no effect on the 70% sample, but does impact
the 30% sample substantially; we see that the bias-corrected results are not very different
from the unadjusted estimates.
We can now compare the estimates of ckk′ for each pair of groups using the naive esti-
mator based on observed data and using the bootstrap adjustment method. The estimated
probabilities of inclusion by group are 65, 54, and 45%. Based on the decline of ρˆ in Figure
10, we would expect that the observed correlation in the subsamples is likely to be differ-
ent from the sample correlation for the LVL group, despite the theoretical possibility of
obtaining the 8% subsample needed for interval subsampling. Therefore, we use interval
subsampling for the HVL group, but use proportionate subsampling for the LVL and ART
groups. Table 4 gives both estimates for the probability that a member of group A (rows)
clusters with at least one member of group B (columns). The adjusted estimates range
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Figure 8: Results of using bootstrap method on unadjusted estimator for a 70% sample of
Mochudi data. Methods compared are the unadjusted estimator and the bootstrap-adjusted
estimator using proportionate subsampling.
Figure 9: Results of using bootstrap method on unadjusted estimator for a 30% sample of
Mochudi data. Methods compared are the unadjusted estimator and the bootstrap-adjusted
estimator using proportionate subsampling.
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Figure 10: Diagnostic plots of subsample correlations by group.
from 40 to 100% larger than those of the unadjusted estimator. The relative values of the
probabilites change as a result - for example, using the unadjusted estimator, it appears
that someone with high viral load is nearly twice as likely to cluster within the high viral
load group as to cluster with anyone on ART. After adjustment, an HVL individual is only
half again as likely to cluster within group as with ART.
Unlike the sequence-to-sequence or conditional probabilities of clustering, the proba-
bility of clustering from group U to group V is not equal to the probability of clustering
from group V to group U. This is a function both of the sizes of the groups (if group U
is much bigger, there are more chances for someone in group V to have a clustering tie
with U than the other way around) and of the distribution of clustering ties. Consider, for
example HVL/LVL clustering; it is much more likely for someone with high viral load to
cluster with the low viral load group than for someone with LVL to cluster with the HVL
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High VL Low VL On ART
Unadj. Adj. Unadj. Adj. Unadj. Adj.
High VL 0.145 0.203 0.103 0.177 0.077 0.134
Low VL 0.061 0.089 0.067 0.113 0.033 0.067
On ART 0.087 0.121 0.048 0.080 0.095 0.174
Table 4: Group-wise phylogenetic clustering rates before and after adjustment for missing
data.
group. This could arise simply due to the size of the LVL group, but it is also possible that
several individuals in the LVL group cluster with multiple individuals in the HVL group.
For each such configuration, only one person in LVL is counted as having clustering tie(s)
to HVL, but multiple people in HVL are counted as having clustering tie(s) to LVL.
We calculate a confidence interval for the bootstrap adjusted estimate using a boot-
strap quantile interval. Because the adjustment is made by taking the inverse of the boot-
strap samples, the upper (lower) bound of the interval will be given by taking the α/2
(1− α/2) quantile of the bootstrap distribution of the ratio of the unadjusted estimate to
the bootstrapped value (raised to the power of 1/pi if using proportionate subsampling)
and calculating cˆk′k with this quantile rather than the mean of the bootstrap distribution.
Simulation results show that the coverage of this interval is likely to be good as long as
the sampling percentage pi is at least 65% and may be anti-conservative if the percentage
is lower. Figure 11 shows the point estimates and 95% confidence intervals for the unad-
justed and bootstrap-adjusted estimators. These are calculated using a traditional binomial
interval for the unadjusted case and using the bootstrap quantile interval for the adjusted.
We see that the confidence intervals for the unadjusted estimate often exclude the point
estimate after correction via the bootstrap. The bootstrap quantile interval is consistently
narrower than the unadjusted interval in the cases where interval subsampling was used
(column 1).
The results for groupwise clustering rates suggest that individuals with high viral load
are involved in more clustering; by extension, this suggests they are involved in more
transmissions. This group should include both individuals in the chronic phase of infection
with poor viral suppression and recent infections (Novitsky et al., 2010). Of 75 HVL with a
CD4 count available, 44% had CD4 count below 250 cells/mm3, while only 19% of the 122
LVL individuals with a CD4 count measurement were below 250. Individuals on ART are
most likely to cluster within their own group, suggesting links from older transmissions in
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Figure 11: Point estimates and 95% confidence intervals for unadjusted and bootstrap-
adjusted estimates of groupwise clustering rates in Mochudi.
which both individuals have progressed to the point of needing treatment. Individuals in
the low viral load group cluster relatively little. Taken together, these results are consistent
with the hypothesis that those with low viral load, either from natural suppression or
treatment, are not transmitting as efficiently as those with high viral load. Longitudinal
data would be required to verify this hypothesis, however.
6 Choice of distance measure
Many different methods are available for calculating distances between genetic sequences
(Wiens and Servedio, 1998). For the methods discussed above, we suggest using one that
is not calculated from a full phylogenetic tree in order to increase the plausibility of the
required independence assumptions. As the definition of clustering is a simple threshold on
the distance between sequences, distance models that give different results could result in
rate estimates that vary widely.
We compared four different distance calculation methods on the set of 423 sequences
from the first year household survey in Mochudi, Botswana. The methods compared were:
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pdist mcl jc t3
pdist 1.0000 0.9990 1.0000 0.9992
mcl 0.9990 1.0000 0.9990 0.9964
jc 1.0000 0.9990 1.0000 0.9992
t3 0.9992 0.9964 0.9992 1.0000
Table 5: Spearman rank correlation of five distance methods.
• pdist: proportion of compared sites at which sequences differ (denominator varies by
pair due to pairwise deletion)
• mcl: maximum composite likelihood
• jc: Jukes-Cantor model
• t3: Tamura 3-parameter model
Codon positions included were 1st+2nd+3rd+Noncoding. All positions with less than 95%
site coverage were eliminated. That is, fewer than 5% alignment gaps, missing data, and
ambiguous bases were allowed at any position. There were a total of 1050 positions in
the final dataset. Analyses of uncorrected pairwise distances and corrected by different
evolutionary models were conducted in MEGA version 5 (Tamura et al., 2011).
The scale or mean of the distance distribution might be expected to vary over the
methods used to calculate the distances. To reduce this source of variability, we treat the
threshold for clustering as a quantile of the distribution (i.e., the bottom 10% of distances
cluster), therby ensuring that measures that maintain the same ranking of distances provide
equivalent results. Table 5 gives the Spearman rank correlation matrix of the five methods
listed above. As the Spearman correlation considers only ranks, any measures that are
equivalent up to a monotonic increasing transformation will have a correlation of 1.
All four methods used have nearly perfect correlation, indicating that applying the
clustering methods described here with a quantile-based cutoff will result in nearly identical
results regardless of the distance model used. We can see in Figure 12 that the relationships
between some methods are not linear, but ranks are largely maintained.
7 Discussion
Phylogenetic cluster analyses has been demonstrated to be useful in making inferences
about important HIV epidemic drivers, including the impact of acutely or recently infected
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Figure 12: Scatterplot matrix of distance estimates under 5 models. For clarity, only a 10%
sample of the 89253 distances is plotted.
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subjects (Yerly et al., 2001; Brenner et al., 2008; Smith et al., 2009). Application of these
methods to community randomized trials of HIV prevention interventions such as the clus-
ter randomized trial of HIV prevention in Botswana (Datz, 2011; Boily et al., 2012) may
be useful not only for this purpose but also to provide information regarding the subpopu-
lations in which these interventions are succeeding or failing. For example if newly infected
subjects in communities randomized to the intervention cluster only with viruses that infect
people living outside the community, this knowledge would imply that the intervention is
succeeding in stopping transmission within communities. The implications for the success
of the intervention are very different from the setting in which newly infected cases are
in fact being infected with strains of virus circulating within communities. For the latter,
it is important to know what subgroups are most contributing to onward transmission of
virus, whether these subgroups be defined by plasma HIV levels, ART treatment status,
or demographic or behavioral factors. All such analyses, however, are very much impacted
by potentially informatively missing data. This paper proposes methods to adjust for such
biases.
Our methods adjust for the presence of missing viral sequences in estimates of phylo-
genetic clustering rates under the assumption that sequences are missing at random condi-
tional on group membership. We show that we can consistently estimate the probability of
two sequences cluster without adjustment for missing data, and can consistently estimate
conditional probabilites of clustering between two sequences from a pair of groups given the
existence of a clustering tie via a minor adjustment using the (known) sizes of the groups
in the population. In settings where it is reasonable to assume that the clustering status
of pairs of sequences are all independent conditional on group, the MLE of the group-
wise clustering rates provides an exact solution. This assumption might be reasonable in
investigations of airborne pathogens, or in settings with sparse sampling.
For settings in which the assumption of independence is not reasonable, we propose
a bootstrap resampling approach to adjust for the bias in the unadjusted estimator. If
clustering indicators are exchangeably correlated or if their correlations can reasonably be
modeled as functions only of individual effects (a random-effects type model) and we can use
interval subsampling, then the resampling method can adequately adjust for bias. When
using proportionate subsampling under the random-effects model the bootstrap may under-
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correct, but the resulting estimates are still preferable to those provided by unadjusted
estimators.
For a completely general correlation structure, our methods still may provide some
level of adjustment for bias, but the methods may still tend to under-correct. Nonetheless,
our simulation results using the Mochudi data suggest that the results estimates may be
adequate in some realistic settings. We propose a diagnostic tool to assess whether the
boostrap resampling approach is likely to be reliable in adjusting estimates of clustering
rates.
Although we treated the groups of interest for clustering and those of relevance for
the missingness model as identical in our example, this condition is not required. A more
general missingness model could be formed by creating a partition into subgroups such
that pairs of observations are missing at random given subgroup membership. Our method
would then proceed by first estimating clustering rates for each of these subgroups, and then
aggregating across them to obtain the estimates for the groups of interest (as suggested in
Section 4.1). The methods can also be extended to allow the model for missingness to
depend on continuous-valued variables.
The bootstrap method described here is similar in spirit to inverse-probability weighting
in that adjustment for bias makes use of information on the probability of observation to
estimate a scaling factor. In our setting, however, it is not possible to express the weight
in closed form because of the complex correlation structure induced by the vagaries of HIV
evolution and of patterns of viral transmission.
Acknowledgments
This work is supported by NIH grants R01AI24643, R01AI51164 and R01AI083036.
References
Aldous, J. L., Kosakovsky Pond, S., Poon, A., Jain, S., Qin, H., Kahn, J. S., Kitahata, M.,
Rodriguez, B., Dennis, A. M., Boswell, S. L., Haubrich, R., and Smith, D. M. (2012).
Characterizing HIV transmission networks across the United States. Clinical Infectious
Diseases, 55(8):1135–1143.
25 Hosted by The Berkeley Electronic Press
Boily, M.-C., Maˆsse, B., Alsallaq, R., Padian, N. S., Eaton, J. W., Vesga, J. F., and Hallett,
T. B. (2012). HIV treatment as prevention: considerations in the design, conduct, and
analysis of cluster randomized controlled trials of combination HIV prevention. PLoS
Medicine, 9(7):e1001250.
Brenner, B., Wainberg, M. A., and Roger, M. (2013). Phylogenetic inferences on HIV-
1 transmission: implications for the design of prevention and treatment interventions.
AIDS, 27:1045–1057.
Brenner, B. G., Roger, M., Moisi, D. D., Oliveira, M., Hardy, I., Turgel, R., Charest,
H., Routy, J.-P., Wainberg, M. A., the Montreal PHI Cohort, and HIV Prevention
Study Groups, . (2008). Transmission networks of drug resistance acquired in pri-
mary/early stage HIV infection. AIDS, 22(18):2509–2515.
Chalmet, K., Staelens, D., Blot, S., Dinakis, S., Pelgrom, J., Plum, J., Vogelaers, D.,
Vandekerckhove, L., and Verhofstede, C. (2010). Epidemiological study of phylogenetic
transmission clusters in a local HIV-1 epidemic reveals distinct differences between sub-
type B and non-B infections. BMC Infectious Diseases, 10:262.
Datz, T. (2011). Harvard School of Public Health awarded $20 million CDC grant to study
HIV prevention in Botswana. HSPH News, September 20, 2011.
Delwart, E. L., Shpaer, E. G., Louwagie, J., McCutchan, F. E., Grez, M., Rubsamen-
Waigmann, H., and Mullins, J. I. (1993). Genetic relationships determined by a DNA
heteroduplex mobility assay: analysis of HIV-1 env genes. Science, 262(5137):1257–1261.
Edgar, R. C. (2004a). MUSCLE: a multiple sequence alignment method with reduced time
and space complexity. BMC Bioinformatics, 5(1):113.
Edgar, R. C. (2004b). MUSCLE: multiple sequence alignment with high accuracy and high
throughput. Nucleic Acids Research, 32(5):1792–1797.
Hughes, G. J., Fearnhill, E., Dunn, D., Lycett, S. J., Rambaut, A., Leigh Brown, A. J.,
and on behalf of the UK HIV Drug Resistance Collaboration, . (2009). Molecular phy-
lodynamics of the heterosexual HIV epidemic in the United Kingdom. PLoS Pathogens,
5(9):e1000590.
26 http://biostats.bepress.com/harvardbiostat/paper160
Lunn, A. and Davies, S. (1998). A note on generating correlated binary variables.
Biometrika, 85(2):487–490.
Mehta, S. R., Kosakovsky Pond, S. L., Young, J. A., Richman, D., Little, S., and Smith,
D. M. (2012). Associations between phylogenetic clustering and HLA profile among HIV-
infected individuals in San Diego, California. Journal of Infectious Diseases, 205:1529–
1533.
Novitsky, V., Lagakos, S., Herzig, M., Bonney, C., Kebaabetswe, L., Rossenkhan, R., Nkwe,
D., Margolin, L., Musonda, R., Moyo, S., Woldegabriel, E., van Widenfelt, E., Makhema,
J., and Essex, M. (2009). Evolution of proviral gp120 over the first year of HIV-1 subtype
C infection. Virology, 383(1):47–59.
Novitsky, V., Wang, R., Bussmann, H., Lockman, S., Baum, M., Shapiro, R., Thior, I.,
Wester, C., Wester, C. W., Ogwu, A., Asmelash, A., Musonda, R., Campa, A., Moyo,
S., van Widenfelt, E., Mine, M., Moffat, C., Mmalane, M., Makhema, J., Marlink, R.,
Gilbert, P., Seage, III, G. R., DeGruttola, V., and Essex, M. (2010). HIV-1 subtype C-
infected individuals maintaining high viral load as potential targets for the test-and-treat
approach to reduce HIV transmission. PLoS ONE, 5(4):e10148.
Smith, D. M., May, S., Tweeten, S., Drumright, L., Pacold, M. E., Kosakovsky Pond, S. L.,
Pesano, R. L., Lie, Y. S., Richman, D. D., Frost, S. D., Woelk, C. H., and Little, S. J.
(2009). A public health model for the molecular surveillance of HIV transmission in San
Diego, California. AIDS, 23(2):225–232.
Tamura, K., Peterson, D., Peterson, N., Stecher, G., Nei, M., and Kumar, S. (2011).
MEGA5: Molecular evolutionary genetics analysis using maximum likelihood, evolu-
tionary distance, and maximum parsimony methods. Molecular Biology and Evolution,
28(10):2731–2739.
Volz, E. M., Koopman, J. S., Ward, M. J., Leigh Brown, A., and Frost, S. D. (2012).
Simple epidemiological dynamics explain phylogenetic clustering of HIV from patients
with recent infection. PLoS Computational Biology, 8(6):e1002552.
Wiens, J. J. and Servedio, M. R. (1998). Phylogenetic analysis and intraspecific varia-
27 Hosted by The Berkeley Electronic Press
tion: Performance of parsimony, likelihood, and distance methods. Systematic Biology,
47(2):228–253.
Yerly, S., Vora, S., Rizzardi, P., Chave, J.-P., Vernazza, P. L., Flepp, M., Telenti, A.,
Battegay, M., Veuthey, A.-L., Bru, J.-P., Rickenbach, M., Hirschel, B., Perrin, L., and
the Swiss HIV Cohort Study (2001). Acute HIV infection: impact on the spread of HIV
and transmission of drug resistance. AIDS, 15:2287–2292.
28 http://biostats.bepress.com/harvardbiostat/paper160
