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Abstract
We study some properties of $t$ he solution to a semilinear elliptic equa-
tion with subcritical expenent in higher dimensions. Classification of the
bounded energy solution in whole space. $\dot{c}tn$ inequality of $\sup+$ inf type. a
theorem of Brezis-Merle type, and the quantized blowup mechanism are
presented.
1 Introduction
In this paper, we study the semilinea $\iota$ . ellipt $ic$. equation
$\{\begin{array}{l}\text{ } \triangle t^{1=}?|^{\hat{|}} in \Omega1_{11}?\frac{\prime\prime(-1- 1)}{+2}+cl.r\cdot<+\infty,\end{array}$ (1.1)
where $\gamma\in(1_{:}\frac{?\iota+2}{n-2}),$ $n\geq 3$ , and $\zeta$] $\subset R$ “ is a bouned domain with smooth
boundary $\partial\Omega$ or $\Omega=R^{r\tau}$ . In the $c_{\mathfrak{c}}\gamma se\gamma=\frac{ll}{11-2},$ $c:lassification$ of the solution
to (1.1) with $\Omega=R^{n}$ , inequalities of $s\iota p+$ inf and Trudinger-Moser type, and
blowup analysis of the sohition are done in [21]. As sl ated there. equation (1.1)
is close to Liouville’s equation in lwo dimensions.
$\{\begin{array}{l}-\triangle\iota=(.t. in fl\subset R^{2}/\Omega e^{\iota}’ dx\cdot<+\infty.\end{array}$ (1.2)
In fact, equations (1.1) and (1.2) have } he following common properties:
(A) Scaling invariance concerning t.he equation and the energy
(B) Classification of the $boni_{1}ded$ energy $\backslash \cdot 01\iota t$ ion in whole space
(C) Existence of a $snp+$ inf type $i_{I}\iota\epsilon^{1}q\iota\iota_{\dot{c}}\iota 1ity$
(D) Alternatives concerning convergence of $t$ he solutions
(E) Quantized blowup mechanisin
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In what follows, we look over these properties.
(A) For a sohition $v=v(x)$ to (12). the transformation $v_{\mu}(x)=v(\mu x)+$
$2\log\mu$ . $\mu>0$ , satisfies
$\{\begin{array}{l}-\triangle\tau_{\mu}|=e^{t_{l^{l}}’} in \Omega_{\mu}\int_{\Omega},e^{\iota_{l^{\epsilon}}}’ d\alpha\cdot=\int_{\Omega}e^{v}dx,\end{array}$
where $\Omega_{\mu}=\{y\in R^{2}|\mu y\in\Omega\}$ . Siniilarlv, for a solution $v=v(x)$ to (1.1), the
transformation $v_{\mu}(x)=\mu^{q}v(\mu x),$ $\mu>0,$ $q= \frac{2}{\gamma-1}$ , satisfies
$\{\begin{array}{l}-\triangle v_{\mu}=(1_{\mu}^{|})_{+}^{7}in\Omega_{\mu}\int_{\Omega_{}},(v_{\mu})^{\frac{)(\gamma- 1|}{+2}}dx=\int_{\Omega}t^{|^{\frac{n(\gamma- 1)}{+2}}}dx\end{array}$
where $\Omega_{\mu}=\{y\in R^{n}|\mu y\in\Omega\},$ $n\geq 3$ . These scale invariances are important
extremely in the proof of the properties $(B)-(E)$ , and, in particular, allow us to
the blowup analysis and the hierarchical argunient.
(B) Any nontrivial classical solution to (1.2) in whole space $(i.e., \Omega=R^{2})$
has the form
$v(x)= \log\{\frac{8\mu^{2}}{(1+\mu^{2}|x-x_{0}|^{2})}\}$ (1.3)
for some $x_{0}\in R^{2}$ . This fact is shown by Chen and Li [4]. Similar fact for
(1.1) with $\gamma=\frac{n}{n-2}$ is done by Wang and Ye [21]. A crucial difference between
(1.3) and (1.4) below is whether a support of the positive part of the solution is
compact or not. This makes several arguments for (1.1) simpler. We now state
the first result.
Theorem 1 Assume that $\gamma\in(1$ . $\frac{n+2}{?i-2})$ and $n\geq 3$ . Then. any non-
constant classical solution $v=?’(x\cdot)$ to (1.1) $u\prime ith\Omega=R^{n}$ is radially symmetric,
and the nonnegative part $v+has$ a compact support. More precisely, there exist
$x_{0}\in R^{n}$ and $\mu>0$ such that
$v(x)=\{\begin{array}{ll}\mu^{q}\phi(\mu|x-x_{0}|) (\mu|x-x_{0}|\leq?_{\gamma}^{*})\frac{\lambda_{\gamma}}{\omega_{n-1}(n-2)}(=^{1}-\frac{1}{(\mu^{-I}r_{\urcorner}^{*})’)-\ell}) (\mu|x-x_{0}|>r_{\gamma}^{*})\end{array}$ (1.4)
with $w_{n-1}$ standing for the area of the boundary of the unit ball in $R^{\prime 1}$ , where
$r_{\urcorner}^{*}$ is the first zero point of the unique $q$olution $\phi=\phi(r)$ to




The general entire solution to
$-\triangle\iota)=7^{f}/)$ $in$ $R^{li},$ $?t\geq 3$ (1.7)
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is concerned with the critical Sobolev exponent, i.e., $p_{s}= \frac{?\iota-2}{\tau\iota+2}$ . Gidas and
Spruck showed [8] that there is no positive solution to (1.7) in subcritical case
$1\leq p<p_{6}$ . On the other hand. it was shown by Caffarelli, Gidas, and Spruck
[3] that (1.7) has the positive solutions in critical case $p=p_{6}$ . Furthermore, the
solution to $v=v(x)$ to (1.7) with $p=p_{b}$ has the form
$v(x)= \frac{\{\uparrow\iota(||-2)\mu^{2}\}^{\urcorner}\prime-\underline{2}}{(\mu^{2}+|_{J}\cdot-x_{0}|^{2})^{\frac{)1-2}{2}}}$
for some $x_{0}\in R^{1}$ and $\mu>0$ if $v(x)=O(|r|^{2-\tau?})$ as $|x|arrow+\infty$ . In super critical
case $p>p_{s}$ , radial symmetry of the positive solution to (1.7) no longer hold
generally, see [11, 22] for $det,ails$ .
(C) The $\sup+$ inf type inequality for (1.2) was shown by Shafrir [16], see also
[2, 6]. Several $\sup\cross$ inf type inequalities for equations concerning the critical
Sobolev exponent are found in [5. 12, 14]. The inequality of $\sup+$ inf type
for (1.1) with $\gamma=\frac{n}{n-2}$ was established in [21]. We extend it to the case $\gamma\in$
$(1,$ $\frac{z\iota+2}{n-2})$ .
Theorem 2 Assume that $\gamma\in(1,$ $\frac{71+2}{\}1-2})$ and $n\geq 3$ . Let $\Omega\subset R^{n}$ be a
bounded domain. Then, for any compact set $K\subset\Omega$ and any number $T>0$ ,
there $ex\iota stC_{1}=C_{1}(?\iota, \gamma)>0$ and $C_{2}=C_{2}^{1}(z.\gamma. K_{t}T)>0$ such that
$s\iota ip_{1^{1}}\kappa+C_{1}i_{I1,11}f\iota\leq C_{2}^{Y}$ (1.8)
for any solution $v=\iota$ ) $(x)$ to (1.1) with the $prope7Vy$
$\int_{\zeta l^{1)}}^{n(\gamma-1)}+\sim cl_{J}\cdot\leq T.$ (1.9)
(D) Convergence of the solutions to (12) was studied by Brezis and Merle
[1], and then the stronger result was obtained by Li and Shafrir [13]. We note
that the $\sup+$ inf type inequality is a crucial component of the proof of the
latter result, see [13]. The corresponding results for (1.1) with $\gamma=\frac{n}{\iota-2}$ are
shown in $[$ 21 $]$ . They are extend as follows.
Theorem 3 Assume that $\gamma\in[\frac{71}{n-2}\cdot\frac{n+2}{n-2})$ and $71\geq 3$ . Let $\Omega\subset R^{n}$ be a
bounded domain utth smooth boundary $\partial\Omega$ an $d\{\tau_{h}\}$ be a sequence of the classical
solutions satisfying
$\{\begin{array}{l}-\triangle 1^{f}\wedge=(\tau_{A}).)_{+}^{7} in \Omega\int_{\Omega}(\iota_{A})_{+}\sim dx\leq T\prime(-|-\downarrow)\end{array}$ (1.10)
for some $T>0$ . Then there exist,$s$ a subsequence. still denoted by the same
symbol $\{v_{k}\}$ . such that the folloiving alternatives occur:
(i) $\{t)k\}$ is locally uniformly bounded.
(ii) $\tau_{k}arrow-\infty$ locally unifo$7mly$ in $\Omega$ .
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(iii) There exists a finite set $S=\{x_{j}\}!)|$ such that $v_{k}arrow-\infty$ locally uni-
formly in $\Omega\backslash S$ and that
$( t^{1k})\frac{(\gamma-1)}{+2}drarrow\sum_{i=1}^{111}o_{*}(x_{i})\delta_{x_{\tau}}(dx)$
in $\mathcal{M}(\Omega)$ with $\alpha_{*}(x_{i})=l_{1}\lambda_{\gamma}^{*}$ for some $l_{i}\in N$ and for all $i=1,$ $\cdots$ , $m,$ $whe7e$
$\delta_{x}$ , and $\mathcal{M}(\Omega)$ denote the Dirac measure and the space of measure, respectively,
and $\lambda_{\gamma}^{*}$ is as in (1.6).
(E) Nagasaki and Suzuki [15] studied $t$ he quantized blowup mechanism for
$\{\begin{array}{ll}-\triangle v=\sigma e^{1^{t}} in \zeta)v=0 on \partial\Omega.\end{array}$
The result is applicapable for
$\{\begin{array}{ll}- A w=e^{u} ‘ in \Omega w= (unknown) constaiit on \partial\Omega\int_{\Omega}e^{w}dx=\lambda \end{array}$ (1.11)
by combining the results by [1. 13. 7]. Then the quantized blowup mechanism
also arises for (1.11), see $[$ 19 $]$ for details. Here, we consider
$\{\begin{array}{ll}-\triangle\iota)=\tau)\gamma+ in \zeta lv= (unknown) constant on \partial\Omega\int_{\zeta\}}\iota)\frac{1(\urcorner-1)}{2}dx=\lambda. \end{array}$ (1.12)
The corresponding result for $\gamma=\frac{||}{|l-2}$ is shown in [19]. This property holds even
in the case $\gamma\in[\frac{n}{n-2},$ $\frac{n+2}{rz-2})$ .
Theorem 4 $Assurr|e$ that $\gamma\in[\frac{||}{\iota-2}\cdot\frac{?1+2}{I1-2})$ and $??\geq 3$ . Let $\Omega\subset R^{n}$ be a
bounded domain with smooth $bou\tau|da\uparrow^{\vee}y\partial\Omega$ , and $(\lambda_{A}, v_{k})$ be a solution sequence
to (1.12) satisfying $/\backslash _{k}arrow\lambda_{()}$ . $Ther\iota$ . passing to a $subsequen_{J}ce$ , we have the
following properties:
(i) $v_{k}$ is unifo$7\gamma nlybo\prime u$nded in $\Omega$ .
(ii) $\sup_{\Omega}\iota_{k}arrow-\infty$ .
(iii) $\lambda_{0}=\lambda_{\gamma}^{*}l$ for some $l\in$ N. and there exist $x_{j}^{*}\in\Omega$ and $x_{k}^{(j)}$ for all
$1\leq j\leq l$ , such that the following $(a)-())$ hold:
(a) $S=\{x_{j}^{*}\}_{j=1}^{l}=$ { $x_{0}\in\Omega|$ there are $J^{\cdot}\wedge\in\Omega$ such that $v_{k}(x_{k})arrow+\infty$ }.
(b) $\frac{1}{2}\nabla R(x_{j}^{*})+\sum_{i\neq J}\nabla_{x}G(x_{j}^{*}.x_{l}^{*})=0$ for all $1\leq j\leq l$ .
(c) $x=x_{k}^{(j)}$ is a local maximum point of $\iota_{A}$ . $=1^{1k}(x)$ .
(d) $v_{k}(x_{k}^{(J)})arrow+\infty$ and $v_{A}arrow-\infty$ locally rmiformly in $\overline{\Omega}\backslash S$ for all $1\leq j\leq l$ .
(e) $(v_{k}) \frac{n(\gamma-1)}{+2}dxarrow\sum_{j=1}^{l}\lambda^{*}\wedge\delta_{J}|.;(la\cdot)$ in $\mathcal{M}(\Omega)$ .
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with $\omega_{n-1}$ standing for the area of the boundary of the unit ball in $R^{n}$ .
This paper is composed of four sections. Theorems 1 and 2 are proven in
Section 2 and 3, respectively. Sketch of the proof of Theorem 3 is described in
Section 4. In the following, $C_{i}(i=1,2, \cdots)$ denote positive constants whose
subscripts are renewed in each section.
2 Proof of Theorem 1
In this section, we shall assume that $?l\geq 3$ and $\gamma\in(1,$ $\frac{n+2}{n-2})$ .
In order to show Theorem 1, we shall provide several lemmas.
The following lemma is shown similarly to [21].
Lemma 1 For any $R>0$ and $A>0$ . there exists a number $C_{1}=$
$C_{1}(\gamma, R, A)>0$ such that
$\frac{\inf}{B_{n/4}}1^{1}\leq-C_{1}$
(2.1)
for all solutions $v\in C^{2}(B_{R})\cap C(\overline{B_{R}})$ to
$\{\begin{array}{ll}-\triangle 1\prime=v_{+}^{\gamma} in B_{R}?)(x_{0})=1 for some x_{0}\in B_{R/2}v\leq A in B_{R}.\end{array}$ (2.2)
Next, we show a uniform estimate which is crucial to obtain the boundedness
from above of the solution to (1.1) with $\Omega=R’?$ .
Lemma 2 There are $C_{0}=C_{()}(1l, \gamma)>0$ and $\delta_{()}=\delta_{0}>0$ such that
$iiiaxt^{I}B_{1’ J}\leq C_{0}$ (2.3)
for all solutions $\iota$ ) $\in C^{2}(B_{1})$ to
$\{\begin{array}{ll}-\triangle\iota|=\iota^{\gamma} in B_{1}\int_{B_{1}}\iota\}\frac{|\gamma- J)+}{+2}<\delta_{1)} \end{array}$ (2.4)
Proof. lf the assertion is false. then there exists a sequence $\{v_{k}\}\subset C^{2}(B_{1})$
such that
$\{\begin{array}{ll}-\triangle\iota_{A}=(\tau_{(}\backslash )_{+}^{\gamma} in B_{1}\int_{B_{1}}(\tau_{h}1)\frac{\prime(\urcorner- 1)}{+2}(l_{l}\cdot\leq\frac{1}{k} \max_{\overline{B_{1/4}}}\iota_{k}\geq A:. \end{array}$ (2.5)
100
For each $k$ , we can take $h_{k}\in C^{2}(B1)$ and $y_{A}\in B_{1/2}$ such that
$h_{k}(y)=( \frac{1}{2}-r)^{q}\iota)_{\wedge}(y)$ . $h_{A}.(y_{\lambda})= \frac{\max}{B_{1/2}}h_{k}(y)$ , (2.6)
where $q= \frac{2}{1^{-1}}$ and $r=|y|$ . It follows from $(2.5)-(2.6)$ that
$h_{k}(y_{k})=( \frac{1}{2}-?_{A})^{q_{1)}}k(y_{A}.)\geq\frac{\max}{B_{l,/4}}(\frac{1}{2}-r)^{q}v_{k}(y)$
$\geq(\frac{1}{4})_{\frac{\max}{B_{1/4}}}^{C\prime}\tau_{A}(y)\geq(\frac{1}{4})^{q}k$ (2.7)
for all $k$ , where $r_{k}=y_{k}$ .
Here, we consider the following function for each $k$ :
$w_{k}(y)=\mu_{A}^{q}v_{A}(y_{k}$. $+\mu_{A}y)$ (2.8)
with
$\sigma_{k}=\frac{1}{2}-r_{A}$ , $d_{k}^{q}=l?_{A}(y_{k})=\sigma_{\lambda}^{q}\tau_{A}(y_{k})$ , $\mu_{k}=\sigma_{k}/d_{k}$ . (2.9)
We have
$\frac{1}{2}-|y|\geq\frac{1}{2}-(|y_{A}|+|y-y_{A}|)=(\frac{1}{2}-l’ k)-|y-?Jk|\geq\sigma_{k}-\frac{\sigma_{k}}{2}=\frac{\sigma_{k}}{2}$
for all $y\in B_{\sigma\iota/2}(y_{k})$ . and hence
$d_{k}^{q}=h_{k}(y_{A}) \geq(\frac{1}{2}-|y|)^{q}?)_{\wedge}.(y)\geq(\frac{\sigma_{k}}{2})^{q}\tau)k(y)$ (2.10)
for all $y\in B_{\sigma_{k}/2}(y_{k})$ .
Noting that the function $w_{k}=w_{k}(y)$ defined by (2.8) has the scale invari-
ance, we find
$\{\begin{array}{ll}J_{B_{d_{A}/2}}^{\backslash }(w_{k})-\triangle w_{k}=(\frac{w_{k})_{+}^{\gamma}n(\gamma-1)}{+2}dx=\int_{B_{\sigma}A^{\prime 2}(y_{A})}(\iota_{A}))\frac{\prime|\gamma-1)}{+2}dx\leq\frac{1}{k} in B_{d_{k}/2}w_{k}(0)=\mu_{k}^{q}v_{k}(y_{k})=1 w_{k}\leq 2^{q} in B_{d_{k}/2}\end{array}$ (2.11)
by using (2.5), (2.9) and (2.10). lt is also clear that $d_{k}arrow+\infty$ by (2.7). Thus
Lemma 1 and the elliptic regularity guarantee that there exist a subsequence,
still denoted by $\{w_{k}\}$ , and $\tilde{w}\in C^{2}$ $(R”)$ such that
$w_{A}$. $arrow$ ib in $C_{loc}^{2}(R^{l1})$ , (2.12)
$\{\begin{array}{ll}-\triangle\tau\overline{v}=0 in R\overline{w}(U)=1 \{\tilde{\iota}\dagger\leq 2^{(/} in R^{I1}\end{array}$ (2.13)
Since $\overline{w}=\tilde{w}(x)$ is harmonic iind bounded from above in $R^{\eta}$ because of (2.13),
it holds that
$1\tilde{l}1\equiv 1$ in $R^{n}$
by Liouville’s theorem, see [10], and hence (2.12) shows that $w_{k}arrow 1$ in $C_{loc}(R")$ .
This contradicts to the second of (2.11). 1
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Proposition 1 Any classical $sol_{1l}t\uparrow 0\uparrow|$ to (1.1) with $\Omega=R^{n}$ is bounded
from above.
Proof. Let $v=1’(x)$ be a classical solution to (11) with $\Omega=R^{n}$ . Then
there exists $R>0$ such that
$\int_{R’’\backslash B_{R}}^{r(\urcorner- 1)}t_{+}^{1}\sim<\delta_{()}$
because of the constraint of (1.1), where $\delta_{(|}$ is as in Lemnia 2. Therefore it
follows that
$R’\backslash B_{R+1}s\iota\iota pt\}\leq C_{1)}$
from Lemma 2, where $C_{0}$ is a positive constant appered there. Hence the
assertion holds. 1
By virtue of Proposition 1. opera $|$ ing (1.1) with $(-\triangle)^{-J}$ is $j$ ustified.
Lemma 3 There exist $positi\uparrow\prime cnumber_{\iota}sc_{\gamma}$ and $c_{\gamma}’$ such that any nontnvial
and classical solution $v=v(x)$ to (1.1) $1\iota\prime ith11=R^{r1}$ has the relation
$v(x)= \frac{1}{(n-2)\omega_{?l-1}}\int_{R},,$ $|x-y|^{2-n_{?)}\gamma}+(y)dy-c_{\gamma}$ (2.14)
Moreover, we have the asymptotic $p_{7}ofile$
$v(x)=-c_{\gamma}+c_{\urcorner}’|x|^{2-ll}+o(|x|^{2-\mathfrak{l}})$ , $|x|\gg 1$ , (2.15)
and especially the nonnegativc part $\iota_{+}=1^{\{}+(x)$ has a compact support.
Proof. We introduce the function $en=w(x)$ defined by
$0 \leq w(x)=\frac{1}{(1\iota-2)\omega_{l1}-J}J_{R},,$ $|r\cdot-y|^{2-1}\iota)^{\gamma}+(y)dy$ . (2.16)
We shall show that (2.16) is well-defined, and tbat
$|r\cdot|-+x1i_{1})1?\iota^{1}(l\cdot)=0$ . (2.17)
It follows that
$v_{+}\in L^{q}$ $(R”)$ $f_{oI\partial 11}ys\in[\frac{n(7^{-}1)}{2}$ , $\infty]$ , (2.18)
from the constraint of (1.1) and Proposition 1 We fix $R>0$ and represent $w$
as
$0 \leq w(x)=\frac{1}{(?z-2)\omega_{71-1}}(\uparrow v_{1}(x)+1t^{12}(1^{\cdot}))$ .
$w_{1}(x)= \int_{|y-x|\geq R}|x-y|^{2-\}1}v_{+}^{\gamma}(y)(ly.$ $1l^{12}(l \cdot)=\int_{|\iota-J|<R}/\cdot|x-y|^{2-7J}v_{+}^{\gamma}(y)dy$.
102
Since $\gamma(n-1)\in[\frac{n(\gamma-1)}{2},$ $\propto)$ foz $\prime 1\geq 3$ , we have
$0 \leq w_{2}(x)\leq(\int_{|=|<R}|z|^{1-l1})^{\frac{-2}{?’-1}}(\int_{-|<R}|_{r}v_{+}^{\gamma(t-1)}(x-z))^{\frac{1}{n-J}}$
$\leq C_{2}(n, R)\Vert n_{+}\Vert_{L^{\gamma(’-1)}(B(\cdot R))}^{\gamma}\lrcornerarrow 0$ $dS|x|arrow+\infty$ (2.19)
by (2.18). The term $w_{1}$ is estimated by
$0\leq w_{1}(x)$
$\leq\{\begin{array}{l}R^{2-n}\int?j7(x-z)dz if \gamma\in(1, \frac{n}{n-2}](-|\geq R\cross(\iota)^{\frac{n(\gamma-1)}{+2}}dz)^{\frac{2-}{z(\gamma-J)}} if \gamma\in(\frac{n}{r\iota-2}, \frac{n+2}{n-2})\end{array}$
$\leq\{\begin{array}{l}R^{2-7l}\Vert v_{+}\Vert_{\gamma}^{\gamma} if \gamma\in(1. \frac{1?}{n-2}]R^{-\frac{1}{\gamma-1}C_{3}(n,\gamma)\Vert?}+\Vert_{r1\{\gamma\underline{-1)} ,=}^{\urcorner} if \gamma\in(\frac{n}{n-2}\cdot\frac{n+2}{\mathfrak{n}-2}I\end{array}$ (2.20)
Combining (2.18)-(2.20), axid noting that $\gamma\in[\frac{\prime(\gamma-1)}{2},$ $\infty)$ for $\gamma\in(1$ . $\frac{n}{n-2}]$ , we




which implies (2.17) since $R>0$ is arbitrary.
We have now
$-\triangle(v-w)=0$ in $R^{17}$ . $\sup_{R^{n}}(\tau’-w)<+\infty$
by (2.16) and Proposition 1. Then. Liouville’s thorem, see [10], guarantees that
there exists $c_{\gamma}\in R^{\eta}$ such that $\tau$ } $-w=c_{1}$ . We claim that $c_{1}<0$ . If this is not
the ca.se then
$-\triangle v=t^{\gamma},$ $l\}\geq 0$ in $R^{?1}$ .
which is impossible because of $1< \gamma<\frac{\prime|+2}{\}l-2}$ and the result from $[$8]. Thus we
obtain (2.14) for $c_{\gamma}=-c_{1}>0$ .
It holds by (2.14) and the dominated convergence theorem that
$|x|^{n-2}(v(x)-c_{7})=w(x)$
$= \frac{1}{(?1-2)\omega_{7l}-1}\int_{R^{l}},$ $\frac{|x|^{\prime u-2}}{|x-y|^{n-2}}v_{+}^{\gamma}(y)dy$
$arrow\frac{1}{(n-2)\omega_{1-1}}\int_{R^{r}},$ $t_{+}^{\gamma}dx$
as $|x|arrow+\infty$ , which implies (2.15) $fo\iota c_{\gamma}’=\frac{1}{(,\iota-2)\omega,1-\downarrow}\int_{R^{rt}}\iota_{+}’\gamma dx$. 1
Proof of Theorem 1; First. we shal] show the radial symmetricity of the
solution $v=1$) $(x)$ to (1.1) with $\Omega=R$“ To show this, we have only to show
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that $w=w(x)$ defined by (2.16) also sat isfies the same property. We introduce
the function
$f(t)=(\dagger-(\gamma)_{+}$ . (2.21)
where $c_{\gamma}>0$ is a positive constant in (2.14). Then, it holds that
$\{\begin{array}{ll}-\Delta w=f(w) in R^{1}w>0 lini |_{J}\cdot|-+x^{t\iota^{I}(x})=0 \end{array}$ (2.22)
by virtue of Lemma 3. Noting (2.21) md the asymptotic profile (2.15), we can
apply the result from [9] and conclude that the solution $w=w(x)$ to (2.22)
has the desired property. Naniely, there exist a point $x_{0}\in R^{n}$ and a function
$V=V(r)$ defined on $[0, +\infty)$ such that
$v(x)=V(r)$ , $v(x_{0})=V(0)=.s\iota\iota ps\in R’’\iota’(x)$ , $V’(r\cdot)<0$ $($ for $r>0)$ , (2.23)
where $r=|x-x_{0}|$ .
We can readily deduce the remainder of the assetions of Theorem 1 from
(2.23) and some direct computations. The proof is complete. 1
3 Proof of Theorem 2
$ln$ this section, we shall assume that $n\geq 3$ amd $\gamma\in(1,$ $\frac{n+2}{n-2})$ , again.
We begin with an $a$ $prior^{\vee}\iota$ bound of the solution to (2.4).




for any solution $t$) $=\tau\}(x)$ to (2.4) $t1\prime it/1\delta_{(1}=\delta$ .
Proof. Fix $\delta\in(0. \lambda_{\gamma}^{*})$ and bupposc that the assertion is false. Then we can
discuss as in the proof of Lemma 2 and find that there exists $w\in C^{2}(R^{n})$ such
that
$\{\begin{array}{ll}-\triangle_{il)}=\cdot \mathfrak{u}f’\wedge+ in R^{n}\int_{R^{n}}\downarrow v_{+}^{\tau}\iota t\alpha\cdot\leq\delta\underline{\prime’(}\urcorner\underline{- 1)}<\lambda_{7}^{*} ?l)(0)=1 w\leq 2(J. (1=\frac{2}{\gamma-1} in R^{\eta},\end{array}$
which is $a$ . contradiction by Theoreni 1. 1
One can see that Theorein 2 is a direct $c$ onsequence of the following lemma.
Lemma 5 Let $T$ be a positine $CO7\iota sta7tt$ . Then $ue$ have $C_{1}=C_{1}(\uparrow?., \gamma)>0$




for any solution $v=v(x)\in C^{2}(B_{1})$ to
$\{/_{B_{1}}\iota^{\frac{=t_{+}^{I}\downarrow\gamma- 1)\gamma}{+2}}d_{J}\cdot\leq T-\triangle c’,,,inB_{1}$
Proof. Suppose that the assertion does not hold. Then for any $\hat{C}>0$ ,
there exists a sequence $\{\uparrow iA\}\subset C^{2}(B_{1})$ such that
$\{\begin{array}{l}-\triangle\iota\prime_{k}=(t_{k}’)_{+}^{\gamma} in B_{1}\int_{B_{1}}(\tau_{k}))\frac{\prime\prime(\gamma-1)}{+2}dx\leq Tt)h(0)+\hat{C}\inf_{B_{1}}v_{k}\geq k.\end{array}$ (3.4)
It is obvious that
$v_{A}.(0) \geq\frac{k}{1+\hat{C}}arrow+\infty$ (3.5)
as $karrow\infty$ .
Here, we use $h_{k}\in C^{2}(B_{1}),$ $y_{k}\in B_{1/2},$ $?1fk=w_{k}(y),$ $\sigma_{k},$ $d_{k}$ and $\mu_{k}$ that are
taken in the proof of Lemma 2, see (2.6) and $(2.8)-(2.9)$ . Then it holds that
$d_{k}\geq(t^{1A}(0))J/qarrow+\infty$ . (3.6)
by (3.5). We have also (2.10) for all $y\in B_{\sigma_{A}/2}(y_{k})$ , and so
$w_{A}\leq 2’$ in $B_{d_{k}/2}(y_{k}\cdot)$ . (3.7)
Similarly to the proof of Lemma 2, we deduce
$\{\begin{array}{l}-\triangle w_{k}=(w_{k})_{+}^{\gamma} in B_{d_{k}/2}\int_{B_{d_{k/}2}}(w_{k})_{+}\sim d\alpha\cdot=1_{B_{\sigma_{l}/-,(y_{A})}}\}\Gamma l(\gamma-1)\underline{r}(\gamma\underline{-1)}w_{k}(0)=1?(fk\leq 2^{q} in B_{d_{k}/2}\end{array}$
from (3.4) and (3.7). Therefore, we $c$an extract a subsequence, still denoted by
$\{w_{k}\}$ , and a function $\tilde{w}\in C^{2}(R" )$ such that
$w_{A}arrow\tilde{w}$ in $C_{lo\iota}^{2}.(R^{11})$ , (3.8)
$\{\begin{array}{l}-\triangle\tau\tilde{\{}f=0 in R^{n}\int_{R^{\prime 1}}\iota\tilde{v}\frac{1(\gamma-1)}{+2}d_{J}\cdot\leq T\tilde{w}(0)=1\tilde{w}\leq 2^{(}l in R ‘’.\end{array}$ (3.9)
where we have used (3.6), $Leili\iota na1$ and the elliptic regularity.
We may assume $T\geq\lambda_{\gamma}^{*}$ thanks to Theorem 1. Noting the third and fourth
properties of (39), we have (14) for some $x_{0}\in R^{n}$ and $\mu=\mu_{0}\in[1,2]$ . In
particular, it holds that
$w(0)=1$ , $|\iota\cdot|arrow+x1in1w(x)\leq-C_{3}$
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for some $C_{3}=C_{3}(n, \gamma)>0$ . Consequently, there exist $C_{4}=C_{4}(n, \gamma)>0$ and
$R=R(\uparrow\tau, \gamma)\gg 1$ such that
$w(0)+C_{4} \inf_{(JL?_{R}}\tau v<0$ . (3.10)
Hence it follows from (3.8) a.nd (3.10) $t$ hat
$n_{k}(0)+C_{4}$ int $u_{A}|<0$ . (3.11)
$JB_{\rho}$
for $k\gg 1$ .
Noting that $n_{k}$ is super-harmonic, and that $B(y_{A}..\mu_{k}R)\subset B_{1}$ for $k\gg 1$ by
(3.6). Then we obtain
$v_{k}(0)+C_{4} \inf_{B_{\rceil}}\iota\prime_{k}\leq\iota_{\Lambda}(y_{k})+C_{4}\inf_{0B(y_{k\backslash }\mu\iota R)}\tau)k$
$=l^{\iota_{A}^{-}}$
’ $( \iota_{A}(0)+C_{4}\inf_{()B_{R}}w_{k})<0$
for $k\gg 1$ by virtue of the scale invaiiance iind (3.11). However, this is contrary
to (3.4) if $\hat{C}\geq C_{4}$ , since $?_{k}^{1}(0)>0$ by (3.4). 1
Proof of Theorem 2: Let $\Omega$ be a $1$)$onnded$ doma.in, fix any positive number
$T$ and compact set $K\subset\Omega$ , and suppose $t$ hat $1$ ) $=?)(x)$ is a classical solution to
(1.1) and satisfies (1.9). Then we have $l^{\iota_{\{)}=\mu_{\{)}(K)}>0$ and $x0\in K$ such that
$\bigcup_{x\in K}B(x.t^{\iota_{1)}})\subset\Omega$
, $v(x_{()})=s\iota\iota pv\kappa$ .
We introcude t,he function
IU $(J^{\cdot})=l^{l_{()}^{q}l’(r_{()}+l^{\iota_{()}x)}}$
for $x\in B_{1}$ and $q= \frac{2}{\gamma-1}$ . By the $s(\dot{\mathfrak{c}}\backslash 1t^{\lrcorner}$ invariance, it holds that
$r)(x_{0})+C \inf_{\Omega}v\leq\tau(J_{()})+Ci_{11}f\uparrow\prime B(\iota_{||l^{l|)})}=\mu_{()}^{-(\prime}(w(O)+C\inf_{B_{1}}w)$, (3.12)
for any $C>0$ , and that $w=n(\iota\cdot)$ satisfies (3.3). Hence Lemma 5 yields
$C_{D}\ulcorner=C_{J}\ulcorner(n..\gamma)>0$ and $C_{6}=C_{6}(’\}, \gamma. T)$ sncli that
$\tau\iota’(0)+C’\ulcorner)ii_{1_{1}}f/\iota^{1}\leq C_{6}$ . (3.13)
lnequality (1.8) follows frorii (3.12) $\mathfrak{c}111(](3.13)$ as $C_{1}=C_{o}\ulcorner$ and $C_{2}=\mu_{0}^{-q}C_{6}$ . $I$ .
4 Proof of Theorem 3 (Sketch)
In this section, we shall assume $t$ hal $\gamma\in(\frac{11}{l1-2}\cdot\frac{l1+2}{11-2})$ and $?t\geq 3$ . Also, we shall
denote a subsequence of tbe sequence by $|$ he anie notation without notice.
Proof of Theorem 3 is reduced to those of the following two propositions:
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Proposition 2 Assume that $\gamma\in[\frac{||}{tl-2},$ $\frac{1\iota+2}{n-2})$ and $n\geq 3$ . Let $\Omega\subset R^{n}$ be a
bounded domain with smooth $bou$ndary $\partial\Omega$ and $\{t^{1k}\}$ be a sequence of the classical
solutions satisfying (1.10) for some $T>0$ . Then there exists a subsequence, still
denoted by the same symbol $\{\tau_{k})\}$ . such that the following altematives occur:
(i) $\{v_{k}\}$ is locally uniformly bounded.
(ii) $v_{k}arrow-\infty$ locally $unifor7^{-}nly$ in Slt.
(iii) There exists a finite set $S=\{I_{j}\}_{j}|’|-lsur:h$ that $v_{k}arrow-\infty$ locally uniformly
in $\Omega\backslash S$ and that
$( \tau\prime_{A}.)\frac{\prime\prime(\gamma-J)}{+2}da\cdotarrow\sum_{j=1}^{1?\mathfrak{l}}\alpha_{*}(x_{i})\delta_{x},$ $(dx)$
in $\mathcal{M}(\Omega)$ with $\alpha_{*}(x_{i})\geq\lambda_{\gamma}^{*}fo7^{\cdot}$ all $i=1$ . $\cdots$ , $m$ .
Proposition 3 $Jn$ the alternative (iii) ofProposition 2. it holds that $\alpha_{*}(x_{i})=$
$l_{i}\lambda_{\gamma}^{*}$ for some $l_{i}\in N$ and for all $i=$ ]. . $/?\iota$ .
Proof of Proposition 2: Since $\{(t_{A}’.)\frac{\prime\prime(\urcorner- 1)}{+2}\}$ is bounded in $L^{1}(\Omega)$ , there exist
a subsequence $\{t\prime_{k}\}$ and a bounded non-negative measure $\mu$ such that
$(\tau)k)_{+}\equiv(l_{J}\underline{\prime(}\urcorner J)arrow\mu$ in $\mathcal{M}(\Omega)$ , (4.1)
where $\mathcal{M}(\Omega)$ stands for the space of measure. Set
$\Sigma=\{x\in\zeta\}|\mu(\{x\})\geq\lambda_{\gamma}^{*}\}$
$S=$ { $x\in\Omega|$ there exists $\{x_{k}\}\subset\zeta)$ such 1 hat $x_{k}arrow x$ and $v_{k}(x_{k})arrow+\infty.$ }.
First, we claim
$\Sigma=S$ . (4.2)
Suppose that $x_{0}\not\in\Sigma$ . Then theie exists $0<0\ll 1$ such that
$l^{\iota}(B(j.|.))<\lambda_{\gamma}^{*}$ (4.3)
because of the property of the bounded noii-negative measure. Hence we obtain
$\delta_{0}\in(0, \lambda_{\gamma}^{*})$ such that
$\int_{B(I_{0}r_{1)})}(1^{1A})^{\frac{|\gamma- 11}{+\underline{)}}}dx\leq\delta_{()}$
for $k\gg 1$ by (4.1) and (4.3). Put $t$ ing
$w_{k}(x)=1_{1)}^{l/}t;.(’.()+"()x)$
for $x\in B_{1}$ and $q= \frac{2}{\gamma-1}$ . we see $t$ hal $\iota_{A}^{1}$ sal.isfies
$\{\begin{array}{l}-\triangle w_{A}=((\iota_{A})_{+}^{\gamma} in B_{1}J_{B_{1}}(w_{A}.)_{tl_{1}}\frac{\prime(_{\hat{}}- 1|}{+2}.\cdot\leq\delta_{()}\end{array}$
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for $k\gg 1$ . Consequently, Lemma 1 assures t.hat there exists $C_{\delta_{0}}=C_{\delta_{0}}(n, \gamma. \delta_{0})>$
$0$ such that
$\frac{nlax}{B_{1\lrcorner}}\uparrow 1’\wedge\leq C_{\delta_{(}}$
for $k\gg 1$ , which implies
$\frac{n1ax}{B(x_{0}r_{(1}/4)}\uparrow|\lambda\leq\prime_{t1}^{-q}C_{\delta_{0}}$
for $k\gg 1$ . Thus we have $S\subset\Sigma$ . In turn. suppose that $x_{0}\not\in S$ . From the
definition of $S$ , it is clear that there exists $0<\uparrow 0\ll 1$ such that
$s\iota\iota p\Vert(1_{A})_{+}\Vert_{L(B(\iota\cdot 0?0))}k’<+\infty$
for some subsequence $\{n_{k}\}$ . Hence we obtain
$\iota_{r\downarrow karrow x}in_{0}1[in]s\iota\iota p./\Gamma 3(\ell_{1\}}\tau_{\{)})^{(t^{1k})^{\frac{)|\gamma-1)}{+2}}dx=0}$ . (4.4)
We deduce from (4.1) and (4.4) that $\mu(\{.l_{f)}\})=0$ , and therefore $x_{0}\not\in\Sigma$ . Thus
we have $\Sigma\subset S$ . and hence (4.2).
Next, we shall show that $S=\emptyset$ implies (i) or (ii). Assume that $S=\emptyset$ and
fix an open set $w$ satisfying $\overline{\omega}\subset\Omega$ . Similai ly to the proof of (4.2), we deduce
that there exists $C_{1}=C_{1}(n, \gamma.\omega)>0$ such ( hat
$s\iota\iota p\Vert(?_{A})_{+}\Vert_{L^{Y}(\omega)}A’\leq C_{1}$ . (4.5)
Let $v_{1,k}$ be a solution to
$\{\begin{array}{ll}-\triangle\iota_{1}A=(7_{A})_{+}^{\gamma} in wt^{11A}\cdot\cdot=0 on \partial\omega.\end{array}$
It holds that $t_{1,k}\geq 0$ in $w$ by tlie iiiaxiinum principle, and that $\{v_{1k}\}$ is uni-
formly bounded in $w$ because of (45) $md|$ he elliptic regularity. $ln$ other words,
there exists $C_{2}=C_{2}(?\iota.\gamma.w)>0$ such \dagger hal
$0\leq\{’ I\Lambda\leq C_{2}^{Y}$ in $w$ . (4.6)
Hence $\tilde{\iota)}_{\wedge}=\iota_{k}$) $-\iota_{\rceil}$ A is $h_{r}^{l}\iota rnlonicd11(1$ bounded from above in $\omega$ . Since $w$ is
arbitrary. we use the Harnack principle to 1 he harmonic function and find that
$\{\tilde{v}_{k}\}$ is locally uniform bounded ill $\zeta$]. or ot herwise $\overline{1J}_{1_{\backslash }}.$. $arrow-$ oo locally uniformly
in $\Omega$ . Noting inequality (4.6). we bave (i) or (ii) in each cases.
Finally, we shall show lh.it $S\neq M$ implies (iii). Since $S=\{x_{1}\}_{\iota=1}^{n\prime}$ is finite.
we perfome the argurnent $siiiii1_{\partial}i\cdot|\langle)(\iota 1)(ve$ and find that $\{v_{k}\}$ is bounded in
$L_{loc}^{x}(\Omega\backslash S)$ , or otherwise $\iota_{k}arrow-x$ ] $oc_{t}\gamma||)$ uniformly in $\Omega\backslash S$ . We now claim
that the former does not hold. To show this claem. we suppose the contrary and
take $r_{1}>0$ such that $B(x_{1}$ . $/\iota)\cap S=\{x_{1}\}$ which is possible by the finiteness
of $S$ . Then there exists $C_{3}=C_{3}(’|..\gamma. ’)$ . $l_{1})>0$ such that
$\iota\}_{\wedge}$. $\geq-C_{3}^{Y}$ on $\partial B(x_{1}, r_{1})$ . (4.7)
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Let $z_{k}$ be a solution to
$\{\begin{array}{ll}-\triangle z_{k}=(t_{A}^{1})_{+}^{\gamma} in B(x_{1}.r_{1})z_{A}=-C_{3} on \partial B(x_{1}.r_{1}).\end{array}$
We obtain $z_{k}\leq v_{k}$ in $B(x_{1}. r_{1})$ . and
$z_{k}(x)d_{J}\cdotarrow\alpha()_{t_{1}}^{\vee}(dx)+f(x)dx$
in $\mathcal{M}(\overline{B(x_{1},r_{1})})$ with
$\alpha\geq\lambda_{\gamma}^{*}$ and $0\leq f\in L^{1}(B(x_{1}, r_{1}))$ ,
and therefore $z_{k}arrow z$ locally unifornily in $\overline{B(xJ\cdot r_{1})}\backslash \{x_{1}\}$ with
$z(x) \geq\frac{\lambda_{\gamma}^{*}}{w_{?1-1}(1?-2)|x\cdot-x_{J}|^{\tau\iota-2}}-O(1)$





because of the assumpl ion $\gamma\in[\frac{n}{l1-2}\cdot\frac{\prime 1+2}{n-2})$ and the constraint of (1.10). This
inequality is a contradiction. Thus we ol) $t_{d}$in $1)karrow-\infty$ locally uniformly in
$\Omega\backslash S$ . The proof is complete. 1
Proof of Proposition 3 is done similarly to [13]. hlore precisely, it is reduced
to the following lemmas.
Lemma 6 Given $R>0$ . we as.su 777 $e$ that $?$ )$k=v_{A}(x)$ satisfies




$?)_{\wedge}arrow-\infty$ for any $r\in(0_{\}R)$ , (4.9)
$\lim_{karrow x}\int_{B_{R}}(v_{h})^{\frac{n(\gamma-J)}{+2}}d.\iota\cdot=0$ $f\dot{o}’\cdot sor\cap\zeta^{\lrcorner}\alpha>0$, (4.10)
snp $snpt;k(x)|x|^{q}\leq C_{4}$ for sorne $C_{4}>0$ , (4.11)
$kx\in B_{R}$
where $q= \frac{2}{\gamma-1}$ . Then. $\alpha=\lambda_{\neg}^{*}$ and $t1?P7r^{b}$ exisf $C_{D}\ulcorner=C_{L}r_{)}$ $($ . $)$ $>0$ and $A_{0}\in N$
such that
$\iota_{h}1\leq 0$ $l?\mathfrak{l}\overline{fl}\backslash B_{\zeta_{r,}^{Y}\delta,}$
for all $k\geq k_{0}$ with $\delta_{k}^{q}=111dX_{\overline{B,\backslash }}1^{1l_{\mathfrak{i}}}$.
Lemma 7 Given $R>0$ . $w(’(tS5l?n\mathfrak{c}$ that $l_{A}’=\iota_{k})(x\cdot)$ satisfies $(4\cdot 8)-(4\cdot 10)$
and there is $T>0$ . $i_{7}?depe?$ ’ dent of $A$ . $m^{\backslash }h$ that
$J_{B_{\Gamma \mathfrak{i}}}(\iota\}_{\wedge})^{\frac{\int 1_{!}^{\wedge}- 1)}{+2}}(lx\cdot\leq T$ (4.12)
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for all $k$ . Then. passing to a $subscqur7iC’$ . $\mu l^{I}$ have $\{x_{k}^{(j)}\}_{J}|?1-=0^{1}\subset B_{R}$ . $\{l_{k}^{(J)}\}_{J}^{m-1}=0\subset$
$N$ and $m\in N$ with $x_{A}^{(j)}arrow 0$ . $l_{A}^{(j)}arrow\infty$ and 1 $\leq??1\leq T/\lambda_{\gamma}^{*}$ such that the
following $(4. 13)-(4\cdot 17)$ hold:
$1^{1k}(x_{\Lambda}^{(J)})=|_{J-I_{A}}^{1j)}|\leq l_{A}^{(’)}\delta;’)111_{(}iX1\wedge(x)arrow+\infty$ (4.13)
for all $0\leq j\leq m-1$ ,
$B(x_{A}(.2l_{A}\delta_{A}^{(l})\cap B(J_{k}.2l_{k}^{(j)}\delta_{k}^{(j)})=\emptyset$ (4.14)
for all $k$ and $0\leq i,$ $j\leq$ } $)\iota-1$ satisfylng $i\neq.j$ .
$\frac{\partial}{\partial t}\tau_{k}’(ty+J_{A}(\gamma))|_{t=1}<0$ (4.15)
for all $k,$ $0\leq j\leq?n-1$ and $ysatisfyi_{7}iq2?_{\gamma}^{*}\delta_{h}^{(j)}\leq|y|\leq 2l_{k}^{(j)}\delta_{k}^{(j)}$,
$1 inikarrow\int)(\iota_{h})^{\frac{n(\gamma- J)}{+2}}dx=\int_{B(’ l_{A}\delta_{A}^{(’)})}\iota’(c\prime_{k})^{\frac{|\gamma-1)}{+2}}dx=\lambda_{\gamma}^{*}$ (4.16)
for all $0\leq j\leq m-1$ . and
$\frac{ma}{B_{R}}x\{\tau_{k}(x)_{(1\leq J}n1\leq^{in}n|-J|x-x_{k}^{(j)}|^{q}\}\leq C_{6}$ (4.17)
for all $k$ and for some $C_{6}>0$ independent of $k$ . where $(\delta_{k}^{(j)})^{q}=v_{k}(x_{k}^{(j)})$ ,
$q= \frac{2}{\gamma-1}$ , and $r_{\gamma}^{*}$ is as in Theorcrn 1.
Lemma 8 Given $R>0$ . we assume that $t^{1k}=t$ ) $A(x)$ satisfies $(4\cdot 8)-(4\cdot 10)$ ,
$(4\cdot 12)$ , and that there exist $\{x_{A}^{(j)}\}_{J--()}^{\prime l\prime-l}$ and $\{\uparrow\cdot 1^{J})\}_{j=0^{1}}|11-,$ $\uparrow 11\geq 1,$ $?_{k}(j)>0$ . such
that the following $(4. 18)-(4\cdot 22)$ hold:
$\uparrow’ A(1_{A}(J))=arrow+oc$ (4.18)
for all $0\leq j\leq m-1$ .
$\wedge-\infty 1i_{111\frac{l_{A}(f)}{\delta_{l_{\tau}}^{())}}=}+\infty$ (4.19)
for all $0\leq j\leq m-1$ .
$B(x_{k}^{(\iota)}. |_{\wedge}(\iota))\cap B(.1_{k}.?_{k}(J),(j))=\emptyset$ (4.20)
for all $k$ and $0\leq?,$ $j\leq??1-1c\backslash \backslash oti.\backslash fy?7$ } $g;\neq j$
$\overline{Bn}\backslash \bigcup_{J=\overline{0}^{1}}^{r}B(J\{’)_{\gamma}\{’\rangle)m^{C}dX\{I|A(1^{\cdot})_{1)}I11\leq’\leq|’ 1-1i11|r-x_{\wedge}^{(j)}|^{q}\}\leq C-$ (4.21)
for all $k$ and for some $C->0$ independen $t$ of $k$ . and
$k \neg x1iIn\int_{B(x_{A}^{(’)}}2_{?_{A}}^{1j)})(\iota_{A})^{\frac{\prime(\eta- 1)}{+2}}d_{l}\cdot=A-xlinl\int_{B(J7)}kA(\tau)k)_{+}\sim dx(\gamma-1)=\beta_{J}$ (4.22)
for some $\beta_{)}>0.0\leq j\leq$ rn–l. $7^{\urcorner}hr\iota$ it holds that
$k_{\neg X}^{1i\iota 1lJ_{B_{I7}}}(1_{A}’)_{+} \sim d_{J}\cdot=\sum_{=0}^{\}1l-1}r(\gamma- 1’ J/3_{J}$ . (4.23)
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Proposition 3 is obtained by combining Lemmas 6-8. We will be able to find
their rigorous proofs in the foithconting paper.
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