In automata-theoretic model checking we compose the design under verification with a Büchi automaton that accepts traces violating the specification. We then use graph algorithms to search for a counterexample trace. The basic theory of this approach was worked out in the 1980s, and the basic algorithms were developed during the 1990s. Both explicit and symbolic implementations, such as SPIN and and SMV, are widely used. It turns out, however, that there are still many gaps in our understanding of the algorithmic issues involved in automata-theoretic model checking. This paper covers the fundamentals of automata-theoretic model checking, review recent progress, and outlines areas that require further research.
Introduction
Formal verification is a process in which mathematical techniques are used to guarantee the correctness of a design with respect to some specified behavior. Automated formal-verification tools, such as COSPAN [47] , SPIN [49] and SMV [16, 59 ], based on model-checking technology [20, 63] , have enjoyed a substantial and growing use over the last few years, showing an ability to discover subtle flaws that result from extremely improbable events [22] . While until recently these tools were viewed as of academic interest only, they are now routinely used in industrial applications, resulting in decreased time to market and increased product integrity [23, 24, 56] . It is fair to say that automated verification is one of the most successful applications of automated reasoning in computer science.
As model-checking technology matured, the demand for specification language of increased expressiveness increased interest in linear-time formalisms [3] . The automatatheoretic approach offers a uniform algorithmic framework for model checking lineartime properties [55, 75, 77] It turns out, however, that there are still many gaps in our understanding of the algorithmic issues involved in automata-theoretic model checking. This paper covers the fundamentals of automata-theoretic model checking, review recent progress, and outline areas that require further research. specification languages for designs is temporal logic [61] . In linear temporal logics, time is treated as if each moment in time has a unique possible future. Thus, linear temporal formulas are interpreted over linear sequences, and we regard them as describing the behavior of a single computation of a system. (An alternative approach is to use branching time. For a discussion of linear vs. branching time, see [76] .)
In the linear temporal logic LTL, formulas are constructed from a set P rop of atomic propositions using the usual Boolean connectives as well as the unary temporal connective X ("next"), F ("eventually"), G ("always"), and the binary temporal connective U ("until"). For example, the LTL formula G(request → F grant), which refers to the atomic propositions request and grant, is true in a computation precisely when every state in the computation in which request holds is followed by some state in the future in which grant holds. The LTL formula G(request → (request U grant)) is true in a computation precisely if, whenever request holds in a state of the computation, it holds until a state in which grant holds is reached. In LTL model checking we assume that the specification in given in terms of properties expressed by LTL formulas.
LTL is interpreted over computations, which can be viewed as infinite sequences of truth assignments to the atomic propositions; i.e., a computation is a function π : IN → 2 P rop that assigns truth values to the elements of P rop at each time instant (natural number). For a computation π and a point i ∈ IN , the notation π, i |= ϕ indicates that a formula ϕ holds at the point i of the computation π. In particular, π, i |= Xϕ iff π, i + 1 |= ϕ, and and π, i |= ϕU ψ iff for some j ≥ i, we have π, j |= ψ and for all k, i ≤ k < j, we have π, k |= ϕ. The connectives F and G can be defined in terms of the connective U : F ϕ is defined as true U ϕ, and Gϕ is defined as ¬F ¬ϕ. We say that π satisfies a formula ϕ, denoted π |= ϕ, iff π, 0 |= ϕ. We denote by models(ϕ) the set of computations satisfying ϕ.
Designs can be described in a variety of formal description formalisms. Regardless of the formalism used, a finite-state design can be abstractly viewed as a labeled transition system, i.e., as a structure of the form M = (W, W 0 , R, V ), where W is the finite set of states that the system can be in, W 0 ⊆ W is the set of initial states of the system, R ⊆ W 2 is a transition relation that indicates the allowable state transitions of the system, and V : W → 2 P rop assigns truth values to the atomic propositions in each state of the system. (A labeled transition system is essentially a Kripke structure.) A path in M that starts at u is a possible infinite behavior of the system starting at u, i.e., it is an infinite sequence u 0 , u 1 . . . of states in W such that u 0 = u, and u i R u i+1 for all i ≥ 0. The sequence V (u 0 ), V (u 1 ) . . . is a computation of M that starts at u. It is the sequence of truth assignments visited by the path, and can be viewed as a function from
consists of all computations of M that start at a state in W 0 . Note that L(M ) can be viewed as a language of infinite words over the alphabet 2 P rop . The language L(M ) can be viewed as an abstract description of the system M , describing all possible "traces". We say that M satisfies an LTL formula ϕ if all computations in L(M ) satisfy ϕ, that is, if L(M ) ⊆ models(ϕ). When M satisfies ϕ we also say that M is a model of ϕ, which explains why the technique is known as model checking [22] .
One of the major approaches to automated verification is the automata-theoretic approach, which underlies model checkers that can handle linear-time specifications.
The key idea underlying the automata-theoretic approach is that, given an LTL formula ϕ, it is possible to construct a finite-state automaton A ϕ on infinite words that accepts precisely all computations that satisfy ϕ. The type of finite automata on infinite words we consider is the one defined by Büchi [12] . A Büchi automaton is a tuple A = (Σ, S, S 0 , ρ, F ), where Σ is a finite alphabet, S is a finite set of states, S 0 ⊆ S is a set of initial states, ρ : S × Σ → 2 S is a nondeterministic transition function, and F ⊆ S is a set of accepting states. A run of A over an infinite word w = a 1 a 2 · · ·, is a sequence s 0 s 1 · · ·, where s 0 ∈ S 0 and s i ∈ ρ(s i−1 , a i ) for all i ≥ 1. A run s 0 , s 1 , . . . is accepting if there is some accepting state that repeats infinitely often, i.e., for some s ∈ F there are infinitely many i's such that s i = s. The infinite word w is accepted by A if there is an accepting run of A over w. The language of infinite words accepted by A is denoted L(A). The following fact establishes the correspondence between LTL and Büchi automata [78] (for a tutorial introduction for this correspondence, see [75] ):
This correspondence reduces the verification problem to an automata-theoretic problem as follows [77] . Suppose that we are given a system M and an LTL formula ϕ. We check whether L(M ) ⊆ models(ϕ) as follows: (1) construct the automaton A ¬ϕ that corresponds to the negation of the formula ϕ (this automaton is called the complementary automaton), (2) take the cross product of the system M and the automaton A ¬ϕ to obtain an automaton
, and (3) check whether the language L(A M,ϕ ) is empty, i.e., A M,ϕ accepts no input.
Theorem 2. Let M be a labeled transition system and ϕ be an LTL formula. Then
If L(A M,ϕ ) is empty, then the design is correct. Otherwise, the design is incorrect and the word accepted by L(A M,ϕ ) is an incorrect computation.
The emptiness problem for an automaton is to decide, given an automaton A, whether L(A) = ∅, i.e., if the automaton accepts no word. Algorithms for emptiness are based on testing fair reachability in graphs: an automaton is nonempty if starting from some initial state we can reach an accepting state from where there is a cycle back to itself [15] . An algorithm for nonemptiness is the following: (i) decompose the transition graph of the automaton into maximal strongly connected components (mscc) (linear cost depth-first search [26] ); (ii) verify that one of the mscc's intersects with F (linear cost). More sophisticated Büchi nonemptiness algorithms have been studied, e.g., [27, 33] . When the automaton is nonempty, nonemptiness algorithms return a witness in the shape of a "lasso": an initial finite prefix followed by a finite cycle. (If the accepting states are "sink" states, then the finite cycle following the initial prefix can be ignored.) Thus, once the automaton A ¬ϕ is constructed, the verification task is reduced to automata-theoretic problems, namely, intersecting automata and testing emptiness of automata, which have highly efficient solutions [75] . Furthermore, using data structures that enable compact representation of very large state spaces makes it possible to verify designs of significant complexity [8, 13] .
The linear-time framework is not limited to using LTL as a specification language. ForSpec and PSL are recent extensions of LTL, designed to address the need of the
Automata-Theoretic Model Checking Revisited
By the late 1990s, the automata-theoretic approach to model checking seems to have stabilized. The algorithms developed can be classified as as explicit, based on explicit state enumeration, e.g., [27, 42] , or implicit/symbolic, based on a symbolic encoding of the state space, using binary decision diagrams (BDDs) [13] or satisfiability solving [8] . These algorithms have been implemented in various model-checking tools [16, 49, 59] .
In the last few years, further progress has been been on several aspects of automatatheoretic model checking. As a result of this progress, we know both more and both less. We now know that the simple picture that prevailed by the late 1990s is too simplistic, but we do not have a clear understanding of the space of relevant algorithms. In the rest of this section, we survey the progress made over the last few years and highlight the questions that have been opened by this progress.
Translating LTL Formulas to Büchi Automata
Translating LTL formulas to automata is a key building block in linear-time model checking. While the focus of the original translation [81, 78] was on mathematical simplicity, it was not appropriate for explicit model checking, since the automata constructed were always exponential in the size of the formula. Already in [80] it was shown that instead of starting with an exponentially large state pace, the translation can create states on a demand-driven basis. The optimized translation of [42] avoided the exponential blow-up in many cases of practical interest and was was used in the explicit model checker SPIN [49] . The original translation of [78] , was appropriate for symbolic model checking and, after appropriate optimization [21] , is used in symbolic model checkers such as NuSMV [16] . An approach to LTL translation via alternating automata was described in [74] , again motivated by mathematical simplicity.
Two papers published in 1999 [28, 30] showed that [42] is not the last word on explicit LTL translation, which opened the door to many more papers [31, 34, 37, 38, 45, 43, 39, 70, 67, 73] . In fact, so many papers have been published over the last few years on this topic that it is difficult to say what is the best approach to translating LTL to automata. This is compounded by several issues: -All the cited papers focus on optimizing automata generation (with respect to time and/or space), rather than optimizing model checking. It is not clear, however,that improving automata-generation performance yields an improvement in model-checking performance. One exception is [67] , which aims at optimizing model checking by generating "more deterministic" automata, but again does not offer any evidence of improvement in model checking. -There are reasons to believe that none of the existing LTL translators perform well on nontrivial formulas. For example, [68] reports not being able to translate a certain formula, expressing a conjunction of fairness conditions, by many of the available tools. A specialized tool generated an automaton with about 1200 states from this formula. Note that symbolic model checkers routinely handle BDDs with millions of nodes. It is not clear why LTL translators cannot handle automata with only thousands of states. -A generalized Büchi automaton is a tuple A = (Σ, S, S 0 , ρ, F), where F is a set {F 1 , . . . , F k } of subsets of S, called accepting sets. A run of A is accepting if accepting set is visited infinitely often. It is known that a generalized Büchi automaton with k accepting sets can be degeneralized, that is, converted to an equivalent Büchi automaton, at the cost of multiplying the number of states by k [15] . As is shown in [42] , it is natural to translate LTL to generalized Büchi automata. While symbolic model checkers support generalized Büchi automata, SPIN does not support them and requires degeneralization. There are, however, some who argue that it may be advantageous to avoid degeneralization [72] ; see discussion of nonemptiness algorithms below. -Industrial experience has shown that LTL is too weak expressively for industrial applications (see [79] for theoretical justification), resulting in more expressive industrial language such as ForSpec and PSL [1, 3] . So far there he been no report of an effort to develop an explicit translator for ForSpec or PSL. Some industrial symbolic implementations of ForSpec and PSL are known to exists; for example, Intel has a symbolic translator for ForSpec [4] , but little is known about them. See [14, 17, 62] for recent descriptions of symbolic translations for certain fragments of PSL. None of these translations handle all features of PSL.
Deterministic vs. Nondeterministic Automata
For certain formulas, the very approach of translating temporal assertions to nondeterministic Büchi automata should be re-visited. The majority of the properties being verified are safety properties, whose violation can be witnessed by a finite counterexample. It is known that in such cases the complemented properties can be translated into automata on finite words [51] . Such automata can be determinized, though at a possibly exponential cost [64] . It may seem that such blow-up should be avoided, but symbolic model checking can be viewed as online determinization of the assertion automaton [51] . Thus, determinization is in some sense inherent to symbolic model checking. Recent results point to the advantage of translation to deterministic automata in the context of SAT-based model checking [2] . Unlike the standard propositional encoding of LTL formulas [8, 18, 57] , which is polynomial in the size of the formula, the encoding in [2] is exponential. It is shown in [2] that such encoding can nevertheless lead to improved model-checking performance. When the automaton is nondeterministic, the model checker has to find a bad behavior of the design under verification as well as an accepting run of the automaton on that behavior. When the automaton is deterministic, the search for an accepting run is avoided. This result raises the possibility that translation to deterministic automata would also be advantageous in the context of explicit and BDD-based model checking. (A theoretical advantage of translating to deterministic automata is described in [54] , but it is not clear if this leads also to a practical advantage.)
Nonemptiness Algorithms
There are three types of nonemptiness algorithms for Büchi automata: explicit, BDDbased, and SAT-based.
Explicit Algorithms
As mentioned earlier, an obvious algorithm for nonemptiness of Büchi automata is the following: (i) decompose the transition graph of the input automaton into maximal strongly connected components using depth-first search, and (ii) verify that one of the component intersects with F (or with all members of F for generalized automata).
For large state spaces, maintaining the required data structures in main memory might be infeasible. An alternative algorithm, NDFS, was proposed in [27] . NDFS conducts two depth-first searches, but does not require a decomposition into maximal strongly connected components. This algorithm, with some modifications [44, 50] , is the algorithm implemented in SPIN. NDFS was improved further in [66] .
Other works [28, 40] developed optimized versions of the mscc-based algorithm and argued that it performs better than NDFS and its variants. The experimental evidence is limited, however, to automata with not too large state space, while NDFS was designed for large state spaces, where the mscc decomposition cannot be carried out in main memory. (NDFS can use state hashing, which underapproximates the set visited by the search [27] .) The emerging picture is that mscc-based algorithms are appropriate for main-memory implementations, whereas NDFS algorithms are appropriate when the state space is too large for a main-memory implementation.
NDFS was extended to generalized Büchi automata in [72] ; instead of conducting two depth-first searches, we may need to conduct k + 1 depth-first searches, where k is the number of accepting sets of the automaton. Thus, the blow-up in the size of the state space is replaced by a blow-up in the number of depth-first searches. It is not clear that this yields an improvement in performance.
A thorough discussion and experiments involving nonemptiness algorithms can be found in [29] , which also introduces optimized versions of the mscc-based algorithm of [28] and the NDFS-based algorithm of [72] . At this point these two algorithms seem to be the best of their types. These algorithms are implemented in the model-checking library Spot, which is publicly available at spot.lip6.fr. For a survey of distributed algorithms for explicit model checking, see [6] .
BDD-Based Algorithms
In the symbolic approach, we do not construct the state graphs of the system and property automaton explicitly. Rather, these graphs are described in a logical language, cf. [5] . The model-checking algorithms can then work directly on the symbolic representation. BDD-based model checkers such as SMV use propositional formulas as the user-level representation formalism. The tool then translates these formulas into Reduced Ordered Binary Decision Diagrams (BDDs) [11] and the nonemptiness algorithm works directly on these BDDs [13] . BDD-based algorithms are set based (the algorithms manipulates sets of states) and cannot directly implement depth-first search. In the symbolic approach, the property automaton also has to be represented symbolically [19, 13] ; in fact, that representation captures directly the structure of the automaton described in [78] . While the explicit representation of the automaton can be exponentially large with respect to the LTL formula it represents, the symbolic representation is linear in the size of the formula.
A set-based algorithm for fair reachability was described in [33] , based on a fixpoint characterization of fair reachability [32] . The algorithm performs a nested fixpoint computation, which implies that it uses, in the worst case, a quadratic number of symbolic operations (with respect to the number of nodes in the state graph). This should be contrasted with explicit nonemptiness algorithms, which run in linear time.
The algorithm of [33] , referred to as the EL algorithm, is the one implemented on available symbolic model checkers [16, 59] . A heuristic optimization of the EL algorithm called CTY, was proposed in [48] . An improvement of CTY, called OWCTY, was proposed in [35] , where it was argued that it is preferred to the standard EL algorithm, but this conclusion was disputed in [71] .
Both CTY and OWCTY retain the structure of a nested fixpoint computation with a quadratic number of image operations. In contrast, the algorithm presented in [9] uses only n log n symbolic operations. Disappointingly, this algorithm does not perform better in practice than EL and its variants [71] . Further improvement was provided in [41] , which described an algorithm with a linear number of symbolic steps. Unfortunately, there is no experimental information on the performance of that algorithm in practice.
Another approach to the fair-reachability problem is to reduce it to a simple reachability problem [7] . This replaces the nested fixpoint computation by a simple fixpoint computation, at the cost of doubling the number of BDD variables. Practical performance of this algorithm has been disappointing [7] . On the other hand, it was shown in [10] that for a certain class of LTL formulas the nested fixpoint algorithms can be replaced by a simple fixpoint algorithm with no increase in the number of variables, resulting in significant performance improvement. (A general characterization of LTL formulas for which model checking can be performed without nested fixpoints is provided in [54] . That characterization, however, does not yield a practical algorithm.)
A hybrid approach to LTL symbolic model checking, that is, an approach that uses explicit representations of the property automaton, whose state space is often quite manageable, and symbolic representations of the system, whose state space is typically exceedingly large, was studied in [68] . They compared the effects of using: (i) a purely symbolic representation of the property automaton, (ii) a symbolic representation, using binary encoding 1 , of explicitly compiled property automaton, and (iii) a partitioning of the symbolic state space according to an explicitly translated property automaton. This comparison was applied to three model-checking algorithms: the nested fixpoint algorithm of [33] , the reduction of fair reachability to reachability of [7] , and the simple fixpoint algorithm of [10] . The emerging picture from this comparison is quite clear; the hybrid approach outperform pure symbolic model checking, while partitioning outperforms binary encoding. The conclusion is that the hybrid approaches benefits from state-of-the-art techniques in explicit compilation of LTL formulas. Also, partitioning gains from the fact that symbolic operations are applied to smaller sets of states.
SAT-Based Algorithms
In bounded model checking we check whether there exists a counterexample trace of bounded size (that is, both the prefix and the cycles have to be of bounded size). As is shown [8] , this can be expressed as a propositional formula whose satisfiability implies the existence of a counterexample. While propositional satisfiability is NP-complete, today's satisfiability-solving tools, known as SAT solvers, can solve instances with up to hundreds of thousands of variables [83] . It turned out that SAT-based bounded model checkers can handle designs that are order-of-magnitude larger than those handled by BDD-based model checkers, making this technology quite popular in the industry, cf. [25] .
In spite of several papers on symbolic translation of LTL in the context of SATbased model checking [8, 18, 57] , we are far from having reached a solid understanding on the relative merits of the different approaches. These papers study various propositional encodings of LTL extended with past temporal connectives. These encodings compare favorably with what is referred to as "automata-theoretic encoding". The latter refers to a binary encoding of automata generated by some LTL translator. This encoding ignores the inner structure of automata states. In automata generated from LTL formulas, the states are sets of subformulas; a reasonable automata-theoretic encoding should then take the inner structure of states into account, rather than use an arbitrary binary encoding of states. Also, the reduction of fair reachability to reachability [7] has yet to be evaluated in the context of SAT-based model checking.
Büchi Properties
As mentioned earlier, in some cases it is desirable to specify properties directly in terms of Büchi automata, rather in terms of a temporal logic. In this case the automatatheoretic approach requires complementation of the property automaton. Note that while it is easy to complement properties given in terms of formulas in temporal logic, complementation of properties given in terms of nondeterministic automata is not simple. Indeed, a word w is rejected by a nondeterministic automaton A if all the runs of A on w rejects the word. Thus, the complementary automaton has to consider all possible runs, and complementation has the flavor of determinization.
For Büchi automata on infinite words, which are required for the modeling of liveness properties, optimal complementation constructions are quite complicated, as the subset construction is not sufficient. Due to the lack of a simple complementation construction, the user is typically required to specify the property by a deterministic Büchi automaton [55] (it is easy to complement a deterministic Büchi automaton), or to supply the automaton for the negation of the property [49] . Thus, an effective algorithm for the complementation of Büchi automata would be of significant practical value.
Efforts to develop simple complementation constructions for nondeterministic automata started early in the 1960s, motivated by decision problems for second-order logics. Büchi suggested a complementation construction for nondeterministic Büchi automata that involved a complicated combinatorial argument and a doubly-exponential blow-up in the state space [12] . Thus, complementing an automaton with n states resulted in an automaton with 2 states, which is still, however, not optimal. Only in [65] , Safra introduced a determinization construction, which also enabled a 2 O(n log n) complementation construction, matching a lower bound described by Michel [60] (cf. [58] ). Thus, from a theoretical point of view, some considered the problem solved since 1988.
A careful analysis, however, of the exact blow-up in Safra's and Michel's bounds reveals an exponential gap in the constants hiding in the O() notations: while the upper bound on the number of states in the complementary automaton constructed by Safra is n 2n , Michel's lower bound involves only an n! blow up, which is roughly (n/e) n . Recent efforts focused on narrowing the gap between the upper and lower bounds. A new complementation construction, which avoids determinization, was introduced in [52] , and then tightened in [36] to yield an upper bound of (0.97n) n . On the other hand, Michel's bound was improved in [82] to yield a lower bound to (0.76n) n . Thus, the gap between the lower and upper bound has narrowed, but it is still exponentially wide. (For a study of the relationship between complementation and the OWCTY fair-reachability algorithm, see [53] .)
The construction if [52] has been implemented with many added optimizations [46] . This optimized construction proved to be highly effective on Büchi automata obtained from LTL formulas. It is shown in [46] that the automaton obtained by complementing A ϕ , for a random LTL formula ϕ, is not much larger than the automaton A ¬ϕ . This, however, does not imply that the construction is equally effective when applied to generic Büchi properties. So far no tool supports model checking Büchi properties.
