In this note, we study the emergence of Hamiltonian Berge cycles in random r-uniform hypergraphs. In particular, we show that for r ≥ 3, the 2-out random r-graph almost surely has such a cycle, and we use this to determine (up to a multiplicative factor) the threshold probability for when the Erdős-Rényi random r-graph is likely to have such a cycle. In particular, in the Erdős-Rényi model we show (up to a constant factor depending on r) the emergence of these cycles essentially coincides with the disappearance of vertices of degree at most 1.
(r)
n,p , is the distribution over r-graphs on {1, 2, . . . , n} in which each edge appears independently with probability p.
The case r = 2 (i.e., graphs) has received particular attention. In this setting, Hamiltonian Berge cycles are unambiguously referred to simply as Hamiltonian cycles, and the question of when a random graph is likely to contain a Hamiltonian cycle is extremely well-understood [12, 4, 1, 5] . Historically, Berge cycles were just the first among several natural generalizations of the notion of cycle from graphs to hypergraphs [2] . Many of these differing notions of hypergraph cycles have been studied in the context of random r-graphs, with particular emphasis on determining for which parameters G (r) n,p is likely to contain such a "Hamiltonian cycle" (see [13] for a survey and [14, 9] for examples). Of particular relevance for us, Poole [15] focused on weak Hamiltonian cycles-which are defined as Hamiltonian Berge cycles without the restriction that the edges be distinct-and for these weaker stuctures he obtained the following sharp result.
Theorem 1 (Poole [15] ). Suppose r ≥ 3 is fixed, and p = (r − 1)! ln(n) + c n n r−1 . Then we have
n,p has a weak Hamiltonian cycle =
Here, as in the case of graphs, the choice of p is driven by the need to avoid isolated vertices (i.e., vertices not contained in any edges), and Poole conjectures that the corresponding stopping-time version of this result should hold as well (see [15] ). In this note, we prove an analogous (albeit less exact) result for Berge cycles. Following convention, we say an event happens almost surely to mean it occurs with probability tending to 1 as the relevant parameter (usually n) goes to infinity. Our main result is In light of Theorem 1, this determines (up to a constant factor of r) the threshold for when G (r) n,p is likely to have a Hamiltonian Berge cycle. This improves on a bound of Clemens, Ehrenmüller, and Person [6] , who proved a general resilience result implying a version of Theorem 2 with p = ln k(r) (n)/n r−1 , where k(r) is a constant depending on r. Obtaining a more precise version of our result that is closer to Theorem 1 would be interesting; in fact such a refinement might even follow from our current approach, but we were unable to see how.
Our proof of Theorem 2 is by studying Hamiltonian Berge cycles in the k-out random hypergraph and then exhibiting an embedding of this model within the Erdős-Rényi random r-graph. The k-out random r-graph on V = {1, 2, . . . , n}, denoted G r n (k − out), has the following distribution.
The k-out model. For each v ∈ V , independently choose k edges E v = {e 1 , e 2 , . . . , e k }, where each e i ⊆ V is chosen uniformly at random from among all r-element sets containing v. The hypergraph then consists of all edges chosen in this way: namely, v E v .
We will show that it will not matter for our results if these edges are chosen with replacement or not (as is typical with this model when r = 2), and we will adopt whichever convention suits us.
In the graph case, Hamiltonicity of this model was first studied by Fenner and Frieze [11] who showed G 2 n (23 − out) is almost surely Hamiltonian. This was improved incrementally by a series of authors until Bohman and Frieze [3] showed that G 2 n (3 − out) is almost surely Hamiltonian (whereas G 2 n (2 − out) almost surely is not). The generalization of the k-out model to hypergraphs, though natural, is not yet well-studied, and in fact the only publication we are aware of is [8] , which addresses perfect fractional matchings.
For the k-out model, we settle the issue of Berge Hamiltonicity completely. We hope that the simplicity of this result and its intuitive implication of Theorem 2 might motivate further explicit study of the k-out model for hypergraphs.
Proof of Theorem 3
First, we prove the following, which justifies our claim that it does not matter whether the edges in G r n (k − out) are chosen with replacement (since almost surely the selected edges are distinct). 2 ∼ c r n −r , for some 1 constant c r depending only on r. Therefore, the probability that there exist edges e
u with v = u is asymptotically at most (nk) 2 c r n −r , which tends to 0 since k is fixed and r > 2. Moreover, if we are considering the model where e (1) v , e (2) v , . . . are selected with replacement, then the probability that there are two of these that are equal is at most
, which also tends to 0. Thus, regardless of whether or not we select the edges of G r n (k − out) with replacement, when r ≥ 3, the r-graph almost surely has nk edges.
Proof of Theorem 3. First we will show that for r ≥ 3, the graph G r n (2 − out) almost surely has a Hamiltonian Berge cycle. Supposing H is selected from G r n (2−out), we construct a random directed graph from H as follows. For each v, we randomly pick one edge of E v and label it e − v , and we label the other edge e + v . We then draw a directed arc from u to v for each u ∈ e − v \ {v} and we draw a directed arc from v to w for each w ∈ e 2 For this model, Cooper and Frieze [7] proved that for each k ≥ 2 the k-in, On the other hand, we claim that G r n (1 − out) almost surely has vertices contained in only one edge (which would imply it is not Berge Hamiltonian). For each v ∈ V , let e v denote the edge chosen by vertex v, and letẽ v be an r-set of V chosen uniformly at random from among all r-sets containing e v \ {v}. Consider U = v∈V (e v \ {v}) andŨ = v∈Vẽ v . The set U is equal to the vertices of G r n (1−out) appearing in more than one edge, and by construction U ⊆Ũ ⊆ V . Moreover, U consists of the union of n independent r-sets each chosen uniformly at random.
3 Thus, we have
The eventŨ = V is a special case of the famous generalized coupon collector problem, where each edge corresponds to a "coupon," each "coupon" consists of r symbols, andŨ = V is the event that the union of n random coupons contains all |V | symbols (here, |V | = n). This has been wellstudied, and P(Ũ = V ) tends to 0 since rn ≪ |V | log |V | (see, e.g., [10] ). Therefore, G r n (1 − out) almost surely has vertices contained in only a single edge, and thus almost surely it is not Berge Hamiltonian.
Derivation of Theorem 2 from Theorem 3
Proof of Theorem 2. Let λ = ((v 1 , e 1 ), (v 2 , e 2 ), . . .) be a random sequence of elements in {(v, e) : v ∈ e ⊆ V, and |e| = r}, where each term is chosen independently and uniformly at random.
To form G r n (k − out) from λ, we select for each vertex u the first k pairs (v i , e i ) for which u = v i , and we define E u to be the edges in these k ordered pairs. Let λ(G r n (k − out)) denote the k-out r-graph obtained from λ in this way. On the other hand, to obtain a copy of G n,p . For each t ≥ 1, let H t be the r-graph on V with edge set {e 1 , e 2 , . . . , e t }. We claim that for any c n → ∞, if t = n ln(n) + n ln ln(n) + nc n /2 and p = (t + nc n /2)/ n r , then almost surely
Having established this, we will have proven Theorem 2 since Berge Hamiltonicity is an increasing property and λ(G r n (2 − out)) is almost surely Berge Hamiltonian by Theorem 3. For the first inclusion of (1), we again recall the generalized coupon collector problem, where "coupons" are now vertices in the ordered pairs (v i , e i ), and we need to collect 2 coupons of each of the n total types. In this language, λ(G r n (2 − out)) ⊆ H t iff we succeed within the first t = n ln(n) + n ln ln(n) + nc n /2 coupons. Since c n → ∞, this probability tends to 1 by a classic result of Erdős and Rényi [10] (hence our particular choice of t).
As for the second inclusion of (1), we need only estimate P(X < t) where X is a binomial random variable of mean µ = n r p = t + nc n /2 (and variance σ 2 at most µ). But simply by Chebyshev's inequality, we have P(X < µ − nc n /2) ≤ σ 2 (nc n /2) 2 ≤ n ln(n) + n ln ln(n) + nc n n 2 c 2 n /4
, which tends to 0.
Thus (1) holds almost surely, which completes the proof. 3 The setŨ is introduced for a technical simplification arising from the fact that the sets ev \{v} are not identically distributed, but the setsẽv are. 4 Strictly speaking, λ(G r n (k − out)) and λ(G (r) n,p ) are only well-defined almost surely, but we may safely disregard these problematic λ since collectively they form a set of measure 0.
