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THÈSE
En vue de l’obtention du
DOCTORAT DE L’UNIVERSITÉ DE TOULOUSE
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Cette thèse se focalise sur l’apprentissage de représentations de séries tem-
porelles d’images satellites via des méthodes d’apprentissage non supervisé. Le
but principal est de créer une représentation qui capture l’information la plus
pertinente de la série temporelle afin d’effectuer d’autres applications d’imagerie
satellite.
Cependant, l’extraction d’information à partir de la donnée satellite im-
plique de nombreux défis. D’un côté, les modèles doivent traiter d’énormes
volumes d’images fournis par les satellites. D’un autre côté, il est impossible
pour les opérateurs humains d’étiqueter manuellement un tel volume d’images
pour chaque tâche (par exemple, la classification, la segmentation, la détection
de changement, etc.). Par conséquent, les méthodes d’apprentissage supervisé
qui ont besoin des étiquettes ne peuvent pas être appliquées pour analyser la
donnée satellite.
Pour résoudre ce problème, des algorithmes d’apprentissage non supervisé
ont été proposés pour apprendre la structure de la donnée au lieu d’apprendre
une tâche particulière. L’apprentissage non supervisé est une approche puis-
sante, car aucune étiquette n’est nécessaire et la connaissance acquise sur la
donnée peut être transférée vers d’autres tâches permettant un apprentissage
plus rapide avec moins d’étiquettes.
Dans ce travail, on étudie le problème de l’apprentissage de représentations
démêlées de séries temporelles d’images satellites. Le but consiste à créer une
représentation partagée qui capture l’information spatiale de la série temporelle
et une représentation exclusive qui capture l’information temporelle spécifique
à chaque image. On présente les avantages de créer des représentations spatio-
temporelles. Par exemple, l’information spatiale est utile pour effectuer la classi-
fication ou la segmentation d’images de manière invariante dans le temps tandis
que l’information temporelle est utile pour la détection de changement.
Pour ce faire, on analyse plusieurs modèles d’apprentissage non supervisé tels
que l’auto-encodeur variationnel (VAE) et les réseaux antagonistes génératifs
(GANs) ainsi que les extensions de ces modèles pour effectuer le démêlage des
représentations. Considérant les résultats impressionnants qui ont été obtenus
par les modèles génératifs et reconstructifs, on propose un nouveau modèle qui
crée une représentation spatiale et une représentation temporelle de la donnée
satellite. On montre que les représentations démêlées peuvent être utilisées
pour effectuer plusieurs tâches de vision par ordinateur surpassant d’autres
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modèles de l’état de l’art. Cependant, nos expériences suggèrent que les modèles
génératifs et reconstructifs présentent des inconvénients liés à la dimensionnalité
de la représentation, à la complexité de l’architecture et au manque de garanties
sur le démêlage.
Pour surmonter ces limitations, on étudie une méthode récente basée sur
l’estimation et la maximisation de l’informations mutuelle sans compter sur la
reconstruction ou la génération d’image. On propose un nouveau modèle qui
étend le principe de maximisation de l’information mutuelle pour démêler le
domaine de représentation. En plus des expériences réalisées sur la donnée
satellite, on montre que notre modèle est capable de traiter différents types de
données en étant plus performant que les méthodes basées sur les GANs et les
VAEs. De plus, on prouve que notre modèle demande moins de puissance de
calcul et pourtant est plus efficace.
Enfin, on montre que notre modèle est utile pour créer une représentation
qui capture uniquement l’information de classe entre deux images appartenant
à la même catégorie. Démêler la classe ou la catégorie d’une image des autres
facteurs de variation permet de calculer la similarité entre pixels et effectuer la
segmentation d’image d’une manière faiblement supervisée.
Abstract
This work focuses on learning data representations of satellite image time se-
ries via an unsupervised learning approach. The main goal is to enforce the
data representation to capture the relevant information from the time series to
perform other applications of satellite imagery.
However, extracting information from satellite data involves many challenges
since models need to deal with massive amounts of images provided by Earth
observation satellites. Additionally, it is impossible for human operators to label
such amount of images manually for each individual task (e.g. classification,
segmentation, change detection, etc.). Therefore, we cannot use the supervised
learning framework which achieves state-of-the-art results in many tasks.
To address this problem, unsupervised learning algorithms have been pro-
posed to learn the data structure instead of performing a specific task. Un-
supervised learning is a powerful approach since no labels are required during
training and the knowledge acquired can be transferred to other tasks enabling
faster learning with few labels.
In this work, we investigate the problem of learning disentangled represen-
tations of satellite image time series where a shared representation captures
the spatial information across the images of the time series and an exclusive
representation captures the temporal information which is specific to each im-
age. We present the benefits of disentangling the spatio-temporal information
of time series, e.g. the spatial information is useful to perform time-invariant
image classification or segmentation while the knowledge about the temporal
information is useful for change detection.
To accomplish this, we analyze some of the most prevalent unsupervised
learning models such as the variational autoencoder (VAE) and the generative
adversarial networks (GANs) as well as the extensions of these models to perform
representation disentanglement. Encouraged by the successful results achieved
by generative and reconstructive models, we propose a novel framework to learn
spatio-temporal representations of satellite data. We prove that the learned dis-
entangled representations can be used to perform several computer vision tasks
such as classification, segmentation, information retrieval and change detection
outperforming other state-of-the-art models. Nevertheless, our experiments sug-
gest that generative and reconstructive models present some drawbacks related
to the dimensionality of the data representation, architecture complexity and
the lack of disentanglement guarantees.
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In order to overcome these limitations, we explore a recent method based
on mutual information estimation and maximization for representation learn-
ing without relying on image reconstruction or image generation. We propose
a new model that extends the mutual information maximization principle to
disentangle the representation domain into two parts. In addition to the exper-
iments performed on satellite data, we show that our model is able to deal with
different kinds of datasets outperforming the state-of-the-art methods based on
GANs and VAEs. Furthermore, we show that our mutual information based
model is less computationally demanding yet more effective.
Finally, we show that our model is useful to create a data representation that
only captures the class information between two images belonging to the same
category. Disentangling the class or category of an image from other factors of
variation provides a powerful tool to compute the similarity between pixels and
perform image segmentation in a weakly-supervised manner.
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Introduction
The research work presented in this thesis has been carried out within the
scope of the Synapse project at IRT Saint Exupéry in cooperation with the
Research Institute of Computer Science of Toulouse (IRIT) from the University
of Toulouse III Paul Sabatier. The current work focuses on analyzing satellite
image time series using an unsupervised learning approach and the applications
of satellite imagery.
Extracting information from satellite data involves many challenges. First,
we need to deal with a huge amount of data. Many missions have been launched
to observe the Earth from the space producing massive amounts of satellite
images. For instance, the Sentinel-2 mission [24] is composed of two satellites
each of which provides up to 1.6TB of images per day. Several examples of
images collected by the Sentinel-2 mission are shown in Figure 1. Ideally, we
would like to build a model that learns the information contained in these images
in order to characterize a given place on the Earth’s surface and analyze its
evolution over time.
Since 2012, deep learning has emerged as a popular field of research to ad-
dress different problems ranging from image classification to more sophisticated
tasks such as speech generation. As we explain in this work, one of the key
characteristics of deep learning is that these algorithms benefit from learning
from such amounts of data.
The second challenge is related to the first one. While deep learning models
have achieved remarkable success in a wide variety of tasks, these impressive
results rely heavily on a supervised learning approach where each data sample
is associated with a label that provides additional information about the data
sample. Labeling data is a tedious task consuming time and effort. Moreover, in
some cases, it is impossible for human operators to label data as in the Sentinel-2
case (labeling 1.6TB of images per day is indeed a non-viable idea). To address
this problem, unsupervised learning algorithms propose to learn the data struc-
ture instead of performing a specific task such as classification, segmentation or
change detection. Learning in an unsupervised manner is a powerful approach
since no labels are required during training and the knowledge acquired in this
manner can be used later for downstream tasks with few labels. Another way
to alleviate the task of labeling data is known as weakly-supervised learning
where training is guided by different forms of labels (often limited or imprecise)
which are much easier to obtain than those required for supervised learning.
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Figure 1: Examples of images acquired by the Sentinel-2 mission.
For instance, when using satellite image times series, we can sample two images
from the same location acquired at different dates or two images acquired at
the same date but on different locations. This weak supervision signal is easy
to create and, as we will see later, is very useful to separate the temporal and
spatial information.
The main idea of this thesis is to create a low-dimensional data represen-
tation that is disentangled into a shared representation captures the spatial
information of the time series and an exclusive representation captures the tem-
poral information specific to each image of the time series. Disentangling the
spatio-temporal information of time series could offer several benefits. For in-
stance, the common information across the images of a given time series could
be useful to perform time-invariant image classification or segmentation while
the knowledge about the specific information of each image could be useful for
change detection.
This work is organized in three parts. The first part aims to provide the
reader with the necessary background information which is required to read the
following parts of this thesis. In Chapter 1, we present the supervised learning
and unsupervised learning frameworks as well as the main differences between
these approaches. We describe how these frameworks build a data representa-
tion in order to perform a given task successfully. Besides, we discuss the def-
inition of a good data representation and what properties are highly desirable
for representation learning. In particular, we focus on unsupervised learning
algorithms and we review some of the most relevant models. Due to the impres-
sive results achieved in different domains, reconstructive and generative models
have attracted much attention from the deep learning community. For this rea-
son, we review the variational autoencoder (VAE) model proposed by Kingma
and Welling [57] and the generative adversarial network (GAN) approach intro-
duced by Goodfellow et al. [32]. Since 2014, these models have been extended
CONTENTS 15
in order to perform different tasks. To cite just an example, the vast majority
of the state-of-the-art models for representation disentanglement reviewed in
Chapter 2 combine the VAE and GAN approaches. We also cover the princi-
ple of noise-contrastive estimation (NCE) [37]. Even though the NCE principle
is not specifically designed for representation learning, it provides deeper un-
derstanding of how carrying out a supervised learning task enables a model to
perform unsupervised learning. For instance, mutual information based models
and GANs leverage this idea even though their purposes are different.
While the aforementioned models learn a data representation that captures
the most significant attributes of data, these models are trained without enforc-
ing any structure in the data representation. In Chapter 2, we study the problem
of learning disentangled representations, i.e. how to identify and separate the
factors of variation that defines the data. It has been argued that learning dis-
entangled representations might provide several advantages [7] for fair learning,
transfer learning, few-shot learning and semi-supervised learning, among oth-
ers. We cover two kinds of models to perform representation disentanglement.
First, we present several extensions of the VAE model [41, 12, 61, 16, 55] to
disentangle the factors of variation from data using a fully unsupervised learn-
ing approach. Secondly, we introduce a family of models that disentangle the
factors of variation of grouped data using a weakly-supervised approach. The
data representation is split into two parts: a shared representation that captures
the common information that groups the data and an exclusive representation
that captures the specific information of each observation within a group. For
instance, in our case, satellite images in a time series are grouped by geograph-
ical location while each image is acquired at a different date. Therefore, we aim
to separate the temporal and spatial information of time series in two different
data representations. Most of the methods presented in this chapter are based
on data reconstruction or data generation and generally can be thought of as ex-
tensions of the VAE [57] and GAN [32] models which were reviewed in Chapter
1. Furthermore, we analyze the benefits and the drawbacks of these models.
The second part of this work is intended to analyze satellite image time se-
ries by using the models presented in Chapter 2 and proposing a new model
adapted to the satellite setting. In Chapter 3, we propose a model based on
reconstructive and generative models to learn disentangled representations of
satellite image time series. It is worth noting that most of the models reviewed
in Chapter 2 exhibit a good performance in a simplified setting involving toy
datasets such as MNIST [63], Sprites [92] or dSprites [78]. Instead, we inves-
tigate the problem of learning disentangled representations from satellite data
which is more challenging since datasets usually contain a large amount of di-
verse images. In our experiments, we show that the proposed model is able to
deal with huge amounts of high-dimensional data and learn disentangled rep-
resentation using Sentinel-2 time series. Finally, we show experimentally that
the disentangled representation can be used in multiple tasks such as image
classification, image retrieval, image segmentation and change detection.
Finally, the last part of this thesis focuses on a different framework to per-
form representation disentanglement and the tasks that can be carried out us-
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ing this novel framework. Besides the benefits of reconstructive and generative
models to learn spatio-temporal representations of satellite image time series,
we identified some drawbacks when using the image-to-image translation ap-
proach to learn disentangled representations in Chapter 3. First, GAN-based
models suffer from training instability and typically a lot of work is required
to find the right hyperparameters. Secondly, processing real-world data such as
satellite data by using reconstructive and generative models involves increasing
the dimensionality of the data representations and the capacity of the model ar-
chitecture, i.e. the number of parameters. Thirdly, it is unclear whether models
based on image reconstruction and image generation learn disentangled repre-
sentations or learn to ignore the information leakage between the dimensions of
the data representation.
Since 2018, mutual information estimation and maximization has emerged as
a powerful method to overcome some limitations of the previous models (VAE,
GANs) for representation learning. In Chapter 4, we review some of the most
significant mutual information based models such as MINE [5], DIM [44], CPC
[83] and WPD [84].
In Chapter 5, we propose a model based on the DIM framework [44] with-
out relying on image reconstruction or image generation. Given an image pair
sharing some common factors of variation, we aim to create a low-dimensional
data representation which is split into two parts: a shared representation that
captures the common information between the images and an exclusive represen-
tation that contains the specific information of each image. The proposed model
is first validated on toy datasets commonly used by the deep learning community
to provide quantitative results as shown in Chapters 2 and 3. Our experiments
show that our model outperforms the state-of-the-art models [29, 49] based
on reconstructive and generative approaches in representation disentanglement.
We show that our mutual information based model is less computationally de-
manding yet more effective. Additionally, we perform a rigorous ablation study
to demonstrate the usefulness of the key elements of our model and their impact
on representation disentanglement. Finally, in addition to the toy datasets, we
investigate the benefits of our model to learn disentangled representations from
Sentinel-2 time series. We report experimental results on image classification,
image retrieval and similarity measure.
In Chapter 6, we explore one of the research directions in depth to perform
image segmentation in a weakly-supervised manner. We propose a mutual in-
formation based model to learn a data representation that only captures the
category information of a given image. Distilling the information related to the
class or category from other factors of variation provides an interesting tool for
image segmentation. We address the problem of performing image segmentation
using a very few annotated pixels rather than learning from pixel-level annota-
tions which can be laborious to label. While several models have recently been
developed to reduce the annotation effort, most of these models cannot easily be
adapted to new annotations (e.g. new classes, new annotations) since it requires
retraining the model. In this chapter, we propose a similarity measure between
pixels based on a mutual information objective to determine whether these pix-
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els belong to the same class. The mutual information objective is learned in a
fully unsupervised manner while the annotations (e.g. points or scribbles) are
only used during test time. We report experimental results on the Potsdam
and Sentinel-2 datasets showing the benefits of our model. For instance, in the
Sentinel-2 case, we show that image segmentation can be performed over the
time and over the space using a very few amount of annotated pixels, e.g. la-
beled pixels are less than 0.002% of the total number of pixels of a time series
and it can be achieved in a reasonable amount of time.
Finally, we would like to highlight that the contributions of this work have
been published in four papers accepted to CAp 2019, ECML PKDD 2019, ECCV









In recent years, machine learning algorithms have shown impressive results on
a variety of tasks such as image classification, object detection, semantic seg-
mentation, among others. In order to carry out a given task, most of these
algorithms creates an internal abstract data representation from raw data. The
success of machine learning algorithms relies on designing data representations
that capture the relevant information from raw data. The elements composing
the representation are known as features. The goal of designing data represen-
tations is to extract useful features which make the task easier to be solved.
After defining a suitable representation space, machine learning algorithms
learn a mapping function from this representation space to the output space
in order to perform a task. Evidently, the more meaningful the information
captured in data representations, the better the algorithm performs the task.
Historically, data representations were manually designed under human cri-
teria for a specific task requiring a huge amount of time and effort. Manually
designing of data representations requires knowledge about the task, the rel-
evant features which are suitable to perform the task and the way to extract
these features from data which it is not an obvious procedure in many cases.
In the last few years, deep learning has emerged as an enthusiastic field to
tackle the representation learning problem. In contrast to traditional machine
learning algorithms, deep learning algorithms learn simultaneously the mapping
from the input space to the representation space in addition to the mapping from
the representation space to the output space. Deep learning algorithms can dis-
cover what good features are and how to extract them from raw data to learn
a suitable data representation for a given task. Additionally, deep learning al-
gorithms learn a hierarchical representation where abstract representations are
expressed in terms of simpler representations. A common example is presented
by Goodfellow et al. [33] showing that the first layers of a deep neural network
classifier provide information about the shapes and colors of the image while the
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last layers provide information about the category of the content. Many advan-
tages of using deep learning algorithms such as minimizing human intervention
and transferring knowledge across tasks are discussed in this chapter.
Deep learning algorithms learn data representations using two different ap-
proaches. The first approach is known as supervised learning. In order to learn
data representations using this framework, specific domain knowledge about the
task to be solved is required. For instance, in order to train an image classifica-
tion system, we require a training set of images where knowledge about the class
of each image is available. Even though we do not indicate the features to be
extracted in the data representation, we need to provide the image classification
system with the class information of the training set of images. Since even this
knowledge is not always accessible nor enough for training supervised learning
algorithms, this approach presents some limitations. As a consequence, many
efforts have been made to develop algorithms that minimize the human super-
vision to extract information from raw data. The second approach is known as
unsupervised learning. Unsupervised learning algorithms are capable to learn
data representations optimizing general objective functions instead of using spe-
cific domain knowledge, i.e. without requiring human supervision.
Developing unsupervised learning algorithms represents a step forward to-
wards understanding the underlying hidden structure of the data around us.
Unsupervised learning represents a powerful means to discover the data struc-
ture and extract relevant features of data guided by general objective functions.
Having a better understanding of the data opens the door to new artificial
intelligence systems able to perform multiple tasks in a very efficient manner
minimizing human supervision.
This chapter is intended to provide the reader with the necessary back-
ground information which is required to read the following chapters. First, we
describe the fundamental principles of the supervised and unsupervised learn-
ing approaches in Section 1.2. Second, since this work focuses on unsupervised
learning algorithms for representation learning, we explain the central role that
good data representations play in artificial intelligence systems in Section 1.3.
We discuss the definition of a good data representation and what properties are
highly desirable for representation learning algorithms. Third, we review some
of the most influential unsupervised learning algorithms to perform representa-
tion learning as well as the relationship between these algorithms. In Section
1.4, we present the variational autoencoder (VAE) and we explain how mini-
mizing the proposed lower bound on the log likelihood function is equivalent
to learn the underlying structure of data. The principle of noise-contrastive
estimation (NCE) is introduced in Section 1.5 which offers a useful insight into
how contrasting samples of data with samples of noise can be used to learn
the probability distribution of these samples. This principle is interesting to
understand the following models. Generative adversarial networks (GANs) are
presented in Section 1.6 where we cover how this model can implicitly learn a
data distribution from samples of data by learning to generate similar samples.
In Section 1.7, recent work about mutual information (MI) maximization and
estimation for representation learning is briefly described. Using a contrastive
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approach to maximize the mutual information between a data sample (image,
speech, text, etc) and its data representation has recently emerged as a powerful
technique to overcome some limitations of the previous models (VAE, GANs)
in representation learning. Finally, we provide the reader with a summary of
the studied models in Section 1.8.
1.2 Learning from data
As previously stated, machine learning algorithms rely heavily on the data rep-
resentation to successfully perform a given task. At the beginning of the ma-
chine learning era, the procedure to create data representations was designed
using a human criterion. The main drawback of hand-designed representations
lies in the difficulty to define what features are important and how to extract
this information from raw data. Even thought performing a given task such as
image classification or image segmentation is easy to interpret and intuitively
carried out by humans, defining explicit rules to accomplish the task is more
complicated. On the other hand, deep learning algorithms extract the relevant
information from raw data on their own. The data representations learned by
deep learning are created to capture this information and subsequently perform
the task. Understanding what information is extracted from raw data and ex-
plaining how decisions are taken by deep learning algorithms constitute new
research avenues in the field of deep learning.
Deep learning algorithms are implemented using deep neural networks. Typ-
ically, deep neural networks are composed of layers of neurons each of which
computes a simple mathematical operation. A classic architecture is the feed-
forward neural network in which layers of neurons communicate to each other
in a straightforward manner. Layers take as input the output of the previous
layer, computes a new output and pass it to the successive layer. Using this type
of architecture creates a hierarchy of representations where an abstract repre-
sentation in the top layers is defined by simpler representations in the previous
layers. This hierarchy of representations is learned from raw data by optimizing
an objective function. In general, there are two main approaches to define the
objective function for training deep learning models: supervised learning and
unsupervised learning.
Deep learning algorithms learn the relevant features from raw data using a
supervised learning objective, an unsupervised learning objective or a combina-
tion of both which is known as semi-supervised learning.
1.2.1 Supervised learning
In the supervised learning framework, the goal is to learn a mapping function
from the input domain X to the output domain Y, i.e. f : X → Y. Generally,
the mapping function f represents the task to be solved. For instance, the
mapping function f could be an image classification system that predicts the
class (domain Y) of an image (domain X ) based on its visual content. To
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accomplish this, a dataset consisting of samples x(i) from a random variable
x ∈ X and their corresponding expected outputs y(i) from a random variable
y ∈ Y is available, i.e. X = {(x(i), y(i))}Ni=1. The expected outputs y(i) represent
the specific domain knowledge which is required to perform the task. In the
supervised learning language we refer to the expected outputs y(i) as labels.
This approach is called supervised as it can be thought of as a supervisor
indicating the correct output y(i) for a given input x(i) to the algorithm. During
training, the algorithm learns the function f that maximizes the probability
of predicting the correct output y(i) when observing x(i), i.e. to match the
expected output y(i) with the prediction ỹ(i) = f(x(i)). Supervised learning
algorithms aim to learn the relationship between the random variables x and y
and generalize to inputs x(i) which are not included in the training dataset X.
From a statistical point of view, the algorithm learns the conditional probability
distribution of y given x, i.e. p(y | x).
Supervised learning algorithms learn simultaneously the mapping from the
raw data to the representation space, i.e. r : X → R, and the mapping from
the representation space to the output space, i.e. p : R → Y. Therefore, the
function f can be though of as a composition of functions f = p ◦ r where the
raw data is firstly transformed into a useful data representation to later predict
the correct output. Typically, the mapping function f is implemented as a deep
neural network where the first layers extract the useful features from the raw
data while the last layers of the neural network take the representations from
the previous layers to perform the task.
The mapping function f can represent many tasks, some examples are shown
in Figure 1.1. For image classification, the function f takes an image as input
and outputs the probability of belonging to a set of predefined classes based the
image content. A dataset composed of images and class labels is used to train
a deep neural network. Similarly, the function f assigns a class to each pixel of
a given image to perform image segmentation. Training an image segmentation
system in a supervised manner requires then a dataset composed of images and
image labels where each pixel is labeled into a class. Another example is object
detection, the function f finds the accurate position of an object of interest. To
do so, the function f learns from a dataset that indicates objects of interest on
images using by bounding boxes.
1.2.2 Unsupervised learning
On the other hand, in the unsupervised learning case, there are no labels y(i)
available associated to data samples x(i). The dataset only consists of samples
x(i) from the random variable x , i.e. X = {x(i)}Ni=1. This type of dataset
is generally easier to create since we only need to collect samples of data x(i)
without providing labels. Labeling data is a tedious task which is time and
effort consuming. Therefore unsupervised learning datasets are typically much
larger than supervised learning datasets in terms of number of samples N . Since
there is no supervisor providing additional information about the input x, the
main interest lies in discovering the relevant features that represents the data
1.2. LEARNING FROM DATA 25
Vegetation
Input x Output y
Image classification
Input x Output y
Image segmentation
Input x Output y
Object detection
Figure 1.1: Supervised learning. Image classification, image segmentation and
object detection are examples of supervised learning tasks where a labeled
dataset X = {(x(i), y(i))}Ni=1 is required. In these examples, the inputs x(i)
correspond to images while the labels y(i) can be represented as a class label, a
segmentation map or a set of bounding boxes, respectively.
samples. We refer to this approach as unsupervised learning. The principal goal
of unsupervised learning is to learn the underlying hidden structure of data, i.e.
the data distribution p(x) somehow.
Many unsupervised learning tasks have been proposed to analyze the data
structure. For example, clustering algorithms separate the data samples x(i)
into K clusters using a distance metric. Then, the data is organized in clusters
where all the samples that belong to the same cluster are supposed to have
common or similar characteristics. Another example is density estimation, this
tasks consists in explicitly estimating the density probability function p(x) of
the data samples x(i). Having an estimation of the distribution of x provides in-
sightful information to determine some properties of the data. For instance, the
number of modes of the data distribution can be useful to determine the num-
ber of classes or categories. Moreover, identifying data samples lying in regions
where the probability density is low is effective to perform anomaly detection.
Another common example of unsupervised learning task is dimensionality re-
duction where the main goal is to map the input space which is typically a
high-dimensional space to a low-dimensional space. The number of dimensions
is reduced while keeping as much information as possible in the new space.
Classical methods of dimensionality reduction are principal component analysis
(PCA) or matrix factorization. Some examples of unsupervised learning tasks
can be seen in Figure 1.2.
To solve a given task, supervised learning algorithms simultaneously learn
an useful data representation from raw data and solves the task based on the
learned data representation. In contrast, in the unsupervised learning setting
there is no specific task to solve. Even though the objective function of unsuper-
vised learning algorithms does not include a specific task such as classification
or segmentation, internally a data representation is also created to solve the
unsupervised learning task.
Learning the underlying data distribution presents some advantages. In con-
trast to supervised learning, unsupervised learning leverages massive amounts
of unlabeled data to create data representations at relatively low cost. Addition-
ally, unsupervised learning constitutes a convenient approach to learn general
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features from data since it prevents algorithms from suffering well-known su-
pervised learning problems such as overfitting to the training dataset without
generalizing to unseen data. Moreover, these data representations combined
with a few labeled examples can be used to solve a particular task without
having a large supervised learning dataset.
Statistically speaking, while supervised learning algorithms focus on learning
the conditional probability distribution p(y|x), unsupervised learning algorithms
learns the data distribution p(x). Evidently, knowledge about p(x) turns out to
be useful when performing a given task on the same data, i.e. when learning
p(y | x) since unsupervised learning features are closely related to the label
information in many cases. A deeper discussion is presented of this topic in the
following chapters.
In this work, we focus on representation learning, i.e. how to learn a data
representation from raw data preserving as much information as possible while
imposing some properties on the data representation. Representation learning
is a central topic of deep learning and it plays a fundamental role in many
other topics such as transfer learning or domain adaptation. Transfer learning
is possible since data representations learned using an unsupervised task can
be easily transferable to perform a supervised task. In general, the subsets
of features required for both tasks usually overlap transforming representation
learning into an appealing approach. The data used to perform these tasks
remains the same while the tasks are different. On the other hand, domain
adaptation consists in performing a task on a given data distribution using the
knowledge from a different data distribution where the task is easy to solve. The
task remains the same while the data to learn the task is different. Learning a
domain-invariant data representation via a representation learning model could
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Dimensionality reduction
Figure 1.2: Unsupervised learning. Clustering, density estimation and dimen-
sionality reduction are examples of unsupervised learning tasks. Labels are not
available in the dataset X = {x(i)}Ni=1. The main goal of unsupervised learning
algorithms is to learn the underlying structure of the data.
1.3 The importance of data representations
There have been many attempts to define what makes a data representation a
good data representation. According to Goodfellow et al. [33], a good data rep-
resentation is one that captures the relevant information from raw data to make
downstream tasks easier to solve. As previously discussed, unlike supervised
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learning algorithms, unsupervised learning algorithms do not have an objective
function to solve a particular task such as classification or segmentation. In-
stead, unsupervised learning algorithms use general objective functions to learn
the data structure. Some examples of general objective functions are presented
later in this chapter. Even though these general objective functions are not
related to a supervised task, the learned data representations can be used for
supervised tasks. Some examples of highly-desirable properties for unsupervised
learning algorithms are listed by Bengio et al. [7]:
• Smoothness: Consider a data sample x and its respective representation
r(x). A smooth function r implies that for a small deviation ∆x, the
representation of x is close to the representation of y = x + ∆x, i.e.
f(x) ≈ f(y). This assumption makes the function r generalize to new
data samples unseen during training.
• Multiple explanatory factors: It is generally assumed that the data is gen-
erated by multiple underlying explanatory factors. A good representation
is one able to capture these explanatory factors. Identifying and disen-
tangling the explanatory factors of variation can be helpful to solve many
supervised tasks reducing the amount of labeled data.
• Hierarchical organization of explanatory factors: Deep learning models
produce data representations which are defined in terms of simpler rep-
resentations. It is particularly useful for transfer learning to select data
representations with the desired level of abstraction.
• Semi-supervised learning: Data representations learned in an unsuper-
vised manner are useful for supervised tasks. The explanatory factors of
variation captured to learn the data distribution p(x) provides valuable
information to predict the label y for a given task, i.e. to learn p(x | y).
• Shared items across tasks: Consider many tasks using the same data as
input. These tasks require different subsets of features from the data. As
these subsets of features generally overlap, the knowledge acquired to learn
the task A can be reuse to learn the task B or improve its performance.
• Manifolds: The data distribution is more concentrated in some regions of
the data domain. These regions are represented by manifolds which gen-
erally have a smaller dimensionality. Good representation learning models
efficiently captures the data information in a low-dimensional space.
• Natural clustering: Representation learning algorithms tend to create sep-
arated manifolds each of which correspond to a single category or class.
• Temporal and spatial coherence: Some algorithms make the assumption
that the relevant features of data change slowly for small changes over
time and space.
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• Sparsity: A sparse representation is one in which a few dimensions are
not zero while the remaining dimensions are zero. A sparse representation
assumes that for a given data sample, a few features are relevant enough
to represent the data. Sparsity allows to capture the relevant features
while removing the redundant information from the representation.
• Simplicity of factor dependencies: Many machine learning algorithms aim
to create data representations where the relationship between the captured
factors of variation is simple, e.g. linear. The simplest case is a data rep-
resentation that individually captures the factors of variation from data.
This representation is known as disentangled representation. Creating
representations where each dimension is independent and corresponds to
a particular factor of variation can be useful for further tasks.
One of main problems of unsupervised learning algorithms is to define the
objective function for learning a data distribution while achieving some of the
desired properties mentioned above. In the following sections, we explore some
of most significant unsupervised learning algorithms.
1.4 Variational Auto-Encoder (VAE)
An autoencoder is one of the most popular models used for unsupervised learn-
ing. Originally, autoencoders were used to perform dimensionality reduction and
representation learning. However, the scope of the autoencoder approach has
been extended over the years including many different tasks such as denoising,
inpainting, image generation, anomaly detection, etc.
An autoencoder is a neural network which consists of two main functions:
the encoder and the decoder. On the one hand, the encoder creates a low-
dimensional data representation from a given data sample. On the other hand,
the decoder takes the data representation as input and attempts to reconstruct
the data sample. The autoencoder approach makes the assumption that recon-
structing the data sample from a low-dimensional data representation makes the
encoder capture the relevant information from the data distribution necessary
to reconstruct the data sample.
Evidently, using a low-dimensional representation is a crucial component
when training an autoencoder. For instance, a trivial solution to accomplish the
reconstruction goal is to learn the identity function. Similarly, if the autoencoder
is provided with enough capacity, it can learn to index data samples without
extracting useful information from the data distribution.
Autoencoders have been introduced a long time ago [96] while deep au-
toencoders using powerful architectures and massive amounts of data have been
presented in the last 15 years [43, 6, 42]. Since then, different variants have been
developed in order to encourage the autoencoder to have some of the desirable
properties described in Section 1.3. Since using a low-dimensional representation
is often not enough to learn interesting features from data, some improvements
have been proposed by modifying the reconstruction loss function or including a
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regularization term. For instance, Ranzato et al. [91] includes a sparsity regular-
ization in addition to the reconstruction loss function. A denoising autoencoder
[115] minimizes the reconstructions loss function between a given data sample
and a copy of this data sample corrupted by noise. In order to learn a smooth
encoder, the contractive autoencoder [93] includes a regularization term that
minimizes the Jacobian matrix of the encoder.
Research on autoencoders is still an active field nowadays. In the last few
years, an increasing number of papers focused on autoencoder variants have
been published in relevant conferences. For instance, autoencoders for learning
disentangled representations [41, 55, 16, 124], for creating hierarchical repre-
sentations [35], for semi-supervised learning [58], for clustering [74], etc. We
refer the reader to Goodfellow et al. [33], Tschannen et al. [109] for an extensive
literature review on autoencoders.
In this chapter, we present the variational autoencoder (VAE) model pro-
posed by Kingma and Welling [57]. In particular, we choose this framework
since it makes the connection to unsupervised learning explicit by learning a
lower bound on the Kullback-Leibler divergence between the data distribution
and the generated data distribution.
1.4.1 Problem setting
As previously explained, unsupervised learning algorithms aim to learn the data





of N i.i.d observations of a given random variable x with a probability density
function p(x) which is unknown.
The VAE framework assumes that the data generation involves a random
variable z with a probability density function p(z). The data generation pro-
cedure is straightforward. In order to generate one data sample x(i), an obser-
vation z(i) is sampled from the prior distribution p(z) and then it is used to
sample an observation of x from the conditional distribution p(x | z).
Additionally, the VAE framework assumes that these distributions belong
to a parametric family of distributions pθ(z), pθ(x | z) which depend on the
parameters θ. It is also assumed that the distributions pθ(z), pθ(x | z) are
differentiable with respect to the parameters θ and samples z(i). Therefore,
there is a set of parameters θ∗ for which pθ∗(z) = p(z) and pθ∗(x | z) = p(x | z).
Unfortunately, these parameters θ∗ as well as the samples z(i) that generates
the data samples x(i) remain unknown.
1.4.2 Motivation
A common approach consists in maximizing the likelihood function, i.e. to
find the parameters θ that makes the observed data X most likely. However,
computing the data distribution pθ(x) =
∫
pθ(z)pθ(x | z)dz is considerably com-
plicated. It is intractable to solve the integral since it is required to calculate
the value pθ(x | z) for every z. As a consequence, the posterior distribution
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pθ(z | x) = pθ(z)pθ(x | z)/pθ(x) is also intractable as it involves the data distri-
bution pθ(x).
In order to overcome this problem, the authors propose an approximation
of the posterior distribution pθ(z | x), qφ(z | x). By doing so, it is possible to
derive a lower bound on the likelihood function which is tractable and can be
optimized by a gradient-descent method.
The VAE approach presents several advantages. First, the posterior distri-
bution approximation qφ(z | x) provides a powerful means to create data rep-
resentations. Secondly, the conditional distribution pθ(x | z) can be useful to
generate data samples artificially by sampling different samples x(i). Finally,
supervised tasks can leverage the knowledge about the data distribution pθ(x).
1.4.3 Method
In order to learn the data distribution p(x), the VAE approach is based on the
maximum likelihood estimation method. We aim to find the parameters θ that





Since the logarithm operation is a monotonically increasing function, the
parameters θ that maximize L(θ | X) are the same parameters that maximize
log (L(θ |X)) as expressed in Equation 1.2.
arg max
θ∈Rd

















Interestingly, it can be shown that finding the set of parameters θ that maxi-
mize the likelihood function on the observed data X is equivalent to minimizing
the Kullback-Leibler divergence DKL (p(x)‖pθ(x)) as shown in Equation 1.3.
Typically, unsupervised learning algorithms fit the learned data distribution
pθ(x) to the real data distribution p(x). Learning data representations that
make the learned data distribution pθ(x) closer to the real data distribution
p(x) produce data representations that captures relevant features from data.
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arg min
θ∈Rd































Nevertheless, maximizing the likelihood function on the observed data X is
intractable as explained in Section 1.4.2. Kingma and Welling [57] propose to
use the estimate of posterior distribution qφ(z | x) represented by an encoder
and the conditional distribution pθ(x | z) represented by a decoder to derive
a lower bound on the likelihood function. For a single observation x(i), the
log-likelihood function can be written as expressed in Equation 1.4.


















= Ez∼qφ(z | x(i))
[
log pθ(x(i) | z)
]










= Ez∼qφ(z | x(i))
[
log pθ(x(i) | z)
]
−DKL(qφ(z | x(i))‖p(z))
+DKL(qφ(z | x(i))‖pθ(z | x(i)))
(1.4)
It is important to note that the log-likelihood of x(i) involves three terms
including two Kullback-Leibler divergence terms when using the encoder and
decoder. The first term DKL(qφ(z | x(i))‖p(z)) indicates that the approxi-
mation qφ(z | x(i)) should be close to the prior distribution p(z) in order to
maximizes the likelihood function. Typically, we assume that the distributions
qφ(z | x(i)) and p(z) follow a normal distribution, and therefore the Kullback-
Leibler divergence term is easy to compute in such a case. The second term
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DKL(qφ(z | x(i))‖pθ(z | x(i)) is impossible to compute since the posterior distri-
bution pθ(z | x(i)) is intractable. Finally, the remaining term that corresponds
to the reconstruction objective, Ez∼qφ(z | x(i))
[
log pθ(x(i) | z)
]
can be estimated
by taking samples from the conditional distribution pθ(x | z).
Therefore, the term DKL(qφ(z | x(i))‖pθ(z | x(i)) is the only one that com-
plicates the estimation of the likelihood function log pθ(x(i)). However, a lower
bound can be derived due to the fact that the Kullback-Leibler divergence be-
tween two distributions outputs a non-negative value. Therefore, the lower
bound L(x(i), θ, φ) for log pθ(x(i)) is shown in Equation 1.5. Since log pθ(x(i)) =
L(x(i), θ, φ)+DKL(qφ(z |x(i))‖pθ(z|x(i)), it is easy to observe that L(x(i), θ, φ) ≤
log pθ(x(i)).
L(x(i), θ, φ) = Ez∼qφ(z | x(i))
[
log pθ(x(i) | z)
]
−DKL(qφ(z | x(i))‖p(z)) (1.5)
In Equation 1.6, we show the objective function LVAE which is obtained by
adding the likelihood contribution over the dataset samples.
θ∗, φ∗ = arg max
θ,φ




L(x(i), θ, φ) (1.6)
1.4.4 Implementation
In order to generate samples from the approximation qφ(z | x(i)), we use the
reparameterization trick which consists in expressing the random variable z as
a deterministic variable z(i) = gφ(x(i), n) where n is an auxiliary random variable
and gφ is a function parameterized by φ. Using this reparameterization simpli-
fies the calculation of the expectation with respect to qφ(z | x(i)). For instance,
assuming that qφ(z | x(i)) follows a normal distribution, a common reparame-
terization is z(i) = µφ(x(i)) + σφ(x(i)).n where n ∼ N (0, 1) and µφ and σφ are
neural network functions. If we also consider that the prior distribution p(z)
follows a standard normal distribution, the estimation of DKL(qφ(z |x(i))‖p(z))
is straightforward as shown in Equation 1.7. For the sake of clarity, we denote
the j-th element of µφ(x(i)) and σφ(x(i)) by µjφ and σ
j
φ, respectively.



















On the other hand, computing Ez∼qφ(z | x(i))
[
log pθ(x(i) | z)
]
is easy to com-
pute by generating samples from the conditional distribution pθ(x(i) | z). Con-
sidering that pθ(x(i) | z) follows a normal distribution N (µθ(x(i)), σθ(x(i)).I),
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then maximizing log pθ(x(i) | z) is equivalent to minimizing the L2 distance
‖x(i) − µθ(x(i))‖2.
To summarize, the function qφ(z | x(i)) encodes a data sample x(i) (e.g.
an image) into two data representation vectors: the mean vector µφ(x(i)) and
the standard deviation vector σφ(x(i)). These vectors are used for computing
DKL(qφ(z |x(i)) |p(z)) as shown in Equation 1.7. Then, a data representation is
created z(i) = µφ(x(i)) + σφ(x(i)).n and passed through the function pθ(x(i) | z)
to generate a reconstructed data sampled. An overview of the VAE model is









Figure 1.3: Overview of the variational autoencoder model (VAE).
1.5 Noise-contrastive estimation (NCE)
Noise-contrastive estimation [37] is an unsupervised learning method to esti-
mate explicitly the density probability function p(x). The main idea consists
in contrasting data samples from the distribution p(x) with noise samples from
another distribution pn(x) by performing non-linear binary logistic regression.
The reasons to cover the NCE method are twofold. First, it provides a powerful
means to perform unsupervised learning using a supervised learning framework.
Secondly, it provides insightful information to understand better deep learning
models that use similar ideas such as generative adversarial networks (GANs)
[32] or mutual information estimation and maximization (DIM) [44].
1.5.1 Problem setting
The NCE method focuses on estimating explicitly the probability density es-
timation. In particular, the NCE method is able to deal with unnormalized
distributions, i.e. a distribution whose density function does not integrate to
one. The normalization constant is another model parameter to estimate.
We assume that the data distribution p(x) belongs to a parametric family
of distributions pθ(x) defined by the parameters θ. For a given θ∗, the model
distribution fits the data distribution, i.e. pθ∗(x) = p(x).
We can express the distribution pθ(x) as shown in Equation 1.8 where pα(x)
is the unnormalized version of the probability density function pθ(x) and c is the
negative logarithm of the normalization constant. Therefore, the parameters to
estimate are θ = {α, c}.
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log pθ(x) = log pα(x) + c (1.8)
In order to estimate the parameters θ, we are provided with two datasets.





i=1. Secondly, a dataset composed of noise samples that follow a




i=1. The goal of the NCE method consists in
distinguishing data samples from noise samples.
1.5.2 Motivation
As discussed previously, learning the probability density function p(x) presents
many advantages, e.g. the possibility of using the learned distribution pθ(x) as
a prior for other supervised learning tasks or performing transfer learning using
the extracted features from the neural network of parameters θ that defines the
learned distribution pθ(x).
In the paper, the authors show that the NCE method is optimized when the
learned distribution pθ(x) is identical to the data distribution p(x) for a large
number of samples N . Additionally, a clear connection between unsupervised
learning and supervised learning is presented in the paper.
Finally, the original method involves contrasting data samples with noise
samples using a logistic regression objective. However, the objective function
can be improved by including noise samples that looks like data samples. While
the dataset Y is created by taking samples from a normal, uniform or Gaus-
sian mixture distribution, the authors states that “the noise distribution should
be close to the data distribution, because otherwise, the classification problem
might be too easy and would not require the system to learn much about the
structure of the data”. Instead of using a fixed dataset Y , another function
could be added to learn continuously to generate noise samples close to data
samples. This idea is particularly exploited in GANs [32].
1.5.3 Method
The objective function of the NCE method aims to distinguish data samples
from noise samples. The objective function can be seen in Equation 1.9 where
hθ(u) is the sigmoid function of Gθ(u), i.e. hθ(u) = 11+exp(−Gθ(u)) and Gθ(u) =
log pθ(u)− log pn(u). Therefore, the parameters θ∗ are estimated by maximizing
the objective function LNCE as shown in Equation 1.10.
LNCE = Ex∼p(x) [log hθ(x)] + Ey∼pn(y) [log(1− hθ(y))] (1.9)
θ∗ = arg max
θ
LNCE (1.10)
As previously mentioned, the NCE method is interesting approach since its
objective function provides a connection to supervised learning. Instead of hav-
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The dataset U is composed of samples from datasets X and Y where samples
from X are labeled with t = 0 and samples from Y are labeled with t = 1.
The label t indicates the probability of being a data sample rather than a noise
sample. From a classification point of view, the class conditional probability
density functions are
p(u | t = 1) = pθ(u)
p(u | t = 0) = pn(u)
(1.11)
Therefore, it is straightforward to compute the posterior probability given
an observation u
P (t = 1 | u) = pθ(u)
pθ(u) + pn(u)
= hθ(u)




In order to classify correctly the samples from the dataset U , we optimize
the classification loss Lclass shown in Equation 1.13.
Lclass = Eu∼pu(x) [t logP (t = 1 | u) + (1− t)P (t = 0 | u)]
= Ex∼p(x) [log hθ(x)] + Ey∼pn(y) [log(1− hθ(y))]
= LNCE
(1.13)
Therefore, the unsupervised learning task of learning the probability density
function can be thought of as a supervised learning classification. An overview
of the NCE method can be observed in Figure 1.4.
When contrasting data samples with noise samples, we would like the noise
distribution pn(y) to comply with the following requirements. First, drawing
samples from the noise distribution pn(y) should be easy in order to construct
the dataset Y . Secondly, the noise distribution pn(y) should have a simple
analytical expression for computing the Equation 1.9. Thirdly, the noise distri-
bution should be close to the data distribution. In particular, in order to address
the last requirement the authors propose to learn a preliminary data distribution
p0θ(x) and then use this preliminary data distribution as the noise distribution
pn(y). Moreover, one could iteratively repeat this process of learning a prelimi-
nary distribution piθ(x) in order to obtain an improved data distribution p
i+1
θ (x).
GANs use a similar approach in order to learn a generator of data samples from
the distribution p(x).
1.6 Generative adversarial networks (GAN)
Generative adversarial networks (GANs) constitute a new class of unsupervised
learning algorithms. Based on deep neural networks architecture, GANs [32]
were proposed in 2014 to be used for image generation.








Figure 1.4: Overview of the noise-constrastive estimation (NCE) model.
In contrast to the previous methods, GANs learn to generate samples from
the data distribution p(x) rather than estimating explicitly the probability den-
sity function p(x) as the NCE method [37] or optimizing a lower bound on the
likelihood function as the VAE approach [57].
Intuitively, the ability to generate samples from a data distribution p(x)
involves understanding the structure of the data, i.e. knowing the main charac-
teristics of the data to be able to generate similar data samples. For instance,
to generate an image, a model needs to determine the position of objects, the
category of these objects as well as the spatial relationship between them. The
knowledge about how data is generated can be notoriously useful to perform su-
pervised learning tasks such as image classification, object detection and image
segmentation.
Even though the original work [32] focuses on image generation, the GAN
framework has been quickly growing in popularity and has been extended to
many different domains. For example, models based on GANs have been pro-
posed for image-to-image translation [48, 126], text-to-image translation [122],
semi-supervised learning [97], video prediction [116], audio synthesis [20], se-
mantic image synthesis [125], among others. In general, GANs have proven to
be effective in dealing with high dimensional data distributions while maintain-
ing computational tractability in contrast to variational approximations, Monte
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Carlo approximations and Markov chains as shown by Goodfellow [31].
Apart from the mentioned applications, GANs still constitute a very active
research field. In spite of the tremendous success of GANs [32] (the original work
has been cited by more than 18000 papers), there are some open questions about
the GAN framework. For instance, several GAN losses have been proposed to
make the training procedure more stable [75, 82, 2], different techniques to
improve the convergence of the GAN model have been developed [34, 97, 119]
and the architectures were improved from the first deep convolutional model
DCGAN [90] to more sophisticated GAN models [123, 10, 52, 21]. In this
section, we review the original GAN work and the extended variants to perform
representation learning [62, 22].
1.6.1 Problem setting
In the unsupervised learning setting, there are no labels available in the dataset





sisting of N i.i.d observations of a given random variable x with a probability
density function p(x).
As previously discussed, GANs aim to generate samples that look like drawn
from the data distribution p(x) without estimating that distribution explicitly.
Like the VAE model [57], the GAN principle assumes that the data generation
involves a random variable z with a probability density function p(z). That is,
a sample z(i) from the prior distribution is drawn and then passed through an
auxiliary function in order to generate a sample x(i) from the data distribution.
While learning a high-dimensional data distribution p(x) can be complicated,
GANs learn a mapping function from the prior distribution p(z) to the data
distribution p(x) instead.
1.6.2 Motivation
GANs belong to the family of generative models. We refer to a generative model
as a model that learns to estimate the data distribution p(x) somehow from a
set of samples of that data distribution. Following the taxonomy presented by
Goodfellow [31], generative models can be separated into two categories:
• Explicit models: These models explicitly defines a probability density
function pθ(x). Typically, generative models assume that the data dis-
tribution p(x) belong to the parametric family of distributions pθ(x) pa-
rameterized by θ. Therefore, the goal of generative models is to find the
parameters θ∗ such that pθ(x) = p(x). As previously presented, a common
way to estimate these parameters θ∗ is via maximum likelihood estimation.
For instance, some models compute the likelihood function explicitly (e.g.
the PixelRNN model [110]) or optimize a tractable lower bound on the
likelihood function (e.g. the VAE model [57]). However, these methods
present some drawbacks mainly related to the sample generation process.
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• Implicit models: These models do not find an explicit probability den-
sity function pθ(x) for the observed data. Instead, implicit models learn
to generate samples from the data distribution p(x) without defining a
function pθ(x).
In particular, GANs belong to the family of implicit generative models. In
contrast to explicit generative models, GANs have some advantages. For in-
stance, it is straightforward to generate samples of p(x) regardless of the di-
mensionality of the data. The ability to produce high-quality samples suggests
that GANs are capable to deal with high-dimensional data distributions. Fur-
thermore, a lower bound on the likelihood function is not required to train a
GAN model. Even though maximum likelihood estimation is not performed, op-
timizing the GAN objective function leads to minimizing the Jensen-Shannon
divergence between the data distribution p(x) and the implicitly estimated dis-
tribution pθ(x), i.e. DJS (p(x)‖pθ(x)). Finally, GANs create data representa-
tions that capture high-level features as shown by Radford et al. [90].
1.6.3 Method
Intuitively, the GAN framework can be seen as a game between two players: the
generator and the discriminator. In this game, the generator goal is to produce
samples that look like drawn from the probability density distribution p(x). On
the other hand, the discriminator receives samples coming from the generator
and the training dataset X. The discriminator examines these samples to deter-
mine where they come from. In order to identify the source of these samples, the
discriminator use a supervised learning classification approach by assigning the
samples into two categories: real (samples coming from the training dataset) or
fake (samples coming from the generator). During training, the discriminator
strives to distinguish between samples from the generator and the dataset while
the generator is simultaneously trained in an adversarial manner to fool the
discriminator by crafting samples that look like training samples from X. The
GAN framework is depicted in Figure 1.5.
In the GAN framework, the discriminator and the generator are implemented
by differentiable functions. In particular, the discriminator Dφ is defined by a
deep neural network of parameters φ and the generator Gθ is defined by a neural
network of parameters θ. For the sake of simplicity, we assume that these deep
neural networks are differentiable with respect to their parameters.
The training process is performed iteratively using an adversarial approach.
First, the discriminator aims to distinguish real samples from fake samples. To
accomplish this, the discriminator learns a classification function that outputs
the probability that a given sample is a real sample rather than a fake sample.
For instance, given a real data sample x(i) from the dataset X, the discriminator
should assign a high probability that the sample is real, i.e. Dφ(x(i)) close to
1. Secondly, the generator aims to fool the discriminator by creating samples
that look like drawn from the data distribution p(x). To do so, the generator
learns a mapping function from a prior distribution p(z) (typically, a normal or









Figure 1.5: Overview of the generative adversarial network (GAN) model.
uniform distribution) to the data distribution p(x). Sampling from a well-known
distribution and then using a mapping function is easier than learning explicitly
the data distribution p(x) and taking samples from it. Therefore, a sample z(i)
is first drawn from the prior distribution p(z) and then passed through the
generator in order to generate a data sample, i.e. Gθ(z(i)). At this point, the
discriminator and the generator have conflicting goals. While the discriminator
strives to make Dφ(Gθ(z)) close to 0, the generator strives to make Dφ(Gθ(z))
close to 1.
At the end of the training process, the samples crafted by the generator
are drawn from the data distribution p(x) and therefore the discriminator is no
longer able to distinguish between real and fake samples.
As most of the deep learning algorithms, the behavior of a GAN player is
defined by an objective function which is defined in terms of the players’ pa-
rameters. The discriminator goal is to minimize the objective function LD(φ, θ)
which depends on both players’ parameters φ and θ by controlling only its pa-
rameters φ. Similarly, the generator’s goal is to minimize the objective function
LG(φ, θ) by controlling only θ. Since the objective function of each GAN player
depends on the other player’s parameters, it can be thought of as a two-player
game as shown in Equation 1.14. The solution to this problem consists in find-
ing the Nash equilibrium [31]. The Nash equilibrium is reached when a tuple
of parameters (φ∗, θ∗) constitute a local minimum of LD(φ, θ) with respect to φ





LGAN = Ex∼p(x) [logDφ(x)] + Ez∼p(z) [log (1−Dφ(Gθ(z)))] (1.14)
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In order to train the GAN players, a gradient descent based method is used
for minimizing the objective function of the players. At each iteration, the
parameters φ and θ are updated by ascending/descending their stochastic gra-
dients. From Equation 1.14, the objective functions LD(φ, θ) and LG(φ, θ) are
displayed in Equations 1.15 and 1.16, respectively. Typically, the objective func-
tion of the generator should be LG = Ez∼p(z) [log (1−Dφ(Gθ(z)))]. However, a
different implementation of the objective function of the generator is proposed
in order to prevent the generator from suffering from vanishing gradients when
the discriminator is very confident [1].
LD = Ex∼p(x) [logDφ(x)] + Ez∼p(z) [log (1−Dφ(Gθ(z)))] (1.15)
LG = −Ez∼p(z) [logDφ(Gθ(z))] (1.16)
On the other hand, we can recognize a logistic regression objective by looking
at Equation 1.15. The careful reader should notice that it is the same objective
function used in the NCE method as shown in Equation 1.9. As the NCE method
proposes to train a classifier to distinguish data samples from noise samples, the
GAN model proposes to train a discriminator (a classifier) to distinguish real
data samples from fake data samples created by the generator.
Nevertheless, there are some differences between these models. First, the
noise distribution is kept fixed in the NCE method while the generator takes
samples from a distribution that changes at each iteration. Secondly, these
methods have different goals. While the NCE method uses the a logistic regres-
sion objective to estimate the probability density function p(x), the GAN model
learns to generate samples from p(x) without estimating explicitly p(x).
Furthermore, using a dynamic generator instead of a fixed noise distribution
makes the NCE method perform maximum likelihood estimation as explained
by Goodfellow [30]. As previously shown, this is equivalent to minimizing the
Kullback-Leibler divergence DKL (p(x)‖pθ(x)). However, when using an opti-
mal discriminator D∗φ which is defined in Equation 1.17, Goodfellow et al. [32]
demonstrate that optimizing the GAN objective function involves minimizing
the Jensen-Shannon divergence DJS (p(x)‖pθ(x)) as shown Equation 1.18 where
















= DKL (p(x)‖p(x) + pθ(x)) +DKL (pθ(x)‖p(x) + pθ(x))
= DJS (p(x)‖pθ(x))− log(4)
(1.18)
1.6. GENERATIVE ADVERSARIAL NETWORKS (GAN) 41
Therefore, the global minimum of the GAN objective function is achieved
when pθ(x) = p(x) where the Jensen-Shannon divergence is zero and the objec-
tive function value is − log(4).
Even though using an adversarial objective function is an elegant approach
to learn the distribution p(x) implicitly, GANs are remarkably difficult to train.
Therefore, some work has been focused on the GAN objective function [75, 82,
2, 34] in order to tackle the stability problems of GAN training. In particular,
an interesting approach is proposed by Arjovsky et al. [2]. In contrast to models
that minimize the Kullback-Leibler divergence (e.g. VAE [57]) or the Jensen-
Shannon divergence (e.g. GANs [32]) between the distributions p(x) and pθ(x),
the Wasserstein GAN model proposes to minimize the Wasserstein divergence as
shown in Equation 1.19. Some examples are presented showing that sequences
of distributions converge using the Wasserstein divergence but fail to converge
using the Kullback-Leibler or Jensen-Shannon divergences.
DW (p(x)‖pθ(x̃)) = inf
γ∈Π(p(x),pθ(x̃))
Ex,x̃∼γ [‖x− x̃‖] (1.19)
The set Π(p(x), pθ(x̃)) denotes the set of all joint distributions γ whose
marginal distributions are respectively p(x) and pθ(x̃). Intuitively, the joint dis-
tribution γ indicates the amount of probability mass to be transported from x̃
to x to transform the distribution pθ(x̃) into the data distribution p(x). Since
the Wasserstein divergence shown in Equation 1.19 is intractable to evaluate,
Arjovsky et al. [2] introduce the generator and discriminator in order to approxi-
mate the Wasserstein divergence between p(x) and pθ(x̃) using the Kantorovich-





LWGAN = Ex∼p(x) [Dφ(x)]− Ez∼p(z) [Dφ(Gθ(z))] (1.20)
1.6.4 Representation learning
Learning data representations is less evident in the original GAN framework
since there is no mapping function from the data domain to the representation
domain (e.g. the encoder representing the distribution qφ(z | x) in the VAE
model). According to the experiments performed by Radford et al. [90], the
last layers of the discriminator seems to be useful to perform semi-supervised
learning for image classification. Furthermore, when training GANs on a dataset
composed of facial images the random variable z seems to capture high-level
concepts such as gender, facial expression, eye color, etc.
In order to tackle the representation learning problem, some extensions of
the GAN framework have been proposed. For instance, the VAE-GAN model
[62] combines the VAE and GAN approaches to integrate the advantages of
each model, i.e. generating high-quality data samples and learning data repre-
sentations for further use in supervised learning task. Another example is the
BiGAN model [22] which includes an encoder Eψ that encodes the generated
data Gθ(z(i)) into a data representation Eψ(Gθ(z(i))). The objective function
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contains a term that aims to match the data representation Eψ(Gθ(z(i))) with
the latent variable z(i) of the generated data.
1.7 Mutual information (MI)
So far, the reviewed methods focus on learning the data distribution p(x) some-
how by minimizing a specific distance D (p(x)‖pθ(x)). In these cases, the main
goal is to estimate the data distribution p(x) while learning data representa-
tions emerges as a side-effect. For instance, the VAE and BiGAN approaches
assume that a latent variable controls the data generation. Learning a map-
ping function from the data domain to the latent domain can be thought of as a
means to learn data representations. However, the VAE and BiGAN approaches
learn these data representations in order to achieve their goals which consist in
learning the data distribution p(x).
In contrast, several models have recently been proposed to learn data rep-
resentations that maximize the amount of information about the input data
rather than learning the data distribution p(x). In general, these models aim
to maximize a given divergence between the joint distribution p(x, z) and the
product of marginal distributions p(x)p(z). By doing so, these methods increase
the dependence between the data x and the data representation z. Ideally, since
the data representations is low-dimensional, the most relevant attributes of data
are supposed to be captured in the data representation.
Intuitively, the main idea consists in training an encoder to create a data
representation that contains as much information as the encoder’s input. In con-
trast to generative or reconstructive models, this goal can be achieved without
the need for decoders to map the data representations back to the data domain.
Instead these models use binary classifiers called statistics networks to estimate
and maximize the mutual information between the data and its representation.
To cite a few examples, MINE [5], DIM [44], CPC [83] and WPD [84] are some
of the most remarkable mutual information based models for representation
learning. These methods are reviewed exhaustively in Chapter 4.
1.8 Summary
In this chapter, we covered some of the main unsupervised learning methods
for representation learning. These methods have been presented in chronolog-
ical order to highlight the differences between these methods and show their
respective improvements and drawbacks.
One of the most well-known models to perform representation learning is
the autoencoder. We reviewed an autoencoder variant known as VAE [57] since
it shows the link between representation learning and data distribution esti-
mation. In order to learn a data distribution p(x), the VAE model creates a
low-dimensional representation that contains the needed information to recon-
struct the original data. Nevertheless, the VAE model presents some drawbacks
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which are specific problems to autoencoders. First, the VAE model minimizes a
lower bound on the Kullback-Leibler divergence DKL (p(x) ‖ pθ(x)) which can
produce suboptimal solutions in order to converge as pointed out by Arjovsky
et al. [2]. Secondly, while data reconstruction provides some guarantees that
the data representation contains relevant features from data, Kim and Mnih
[55], Chen et al. [16] show that minimizing the regularization term on the ap-
proximation to the true posterior DKL(qφ(z | x)‖p(z)) involves minimizing the
amount of information about the data x in the data representation z. As a con-
sequence, the mutual information I(x; z) is minimized leading to a less desirable
data representation.
On the other hand, GANs [32] propose a different unsupervised learning
task which consists in distinguishing real data samples from generated data
samples. This task can be thought of as a minimax game where a discriminator
strives to correctly classify these data samples and a generator strives to fool the
discriminator. Interestingly, optimizing the minimax game is equivalent to min-
imizing the Jensen-Shannon divergence DJS (p(x) ‖ pθ(x)). However, GANs do
not learn an explicit approximation of the data distribution pθ(x) but a genera-
tor capable to generate samples from pθ(x). Additionally, we described the NCE
[37] method which uses the same objective function even though it learns an
explicit approximation of the data distribution pθ(x). Despite the great success
of GANs, generative models have some disadvantages. First, GANs are unsta-
ble during training and many methods have been proposed in order to tackle
this issue. An interesting solution is proposed by Arjovsky et al. [2] which con-
sists in minimizing the Wasserstein divergence DW (p(x, z) ‖ p(x)p(z)) instead
of the Jensen-Shannon divergence. Some examples are shown in which learning
a distribution fails to converge using the Kullback-Leibler and Jensen-Shannon
divergences but converge using the Wasserstein divergence. However, improv-
ing the stability of GANs remains an open research field. Secondly, learning
data representations is not the main goal of GANs but a side effect of learning
the data distribution. Some GAN-based models have explicitly included an en-
coder in order to learn the mapping from the data domain to the latent domain.
Thirdly, models based on data generation as well as data reconstruction require
powerful decoders with enough capacity in order to generate or reconstruct ev-
ery detail in the data. For instance, the amount of information contained in
a class label is less than the information required to represent a whole image.
Even though promising results are achieved using GAN-based models for repre-
sentation learning (e.g. BigBiGAN [21]), the amount of computational resources
needed seems to be excessive for learning a category or class.
In addition, we briefly describe a new family of models that perform repre-
sentation learning via mutual information maximization and estimation without
the need for decoders to generate or reconstruct the input data. These models
could represent a promising solution to overcome the drawbacks of models based
on GANs or VAEs. We provide a thorough review of mutual information based
models in Chapter 4.
Finally, we showed that these models can be useful to capture relevant fea-
tures from the data. In the following chapters, we will describe how the infor-
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mation is organized in the data representation. In particularly, we will focus
on the problem of learning disentangled representations, i.e. how these models





As shown in the previous chapter, representation learning constitutes an impor-
tant step further to make progress towards artificial intelligence. Many models
have been proposed by the deep learning community in order to create data
representations from raw data [57, 37, 32, 44]. Until now, we have reviewed un-
supervised learning models that creates data representations in order to learn
the data distribution p(x) somehow. Nevertheless, these models are trained
without enforcing any structure in the data representation.
When training representation learning models, a highly-desirable property is
to introduce some kind of structure in accordance with the assumptions about
the data. For instance, many models assume that the data x is generated by a
two-step procedure as shown in Sections 1.4.1 and 1.6.1 for the VAE and GAN
models, respectively. First, a latent random variable v is sampled from a dis-
tribution p(v) where each dimension vk corresponds to a high-level independent
factor of variation of the data (e.g. v0 = identity, v1 = color, v2 = size and
v3 = position of an object in an image). Secondly, a data sample x is drawn
from the conditional distribution p(x | v) (e.g. x = a small green square in
the top-left corner of the image). Knowing the factors of variation v provides
an interesting tool to interpret the generated data x. However, the generative
model p(x | v) is unknown as well as the factors of variation v that are involved
in data generation.
Learning the factors of variation v in an unsupervised learning framework is





of N i.i.d observations from the generative model p(x | v) is available while no
information about the factors of variation v is provided (neither the number of
factors nor the meaning of the dimensions of v). Furthermore, retrieving these
factors of variation from data is complicated since the information corresponding
45
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Figure 2.1: Example of a disentangled representations from Peebles et al. [88].
The factors of variation correspond to the dimensions of the data representation
z. By moving in each dimension zi, we find the church rotation, church zooming
and church colorization directions.
to each factor is entangled in the data x.
Ideally, we would be interested in learning an inverse function of the gener-
ative model p(x | v). Learning a model that retrieves the factors of variation v
from the dataset X is known as representation disentanglement. Most of the
disentanglement methods propose to train a generative model pθ(x | z) capable
to generate the data x from a latent representation z such that one dimension
zj (or set of dimensions {zj}j∈Zk) corresponds to only one factor of variation
vk. For example, by looking at the image of a small green square in the top-left
corner we would like to disentangle the factors of variation as follows: z0 =
identity, z1 = color, z2 = size and {z3, z4} = position. Another example to il-
lustrate the principle of learning disentangled representations is shown in Figure
2.1 where the data representation z captures the factors of variation related to
the rotation angle, zoom and colorization of the image. Apart from downstream
tasks, disentangling the factors of variation has many applications such as image
editing or controllable data augmentation.
It has been argued that disentangled representations might provide several
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advantages [7]. First, some factors of variation are more important than others
when performing a given task. Identifying and separating the factors of varia-
tion to which a given task should be invariant can easily be achieved via repre-
sentation disentanglement. Secondly, disentangled representations are suitable
for transfer learning, few-shot learning and semi-supervised learning. Thirdly,
disentangled representations provides a way to understand and interpret the
meaning of unknown factors that generate the data.
In this chapter, we review some methods that perform representation dis-
entanglement using an unsupervised learning or weakly-supervised learning ap-
proach. Most of these methods are based on data reconstruction or data gener-
ation and generally can be thought of as extensions of the VAE [57] and GAN
[32] models which were discussed previously. We discuss the definition of disen-
tanglement and the evaluation metrics to measure disentanglement . Finally, we
briefly review some of recent findings about disentanglement [68, 67, 111, 70].
2.2 Disentangling factors of variation
A disentangled representation is not formally defined in the deep learning com-
munity. Intuitively, the idea is to separate the factors of variation involved in
the data generation process. In this section, we follow the definition proposed in
previous work [17, 41, 12, 61, 16, 55] where learning disentangled representations
consists in learning a data representation z where each dimension zi corresponds
to a factor of variation vk. The representation is factorized having independent
dimensions, i.e. p(zj | zi) = p(zj). Therefore, a disentangled representation z





Taking into account that the dimensions of the disentangled representation
are aligned with the factors of variation, a variation in a factor of variation vk
ideally produces a single change in the value of a given dimension zj without
modifying the value of other dimensions.
2.2.1 InfoGAN
One of the first models intended to learn interpretable disentangled representa-
tions in an unsupervised manner has been introduced by Chen et al. [17]. This
model is called InfoGAN which extends the GAN [32] model by including a
regularization term that maximizes the mutual information between some di-
mensions of the data representation z and the generated data Gθ(z). InfoGAN
enforces the representation space to adapt a disentangled structure. The data
representation z is decomposed into two parts: a latent representation c whose
dimensions target the factors of variation and a noise variable n that represents
the entangled information, i.e. z = [c, n]. Additionally, the representation c can
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be be discrete or continuous to model factors of different nature. For instance, in
the MNIST dataset [63], InfoGAN disentangles the digit number using a discrete
latent variable c1 and the angle and thickness of the digit using two continuous
latent variables c2, c3. Similarly, InfoGAN learns a disentangled representation
that recovers the azimuth, elevation, lighting and narrowness of the face in the
3D Faces dataset [87]. In order to enforce the output of the generator to be
conditioned on the latent representation c, the mutual information between c
and Gθ(c, n) is maximized. Otherwise, the model could ignore the latent rep-
resentation c and use only the noise variable n just as GANs do. Equation 2.2
displays the objective function of the InfoGAN.
LInfoGAN = Ex∼p(x) [logDφ(x)] + Ec,n∼p(c)p(n) [log (1−Dφ(Gθ(c, n)))]
− I(c,Gθ(c, n))
(2.2)
Although InfoGAN achieves impressive results, it has some drawbacks. First,
relying on GANs makes InfoGAN to inherit the stability problems during train-
ing which are commonly associated to GANs. Secondly, some assumptions about
the data are required such as the number of factors of variation as well as the
nature of these factors.
To solve the previous problems, several models based on the VAE framework
[57] have been developed. Most of these methods can be thought of as a VAE
model with a disentangling regularization term. In this section, we briefly review
some extensions of the VAE model such as β-VAE [41], AnnealedVAE [12], DIP-
VAE [61], β-TCVAE [16] and Factor-VAE [55].
2.2.2 β-VAE
A simple yet elegant solution to create disentangled representation is proposed
by Higgins et al. [41] which consists in modifying the VAE objective function
by including a hyperparameter β to weight the Kullback-Leibler divergence
DKL(qφ(z |x(i))‖p(z)) as shown in Equation 2.3. The proposed model is known
as β-VAE and generalizes the VAE model. It is straightforward to notice that
the β-VAE objective function is equivalent to the VAE objective function (Equa-









log pθ(x(i) | z)
]
−β DKL(qφ(z | x(i))‖p(z))
] (2.3)
Higgins et al. [41] claim that the disentangling behavior of the VAE model is
due to the regularization term that minimizes the Kullback-Leibler divergence
between the posterior distribution qφ(z | x(i)) and the prior distribution p(z).
Typically, the prior distribution p(z) is selected to comply with the requirements
described in Equation 2.1. For instance, a simple prior distribution that verifies
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this condition is the multivariate standard normal distribution where all the
dimensions are uncorrelated, i.e. p(z) = N (0, I).
Therefore, Higgins et al. [41] propose to increase the contribution of this term
(by selecting β > 1) in the objective function in order to enforce the encoder
output to be more disentangled. Their experiments on several datasets suggest
that increasing the value of β makes the data representations more disentangled.
However, the reconstruction quality is degraded for high values of β.
From an information theory point of view, increasing the value of β results in
reducing the capacity of the information encoded in the data representation z.
For example, in an extreme case, the posterior distribution qφ(z | x(i)) perfectly
matches the prior distribution regardless of the data sample x(i) for high values
of β. In such a case, the information of the data sample x(i) is ignored and the
encoder generates noise following p(z).
As a consequence, there is a trade-off between the amount of information
encoded in the data representation z (which is linked to the ability to correctly
reconstruct the data) and the disentanglement score achieved. In relation to
this point, Higgins et al. [41] show that the most informative dimension of z
corresponds to the dimension zj having the highest Kullback-Leibler divergence.
Furthermore, using high values of β makes the data representation to ignore
some factors of variation (especially those corresponding to small changes in
the pixel domain) and produce blurry data reconstructions.
While having independent dimensions in the representation space (Equation
2.1) is enforced by the β-VAE model, it is not enough to guarantee a disentan-
gled representation. As previously explained, these dimensions must be aligned
with the factors of variation. For this purpose, Higgins et al. [41] propose a sim-
ple evaluation metric to measure the level of disentanglement, i.e. how well a
dimensions zj captures the information about a factor of variation vk. The pro-
cedure consists in creating a batch of images where a single factor of variation
vk is kept fixed while the value of the remaining factors is randomly selected.
Ideally, the variance of the dimension zj corresponding to the fixed factor of
variation vk is equal to zero if the representation is disentangled. In practice,
the factor of variation vk corresponds to the dimension zj with the lowest vari-
ance. By taking the representations of these images as input, a classifier is
trained to predict the factor of variation that has been fixed. This procedure
is performed on several batches of images and the accuracy of the classifier is
reported as disentanglement metric score.
2.2.3 AnnealedVAE
Even though, β-VAE improves the disentangling capability of the VAE model,
it is not clearly explained how β-VAE works. Burgess et al. [12] provide some
clarifications about the β-VAE’s behavior based on the capacity available to
encode information in the representation space. The model proposed by Burgess
et al. [12] is referred to as AnnealedVAE.
From an information theory point of view, the distribution qφ(z | x(i)) is
thought of as a channel to transmit information about the data x. Therefore,
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the regularization term DKL(qφ(z |x(i))‖p(z)) defines the amount of information
that is transmitted through the data representation z. The capacity of the
channel can be increased by making the Kullback-Leibler divergence be higher.
Due to the reparameterization trick, the posterior distribution is defined by its
mean µφ(x(i)) and variance σφ(x(i)). As a result, there are two ways to increase
the Kullback-Leibler divergence: deviating the mean µ value from zero and
decreasing the variance σ. In such a case, it is straightforward to identify the
representation z(i) that corresponds to each data sample x(i) and, subsequently,
the reconstruction of x(i) from z(i) can be carried out easily.
However, penalizing the Kullback-Leibler divergence, i.e. increasing the
overlap between the distributions qφ(z | x(i)) for each x(i), degrades the recon-
struction performance since it is difficult to distinguish between representations.
On the other hand, Burgess et al. [12] propose a simple experiment to ex-
plain how β-VAE aligns the factorized dimension zj with the factors of variation
vk. Consider the dSprites dataset [78] which is composed of white 2D sprites
with different position, rotation angle, scale and shape on a black background.
When training the β-VAE model using a high value of β  1, i.e. the channel
capacity is highly constrained, the optimal action is to encode the information
that maximizes the reconstruction term. Under these circumstances, the repre-
sentation z learns the position of the sprite. Assuming that the capacity of the
channel is increased allowing a higher DKL(qφ(z | x(i))‖p(z)), the model could
use that extra capacity to encode another factor of variation in order to produce
a larger improvement in the reconstruction term such as the scale or the shape.
Burgess et al. [12] suppose that β-VAE gradually encodes the factors of
variation that maximize the likelihood term Ez∼qφ(z | x(i))
[
log pθ(x(i) | z)
]
.
Based on these ideas, Burgess et al. [12] introduce a framework where the
capacity of the channel can be modulated. The objective function of Annealed-
VAE can be observed in Equation 2.4 where C is a variable incrementally grow-
ing from zero (reduced capacity of the channel, capturing the most important
factors of variation) to Cmax (higher capacity of the channel to capture the
remaining factors of variation and produce good data reconstructions) and γ









log pθ(x(i) | z)
]
−γ |DKL(qφ(z | x(i))‖p(z))− C|
] (2.4)
2.2.4 DIP-VAE
Similarly, in order to avoid the problems of image reconstruction when training
the β-VAE model, Kumar et al. [61] propose a model called DIP-VAE that min-
imizes the Kullback-Leibler divergence DKL(qφ(z)‖p(z)) instead of penalizing
the regularization term DKL(qφ(z | x(i))‖p(z)). Since the posterior distribu-
tion qφ(z | x(i)) can be defined by the mean µφ(x(i)) and the covariance matrix
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Σφ(x(i)), minimizing the distance between qφ(z) and p(z) is carried out by mini-




(z − Ez∼qφ(z) [z])(z − Ez∼qφ(z) [z])>
]
= Ex∼p(x) [Σφ(x)] + Covp(x) [µφ(x)]
(2.5)
Equation 2.6 displays the objective function of the DIP-VAE model where
λ weights the contribution of the alternative disentangling regularization term.
LDIP-VAE = LVAE − λ DKL(qφ(z)‖p(z)) (2.6)
2.2.5 β-TCVAE
Chen et al. [16] introduce a decomposition of the regularization term of the
β-VAE objective function providing insight into the way β-VAE performs dis-
entanglement. Equation 2.7 shows that the regularization term can be split into
three terms. The first term corresponds to the mutual information between the
data x and its data representation z. Minimizing the mutual information reduces
the amount of information about the data x encoded in the data representa-
tion z resulting in the degradation of the reconstruction quality. Furthermore,
Chen et al. [17] claim that mutual information maximization lead to more inter-
pretable and disentangled representations. The second term is known as total
correlation [118] which measures the Kullback-Leibler divergence between the
joint distribution of the dimensions of the representation, i.e. qφ(z) and the
product of the marginal distributions, i.e.
∏d
j=1 qφ(zj). As a consequence, pe-
nalizing the regularization term enforces the representation to learn independent
dimensions, i.e. to create a factorized representation as shown in Equation 2.1.
Finally, the last term makes the distribution of each dimension qφ(zj) follow the
prior distribution p(zj).









This decomposition is particularly interesting since it explains the trade-off
between reconstruction performance and disentanglement quality when training
the β-VAE model using different values of β. Large values of β lead to poor
reconstruction since the representation z does not carry enough information
about the data x while achieving more disentangled representations. On the
other hand, small values of β lead to poor disentanglement since the model is
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not enforced to penalize the total correlation term while reconstructing the data
correctly.
Chen et al. [16] propose a novel model called β-TCVAE where each term
decomposition term in Equation 2.7 is weighted independently. The objective
function can be observed in Equation 2.8. The main idea consists in penaliz-
ing the total correlation term by increasing the value of β without penalizing
the mutual information term which is weighted by the constant coefficient α.
Experiments suggest that the β-TCVAE model achieves better disentanglement










log pθ(x(i) | z)
]]










Similarly, Kim and Mnih [55] propose an extension of the VAE model called
Factor-VAE. This model encourages the distribution of the learned representa-
tion to be factorized rather than enforcing it to follow a factorized prior dis-
tribution, e.g. p(z) = N (0, I). Like Chen et al. [16], a decomposition of the
regularization term similar is derived in order to show a limitation of the β-VAE
model. Equation 2.9 shows this decomposition which involves the mutual in-
formation between the data x and its data representation z in accordance with
the decomposition proposed by Chen et al. [16].
Ex∼p(x) [DKL(qφ(z | x)‖p(z))] = I(x; z) +DKL(qφ(z)‖p(z)) (2.9)
In order to prevent the mutual information from being minimized, Kim and
Mnih [55] includes a new regularization term that aims to learn a data repre-
sentation with independent dimensions. Equation 2.10 shows the Factor-VAE
objective function where γ is a constant coefficient that weights the contribution
of the term DKL(qφ(z)‖
∏d
j=1 qφ(zj)).




The reader should notice that the new regularization term corresponds to
the total correlation term found in the decomposition shown in Equation 2.7.
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Nevertheless, Kim and Mnih [55] propose a different implementation to com-
pute the total correlation. In order to compute the Kullback-Leibler divergence
between the distributions qφ(z) and q̄φ(z) =
∏d
j=1 qφ(zj)), Chen et al. [16]
evaluates the density value of qφ(z) via a minibatch estimator for computing
log qφ(z). Even though this method does not require training additional pa-
rameters, the proposed estimator is biased relying on the number of samples of
the minibatch. Instead, Kim and Mnih [55] propose to draw samples from the
distributions qφ(z) and q̄φ(z) and use these samples to estimate the regulariza-
tion term DKL(qφ(z)‖q̄φ(z)). Samples from qφ(z) can be easily obtained by first
selecting a data sample x(i) and then sampling from qφ(z |x(i)), i.e. passing the
data samples x(i) through the encoder to obtain the data representation z(i).
On the other hand, it is straightforward to draw samples from q̄φ(z) using a
batch of L samples from qφ(z). To accomplish this, a simple trick consists in
randomly permuting the values of each dimension zj across the samples of the
batch.
As explained in Section 1.5, training a classifier Dψ(z) to distinguish between
samples from qφ(z) and samples from q̄φ(z) provides a means to estimate the
density ratio log(qφ(z)/q̄φ(z)). Considering a classifier Dψ(z) that outputs the
probability that a data sample x(i) comes from qφ(z) rather than from q̄φ(z), the
Kullback-Leibler divergence can be computed using an estimate of the density










A similar method involving a classifierDψ(z) to minimize the Jensen-Shannon
divergence is proposed by Brakel and Bengio [9] using an adversarial objective
function as shown in Equation 2.12.
LGAN = Ez∼qφ(z) [logDψ(z)] + Ez∼q̄φ(z) [log (1−Dψ(z))] (2.12)
Experiments on synthetic datasets show that Factor-VAE and β-TCVAE
achieve better disentanglement scores without degrading the reconstruction
quality. Both models assume that the key element consists in penalizing the
total correlation DKL(qφ(z)‖q̄φ(z)). However, creating a factorized data rep-
resentation is a necessary condition for representation disentanglement but it
is not a sufficient condition. There are no guarantees that the independent di-
mensions of the data representation are aligned with the factors of variation.
Understanding how these factors are captured in the data representation is still
an open question.
Recently, a large-scale study has been presented by Locatello et al. [68] where
the models reviewed in this section (β-VAE [41], AnnealedVAE [12], DIP-VAE
[61], β-TCVAE [16] and Factor-VAE [55]) are analyzed. The main conclusion of
this work [68] is that learning disentangled representations in an unsupervised
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manner is not possible without providing inductive biases and some sort of
supervision. Their experiments show that the disentanglement score achieved
by these models is highly dependent on the random seeds and hyperparameters
during training.
2.3 Disentangling shared and exclusive factors
of variation
As explained by Locatello et al. [68], a promising direction for future research
consists in learning disentangled representations using weakly supervision. In
contrast to supervised learning [66, 46] where the number of factors of varia-
tion and its corresponding values are known, some models have been developed
leveraging weak information related to the data acquisition process. Since this
information is easier to obtain and requires no operator labeling each data sam-
ple, an increasing interest has been observed in these weakly-supervised models.
Most of these models [121, 77, 105, 8, 19, 15, 49, 29, 98] learn disentangled
representations using paired data where weakly supervision is used for creating
data pairs. For example, consider two consecutive frames from a video where
most of the factors of variation do not change while just a few variations occur
between the frames, e.g. lighting conditions, orientation of the scene, etc. Cre-
ating pairs of frames requires no effort and can be done without the need for
an operator to label the attributes of each frame. Another example might be
learning representations that disentangle the identity and pose in datasets com-
posed of human faces [89]. Generally, the information concerning the identity
of images is available since it is naturally acquired during the dataset creation.
A final example in which weak labels are acquired during the data acquisition
process is the satellite case. When collecting satellite images, we can leverage
additional information which could be useful such as the image location, the
acquisition date, the spectral band, the atmospheric details and sensor specifi-
cations used to acquire the images. Ideally, this information could be used for
learning sensor-invariant representations or time-invariant representations. In
the following chapters, we will present some methods to disentangle the spatial
and temporal information of satellite image times series as well as the tasks that
can be performed using these representations.
In this work, we focus primarily on representation disentanglement using
weakly supervision in the form of paired images. In contrast to the disentan-
gling algorithms reviewed in the previous section, here we cover models that
learn from image pairs or image triplets. These models split the data rep-
resentation into two representations: one containing the common information
between the images (the information that determines how data is paired) and
another one containing the specific information to each image. For example,
using a human face dataset, the common information corresponds to the iden-
tity while the specific information captures the remaining information (pose,
lighting conditions, etc.).
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In this section, we present some of the most relevant work that has been
done in weakly-supervised representation disentanglement [77, 105, 8, 19, 15,
49, 29]. These models provide the necessary background for understanding the
disentangling models we propose in the following chapters of this work.
2.3.1 Disentangling-VAE-GAN
A first disentangling model has been proposed by Mathieu et al. [77]. In their
model, the factors of variation v are either common or specific, i.e. v = [c, u]
according to a given pairing strategy. Combining the VAE framework with
adversarial training, the authors perform disentanglement that retrieves the
common factors of variation represented by a random variable c and the specific
factors of variation which are represented by a random variable u.
In their experiments, the only available information about the data during
training is the image class which is used to create pairs of images. The class
label defines the information corresponding to the variable c while the remaining
information corresponds to the variable u. Several experiments are carried out
to prove the effectiveness of the proposed methods on different datasets (e.g.
MNIST [63], Sprites [92], etc.). For example, in the MNIST dataset, a common
factor of variation corresponds to the class of the digit while the specific factors
of variation correspond to the thickness or angle of the digit. Figure 2.3 shows
some examples where unseen images are generated by combining the common
and specific factors of variation from different images.
Image x1 Image x2 Image x3
Figure 2.2: Some disentangling models [77, 105] are trained using image triplets
(x1, x2 and x3) where images x1 and x2 share some common factors of variation
(e.g. the class of the digit) while x3 is used for contrasting.
Mathieu et al. [77] assume that the data generation process involves the
variables c and u. Observations c(i) and u(i) are sampled from p(c) and p(u),
respectively. Then, these samples are used for sampling an observation x(i)
from the distribution p(x | c, u). As a consequence, they propose a VAE-like
approach in which an encoder estimates the variables c and u for a given data
sample x(i) and a decoder that combines these variables to reconstruct the data
sample. Equation 2.13 displays the modified VAE objective function for learning
disentangled representations.
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(a) Image generation on MNIST [63] (b) Image generation on Sprites [92]
Figure 2.3: Mathieu et al. [77] swap the variables c and u to create new images.
Images are generated by combining the representation c from images on the first
column and the representation u from images on the first row.
Ldis-VAE = Es,e∼qφ(s,e | x(i))
[
log pθ(x(i) | s, e)
]
−DKL(qφ(e |x(i), s)‖p(e)) (2.13)
In this setting, the encoder outputs two data representations: the shared
representation s which is intended to capture the common factors of variation
c and the exclusive representation e which is intended to capture the specific
factors of variation c. Ideally, these representations should match the factors of
variation, i.e. s = c and e = u.
However, minimizing Equation 2.13 does not lead to disentangled represen-
tations since there is nothing preventing the exclusive representation e from
capturing all the information about the input x. A trivial solution to Equa-
tion 2.13 consists in using only the exclusive representation e while ignoring the
shared representation s of the representation. In order to avoid this solution,
the authors includes a discriminator to perform adversarial training. The main
idea is to enforce the encoder to capture the class information in the shared
representation s by generating images that belong to the class defined by the
variable c using adversarial training. The modified GAN objective is shown in
Equation 2.14.
Ldis-GAN = Ex̂3∼p(x) [logDψ(x̂3)]
+ Es3,e1∼qφ(s,e | x) [log (1−Dψ(Gθ,φ(s3, e1)))]
(2.14)
Let c1 and c3 be variables corresponding to the common factors of variation
sampled from p(c). Also, let u1, u2 and u3 be variables corresponding to the
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specific factors of variation sampled from p(u). Let x1, x2 and x3 be images
sampled from p(x | c, u) where the images x1 and x2 are generated using the
same variable c1 and the variables u1 and u2, respectively. On the other hand,
the image x3 is generated using the variables c3 and u3. An example of a triplet
of images is shown in Figure 2.2.
Since the images x1 and x2 are generated using the same variable c1, these
images belong to the same class. Therefore, their respective shared represen-
tations s1 and s2 should carry the same information. As a consequence, the
modified VAE objective shown in Equation 2.13 can be optimized by swapping
the shared representations s1 and s2.
On the other hand, the discriminator receives images generated by combining
the components s3 and e1 and images x̂3 that belong to the class defined by the
variable c3. The adversarial training goal is to enforce the encoder to capture
the common factors of variation c in the shared representation s by generating
images which are only conditioned on s independently of e.
2.3.2 Disentangling-AE-GAN
A similar idea is introduced by Szabo et al. [105]. Instead of using a VAE
framework, the authors propose a simple autoencoder objective function and an
adversarial objective to distinguish pairs of images. In order to train the model,
triplets of images x1, x2 and x3 are required. The authors assume that images
are created in accordance with an unknown generative function f that takes as
input a variable c that represents the common factors of variation and a variable
u that represents the specific factors of variation. The generative function f
corresponds to the conditional distribution p(x | c, u) in the model proposed
by Mathieu et al. [77]. Similarly, the common factors of variation follow a
distribution p(c) and the specific factors of variation follow a distribution p(u).
Let c1 and c3 ∼ p(c) be two sets of common factors of variation and u1, u2 and
u3 ∼ p(v) be three sets of specific factors of variation. It is assumed that these
factors are mutually independent. Therefore, a triplet of images is formed as
follow x1 = f(c1, u1), x2 = f(c1, u2) and x3 = f(c3, u3).
In contrast to a traditional autoencoder, the architecture of this model in-
cludes two encoders Esφ and Eeφ to estimate the variables c and u, respectively.
The generative process f is approximated by the decoder Gθ which receives the
outputs of Esφ and Eeφ to generate an image. For instance, using a traditional au-
toencoder approach, the objective function would consist in reconstructing the
input x from its representation by minimizing the L1 or L2 distance between x
and Gθ(Esφ(x), Eeφ(x)). In this case, since the images x1 and x2 share the same
common factor c1, it implies that Esφ(x1) = Esφ(x2). Therefore, reconstructing
images x1 and x2 can be accomplished by swapping the encoder outputs that




+ |x2 −Gθ(Esφ(x1), Eeφ(x2))|2
] (2.15)
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Nevertheless, this variant of the autoencoder objective is not enough to learn
disentangled representations. As previously mentioned, the encoder could in-
clude all the information about x in the output of Eeφ and ignore the output of
Esφ. One way of preventing the encoder Eeφ from encoding the common factors of
variation c is to limit its capacity by reducing the dimensionality of the output
of Eeφ. Using a smaller dimensionality encourages the encoder Ec to provide the
information concerning the common factors of variation which are necessary to
perform image reconstruction.
Since finding the right dimensionality can be time-consuming and it does not
make the model particularly robust, 2.15 propose to use adversarial training.
In contrast to Mathieu et al. [77], the discriminator is trained to distinguish
between real image pairs (x1 and x2) and generated image pairs (x1, x13) where
x13 = Gθ(Esφ(x1), Eeφ(x3)).
Ideally, combining the common factors of variation encoded in Esφ(x1) and
the specific factors of variation encoded in Eeφ(x3) would result in generating an
image belonging to the same class as the image x1 but different from it since
the specific factors of variation are now taken from x3. As can be observed in
Equation 2.16, the generator Gθ can fool the discriminator Dψ by creating image
pairs that belongs to the same class. The model enforces the encoder Esφ to
extract the common information from the image x1 since the image x3 does not
carry any information about the common information between images x1 and
x2. The final objective function is a linear combination of the reconstruction and
adversarial objectives. The autoencoder term provides a means to encode the
information about the data into a data representation and the adversarial term
enables the model to disentangle the common and specific factors of variation
in two different representations.






On the other hand, Bouchacourt et al. [8] introduce an extension of the VAE
framework to perform representation disentanglement without requiring adver-
sarial training. In their setting, the data is divided into groups where all the data
samples belonging to the same group share some factors of variation. Boucha-
court et al. [8] aim to create a representation that separates the common infor-
mation that defines a group and the specific information within a group that
defines a particular data sample. Therefore, the representation space is split
into a shared representation s and an exclusive representation e.
In the VAE framework, the dataset is composed of data samples x(i) that
are i.i.d. Nevertheless, this assumption is not applicable since it does not take
into account the grouping information. The main contribution of the paper
[8] consists in adapting the VAE objective by making explicit the separation
between the information corresponding to a group and the information specific
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to a data sample within a group.
During training, data samples are organized in groups according to some
criteria. However, the model does not need to know the criteria to form groups














composed of NGj data samples x
(i)
j having some common factors of variation.
Using the VAE approach, an encoder creates a data representation z from
the raw data x. Bouchacourt et al. [8] separate the representation z into two
representations. The first one captures the information at the group level and
it is called shared representation s. The second one captures the information
at the observation level and it is called exclusive representation e. The encoder
represents the approximation of the posterior distribution qφ(s, e |x). Similarly,
the data reconstruction process involves a decoder representing the distribu-
tion pθ(x | s, e) that takes as input the shared and exclusive representations to
generate an image. Both distributions qφ(s, e | x) and pθ(x | s, e) are used for







By using the same methodology described by Kingma and Welling [57], a










e∼qφ(e | x(i)j )
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It is worth noting that in order to the compute the shared representation
s, all the data samples from a group X(j)G are required. While the previous
methods use triplets of images to disentangle the common and specific factors
of variation, this model needs the entire set of samples belonging to the same
group which can be disadvantageous. To solve this problem, Bouchacourt et al.
[8] propose to optimize the objective function using minibatches of Nb data
samples from each group. To create the shared representation s, the authors
propose to multiply the encoder outputs, i.e. qφ(s | x(i)j ), corresponding to the
data samples of a minibatch from X(j)G as shown in Equation 2.19. In their
experiments, they show that the number of images used for training Nb plays a
key role in disentanglement.
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qφ(s |X(j)G ) ∝
Nb∏
i=1
qφ(s | x(i)j ) (2.19)
2.3.4 SD-GANs
In contrast to the previous models that combine reconstructive and generative
approaches, Donahue et al. [19] propose a generative model called SD-GANs
trained in a fully adversarial manner. Experiments are reported on the MS-
Celeb-1M dataset [36] which is composed 10 million celebrity face images. Don-
ahue et al. [19] created a reduced version of the dataset by selecting 12500
celebrity identities and 8 associated images for each celebrity. The main goal
consists in separating the latent representation of GANs into two latent repre-
sentations: a shared representation capturing the identity of the celebrity and an
exclusive representation capturing the remaining information that is specific to
a particular observation such as lighting conditions, viewpoint, age, etc. Figure
2.4 displays some examples of generated images in which the latent representa-
tion associated to the identity remains fixed while the exclusive representation
is randomly sampled generating a wide variety of images corresponding to the
same person.
Figure 2.4: Donahue et al. [19] separate the identity information from the re-
maining factors of variation. Each image row is generated by using the same
shared representation while each image column is generated by using the same
exclusive representation. While the shared representation captures the iden-
tity, the exclusive representation captures the pose, facial expression, lighting
conditions and the type of image (color or grayscale).
One of the main advantages of SD-GANs is that representation disentan-
glement is achieved in a simpler manner since the model only requires pairs of
images during training instead of triplets of images. Moreover, the extension of
the GAN framework paired images is straightforward to implement and capable
to generate high-resolution samples as shown in Figure 2.4. Finally, the model
is trained on a more challenging dataset and goes beyond the usual toy datasets.
As shown previously, GANs generate a data sample x by sampling a latent
variable z and then passing it through the generator Gθ. In this case, the latent
representation is split into two representations: the shared representation s
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and the exclusive representation e. The generator creates two images using a
common shared representation and two different exclusive representations, i.e.
Gθ(s1, e1) and Gθ(s1, e2). On the other hand, the discriminator receives the
generated image pair and an image pair composed of two different images, i.e.
x1 and x2 of the same celebrity. Equation 2.20 displays the objective function
of SD-GANs.
LSD-GANs = Ex1,x2∼p(x) [logDψ(x1, x2)]
+ Es1∼p(s),e1,e2∼p(e) [log (1−Dψ(Gθ(s1, e1), Gθ(s1, e2)))]
(2.20)
Two conditions must be fulfilled to make the generator fool the discrimina-
tor. First, the generated images Gθ(s1, e1) and Gθ(s1, e2) must be realistic like
the images sampled from the dataset. Secondly, generated image pairs must cor-
respond to different images of the same person. While the proposed approach
is easy to implement and provides interesting experimental results, it presents
some drawbacks like the instability in GAN training and the lack of encoders
to infer the disentangled representations s and e from the images.
2.3.5 C-GMV
Some of these disadvantages are identified by Chen et al. [15]. In their pa-
per, the authors aim to generate images containing a given object (e.g. faces,
chairs, flowers, clothes) from different views. To generate multiple views from
a given object, Chen et al. [15] separate the latent space into a representation
corresponding to the content and another one corresponding to the view of the
object. Similarly, the datasets on which the experiments are performed are com-
posed of groups of images. Each group consists of images displaying multiples
views of a single object, e.g. face images of the same person in different poses.
Two models are proposed to perform representation disentanglement. The
first one is called GMV which is capable to generate different views of multiple
objects. The second one extends the GMV framework to make the model’s
output conditional on a particular image. Consequently, the model C-GMV
is able to generate multiple views from a guiding example. Both models are
trained using a GAN objective function [32] without the need for a reconstructive
approach.
We do not discuss the GMV model since it is exactly the same model pro-
posed by Donahue et al. [19]. On the other hand, the model C-GMV provides
some benefits over the GMV model such as the ability to generate multiple views
that go beyond the views available in the dataset for a given object. Addition-
ally, the C-GMV provides a means to recover a view-invariant representation
corresponding to the content of an image.
As most of the previous models, Chen et al. [15] separate the latent variable z
into a shared representation s that defines the content of the image and another
representation e that defines the diversity of possible views. It is assumed that
these data representations s and e are independent.
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Contrary to the model proposed by Donahue et al. [19] in which a single
common factor and two varying factors are sampled to generate fake images,
Chen et al. [15] introduce an encoder function to extract the common factors of
variation from one image which is later used for image generation.
Chen et al. [15] extend the GAN framework in three different ways. First,
the generator takes as input two variables to define the content and the style
of the image. Secondly, the content information is extracted by an encoder
function from a guiding example instead of sampling an observation from p(c).
Thirdly, the discriminator must distinguish three types of image pairs.
The first image pair is constructed by encoding the content of a given image
x1, i.e. s1 = Eφ(x1) and combining this representation with a sample e1 from
p(e) to generate the image Gθ(Eφ(x1), e1). This generated image is in turn
combined with the original image x1 to create a fake pair (Gθ(Eφ(x1), e1), x1).
The model enforces the generator to take into account the component e1 to
generate a different image from x1 and simultaneously, it prevents the encoder
from capturing the whole information about x1.
The second image pair is generated by sampling two different view variables
e2 and e3 from p(e) and then combining them with a single content variable s2
which is extracted from an image x2 via the encoder i.e. s2 = Eφ(x2). These
variables are passed through the generator to create the second pair of fake
images (Gθ(Eφ(x2), e2), Gθ(Eφ(x2), E3)). By doing so, the model encourages
the encoder to capture the content information in the shared representation s.
At the same time, it also favors the diversity by using e2 and e3 to generate two
different views of the same content.
Finally, the third pair is composed of two images x3 and x4 sharing the
same content which are sampled from the dataset. This image pair is the real
one from the discriminator’s perspective. The objective function is shown in
Equation 2.21.
LC-GMV = Ex3,x4∼p(x) [logDψ(x3, x4)]
+ Ex2∼p(x),e2,e3∼p(e) [log (1−Dψ(Gθ(Eφ(x2), e2), Gθ(Eφ(x2), E3)))]
+ Ex1∼p(x),e1∼p(e) [log (1−Dψ(Gθ(Eφ(x1), e1), x1))]
(2.21)
However, there are still some drawbacks such as the training instability in-
herently associated to GAN-based models and the impossibility of extracting
the view variable e from a given image.
2.3.6 Cycle-Consistent VAEs
Jha et al. [49] address the aforementioned issues by proposing a model that
combines the VAE framework and the cycle consistency principle proposed by
Zhu et al. [126]. In their model, disentanglement is achieved without requiring
adversarial training. Moreover, the model is trained in a weakly supervised
manner where only knowing how to create image pairs is required.
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As shown by Mathieu et al. [77], Szabo et al. [105], splitting the latent
representation z into the representations s and e in the VAE framework does
not guarantee disentanglement since the model might ignore the representation
s and encode the whole information about the input x in the representation e.
In both cases, the proposed solution consists in enforcing the representation s
to keep the content information of the image via adversarial training.
On the other hand, Jha et al. [49] propose a novel idea based on the cycle
consistency principle. The forward cycle goes from the image domain to the
disentangled representation domain and back again to the image domain. Sim-
ilarly, the backward cycle goes from the disentangled representation domain to
the image domain and back again to the representation domain.
Mathematically, the data representation z is partitioned into two representa-
tions: the shared representation s which models the common factors of variation
and the exclusive representation e which models the remaining factors of vari-
ation. Let Eφ be the encoder corresponding to the distribution qφ(s, e | x(i))
that outputs the data representations s and e from the image x. Also, let Dθ
be the decoder corresponding to the distribution pθ(x | s, e) that reconstructs
the image x from the representations s and e.
The objective term associated to the forward cycle involves sampling a pair of
images x1 and x2 belonging to the same class. These images are passed through
the encoder to obtain their representations (s1, e1) and (s2, e2). Typically, to
reconstruct the images x1 and x2, the representations are fed into the decoder.
It is worth noticing that the shared representations s1 and s2 should be identical
since images x1 and x2 belong to the same class. Therefore, these representations
can be swapped during reconstruction as shown in Equation 2.22. Additionally,
the Kullback-Leibler divergence term enables the model to sample the exclusive
representation e from a given distribution p(e) and subsequently generate new
images.
Lforward-cycle = Es,e∼qφ(s,e | x(i)) [log pθ(x | s, e)]
−DKL(qφ(e | x(i), s)‖p(e))
(2.22)
Nevertheless, the forward cycle is not enough to prevent the model from ig-
noring the shared representation s. In order to overcome this problem, Jha et al.
[49] include a backward cycle objective involving the exclusive representation e.
In this case, two images belonging to different classes x3 and x4 are sampled
from the dataset. These images are passed through the encoder to recover the
representations s3 and s4. Then, these representations combined with a com-
mon exclusive representation ec are passed through the decoder to generate the
images x̃3 and x̃4. Taking into account that these images are generated using
the same exclusive representation ec, passing the generated images through the
encoder should map the representations e3 and e4 close to each other regardless
of the shared representations s3 and s4. This constraint encourages the model
to separate the information captured in e from the content information in s.
Equation 2.23 shows the objective term associated to the backward cycle where
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2.3.7 Image translators and cross-domain AEs
Finally, we review the model proposed by Gonzalez-Garcia et al. [29] which
combines many of the methods described previously to learn disentangled rep-
resentations. In their paper, let x1 and x2 be two images sharing some common
factors of variation. Gonzalez-Garcia et al. [29] investigate a more general set-
ting where the images x1 and x2 belong to different image domains, i.e. X1
and X2, respectively. The authors make the assumption that the representa-
tion of x1 and x2 can be split as follows: the shared representations s1 and s2
that contain the common information between both domains and the exclusive
representations e1 and e2 that contain the specific information to each domain.
The model is composed of two modules: image translators and cross-domain
autoencoders. Image translation from one domain to another one is performed
using an image translator which consists of an encoder and a decoder. For in-
stance, the image translator from the domain X1 to the domain X2 is composed
of the encoder Eφ1 and the decoder Gθ2 . The encoder Eφ1 takes as input an
image x1 and outputs the representations s1 and e1, i.e. Eφ1(x1) = [s1, e1].
These representations are passed through the decoder in order to generate an
image belonging to the domain X2, i.e. Gθ2(s1, e1). Similarly, the encoder Eφ2
and the decoder Gθ1 are used for passing from the domain X2 to the domain
X1. Additionally, two discriminators Dψ1 and Dψ2 are used for verifying the
quality of the translated images in both domains. These encoders and decoders
that compose the image translators are reused to perform image reconstruction
where the input and output domain is the same.
Interestingly, the objective function proposed by Gonzalez-Garcia et al. [29]
is composed of different terms. First, since the shared representations s1 and s2
contain the common information, the reconstruction of images x1 and x2 can be
accomplished by swapping both representations as shown in Equation 2.24. Like
Mathieu et al. [77], Szabo et al. [105], Jha et al. [49], in order to reconstruct x, the
model is enforced to encode specific information in the exclusive representation
e1 since no domain-specific information about x1 is contained in s2.
Lcross-AE = Ex1,x2∼p(x1,x2) [|x1 −Gθ1(s2, e1)|+ |x2 −Gθ2(s1, e2)|] (2.24)
Moreover, the authors minimize the L1 distance between the shared represen-
tations s1 and s2 since these representations must contain the same information
as shown in Equation 2.25.
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Lshared = Ex1,x2∼p(x1,x2) [|s1 − s2|] (2.25)
Like Jha et al. [49], the authors propose to minimize the distance between a
disentangled representation (s1, e1) and the representation obtained after pass-
ing the generated image Gθ2(s1, e1) through the encoder Eφ2 as shown in Equa-
tion 2.26. As previously shown, this objective term prevents the model from
encoding all the information about the input in the exclusive representation.
Lrecon = Ex1,x2∼p(x1,x2),z1,z2∼p(z) [|Eφ2(Gθ2(s1, z1))− (s1, z1)|
+ |Eφ1(Gθ1(s2, z2))− (s2, z2)|]
(2.26)
To increase the variety of images, the shared representations s1 and s2 are
combined with samples z1 and z2 from a prior distribution p(z) to generate
different images. On the other hand, in order to encourage the model to generate
realistic images, [29] include two discriminators to train the image translator in
an adversarial manner. Equation 2.27 displays the adversarial objective based
on the WGAN model [2] in the domain X2 where x̂ is created by interpolating
between real images x2 and generated images Gθ2(s1, z1).





Finally, in order to prevent the exclusive representations e1 and e2 from
capturing the common information between the domains, [29] propose to use
the gradient reversal layer (GRL). The main idea is to train a decoder Gθ∗2
whose first layer is a GRL layer [28]. The decoder Gθ∗2 tries to generate the
image x2 taking the representation e1 as input in an adversarial manner. Since
the GRL layer behaves like the identity function during the forward pass and
inverts the sign of the gradients during the backward pass, the encoder Eφ1
does not encode the common information in the representation e1 that would











In this section, we reviewed different models to perform representation disen-
tanglement using an unsupervised approach or a weakly-supervised approach.
Most of the approaches are exclusively based on the VAE and GAN approaches
or on a combination of both. While impressive results are have been achieved by
these models, there are still some issues inherent to reconstructive or generative
models.
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As mentioned in this chapter, image generation using an adversarial ob-
jective is an interesting approach but its instability during training makes it
unsuitable since excessive hyperparameter tuning is necessary which can be
time-consuming. Moreover, models based on adversarial training require an
additional neural network to encode the data representations since the GAN
framework does not map the input domain back to the representation domain.
Performing image reconstruction makes the model keep as much informa-
tion about the input in the data representation as possible. This information is
required to reconstruct every little detail in the image. As a consequence, some-
times the dimensionality of the data representation is excessively increased to
achieve the reconstruction goal [29]. In relation to this point, powerful decoder
architectures are required for reconstructing or generating images. Therefore,
the training time can be longer and more computational resources are needed.
Furthermore, it is worth noticing that the objective function is mostly de-
fined in the image domain rather than the representation domain. Consider-
ing the representation disentanglement analyzed in Section 2.3, decoders could
learn to ignore the shared (or exclusive) information contained in the exclusive
(or shared) representation instead of learning two disentangled representations
where the common and specific factors of variation are separated.
That said, reconstructive and generative models remain the only frameworks
able to learn disentangled representations. Since these models provide a good
performance on toy datasets, we study their advantages and limitations in a
more challenging setting to process satellite data. In particular, we propose a
model that performs image-to-image translation between images of the same
time series to disentangle the spatial and temporal information into two data
representations. The model is described in Chapter 3 as well as the experiments
performed to validate our intuitions.
In Chapter 4, we go one step further and investigate how to perform rep-
resentation disentanglement without the need for decoders by relying on the
mutual information maximization principle.
In both cases, we propose models that learn in a weakly-supervised manner
to perform disentanglement as suggested by Locatello et al. [68]. We believe
disentangled representation learning constitutes a step forward towards real ar-
tificial intelligence. For instance, recent research shows that learning disentan-
gled representations improves fairness when building models [67] and it enables
solving not only classification tasks but more elaborated tasks such as abstract
visual reasoning tasks [111]. Finally, recent work suggests that few labels can











In this chapter, we propose a model based on reconstructive and generative
models to learn disentangled representations of satellite image time series. En-
couraged by the successful results achieved by the disentangling models reviewed
in Chapter 2, we explore a new setting where representation disentanglement
can be beneficial. Nevertheless, most of the experiments reported in the afore-
mentioned disentangling models are carried out on academic datasets such as
MNIST [63], Sprites [92], dSprites [78] and MS-Celeb-1M [36]. Instead, we in-
vestigate the problem of learning spatio-temporal representations of satellite
image time series by disentangling the representation domain. As explained in
the following sections, learning from satellite data is challenging since satellite
datasets usually contain a large amount of diverse images. The findings of our
research have been published in two papers accepted to ECML PKDD 2019 and
CAp 2019.
[99] Eduardo Hugo Sanchez, Mathieu Serrurier, and Mathias Ortner. Learning
disentangled representations of satellite image time series. In Proceedings of
the European Conference on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases (ECML PKDD), 2019.
[100] Eduardo Hugo Sanchez, Mathieu Serrurier, and Mathias Ortner. Image-
to-image translation for satellite image time series representation learning. In
Conférence sur l’Apprentissage automatique (CAp), 2019.
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3.1 Introduction
Deep learning has demonstrated impressive performance on a variety of tasks
such as image classification, object detection, semantic segmentation, among
others. Typically, these models create internal abstract representations from
raw data in a supervised manner. Nevertheless, supervised learning is a limited
approach since it requires large amounts of labeled data. It is not always pos-
sible to generate labeled data since it requires time, effort and resources. As a
consequence, semi-supervised or unsupervised algorithms have been developed
to reduce the required number of labels. The main idea of using unsupervised
learning consists in learning useful data representations which are easily trans-
ferable to downstream tasks.
As explained in Chapter 1, a desirable model property is to perform di-
mensionality reduction while keeping the most important features from data
when learning data representations in an unsupervised manner. Some exam-
ples of classical methods are principal component analysis (PCA) or matrix
factorization. For the same purpose, autoencoders learn to compress data into
a low-dimensional data representation and then, to uncompress that data rep-
resentation into the original data. An autoencoder variant is the variational
autoencoder (VAE) introduced by Kingma and Welling [57] where the low-
dimensional representation is constrained to follow a prior distribution. In-
terestingly, the VAE model provides a way to extract a low-dimensional data
representation that is used for learning the data distribution. Recently, gen-
erative models have been proposed to learn a data distribution by learning to
generate samples from the data distribution. A generative model of particular
interest is generative adversarial networks (GANs) introduced by Goodfellow
et al. [32].
In this work, we investigate how to learn a suitable data representation
of satellite image time series in an unsupervised manner by leveraging large
amounts of unlabeled data. Additionally, we aim to disentangle the data repre-
sentation of time series into two representations: a shared representation that
captures the common information between the images of a time series and an
exclusive representation that contains the specific information of each image of
the time series.
To create these representations we propose to learn the image-to-image trans-
lation task introduced by Isola et al. [48], Zhu et al. [126]. Given two images
from a time series, we aim to translate one image into the other one. Since
both images are acquired at different times, the model should learn the com-
mon information between these images as well as their differences to perform
translation. The main idea is to create a disentangled representation where the
shared representation captures the spatial information of the time series and
the exclusive representation captures the temporal information specific to each
image of the time series. Disentangling this the spatio-temproal information of
time series could offer several benefits. For instance, the common information
across time series could be useful to perform time-invariant image classification
while the knowledge about the specific information of each image could be useful
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for change detection.
Additionally, since we aim to generate any image of the time series from any
of its images, we address the problem of multimodal generation, i.e multiple
output images can be generated from a single input image. For instance, an
image containing harvested fields could be translated into an image containing
growing crop fields, harvested fields or a combination of both.
To learn disentangled representations using an image-to-image translation
approach, we propose a model that combines a novel component called cross-
domain autoencoders [29, 49] with the VAE [57] and GAN [32] methods. In this
work, the following contributions are made.
• We propose a model that combines the GAN and VAE models to learn
disentangled representations of satellite image time series. Our approach
is inspired by the BicycleGAN model introduced by Zhu et al. [127] to
address multimodal generation and the model presented by Gonzalez-
Garcia et al. [29] to address representation disentanglement. In Section
3.2, we highlight the differences between our model and other state-of-the-
art models.
• In Section 3.3, we describe our model which is adapted to satellite image
time series analysis using a simpler architecture.
• We show that our model is capable to process a huge volume of high-
dimensional data training our model on satellite image time series provided
by the Sentinel-2 mission.
• Our model learns a disentangled representation that isolates the common
information of across the images of a time series and the specific informa-
tion of each image.
• In Section 3.4, we perform several experiments that suggest that disen-
tangled representations are useful to perform several tasks such as image
classification, image retrieval, image segmentation and change detection
by outperforming other state-of-the-art methods in some cases.
3.2 Related work
Variational autoencoder (VAE) In order to estimate a data distribution
p(x1), a common approach is to maximize the log-likelihood function given the
samples x(i)1 of a dataset. A lower bound on the log-likelihood is introduced by
Kingma and Welling [57] as shown in Section 1.4.3. To learn the data distri-
bution p(x1), the authors propose to maximize the lower bound instead of the
log-likelihood function which in some cases is intractable. The model is imple-
mented using an autoencoder architecture and trained via a gradient descent
method. Our model benefits from the ability of the VAE model to create a
low-dimensional data representation where relevant features are captured and
generate images by taking samples from p(z).
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Generative adversarial networks (GANs) The GAN model can be thought
of as a game between two players: the generator and the discriminator. In this
setting, the generator aims to produce samples that look like drawn from the
same distribution as the training samples. On the other hand, the discrimina-
tor receives samples to determine whether they are real (dataset samples) or
fake (generated samples). The generator is trained to fool the discriminator by
learning a mapping function from a latent space which follows a prior distribu-
tion to the data space as shown in Section 1.6.3. In contrast to the VAE model
which tend to learn to average the distribution p(x | z), GANs produce high-
quality images. Nevertheless, GANs do not provide a means to learn the inverse
mapping from the data space to the latent space. This drawback is solved by
including an additional network [22, 62].
Image-to-image translation It is one of the most popular applications using
conditional GANs [79]. The image-to-image translation task consists in learning
a mapping between an input image domain and typically a different output
image domain. Impressive results have been achieved by Scribbler [103], pix2pix
[48] and CycleGAN [126], among other models. Nevertheless, most of these
models are monomodal. That is, there is a unique output image for a given
input image.
Multimodal image-to-image translation One of the limitations of previ-
ous models is the lack of diversity of generated images. Certain models address
this problem by combining the GAN and VAE methods. While GANs are used
to generate realistic images, VAEs is used to enforce diversity in the output do-
main and create data representations. Recent work that deals with multimodal
output is presented by Gonzalez-Garcia et al. [29], Zhu et al. [127], Huang et al.
[45], Ma et al. [73], Wang et al. [117] and Park et al. [85]. In particular, to
generate all the images belonging to a time series from a single image, we adopt
the principle of the BicycleGAN model proposed by Zhu et al. [127] where a low-
dimensional data representation is used for encoding the diversity of the output
domain. Since the BicycleGAN model is mainly focused on image generation,
the model architecture is not suitable for representation learning. Instead, we
propose a model capable to split the common information across the images
of a time series and the specific information of each image that represents the
diversity of the output domain.
Disentangled feature representation Recent work has been focused on
learning disentangled representations by isolating the factors of variation of
high-dimensional data in an unsupervised manner. As explained previously, a
disentangled representation can be useful for several tasks that require knowl-
edge of these factors of variation. In particular, we focus on the type of dis-
entanglement studied in Section 2.3 where the data representation is split into
shared and exclusive factors of variation for grouped data. Specifically, we focus
on the work of Gonzalez-Garcia et al. [29] propose a model based on VAE-GAN
3.3. METHOD 73
image translators and a novel network component called cross-domain autoen-
coders. This model separates the representation of two image domains into
three parts: the shared part which contains the common information between
both domains and the exclusive parts which only contain the factors of variation
that are specific to each domain.
In this work, we propose a model that combines the cross-domain autoencoder
component under the VAE and GAN constraints in order to analyze satellite
image time series by creating a shared representation that captures the spatial
information and an exclusive representation that captures the temporal informa-
tion. While our method is inspired by the model proposed by Gonzalez-Garcia
et al. [29], we would like to highlight the following differences:
• The model [29] considers two image domains whose representation space
can be split into two exclusive parts and a shared part. For instance, the
authors use a colored-MNIST dataset which can be split into: background
color (exclusive part), digit color (exclusive part) and digit (shared part).
In our case, we consider only a shared part which corresponds to the spatial
information at a given location on the Earth’s surface and an exclusive
part which is related to the acquisition time of the images.
• Gonzalez-Garcia et al. [29] train their model on toy datasets (colored
MNIST, 3D cars and 3D chairs) while running the code provided by the
authors to train their model on Sentinel-2 time series fails to converge
generating unsatisfactory results as shown in Figure 3.1.
• We use a simpler model architecture composed of 4 neural networks: an
exclusive representation encoder, a shared representation encoder, a de-
coder and a discriminator while the model [29] uses 10 neural networks
(two encoders, four decoders, four discriminators) to achieve representa-
tion disentanglement which can be difficult to train simultaneously.
3.3 Method
Let x1, x2 ∈ X be two images randomly sampled from a given time series t in
a region c. Let r1, r2 ∈ R be the respective representations of the images x1
and x2. As shown in Section 2.3, the data representation r is divided into two
representations s ∈ S and e ∈ E , i.e. r = [s, e]. The representation s contains
the common information between images x1 and x2, i.e. the spatial information.
On the other hand, the representation e captures the specific information of each
image which is related to the temporal information.
We assume that the shared representations s1 and s2 must be identical, i.e.
s1 = s2 since images x1 and x2 are acquired from the same region. Additionally,
the exclusive representations e1 and e2 correspond to the temporal information
of each image as these images are acquired at different times. For instance,
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(a) (b)
Figure 3.1: Image generation using the model proposed by Gonzalez-Garcia
et al. [29] on Sentinel-2 data. (a) Input images; (b) Generated images.
considering a time series containing crop fields, the shared representation should
capture the class information “crop field” independently of the atmospheric
conditions or seasonal changes while the exclusive representation should capture
the changes produced on the crop field over the time.
We propose a model that learns the transition from x1 to x2 as well as the
inverse transition from x2 to x1. In order to accomplish this, an autoencoder-
like architecture combined with adversarial training is used. In Figure 3.2, an
overview of the model can be observed. Let Eshφ : X → S be the shared rep-
resentation encoder defined by a neural network of parameters φ. Similarly,
let Eexω : X → E be the exclusive representation encoder defined by a neural
network of parameters ω. Typically, the shared and exclusive representations s2
and e2 are computed via the encoders Eshφ and Eexω to generate the image x2.
However, since the shared representations s2 and s1 carry the same informa-
tion, these representations can be swapped. Therefore, we compute the shared
representation of x1, i.e. Eshφ (x1) and the exclusive representation of x2, i.e.
Eexω (x2) in order to generate x2. Then both representations are passed through
the decoder Gθ : S × E → X defined by a neural network of parameters θ. The
decoder Gθ produce a reconstructed image Gθ(Eshφ (x1), Eexω (x2)). A similar
process is followed to reconstruct the image x1. In order to prevent the decoder
from generating blurry images an adversarial objective is included. Therefore,
the generated images are passed through a discriminator Dψ : X → [0, 1] de-
fined by a neural network of parameters ψ in order to evaluate the quality of the





























Figure 3.2: Model overview. The model goal is to learn both image transitions:
x1 → x2 and x2 → x1. Both images are passed through the network Eshφ in order
to extract their shared representations. Similarly, the network Eexω extracts
the exclusive representations corresponding to images x1 and x2. In order to
generate the image x2, the decoder network Gθ takes the shared representation
of image x1 and the exclusive representation of image x2. A similar procedure
is performed to generate the image x1. Finally, the discriminator Dψ is used to
evaluate the generated images.
3.3.1 Objective function
Similarly to Zhu et al. [127] and Gonzalez-Garcia et al. [29], our objective func-
tion is composed of several terms to learn disentangled representations.
Concerning the shared representation, images x1 and x2 must have identical
shared representations, i.e. Eshφ (x1) = Eshφ (x2). A simple solution is to minimize
the L1 distance between their shared representations as shown in Equation 3.1.
Lshared = Ex1,x2∼p(x)
[
|Eshφ (x1)− Eshφ (x2)|
]
(3.1)
The exclusive representation must only contain the particular information
that corresponds to each image. To enforce the disentanglement between shared
and exclusive representations, we include a reconstruction loss in the objective
function where the shared representations of x1 and x2 are swapped [77, 105, 49,
29]. The objective term corresponding to the reconstruction of images x1 and
x2 is shown in Equation 3.2. Moreover, this objective term can be thought of as
the reconstruction loss in the VAE model [57] which maximizes a lower bound
on the log-likelihood function. At the same time we enforce representation
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disentanglement and minimize the Kullback-Leibler divergence between the data
distribution and the generated distribution.
Lcross-AE = Ex1,x2∼p(x)
[
|x1 −Gθ(Eshφ (x2), Eexω (x1))|
+ |x2 −Gθ(Eshφ (x1), Eexω (x2))|
] (3.2)
Furthermore, the lower bound proposed in the VAE model constraints the
data representation z to follow a prior distribution. In our model, we only
enforce the exclusive representation e to be distributed as a standard normal
distribution p(e) = N (0, I) in order to generate multiple outputs by taking sam-
ples from p(e) during inference while keeping the shared representation fixed as
proposed by Zhu et al. [127]. In contrast to Gonzalez-Garcia et al. [29] where a
GAN approach is used to constraint the exclusive representation, a simpler yet
effective solution is to include a Kullback-Leibler divergence between the distri-
bution of the exclusive representation and the prior N (0, I). Assuming that the
exclusive representation encoder Eexω (x1) is distributed as a normal distribution





2 + log((σexω (x1))2)− (µexω (x1))2 − (σexω (x1))2
+ log((σexω (x2))2)− (µexω (x2))2 − (σexω (x2))2
] (3.3)
We include a LSGAN loss [75] in the objective function to encourage the
model to generate realistic and diverse images thus improving the learned rep-
resentations. It is well known that autoencoders generate blurry images by
averaging the possible output images. Adversarial training avoids this behavior
since blurry images do not belong to the data distribution and therefore the
generator is enforced to create realistic images. We found that using adversar-
ial training helps the model to map the images of a time series to a particular
observation of the exclusive representation.
The discriminator is trained to maximize the probability of assigning the
correct label to real images and generated images while the generator is trained
to fool the discriminator by making the discriminator classify generated images
as real, i.e. making Dψ(Gθ(Eshφ (x2), Eexω (x1))) close to 1. The corresponding
objective term can be seen in Equation 3.4 where the discriminator maximizes










1−Dψ(Gθ(Eshφ (x1), Eexω (x2)))
)2] (3.4)
To summarize, the training procedure can be seen as a minimax game as
shown in Equation 3.5 where the objective function L is minimized by the
3.4. EXPERIMENTS 77






L = LGAN + αLcross-AE + βLshared + γLKL (3.5)
Where α, β and γ are constant coefficients to weight the loss terms. The
training procedure is summarized in Algorithm 1.
3.3.2 Implementation details
Our model is architectured around four neural networks: the shared repre-
sentation encoder, the exclusive representation encoder, the decoder and the
discriminator. The architecture details are provided in Appendix. To train our
model, we use batches of 64 randomly selected image pairs of size 64 × 64 × 4
from our satellite image time series dataset as shown Section 3.4.1. Every net-
work is trained from scratch by using randomly initialized weights as starting
point. The learning rate is implemented as a staircase function which starts
with an initial value of 0.0002 and decays every 50000 iterations. We use Adam
optimizer [56] to update the network weights using a β = 0.5 during 150000
iterations. Concerning the loss coefficients, we use the following values: α = 10,
β = 0.5 and γ = 0.01 during training. The training algorithm was executed on




The Sentinel-2 mission is composed of a constellation of 2 satellites that orbit
around the Earth providing an entire Earth coverage every 5 days. Both satel-
lites acquire images at 13 spectral bands using different spatial resolutions. In
this paper, we use the RGBI bands1 which correspond to bands at 10m spa-
tial resolution. Bands are acquired after L-1C processing. In order to organize
the data acquired by the mission, Earth surface is divided into square tiles of
approximately 100 km on each side. One tile acquired at a particular time is
referred to as a granule.
To create our training dataset, we selected 42 tiles containing several regions
of interest such as the Amazon rainforest, the Dead Sea, the city of Los Angeles,
the Great Sandy Desert, circular fields in Saudi Arabia, among others as can be
seen in Figure 3.3. The list of tiles is provided in Appendix. As explained by
Kempeneers and Soille [53], many of the acquired granules might carry useless
information. In our case, the availability of granules for a given tile depends
on two factors: the cloud coverage and the image completeness. Therefore,
we defined a threshold in order to avoid these kind of problems that affect
1Red (band 4), Green (band 3), Blue (band 2) and Near infrared (band 8) bands
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Algorithm 1 Training algorithm.
1: Random initialization of model parameters (φ(0), ω(0), θ(0), ψ(0))
2: for k = 1; k = k + 1; k < number of iterations do
3: Sample a batch of m time series {t(1), ..., t(m)}
4: Sample a batch of m image pairs {(x(1)1 , x
(1)




2 )} from {t(i)}
5: Compute L(k)(x(i)1 , x
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6: Update {φ(k+1), ω(k+1), θ(k+1)} by gradient descent of L(k).




Figure 3.3: The Sentinel-2 time series dataset covers several types of images
including deserts, forests, urban areas, oceans, agricultural fields, mountains,
etc. (a) Training dataset image samples; (b) Test dataset image samples.
Sentinel-2 time series dataset
Time series (12×1024×1024×4)





Image x1 Image x2
Figure 3.4: Training data sampling. A batch of time series of size 64× 64× 4 is
randomly sampled from a time series of size 1024× 1024× 4. At each iteration
two images are randomly selected from each time series to be used as input for
our model.
Earth observation by setting a cloud coverage tolerance of 2% and completeness
tolerance of 85%. For each tile, we extracted 12 granules from March 2016 to
April 2018 keeping a regular time-step between granules. Then, we selected
25 non-overlapping patches of size 1024 × 1024 from the center of the tiles to
reduce the effect of the satellite orbit view angle. Finally, our training dataset is
composed of 42×25 = 1050 times series each of which is composed of 12 images
of size 1024 × 1024 × 4. The training dataset size is around 100GB. Similarly,
80 CHAPTER 3. DISENTANGLING SATELLITE IMAGE TIME SERIES
we create a test dataset by selecting 6 different tiles whose size is around 14GB.
In order to analyze the entire time series dataset the following strategy is
applied. A batch of time series composed of images of size 64×64×4 is randomly
sampled from a time series of images of size 1024× 1024 × 4. Since our model
takes two images as input, at each iteration two images are randomly selected
from the time series to be used as input for our model. Thus, the entire time
series dataset is learned as the training procedure progresses. The data sampling
procedure is depicted in Figure 3.4.
To evaluate the model performance and the learned disentangled represen-
tations, we perform several supervised and unsupervised experiments on the
Sentinel-2 data as suggested by Theis et al. [106] for evaluating generative mod-
els. We carry out the following experiments: a) image-to-image translation to
verify the representation disentanglement; b) image retrieval, image classifica-
tion and image segmentation to validate the shared representation and c) change
detection to analyze the exclusive representation.
As explained in Section 3.2, the model proposed by Gonzalez-Garcia et al.
[29] fails to converge using Sentinel-2 data. As a consequence, it was not possi-
ble to evaluate the learned disentangled representations and compare the per-
formance on the proposed tasks with respect to our method. Nevertheless, we
compare our model with the BicycleGAN [127] and VAE [57] models. We show
that our model achieves better results for image classification, image retrieval
and change detection.
3.4.2 Image-to-image translation
It seems natural to first evaluate the model performance in image-to-image
translation. We sample 9600 time series composed of 12 images of size 64×64×4
to evaluate our model. It represents around 20000 processed images of size
64× 64× 4.
An example of image-to-image translation using our model can be observed
in Figure 3.5. For instance, let us consider the image in the third row, fifth col-
umn. The shared representation is extracted from an image x1 which contains
growing crop fields while the exclusive representation is extracted from another
image x2 where these fields have been harvested. Consequently, the generated
image contains harvested fields which is defined by the exclusive representation
of image x2. Another example can be seen in Figure 3.6. In general, gener-
ated images look realistic in both training and test datasets except for small
details which are most likely due to the absence of skip connections between the
encoders and generator as reported by Gonzalez-Garcia et al. [29].
We compute the L1 distance between the generated imageGθ(Eshφ (x1), Eexω (x2))
and the image x2 used for extracting the exclusive representation. Results can
be observed in Table 3.1 (first column). Pixel values in generated images and
real images are in the range of [−1, 1], thus a mean difference of 0.0155 indicates
that the model performs well at image-to-image translation. The BicycleGAN
model [127] achieves a slightly better score of 0.0136 which is probably due to the
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(a) (b) (c)
Figure 3.5: Image translation performed on images of Brawley, California. (a)
Images used to extract the shared representations; (b) Images used to extract
the exclusive representations; (c) Generated images combining the shared rep-
resentation of (a) and the exclusive representation of (b).
use of skip connections. However, our model is mainly focused on representation
learning to perform downstream tasks rather than on image generation.
A special image-to-image translation case is image autoencoding where the
shared and exclusive representations are extracted from the same image x1. In
this case, the L1 distance between the generated image Gθ(Eshφ (x1), Eexω (x1))
and the input image x1 is computed. The results are reported in Table 3.1
(second column). As can be seen, lower values in terms of the L1 distance
are reported than those obtained in image-to-image translation. To provide
a comparison, we train a VAE [57] model on the Sentinel-2 dataset and we
compute the reconstruction error in terms of the L1 distance as a baseline. Our
model achieves a similar performance generating well-reconstructed images even
though this case is not considered during training.
(a) (b) (c)
Figure 3.6: Image translation performed on images of Saudi Arabia. (a) Images
used to extract the shared representations; (b) Images used to extract the exclu-
sive representations; (c) Generated images combining the shared representation
of (a) and the exclusive representation of (b).
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Table 3.1: Mean and standard deviation values in terms of the L1 distance for
image-to-image translation (first column), image autoencoding (second column)
and time series reconstruction (third column).
Method Image Image Time seriestranslation autoencoding reconstruction
VAE [57] - 0.0086± 0.0300 -
BGAN [127] 0.0136 ± 0.0538 0.0045 ± 0.0138 0.0140 ± 0.0503
Ours 0.0155± 0.0595 0.0085± 0.0318 0.0184± 0.0664
Finally, we perform times series reconstruction in order to show that the
exclusive representation encodes the specific information of each image. First,
an image x is randomly selected from a time series. Then, the shared repre-
sentation s is extracted from x via the encoder Eshφ . While keeping the shared
representation s fixed and only modifying the exclusive representation e, we
generate all the images belonging to the original time series. Results in terms of
the L1 distance between the original time series and the reconstructed one are
shown in Table 3.1 (third column). As in the previous cases, the BicycleGAN
[127] achieves a slightly better score of 0.0140 than our model which achieves a
score of 0.0184. An example of time series reconstruction using our model can
be seen in Figure 3.7. Since the shared representation which represents the spa-
tial location is fixed, the experiment suggests that the exclusive representation
captures the temporal information. The temporal aspect of the image depends
on the exclusive representation while the spatial aspect depends on the shared
representation. For instance, if the exclusive representation is set to zero, the
image reconstruction is purely based on the shared representation. In this case,
all the reconstructed images from the time series are the same as can be seen
Figure 3.8. The exclusive representation provides the information to define the
temporal aspect of the image.
Figure 3.7: Multimodal generation. The first row corresponds to a time series
sampled from the test dataset. The second row corresponds to a time series
where each image is generated by using the same shared representation and
only modifying the exclusive representation.
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Figure 3.8: Time series reconstruction by setting the exclusive representation to
zero. The first row corresponds to a time series sampled from the test dataset.
The second row corresponds to a time series where each image is generated from
its shared representation.
3.4.3 Image retrieval
In this experiment, we want to evaluate whether the shared representation pro-
vides information about the geographical location of the time series via image
retrieval. Given an image patch from a granule acquired at time to, we aim to
locate it in a granule acquired at time tf . The procedure is the following. A
time series composed of 12 images of size 1024× 1024× 4 is randomly sampled
from the dataset. Then, one image is sampled from the time series. A batch
of 64 image patches of size 64 × 64 × 4 is randomly sampled from the selected
image as shown in Figure 3.9a. The corresponding shared representations are
extracted for each image of the batch. We refer to these shared representations
as the reference representations. The main idea is to use the information pro-
vided by the shared representation to locate these image patches in a different
image from the same time series. To accomplish this, a sliding window of size
64 × 64 × 4 is applied in order to explore each image of the times series. As
the window slides, the shared representations are extracted. The L1 distance
between these shared representations and the reference representations is com-
puted. The nearest image patch in terms of the L1 distance between shared
representations is selected as the retrieved image. In our experiment, 150 time
series composed of 12 images of size 1024× 1024× 4 are analyzed. It represents
around 115000 images of size 64× 64× 4 to be retrieved and 110000000 images
of size 64× 64× 4 to be analyzed.
To illustrate the retrieval algorithm, let us consider an image containing
agricultural fields. We plot the image patches to be retrieved in Figure 3.9a and
the retrieved image patches by the algorithm in Figure 3.9b. As can be seen,
even though some changes have occurred, the algorithm is able to spatially locate
most of the patches. In spite of the seasonal changes in the agricultural fields,
the algorithm performs correctly since the image retrieval leverages the shared
representation which contains the common information between images while
ignoring the temporal information. Results in terms of Recall@1 are displayed in
Table 3.2 (last row). We obtain a high score in terms of Recall@1 even though it
is not closer to 1. This result can be explained since the dataset contains several
time series from the desert, forest and ocean tiles which could be notoriously
difficult to retrieve even for humans. For example, consider retrieving image
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(a) (b)
Figure 3.9: Image retrieval using the shared representation to match images
of the same location. (a) An image is selected from a time series and a batch
of 64 image patches (colored boxes) are extracted from the selected image; (b)
Another image is sampled from the same time series. Our algorithm displays
colored boxes corresponding to the nearest image patches in terms of the L1
distance between shared representations.
(a) (b)
Figure 3.10: Image retrieval performed on images of Shanghai, China. (a)
Selected image patches; (b) Retrieved image patches.
patches in the ocean as shown in Figure 3.10. On the other hand, image retrieval
performs better in urban scenarios since the city provides details that can be
easily identified as shown in Figure 3.11 in contrast to agricultural fields where
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(a) (b)
Figure 3.11: Image retrieval performed on images of the Atlantic Ocean. (a)
Selected image patches; (b) Retrieved image patches.
distinguishing textures can be confusing.
As a baseline to compare our method based on information provided by the
shared representation, we use the raw pixels of the image patches as feature
to retrieve the image location. Our experiments show that using raw pixels
yields a poor performance to locate the image patches (see Table 3.2, third
row). We note that even though the retrieved images look similar to the query
images, they do not come from the same location. The recommended images
using raw pixels are mainly based on the image color. For instance, whenever
an image containing harvest fields is used as query image, the retrieved images
correspond to harvested fields as well. This is not the case when using shared
representations since seasonal changes are ignored. Additionally, we perform
the same experiment using the representations extracted from the BicycleGAN
[127] and VAE [57] models. As expected, since these models do not disentangle
the spatial and temporal information of time series, the performance achieved
is considerably poor as can be seen in Table 3.2 (first and second rows).











VAE [57] 87.64% 10
BGAN [127] 87.59% 10
Ours 92.38% 10
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3.4.4 Image classification
A common method to evaluate unsupervised data representations is to perform
image classification using these representations as input. We use the EuroSAT
[39] dataset to train a classifier using the shared representations of our model.
This dataset is composed of 27000 labeled satellite images of size 64 × 64 × 4.
Interestingly, these images are collected by the Sentinel-2 mission and assigned
into 10 classes (residential area, sea, river, highway, etc.). We divide the Eu-
roSAT dataset into a training set and a test set using a 80:20 split keeping a
proportional number of examples per class.
We use the encoder Eshφ trained in an unsupervised manner from our model
to extract the shared representations of the EuroSAT dataset. We append two
fully-connected layers of 64 and 10 units, respectively on top of the shared
representation encoder. Then, we only train these fully-connected layers while
keeping frozen the weights of the shared representation encoder in a supervised
manner using the training split of the EuroSAT dataset. We compute the ac-
curacy using the test split of the EuroSAT dataset.
To provide a comparison, we train a fully-supervised model using the same
architecture but randomly initialized weights instead. Additionally, we use the
encoders from the BicycleGAN and VAE models to train a classifier on the
EuroSAT dataset. Results in terms of accuracy are reported in Table 3.3.
Our classifier achieves an accuracy of 92.38% after 10 epochs outperforming
the classifiers based on the BicycleGAN and VAE encoders. For more details,
the confusion matrix can be seen in Table 3.4. Nevertheless, it is worth noticing
that using pretrained encoders reduces the training time and allows to achieve
better performance over randomly initialized weights. In this case, the model
achieves an accuracy of 62.13% after 50 epochs.
To provide deeper understanding of how the shared representation is useful
for image classification, we perform a simple experiment via the t-SNE algo-
rithm to visualize how the shared representations of the EuroSAT images are
organized. We perform dimensionality reduction on the shared representations
corresponding to a subset of satellite images in order to create 2-D represen-
tations. The images corresponding to these 2-D representations are displayed
in Figure 3.12. As can be seen, the images corresponding to agricultural fields,
vegetation, urban areas, sea, river are grouped into clusters that can be easily
recognized and separated by a simple classifier.
3.4.5 Image segmentation
Since the shared representation captures the information related to the location
and texture of the image, we perform a qualitative experiment to illustrate the
use of this information for image segmentation. An image of size 1024×1024×4
is randomly selected from a time series. Then, a sliding window of size 64×64×4
and stride of size 32× 32 is used to extract the image patches from the selected
image. The shared representations extracted from these image patches are used
to perform clustering via k-means. A new sliding window of size 64×64×4 with
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Figure 3.12: The shared representations of a subset of EuroSAT images are
reduced to 2-D representations using t-SNE. Images are already organized in
groups each of which corresponds to a given class.
a stride of 8 × 8 is used to extract the shared representations from the whole
image. Based on the clustering result, these extracted shared representations
are assigned to a cluster. Since several clusters are assigned for each pixel, the
cluster is decided by the majority of voted clusters. For example, in Figure
3.13, a segmentation mask in Shanghai is displayed. Despite its simplicity,
this unsupervised method achieves interesting results being able to segment the
river, the port area and the residential area, among others. On the other hand,
experiments using the raw pixels of the image produce segmentation masks of
lower visual quality.
3.4.6 Change detection
We perform an experiment to illustrate the use of the exclusive representation
for seasonal change detection. Two images of size 1024× 1024× 4 are selected
from a time series. A sliding window of size 64 × 64 × 4 is used to explore
both images using a stride of size 32× 32. As the window slides, the exclusive
representations are extracted from the image patches and the L1 distance be-
tween these representations is computed. A threshold is defined to determine
whether a change has occurred or not. Figure 3.14 shows an example of change
detection maps using the shared and exclusive representations. As can be seen,
using the exclusive representation allows to identify seasonal changes while us-
ing the shared representation fails to do it. Our experiments suggest that the
exclusive representation captures the temporal factors of variation generating
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Table 3.4: Confusion matrix based on the shared representation for image clas-
sification. Annual crop:0, Forest:1, Herbaceous:2, Highway:3, Industrial:4, Pas-
ture:5, Permanent crop:6, Residential:7, River:8, Sea/Lake:9.
0 1 2 3 4 5 6 7 8 9
0 0.92 0.01 0.02 0.01 0.00 0.02 0.02 0.00 0.00 0.00
1 0.00 0.98 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00
2 0.02 0.02 0.84 0.01 0.00 0.01 0.10 0.00 0.00 0.00
3 0.01 0.00 0.01 0.89 0.03 0.01 0.02 0.01 0.02 0.00
4 0.00 0.00 0.00 0.01 0.98 0.00 0.00 0.01 0.00 0.00
5 0.04 0.03 0.02 0.01 0.00 0.87 0.03 0.00 0.00 0.00
6 0.02 0.00 0.07 0.03 0.01 0.03 0.82 0.00 0.00 0.00
7 0.00 0.00 0.00 0.01 0.02 0.00 0.00 0.97 0.00 0.00
8 0.01 0.00 0.01 0.03 0.01 0.00 0.00 0.00 0.94 0.01
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
visually coherent change detection maps.
Additionally, we use our learned representations to perform urban change
detection on the OSCD dataset [13] which consists of 14 training images and 10
test images. Change detection labels are provided in the form of binary masks.
By keeping the weights of the shared and exclusive representation encoders fixed,
we train a decoder to create a change detection map of size 64×64 in a supervised
manner. A sliding window is used to generate a complete change detection map
for a larger image size than 64×64. Figures 3.15, 3.16 and 3.17 show some urban
change detection examples. As the ground truth is not available for test images,
the authors [13] provide a website to compute the evaluation score. We obtain an
average accuracy of 63.07% outperforming the VAE [57] and BicycleGAN [127]
models which achieve an average accuracy of 59.31% and 60.01% respectively.
We also train a fully-supervised model using the same architecture of our model
but randomly initialized weights which achieves an average accuracy of 60.67%.
Our experiments suggest that the use of disentangled representations improves
the results in change detection.
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(a) (b) (c)
Figure 3.13: Image segmentation in Shanghai, China. A sliding window is used
to extract the shared representations of the image patches which in turn are
used to perform clustering into 7 classes. (a) Input image; (b) Segmentation
mask based on shared representations; (c) Segmentation mask based on raw
pixels.
3.5 Conclusion
In this chapter, we investigate how to obtain a suitable data representation
of satellite image time series. We first present a model based on the VAE
and GAN methods combined with the cross-domain autoencoder principle [29].
This model is designed to learn a disentangled representation that consists of
a shared representation across all the images belonging to the same time series
and an exclusive representation for each image individually. The main idea
consists in translating one image into another image belonging to the same
time series. By doing so, the model learns the commonalities and differences
between these images. Instead of using a single encoder, we propose to use
two encoders to extract the spatial and temporal representations which are
subsequently combined into one data representation that is fed into a decoder
to perform image reconstruction. Additionally, in order to avoid the averaging
effect that autoencoders suffer from, we include a discriminator to evaluate the
quality of generated images. As shown in Chapter 2, adversarial training plays
a fundamental role to disentangle the shared and exclusive representations.
We train our model on Sentinel-2 time series showing that the model is able
to deal with huge amounts of high-dimensional data. In addition, we show
experimentally that the disentangled representation can be used to achieve in-
teresting results at multiple tasks such as image classification, image retrieval,
image segmentation and change detection.
On the other hand, we encountered the similar drawbacks to those described
in Chapter 2. In particular, we found some problems to reduce the dimension-
ality of the shared representation as image reconstruction turned out to be
impossible for low-dimensional data representations of size 64 or 128. A higher
dimensionality is needed to keep all the information that correspond to details,
especially when dealing diverse images. Moreover, the adversarial and recon-
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struction objectives imply training a discriminator and a decoder that are no
longer used once training is finished. Downstream tasks only require the data
representations that are extracted by encoders. A future line of research should
focus on removing these model components for representation disentanglement.
Finally, we think the learned representations can be improved by taking
into account the time order of images in the model. It would be interesting to
analyze satellite image time series using recurrent neural networks (RNNs) to
include the time dimension for representation disentanglement. However, the




Figure 3.14: Seasonal change detection in Brawley, USA. (a) Image x1; (b)
Image x2; (c) Change detection map using shared representations (d) Change
detection map based on the L1 distance between exclusive representations.
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(a) (b)
(c) (d)
Figure 3.15: Urban change detection in Beirut, Lebanon. (a) Image x1; (b)





Figure 3.16: Urban change detection in Cupertino, USA. (a) Image x1; (b)
Image x2; (c) Ground truth; (d) Change detection map using a pretrained
encoder.
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(a) (b)
(c) (d)
Figure 3.17: Change detection in Pisa, Italy. (a) Image x1; (b) Image x2; (c)










In this chapter, we review some unsupervised learning methods that focus on
learning data representation by mutual information estimation and maximiza-
tion. Even though the principle of maximum information preservation dates
back to 1988 [65], methods based on mutual information maximization using
deep neural networks to analyze large-scale datasets have recently been proposed
during the last few years [5, 44, 83, 84]. Due to the impressive results achieved
by these models, several extensions have been developed such as AMDIM [3]
and CMC [107] which constitute the state-of-the-art methods for representation
learning. The success of methods based on mutual information has led to the
development of many applications for representation disentanglement [101], im-
age classification [40], anomaly detection [95], learning speech representations
[86], reinforcement learning [80], learning node representations on graphs [113],
learning the structure of a scene [59], greedy training [72], among others.
This section is organized as follows. First, we present the definition of the
mutual information between two random variables. Secondly, we described some
approximations of the mutual information and review the models MINE [5], DIM
[44], CPC [83] and WPD [84].
4.2 Problem setting




i=1 consisting of N i.i.d observations of a given
random variable x with a probability density function p(x) which is unknown.
In contrast to methods based on data generation or data reconstruction, mutual
information based methods do not aim to learn the data distribution from data
samples. Instead, these models learn an encoder Eψ that creates a representa-
tion z that maximizes the mutual information I(x; z) = I(x;Eψ(x)).
However, computing the mutual information between high-dimensional vari-
ables is a difficult task for many reasons. Therefore, some methods based on
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deep neural networks have recently been proposed [5, 44, 83, 84] to estimate
and maximize mutual information simultaneously.
4.3 Motivation
To perform representation learning, models based on data reconstruction assume
that the relevant features of the data are learned if the data can be reconstructed
from the data representation. Similarly, generative models assume that good
data representations are learned when the data representation is able to control
the high-level features of the data during sample generation. However, the
amount of information encode in the data representation remains unclear.
Recent work has focused on objective functions based on mutual information
for learning representations [5, 44]. The principle is straightforward and consists
in learning an encoder that maximizes the mutual information between the input
and output of the encoder.
Mutual information measures the amount of information that can be ob-
tained about a random variable x when knowing another random variable z.
Mathematically, the mutual information between two continuous random vari-
ables x and z is defined in Equation 4.1 where p(x, z) is the joint probability
density function of x and z while p(x) and p(z) are the marginal probability












It is straightforward to show that the mutual information between x and z
can be written in terms of entropy as expressed in Equation 4.2. The higher the
mutual information between x and z, the lower the entropy of x conditioned on
z. That is, the lower the amount of information needed to describe x given that
z is known.
I(x; z) = H(x)−H(x | z) (4.2)
Intuitively, mutual information provides a measure of the dependence of
two random variables. For instance, if x and z are two independent random
variables, the z provides no information about x and therefore the mutual in-
formation is zero, i.e. I(x; z) = H(x) −H(x | z) = H(x) −H(x) = 0. On the
other hand, the higher the dependence between x and z, the higher the mutual
information since H(x | z) becomes lower.
The main idea of mutual information based methods is to create a data repre-
sentation that shares the maximum amount of information with the data. Since
the data representation is generally low-dimensional, these models are supposed
to capture the most salient attributes from data. Nevertheless, as mentioned
previously, computing the mutual information between high-dimensional vari-
ables is not easy. First, the distributions p(x, z) and p(x)p(z) should be known
in order to solve Equation 4.1. Secondly, even if these distributions are known,
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it is not tractable to compute mutual information except for discrete variables
or continuous variables with simple distributions. In the following section, we
study some of the most popular mutual information based model for represen-
tation learning.
4.4 Methods
From Equation 4.1, the mutual information I(x; z) can be though of as the
Kullback-Leibler divergence between the joint probability distribution p(x, z)
and the product of the marginal distributions p(x)p(z) as can be observed in
Equation 4.3. From an implementation point of view, this way of writing the
mutual information is more convenient since we are able to draw samples from
p(x)p(z) and p(x, z) and approximate the Kullback-Leibler divergence.
I(x; z) = DKL (p(x, z) ‖ p(x)p(z)) (4.3)
4.4.1 MINE
Mutual information neural estimator (MINE) [5] leverages the Donsker-Varadhan
[23] representation of the Kullback-Leibler divergence as shown in Equation 4.4
where the supremum is computed on all functions T that produce finite expec-
tations.
I(x; z) = sup
T :Ω→R







Since computing Equation 4.4 using all functions T is intractable, MINE
makes the assumption that this set of functions belong to a parametric family
of functions Tθ defined by a deep neural network of parameters θ. The function
Tθ is called statistics network. Therefore, the following lower bound on the the
mutual information I(x, z) can be shown.
I(x; z) ≥ max
θ







As previously explained, the random variable z corresponds to the data
representation of the input x. This data representation is created via an encoder,
i.e. z = Eψ(x), defined by a deep neural network of parameters ψ. A sample
(x, z) from the joint probability distribution p(x, z) is obtained by drawing a
sample x(i) from the data distribution p(x) and then passing it through the
encoder to produce the associated representation z(i) = Eψ(x(i)). On the other
hand, a sample (x, z) from the product of the marginal distributions p(x)p(z) is
obtained by drawing two samples x(i) and x(j) from the data distribution p(x)
and coupling the sample x(i) with the representation of x(j), i.e. z(j) = Eψ(x(j)).
Equation 4.6 shows objective function proposed by MINE in order to find the
parameters of the encoder and the statistics network Tθ.
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max
θ,ψ








Equation 4.3 shows that the mutual information between x and z can be maxi-
mized by increasing the Kullback-Leibler divergence between the joint probabil-
ity distribution p(x, z) and the product of the marginal distributions p(x)p(z).
Deep InfoMax framework (DIM) [44] proposes a mutual information neural
estimator based on the Jensen-Shannon divergence instead of the Kullback-
Leibler divergence as shown in Equation 4.7.
I(JSD)(x; z) = DJS (p(x, z) ‖ p(x)p(z)) (4.7)
Using the Jensen-Shannon divergence offers some advantages. Even though
the exact value of mutual information cannot be computed, it is less of a problem
since the main goal is to maximize mutual information. Moreover, estimators
based on the Jensen-Shannon divergence are more stable during training.
Similarly, Equation 4.7 can be used as objective for unsupervised learning
where x is a variable corresponding to a given input (image, speech, text, etc)
and z is the representation of x. The representation z is extracted by an encoder
Eψ defined by a deep neural network of parameters ψ.
Let x(i) and x(j) be two observations of the variable x. Let z(i) and z(j) be
the representations of x(i) and x(j) respectively obtained via the encoder Eψ.
Therefore, (x(i), z(i)) is an input-representation pair sampled from the joint
probability density function p(x, z) while (x(i), z(j)) is an input-representation
pair sampled from the product of the marginal probability density functions
p(x)p(z).
Intuitively, the principle to maximize the Jensen-Shannon divergence in
Equation 4.7 consists in distinguishing between samples from p(x, z) and sam-
ples from p(x)p(z). To put it in simple terms, we would like to identify the
data representation z(i) that corresponds to a given data sample x(i) within a
set of data representations. Deep InfoMax solves this problem by finding the
data representation from the set that maximizes the mutual information with
the data sample x(i).
In Section 1.5, the NCE method learns the data distribution p(x) by con-
trasting data samples with noise samples using a logistic regression objective.
Similarly, Deep InfoMax uses a binary classification task to contrast samples
from p(x, z) with samples from p(x)p(z).
Therefore, we define a discriminator Dρ defined by a deep neural network
of parameters ρ, which represents the probability of a sample (x, z) coming
from p(x, z) instead of p(x)p(z), i.e. the probability that z is the representation
of x. The discriminator Dρ and the encoder Eψ are trained to assign a high
probability to samples from p(x, z) (close to 1) and a low probability to samples
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from p(x)p(z) (close to 0) as shown in Equation 4.8.
max
ψ,ρ
LDIM = Ex∼p(x) [logDρ(x,Eψ(x))]
+ Ex,x̂∼p(x) [log (1−Dρ(x,Eψ(x̂)))]
(4.8)
Moreover, assuming an optimal discriminator D∗ρ(x, z) defined in Equation
4.9 the following proof can be derived. It is straightforward to see that maxi-
mizing the objective function proposed by DIM is equivalent to maximizing the
Jensen-Shannon divergence between the distributions p(x, z) and p(x)p(z) as














= DKL (p(x, z)‖p(x, z)+p(x)p(z)) +DKL (p(x)p(z)‖p(x, z)+p(x)p(z))
= DJS (p(x, z)‖p(x)p(z))− log(4)
(4.10)
On the other hand, by redefining the discriminator [82]Dρ(x, z) = e
−Tθ(x,z)
1+e−Tθ(x,z)
where Tθ is the statistics network, we obtain the mutual information objective
proposed by the Deep InfoMax framework [44] in Equation 4.11. An overview






























Figure 4.1: Overview of the Deep InfoMax (DIM) model.
Additionally, two mutual information objectives are proposed in the Deep
InfoMax framework. Maximizing the mutual information between an input
x and its data representation z is called global mutual information as shown
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in Equation 4.11. In addition to the global mutual information, the authors
propose to maximize the mutual information between patches of the image x
represented by a feature map Cψ(X) of the encoder Eψ and the data repre-



























Distinguishing between samples from p(x, z) and samples p(x)p(z) is effective
to maximize the mutual information between x and z as shown previously.
The same principle is used in Contrastive Predictive Coding (CPC) [83] for
representation learning.
Let x(i) be a data sample from X and z(i) be the corresponding data rep-
resentation of x(i) obtained via the encoder Eψ. Let X− be a subset of X
composed of L data samples different from x(i). These L data samples are
called negative samples and are used for contrasting [37]. The probability of
z(i) being the data representation of x(i) rather than being the data representa-
tion of a sample from X− can be observed in Equation 4.13. The reader should
recognize the softmax function in which each data sample of the dataset X−






efθ(x,z) + efθ(x1,z) + · · ·+ efθ(xL,z)
)]
(4.13)
It can be shown that optimizing the CPC objective function is equivalent
to optimize a lower bound on the mutual information as can be observed in
Equation 4.14.
I(x; z) ≥ LCPC + log(L) (4.14)
CPC has been used for learning representations in different domains (speech,
image, text and reinforcement learning) achieving impressive results.
4.4.4 WPD
As previously shown, the Kullback-Liebler divergence presents some drawbacks.
For instance, Ozair et al. [84] show that the number of samples required to
perform mutual information maximization grows exponentially with respect to
I(x; z). Since the mutual information I(x; z) is high in many problems, the
number of samples must be high enough in order to obtain a tight lower bound on
the mutual information. Moreover, the Kullback-Leibler divergence is sensitive
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to small deviations in the data samples, i.e. the Kullback-Leibler divergence
can be large even if the data samples from different distributions are slightly
different. In accordance with the model proposed by Arjovsky et al. [2], Ozair
et al. [84] propose a model called Wasserstein Dependency Measure (WDM) that
maximizes the Wasserstein divergence instead of the Kullback-Liebler divergence
as shown in Equation 4.15.
I(W)(x; z) = DW (p(x, z) ‖ p(x)p(z)) (4.15)
The Wasserstein divergence measures the cost of transporting the probabil-
ity from the joint probability distribution p(x, z) to the product of the marginal
distributions p(x)p(z). Using the Kantorovich-Rubinstein duality [114], the
Wasserstein divergence can be written as follows
I(W)(x; z) = sup
T :Ω→R
Ex,z∼p(x,z) [T (x, z)]− Ex,z∼p(x)p(z) [T (x, z)] (4.16)
Therefore, mutual information maximization can be performed by replacing
the Lipschitz function T by a parametric family of functions Tθ defined by a
deep neural network of parameters θ in Equation 4.16 and finding the optimal
parameters via a gradient-based method. As shown in Equation 4.17, WDM
also includes negative samples from p(x)p(z) in the objective function using a
similar approach as CPC.
max
θ,ψ






Despite the success of the GAN and VAE approaches, an increasing num-
ber of papers have focused on mutual information maximization since 2018.
These methods consists in learning a data representation that maximizes the
amount of information with the data rather than learning the data distribu-
tion p(x). Unlike generative models, mutual information based models perform
representation learning without the need for decoders to map representations
back to the data domain. Instead, these models use statistics networks in or-
der to estimate and maximize the mutual information. Many models based
on maximizing a given divergence between the joint distribution p(x, z) and
the product of marginal distributions p(x)p(z) have been proposed. MINE [5]
uses the Donsker-Varadhan representation of the Kullback-Leibler divergence
DKL (p(x, z) ‖ p(x)p(z)) which can be maximized via a gradient-based method.
Similarly, CPC [83] proposes an objective function based on the NCE method
which consists in finding the data sample from a set of data samples that corre-
sponds to a given data representation. Maximizing the CPC objective function
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is equivalent to maximizing a lower bound on the Kullback-Leibler divergence.
CPC achieves a similar performance compared to MINE while being more stable
for other tasks. Differently, DIM [44] proposes to minimize the Jensen-Shannon
divergence DJS (p(x, z) ‖ p(x)p(z)). The Jensen-Shannon divergence is more
stable during training and the main idea is to move the distribution p(x, z) away
from the distribution p(x)p(z) rather than computing mutual information ex-
actly. Motivated by the WGAN model [2], WPD [84] proposes to maximize the
Wasserstein divergence DW (p(x, z) ‖ p(x)p(z)) which offers several advantages
in comparison with the Kullback-Leibler divergence. Interestingly, a similar es-
timator of mutual information to CPC is derived including negative samples. In
Table 4.1, we present a summary of the unsupervised models covered in this the-
sis displaying the unsupervised learning task, the objective function to optimize
and the main goal.
While in the previous chapters we examined the state-of-the-art models
based on GANs and VAEs, we focus on the mutual information maximiza-
tion principle to learn disentangled representations in the following chapters. In
particular, we will make use of the DIM framework [44]. There are many rea-
sons that justify this choice. First, our experiments suggest that MINE suffers
from training instability and unfortunately we only succeeded to make it work
in a 1-D toy problem. Secondly, the DIM framework is easy to implement and
we succeeded in learning useful data representations on the MNIST [63] and
CIFAR-10 [60] datasets. Thirdly, CPC needs a large number of negative sam-
ples to achieve a tight lower bound on the Kullback-Leibler divergence requiring
more computing power. Finally, we did not make use of WPD since it is a very
recent work that has been accepted to NeurIPS in 2019 without giving us time
to incorporate it in our work. We think WPD is a promising model to investi-
gate for future work due to the success of using the Wasserstein divergence in
generative models.
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Model Task Objective Goalfunction
VAE Image Minimize Learn pθ(x)reconstruction DKL (p(x) ‖ pθ(x))
NCE Contrasting Maximize Learn pθ(x)with noise Lclass (pθ(x), p(n))
GAN Image Minimize Learn Gθ(z)generation DJS (p(x) ‖ pθ(x))
WGAN Image Minimize Learn Gθ(z)generation DW (p(x) ‖ pθ(x))
MINE
Mutual Maximize












Learn Eψ(x)information DW (p(x, z) ‖ p(x)p(z))
maximization
Table 4.1: Summary of unsupervised learning algorithms.





In the previous chapters, we investigated the benefits of learning disentangled
representations in a weakly-supervised manner. In particular, we explored the
use of reconstructive and generative models on satellite data in order to learn
spatio-temporal representations of time series. Our experiments suggested that
disentangled representations are indeed useful to perform other tasks such as
image classification, image segmentation or change detection.
Nevertheless, we identified some drawbacks when using the image-to-image
translation approach to learn disentangled representations. First, training a
GAN-based model requires more work in finding the right set of hyperparam-
eters to make the model converge. Using an adversarial loss makes the model
significantly more sensitive to the hyperparameter choice [49]. Secondly, when
dealing with complex data instead of learning from toy datasets, the image
reconstruction goal forces the dimensionality of the data representation to be
increased creating a data representation as large as the input data [29]. Thirdly,
it is not clear how effective models based on image reconstruction and image
generation are. Since the objective function is mainly defined in the image do-
main, decoders could learn to ignore the information leakage between the shared
and the exclusive representations. Finally, the image-to-image translation task
is a pretext task to train the encoders for feature extraction. Once the model
training is completed, decoders are useless when the main goal is learning rep-
resentations. Furthermore, decoders are typically implemented as deep neural
networks involving a complex architecture that increases the training time.
Based on the recent success of the Infomax principle [65] for representa-
tion learning [5, 44, 83], in this chapter, we propose a model based on mutual
information estimation without relying on image reconstruction or image gen-
eration, i.e. without the need for decoders. Mutual information maximization
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is performed to capture the attributes of data in the shared and exclusive rep-
resentations while we minimize the mutual information between the shared and
exclusive representations in an adversarial manner to enforce representation dis-
entanglement. The proposed model is first validated on toy datasets commonly
used by the deep learning community to provide quantitative results. Then,
we explore the use of our model on satellite data. Our experiments show that
our model outperforms the state-of-the-art models based on reconstructive and
generative approaches in representation disentanglement. The findings of our
research have been published in a paper accepted to ECCV 2020.
[101] Eduardo Hugo Sanchez, Mathieu Serrurier, and Mathias Ortner. Learning
disentangled representations via mutual information estimation. In Proceedings
of the European Conference on Computer Vision (ECCV), 2020.
5.1 Introduction
Unsupervised learning algorithms have been proposed to learn useful data rep-
resentations for downstream tasks. For instance, methods based on deep neu-
ral networks have been proposed using autoencoder approaches [57, 41, 55] or
generative models [2, 22, 32, 62, 75, 90]. Nevertheless, learning from high-
dimensional data can be challenging. Autoencoders present difficulties to deal
with multimodal data distributions and generative models rely on computa-
tionally demanding models [29, 52, 85] which are particularly complicated to
train.
As seen in Chapter 4, recent work has focused on mutual information esti-
mation and maximization to perform representation learning [5, 44, 83, 84]. As
mutual information maximization is shown to be effective to capture the salient
attributes of data, another desirable property is to be able to disentangle these
attributes. For instance, it could be useful to remove some attributes of data
that are not relevant for a given task such as illumination conditions in object
recognition.
Using the same setting described in Section 2.3, we are interested in learning
representations of data that shares some attributes. Learning a representation
that separates the common data attributes from the remaining data attributes
could be useful in multiple situations. For example, capturing the common
information from multiple face images could be advantageous to perform pose-
invariant face recognition [108]. As previously explained, learning representa-
tions containing the common information across satellite image time series is
useful for image classification and segmentation [99].
In this chapter, we propose a method to learn disentangled representations
based on mutual information estimation. Given an image pair (typically from
different domains), we aim to disentangle the representation of these images
into two parts: a shared representation that captures the common information
between images and an exclusive representation that contains the specific in-
formation of each image. An example is shown in Figure 5.1. To capture the
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Image domain Representation disentanglement
Image x1 Image x2 Shared information: Exclusive information: Exclusive information:
Digit number Background color Digit color
Figure 5.1: Representation disentanglement example. Given images x1 and
x2 on the left, our model aims to learn a representation space where the image
information is split into the shared information (digit number) and the exclusive
information (background/digit color) on the right.
common information, we propose a novel method called crossed mutual infor-
mation estimation and maximization. Additionally, we propose an adversarial
objective to minimize the mutual information between the shared and exclusive
representations in order to achieve better representation disentanglement. The
following contributions are made in this work:
• Based on mutual information estimation (see Section 5.3), we propose
a method to learn disentangled representations without relying on more
costly image reconstruction or image generation models.
• In Section 5.4, we present a novel training procedure which is divided
into two stages. First, the shared representation is learned via crossed
mutual information estimation and maximization. Secondly, mutual in-
formation maximization is performed to learn the exclusive representation
while minimizing the mutual information between the shared and exclu-
sive representations. We introduce an adversarial objective to minimize
the mutual information as the method based on statistics networks de-
scribed in Section 5.3 is not suitable for this purpose.
• In Section 5.5, we perform several experiments on two synthetic datasets:
a) colored-MNIST [63]; b) 3D Shapes [11] and two real datasets: c) IAM
Handwriting [76]; d) Sentinel-2 [99]. We show that the obtained represen-
tations are useful at image classification and image retrieval outperforming
the state-of-the-art models based on VAE/GAN approaches in represen-
tation disentanglement. We perform an ablation study to analyze the
components of our model. We also show the effectiveness of the proposed
adversarial objective in representation disentanglement via a sensitivity
analysis. In Section 5.6, we show the conclusions of our work.
5.2 Related work
Generative adversarial networks (GANs) The GAN model [32] can be
thought of as an adversarial game between two players: the generator and the
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discriminator. In this setting, the generator aims to produce samples that look
like drawn from the data distribution p(x) while the discriminator receives sam-
ples from the generator and the dataset to determine their source (dataset sam-
ples from p(x) or generated samples from pgen(x)). The generator is trained
to fool the discriminator by learning a distribution pgen(x) that converges to
pgen(x). Here we propose a new application of adversarial training on the rep-
resentation domain rather than on the image domain similar to the objective
function proposed by Brakel and Bengio [9].
Mutual information (MI) Recent work has focused on mutual informa-
tion estimation and maximization as a means to perform representation learn-
ing. Since the mutual information is notoriously hard to compute for high-
dimensional variables, some estimators based on deep neural networks have
been proposed. As shown in Chapter 4, Belghazi et al. [5] propose a mutual
information estimator which is based on the Donsker-Varadhan representation
of the Kullback-Leibler divergence. Instead, Hjelm et al. [44] propose an ob-
jective function based on the Jensen-Shannon divergence called Deep InfoMax.
Similarly, Ozair et al. [84] use the Wasserstein divergence. Interestingly, mutual
information maximization based methods learn data representations without
training decoders that go back into the image domain which is the prevalent
paradigm in representation learning.
Representation disentanglement Disentangling data attributes can be use-
ful for several tasks that require knowledge about these attributes. Creating
data representations where each dimension is independent and corresponds to a
particular attribute have been proposed using VAE variants [41, 12, 61, 16, 55]
and GAN-based models [17]. As seen in Chapter 2, another definition of dis-
entangled representation is presented by the models [77, 105, 8, 19, 15, 49, 29]
where the goal is to separate the content and the style of paired images. For
instance, consider a collection of data grouped by a shared attribute (e.g. face
images grouped by identity). These models aim to create a representation do-
main that captures the shared information (e.g. identity) and the exclusive
information (e.g. pose) separately. In contrast to models requiring some su-
pervision to perform disentanglement [121, 66, 46], weakly-supervised learning
models have been developed to reduce data labeling cost. In order to disentangle
the content and the style, Mathieu et al. [77] propose to use triplets of images
combining the VAE and GAN approaches. Jha et al. [49] use a cycle-consistency
constraint combined with the VAE framework without using adversarial train-
ing. Bouchacourt et al. [8] extend the VAE framework for grouped observations.
More related to our work, Gonzalez-Garcia et al. [29] have recently proposed a
model based on VAE-GAN image translators, cross-domain autoencoders and
gradient reversal layers [28] to disentangle the attributes of paired images into
shared and exclusive representations. A similar approach is proposed by Sanchez
et al. [99] to separate the spatial and temporal information of image time series.
As can be observed, all these models perform representation disentanglement
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using a generative or reconstructive model or a combination of both models.
In this work, we aim to learn disentangled representations of paired data
by splitting the representation into a shared part and an exclusive part. We
propose a model based on mutual information estimation to perform represen-
tation learning using the method developed by Hjelm et al. [44] rather than
using generative or autoencoding models. Additionally, we introduce an ad-
versarial objective [32] to disentangle the information contained in the shared
and exclusive representations which is more effective than the gradient reversal
layers [28]. We compare our model with the models proposed by Jha et al. [49]
and Gonzalez-Garcia et al. [29] on the synthetic datasets and the generative
models [57, 99] on the real datasets. We show that we achieve better results in
representation disentanglement.
5.3 Mutual information
As described in Chapter 4, mutual information estimation and maximization can
be used for representation learning. The main idea is to train an encoder that
creates a data representation containing as much information as the encoder’s
input. In particular, we focus on the approach proposed by Hjelm et al. [44]
since it is a simple yet very useful and stable method.
Hjelm et al. [44] estimate and maximize the mutual information between an
image x ∈ X and its data representation z ∈ Z which is extracted via an encoder
Eψ : X → Z, i.e. z = Eψ(x) as shown in Equation 4.11. This framework can
be extended to maximize the mutual information between an image x and the
data representation z̃ extracted from an image x̃ that shares some factors of
variation with the image x. Equation 5.1 displays the extended global mutual
information objective where the images x and x̃ share some information while
the image x̂ is a completely different image that has no information in common
with the images x and x̃. The statistics network Tθ : X × Z → R is defined by
a deep neural network of parameters θ.












Similarly, the local mutual information objective displayed in Equation 4.12
can be extended as follows where the statistics network Tφ : X × Z → R is
defined by a deep neural network of parameters φ.
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Cshψ1(x1) and s1 are recovered from the
shared representation learning stage



















Figure 5.2: Model overview. a) First, the shared representation is learned. Im-
ages x1 and x2 are passed through the shared representation encoders to extract
the representations s1 and s2. The statistics networks maximize the mutual in-
formation between the image x1 and the representation s2 (and between x2 and
s1); b) Then, the exclusive representation is learned. The image x1 is passed
through the exclusive representation encoder to obtain the representation e1.
The statistics networks maximize the mutual information between the image
x1 and its representation r1 = [s1, e1] while the discriminator minimize the
mutual information between representations s1 and e1. The same operation is
performed to learn e2. Best viewed in color and zoom-in.
5.4 Method
Let x1 and x2 be two images belonging to the domains X1 and X2 respectively.
Let r1 ∈ R1 and r2 ∈ R2 be the corresponding representations for each image.
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The representation is split into two parts: the shared representations s1 and s2
which contain the common information between the images x1 and x2 and the
exclusive representations e1 and e2 which contain the specific information of each
image. Therefore the representation of image x1 can be written as r1=[s1, e1].
Similarly, we can write r2=[s2, e2] for image x2. For instance, let us consider
the images shown in Figure 5.1. In this case, the shared representations s1 and
s2 contain the digit number information while the exclusive representations e1
and e2 correspond to the background and digit color information.
To address this representation disentanglement, we propose a training proce-
dure which is split into two stages. We think that a natural way to learn these
disentangled representations can be done via an incremental approach. The
first stage learns the common information between images and creates a shared
representation as described in Section 5.4.1. Knowing the common information,
it is easy then to identify the specific information of each image. Therefore,
using this learned shared representation, a second stage is performed to learn
the exclusive representation which captures the remaining information that is
missing in the shared representation as described in Section 5.4.2. The model
overview is shown in Figure 5.2.
5.4.1 Shared representation learning
Let Eshψ1 : X1 → S1 and Eshψ2 : X2 → S2 be the encoders to extract the shared
representations s1 and s2 from images x1 and x2, respectively. We estimate
and maximize the mutual information between the images and their shared
representations via Equations 5.1 and 5.2 using the global statistics networks
T shθ1 and T
sh
θ2
and the local statistics networks T shφ1 and T
sh
φ2
. In contrast to Deep
InfoMax [44], to enforce to learn only the common information between images
x1 and x2, we swap the shared representations to compute the crossed mutual
information as shown in Equation 5.3 where global and local mutual information
terms are weighted by constant coefficients αsh and βsh. Swapping the shared
representations is a key element of the proposed method as it enforces to remove
the exclusive information of each image as shown in Section 5.5.3.








Additionally, images x1 and x2 must have identical shared representations,
i.e. s1 = s2. A simple solution is to minimize the L1 distance between their
shared representations as follows
L1 = Ex1,x2∼p(x1,x2) [|s1 − s2|] (5.4)
The objective function to learn the shared representations is a linear com-
bination of the previous terms as shown in Equation 5.5, where γ is a constant
coefficient. The training procedure is summarized in Algorithm 2.
max
{ψ,θ,φ}1,2
Lshared = LshMI − γL1 (5.5)
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5.4.2 Exclusive representation learning
So far, our model is able to extract the shared representations s1 and s2. Let
Eexω1 : X1 → E1 and Eexω2 : X2 → E2 be the encoders to extract the exclusive
representations e1 and e2 from images x1 and x2, respectively. To learn these
representations, we estimate and maximize the mutual information between
the image x1 and its corresponding representation r1 which is composed of
the shared and exclusive representations, i.e. r1=[s1, e1]. The same operation is
performed between the image x2 and r2=[s2, e2] as shown in Equation 5.6 where
αex and βex are constant coefficients. Mutual information is computed by the
global statistics networks T exθ1 and T
ex
θ2
and the local statistics networks T exφ1 and
T exφ2 . Since the shared representation remains fixed, we enforce the exclusive
representation to include the information which is specific to the image and is
not captured by the shared representation.








On the other hand, the representation e1 must not contain information cap-
tured by the representation s1 when maximizing the mutual information be-
tween x1 and r1. Therefore, the mutual information between e1 and s1 must be
minimized. While mutual information estimation and maximization via Equa-
tions 5.1 and 5.2 works well, using statistics networks fails to converge when
performing mutual information estimation and minimization. It is straightfor-
ward to see that minimizing Equation 5.1 makes the statistics networks diverge.
Therefore, we propose to minimize the mutual information between s1 and
e1 (i.e. I(s1; e1)) via a different implementation of Equation 5.1 using an adver-
sarial objective [32] as shown in Equation 5.7. Minimizing I(s1; e1) is equivalent
to minimizing DJS (p(s1, e1) ‖ p(s1)p(e1)) which can be achieved in an adver-
sarial manner. Therefore, a discriminator Dρ1 defined by a neural network of
parameters ρ1 is trained to classify representations drawn from p(s1, e1) as fake
samples and representations drawn from p(s1)p(e1) as real samples.
Samples from p(s1, e1) are obtained by passing the image x1 through the
encoders Eshψ1 and E
ex
ω1 to extract the representation pair (s1, e1). Samples from
p(s1)p(e1) are obtained by shuffling the exclusive representations of a batch of
samples from p(s1, e1). The encoder Eexω1 strives to generate an exclusive repre-
sentations e1 that combined with the shared representation s1 looks like drawn
from p(s1)p(e1). By minimizing Equation 5.7, we minimize the Jensen-Shannon
divergence DJS (p(s1, e1) ‖ p(s1)p(e1)). Thus, the mutual information between
e1 and s1 is minimized. A similar procedure to generate samples of the product
of the marginal distributions from samples of the joint probability distribution
is proposed by Brakel and Bengio [9], Kim and Mnih [55]. In these models, an
adversarial objective is used to make each dimension independent of the remain-
ing dimensions of the representation. Instead, we use an adversarial objective
to make the dimensions of the shared part independent of the dimensions of the
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Algorithm 2 Training algorithm (shared representation).











2: for k = 1; k = k + 1; k < number of iterations do
3: Sample a batch of C paired images X = {(x(1)1 , x
(1)





4: Create a batch of C unpaired images X̃ by shuffling the x2 dimension
5: of the batch X.





















































































































where the softplus function is defined by sp(x) = (1+ex)














LX1adv = Es1,e1∼p(s1)p(e1) [logDρ1(s1, e1)]
+ Es1,e1∼p(s1,e1) [log (1−Dρ1(s1, e1))]
(5.7)
Equation 5.8 shows the objective function to learn the exclusive representa-
tion which is a linear combination of the previous terms where λadv is a constant





Lex = LexMI − λadv(LX1adv + LX2adv) (5.8)
5.4.3 Implementation details
Concerning the model architecture, we use DCGAN-like encoders [90], statistics
networks used by Deep InfoMax [44] and a discriminator defined by a fully-
connected network with 3 layers. Every network is trained from scratch using
batches of 64 image pairs. We use Adam optimizer with a learning rate value
of 0.0001. Concerning the loss coefficients, we use αsh = αex = 0.5, βsh =
βex = 1.0, γ = 0.1. The coefficient λadv is analyzed in Section 5.5.3. The
training algorithm is executed on a NVIDIA Tesla P100. More details about
the architecture, hyperparameters and optimizer are provided in Appendix.
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Algorithm 3 Training algorithm (exclusive representation).














3: for k = 1; k = k + 1; k < number of iterations do
4: Sample a batch of C paired images X = {(x(1)1 , x
(1)





5: Create a batch of C unpaired images X̃ by shuffling the x2 dimension of
6: of the batch X.
7: Create a batch of C images X̂ by shuffling the x1 images.



























































































































































































where the softplus function is defined by sp(x) = (1+ex)










2 by gradient ascent
10: of L(k) and ρ(k+1)1 , ρ
(k+1)




We report the results of several experiments on two synthetic datasets to com-
pare our model with the state-of-the-art models for representation disentangle-
ment: a) colored-MNIST [63]; b) 3D Shapes [11]. Moreover, we investigate
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Image x1 Image x2
(a)
Image x1 Image x2
(b)
Image x1 Image x2
(c)
Image x1 Image x2
(d)
Figure 5.3: Image pair samples (best viewed in color). (a) Colored-MNIST; (b)
3D Shapes; (c) IAM; (d) Sentinel-2.
how our model performs on two real datasets where the state-of-the-art models
present some difficulties: c) IAM Handwriting [76]; d) Sentinel-2 [99].
Colored-MNIST Similarly to Gonzalez-Garcia et al. [29], we use a colored
version of the MNIST dataset [63]. The colored background MNIST dataset
(MNIST-CB) is generated by modifying the color of the background and the
colored digit MNIST dataset (MNIST-CD) is generated by modifying the digit
color. The background and digit colors are randomly selected from a set of
12 colors. Two images with the same digit are sampled from MNIST-CB and
MNIST-CD to create an image pair.
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3D Shapes The 3D Shapes dataset [11] is composed of 480000 images of
64×64×3 pixels. Each image corresponds to a 3D object in a room with six
factors of variation: floor color, wall color, object color, object scale, object
shape and scene orientation. These factors of variation have 10, 10, 10, 8, 4 and
15 possible values respectively. We create a new dataset which consists of image
pairs where the object scale, object shape and scene orientation are the same
for both images while the floor color, wall color and object color are randomly
selected.
IAM The IAM dataset [76] is composed of forms of handwritten English text.
Words contained in the forms are isolated and labeled which can be used to train
models to perform handwritten text recognition or writer identification. To train
our model we select a subset of 6711 images of 64×256×1 pixels corresponding
to the top 50 writers. Our dataset is composed of image pairs where both images
correspond to words written by the same person.
Sentinel-2 In Section 3.4.1, we created a 100GB dataset composed of satellite
image time series by selecting several regions of interest on the Earth’s surface.
We sample image pairs from this dataset. Image pairs are created by selecting
images of 64×64×4 pixels from the same region but acquired at different times.
Further details about the dataset creation can be found in Appendix. Some
dataset image examples are shown in Figure 5.3. For all the datasets, we train
our model to learn a shared representation of size 64. An exclusive represen-
tation of size 8, 64 and 64 is respectively learned for the colored-MNIST, 3D
Shapes and IAM datasets. During training, when data comes from a single
domain the number of networks involved can be halved by sharing weights (
i.e. ψ1=ψ2, θ1=θ2, etc). For example, the reported results for the 3D Shapes,
Sentinel-2 and IAM datasets are obtained using 3 networks (shared representa-
tion encoder, global and local statistics networks) to learn the shared represen-
tation and 4 networks (discriminator, exclusive representation encoder, global
and local statistics networks) to learn the exclusive representation.
5.5.2 Representation disentanglement evaluation
To evaluate the learned representations, we perform several classification ex-
periments. A classifier trained on the shared representation should be good for
classifying the shared attributes of the image as the shared representation only
contains the common information while it should achieve a performance close
to random for classifying the exclusive attributes of the image. An analogous
case occurs when performing classification using the exclusive representation.
We use a simple architecture composed of 2 hidden fully-connected layers of few
neurons to implement the classifier. More details can be found in Appendix.
In the colored-MNIST dataset case, a classifier trained on the shared rep-
resentation must perform well at digit number classification while the accuracy
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Table 5.1: Background color and digit
number accuracy using the shared rep-
resentation s1 and the exclusive repre-
sentation e1 for classification.
Feature Background Digit Distancecolor number to ideal
Ideal s1 8.33% 100.00% 0.0000
s1 (ours) 8.22% 94.48% 0.0563
s1 ([29]) 99.56% 95.42% 0.9581
s1 ([49]) 97.45% 88.15% 1.0097
Ideal e1 100.00% 10.00% 0.0000
e1 (ours) 99.99% 13.20% 0.0321
e1 ([29]) 99.99% 71.63% 0.6164
e1 ([49]) 95.83% 21.90% 0.1607
Table 5.2: Digit color and number
accuracy using the shared represen-
tation s2 and the exclusive represen-
tations e2 for classification.
Feature Digit Digit Distancecolor number to ideal
Ideal s2 8.33% 100.00% 0.0000
s2 (ours) 8.83% 94.27% 0.0623
s2 ([29]) 29.81% 95.06% 0.2641
s2 ([49]) 8.62% 88.15% 0.1214
Ideal e2 100.00% 10.00% 0.0000
e2 (ours) 99.92% 13.75% 0.0383
e2 ([29]) 99.83% 74.54% 0.6471
e2 ([49]) 8.46% 21.90% 1.0304
must be close to 8.33% (random decision between 12 colors) at background/digit
color classification since no exclusive information is included in the shared rep-
resentation. Similarly, using the exclusive representations to train a classifier,
we expect the classifier to predict correctly the background/digit color while
achieving a digit number accuracy close to 10% (random decision between 10
digits) as the exclusive representations contains no digit number information.
Results are shown in Tables 5.1 and 5.2. We note that the learned representa-
tions learned by our model achieve the expected behavior. The same experiment
is performed using the learned representations from the 3D Shapes dataset. A
classifier trained on the shared representation must correctly classify the object
scale, object shape and scene orientation while the accuracy must be close to
random for the floor, wall and object colors (10%, random decision between
10 colors). Differently, a classifier trained on the exclusive representation must
correctly classify the floor, wall and object colors while it must achieve a per-
formance close to random to classify the object scale (12.50%, random decision
between 8 scales), object shape (25%, random decision between 4 shapes) and
scene orientation (6.66%, random decision between 15 orientations). Accuracy
results using the shared and exclusive representations are shown in Table 5.3.
Table 5.3: Accuracy on the 3D Shapes factors of variation using the disentangled
representations s1 and e1 for classification.
Feature Floor Wall Object Object Object Scene Distancecolor color color scale shape orientation to ideal
Ideal s1 10.00% 10.00% 10.00% 100.00% 100.00% 100.00% 0.0000
s1 (ours) 9.96% 10.08% 9.95% 99.99% 99.99% 99.99% 0.0020
s1 ([29]) 99.92% 99.81% 96.67% 99.99% 99.99% 99.99% 2.6643
s1 ([49]) 95.80% 98.30% 93.07% 97.77% 99.78% 97.39% 2.6223
Ideal e1 100.00% 100.00% 100.00% 12.50% 25.00% 6.66% 0.0000
e1 (ours) 95.10% 99.79% 96.17% 17.25% 30.73% 6.79% 0.1955
e1 ([29]) 99.99% 99.99% 99.94% 99.06% 99.98% 99.81% 2.5477
e1 ([49]) 99.43% 99.72% 99.28% 43.30% 63.65% 20.99% 0.8535
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Table 5.4: Writer and word accuracy.
Feature Writer Word
Ideal feature s1 100.00% ∼ 1.00%
Ideal feature e1 ∼ 2.00% 100.00%
Feature s1 (ours) 61.64% 9.94%
Feature e1 (ours) 10.80% 20.88%
Feature fX ([57]) 13.77% 20.30%
For the colored-MNIST and 3D Shapes datasets, we compare our represen-
tations to the representations obtained from the models proposed by Jha et al.
[49] and Gonzalez-Garcia et al. [29] using their code. In their models, even
though the exclusive factors at image generation are controlled by the exclusive
representation, the classification experiment shows that representation disen-
tanglement is not correctly performed as the shared representation contains
exclusive information and vice versa.
In all the cases, the representations of our model are much closer in terms
of accuracy to the ideal disentangled representations than the representations
from the state-of-the-art models [49, 29]. We compute the distance to the ideal
representation as the L1 distance between the accuracies on data attributes. As
representations obtained from generative models are determined by an objec-
tive function defined in the image domain, disentanglement constraints are not
explicitly defined in the representation domain. Therefore, representation disen-
tanglement is deficiently achieved in generative models. Moreover, our model is
less computationally demanding as it does not require decoders to go back into
the image domain. Training our model on the colored-MNIST dataset takes
20 min/epoch while the model proposed by Gonzalez-Garcia et al. [29] takes
115 min/epoch. Additionally, our mutual information approach is more stable
during training without requiring excessive hyperparameter tuning as models
based on image generation need.
For the IAM dataset, as the shared representation must capture the writer
style, it must be useful to perform writer recognition while the exclusive repre-
sentation must be useful to perform word classification. Accuracy results based
on these representations can be seen in Table 5.4. Reasonable results are ob-
tained at writer recognition while less satisfactory results are obtained at word
classification as it is a more difficult task. To provide a comparison, we use the
data representation of size 128 learned by the VAE [57] model (as the models
proposed by Jha et al. [49] and Gonzalez-Garcia et al. [29] fail to converge) to
train a classifier for the mentioned classification tasks. Table 5.4 shows that the
shared representation outperforms the VAE representation for writer recogni-
tion and the exclusive representation achieves a similar performance for word
classification.
Additionally, we perform image retrieval experiments using the learned rep-
resentations. In the colored-MNIST dataset, using the shared representation
of a query image retrieves images containing the same digit independently of
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Table 5.5: Writer and word accuracy using N nearest neighbors.
Feature Writer Word
Feature s1 (N = 1) 62.65% 15.78%
Feature s1 (N = 5) 64.06% 12.96%
Feature e1 (N = 1) 19.68% 19.84%
Feature e1 (N = 5) 16.87% 19.69%
Table 5.6: MNIST ablation study. Ac-
curacy using the representation s1.
Model Background Digit Distancecolor number to ideal
Ideal s1 8.33% 100.00% 0.0000
Baseline 8.22% 94.48% 0.0563
Non-SSR 99.99% 89.57% 1.0209
γ = 0 8.49% 92.36% 0.0780
αsh = 0 11.11% 94.83% 0.0795
βsh = 0 8.51% 80.59% 0.1958
Table 5.7: IAM ablation study. Ac-
curacy using the representation s1.
Model Word Writer Distanceto ideal
Ideal s1 ∼ 1.00% 100.00% 0.0000
Baseline 9.94% 61.64% 0.4730
Non-SSR 20.88% 58.94% 0.6094
γ = 0 10.51% 55.39% 0.5412
αsh = 0 11.36% 61.50% 0.4886
βsh = 0 13.63% 50.28% 0.6235
the background/digit color. In contrast, using the exclusive representation of a
query image retrieves images corresponding to the same background/digit color
independently of the digit number. A similar case occurs for the 3D Shapes
dataset. In the IAM dataset, using the shared representations retrieves words
written by the same person or similar style. While using the exclusive represen-
tation seems to retrieve images corresponding to the same word. Some image
retrieval examples using the shared and exclusive representations are shown in
Figure 5.4. As image retrieval is useful for clustering attributes, we also per-
form writer and word recognition on the IAM dataset using N ∈ {1, 5} nearest
neighbors based on the disentangled representations. We achieve similar results
to those obtained using a neural network classifier as shown in Table 5.5.
5.5.3 Analysis of the objective function
Ablation study
To evaluate the contribution of each element of the model during the shared
representation learning, we remove it and observe the impact on the classifica-
tion accuracy on the data attributes. As described in Section 5.4.3, our baseline
setting is the following: αsh = 0.5, βsh = 1.0, γ = 0.1 and swapped shared rep-
resentations s1/s2 (SSR). We perform the ablation study and show the results
for the colored-MNIST, IAM datasets and 3D Shapes in Tables 5.6, 5.7 and 5.8,
respectively. Swapping the shared representations plays a crucial role in rep-
resentation disentanglement avoiding these representations to capture exclusive
information. When the shared representations are not swapped (non-SSR), the
accuracy on exclusive attributes considerably increases meaning the presence of
exclusive information in the shared representations. Removing the L1 distance
















Figure 5.4: Image retrieval on the colored-MNIST, 3D Shapes and IAM datasets
(best viewed in color and zoom-in). Retrieved images using the shared repre-
sentations (on the top) and the exclusive representations (on the bottom).
between s1 and s2 (γ = 0) slightly reduces the accuracy on shared attributes.
Removing the global mutual information term (αsh = 0) slightly increases the
presence of exclusive information in the shared representation. Finally, using the
local mutual information term is important to capture the shared information as
the accuracy on shared attributes considerably decreases when setting βsh = 0.
Similar results are obtained by setting αex = 0 or βex = 0 during the exclusive
representation learning. In general, all loss terms lead to an improvement in
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Table 5.8: 3D Shapes ablation study. Accuracy using the representation s1.
Model Floor Wall Object Object Object Scene Distancecolor color color scale shape Orientation to ideal
Ideal s1 10.00% 10.00% 10.00% 100.00% 100.00% 100.00% 0.0000
Baseline 9.96% 10.08% 9.95% 99.99% 99.99% 99.99% 0.0020
Non-SSR 93.09% 99.66% 95.89% 45.65% 59.55% 29.34% 4.2410
γ = 0 10.75% 13.21% 12.53% 99.95% 99.99% 99.99% 0.0656
αsh = 0 10.06% 10.14% 10.56% 99.95% 99.99% 99.99% 0.0083
βsh = 0 9.97% 10.32% 9.99% 98.99% 98.98% 99.84% 0.0255
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Figure 5.5: Different values of λadv are used to learn the exclusive representation.
Results are plotted in terms of factor accuracy as a function of λadv. Solid
curves correspond to the obtained values and dotted curves correspond to the
expected behavior of an ideal exclusive representation (best viewed in color).
(a) Colored-MNIST; (b) 3D Shapes; (c) IAM datasets.
representation disentanglement.
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Sensitivity analysis
As the parameter λadv weights the term that minimizes the mutual informa-
tion between the shared and exclusive representations, we empirically investi-
gate the impact of this parameter on the information captured by the exclu-
sive representation. In order to train our model, we use different values of
λadv ∈ {0.0, 0.005, 0.010, 0.025, 0.05}. Then, exclusive representations are used
to perform classification on the attributes of data. Results in terms of accuracy
as a function of λadv are shown in Figure 5.5. For λadv = 0.0 no representation
disentanglement is performed, then the exclusive representation contains shared
information and achieves a classification performance higher than random for
the shared attributes of data. While increasing the value of λadv the exclu-
sive representation behavior (solid curves) converges to the expected behavior
(dotted curves). However, values higher than 0.025 decrease the performance
classification on exclusive attributes of data.
5.5.4 Satellite applications
We show that our model is particularly useful when large amounts of unlabeled
data are available and labels are scarce as in the case of satellite data. We train
our model to learn the shared representations of our Sentinel-2 dataset which
contains 100GB of unlabeled data.
In order to evaluate the shared representations of our model, we perform
a classification experiment using the same setting shown in Section 3.4.4. A
classifier is trained on the EuroSAT dataset [39] (i.e. 27000 Sentinel-2 images
of size 64 × 64 × 4 labeled in 10 classes) using the shared representation as
input. Using the shared representation makes the classifier robust to time-
related conditions (seasonal changes, atmospheric conditions, etc.). We compare
our performance with the accuracy achieved by using the representations from
the VAE [57] and BicycleGAN [127] models as well as the shared representation
from the model described in the previous chapter [99]. It is worth noticing that
the dimensionality of the representations based on reconstructive or generative
models are much larger than the dimensionality of our shared representation.
For instance, the models [127, 99] are trained using a representation of size
8 × 8 × 512 while our model outputs a shared representation of size 64. To
provide a fair comparison, we perform image classification using our shared
representation s1 of size 64 and the output from the previous layer s−11 which
has a size of 5 × 5 × 512. As shown in Table 5.9, our model outperforms all
the generative models. Additionally, we report the confusion matrix using the
feature map s−11 as input in Table 5.10.
Besides, we perform image retrieval to analyze whether the shared represen-
tation contains information about the geographical location of the image. We
use the same setting described in Section 3.4.3 using the L1 distance between
shared representations as metric. Figure 5.6 displays the query image, the tar-
get image which corresponds to the same location where the query image is
extracted from and the nearest neighbours in terms of the L1 distance. As can
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Sanchez et al. [99] 92.38%
s1 (ours) 80.11%
s−11 (ours) 93.11%
Table 5.10: Confusion matrix based on the shared representation for image
classification. Annual crop:0, Forest:1, Herbaceous:2, Highway:3, Industrial:4,
Pasture:5, Permanent crop:6, Residential:7, River:8, Sea/Lake:9.
0 1 2 3 4 5 6 7 8 9
0 0.94 0.00 0.01 0.01 0.00 0.02 0.02 0.00 0.00 0.00
1 0.00 0.99 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00
2 0.00 0.01 0.89 0.00 0.00 0.01 0.07 0.00 0.00 0.00
3 0.02 0.00 0.02 0.88 0.01 0.01 0.03 0.01 0.03 0.00
4 0.00 0.00 0.01 0.01 0.97 0.00 0.00 0.01 0.00 0.00
5 0.01 0.01 0.04 0.01 0.00 0.91 0.02 0.00 0.00 0.00
6 0.04 0.00 0.11 0.02 0.01 0.02 0.80 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.98 0.00 0.00
8 0.00 0.00 0.01 0.05 0.00 0.00 0.00 0.00 0.93 0.00
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
be observed, the shared representation captures the factors of variation that al-
low to retrieve the geographical location in most of the cases. Furthermore, the
nearest neighbours belong to the same class and present similar characteristics.
As another interesting application, we found that Equation 5.1 could be used
to measure the similarity between the center pixels of image patches x1 and x2 in
terms of mutual information. Some examples are shown in Figures 5.7 and 5.8.
As observed, using this similarity measure we are able to distinguish the river,
urban regions and agricultural areas. We think this could be useful for further
applications such as unsupervised image segmentation and object detection.
126 CHAPTER 5. DISENTANGLING VIA MUTUAL INFORMATION
Query Target Nearest neighbors
Figure 5.6: Image retrieval on the Sentinel-2 dataset (best viewed in color and
zoom-in). Retrieved images using the shared representations.
1.00
0.00
Figure 5.7: Pixel similarity. The mutual information is computed between a




Figure 5.8: Pixel similarity. The mutual information is computed between a
given pixel (blue point) and the remaining image pixels via Equation 5.1.
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5.6 Conclusion
We have proposed a novel method to perform representation disentanglement
on paired images based on mutual information estimation using a two-stage
training procedure. We have extended the Deep InfoMax framework [44] to
create a shared representation that captures the common factors of variation
in an image pair by mutual information maximization. In order to capture
the remaining factors of variation without capturing the common factors of
variation, we have proposed an adversarial objective that minimizes the mutual
information between the shared and exclusive representations. In this chapter,
we have shown that a model based on binary classifiers (i.e. discriminators
and statistics networks) can be a powerful framework despite its simplicity to
perform representation disentanglement without relying on image generation or
image reconstruction.
Our experiments have shown that our model is less computationally demand-
ing and outperforms the state-of-the-art models [29, 49] to produce disentangled
representations. Additionally, we have performed an ablation study to demon-
strate the usefulness of the key elements of our model (swapped shared represen-
tations, local and global statistics networks) and their impact on representation
disentanglement. Furthermore, we have empirically proven the disentangling
capability of our model by analyzing the role of λadv during training. In addi-
tion to the toy datasets, we have also demonstrated the benefits of our model
on a challenging setting where large amounts of unlabeled paired data are avail-
able as in the Sentinel-2 case. We have shown that our model outperforms
the state-of-the-art models based on GANs and VAEs [57, 127, 99] in image
classification.
We have also shown that the crossed mutual information objective provides
a compelling tool to measure similarity between images which could be useful
for image segmentation or object detection in a weakly-supervised manner.
Finally, we think that an attractive avenue for further research consists in re-
placing the Deep InfoMax framework by the CPC and WPD methods described
in Chapter 4. Additionally, we think our model could be useful for image-to-
image translation models to constrain the representations to separate content
and style. One limitation of our current model is that the mapping from the
representation domain to the image domain is not learned and therefore some
applications are not possible such as image editing. We are interested in using
the mutual information based objective to regularize generative or reconstruc-






In the previous chapter, we presented a new framework to learn disentangled
representations using a mutual information estimator. Our experiments showed
the benefits of our model over models based on reconstructive and generative
approaches. In this chapter, we investigate one of the research directions men-
tioned in Section 5.6. Since the shared representation captures the common
information between two images, we propose to create a data representation
that only captures the class information between two images belonging to the
same category. Disentangling the class or category of an image from other fac-
tors of variation provides a powerful tool to perform image segmentation in a
weakly-supervised manner.
Recently several models have been developed to reduce the annotation ef-
fort which is required to perform semantic segmentation. Instead of learning
from pixel-level annotations, these models learn from cheaper annotations, e.g.
image-level labels, scribbles or bounding boxes. However, most of these models
cannot easily be adapted to new annotations e.g. new classes since it requires
retraining the model. In this chapter, we propose a similarity measure between
pixels based on a mutual information objective to determine whether these pix-
els belong to the same class. The mutual information objective is learned in a
fully unsupervised manner while the annotations (e.g. points or scribbles) are
only used during test time.
We report experimental results on the Potsdam and Sentinel-2 datasets to
provide two real world use cases where a large amount of unlabeled satellite
images is available but only a few pixels can be labeled. The findings of our
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research have been published in a paper accepted to ECML PKDD 2020.
[102] Eduardo Hugo Sanchez, Mathieu Serrurier, and Mathias Ortner. Mutual
information measure for image segmentation using few labels. In Proceedings of
the European Conference on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases (ECML PKDD), 2020.
6.1 Introduction
Most of the successful models for semantic segmentation rely on a supervised
learning approach [71]. Even though these models achieve remarkable results,
the effort of collecting carefully annotated data to train these models make them
impractical to use in many contexts. Generally, these models require a training
dataset composed of images with pixel-level annotations, e.g. a class label is
assigned to every pixel in the image. Labeling images is very time-consuming,
e.g. the reported time to segment a single image from the PASCAL VOC 2012
dataset is around 240 seconds [4]. Consider the particular case of satellite data,
many missions have been launched to observe the Earth producing massive
amounts of satellite images which are absolutely impossible to be annotated by
human operators. For example, each of the Sentinel-2 mission satellites [24] pro-
vides up to 1.6TB of images per day. Different methods have been developed to
reduce the need of carefully pixel-level annotations for large-scale data analysis.
These methods propose a weakly supervised approach for semantic segmenta-
tion where the required annotations are less tedious to obtain than pixel-level
annotations such as image-level annotations [51], points [4], scribbles [64] or
bounding boxes [54]. These annotations are included during the training stage
for learning semantic segmentation models. As a consequence, these models are
not easily adaptable to new annotations (e.g. to refine the segmentation results
or add new class labels) since retraining the models using these new annotations
is required. For this purpose, few-shot learning techniques for semantic segmen-
tation have been proposed by Xian et al. [120] but it still requires a significant
number of labeled samples from seen classes to perform well on unseen classes.
Additionally, these methods often produce suboptimal results without providing
the user with an interactive way to make corrections without the need to retrain
the model.
Recent work has focused on mutual information estimation and maximiza-
tion for learning representations in an unsupervised manner [5, 44, 83, 84]. The
main goal of these unsupervised approaches is to capture the most salient at-
tributes of data to perform downstream tasks using the learned representations.
Extensions of the previous models have been proposed using a self-supervised
approach to capture the shared attributes from multiple views of a common
context [3, 101, 107]. We think that designing a self-supervised task to learn
suitable representations for semantic segmentation is an appealing idea. In
particular, our work is inspired by these models proposed by Bachman et al.
[3], Hjelm et al. [44], Sanchez et al. [101] to learn a similarity measure without
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supervision.
In this work, we take a step forward and propose a model that performs
semantic segmentation by computing the similarity between pixels based on
a mutual information approach without requiring annotations during training.
Using an ideal similarity measure as distance metric, pixels belonging to the
same class are close and simultaneously distant from pixels belonging to other
classes. A very few pixel-level annotations are only used during test time. Our
model computes the mutual information similarity between labeled pixels and
unlabeled pixels and then performs a per-pixel nearest-neighbor search from the
set of labeled pixels to classify the unlabeled pixels.
Our model offers several advantages. First, there is no need to retrain our
model when new annotations are included since the similarity measure is learned
using an unsupervised learning approach. Second, our model requires a small
amount of annotated data which can be acquired in multiple formats e.g. points,
scribbles, bounding boxes. Third, we propose a simple neural network architec-
ture that achieves competitive semantic segmentation results while keeping a
reasonable processing time. The following contributions are made in this work:
• We propose a model that combines a similarity measure based on mutual
information between pixels using self-supervised techniques [3, 44, 101]
and a nearest-neighbor search to perform semantic segmentation.
• We show that excellent results can be achieved by labeling less than 0.75%
of the total number of pixels in an image.
• We present quantitative results for image segmentation on the Potsdam
dataset [27] outperforming the state-of-the-art weakly-supervised methods
and qualitative results on Sentinel-2 data [24] to show a real world use case.
• We analyze the impact of using multiple views via data augmentation tech-
niques [3] on the segmentation performance and we perform an ablation
study to evaluate the contribution of each element of the model.
6.2 Related work
Image segmentation Exceptional results have been achieved by fully super-
vised models on semantic segmentation [71]. To reduce the annotation effort
required by supervised learning settings, several methods have been proposed
which use cheaper annotations e.g. points [4], scribbles [64], image annota-
tions [51] or bounding boxes [54]. Labels provided by points or scribbles are
then propagated to unlabeled pixels during training [4, 64]. The main draw-
back is that these models are not easy to adapt to new annotations for refining
the segmentation results or adding new class labels as it requires retraining
the whole model. GrabCut [94] performs interactive image segmentation using
a bounding box to separate foreground and background. On the other hand,
Khoreva et al. [54] propose a semantic segmentation method requiring a costly
recursive training where bounding boxes are refined iteratively. Recent work
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has been presented by Xian et al. [120] to segment classes containing few labels
in the dataset. However, this method still requires many training examples from
the known classes to perform well on the unknown classes.
Self-supervised learning In contrast to the prevalent paradigm based on
generative or reconstructive models, recent work has been focused on mutual
information maximization for representation learning. These models maxi-
mize the mutual information between an input and its representation. Mu-
tual information is computed using different estimators based on the Kull-
back–Leibler [5], Jensen-Shannon [44], Wasserstein [84] divergences or noise-
contrastive estimation[83]. Interesting extensions of these mutual information
based frameworks have been presented to capture the common attributes from
paired images by Bachman et al. [3], Sanchez et al. [101], Tian et al. [107].
Learning representations that capture the most significant attributes of an im-
age from multiple views is useful for semantic segmentation.
Deep metric learning Measuring the similarity between pixels is a useful
tool for image segmentation since similar pixels under a given criterion belong to
the same class while dissimilar pixels belong to different classes. Generally, raw
pixels are mapped to a representation space by a deep neural network and then
similarity between pixels is computed in the representation domain [18, 26, 104].
For instance, Sun and Xu [104] propose a neural diffusion distance to perform
segmentation. However, it requires labeled data during training to be consistent
with a human criterion. For video segmentation, Chen et al. [18] propose a
metric based on the triplet loss [14] which is trained in a supervised manner.
In this chapter, we propose a model that performs image segmentation in
a weakly-supervised setting. The procedure is split into two stages. First, the
model learns a mapping from the pixel domain to a representation domain which
captures relevant attributes for image segmentation using a mutual information
based framework combining the approaches proposed by Bachman et al. [3],
Sanchez et al. [101]. Using this mapping, our model measures the similarity
between pixels in terms of mutual information. In contrast to the models [18, 26,
104], the similarity measure is learned in a fully unsupervised manner. Secondly,
our model computes the mutual information similarity between labeled pixels
provided by an operator and unlabeled pixels and then performs a per-pixel
nearest-neighbor search from the set of labeled pixels to propagate the labels to
unlabeled pixels. The labeled pixels are only used during test time instead of
training time like the models [4, 51, 54, 64].
6.3 Mutual information
As explained in Chapter 4, mutual information maximization and estimation is
used for representation learning. Briefly, the main idea consists in finding the
data representation within a set of data representations that corresponds to a
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given input. To do so, the model should choose the data representation that
contains the most information about the input. Furthermore, in Chapter 5,
we showed that a mutual information objective is indeed useful to disentangle
the common and exclusive factors of variation for paired images. In particu-
lar, we focus on learning the shared representation that captures the common
information in an image pair.
When learning a model to perform image segmentation, it would be highly
desirable to create a data representation that only captures the segmentation
class of a given pixel and its neighborhood while ignoring other factors of vari-
ation that are not relevant for image segmentation. In this chapter, we propose
to use the mutual information principle to distill the information about the
segmentation class of the images.
An encoder is trained to create a data representation that maximizes the
mutual information with the input image. In contrast, here we train an encoder
to create a data representation that is limited to learn the class segmentation
rather than the whole information about the input image. Based on the encour-
aging results reported in Chapter 5, we propose to learn a data representation
that maximizes the mutual information with two images belonging to the same
class using a similar setting shown in Section 5.4. Typically, the common infor-
mation between these images is the segmentation class which is captured in the
data representation. In the following section, we explain how to carry out this
disentanglement.
6.4 Method
In this work, we propose a model that combines the mutual information based
methods proposed by Bachman et al. [3], Sanchez et al. [101] to learn a suitable
representation domain to measure the similarity between pixels. Our model is
trained in a fully unsupervised manner by leveraging large amounts of unlabeled
data. Sanchez et al. [101] extends the Deep InfoMax framework to separate the
common information and the exclusive information for paired images. Bachman
et al. [3] use the Deep InfoMax framework to perform self-supervised represen-
tation learning by maximizing the mutual information between representations
extracted from multiple views of a shared context, e.g. the context is provided
by an image and the multiple views are generated via data augmentation tech-
niques. Learning the common information between images [3, 101] provides a
way to compute how similar these images are (see Figures 5.7 and 5.8). In Sec-
tion 6.4.1, we present the mutual information objective to learn the similarity
measure and we explain how to use this similarity measure to perform image
segmentation in Section 6.4.2.
6.4.1 Shared mutual information
To create a suitable representation domain for image segmentation, we propose
to capture the common information between images of the same context (e.g.
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satellite images from the same forest) into a shared representation. By removing
the particular information of each image, we create a representation that distills
the class information which is useful for image segmentation. We propose to
learn this shared representation by using the principle presented by Bachman
et al. [3], Sanchez et al. [101].
Let x1 and x2 be two images of the same context and let s1 and s2 be
the respective shared representations extracted by an encoder Eψ defined by
a neural network of parameters ψ. In order to enforce learning only the com-
mon information between images x1 and x2, the methods [3, 101] maximizes
the mutual information between the image x1 and the representation s2 and
similarly, between the image x2 and the representation s1. In order to create
pairs of images of the same context, we follow the approach of Bachman et al.
[3] and we use data augmentation techniques (rotation, flip, pixel shift, color
jitter) to create a second image from a given image, i.e. x2 = f(x1) where f
is a data augmentation function. We use the objective function proposed by
Sanchez et al. [101] since it is simpler to optimize. Following the definitions
presented in Section 5.3, Equations 6.1 and 6.2 displays the global and local
mutual information maximization objectives.
Lglobal(x1, x2) = Lglobalθ,ψ (x1, s2) + L
global
θ,ψ (x2, s1) (6.1)
Llocal(x1, x2) = Llocalφ,ψ (x1, s2) + Llocalφ,ψ (x2, s1) (6.2)
Sanchez et al. [101] also includes a L1 constraint to force the shared repre-
sentations to be identical as shown in Equation 6.3.
L1(x1, x2) = Ex1,x2∼p(x1,x2) [|s1 − s2|] (6.3)
The final objective function is displayed in Equation 6.4, where α, β and γ
are constant coefficient. The training procedure is summarized in Algorithm 4.
max
ψ,θ,φ
Lshared = αLglobal(x1, x2) + βLlocal(x1, x2)− γL1(x1, x2) (6.4)
6.4.2 Mutual information as similarity measure
Similarly to Chen et al. [18], we perform per-pixel retrieval to find the clos-
est pixel from the reference pixel set using the learned representations. A k-
nearest-neighbors approach is used to determine the class of unlabeled pixels by
propagating the information from labeled pixels. A common way of computing
the distance between pixels is to measure the L1 or L2 distance between their
corresponding representations [18]. Alternatively, we propose to use the global
and local mutual information objectives introduced in Section 6.4.1.
During training, the mutual information objective is computed using an
image x1 and a different view of x1 generated via data augmentation techniques,
i.e. x2 = f(x1). In contrast, during test time the mutual information objective
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is computed using two different images. Let xi and xj be two image patches
centered at the pixels i and j respectively and let si and sj be the shared
representations provided by the encoder function. The similarity between pixels
i and j is measured by computing Lglobalθ,ψ (x, s) and Llocalφ,ψ (x, s).
After training, our model is capable to predict whether a shared represen-
tation si corresponds to the image xi, i.e. whether the input xi belongs to the
segmentation class encoded in si. Furthermore, since the shared representation
si contains the class information of xi, it provides a means to identify pixels
belonging to the same class of xi. For example, consider that xi and xj are
two different images (e.g. a satellite image from an urban area and another
from an agricultural area), the mutual information objective Lglobalθ,ψ (x, s) (or
Llocalφ,ψ (x, s)) achieves a high score since it is easy to distinguish both images. On
the other hand, suppose that xi and xj are two similar images (e.g. satellite
images from the same forest), the mutual information objective Lglobalθ,ψ (x, s) (or
Llocalφ,ψ (x, s)) achieves a low score since it is hard to distinguish the images. The
image segmentation procedure is summarized in Algorithm 5.
6.4.3 Implementation details
Our model is composed of three deep neural networks: the encoder Eψ, the
global statistics network Tθ and the local statistics network Tφ defined by neu-
ral networks of parameters ψ, θ and φ. Every network is trained from scratch by
using randomly initialized weights. To optimize the objective Lshared defined in
Equation 6.4, we use the Adam optimizer with a learning rate of 0.0001, β1=0.9
and β2=0.999. We use a batch size of 512 images. Images pairs are created
by applying data augmentation techniques (flip, rotation, pixel shift, color jit-
ter). According to Sanchez et al. [101], our baseline model use the following
coefficients to weight the terms of the objective function Lshared: α=0.5, β=1.0
and γ=0.1. The size of the shared representation is zdim=10. The training al-
gorithm was executed on a NVIDIA Tesla K80 GPU. For image segmentation,




Potsdam The Potsdam dataset [27] contains 8550 aerial images of the city of
Potsdam. Each image has a size of t=200× 200 pixels and is composed of four
channels: red, green, blue and infrared (RGBI). The dataset is split into three
parts: 3150 unlabeled images, 4545 training labeled images and 855 test labeled
images. Images are labeled into 6 classes (road, car, vegetation, tree, building
and clutter). Similarly to Ji et al. [50], we also perform image segmentation
using a 3-label version by merging classes (road and car, vegetation and tree
and building and clutter). Image patches of size s=13× 13 pixels are randomly
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Algorithm 4 Training algorithm.
1: Random initialization of model parameters ψ(0), θ(0), φ(0).
2: for k = 1; k = k + 1; k < number of iterations do
3: Sample a batch of C image patches of size s: {x(1)1 , . . . , x
(C)
1 }.





5: Create a batch of C paired images X = {(x(1)1 , x
(1)





6: Create a batch of C unpaired images X̃ by shuffling the x2 dimension
7: of the batch X.











































































































where the softplus function is defined by sp(x) = (1+ex)
9: Update ψ(k+1), θ(k+1) and φ(k+1) by gradient ascent of L(k).
10: end for
Algorithm 5 Image segmentation algorithm.
1: Select an image Xt from the dataset. Image Xt has a size t s.
2: Label a set of L pixels into N classes P = {(p1, c1), . . . , (pL, cL)} from Xt.
3: where pi defines the coordinates and ci is the class of the i-th labeled pixel.
4: for unlabeled pixel at qj ∈ Xt do
5: for labeled pixel at pi ∈ P do
6: Select the image patches xj and xi of size s centered at qj and pi.
7: Extract the representations si = Eψ(xi) and sj = Eψ(xj).
8: Extract the feature maps Ci = Cψ(xi) and Cj = Cψ(xj).
9: Create the image-representation sets X = {(Ci, si), (Cj , sj)}
10: and X̃ = {(Ci, sj), (Cj , si)}
11: Compute the global/local mutual information between xj and xi:






−∑X̃ sp (Tθ(Ck,sk)) or




−∑X sp(−T (j)φ (Ck,sk))−∑X̃ sp(T (j)φ (Ck,sk))]
14: end for
15: Assign the pixel qj the class ci∗ of the nearest pixel i∗ = arg mini{Di}Li=1.
16: end for
sampled from the unlabeled images to optimize the model objective (Equation




M = 50 M = 10 M = 5 M = 1
Figure 6.1: Image segmentation examples. During test time, only M points
per class randomly sampled from the ground truth are used to perform image
segmentation. As M increases the accuracy and mIoU are improved. Best
viewed in color and zoom-in.
dataset to provide quantitative results and comparisons to other models.
Sentinel-2 As explained in Section 3.4.1, we collected 100GB of Sentinel-2
time series [24] by selecting several regions of interest on the Earth’s surface.
Images are acquired at 13 spectral bands using different spatial resolutions.
We use the RGBI bands which correspond to bands at 10m spatial resolution.
Our dataset is composed of 4200 time series of 12 images acquired at different
dates between 2016 and 2018. The size of each image is t=512 × 512 pixels.
Image patches of size s=9× 9 pixels are randomly sampled from these images.
In addition to data augmentation techniques, the function f creates an image
pair by selecting an image patch x2 from the same location of x1 but on a
different date. Since there are no labels available, we use this dataset to provide
qualitative results in a real world use case where a huge amount of unlabeled
data is available and a few annotated pixels are provided by a human operator.
Data can be downloaded from the Sentinel Hub [25]. More dataset construction
details are provided in Appendix.
6.5.2 Image segmentation on Potsdam
Global and local mutual information
We train our model as described in Section 6.4.3 using the unlabeled images of
the Potsdam dataset. Image segmentation is performed on test images where M
pixels per class are known. Typically, these annotated pixels are provided by a
human operator. To simplify the evaluation, annotated pixels are simulated by
randomly sampling M pixels per class from the ground truth. We use several
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Table 6.1: Segmentation results. Accuracy and mIoU for N classes, M points
per class and zdim=10 using the global/local mutual information in the Potsdam
dataset.
Mutual Metric N = 6 N = 3information M = 1 M = 5 M = 10 M = 50 M = 1 M = 5 M = 10 M = 50
Global Accuracy 0.4576 0.6366 0.7147 0.8517 0.5310 0.6626 0.7362 0.8843mIoU 0.2793 0.4598 0.5354 0.6777 0.3333 0.4888 0.5691 0.7407
Local Accuracy 0.5013 0.6894 0.7670 0.8717 0.5397 0.7274 0.8045 0.9163mIoU 0.3332 0.5085 0.5818 0.7022 0.3632 0.5589 0.6415 0.7866
values of M ∈ {1, 5, 10, 50} to evaluate the performance on image segmentation.
An example of the impact of M on the segmentation results is shown in Figure
6.1. By using the learned mutual information based similarity measure, nearest
neighbor search is applied to classify pixels into one of N ∈ {3, 6} classes. The
performance is reported in terms of mean intersection over union (mIoU) and
accuracy. To measure the pixel similarity, we use either the global mutual infor-
mation objective or the local mutual information objective (see Algorithm 5).
Results are reported in Table 6.1. As expected, the performance is improved
as M increases. Our experiments suggest that using the local mutual informa-
tion objective achieves a better performance than the global mutual information
when a few pixels are annotated while the performance is similar when a larger
amount of annotated pixels is provided (M=50). Segmentation examples are
shown in Figure 6.2.
Input image Ground truth M = 50 M = 10 M = 5 M = 1 Input image Ground truth M = 50 M = 10 M = 5 M = 1
Figure 6.2: Image segmentation examples using M points per class to compute
the local mutual information. The image segmentation performance is improved
as M increases. Best viewed in color and zoom-in.
Model comparison
To provide a comparison, we perform image segmentation using different simi-
larity measures to search the nearest neighbor of the unlabeled pixels. First, we
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Table 6.2: Model comparison in terms of accuracy and mIoU for N classes,
M = 50 and zdim = 10 using the local mutual information in the Potsdam
dataset.
Model N = 6 N = 3Accuracy mIoU Accuracy mIoU
Raw pixels (L1) 0.6073 0.3962 0.7267 0.5337
VAE (L1) 0.5844 0.3826 0.7045 0.5230
DIM (L1) 0.4063 0.2103 0.4754 0.2887
Ours (L1) 0.6498 0.4570 0.7391 0.5685
DIM 0.5973 0.4114 0.6497 0.4649
Ours 0.8717 0.7022 0.9163 0.7866
compute the nearest neighbor using the L1 distance between raw pixels. Sec-
ondly, we use the L1 distance between the representations extracted from the
VAE model [57], Deep InfoMax model [44] and our model. Similar images do
not necessarily have to be close in the representation domain in terms of the L1
distance. Therefore, a low performance is expected at image segmentation using
the L1 distance between representations. Finally, we use the mutual informa-
tion objective of Deep InfoMax [44]. As Deep InfoMax representations keeps all
the image information, i.e. more than just the class information, we expect this
representation to be less appropriate for image segmentation. Table 6.2 displays
the segmentation results. As shown, the local mutual information objective out-
performs the other similarity measures for image segmentation. Segmentation
examples are shown in Figure 6.3.
Ablation study
We analyze two important factors in our model: the influence of data augmen-
tation techniques to generate multiple views (pixel shift, color jitter, image flip
and image rotation) and the importance of some model components, e.g. the
statistics networks. Results are displayed in Table 6.3. Several conclusions can
be drawn from our experiments. First, the model architecture can be simplified
since the global statistics network can be removed (α = 0) without modifying
the performance on image segmentation. The local statistics network plays the
most important role during training as pointed out by Bachman et al. [3]. Sec-
ond, removing the L1 distance between shared representations (γ = 0) leads to
a slightly reduction in the performance. Third, when the shared representations
are not swapped in Equations 6.1 and 6.2 (no SSR) the performance drastically
decreases since these representation contains more information than the class in-
formation required for image segmentation. Concerning the data augmentation
techniques, we surprisingly notice that the performance remains the same by
individually removing the color jitter, image rotation and image flip. We believe
that the effect of the color jitter is ignored since it is an attribute which is not
captured in the shared representation. Additionally, the impact of removing
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Input image Ground truth Ours DIM VAE Raw pixels
Figure 6.3: Image segmentation model comparison. Our model produce the
closest predictions to the ground truth using N=6, M=50 and zdim=10 in the
Potsdam dataset.
the image rotation or image flip is minimal due to the local information ob-
jective where the mutual information is maximized between the representation
and image patches instead of the whole image. On the other hand, removing
the pixel shift degrades the performance considerably. By removing the data
augmentation techniques and not swapping the shared representations (no SSR
+ no DA) the performance is significantly degraded. We also study the impact
of the representation space dimension without noticing significant differences
between zdim=10 and zdim=32.
6.5.3 Image segmentation on Sentinel-2 time series
Since the Sentinel-2 mission does not provide pixel-level annotations for image
segmentation, we perform only qualitative experiments. In contrast to the Pots-
dam case where the annotated pixels are randomly sampled from the available
ground truth, now we ask a human operator to label M pixels per class for each
image during test time. The reader must note that scribbles, points or bounding
boxes can be used for obtaining annotated pixels. As these pixels are annotated
under a human criterion, these pixels carry more significant information than
pixels randomly sampled from the ground truth and thus the quality of the seg-
mentation results improves significantly using just a few well-selected pixels. As
shown in Figure 6.4 as the number of pixels per class M increases, the segmen-
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Table 6.3: Ablation analysis results in terms of accuracy and mIoU for N labels,
M = 50 and zdim = 10 in the Potsdam dataset.
Model N = 6 N = 3Accuracy mIoU Accuracy mIoU
Baseline 0.8717 0.7022 0.9163 0.7866
Baseline + α = 0 0.8724 0.7068 0.9147 0.7863
Baseline + γ = 0 0.8636 0.6934 0.9026 0.7655
Baseline + no jitter 0.8767 0.7131 0.9097 0.7800
Baseline + no flip 0.8730 0.7077 0.9123 0.7815
Baseline + no rotation 0.8759 0.7094 0.9114 0.7819
Baseline + no shift 0.7584 0.5710 0.7949 0.6280
Baseline + no SSR 0.7230 0.5405 0.7576 0.5918
Baseline + no SSR + no DA 0.5973 0.4114 0.6497 0.4649
Baseline + random φ 0.3994 0.2384 0.5834 0.3986
M = 10 M = 5 M = 1 M = 10 M = 5 M = 1
a) b)
Figure 6.4: Image segmentation examples in the Sentinel-2 dataset. A human
operator identifies N classes in the satellite image and selects M pixels per
label. a) Buenos Aires, Argentina; b) Valencia, Spain. Best viewed in color and
zoom-in.
tation results considerably improve. Nevertheless, the percentage of annotated
pixels remains insignificant. For instance, 60 annotated pixels in a 512 × 512
pixel image represent less than 0.03% of the total number of pixels. Also the
time required for image segmentation is reasonable, an image of 512×512 pixels
with 60 annotated pixels takes around 33 seconds to be segmented.
Segmentation over the time
Since we maximize the mutual information between images from the same time
series, the learned representation ignores the temporal information. As a con-
sequence, by annotating pixels from a single image our model is capable to
segment the whole time series the image belongs to. In Figure 6.5, it can be
seen that the segmentation results are coherent over the time. For instance,
agricultural areas are belonging to the same class regardless of whether these
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Input image t = 0 t = 2 t = 4 t = 6 t = 8 t = 10
a)
b)
Figure 6.5: Image segmentation over the time in the Sentinel-2 dataset. In the
first column, the input image and the selected pixels are displayed for M=10.
Our method is able to perform image segmentation with few labeled pixels on
the entire time series the input image belongs to. The time series and the
corresponding predictions are shown in the remaining columns for a) Toulouse,
France; b) Valencia, Spain. Best viewed in color and zoom-in.
areas are grown or harvested.
Segmentation over the space
In the same manner we perform image segmentation over the time using a single
image, our model is able to do it over the space. The annotated pixels provided
by a human operator are generally used to perform image segmentation on the
image these pixels are extracted from. We also use these annotated pixel to
segment other images from the same area achieving satisfactory results as can
be seen in Figure 6.6. In general, using annotated pixels from a single image we
can perform image segmentation on images of the same area independently of
the acquisition time.
Interactive segmentation
We reported segmentation results using a fixed number of annotated pixels per
class M . However, the number of annotated pixels M can be different for
each class as well as the number of classes N as can be seen in Figure 6.7.
It is particular useful since more annotations are required to represent some
segmentation classes while other classes need less annotations.
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Input image Image 0 Image 1 Image 2 Image 3 Image 4
a)
b)
Figure 6.6: Image segmentation over the space in the Sentinel-2 dataset. Se-
lected pixels are not only useful for propagating the information from labeled
pixels to unlabeled pixels in the same image but also in different images of the
same area. a) Toulouse area, France; b) Tubarjal area, Saudi Arabia. Best
viewed in color and zoom-in.
Input image
N = 3 N = 6
Input image
N = 3 N = 4
a) b)
Figure 6.7: An operator can choose the number of classes N for image segmen-
tation. Also, the operator can choose the number of labeled pixels for each class
instead of using a constant value per class M . a) Valencia, Spain (3 classes:
urban area, agricultural land and river; 6 classes: highway, residential area, in-
dustrial area, small, big agricultural land and river); b) Tubarjal area, Saudi
Arabia (3 classes: urban area, desert, crop circles; 4 classes: highway, urban
area, desert and crop circles). Best viewed in color and zoom-in.
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6.6 Conclusion
In this chapter, we have proposed to use a mutual information based similarity
measure to perform image segmentation. Our approach offers the advantage of
learning the proposed similarity measure in an unsupervised manner leveraging
large amounts of unlabeled data. Then, per-pixel nearest-neighbor search using
the proposed similarity measure is carried out to assign classes to the unlabeled
pixels from the labeled pixels provided by a human operator. In particular, we
have studied the case of aerial/satellite data where massive amounts of unlabeled
images are available while the annotations are scarce. In the Potsdam case, our
experiments suggest that the local mutual information objective is useful to
measure similarity between pixels. Our approach outperforms other approaches
based on state-of-the-art methods demonstrating the usefulness of our learned
representation domain. On the other hand, the ablation experiments show that
the model can be further simplified as some data augmentation techniques are
more relevant and the global mutual information objective can be removed. In
the Sentinel-2 case, we have shown that image segmentation can be performed
over the time and over the space using a very few amount of annotated pixels,
e.g. labeled pixels are less than 0.002% of the total number of pixels of a time
series and it can be achieved in a reasonable amount of time.
Finally, our current model makes the assumption that the class information
is contained in the neighborhood of each pixel, i.e. patches of size 9 × 9 or
13×13 in the Sentinel-2 and Potsdam datasets, respectively. We are particularly
interested in extending our model by incorporating several neighborhoods of
different size to let the model analyze the class of a given pixel at different
scales. Another promising avenue for future work is to adopt the Transformer
model [112] to capture the relationship between pixels belonging to different
neighborhoods but belonging to the same object, e.g. pixels that correspond to
a river or highway.
Conclusion
In this thesis, we investigated the problem of disentangling the spatial and
temporal information in satellite image time series. In order to tackle this prob-
lem, we proposed two unsupervised learning approaches. Based on the state-of-
the-art models for learning disentangled representations studied in Chapter 2,
we presented a model that performs image-to-image translation combining the
VAE [57] and GAN [32] frameworks. We empirically showed that our model
learns the common and exclusive information of images belonging to the same
time series by performing image translation. Additionally, several experiments
have been conducted to determine the usefulness of these disentangled rep-
resentations on multiple tasks. However, we realized that reconstructive and
generative models present several drawbacks when training on real-world data
rather than on toy datasets.
Inspired by the excellent results obtained by models that performs mutual
information maximization for representation learning, we introduced a second
model that extends the Deep InfoMax [44] framework to disentangle represen-
tations in paired data. First, we validated the effectiveness our model on toy
datasets and we demonstrated the benefits of a mutual information based objec-
tive over reconstructive and generative approaches. Secondly, we demonstrated
that our model can be trained on satellite image time series providing impressive
results for image classification, image retrieval and image segmentation.
To summarize, the main contribution of this thesis is to provide an exhaus-
tive survey on the state-of-the-art methods for representation disentanglement.
We analyzed the benefits and drawbacks of models based on GANs, VAEs and
mutual information estimation and maximization. Furthermore, extensive ex-
periments are reported to validate the effectiveness of our models on both toy
datasets and real-world datasets.
In addition to the research directions explored in this work, we believe that
there are still some research avenues that deserve further investigation.
First, the model proposed in Chapter 5 learns disentangled representations
without the need for decoders. However, it would be interesting to regularize
the VAE or GAN frameworks using Equations 5.5 and 5.8 in order to guaran-
tee that there is no information leakage between the shared and the exclusive
representations. This could be particularly useful for models that disentangle
style and content. The fact of improving disentanglement would lead to more
control over the data generation process.
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Secondly, our mutual information based model has been originally developed
to analyze satellite image time series where images are grouped by location.
However, considering the encouraging results on different toy datasets, we think
our model could be relevant for other tasks such as analyzing grouped datasets
(e.g. medical images of the same patient acquired from different devices, face
datasets, stereo image datasets, etc.) or multimodal representation learning
(e.g. fusing radar and optical satellite images).
Thirdly, since our model is able to separate the common and exclusive factors
of variation, a promising research avenue consists in improving the fairness of
downstream tasks based on these disentangled representations. By grouping
data by a sensitive variable we would like to be fair to, our model would be
able to learn an exclusive representation that keeps as much information as the
input data without preserving the information of the sensitive variable.
Finally, we are interested in going in depth in the study of the statistics
networks used for training the mutual information based objective. As shown
in Chapter 6, we used the statistics networks to perform image segmentation
in a weekly-supervised manner requiring very few annotations. We believe that
our model could be extended to perform object detection or object tracking









In this section, we provide the architecture details and procedure to create the
dataset we use to run our experiments.
A.1.1 Training on the Sentinel-2 dataset
Dataset creation
The Sentinel-2 mission provides optical imagery of the Earth’s surface at high
spatial resolution. Optical images are acquired at 13 spectral bands using dif-
ferent spatial resolutions. L-1C processing is applied to optical images. To
organize the data acquired by the mission, the Earth surface is divided into
square tiles of approximately 100 km on each side.
In this paper, the following tiles are used to create our Sentinel-2 dataset:
11SLT, 19KDQ, 22LBP, 30SYJ, 30TXP, 36RYV, 37RDP, 37SCA, 39RUK, 41TLM,
31TCH, 20JPS, 31TCJ, 36RUU, 21HUB, 55HDU, 51JYN, 50TMK, 44QPE,
22KGU, 34HBH, 21HTU, 19HCT, 11SPS, 33SVD, 39RUM, 29TMF, 12SUC,
12SUF, 39QVE, 22LBR, 33TVF, 30SWC, 34SGH, 39SWV, 23KPQ, 31TFJ,
30STF, 51RUQ, 32SLB, 20GLT, 37MBU.
Time series are created by selecting 12 optical images for each tile between
2016 and 2018 keeping a regular time-step between images. Optical images are
composed of the RBGI bands (Red (band 4), Green (band 3), Blue (band 2) and
Near infrared (band 8) bands) which correspond to the bands at 10m spatial
resolution. We also set a cloud coverage tolerance of 2% to select the images.
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To simplify the data storage, the times series corresponding to a given tile is
split into 25 non-overlapping time series of size 12×1024×1024×4. Therefore,
our dataset is composed of 1050 time series of 12 images of 1024× 1024 pixels.
The dataset size is around 100GB.
Data sampling
To train the mutual information objective, we sample a time series of size 12×
1024×1024×4 from the dataset. From this time series, we randomly sample two
images of 1024 × 1024 pixels. From these images, a batch of 64 pairs of image
patches of 64× 64 pixels are randomly selected to create a training batch. Each
pair is composed of two image patches from the same location but acquired on
different dates.
Model architecture
We provide the architecture details of the model trained on the Sentinel-2
dataset. The neural network implementation of the encoder, the decoder and
the discriminator can be seen in Figure A.1.
Our implementation is based on the code provided by Zhu et al. [127]. The
shared representation encoder is composed of 5 convolutional layers. We ap-
ply the batch normalization operation [47] to all the convolutional layers and
use Leaky ReLU as activation function except for the last layer. The exclusive
representation encoder is composed of a first convolutional layer and three con-
secutive ResNet blocks [38]. Since the exclusive representation encoder must
provide a normally distributed vector, 2 fully-connected (FC) layers of size 64
are appended on top of the ResNet blocks to estimate its mean value µ and stan-
dard deviation σ. We apply the batch normalization operation to all the layers
and use Leaky ReLU as activation function except for the mean and standard
deviation layers.
On the other hand, the decoder consists of 4 transposed convolutional layers.
The exclusive representation is tiled and concatenated to the shared representa-
tion and then passed through the decoder. Batch normalization is applied to all
the layers and Leaky ReLU is used as activation function except for the last layer
where no batch normalization is applied and the hyperbolic tangent function is
used instead. Finally, the discriminator is composed of 5 convolutional layers.
We apply the batch normalization operation to all the convolutional layers and
use Leaky ReLU as activation function except for the last layer where no batch
normalization is applied and the sigmoid function is used instead.
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Input x1 (64 × 64 × 4)
Conv 0 (k=4, f=64, st=2, BN, leaky ReLU)
Conv 1 (k=4, f=128, st=2, BN, leaky ReLU)
Conv 2 (k=4, f=256, st=2, BN, leaky ReLU)
Conv 3 (k=4, f=512, st=1, BN, leaky ReLU)
Conv 4 (k=4, f=512, st=1, no norm., no act.)
Output (8 × 8 × 512)
(a)
Input x1 (64 × 64 × 4)
Conv 0 (k=4, f=64, st=2, BN, leaky ReLU)
ResNet 1 (k=4, f=128, st=2, BN, leaky ReLU)
ResNet 2 (k=4, f=256, st=2, BN, leaky ReLU)
ResNet 3 (k=4, f=512, st=2, BN, leaky ReLU)
FC 4 (f=512, BN, leaky ReLU)
FC 4 (f=64, no norm., no act.) FC 4 (f=64, no norm., no act.)
Mean (64) Std (64)
(b)
Input Eshφ (x1) Input Eexω (x2)
Tile + Concatenate [Eshφ (x1), Eexω (x2)]
TransConv 0 (k=4, f=256, st=2, BN, leaky ReLU)
TransConv 1 (k=4, f=128, st=2, BN, leaky ReLU)
TransConv 2 (k=4, f=64, st=2, BN, leaky ReLU)
TransConv 3 (k=4, f=4, st=1, no norm., Tanh)
Output (64 × 64 × 4)
(c)
Input x1 (64 × 64 × 4)
Conv 0 (k=4, f=64, st=2, BN, leaky ReLU)
Conv 1 (k=4, f=128, st=2, BN, leaky ReLU)
Conv 2 (k=4, f=256, st=2, BN, leaky ReLU)
Conv 3 (k=4, f=512, st=2, BN, leaky ReLU)
Conv 4 (k=4, f=1, st=1, no norm., Sigmoid)
Output (4 × 4 × 1)
(d)
Figure A.1: Neural network architecture. a) Shared representation encoder Eshφ ;
b) Exclusive representation encoder Eexω ; c) Decoder Gθ; d) Discriminator Dψ.
Layers are defined by the type, k: kernel size, f : feature maps, st: stride, BN:
batch normalization [47] and activation function.
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In our classification experiments, we use the classifier displayed in Figure
A.2 with C = 200 and N = 10 (number of EuroSAT classes).
Input
FC 0 (f=C, BN, ReLU)
FC 1 (f=N, BN, ReLU)
FC 2 (f=N, no norm., Softmax))
Output (N)






In this section, we provide the architecture details, the learning hyperparameters
and the optimizer we use to run our experiments.
B.1.1 Training on the colored-MNIST dataset
Dataset creation
The following 12 colors in RGB format are used to create the colored-MNIST
dataset: (255.0, 0.0, 0.0), (255.0, 128.0, 0.0), (255.0, 255.0, 0.0), (128.0, 255.0,
0.0), (0.0, 255.0, 0.0), (0.0, 255.0, 128.0), (0.0, 255.0, 255.0), (0.0, 128.0, 255.0),
(0.0, 0.0, 255.0), (128.0, 0.0, 255.0), (255.0, 0.0, 255.0), (255.0, 0.0, 128.0).
These colors are randomly selected to change the background/digit color. The
training dataset is used to train our model and the classifiers while the test
dataset is used to compute the classification accuracy.
Shared representation learning
In order to learn the shared representation, we use Adam optimizer with a
learning rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 50000 iterations. We
use a batch size of 64 image pairs of size 28×28×3 at each iteration. Concerning
the constant coefficients to weight the terms of the objective function Lshared,
we use αsh = 0.5, βsh = 1.0 and γ = 0.1. The size of the shared representation
is 64.
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During this stage, the shared representation encoders and the statistics net-
works are learned. The shared representation encoders are implemented as
convolutional neural networks using the architecture described in Figure B.1
with zdim = 64. The global and local statistics networks share some layers
with the shared representation encoder. To compute the mutual information,
the statistics networks take as input the output of two layers from the shared
representation encoder:
• Cshψ : the output of the Conv 2 layer from the representation encoder, i.e.
the feature map of size 3× 3× 512.
• Eshψ : the output of the shared representation encoder, i.e. the shared
representation of size zdim.
Exclusive representation learning
To learn the exclusive representation, we use Adam optimizer with a learning
rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 10000 iterations. We use a batch
size of 64 image pairs at each iteration. Concerning the constant coefficients to
weight the terms of the objective function Lex, we use αex = 0.5, βex = 1.0 and
λadv = 0.05. The size of the exclusive representation is 8.
During this stage, the exclusive representation encoders, the statistics net-
works and the discriminator are learned. The exclusive representation encoders
are implemented as convolutional neural networks using the architecture de-
scribed in Figure B.1 with zdim = 8. The global and local statistics networks
share some layers with the shared representation encoder. To compute the mu-
tual information, the statistics networks take as input the output of two layers
from the exclusive representation encoder:
• Cexψ : the output of the Conv 2 layer from the representation encoder, i.e.
the feature map of size 3× 3× 512.
• Eexψ : the output of the shared representation encoder, i.e. the exclusive
representation of size zdim.
In order to perform representation disentanglement, we use a discriminator
Dρ in an adversarial setting. The discriminator architecture is implemented as
a dense neural network which takes as input the shared and exclusive represen-
tations.
Classification
To perform classification using the learned representations, we use Adam op-
timizer with a learning rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 10000
iterations. We use a batch size of 64 images at each iteration. Regarding the
classifier architecture, we use a very simple model shown in Figure A.2 where
the input size is zdim = 64 when learning from the shared representations and
zdim = 8 when learning from the exclusive representations. The first layer is
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Input x1 (28 × 28 × 1)
Conv 0 (k=4, f=64, st=1, BN, leaky ReLU)
Conv 1 (k=4, f=128, st=1, BN, leaky ReLU)
Conv 2 (k=4, f=256, st=1, BN, leaky ReLU)
FC 3 (f=zdim, no norm., no act.)
Output (zdim)
(a)








FC 0 (f=512, no norm., ReLU)
FC 1 (f=512, no norm., ReLU)
FC 2 (f=1, no norm., no act.)
Output (1)
(b)








Conv 0 (k=1, f=512, st=1, no norm., ReLU)
Conv 1 (k=1, f=512, st=1, no norm., ReLU)
Conv 2 (k=1, f=1, st=1, no norm., no act.))
Output (4 × 4 × 1)
(c)






FC 0 (f=1000, no norm., ReLU)
FC 1 (f=200, no norm., ReLU)
FC 2 (f=1, no norm., no act.))
Output (1)
(d)
Figure B.1: Neural network architecture. a) Shared and exclusive representation
encoder Eshφ or Eexω ; b) Global statistics network Tθ; c) Local statistics network
Tφ; d) Discriminator Drho. Layers are defined by the type, k: kernel size, f :
feature maps, st: stride, BN: batch normalization [47] and activation function.
composed of C = 32 neurons while the next layers are composed of N neurones
corresponding to number of classification classes (N = 10 for digit number clas-
sification and N = 12 for digit/background color classification). We use the
same architecture to train a classifier using the disentangled representations
from the models proposed by Gonzalez-Garcia et al. [29] (their model uses dif-
ferent representation dimensions, zdim = 8 × 8 × 512 when learning from the
shared representations and zdim = 128 when learning from the exclusive repre-
sentations) and Jha et al. [49].
B.1.2 Training on the 3D Shapes dataset
Shared representation learning
To learn the shared representation, we use Adam optimizer with a learning rate
of 0.0001, β1 = 0.9 and β2 = 0.999 during 50000 iterations. We use a batch size
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Input x1 (64 × 64 × 3)
Conv 0 (k=4, f=64, st=1, no norm., leaky ReLU)
Conv 1 (k=4, f=128, st=2, BN, leaky ReLU)
Conv 2 (k=4, f=256, st=2, BN, leaky ReLU)
Conv 3 (k=4, f=512, st=2, BN, leaky ReLU)




Conv 0 (k=3, f=64, st=1, no norm., ReLU)
Conv 1 (k=3, f=32, st=1, no norm., no act.) Input Eshψ2(x2)
Concatenate [Flatten Conv 1, Eψ(x2)]
FC 0 (f=512, no norm., ReLU)
FC 1 (f=512, no norm., ReLU)
FC 2 (f=1, no norm., no act.)
Output (1)
(b)
Figure B.2: Neural network architecture. a) Shared and exclusive representation
encoder Eshφ or Eexω ; b) Global statistics network Tθ. Layers are defined by the
type, k: kernel size, f : feature maps, st: stride, BN: batch normalization [47]
and activation function.
of 64 image pairs of size 64× 64× 3 at each iteration. Concerning the constant
coefficients to weight the objective function Lshared, we use αsh = 0.5, βsh = 1.0
and γ = 0.1. The size of the shared representation is 64.
As the image size is higher than in the previous case, the network architec-
tures are slightly modified. Moreover, since data comes from a single domain
we can share weights (i.e. ψ1=ψ2, θ1=θ2, etc) to reduce the number of net-
works. The shared representation encoder includes an additional convolutional
layer the global statistics network includes two additional convolutional layers
to reduce the dimensionality of the feature map Cshψ as shown in Figure B.2.
The architecture of the local statistics network remain the same as shown in
Figure B.1.
Exclusive representation learning
To learn the exclusive representation, we use Adam optimizer with a learning
rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 10000 iterations. We use a batch
size of 32 image pairs at each iteration. Concerning the constant coefficients to
weight the objective function Lex, we use αex = 0.5, βex = 1.0 and λadv = 0.01.
The size of the exclusive representation is 64.
Concerning the model implementation, we use the same architecture used
during shared representation learning for the exclusive representation encoder,
the statistics networks and the discriminator.
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Classification
To perform classification using the learned representations, we use Adam op-
timizer with a learning rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 10000
iterations. We use a batch size of 64 images at each iteration. As previously,
we use the classifier architecture shown in Figure A.2 with zdim = 64. The first
layer is composed of C = 32 neurons while the next layers are composed of N
neurones corresponding to number of classification classes (N = 10 to classify
the floor color, wall color and the object color, N = 8 to classify the object scale,
N = 4 to classify the object shape and N = 15 to classify the scene orientation).
We use the same architecture to train a classifier using the disentangled repre-
sentations from the models proposed by Gonzalez-Garcia et al. [29] (their model
uses different representation dimensions, zdim = 8× 8× 512 when learning from
the shared representations and zdim = 128 when learning from the exclusive
representations) and Jha et al. [49].
B.1.3 Training on the IAM dataset
Dataset creation
In order to perform our disentanglement experiments, we use a subset of the
IAM dataset. We select 150 words for each writer from the top 50 writers
resulting in a subset of 8750 images. This subset is split into two parts: a) 6711
images to learn the shared and exclusive representations of our model and b)
2039 images to train the classifiers. These 2039 images are in turn split into
train/test subsets: a) 1427 images to train the classifiers and b) 612 to test and
compute the classification accuracy. Each of these images corresponds to one of
100 possible word classes.
All the images are binarized using the provided threshold and padded with
ones to have a shape of 64× 256× 1.
Shared representation learning
In order to learn the shared representation, we use Adam optimizer with a
learning rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 4150 iterations. We use
a batch size of 64 image pairs of size 64×256×1 at each iteration. Concerning the
constant coefficients to weight the objective function Lshared, we use αsh = 0.5,
βsh = 1.0 and γ = 0.01. The size of the shared representation is 64.
We use the same neural network architecture described to train our model
on the 3D Shapes dataset.
Exclusive representation learning
To learn the exclusive representation, we use Adam optimizer with a learning
rate of 0.0001, β1 = 0.9 and β1 = 0.999 during 4150 iteration. We use a batch
size of 64 image pairs at each iteration. Concerning the constant coefficients to
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weight the objective function Lex, we use αex = 0.5, βex = 1.0 and λadv = 0.01.
The size of the exclusive representation is 64.
We use the same neural network architecture described to train our model
on the 3D Shapes dataset.
Classification
To perform classification using the learned representations, we use Adam op-
timizer with a learning rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 10000
iterations. We use a batch size of 64 images at each iteration. As previously,
we use the classifier architecture shown in Figure A.2 with zdim = 64. The first
layer is composed of C = 64 neurons while the next layers are composed of N
neurones corresponding to number of classification classes (N = 50 to perform
writer classification and N = 100 to perform word classification).
As the models proposed by Gonzalez-Garcia et al. [29] and Jha et al. [49]
fail to converge, we train a VAE model to provide a comparison. To learn the
representations, we use Adam optimizer with a learning rate of 0.0001, β1 = 0.9
and β2 = 0.999 during 50000 iterations. For fair comparison, the VAE model is
trained using the same encoder architecture of our model. Using the previous
setting, we train a classifier using the VAE representations but using a different
representation dimension: zdim = 128.
B.1.4 Training on the Sentinel-2 dataset
Dataset creation
Details about the procedure to collect Sentinel-2 time series are provided in
Section A.1.1.
Shared representation learning
To learn the shared representation, we use Adam optimizer with a learning rate
of 0.0001, β1 = 0.9 and β2 = 0.999 during 200000 iterations. We use a batch
size of 64 image pairs of size 64×64×4 at each iteration. Pairs of images of size
64× 64× 4 are extracted from our dataset by selecting patches from the same
region but acquired at different times. Concerning the constant coefficients to
weight the objective function Lshared, we use αsh = 0.5, βsh = 1.0 and γ = 0.1.
We use the same model architecture employed to learn the representations
of the 3D Shapes dataset.
Classification
To perform classification using the learned representations, we use Adam op-
timizer with a learning rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 10000
iterations. We use a batch size of 64 images of size 64×64×4 from the EuroSAT
dataset at each iteration. As previously, we use the classifier architecture shown
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in Figure A.2. The first layer is composed of C = 32 neurons while the next lay-
ers are composed of N = 10 neurones corresponding to number of classification
classes (residential area, sea, river, highway, etc.).







In this section, we provide the architecture details, the learning hyperparameters
and the optimizer we use to run our experiments.
C.1.1 Training on the Potsdam dataset
Data sampling
To train the mutual information objective, we use the unlabeled set of 3150
images of 200×200 pixels. From these images, 512 image patches of size 13×13
pixels are randomly selected to create a training batch.
C.1.2 Mutual information maximization
In order to learn the mutual information objective defined by Equation 6.4, we
use the Adam optimizer with a learning rate of 0.0001, β1 = 0.9 and β2 = 0.999
during 100000 iterations. We use a batch size of 512 images of size 13×13×4 at
each iteration. Paired images are created via data augmentation (flip, rotation,
pixel shift, color jitter) and unpaired images are created by shuffling the paired
images. Concerning the constant coefficients to weight the terms of the objective
function Lshared, we use α = 0.5, β = 1.0 and γ = 0.1. The size of the shared
representation is 10.
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During this stage, the encoder and the statistics networks are trained. The
representation encoder Eψ is implemented as a fully convolutional neural net-
work described in Figure C.1 with zdim = 10.
As can be observed, the statistics networks Tθ and Tφ share some layers
with the representation encoder Eψ. To compute the mutual information, the
statistics networks take as input the output of two layers from the representation
encoder:
• Cψ: the output of the Conv 3 layer from the representation encoder, i.e.
the feature map of size 3× 3× 512.
• Eψ: the output of the representation encoder, i.e. the data representation
of size zdim.
C.1.3 Training on Sentinel-2
Dataset creation
Details about the procedure to collect Sentinel-2 time series are provided in
Section A.1.1. In order to further simplify the data storage, the times series
corresponding to a given tile is split into 100 non-overlapping time series of size
12× 512× 512× 4. Therefore, our dataset is composed of 4200 time series of 12
images of 512× 512 pixels. The dataset size is around 100GB.
Data sampling
To train the mutual information objective, we sample a time series of size 12×
512 × 512 × 4 from the dataset. From this time series, we randomly sample
two images of 512× 512 pixels. From these images, 512 pairs of image patches
of 9 × 9 pixels are randomly selected to create a training batch. Each pair is
composed of two image patches from the same location but acquired on different
dates. Data augmentation techniques are applied on the second image of the
pair.
Mutual information maximization
In order to learn the mutual information objective, we use the Adam optimizer
with a learning rate of 0.0001, β1 = 0.9 and β2 = 0.999 during 250000 iterations.
We use a batch size of 512 images of size 9 × 9 × 4 at each iteration. Paired
images are created via data augmentation (flip, rotation, pixel shift, color jitter)
and unpaired images are created by shuffling the paired images. Concerning the
constant coefficients to weight the terms of the objective function Lshared, we
use α = 0.5, β = 1.0 and γ = 0.1. The size of the shared representation is 10.
Unlike the experiments in the Potsdam dataset, we include two additional
convolutional layers in the representation encoder Eψ since we use a different
patch size as can be seen in Figure C.1a.
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Input x1 (9 × 9 × 4)
Conv 0 (k=3, f=64, st=1, BN, leaky ReLU)
Conv 1 (k=3, f=128, st=1, BN, leaky ReLU)
Conv 2 (k=3, f=256, st=1, BN, leaky ReLU)
Conv 3 (k=3, f=512, st=1, BN, leaky ReLU)
Conv 4 (k=1, f=zdim, st=1, no norm., no act.)
Output (zdim × 1 × 1)
(a)
Input x1 (13 × 13 × 4)
Conv 0 (k=3, f=64, st=1, BN, leaky ReLU)
Conv 1 (k=3, f=128, st=1, BN, leaky ReLU)
Conv 2 (k=3, f=256, st=1, BN, leaky ReLU)
Conv 3 (k=3, f=256, st=1, BN, leaky ReLU)
Conv 4 (k=3, f=512, st=1, BN, leaky ReLU)
Conv 5 (k=3, f=512, st=1, BN, leaky ReLU)
Conv 6 (k=1, f=zdim, st=1, no norm., no act.)
Output (zdim × 1 × 1)
(b)
Input Cψ(x1)
Conv 0 (k=3, f=1024, no norm., leaky ReLU) Input Eψ(x2)
Concatenate [Flatten Conv 0, Eψ(x2)]
FC 0 (f=512, no norm., ReLU)
FC 1 (f=512, no norm., ReLU)
FC 2 (f=1, no norm., no act.)
Output (1)
(c)
Input Cψ(x1) Input Eψ(x2)
Tile + Concatenate [Cψ(x1), Eψ(x2)]
Conv 0 (k=1, f=512, st=1, no norm., ReLU)
Conv 1 (k=1, f=512, st=1, no norm., ReLU)
Conv 2 (k=1, f=1, st=1, no norm., no act.))
Output (3 × 3 × 1)
(d)
Figure C.1: Neural network architecture. a) Representation encoder Eψ
(Sentinel-2); b) Representation encoder Eψ (Potsdam); c) Global statistics net-
work Tθ; d) Local statistics network Tφ. Layers are defined by the type, k: kernel
size, f : feature maps, st: stride, BN: batch normalization [47] and activation
function.
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