1. INTRODUCTION Criticality problems for neutron transport translate to the mathematical problem of spectral analysis when transport is modeled by a linear Boitzmann equation of the form with A denoting a linear integro-differential operator.
With no internal or boundary sources, one considers the initial-value problem for Eq.
(1) and characterizes criticality by specifying those geometric and physical parameters which yield the spectral result that the spectrum of A is contained in the complex left half-plane and indeed has spectral values X with Re(h) = 0.
MULLIRIN AND VICTORY
If the operator rl is such that X = 0 is an eigenvalue, then one seeks geometric and physical parameters such that the equation A* = 0,
with homogeneous boundary conditions, has a nontrivial and nonnegative solution. The complexity of this problem is such that analytic methods often have to give way to numerical approximations or to a diffusion equation approximation, or to both.
Even for the simple model of one-speed transport in a homogeneous and isotropically scattering slab, no closed-form expression is known for relating critical slab thickness to the parameter which characterizes neutron fission production.
Asymptotic methods for large slab thickness have developed from the, essentially equivalent, methods of Wiener-Hopf and of Case and Zweifel [l] . These Fourier transform methods display a decided jump in analytical difficulty in proceeding from one-speed models to multigroup or continuousenergy models. A main complexity occurs in obtaining a matrix Wiener-Hopf factorization, which is essential in this complex variable method. There is an extensive literature concerned with operator factorizations [2-51. One drawback with much of this theory is that it proves existence of a factorization but, except for scalar operators, provides little in the way of computational methods.
This paper is written with two objectives in mind. One is to relate some neutron transport problems to operator-factorization problems.
The other is to show that, with certain assumptions about the model, multigroup transport in a homogeneous slab does have enough special structure that computational methods can be devised for a rigorous computation of an operator factorization and that for obtaining asymptotic results for thick slabs some of the complexities of the general theory of operator factorization can be avoided. We restrict our attention to N-group transport in a homogeneous slab of thickness 7, with other technical assumptions which are to be specified in the text. It is then, of course, well known that Eq. (2) is equivalent to an integral equation for the total flux, an N-vector v, of the form with k,(x) = 4 /,I, esp (-rZ) $ Co , where Z is a diagonal matrix with 1 = cl1 < ..* < oNN, and C, is an N x N matrix with nonnegative entries.
Some power of the matrix Co has all entries positive. 
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One problem is to find the functional relationship between C,, , Z, and T so that Eq. (3) has a nontrivial and nonnegative solution. This can be viewed as an eigenvalue problem. The matrix Z-lC, is nonnegative and has a positive characteristic value w0 , which is dominated bv the modulus of all other characteristic values. We introduce w and study the equation where M'e seek an equation f(~, T) = 0 which, for 7 3 0, determines real positive 0) for which there exists a nonnegative solution to Eq. (5) which is symmetric about .X := T.'?. Given this function we can then find critical T for Eq. (3) h! solving .f(w, , T) := 0 (see Eq. (56)).
Our approach to determining the function f(~, T) is to study the resolvent kernel for Eq. (5) and to investigate, for fixed 7, its singularities in the complex w-plane. \\\'e base this analysis on a representation for the resolrent kernel which extends a result of Gohberg and Krein [3, p. 2731, on a Wiener-Hopf factorization, and on analytic continuation near a branch point of some nonlinear integral equations.
REPRE~ENT.~TI~N~ 0~ THE RESOLVEKT KERNEL
\\'e first observe that, with a trivial modification of the proof in previous papers [6, 91 from an infinite to a finite interval, the equation f = wL,f t ,q* c-9
with the operator defined by the kernel in Eq. (6) as has, for w --: I, a unique solution in the Banach space 44 of vector functions with norm &I similar estimate shows unique solvability in the space of vector functions which are measurable and essentiallv bounded with norm It then follows by the Riesz Convexity Theorem [7, p. 5261 that there is unique solvability [8] in each of the spaces L?D (1 < p < co) with llfll, = .pxvWi II,). ,...).
The solution to Eq. (7) for 1 w / < 1 and 7 < co can be expressed by fb) = cd4 + OJ Jy y@, Y>dY) d?,, (8) where the resolvent kernel Y is. an N x N matrix-valued function. It satisfies the two equations
Y(X, y) = k(x -y) + w 1' Y(X, t) k(t -y) fit, ' 0 and depends parametrically on 7 and W.
Because the dependence of Y on x and y is determined by K(x -y), it is possible to separate variables in T(X, y). The following result is valid for general equations of the form of Eq. (7) together with solvability conditions, and extends results of Krein and Gohberg [3] from the half-line to the finite interval, [0, r]. The representation is similar in form to that in Gohberg and Feldman [5] for the scalar case on a finite interval. The method of proof, which is given in Appendix A, is different from their methods.
The following theorem is expressed in terms of the matrix functions defined by THEOREM 1. For j w 1 < 1, the resolvent kernel in Eq. (9) is given by Y(X, y) = w J-pli-[y&x -t) y& -t) -Yr(7 -Jc + t> Yl(T -3' + 4 dt + /;:',a:;; for 0 < X < y < 7, forO<y<:<~.
The matrices 7,. and y1 satisfy the equations
r,@) = k(x) + w j-' Nx -t) y,(t) cit. NEUTRON  TRANSPORT  THEORY   609 For 7 < 03, the integral operator L, in Eq. (7) is a compact operator in both -V, and 2s , and consequently its nonzero spectral values are eigenvalues of finite multiplicity.
The characteristic values (reciprocals of eigenvalues) and eigenvectors are determined by poles and residues of the resolvent kernel in its dependence on the complex parameter W. The above theorem shows that we can instead study the dependence of yr on W. The equation for y1 determines spectral properties of the operator adjoint to L, .
\i'e study Eq. (12) 
In this improper -integral, convergence is in the mean with respect to the variable x.
By the Wiener-Hopf method we obtain a representation of r,. , which together with properties of K, provides a more useful representation of Y,. . We introduce functions yr and y2 with support in [0, co), and write Eq. (13) as y,(--x) + y&) + Y& -T) = J4.r) + wk*y,(d.
An application
of the Fourier transform yields
It has been shown ([3, p. 2791 or [9] ) that for j w j < 1 and for real z, -00 < z < co, the matrix I -UK(Z) is nonsingular. Hence we have
and the representation
-
With 0 < .X < 7, these improper integrals converge in the mean to yr since they converge in the mean to y,.* on (-co, co). If we can solve for r, and r, , we have a representation of yr , and then additional properties of K will allow a useful shift of contours from the real z axis. For the special k of Eq. (6) we have So K is an even function of .z and analytic in z off the branch cuts [i, ico) and (17) with D(s) is a diagonal matrix given by i 1, for oii < s < co, d&) = 0, for 1 < s < oii .
Our analysis makes use of the facts that rr is an entire function of complex z and that r,(z) and r,(z) are analytic in Im(z) > 0. In order to exploit these facts we need a Wiener-Hopf factorization of the matrix function (I-&C(z)). We quote some results which, for the applications we have in mind, are most simply proven by Mullikin [9] . Proof in a more general setting by Banach algebra techniques can be found in [5] .
Since k is in both 2r and 2s) matrix functions are uniquely defined in 2i and Y; for 1 w 1 < 1 by
In the subsequent analysis, we will display the dependence of the matrices on w, when needed for clarity. 
and to use evenness of K to write Eq. (15) as
\l'e will use analyticity of K in Im(z) > 0 off the cut [i, jco) and jump conditions on the cut to move contours to the cut, which brings in that part of the continuous spectrum in the Case method related to the "half-range completeness" [ 11. The most complicating factor in moving contours in Eq. (24) is that we must compute residues at zeros of det(l-U&(Z)), which relates to the discrete spectrum in the Case method. Dependence of these zeros on C and Zhas been studied in special cases [lo] . Pahor and Shultis [1 l] have shown that the zeros are either pure real or pure imaginary when C is assumed symmetric in the general N-group theory. From the evenness of k'(z), and from the analysis of Krein and Gohberg [3, p. 2791, it follows that, for 1 w 1 < I, and real, the zeros occur in pairs &zj , with Im(zj) > 0.
At a zero of det(1 -UK(Z)) we denote by Rj the residue of the matrix function (IwK(z))-l at zj , which is a matrix. We can move contours in Eq. (24) into the upper half-plane by analyticity and square-integrability of all matrix elements in the integrand on lines parallel to the real z axis. In order to pass to the branch cut of K we need. ASSUMPTION 
II.
Off the branch cut, det[1-wK(z)] = 0 has a$nite number of roots &zj and on the branch cut [i, ico) the matrices (I -UK+) and (I -wK-) have bounded inverses for 1 w / < 1. We also assume this to be true for w in some neighborhood of w = 1.
The assumption of finitely many roots off the branch cut is a generalization of the properties of the one-group isotropic transport kernel. Assumptions concerning the behavior near the branch out of (I -wK)-l generalize the behavior of some one-group models analyzed by Mullikin and Leonard in [12] . These two assumptions are also satisfied in many two-group models studied by Siewert and Shieh [lo]. We will see that the roots off the branch cut determine the asymptotic behavior of the steady-state flux, while the behavior of [I -wK]-l near the branch cut determines the properties of the flux near x = 0, x = T.
We then obtain the representation, valid for 0 < x < 7.
In this representation we still need the matrices P and Q. In Appendix B we
show that, for 7 sufficiently large, matrices P,, , Q,, , and Pi (j = l,..., m) can be uniquely computed as solutions to Fredholm integral equations which are rapidly convergent for large 7. Given solutions to these equations, we then show that
where the matrices Aj are defined by A,(Z) = Pi Hi' RjH;'(zj).
(27)
The matrices P(zk) and Q(zJ for K = I,..., m satisfy the system of linear matrix equations
For 0 < .V < T, the integrals in Eq. (25) converge uniformly, by our assumptions on K and the results of Appendix B. We see that the dependence on w of yr is given for 0 < s < T by dependence on w of the matrices H, , H,. , P, and Q and of the constants zj (j = I,..., m).
L4~~4~~~~~ CONTINUATION OF THE RESOLVENT KERNEL
It is clear from Eqs. (25)- (28) that singularities in the w plane can be investigated by analytic continuation of the matrix functions HI , H,. , P, and Q in the parameter W. This is not a trivial problem; however, we can obtain continuation in a neighborhood of w = 1 by bifurcation analysis, whose success depends on on iZssumption I. The following analysis can be carried out with a rather mild assumption about dependence on w of the roots &xj of dssumption II. For the sake of simplicity, however, we add to our previous assumptions the restrictive .kXVbfPTION III. For w near 1, det[I -wK(z)] has a single pair of zeros -&zl off the branch cuts. This is in direct analogy with the properties of the one-group isotropically scattering kernel. The importance of the single pair of roots here will be to elucidate the asymptotic behavior of the flux in regions away from the slab faces, .Y = 0, .r = 7.
We first apply bifurcation analysis to the characteristic equation
for small 1 E 1 = 1 1 -w 1 . If z is a root of this equation, we denote by U[(C) and U,(C) solutions to
with U' denoting a row vector. By Assumption I and the Frobenius theory of positive-entried matrices [13] , there exist for z = 0 = E positive-entried vectors +Og.'j8,!3-12 U,(O) and U,.(O), and there are no other linearly independent solutions. We normalize these vectors by
In Appendix C we prove THEOREM 2. With Assumptions I-III, the characteristic equation, for E sufficiently small, has only tzlo roots +z, for z off the branch cuts of K. These roots are analytic functions of # for -r < arg(<) < 7r, are pure imaginary for arg(e) = 0, and1
with the number a = (2/( -U,'(O) K"(0) U,(O)))lp positive since the second derizlative K"(0) of the matrix K has negative entries. Also, eigenvectors can be chosen analytic in E with
In terms of these eigenvectors, the residue R, is a matrix of rank 1 given by
Here K' denotes the derivatiz,e of the matrix K, not its transpose.
Analytic continuation of the H matrices is similar in technique to the proof of Theorem 2, but it is technically much more difficult and is presented in Appendix D. The proof is an application of bifurcation analysis to the nonlinear equations (22), and extends the well-known result [14] for scalar equations that there are two solutions near w = 1 which are power series in &Is. Only one of these solutions is physically significant. We denote it by HtP and HrP, and we denote the extraneous solution by Hi1' and Hjl'.
The appropriate matrices can be easily obtained by comparing the convergence properties of the two solutions for w real and less than one. From Appendix D, we have that the entries of HrP(is, w) and HIP(is, w) are dominated by those of H,(is, 1) and H,(is, 1) respectively for w real and less than 1. This fact will be strongly exhibited in the behavior of the lower-order terms in the series; since, for < suitably small, the lower-order terms predominate. These two observations enable us to pick out the physically significant solution.
Surprisingly, these two solutions are related by a simple formula, as in the scalar case [17] . We are interested in the condition that yr have a pole with residue which is a rank 1 matrix determined by a constant vector and a column vector of positive functions of x, even about x = ~12. This condition is implied by computing the residue in Eq. (I 2) for Y,. and insisting that this determine a positive solution to Eq. (5).
A necessary condition that Y,. have a residue with the desired property is that the matrix (P -Q) have a pole at w + for 7 sufficiently large. From Eqs. (26) and (27) 
A necessary condition for criticality is that
This states that exp(--irz+) is an eigenvalue of the matrix A(z+, T), which is of rank 1.
To prove that Eq. (40) is a sufficient condition for criticality requires an investigation of the residue of yr . This is a difficult problem requiring knowledge of the eigenvectors of the matrix 9(z+, T). We consider this in the next section for 7 tending to co.
The 
where B is independent of 7 and given for z+ > 0 by 
Since U, is a vector with positive real entries as a solution to Ur'(I--w+K(z+)) =0 for the positive matrix w+K(z+), we see that h is a complex number of modulus I. By using Eqs. 
It is difficult to prove that this equation has real 7 and Z+ as solutions, since this requires showing that the right-hand side is a complex number of modulus 1. Using positivity of the kernel in Eq. (5), we can show that the smallest characteristic value, W+(T), of the operator L, in Eq. (7) x =Sup{h:f>O, Tf3hf) = Inf{x:f 3 0: Tf < Af}.
The difficulty in applying these has made the question of convergence of W(T) open for the general cases. In Appendix E, however, we discuss a class of nonsymmetric C for which Rayleigh-Ritz estimates can be used to show limw(7) = 1, T+ co. We obtain asymptotic formulas if in Eq. (50) we neglect terms of the order exp ( -7) and consider
For 1 x -T/2 / < T/4, the integral terms in Eq. 
The quantity B(z+)/2z+ is the "extrapolation distance" which gives the distance from the faces of the slab at which the approximate flux in Eq. (52) first vanishes. We have
and Eqs. (47) and (D7) can be used to study dependence on u"m in terms of moments of the matrix HLP(is, 1) for I < s < 8~.
It follows, for example, that for w L_ near I, where the bounded and nonnegative function N. is defined for I :c; t <' IYI hv -x3 a(t) = U,'(O) J DCH,P( is, 1) (+a) H,P(if, 1) n(t) crri(0). 
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5. CONCLUSION The spectral results of the previous sections for Eq. (5) are limited to characteristic values, W, near 1 and to matrices .Z and C for which det(1 -WAY(Z)) has only one pair of zeros in the complex z plane. This last condition can be relaxed with added complication in the linear algebra. It is not at all easy to carry forward the analytic continuation in w away from a neighborhood of w = 1.
Even with these restrictions, we obtain some results of possible interest for numerical work on N-group problems.
First, from Eq. (54) and related Eqs. (35), (44), (D5), and (D6) a computational program could be devised for determining an extrapolation distance for use in defining boundary conditions for the multigroup diffusion equation approximation. As in the one-group models, this serves to give agreement of the transport and diffusion computations only asymptotically as w,, decreases to 1 and 7, goes to infinity.
Second, the integral terms in Eq. (38) determine the behavior of y,(x) for N near 0 and 7. Finite-element methods in numerical computations are more efficient if attention is paid to singularities [20] . Suppose, for example, that such methods were to be used to approximate the solution 9 to Eq. (5). This is determined by the exact residue of Y,. at a characteristic value. The integral terms in the residue determined from Eq. (38) show that v has logarithmic singularities in its derivative at x = 0 and x = 7, as would be expected because of one-group theory. This could be studied in more detail from the given representation. This differentiation, clearly valid for continuously differentiable kernels, can be shown valid for integrable kernels by smoothing and passing to the limit. We omit the details and refer to a paper [14] where this is done for scalar kernels. does not vanish for / E j sufficiently small. Lf'e also remark that a similar analysis can be used to study the roots and null vectors of (Cl) as perturbations of the roots and null vectors for w == 1 in the case of nz pairs of roots. The perturbation analysis becomes simpler when C is symmetric. From Eq. (16), we see that K can be symmetrized and thus (I -wK) can be replaced by a symmetric matrix. Arguments similar to those in [15] can be used to examine the roots and null vectors for w near 1. Using the results of [I I], we find that the roots for j SI > 2 move along the imaginarv axis in the neighborhoods of the roots for w =m: I. For 0 < w < 1, these equations can be solved by Neumann series, which for o == is, 0 < s < 00, are power series in w with coefficients that are nonnegative functions of S. Therefore HTp(is, W) and HIP(is, W) for 0 < w < I and 1 < s < x, are positive matrices dominated below by the identity matrix. Moving contours in Eqs. (21) and (22) The HP-matrices for z in [i, im) are monotone increasing functions of w in 0 < w < 1, uniformly bounded in z. Letting H(is, 1) and H(is, 1) denote these limits, at w = 1 for 1 ,< s < 00, we find that they satisfy Eq. (D5) for w=landEq.(D6)forw=landz,=O.
Proof.
Let zr = is, with 0 < s1 < 1 by Theorem 1. Since 7r.
Proof. Standard bifurcation analysis replaces Eq. (D8) by nonlinear equations to be solved by iteration and by a bifurcation equation. It is not difficult to show that the bifurcation equation has two solutions as power series in C? '.!, because of positivity of the H matrices for z in [;, in) and w = 1 and of positivity of solutions to the homogeneous equations adjoint to those in the homogeneous version of Eq. (D8). We omit the lengthy details and refer to [19] . A similar analysis of the scalar H equation [14] shows the essential steps. (ii) For any sequence of integers ii , iz ,..., i, , 1 < ik < n, k = l,..., Y, it is true that Under these assumptions Parter and Youngs [23] proved that there is a positive diagonal matrix D such DCD-l is a nonnegative symmetric matrix. Indeed, if C satisfies Assumption I, and these conditions here, it is easy to see that DCD-1 will satisfy Assumption I also. N-GROUP   NEUTRON  TRANSPORT  THEORY  629 Remarks. Assumption I, of course, implies that after enough collisions the energy states are throughly mixed. If we consider cii as the weighted probability that a particle in group j will transfer into group i, then condition i is merely a conservation law, i.e., there is a probability of reverse transfer to the original energy level. The right-hand side of (El) g ives the probability that a particle in i, will transfer successively to i, , i3 ,..., i,-, , i, and back to il . Condition (ii) states that a particle in group i, will have the same weighted probability of reversing the procedure and transferring 
