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Likelihood-free Extensions for Bayesian
Sequentially Designed Experiments
Markus Hainy, Christopher C. Drovandi and James M. McGree
Abstract When considering a Bayesian sequential design framework, sequential
Monte Carlo (SMC) algorithms are a natural approach. However, these algorithms
require the likelihood function to be evaluated. Therefore, they cannot be applied in
cases where the likelihood is not available or is intractable. To overcome this lim-
itation, we propose likelihood-free extensions of the standard SMC algorithm. We
also investigate a specific simulation-based approximation of the likelihood known
as the synthetic likelihood. The algorithms are applied and tested on a well-studied
sequential design problem for estimating a non-linear function of linear regression
parameters.
1 Introduction
Conducting statistical experiments sequentially allows the use of information pro-
vided by previously obtained data to improve the efficiency of future data collection.
When considering a Bayesian design framework as in Drovandi, McGree, and Pet-
titt [2], sequential Monte Carlo (SMC) algorithms are a natural approach. However,
these algorithms require evaluation of the likelihood function. Therefore, they can-
not be applied in cases where the likelihood is not available or is intractable.
To overcome this limitation, we propose likelihood-free extensions of the stan-
dard SMC algorithm. These methods are simulation-intensive, and require large
amounts of simulated data to be generated from the model of interest in a reasonable
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amount of time; see [7]. We also investigate a specific simulation-based approxima-
tion of the likelihood known as the synthetic likelihood (Wood [8]).
To test the algorithms, we apply them to a well-studied sequential design problem
for estimating a non-linear function of linear regression parameters introduced by
Ford and Silvey [4], and compare the results between algorithms.
2 Estimation Procedure
2.1 Sequential Monte Carlo Sampling for Sequential Design
A total of T independent observations is to be collected over time. At time t (t =
1, . . . ,T ), the target distribution is
pit(θ |y1:t ,d1:t) ∝ f (y1:t |θ ,d1:t)pi(θ),
where y1:t ∈ Y t denotes the observations collected until t at design points d1:t ∈
D t , θ ∈Θ are the model parameters, f (y1:t |θ ,d1:t) =∏tj=1 f (y j|θ ,d j) denotes the
likelihood function, pi(.) is the prior distribution, and pit(.|y1:t ,d1:t) is the posterior
distribution at time t.
Assume that the posterior distribution at time t−1 is approximated by a weighted
sample {θ it−1,W it−1}Ni=1, the so-called particle set, where the W it−1 are the nor-
malised importance weights (i.e., ∑Ni=1W it−1 = 1). The unnormalised posterior sam-
ple weights at time t can be obtained by computing
wit =W
i
t−1 f (yt |θ it−1,dt).
Over time, the effective sample size (ESS), see [6], of this posterior sample degen-
erates because of increasing imbalances in the weights. Therefore, it is necessary to
resample the particles according to their weights when the ESS drops below a mini-
mally acceptable threshold ESSmin. The resampled particles will have equal weights,
but there will also be duplicated particles. To diversify the particle set, a move step
is performed for each particle using a Markov chain Monte Carlo (MCMC) kernel.
The MCMC kernel is applied Rt times to increase the chance that the particle is ac-
tually moved, where Rt might be determined dynamically by the acceptance rate of
a previous move step (for details see [3]). Pseudo-code for the basic SMC sampler
for Bayesian sequential design is given below:
Algorithm 1 (SMC sampler for Bayesian sequential design):
1. Draw θ i0 ∼ pi(.) and set W i0 = 1/N for i= 1, . . . ,N
2. for t in 1 to T do
3. Select the next design point, dt , which optimises the expected utility function
(see text)
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4. Collect a new observation, which is assumed to follow yt ∼ f (.|θtrue,dt)
given the “true” parameter θtrue
5. Re-weight: wit =W
i
t−1 f (yt |θ it−1,dt) for i= 1, . . . ,N
6. Normalise W it = w
i
t/∑Nj=1w
j
t and set θ it = θ it−1 for i= 1, . . . ,N
7. Compute ESS = 1/∑Ni=1(W it )2
8. if ESS < ESSmin or t = T then
9. Compute the tuning parameters of the MCMC proposal according to
the current particle set
10. Resample according to the normalised weights to obtain {θ it ,1/N}Ni=1
11. for i in 1 to N do
12. Move particle i with an MCMC kernel Rt times with invariant distribution
pit(θ |y1:t ,d1:t)
13. end for
14. end if
15. end for
Line 3 of Algorithm 1, where the next design point is selected, demands a more
detailed discussion. In myopic sequential design, the next optimal design point is
found conditional on the previously collected observations. Therefore, to obtain
dt+1, we aim to optimise the expected utility function, which quantifies the amount
of information expected to be provided by the experiment. It can be defined as fol-
lows:
U(d|y1:t ,d1:t) =
∫
z∈Y
u(z,d|y1:t ,d1:t) f (z|y1:t ,d1:t ,d)dz,
where u(z,d|y1:t ,d1:t) is the utility function of the future observation z collected at
design point d and f (z|y1:t ,d1:t ,d) is the posterior predictive distribution of z given
the previous observations. We will approximate the expected utility U(d|y1:t ,d1:t)
by Monte Carlo integration. Given a sample {zk}Kk=1 from the posterior predictive
distribution, one can estimate U(d|y1:t ,d1:t) by
Uˆ(d|y1:t ,d1:t) = 1K
K
∑
k=1
u(zk,d|y1:t ,d1:t).
Sampling from zk ∼ f (.|y1:t ,d1:t ,d) can be achieved by sampling θ k from the current
particle set {θ it ,W it }Ni=1 and then zk ∼ f (.|θ k,d).
The utility function u(z,d|y1:t ,d1:t) depends on the objective of data collection,
i.e., estimation, prediction, or model selection. In the example of this contribution,
the inferential goal is to estimate the posterior distribution of a function of the pa-
rameters. Thus, the aim is to find the design point which leads to posterior dis-
tributions which are, on average, as narrow as possible. Suitable utility functions
would be the Kullback-Leibler divergence between posterior and prior distribution
or the posterior precision. These utility functions are functionals of the posterior
pi(θ |y1:t ,z,d1:t ,d). In order to estimate u(z,d|y1:t ,d1:t), one therefore needs a sam-
ple from pi(θ |y1:t ,z,d1:t ,d). This is easily obtained by updating the weights from the
particle set {θ it ,W it }Ni=1:
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w(z,d)i =W it f (z|θ it ,d).
To find the optimal design dt+1, we will simply discretise the design space D
and compute Uˆ(d|y1:t ,d1:t) for all d ∈ D . The algorithm for selecting the next de-
sign point is:
Algorithm 2 (Selecting the next design point):
1. We have particles at current time t, {θ it ,W it }Ni=1
2. for d ∈D do
3. for k in 1 to K do
4. Simulate zk from the posterior predictive distribution:
θ k ∼ {θ it ,W it }Ni=1 and zk ∼ f (.|θ k,d)
5. Compute importance weights w(zk,d)i =W it f (z
k|θ it ,d) for i= 1, . . . ,N
6. Normalise W (zk,d)i = w(zk,d)i/∑Nj=1w(zk,d) j for i= 1, . . . ,N
7. Use {θ it ,W (zk,d)i}Ni=1 to estimate u(zk,d|y1:t ,d1:t)
8. end for
9. Estimate the expected utility Uˆ(d|y1:t ,d1:t) = (1/K)∑Kk=1 u(zk,d|y1:t ,d1:t)
10. end for
11. Set dt+1 to the design point d ∈D which optimises Uˆ(d|y1:t ,d1:t)
2.2 Modifications for Intractable Likelihoods
If the likelihoods are intractable, the re-weighting in Line 5 of Algorithm 1 and in
Line 5 of Algorithm 2 is not possible. Furthermore, standard MCMC in Line 12 of
Algorithm 1 is also precluded. We therefore propose to resort to concepts known
as approximate Bayesian computation (ABC) (see [7]) and to replace the likelihood
f (y|θ ,d) by the ABC likelihood
fε(y|θ ,d) =
∫
y∗∈Y
Kε
[
d
(
s(y),s(y∗)
)]
f (y∗|θ ,d)dy∗,
where y∗ are pseudo-data simulated from the likelihood f (.|θ ,d), Kε [.] is a kernel
function with bandwidth parameter ε , and d
(
s(y),s(y∗)
)
gives the discrepancy be-
tween the summary statistics s(.) of y and y∗. The ABC posterior resulting from this
approximation of the likelihood is
piε(θ |y,d) ∝ fε(y|θ ,d)pi(θ).
It is an approximation of the true posterior distribution and depends on the choices of
ε , Kε [.], and s(.). If s(.) is a sufficient summary statistic, then piε(θ |y,d)→ pi(θ |y,d)
as ε → 0.
If it is possible to simulate the sample y∗m ∼ f (.|θ ,d), m= 1, . . . ,M, then one can
compute an unbiased estimate of the ABC likelihood,
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fε(y|θ ,d)≈ 1M
M
∑
m=1
Kε
[
d
(
s(y),s(y∗m)
)]
,
and use this estimate instead of the true likelihood in the re-weighting steps, as has
been proposed by Hainy, Mu¨ller, and Wagner [5]. In particular, Line 5 of Algo-
rithm 1 could be replaced by the two steps
• Simulate y∗im ∼ f (.|θ it−1,dt) for m= 1, . . . ,M and i= 1, . . . ,N
• Re-weight: wit =W it−1 ∑Mm=1Kε
[
d
(
yt ,y∗im
)]
for i= 1, . . . ,N
Line 5 of Algorithm 2 is correspondingly substituted by
• Simulate z∗im ∼ f (.|θ it ,d) for m= 1, . . . ,M and i= 1, . . . ,N
• Re-weight: w(zk,d)i =W it ∑Mm=1Kε
[
d
(
zk,z∗im
)]
for i= 1, . . . ,N
Since we assume that observations are collected one at a time, we can employ
the identity function as our summary statistic in the re-weighting steps. Follow-
ing [5], in Algorithm 2 the simulation burden can be reduced by re-using the sample
{{z∗im}Mm=1}Ni=1 to update all the particle weights for all zk ∼ f (.|y1:t ,d1:t ,d).
For the MCMC steps in Line 12 of Algorithm 1, we suggest to employ the
likelihood-free extension of the standard MCMC sampler presented in Sisson and
Fan [7]. The ABC-MCMC kernel has the invariant distribution
piε(θ ,y∗1:t |y1:t ,d1:t) ∝ Kε
[
d
(
s(y1:t),s(y∗1:t)
)]
f (y∗1:t |θ ,d1:t)pi(θ).
The marginal distribution with respect to θ is the ABC posterior given y1:t and d1:t .
The proposal distribution is chosen such that the likelihood terms cancel out in the
acceptance ratio (for details see [7]). The acceptance probabilities are usually very
small for likelihood-free MCMC, so it is expected that many MCMC repetitions are
necessary to move a particle. Thus, Rt has to be set to a very high value compared
to the standard SMC sampler.
To mitigate the curse of dimensionality when operating on the whole sample
y1:t (see [1]), we have to choose a low-dimensional summary statistic s(y1:t). In
general, this summary statistic will not be sufficient, so the target ABC posterior in
the resampling step will not converge to the true posterior distribution when ε → 0.
2.3 Synthetic Likelihood
A special form of approximation to the likelihood was proposed by Wood [8]. The
distribution of the summary statistic s(y) is approximated by a normal distribution
known as the synthetic likelihood:
f
(
s(y)|θ ,d)≈N [s(y)| µˆθ , Σˆθ ].
The parameters µˆθ and Σˆθ of the synthetic likelihood can be estimated by simulating
pseudo-data y∗m ∼ f (.|θ ,d) for m = 1, . . . ,M and computing the sample mean vec-
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tor and variance-covariance matrix of {s(y∗m)}Mm=1. The advantage of the SL ABC
approach is that there is no need to choose an ABC tolerance, ε . The major disad-
vantage is that the true likelihood is approximated by a normal likelihood, which
might not always be appropriate.
For the SL ABC sampler, we have to replace Line 5 of Algorithm 1 by
• Simulate y∗im ∼ f (.|θ it−1,dt) for m= 1, . . . ,M and i= 1, . . . ,N
• Compute µˆ iθt−1 and σˆ
2,i
θt−1 from the sample {y∗im}Mm=1 for i= 1, . . . ,N
• Re-weight: wit =W it−1N
[
yt | µˆ iθt−1 , σˆ
2,i
θt−1
]
for i= 1, . . . ,N
and Line 5 of Algorithm 2 by
• Simulate z∗im ∼ f (.|θ it ,d) for m= 1, . . . ,M and i= 1, . . . ,N
• Compute µˆ iθt and σˆ
2,i
θt from the sample {z∗im}Mm=1 for i= 1, . . . ,N
• Re-weight: w(zk,d)i =W it N
[
zk| µˆ iθt , σˆ
2,i
θt
]
for i= 1, . . . ,N
As for the standard ABC algorithm, we can take s(y) = y for the re-weighting steps
and re-use the sample {{z∗im}Mm=1}Ni=1 for all zk.
Finally, the invariant distribution for the MCMC steps in Line 12 of Algorithm 1
is proportional to
N
[
s(y1:t)| µˆθ , Σˆθ
]
pi(θ),
where µˆθ and Σˆθ are the mean vector and the variance-covariance matrix of the
simulated sample {s(y∗m,1:t)}Mm=1 and y∗m,1:t ∼ f (.|θ ,d1:t).
3 Example
3.1 Example Setup
The example we use to demonstrate our algorithms is a sequential design problem
first investigated by Ford and Silvey [4] in a classical design setting.
The observations yt follow a normal distribution:
yt ∼N
[
. |µ = θ1dt +θ2d2t , σ2 = 1
]
, t = 1, . . . ,T.
This is a simple linear regression model with one quadratic factor dt , no intercept,
and a fixed variance of 1. The design space is D = [−1,1], and the goal is to ef-
ficiently estimate the maximum or minimum of the response curve, given by the
function g(θ) = −0.5θ1/θ2. Therefore, it is a nonlinear design problem. Ford and
Silvey [4] prove that the limiting sequential design for this problem converges to
the optimal design measure. If |g| ≤ 0.5, the optimal design measure puts probabil-
ity 0.5+ g at d = +1 and 0.5− g at d = −1, while if |g| > 0.5, it puts probability
0.5+0.25 ·g−1 at d =+1 and 0.5−0.25 ·g−1 at d =−1.
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The likelihood function is available for this example, so we can assess the accu-
racy and the efficiency of the likelihood-free extensions compared to the likelihood-
based sequential design algorithm of Drovandi et al. [2]. Moreover, we can easily
check the plausibility of the results by contrasting them to the analytic solution for
the classical design problem.
3.2 Settings
We will consider three settings for the true parameters: (θ1,θ2)true = (1,1), (1,2),
and (1,4). These were also analyzed by Ford and Silvey [4]. Furthermore, we will
assume uniform prior distributions: θ1 ∼U [0,5] and θ2 ∼U [0.001,5].
In accordance with the original design criterion used by Ford and Silvey [4], we
take the precision of the posterior distribution pi(g(θ)|y1:t ,z,d1:t ,d) to be the utility
function u(z,d|y1:t ,d1:t). The objective at time t is to select the design point that
maximises the expected posterior precision. This design problem is comparable to
the classical design problem studied by Ford and Silvey [4], so we expect to obtain
similar results.
For the MCMC move steps, we use random walk proposal distributions with nor-
mal increments. The proposal’s variance-covariance matrix is given by the empirical
variance-covariance matrix of the current particle set.
As summary statistics for the MCMC move steps, we take the ordinary least
squares (OLS) estimates of the parameters if the design matrix is invertible; that is,
if observations have been collected at more than one design point. The discrepancy
function is the Mahalanobis distance between s(y1:t) and s(y∗1:t) using the variance-
covariance matrix of the OLS estimator. When all observations have been collected
at only one design point, we take the mean of these observations as the single sum-
mary statistic.
We choose a uniform kernel for the standard ABC sampler, i.e., Kε
[
d
(
s(y),s(y∗)
)]
∝
1 if d
(
s(y),s(y∗)
)≤ ε and Kε[d(s(y),s(y∗))]= 0 if d(s(y),s(y∗))> ε .
The tolerance level ε is set to 0.1 for the re-weighting steps and for the MCMC
steps using the Mahalanobis distance of the OLS estimates, while ε is set to 0.1/
√
t
for the MCMC steps using the sample means.
In all examples, we have a particle set of size N = 1000. When searching for
the next optimal design point, we obtain a sample of size K = 1000 from the pos-
terior predictive distribution for each d ∈ D to perform Monte Carlo integration.
Furthermore, for the standard ABC and SL ABC algorithms, we set the size of the
simulated observation samples to M = 1000. Data are collected for T = 100 time
points as in [4]. The design space is discretised between −1 and 1 with a spacing of
0.1, so at each t there are 21 candidate design points to be evaluated for determining
the next design point.
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3.3 Results
For each setting for the true parameter θtrue ((θ1,θ2)true = (1,1),(1,2),(1,4)) and
for each method, we conducted a simulation study comprising 30 simulation runs.
Table 1 reports the average posterior means of the final posterior samples, {g(θ it=100)}Ni=1,
over the 30 runs for all settings and methods. The standard deviations of the poste-
rior means are given in parentheses. One can see from Table 1 that the distributions
of the posterior means are almost identical for all methods and they are all cen-
tered around the true values g(θtrue). The standard deviations of the final posterior
distributions for g(θt=100) are also very similar across all methods (not reported).
Therefore, for this example, all three methods attain the same level of quality of
statistical inference after T = 100 observations.
Table 1 Average posterior means of g(θt=100) over the 30 simulation runs for different settings
and methods. Standard deviations in parentheses
true θ2 g(θtrue) standard SMC SMC with ABC SMC with SL ABC
1 -0.5 -0.500 (0.052) -0.532 (0.079) -0.526 (0.070)
2 -0.25 -0.241 (0.022) -0.245 (0.026) -0.251 (0.022)
4 -0.125 -0.125 (0.013) -0.126 (0.015) -0.126 (0.013)
Next, for each method and setting, we compare the distribution of design points
visited during data collection to the theoretical asymptotic results derived by Ford
and Silvey [4] for the classical design problem. Almost all design points which were
visited during the simulation runs were either equal or close to −1 or 1. Hence, for
each method and setting, we consider the average proportion of negative design
points over all 30 runs and compare it to the theoretical fraction of observations
taken at d = −1. The results are given in Table 2. It can be seen that the fractions
obtained by our simulation-based methods for a finite sample closely correspond to
the theoretical fractions. Furthermore, the differences between the standard SMC
sampler and the likelihood-free extensions are very small. The SMC sampler with
the standard ABC extensions exhibits a slightly higher variation of the proportion
of negative design points than the other samplers.
Table 2 Theoretical fraction at d = −1 and average fractions of design points < 0 visited during
data collection over the 30 simulation runs for different settings and methods. Standard deviations
in parentheses
true θ2 theoretical standard SMC SMC with ABC SMC with SL ABC
1 1 0.863 (0.035) 0.829 (0.041) 0.857 (0.036)
2 0.75 0.733 (0.028) 0.723 (0.032) 0.744 (0.028)
4 0.625 0.627 (0.018) 0.617 (0.026) 0.622 (0.022)
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4 Conclusion
In this paper, we have presented approaches for performing sequential design for
models with intractable likelihoods by extending the sequential Monte Carlo frame-
work of Drovandi et al. [2]. A well-known linear regression example was discussed
as a proof-of-concept. Future work will consider motivating applications and more
sophisticated methods for optimising the utility at each iteration.
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