In this paper, we present a silent algorithm for finding cut-nodes and bridges in arbitrary rooted networks. This algorithm must be composed with an algorithm from Collin and Dolev. This latter algorithm is also silent and computes a Depth First Search (
Introduction
Consider a connected undirected graph ! # " 
Related Work
Some algorithms for finding cut-nodes and bridges have been proposed in the graph theory, e.g., by Paton [11] and Tarjan [13] , the latter has a linear time complexity. This problem has also been investigated in the context of parallel and distributed computing [1, 10, 12] . In self-stabilizing systems, Collin and Dolev presented in [4] a silent algorithm whose output is a ¢ ¡ ¤ £ spanning tree. Chaudhuri and Karaata present silent algorithms in [8, 9, 3, 2] for finding cut-nodes and bridges. Algorithms from [3, 2] , which also use a silent algorithm for computing a ¢ ¡ ¦ £ spanning tree is computed by the algorihm from [4] , our algorithm reaches a terminal configuration in § (&¨) moves and § ( ) rounds where is the height of the spanning tree. This time complexity corresponds to the best proposed solutions. Furthermore, the memory requirement of our algorithm is § is an upper bound on the degree of processors. Until now, this is the protocol with the lowest memory requirement solving this problem.
Outline of the paper
In the next section (Section 2), we describe the distributed system and the model in which our algorithm is written. In the same section, we also state what it means for a composite algorithm to be self-stabilizing. In Section 3, we explain how the algorithm from [4] works. We present and prove our solution in Sections 4 and 5. In Section 6, we discuss about some complexity results. Finally, we conclude (Section 7).
Preliminaries

Distributed System
We consider a distributed system as an undirected connected graph ! " 
more informations see [6] ). We recall that, in most cases, 
Computational Model
In the computation model that we use each processor executes the same program except r. We consider the local shared memory model of communication. The program of every processor consists of a set of shared variables (henceforth, referred to as variables) and a finite set of actions. A processor can only write to its own variables, and read its own variables and variables owned by the neighboring processors. Each action is of the following form:
The guard of an action in the program of ( is a boolean expression involving the variables of ( and its neighbors. The statement of an action of ( updates one or more variables of ( . An action can be executed only if its guard is satisfied. We assume that the actions are atomically executed, meaning, the evaluation of a guard and the execution of the corresponding statement of an action, if executed, are done in one atomic step.
The state of a processor is defined by the value of its variables. The state of a system is the product of the states of all processors () $ ). We will refer to the state of a processor and system as a (local) state and (global) configuration, respectively. Let 
)
. A computation of a protocol 3 is a maximal sequence of configurations 
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, and this change effectively made the guard of all actions of ( false). In a step of computation, first, all processors check the guards of their actions. Then, some enabled processors are chosen by a daemon. Finally, the "elected" processors execute one or more of theirs enabled actions. There exists several kinds of daemon. Here, we use a distributed daemon, i.e., during a computation step, if one or more processors are enabled, the daemon chooses at least one (possibly more) of these enabled processors to execute an action. Furthermore, a daemon can be weakly fair , i.e., if a processor ( is continuously enabled, ( will be eventually chosen by the daemon to execute an action. If the daemon is unfair, it can forever prevent a processor to execute an action except if it is the only enabled processor.
In order to compute the time complexity, we use the definition of round [7] . This definition captures the execution rate of the slowest processor in any computation. Given a computation , and so on. 
Self-Stabilizing System
is the parent of 
Definition 7 (DFS Spanning Tree 2 ) T(r) is a DFS spanning tree of G if and only if T(r) is a spanning tree of G and
From Definition 7, we can deduce this useful property about the ¥ ¡ ¦ £ Spanning Tree. 
Property 1 Let
( ) $ . Let T(r) be a DFS Spanning Tree of G (rooted at r
(( ,1 )) ) is disconnected.
Protocol Composition
These following definitions and theorem (from [14] ) explain a way to prove that a composition of algorithms is self-stabilizing. 
£
. We now define a fair composition with respect to both programs, and define what it means for a composite algorithm to be self-stabilizing.
Definition 11 (Fair Execution) An execution e of S
C ¡
S¨is fair with respect to SF (i)
'
1,2) ) if one of these conditions holds:
1. e is finite; 
e contains infinitely steps of SF , or contains an infinite suffix in which no action of SF is enabled.
Definition 12 (Fair Composition) The composition S¨¡ SC is fair with respect to SF (i)
1,2) ) if every execution of S¨¡ SC is fair with respect to SF .
Theorem 1 S¨¡ SC stabilizes to
The DFS algorithm of Collin and Dolev
In this section, we present the algorithm of Collin and Dolev, referred to as Algorithm £ ¥ ¤ e , from [4] . This is a silent algorithm which computed a ¥ ¡ ¦ £ spanning tree in a distributed fashion. Furthermore, it stabilizes in a finite number of moves.
First, to compute the ¥ ¡ ¦ £ spanning tree, this algorithm uses the notion of first path. 
Definition 13 (First Path) For each simple (loopless) path from the root P = ((
Predicates:
Remark 1 (Parent) In a terminal configuration, the parent of ( is the only processor 1 which satisfies:
Remark 2 (Child) In a terminal configuration, 
Algorithm
In this section, we present a silent algorithm called Algorithm 
Approach
To implement our algorithm, we use two theorems established by Tarjan in [13] : 
Theorem 3 r (root of G) is a cut-node if and only if
$ C (r) $ & S 2. Theorem 4 ¢ ( ) $ 8 ' r) ,
5( Q for which no node in T(1 ) is linked by a non-tree edge to an ancestor of ( in T(r).
These theorems can be deduced from Definition 7. Figure 1 
!
. The root r has exactly two children in (r). We can remark that the removal of r would disconnect the graph into two connected components: the subgraph induced by 2 and its descendants and the subgraph induced by 1 and its descendants, therefore r is a cut-node. In the same way, the removal of the node 3 would disconnect the subgraph induced by 7 and its descendants from the rest of the graph because no node of (7) is linked by a non-tree edge to an ancestor of 3. 
spanning tree in a connected undirected graph.
The following remark shows that cut-nodes and bridges have close relations.
Remark 4 If an edge (( ,1 )
) % is a bridge of Macro: From Theorem 4 and Remark 4, we know that the notion of non-tree neighbor is fondamental to determine cut-nodes and then bridges. Thus, for each processor 
! then each of its both incident nodes is either a cut-node or a pendent-node (i.e., a node of degree one).
Algorithm 3 Algorithm
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Detection of Cut-nodes and Bridges
D " r)( 1 )0 (( ) © © 51 Q S ¤ 5( Q ).
Proof. First, from Theorem 3, we can trivially deduce that
( is equivalent to the proposition "r is a cutnode". Then, for 
Example
Cut-nodes
In Figure 2 , r has only one child so r is not a cut-node. 
Bridges
In Figure 
Proof of Correctness
In this section, we prove that the composite algorithm Proof. We begin the proof with some claims. First, from [4] and Lemma 1, we know that ) . By induction assumption,
. Hence, has a bounded number of moves (see Lemma 1) . Therefore, an unfair daemon cannot forever prevent any enabled processor to execute an action. Proof. In order to prove this time complexity, we use the notions of causes of the moves again. We recall that a move can be caused by: f an initial configuration; f a change in the state of a neighbor.
We call an initial move: a move caused by an initial configuration. As we assume Algorithm 
Space Complexity
From Algorithms 1, 2, 3, and 4, we can trivially deduce the following theorem. 
Theorem 10
Conclusion
We have presented a silent, distributed, and self-stabilizing algorithm which detects cut-nodes and bridges in arbitrary rooted networks. This algorithm must be composed with Algorithm 
