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Povzetek
Naslov: Detekcija in klasifikacija objektov v vodnem okolju s pomocˇjo kon-
volucijskih nevronskih mrezˇ
Problematika, ki jo naslavljamo v magistrskem delu, je detekcija objek-
tov s konvolucijskimi nevronskimi mrezˇami v vodnem okolju za detekcijo
nevarnih ovir v realnem cˇasu. Zanesljiva in hitra detekcija ovir je osnovni
problem avtonomne vozˇnje. Konvolucijske nevronske mrezˇe so pogosto upo-
rabljene v avtonomnih avtomobilih, v vodnem okolju pa sˇe niso bile temeljito
preizkusˇene. V magistrskem delu analiziramo dve izmed najnovejˇsih konvo-
lucijskih nevronskih mrezˇ za detekcijo in klasifikacijo objektov: YOLO in
BlitzNet. Predlagamo modificirano konvolucijsko nevronsko mrezˇo YoloW
in novo podatkovno zbirko za detekcijo objektov v vodnem okolju WODD.
Podatkovna zbirka vsebuje 19691 anotiranih ovir, ki se pojavijo v 12168 sli-
kah. Predlagamo tudi prilagojen postopek ucˇenja v podatkovni zbirki z ne-
gotovimi ucˇnimi primeri, ki je primeren za ucˇenje konvolucijskih nevronskih
mrezˇ na realnih podatkovnih zbirkah. V delu evalviramo delovanje pred-
stavljenih konvolucijskih nevronskih mrezˇ na predlagani podatkovni zbirki.
S povecˇevanjem ucˇne mnozˇice se natancˇnost vseh predstavljenih mrezˇ iz-
boljˇsuje. Po ucˇenju na celotni testni mnozˇici podatkovne zbirke dosezˇe mrezˇa
BlitzNet povprecˇno natancˇnost 89, 68%, YOLO 96, 78%, medtem ko nasˇa
mrezˇa YoloW dosezˇe 97, 72%. Mrezˇa YoloW deluje v realnem cˇasu in je
sposobna detekcije ovir v povprecˇno 30, 12 slikah na sekundo.
Kljucˇne besede
racˇunalniˇski vid, strojno ucˇenje, globoko ucˇenje, konvolucijske nevronske mrezˇe,
detekcija objektov

Abstract
Title: Object detection and classification in aquatic environment using con-
volutional neural networks
We address the problem of real-time floating obstacle detection in aquatic
environments with convolutional neural networks. Reliable and fast detection
of obstacles is crucial for autonomous driving. Convolutional neural networks
are often used in autonomous cars but have not yet been thoroughly tested
in the aquatic environment. For this purpose, we analyze two of the latest
convolutional neural networks for object detection and classification: YOLO
and BlitzNet. We propose a modified convolutional neural network for ob-
stacle detection YoloW and a new dataset for object detection in the aquatic
environment. The dataset contains 19691 annotated obstacles appearing in
12168 images. We propose a customized learning process from uncertain
training examples, which is suitable for training convolutional neural net-
works on real world datasets. We evaluate the performance of the presented
convolutional neural networks on the proposed dataset. By increasing the
number of training examples, the accuracy of all models is improved. After
training on the entire training set of our dataset, BlitzNet achieves an aver-
age accuracy of 89.68%, YOLO 96.78%, while our model YoloW achieves an
average accuracy of 97.72%. The proposed YoloW works in real-time and is
capable of obstacle detection at 30.12 images per second on average.
Keywords
computer vision, machine learning, deep learning, convolutional neural net-
works, object detection

Poglavje 1
Uvod
V zadnjem obdobju je bil opazen velik napredek na podrocˇju avtonomnih
vozil [1]. Prakticˇno vsako avtomobilsko podjetje vlaga v razvoj razlicˇnih sis-
temov avtonomnme vozˇnje [2], ustanavljajo se zagonska podjetja [3, 4], ki
se ukvarjajo z razvojem sistemov za avtonomno vozˇnjo in celo na fakultetah
se vpeljujejo predmeti, katerih cilj je spoznati znanja potrebna za avtono-
mno vozˇnjo [5]. Najocˇitnejˇsi primer podjetja, ki se zaveda pomembnosti
avtonomne vozˇnje je Alphabet, ki je lastnik podjetja Google. Ta s svojim
sistemom avtentikacije reCAPTCHA [6] pridobiva oznacˇene slike cestno pro-
metnih znakov, kar s pridom izkoriˇscˇa njihovo sestrsko podjetje Waymo, ki
se ukvarja z razvojem avtonomnih vozil [7]. Rezultat napredka so resˇitve, ki
se razprostirajo od popolnoma avtonomne vozˇnje [8] do sistemov za pomocˇ
pri vozˇnji, kot so pomocˇ pri vzdrzˇevanju voznega pasu, avtomatsko slede-
nje prometu, zaznava ostalih vozil v voznikovem mrtvem kotu, samodejno
parkiranje in preprecˇevanje naletov [9, 10]. Razviti so bili tudi zˇe sistemi av-
topilotov, ki so dosegli zˇe skoraj popolno avtonomijo, kot so projekti podjetij
Tesla, Waymo, Uber in drugi.
Kljub velikim investicijam, razvoju in napredku na podrocˇju avtonomnih
avtomobilov so bila plovila delezˇna precej manj pozornosti. V zadnjih letih
je bilo veliko avtonomnih plovil razvitih za obrambne [11] in okoljevarstvene
namene, kjer so bila uporabljena za izvajanje meritev kakovosti vode [12].
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Vecˇinoma so bila avtonomna plovila uporabljena za podvodno delovanje in
raziskovanje [13, 14]. Sˇe manj pozornosti pa je bilo namenjene povrsˇinskim
plovilom, kjer je zaznavanje okolice veliko tezˇje in bolj raznoliko, saj je na
vodni gladini veliko vecˇ aktivnosti in s tem povezanih vecˇ objektov, ki jih je
potrebno prepoznavati v realnem cˇasu.
Cˇlovesˇka aktivnost se na morski gladini izrazˇa na vecˇ nacˇinov. Najocˇitnejˇsi
je seveda ladijski promet, kjer izziv predstavljajo raznolike oblike in veliko-
sti ladij. Poleg ostalih plovil na gladini najdemo sˇe razlicˇne boje oziroma
druge oznake, ki so namenjene ureditvi morskega prometa; v blizˇini obal je
potrebno biti pozoren na plavalce.
Za uspesˇno avtonomno navigacijo se morajo vozila in plovila zavedati
svoje okolice in prepoznavati objekte v njej. Hkrati mora prepoznavanje
okolice biti dovolj hitro in delovati v realnem cˇasu. Zaznava objektov v
okolici je temeljni problem avtonomne navigacije, saj se vse odlocˇitve, ki jih
sistemi sprejmejo, zanasˇajo na pravilno zaznavo in identifikacijo objektov v
okolici. Metode morajo tako biti dovolj robustne, delovati v realnem cˇasu
in hkrati dovolj splosˇne za zaznavo vseh omenjenih objektov ter potencialno
ostalih nepricˇakovanih objektov.
Detekcija objektov je eden klasicˇnih problemov racˇunalniˇskega vida in
praviloma velja za tezˇak izziv. Z ostalimi podrocˇji racˇunalniˇskega vida je
sorodna, saj zahteva metodo, ki je invariantna na deformacijo objektov, spre-
membam v osvetlitvi in zorni tocˇki. Detekcija objektov je poseben problem,
ker vkljucˇuje iskanje in kategorizacijo regij slike. Za detekcijo objekta mo-
ramo imeti nekaksˇno idejo, kje bi objekt lahko bil in kako je slika segmenti-
rana. To ustvari problem tipa ”kokosˇ in jajce”, kjer moramo poznati lokacijo
objekta, da bi prepoznali njegovo obliko in razred. Na drugi strani potrebu-
jemo lokacijo objekta, da poznamo njegovo obliko.
Problematika, ki jo naslavljamo v magistrski nalogi, je detekcija objektov
s konvolucijskimi nevronskimi mrezˇami [15] v vodnem okolju za detekcijo
nevarnih ovir. Te so pogosto uporabljene za avtonomne avtomobile, a v
vodnem okolju sˇe niso bile preizkusˇene.
1.1. PREGLED SORODNIH DEL 3
1.1 Pregled sorodnih del
Razvoj konvolucijskih nevronskih mrezˇ predstavlja osnovo za napredek na
podrocˇju avtonomne vozˇnje. Konvolucijske nevronske mrezˇe so v zadnjem
obdobju ena izmed najpopularnejˇsih metod pri problemih racˇunalniˇskega
vida. Njihova velika prednost je sposobnost delovanja neposredno s slikami,
tako da raziskovalcem ni potrebno rocˇno generirati znacˇilk. Prvotno so se
raziskovalci vecˇinoma osredotocˇili na probleme klasifikacije (AlexNet [16] leta
2012 in VGG [17] leta 2014), torej za dano sliko napovedati, kaj je na sliki.
Kasneje so se zacˇenjale pojavljati arhitekture nevronskih mrezˇ, ki so naslovile
tudi problem detekcije, torej kje na sliki je objekt, in ki jih v nadaljevanju
predstavimo.
Avtorji Girshick idr. [18] so zasluzˇni za velik napredek na podrocˇju kon-
volucijskih nevronskih mrezˇ za probleme detekcije, ko so leta 2014 pred-
stavili metodo na regijah temeljecˇe konvolucijske nevronske mrezˇe (angl.
region-based Convolutional Neural Networks, r-CNN). Ta je ob predstavi-
tvi izboljˇsala do takrat najboljˇso dosezˇeno natancˇnost 40, 9% na podatkovni
zbirki PASCAL VOC 2012 [19] in dosegla 53, 3% natancˇnost. Leto kasneje
je avtor predlagal izboljˇsavo originalne metode in predstavil metodo hitre
na regijah temeljecˇe konvolucijske mrezˇe (angl. Fast r-CNN ) [20]. Ren idr.
[21] so predstavili metodo hitrejˇse na regijah temeljecˇe konvolucijske mrezˇe
(angl. Faster r-CNN ), ki trenutno velja za najboljˇso izvedbo konvolucijskih
nevronskih mrezˇ, ki temeljijo na ideji predlaganja regij. Redmon idr. [22]
so leta 2016 predstavili metodo YOLO (angl. You Only Look Once), kjer
za razliko od prej predstavljenih metod predstavijo problem detekcije kot
regresijski problem in s tem dosezˇejo obcˇutno pohitritev delovanja. Avtorji
kasneje predstavijo model YOLO9000 [23], ki izboljˇsa natancˇnost in hitrost
delovanja originalnega modela. Leta 2016 so Liu idr. [24] predstavili me-
todo SSD (angl. Single Shot MultiBox Detector), ki sledi metodi YOLO in
predlaga enotno konvolucijsko nevronsko mrezˇo za detekcijo.
V zadnjem obdobju je veliko avtorjev predstavilo nove arhitekture konvo-
lucijskih nevronskih mrezˇ za semanticˇno segmentacijo slik. Med novejˇsimi in
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najboljˇsimi so popolnoma konvolucijske nevronske mrezˇe za semanticˇno se-
gmentacijo (angl. Fully Convolutional Networks for Semantic Segmentation)
[25], U-net [26], ki je sicer bil uporabljen za segmentacijo biomedicinskih slik,
Segnet [27] in najnovejˇsi Blitznet [28], ki nadgradi metodo za detekcijo SSD
in doda zmogljivosti izvajanja semanticˇne segmentacije poleg detekcije ter
hkrati deluje hitreje od vseh prej predstavljenih segmentacijskih metod. Kri-
stan idr. [29] so problem semanticˇne segmentacije v vodnem okolju resˇevali
z metodo mesˇanice Gaussov.
1.2 Prispevki
V okviru dela so bile izvedene sˇtudije metod za detekcijo in klasifikacijo
objektov v vodnem okolju. Predstavljeni in analizirani sta bili dve izmed
najnovejˇsih konvolucijskih nevronskih mrezˇ za detekcijo objektov YOLO [23]
in BlitzNet [28].
Glavni prispevek dela je nova metoda za detekcijo in klasifikacijo objek-
tov v vodnem okolju, ki deluje v realnem cˇasu. Predlagana metoda upora-
blja prilagojeno konvolucijsko nevronsko mrezˇo na podlagi ene izmed pred-
hodno predstavljenih in analiziranih arhitektur. Predstavljene prilagoditve
izboljˇsajo natancˇnost in hitrost ucˇenja.
Predstavimo modifikacijo metode ucˇenja konvolucijskih nevronskih mrezˇ,
ki omogocˇa ucˇenje mrezˇe na ucˇnih podatkih z negotovimi anotacijami. Defi-
niramo podrocˇje pozornosti, ki definira okolico, v kateri se detekcije morajo
pojaviti, medtem ko detekcije zunaj tega obmocˇja (na kopnem, nad obzor-
jem) ne vplivajo na postopek ucˇenja.
Predlagamo novo podatkovno zbirko za razvoj metod detekcije objektov v
vodnem okolju WODD (angl. Water Object Detection Dataset). Podatkovna
zbirka je locˇena na ucˇni in testni del. Ucˇni del je sestavljen iz zˇe objavljenih
podatkovnih zbirk MODD (angl. Marine Object Detection Dataset) [30] ter
SMD (angl. Singapore Maritime Dataset). Dodane so bile sekvence in slike
vzete s spleta. Slednje so bile rocˇno anotirane. Testni del mnozˇice sestavlja
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podatkovna zbirka MODD2 (angl. Marine Object Detection Dataset 2 ) [31].
Zˇe obstojecˇe anotacije podatkovnih zbirk MODD [30] in SMD so bile pretvor-
jene v format, ki ga za detekcijo objektov uporabljajo nekatere od najbolj
znanih in pogostokrat uporabljenih podatkovnih zbirk, kot so PASCAL VOC
2007 in VOC 2012 [32, 19] ter Microsoft COCO [33]. Vecˇina metod predsta-
vljenih v Poglavju 1.1 za ucˇenje in testiranje uporablja eno ali vecˇ omenjenih
podatkovnih zbirk. Pretvorba anotacij omogocˇa uporabo podatkovne zbirke
MODD, MODD2 in SMD z omenjenimi modeli. Hkrati bo raziskovalcem,
ki uporabljajo bolj znane podatkovne zbirke, ponudila dodatno podatkovno
zbirko za ucˇenje in evalvacijo svojih modelov.
1.3 Struktura naloge
Magistrsko delo je sestavljeno iz sˇestih poglavij. V Poglavju 2 predstavimo
konvolucijske nevronske mrezˇe in njihove gradnike. V Poglavju 3 predsta-
vimo dve arhitekturi konvolucijskih nevronskih mrezˇ, ki smo jih v nasˇem
delu analizirali. V Poglavju 4 predstavimo glavna prispevka nasˇega dela:
nasˇo konvolucijsko nevronsko mrezˇo in novo podatkovno zbirko za detekcijo
ovir v vodnem okolju. V Poglavju 5 predstavimo kvantitativno in kvalita-
tivno analizo delovanja izbranih konvolucijskih nevronskih mrezˇ. Sklepne
ugotovitve predstavimo v Poglavju 6.
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Poglavje 2
Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe (angl. Convolutional Neural Network, CNN)
so prvicˇ uspesˇno uporabili LeCun in drugi leta 1989, ko so s pomocˇjo vzvra-
tnega prehoda (angl. backpropagation) naucˇili mrezˇo prepoznave rocˇno na-
pisanih posˇtnih sˇtevilk [34]. Danes imajo konvolucijske nevronske mrezˇe
pomemben vpliv na podrocˇju racˇunalniˇskega vida. Za svoje delovanje po-
trebujejo veliko sˇtevilo ucˇnih podatkov. Zaradi vedno vecˇjega sˇtevila ucˇnih
podatkov in vedno bolj kompleksnih arhitektur nevronskih mrezˇ sta pomem-
ben dejavnik postala cˇas in strosˇek ucˇenja. Zato se je razvilo veliko ogrodij
za implementacijo nevronskih mrezˇ, ki optimizirajo delovanje na graficˇnih
karticah, ki so zaradi svoje arhitekture najboljˇsa strojna oprema za ucˇenje
nevronskih mrezˇ.
V Poglavju 2.1 opiˇsemo nevronske mrezˇe in v Poglavju 2.1 algoritem
vzvratnega razsˇirjanja napake, ki je algoritem, ki nevronskim mrezˇam omogocˇa
ucˇenje. Nato v Poglavju 2.3 predstavimo posebnosti konvolucijskih nevron-
skih mrezˇ in vse uporabljene racˇunske bloke, ki jih uporabljamo v nasˇem
delu.
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2.1 Nevronske mrezˇe
Nevronska mrezˇa (angl. Neural Network, NN) definiramo kot funkcijo g(·),
ki slika poljubne vhodne podatke x v izhod y. Funkcija g(·) = fL ◦ ... ◦ f1
je kompozitna in sestavljena iz vecˇ preprostejˇsih, katere imenujemo nivoji ali
bloki. Cˇe definiramo x0 kot vhod mrezˇe, se vsak vmesni izhod x1, x2, ..., xL
izracˇuna kot rezultat funkcije fl(·) izhoda prejˇsnega nivoja xl−1 in naucˇenega
parametra utezˇi wl,
xi = fl(xl−1,wl). (2.1)
2.2 Vzvratno razsˇirjanje napake
Vzvratno razsˇirjanje napake je metoda za izracˇun odvodov utezˇi nevronske
mrezˇe, ki je predstavljena kot kompozitna funkcija g(·) v odvisnosti od funk-
cijskih vhodov in je prakticˇna implementacija verizˇnega pravila (angl. chain
rule) [35]. Nevronska mrezˇa se ucˇi z izbiro utezˇi vseh nevronov, tako da se
mrezˇa naucˇi preslikati ciljne izhode iz znanih vhodov. Proces ucˇenja nevron-
ske mrezˇe z vzvratnim razsˇirjanjem napake je predstavljen kot optimizacijski
problem, kjer zˇelimo minimizirati vrednost kriterijske funkcije (pogosto po-
imenovane tudi cost/error function), ki za dane vhode izracˇuna odstopanje
napovedi mrezˇe od resnicˇnih podatkov (angl. ground truth). Analiticˇno je te
utezˇi prakticˇno nemogocˇe izracˇunati v globokih nevronskih mrezˇah. Vzvra-
tno razsˇirjanje napake predstavi preprosto in efektivno resˇitev za izracˇun
zˇelenih utezˇi iterativno. Standardna resˇitev uporablja gradientni spust (angl.
gradient descent) kot optimizacijsko metodo. Gradientni spust ne zagotavlja
globalnega minimuma napake, ampak z nastavitvijo pravilnih parametrov
deluje dobro v praksi. Veliko raziskovalcev je namrecˇ prepricˇanih, da so lo-
kalni minimumi zadovoljiva resˇitev pri optimizaciji nevronskih mrezˇ, saj so
njihove vrednosti priblizˇno podobne globalnemu minimumu zaradi komple-
ksnosti mrezˇ [36].
Pri inicializaciji nevronske mrezˇe se utezˇi nastavijo na dolocˇene vrednosti.
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V teoriji se lahko utezˇi inicializira nakljucˇno, kar se je pokazalo, da v praksi
vodi v nestabilno ucˇenje (problem izginjajocˇih gradientov [37]) in pocˇasnejˇso
konvergenco mrezˇe. Boljˇsa resˇitev je inicializacija utezˇi z vzorcˇenjem razlicˇnih
porazdelitev [38, 39, 40]. Algoritem v prvi fazi vhodno matriko posˇlje naprej
po nevronski mrezˇi. Izhod nevronske mrezˇe se primerja z zˇelenim izhodom z
uporabo kriterijske funkcije. To razliko pogosto poimenujemo vrednost na-
pake nevronske mrezˇe. Odvod kriterijske funkcije napake se nato razsˇirja
po mrezˇi nazaj. Ker je vsak racˇunski blok nevronskih mrezˇ odvedljiv, se na
vsakem nivoju izracˇuna lokalni gradient z uporabo verizˇnega pravila odva-
janja. V zadnjem koraku se utezˇi vsakega nevrona posodobijo glede na svoj
gradient, od katerega se odsˇteje delezˇ gradienta napake. Ta delezˇ se ime-
nuje stopnja ucˇenja (angl. learning rate), ki je lahko dinamicˇen ali staticˇen.
Ko so vse utezˇi posodobljene postopek ponovimo z drugim vhodom, dokler
vrednosti utezˇi ne konvergirajo.
2.3 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe so dobile ime po enem od njihovih glavnih
gradnikov – racˇunskih blokov konvolucije. Konvolucijske nevronske mrezˇe
so pogosto uporabljene za racˇunalniˇski vid, saj imajo podatke v slikah pro-
storsko strukturo, kar dobro zajame konvolucijski racˇunski blok. Vizualni
vhod konvolucijske nevronske mrezˇe xi ima praviloma 3 dimenzije: viˇsino
H, sˇirino W in sˇtevilo kanalov C. Slikovni vhodi v mrezˇo imajo nacˇeloma 3
kanale C: rdecˇega, zelenega in modrega (angl. red, green, blue, RGB). Viˇsina
in sˇirina pa se interpretirata kot prostorski dimenziji. Slika 2.1 prikazuje pri-
merjavo arhitekture preproste nevronske mrezˇe in konvolucijsko nevronsko
mrezˇo, kjer so prikazani vecˇdimenzionalni podatki.
10 POGLAVJE 2. KONVOLUCIJSKE NEVRONSKE MREZˇE
(a) NN (b) CNN
Slika 2.1: Primerjava preproste 3-slojne nevronske mrezˇe (a) in preproste
konvolucijske nevronske mrezˇe (b), kjer je vidno, kako so nevroni razporejeni
v treh dimenzijah. Slika povzeta po [41].
2.4 Racˇunski bloki
V tem podpoglavju bomo opisali standardne gradnike nevronskih mrezˇ -
racˇunske bloke, ki so uporabljeni v delu: konvolucija, aktivacijske funkcije,
zdruzˇevalni nivo, paketno normalizacijo in funkcijo Softmax.
2.4.1 Konvolucija
Konvolucjski nivo izracˇuna konvolucijo vhoda x ∈ RH×W×D z vecˇ filtri f ∈
RH′×W ′×D×D′′ in dolocˇeno pristranskostjo b (angl. bias). Rezultat konvolucije
y ∈ RH′′×W ′′×D′′ je vhod v naslednje nivoje konvolucijske nevronske mrezˇe.
Vsak filter f je matrika sˇtevilk, ki jih imenujemo utezˇi in so naucˇeni raz-
poznavati dolocˇene znacˇilke v vhodu x. Konvolucija je operacija med vho-
dom x in filtrom f . Vsak filter premikamo po celotnem vhodu, pri cˇemer
mora biti celoten filter znotraj vhoda x, kar vodi v zmanjˇsanje prostorskih
dimenzij izhoda. Cˇe zˇelimo ohraniti prostorske dimenzije izhoda, je potrebno
vhod obrobiti (angl. padding). Praviloma ima dodana obroba same vrednosti
0. Izhodna vrednost operacije konvolucije je utezˇena vsota vhodnih vredno-
sti, utezˇi pa predstavljajo vrednosti filtra, kar prikazuje Slika 2.2. Rezultat
konvolucije fitrov f z vhodom x in pristranskostjo b se lahko izrazi kot
yi′′j′′d′′ =
H′∑
i′=1
W ′∑
j′=1
D∑
d′=1
(fi′j′d × xi′′+i′−1,j′′+j′−1,d′′) + bd′′ . (2.2)
2.4. RACˇUNSKI BLOKI 11
Slika 2.2: Prikaz delovanja filtra na vhodu x.
2.4.2 Aktivacijske funkcije
Aktivacijske funkcije so tisti racˇunski blok, ki v model vpeljuje nelinearnost.
Brez aktivacijskih funkcij bi se tako mrezˇe obnasˇale kot preprost percepetron.
Obstaja vecˇ takih funkcij, kot so linearna, sigmoidna (v preteklosti najbolj
uporabljena), hiperbolicˇni tangens in ReLU (ang. Rectified Linear Unit).
Slednja se je v praksi za konvolucijske nevronske mrezˇe pokazala za najbolj
uporabno. V zadnjih letih so se pojavile sˇe variacije ReLU aktivacijske funk-
cije, kot so uhajajocˇa ReLU (angl. Leaky ReLU ) [42], exponentna linearna
enota (angl. Exponential Linear Unit, ELU) [43] in pomanjˇsana eksponen-
tna linearna enota (angl. Scaled exponential Linear Unit, SELU) [44]. Izmed
nasˇtetih so v nasˇem delu uporabljene (Slika 2.3):
linearna aktivacijska funkcija
a(x) = x, (2.3)
sigmoidna aktivacijska funkcija
a(x) =
1
1 + e−x
, (2.4)
aktivacijska funkcija ReLU
a(x) = max(0, x), (2.5)
12 POGLAVJE 2. KONVOLUCIJSKE NEVRONSKE MREZˇE
in Leaky ReLU s parametrom α = 0.01,
a(x) = max(αx, x). (2.6)
Slika 2.3: Vizualizacija aktivacijskih funkcij: ReLU v rdecˇi, sigmoidna funk-
cija v oranzˇni in linearna v zeleni, ki se v pozitivnem delu x osi prekriva z
ReLU.
2.4.3 Zdruzˇevalni nivo
Zdruzˇevalni nivoji (angl. Pooling Layers) so pogosto postavljeni med zapore-
dne konvolucijske nivoje. Namenjeni so postopnemu zmanjˇsanju prostorske
dimenzije vhodov v naslednje nivoje in zmanjˇsanju sˇtevila parametrov ter po-
trebnih racˇunskih operacij. Hkrati sluzˇijo zmanjˇsevanju lokacijske odvisnosti
med znacˇilkami [45] in preprecˇujejo preveliko prilagajanje ucˇnim podatkom
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(angl. overfitting). V praksi sta se uveljavila dva tipa zdruzˇevalnih blokov:
povprecˇno zdruzˇevanje (angl. Average Pooling) in maksimalno zdruzˇevanje
(angl. Max Pooling). Zdruzˇevalni blok, z velikostjo okna w × h. Poenosta-
vljen primer primerjave delovanja povprecˇnega in maksimalnega zdruzˇevanja
prikazuje Slika 2.4, kjer so vidne razlike med obema pristopoma.
Slika 2.4: Prikaz delovanja povprecˇnega in maksimalnega zdruzˇevanja z
velikostjo okna 2× 2.
2.4.4 Paketna normalizacija
Paketna normalizacija (angl. Batch Normalization) je tehnika, ki izboljˇsuje
natancˇnost in stabilnost ucˇenja nevronskih mrezˇ. Gre za poseben racˇunski
blok, saj izvaja operacije nad celotnimi izhodi predhodnih linearnih nivojev
in pred nelinearnimi racˇunskimi bloki. Ker se normalizacija izvaja na vsakem
nivoju, se osredotocˇimo na aktivacijo x(k) in za jasnost izpustimo (k). Vsak
paket β velikosti M ima m aktivacij
β = {x1,x2, . . . ,xm} . (2.7)
Cˇe oznacˇimo normalizirane vrednosti paketa kot x′1..M in njihove linearne
transformacije kot y1..M , potem definiramo transformacijo paketne normali-
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zacije kot
BNγ,β : x1..m → y1...m. (2.8)
Za vsak paket se izracˇuna njegovo povprecˇje
µβ =
1
m
m∑
i=1
xi (2.9)
in varianca
σ2β =
1
m
m∑
i=1)
(xi − µβ)2. (2.10)
Aktivacijska mapa se normalizira kot opisano v (2.11). Za potrebe numericˇne
stabilnosti je v imenovalec izracˇuna dodan ϵ:
x′ =
xi − µσ√
σ2β + ϵ
. (2.11)
Rezultat transformacije paketne normalizacije (BN) je yi, ki je podan kot
yi = γx
′
i + β ≡ BNγ,β(xi). (2.12)
Tako imajo vhodi v nelinearne racˇunske bloke vedno enotni standardni
odklon in povprecˇje 0. V praksi se je pokazalo da paketna normalizacija vodi
k hitrejˇsi konvergenci modela in hkrati odstrani potrebo po drugih oblikah
regularizacije [46].
2.4.5 Funkcija Softmax
Funkcija Softmax je generalizacija logisticˇne funkcije, ki preslika poljuben K
dimenzionalen vektor z v K dimenzionalen vektor σ(z) realnih sˇtevil, kjer
je vrednost vsakega elementa v intervalu (0, 1], medtem ko je vsota vseh
vrednosti enaka 1. Funkcija je definirana kot
σ : RK →
{
σ ∈ RK |σi > 0,
K∑
i=1
σi = 1
}
, (2.13)
σ(z)j =
ezj∑K
k=1 e
zk
j = 1, . . . , K. (2.14)
Poglavje 3
Detekcija objektov s CNN
Pri izboru konvolucijskih nevronskih mrezˇ (CNN), uporabljenih v delu sta
bila glavna kriterija natancˇnost in hitrost delovanja. Na podlagi pregleda
sorodnih del in preliminarnih testov smo izbrali YOLO [47] in BlitzNet [28].
Arhitekturo YOLO na kratko predstavimo v Poglavju 3.1, BlitzNet pa v
Poglavju 3.2. Obe arhitekturi sta bili uporabljeni in analizirani za detekcijo
ter klasifikacijo objektov.
3.1 Arhitektura YOLO
Arhitekturo YOLO (angl. You Only Look Once) so leta 2016 predstavili Red-
mon idr. [47]. Posodobljeno arhitekturo sta leto kasneje predstavila Redmon
in Farhadi [48]. Posebnost arhitekture YOLO, po kateri se razlikuje od osta-
lih detektorjev objektov je, da uporabi eno konvolucijsko nevronsko mrezˇo
za klasifikacijo in lokalizacijo objektov, pri cˇemer uporabi omejevalno polje
(angl. bounding box ). YOLO za ucˇenje uporablja cele slike in neposredno op-
timizira delovanje detekcije. Opisan enotni pristop ima vecˇ prednosti. Prva
prednost s staliˇscˇa avtonomne vozˇnje je, da mrezˇa deluje zelo hitro. Ker
je detekcija objektov predstavljena kot regresijski problem, ni potrebe po
kompleksnem sistemu pred in po-procesiranja. Druga prednost je, da model
pri napovedih uposˇteva celotno sliko. Za razliko od tehnik premikajocˇih se
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oken (angl. sliding windows) in predlogov regij (angl. region proposal) model
vidi celotno sliko med treniranjem in med testiranjem ter se tako implicitno
naucˇi konteksta, v katerem se dolocˇeni razredi objektov pojavljajo in kako
izgledajo. Fast R-CNN [20] pogosto dele ozadja napacˇno napove kot objekt.
Zaradi dostopa do globalnih informacij o sliki YOLO takih napak naredi ve-
liko manj. Prav tako se model naucˇi zelo dobre generalizacijske predstavitve
objektov.
Slika 3.1: Sistem modelira detekcijo kot regresijski problem. Sliko razdeli
na mrezˇo velikosti S×S in za vsako celico mrezˇe napove omejevalno polje B
(angl. bounding box ), verjetnosti teh polj in razred C ter njegovo verjetnost.
Te predikcije so zakodirane kot matrike dimenzij S × S × (B × 5+C). Slika
vzeta iz [47].
Mrezˇa razdeli vhodno sliko na mrezˇo velikosti S × S. Cˇe center objekta
pade v dolocˇeno celico mrezˇe, je ta specificˇna celica zadolzˇena za detekcijo
objekta. Vsaka celica napove B razlicˇnih omejevalnih polj in njihove ver-
jetnosti. Verjetnosti je mozˇno interpretirati kot zaupanje modela, torej ali
dano omejevalno polje vsebuje objekt in kako natancˇno je omejevalno polje
postavljeno nad objekt.
YOLO uporablja edinstveno in razmeroma enostavno konvolucijsko ne-
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vronsko mrezˇo, ki je predstavljena v Tabeli 3.1. Vsebuje 19 konvolucijskih
in 5 zdruzˇevalnih nivojev. Veliko sistemov za detekcijo uporablja VGG16
[17] kot izhodiˇscˇni model, ki iz slike izlusˇcˇi znacˇilke, a je izredno komple-
ksen. Konvolucijski nivoji VGG16 zahtevajo za en prehod slike skozi mrezˇo
30, 69 milijard operacij s plavajocˇo vejico za sliko dimenzij 224 × 224, med-
tem ko mrezˇa YOLO zahteva le 8, 52 milijard operacij. Na zadnjem nivoju
arhitekture YOLO je uporabljena sigmoidna aktivacijska funkcija; ostalim
konvolucijskim plastem sledi racˇunski blok Leaky ReLU, ki je opisan v Po-
glavju 2.4.2.
Zadnji nivo mrezˇe YOLO napove verjetnosti posameznih razredov in ko-
ordinate omejevalnega polja. Predikcija omejevalnega polja in njene kompo-
nente so vizualizirane na Sliki 3.2. Izhod mrezˇe je 5 predikcij za vsako celico
mrezˇe. Vsak izhod je sestavljen iz 5 koordinat omejevalnega polja: tx, ty, tw,
th in to. Center celice mrezˇe je od levega zgornjega roba slike oddaljen za
(cx, cy) in ima omejevalno polje predhodno sˇirino pw in viˇsino ph. Predikcija
omejevalnega polja b, ki je sestavljeno iz
bx = σ(tx) + cx, (3.1)
by = σ(ty) + cy, (3.2)
bw = pwe
tw , (3.3)
bh = phe
th . (3.4)
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racˇunski blok sˇtevilo filtrov velikost/korak dimenzije izhodov
konvolucija 32 3 x 3 224 x 224
maksimalno zdruzˇevanje 2 x 2/2 112 x 112
konvolucija 64 3 x 3 112 x 112
maksimalno zdruzˇevanje 2 x 2/2 56 x 56
konvolucija 128 3 x 3 56 x 56
konvolucija 64 1 x 1 56 x 56
konvolucija 128 3 x 3 56 x 56
maksimalno zdruzˇevanje 2 x 2/2 28 x 28
konvolucija 256 3 x 3 28 x 28
konvolucija 128 1 x 1 28 x 28
konvolucija 256 3 x 3 28 x 28
maksimalno zdruzˇevanje 2 x 2/2 14 x 14
konvolucija 512 3 x 3 14 x 14
konvolucija 256 1 x 1 14 x 14
konvolucija 512 3 x 3 14 x 14
konvolucija 256 1 x 1 14 x 14
konvolucija 512 3 x 3 14 x 14
maksimalno zdruzˇevanje 2 x 2/2 7 x 7
konvolucija 1024 3 x 3 7 x 7
konvolucija 512 1 x 1 7 x 7
konvolucija 1024 3 x 3 7 x 7
konvolucija 512 1 x 1 7 x 7
konvolucija 1024 3 x 3 7 x 7
konvolucija 1000 1 x 1 7 x 7
povprecˇno zdruzˇevanje globalno 1000
softmax
Tabela 3.1: Arhitektura YOLO [48].
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Slika 3.2: Predikcija mrezˇe YOLO.
Verjetnost napovedanega objekta P (objekt) lahko izrazimo s pomocˇjo
mere IoU (angl. Intersection over Union) med predikcijo omejevalnega polja
b in anotacijo objekta
P (objekt) ∗ IOU(b, objekt) = σ(to). (3.5)
Sˇirino w in viˇsino h anotacij se normalizira s sˇirino in viˇsino slike, tako da
vrednosti padejo na interval med 0 in 1. Parametra x in y lokaliziramo glede
na razdaljo iz centra celice, kar pomeni, da sta absolutni vrednosti preslikani
na interval med 0 in 1 glede na njuno razdaljo od centra celice, v kateri je bilo
omejevalno polje postavljeno. Predikcije sˇirine wˆ, viˇsine hˆ, koordinate xˆ in yˆ
sledijo istim normalizacijskim pravilom. Med treniranjem mrezˇa optimizira
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vecˇdelno kriterijsko funkcijo
λcoord
∑S2
i=0
∑B
j=0 1
obj
ij [(xi − xˆi)2 + (yi − yˆi)2]
+λcoord
∑S2
i=0
∑B
j=0 1
obj
ij
[
(
√
wi −
√
wˆi)
2 + (
√
hi −
√
hˆi)
2
]
+
∑S2
i=0
∑B
j=0 1
obj
ij
(
Ci − Cˆi
)2
+λnoobj
∑S2
i=0
∑B
j=0 1
noobj
ij
(
Ci − Cˆi
)2
+
∑S2
i=0 1
obj
i ,
(3.6)
kjer 1obji oznacˇuje, cˇe je objekt prisoten v i-ti celici in 1
obj
ij oznacˇuje, da je
j-ti prediktor omejevalnih polj odgovoren za predikcijo objekta v i-ti celici.
Razred objekta oznacˇimo s Ci, napovedan razred pa z Cˆi. Tako definirana
kriterijska funkcija kaznuje klasifikacijske napake le, cˇe je objekt prisoten v
celici in kaznuje zgolj napake v lokalizaciji za odgovornega prediktorja.
3.2 Arhitektura BlitzNet
BlitzNet so leta 2017 predstavili Dvornik idr. [28]. Tako kot YOLO opisan
v Poglavju 3.1 sodi Blitznet med sisteme, ki opravljajo detekcijo objektov v
realnem cˇasu. Posebnost mrezˇe BlitzNet je sposobnost opravljanja detekcije
in semanticˇne segmentacije socˇasno, a hkrati neodvisno enega od drugega. V
nasˇem delu smo se osredotocˇili na del mrezˇe, ki izvaja detekcijo. Arhitektura
mrezˇe je prikazana na Sliki 3.3.
Za razliko od metode YOLO, kjer je celotna arhitektura sestavljene iz ene
konvolucijske mrezˇe, BlitzNet uporabi ResNet50 [49] kot ekstraktor visokodi-
menzionalnih znacˇilk. Pridobljene visokodimenzionalne znacˇilke so nato ite-
rativno zmanjˇsane. Te se uporabijo za iskanje omejitvenih polj na vecˇih ska-
lah, kar sledi pristopu Single Shot Detectorju (SSD) [50]. Pridobljene regije so
nato povecˇane z dekonvolucijskimi nivoji. Na vsakem nivoju zmanjˇsevanja in
vecˇanja vhoda mrezˇa izvaja detekcijo objektov v razlicˇnih skalah. Predikcije
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generira skupek konvolucijskih nivojev: en za detekcijo, en za segmentacijo
v enem samem prehodu slike v mrezˇi.
Slika 3.3: Arhitektura BlitzNet. Slika vzeta iz [28].
Arhitektura je zasnovana s preprostimi bloki, imenovanimi ResSkip, ki
idejno izvirajo iz arhitekture ResNet [49] in uporabijo preskocˇne povezave.
Ti bloki omogocˇajo zdruzˇevanje nivojev, kot je prikazano na Sliki 3.4.
Slika 3.4: ResSkip blok, ki omogocˇa zdruzˇevanja vecˇ nivojev in hkrati po-
hitri ter poenostavi ucˇenje. Slika vzeta iz [28].
Najprej so vhodne znacˇilke prevzorcˇene na ustrezno velikost preskocˇne
povezave z uporabo bilinearne interpolacije. Nato so tako prevzorcˇene in
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zdruzˇene znacˇilke poslane skozi racˇunski blok, ki ga sestavljajo trije kon-
volucijski nivoji 1 × 1, 3 × 3 in 1 × 1 konvolucija. Izhod bloka ResSkip
je izracˇunan kot vsota izhoda omenjenega racˇunskega bloka in prevzorcˇenih
vhodnih znacˇilk. Kriterijska funkcija, ki predstavlja napako mrezˇe, je utezˇena
vsota lokacijske napake Lloc in napake zaupanje Lconf
L(x, c, l, g) =
1
N
(Lconf (x, c) + αLloc(x, l, g)) , (3.7)
kjer je N sˇtevilo privzetih omejevalnih polj. Za lokalizacijo omejevalnega
polja in verjetnosti dolocˇenega razreda arhitektura uporablja aktivacije vseh
predhodnih nivojev (brez ResNet50, ki deluje zgolj kot ekstraktor znacˇilk).
Predikcije omejevalnih polj so ob generiranju predikcij filtrirane z uporabo
algoritma non-maxima supression (NMS) [51]. Izvajanje NMS na velikem
sˇtevilu predlaganih omejevalnih polj je lahko dolgotrajen postopek. Avtorji
zato predlagajo svoj postopek za procesiranje izhodov mrezˇe: za vsak razred
izberejo 400 predikcij omejevalnih polj z najviˇsjo verjetnostjo. Nad izbranimi
omejevalnimi polji NMS izlusˇcˇi zgolj 50 predikcij. Koncˇne predikcije za dano
sliko tako predstavlja zgornjih 200 omejevalnih polj z najviˇsjimi rezultati po
aplikaciji NMS.
3.2.1 Mrezˇa ResNet50
Globoke nevronske mrezˇe so omogocˇile velik napredek na podrocˇju racˇunalniˇskega
vida in v cˇasu razvoja postajale vedno bolj globoke oziroma vecˇplastne. S
povecˇano kompleksnostjo postaja tudi ucˇenje vedno tezˇje. Ta problem so s
predstavitvijo arhitekture ResNet (Residual Network) 2015 naslovili Kaiming
He idr. [52]. Osnovni blok arhitekture ResNet je vizualiziran na Sliki 3.5.
Mrezˇa se ne ucˇi visokodimenzionalnih znacˇilk neposredno, ampak se naucˇi
ostanke (angl. residual). Ostanek r je preprosto lahko definiran kot razlika
izhoda xi in vhoda xi v nivo mrezˇe i: ri = xi−1 − xi. Za ucˇinkovit izracˇun
ostanka uporablja ResNet preskocˇne povezave (angl. skip connections).
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Slika 3.5: Prikaz enega bloka preskocˇne povezave, ki jih uporabljajo arhi-
tekture ResNet.
Mrezˇ, ki uporabljajo arhitekturo ResNet, je vecˇ. Razlikujejo se po globini
- sˇtevilu nivojev. ResNet50, ki ga uporablja BlitzNet, sestavlja 50 nivojev,
kar je razvidno zˇe iz njegovega imena.
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Poglavje 4
Detekcija objektov v vodnem
okolju
V tem poglavju podrobno opiˇsemo glavne prispevke nasˇega dela. V Poglavju
4.1 opiˇsemo modifikacije referencˇne arhitekture YOLO: YoloW (angl. You
only look once at Water), nato v Poglavju 4.2 predlagamo in opiˇsemo novo
podatkovno zbirko WODD (angl. Water Object Detection Dataset) za pro-
bleme detekcije v vodnem okolju. V podpoglavju 4.2.1 opiˇsemo postopek
ucˇenja konvolucijskih nevronskih mrezˇ na podatkovnih zbirkah z nezaneslji-
vimi anotacijami.
4.1 Prilagoditev arhitekture YOLO: YoloW
Originalni model YOLO omogocˇa klasifikacijo velikega sˇtevila razredov, ki so
vsebovani v podatkovnih zbirkah Pascal VOC 2007 in 2017 [32, 19] ter COCO
[33]. Za hitro in robustno detekcijo kakrsˇnihkoli nevarnih ovir nima smisla
uporabljati mrezˇe, ki lahko detektira tako veliko sˇtevilo razredov objektov.
Prav tako v vodnih okoljih ne moremo pricˇakovati, da bodo ovire ravno tistih
kategorij, ki so bile vsebovane v ucˇni mnozˇici originalne mrezˇe YOLO. Nasˇ
klasifikacijski problem smo tako reducirali na dve kategoriji: voda, ki je zelo
kompaktna kategorija, in ovira, ki je zelo raznolika. V kategorijo ovir so
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vkljucˇeni vsi objekti v vodi, zato mora mrezˇa biti sposobna visoke stopnje
generalizacije.
Potrebne modifikacije mrezˇe se odrazˇajo v zadnjih dveh nivojih arhitek-
ture YOLO. Na zadnjem (softmax) nivoju mrezˇe spremenimo sˇtevilo razredov
za detekcijo na 1. Kot opisano v Poglavju 3.1 pri arhitekturi YOLO, zadnji
konvolucijski nivo generira omejevalna polja. Sprememba sˇtevila napove-
danih razredov zmanjˇsa tudi sˇtevilo filtrov, ki so odgovorni za generiranje
teh predikcij. Sˇtevilo potrebnih filtrov (filters) na zadnjem konvolucijskem
nivoju za C razredov se izracˇuna po podani enacˇbi:
filters = num ∗ (C + 5), (4.1)
kjer je num parameter zadnjega (softmax) nivoja mrezˇe in predstavlja sˇtevilo
omejevalnih polj, ki jih napove zadnji nivo. V primeru enega razreda C = 1
to pomeni, da je na zadnjem konvolucijskem nivoju potrebnih 30 filtrov.
Prilagojena arhitektura YoloW z opisanimi spremembami je dostopna na
[53]. Za pridobitev koncˇnih omejevalnih polj v cˇasu generiranja predikcij
izhod mrezˇe normaliziramo z algoritmom non-maxina supression [51].
4.2 Podatkovna zbirka WODD
Nevronske mrezˇe potrebujejo za dobro delovanje cˇim vecˇje sˇtevilo ucˇnih pri-
merov, saj vsebujejo ogromno sˇtevilo parametrov. V literaturi sˇe ne obstaja
ena sama referencˇna podatkovna zbirka, ki bi vsebovala dovolj ucˇnih primerov
za ucˇenje konvolucijskih nevronskih mrezˇ za probleme detekcije in klasifika-
cije objektov v vodnem okolju ter hkrati vsebovala zadostno sˇtevilo testnih
primerov za evalvacijo delovanja. Predlagana podatkovna zbirka WODD je
sestavljena iz vecˇ delov:
• WODDMODD1: javno dostopna podatkovna zbirka MODD [29]. Vse-
buje 4454 anotiranih primerov slik z resolucijo 640× 480.
• WODDMODD2: podatkovna zbirka MODD2 predstavljena v [31], ki
vsebuje 5156 anotiranih slik z resolucijo 1278 × 958. To podmnozˇico
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primerov v nasˇem delu uporabljamo kot testno mnozˇico, saj gre za
najbolj aktualno in obsˇirno od objavljenih podatkovnih zbirk za detek-
cijo v vodnem okolju. Vsebuje vecˇ raznolikih ovir od ostalih in je zato
najbolj primerna zbirka za evalvacijo metod za detekcijo objektov.
• WODDOBJ: neobjavljena zbirka 162 slik, posnetih v cˇasu treh plovb z
enakim sistemom kot v MODD2 [31]. Tem sekvencam smo dodali 38
slik ovir v vodi, vzetih s spleta, tako da mnozˇica skupno vsebuje 200
anotiranih slik. Zbirka je zanimiva, saj so izbrane slike, kjer so ovire
jasno vidne in so zelo raznolike. Anotiranje za to zbirko smo opravili
rocˇno in s tem zagotovili, da so anotirani vsi potrebni objekti. Prav
tako je bil rocˇno anotiran horizont oziroma rob morja.
• WODDSMD: javno dostopna podatkovna zbirka SMD, opisana v [54].
Vsebuje 2396 anotiranih slik z resolucijo 1920×1080, ki vsebujejo ano-
tirane objekte in oznake horizonta.
Podatkovne zbirke smo rocˇno pregledali in zagotovili, da so v vseh zbir-
kah, ki smo jih vkljucˇili, objekti anotirani konsistentno. Podatkovna zbirka
WODD vsebuje 12168 slik, od tega je 7050 slik v ucˇni in 5156 v tesni
mnozˇici. Celotna podatkovna zbirka vsebuje 19691 anotiranih ovir, od tega
ucˇna mnozˇica vsebuje 8364, testna mnozˇica pa 11327 anotiranih ovir. Slika
4.0 prikazuje primere iz celotne podatkovne zbirke WODD. Distribucijo ve-
likosti objektov v ucˇni in testni mnozˇici prikazuje Slika 4.1.
(a) WODDMODD1 (b) WODDMODD1 (c) WODDMODD1
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(d) WODDMODD2 (e) WODDMODD2 (f) WODDMODD2
(g) WODDOBJ (h) WODDOBJ (i) WODDOBJ
(j) WODDSMD (k) WODDSMD (l) WODDSMD
Slika 4.0: Primeri iz vseh podmnozˇic podatkovne zbirke WODD z zeleno
oznacˇenimi objekti. Rob morja (oziroma obzorje) je oznacˇeno z modro.
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(a) Ucˇna mnozˇica podatkovne zbirke
WODD.
(b) Testna mnozˇica podatkovne zbirke
WODD.
Slika 4.1: Distribucija velikosti objektov v ucˇni in testni mnozˇici podatkovne
zbirke WODD. Velikost je izrazˇena kot dolzˇina diagonale omejevalnega polja
v pikslih.
Zaradi razlicˇnih resolucij slik in pogojev, v katerih so nastale, je podat-
kovna zbirka zelo raznolika in predstavlja dobro ogrodje za testiranje robu-
stnostih metod detekcije. Anotacije vsebujejo podatke o lokaciji objektov in
horizonta, ki predstavlja vodno gladino.
Anotacije podatkovnih zbirk, ki smo jih vkljucˇili v podatkovno zbirko
WODD niso bile konsistentne, saj je vsaka uporabljala svoj format. Definirali
smo nov format anotacij in vse anotacije podatkovnih zbirk pretvorili v izbran
format. Anotacije podatkovne zbirke WODD sledijo standardnemu formatu
XML, ki ga uporabljajo ostale znane podatkovne zbirke, kot so Pascal VOC
[32, 19] in Microsoft COCO [33]. Vsaka anotacija vsebuje naslednje podatke:
• filename: Ime datoteke, za uparjevanje anotacijskih XML datotek in
pripadajocˇih slik.
• folder : Ime direktorija, kjer se originalna anotacija pojavi.
• size: Vsebuje podatke o viˇsini (angl. height), sˇirini (anlg. width) v
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pikslih in sˇtevilu barvnih kanalov slike oziroma globini (angl. depth).
• object : V sliki se lahko pojavi 0 ali vecˇ objektov. Vsak je predstavljen
z omejevalnim poljem bndbox, ki vsebuje lokacijske koordinate objekta
xmin, ymin, xmax, ymax ter oznako oziroma labelo name.
Primer anotacije iz podatkovne zbirke WODDMODD2, ki vsebuje 3 ovire in
horizont:
<annotat ion>
<f i l ename>00074552R</ f i l ename>
< f o l d e r>modd2/kope67−00−00074432−00074612/ frames</ f o l d e r>
<s i z e>
<he ight>958</ he ight>
<width>1278</width>
<depth>3</depth>
</ s i z e>
<ob j e c t>
<bndbox>
<xmax>1264</xmax>
<xmin>29</xmin>
<ymax>520</ymax>
<ymin>544</ymin>
</bndbox>
<name>hor i zon</name>
</ ob j e c t>
<ob j e c t>
<bndbox>
<xmax>93</xmax>
<xmin>83</xmin>
<ymax>561</ymax>
<ymin>547</ymin>
</bndbox>
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<name>ob s t a c l e s</name>
</ ob j e c t>
<ob j e c t>
<bndbox>
<xmax>1143</xmax>
<xmin>1101</xmin>
<ymax>563</ymax>
<ymin>506</ymin>
</bndbox>
<name>ob s t a c l e s</name>
</ ob j e c t>
<ob j e c t>
<bndbox>
<xmax>1250</xmax>
<xmin>1241</xmin>
<ymax>534</ymax>
<ymin>524</ymin>
</bndbox>
<name>ob s t a c l e s</name>
</ ob j e c t>
</ annotat ion>
4.2.1 Ignoriranje negotovih obmocˇij za robustno ucˇenje
Za pospesˇitev ucˇenja in boljˇso generalizacijo modela izkoriˇscˇamo prenos ucˇenja
(angl. transfer learning) konvolucijskih nevronskih mrezˇ. Koncept pre-
nosa ucˇenja pomeni, da lahko utezˇi modela iste arhitekture, ki se je ucˇil
na drugacˇnih podakih, uporabimo kot osnovo za ucˇenje [55, 56]. V praksi
to pomeni hitrejˇso konvergenco modela in s tem povezano hitrejˇse ucˇenje,
saj vecˇino konvolucijskih slojev sluzˇi izlusˇcˇevanju znacˇilk iz slike, na pod-
lagi katerih zadnji nivoji mrezˇe opravljajo detekcijo in klasifikacijo. V vseh
eksperimentih smo kot osnovo vzeli zˇe prednaucˇeno mrezˇo.
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Zaradi uporabe prenosa ucˇenja, kjer je model videl veliko razlicˇnih objek-
tov, je mozˇno, da model zazna objekt nad gladino morja (na primer avtomobil
na obali). Ker so objekti v sestavljeni podatkovni zbirki WODD anotirani
zgolj v vodi, bi take detekcije kvarila postopek ucˇenja mrezˇe. Vsaka detek-
cija nad vodo bi veljala za napacˇno predikcijo, cˇeprav obstaja mozˇnost, da je
na sliki objekt res tam. Zaradi pomanjkanja anotacij nad gladino morja ni
mogocˇe pravilno obravnavati takih predikcij. Nacˇeloma bi ta problem lahko
naslovili z rocˇnim anotiranjem vseh objektov na slikah. Poleg dejstva, da bi
to bilo zelo zamudno, bi bilo tudi slabo pogojeno. Skupina objektov je na
primer lahko s staliˇscˇa ena same oznake (ovira) povsem sprejemljiva. Mrezˇa
torej detektira, da je tam ovira. Ali je sestavljena iz vecˇ manjˇsih objektov ali
enega vecˇjega, ni tako zelo pomembno. S tega staliˇscˇa bi bilo nesmiselno si-
liti mrezˇo, da detektira posamezne objekte, detekcijo celotne skupine skupaj
pa obravnavati kot negativni primer. Problem resˇimo z masko za nevtrali-
zacijo napake, ki je prikazana na Sliki 4.2. Vse predikcije med ucˇenjem, ki
se zgodijo nad gladino morja in niso del anotiranega objekta, iznicˇimo (po-
mnozˇimo z 0) in s tem preprecˇimo razsˇirjanje nekonsistentnih informacij v
mrezˇo v vzvratnem prehodu.
Slika 4.2: Maska, kjer se napake ne uposˇtevajo, oznacˇena s sivo; modra cˇrta
predstavlja obzorje; omejevalna polja ovir so v zeleni barvi.
Poglavje 5
Eksperimentalna evalvacija
V tem poglavju opiˇsemo izvedene eksperimente in ovrednotimo rezultate. V
Poglavju 5.1 opiˇsemo parametre ucˇenja in strojno opremo, ki je poganjala
eksperimente. Nato v Poglavju 5.2 predstavimo kvantitativno analizo, kjer
opiˇsemo protokol analize, uporabljene mere delovanja in predstavimo ter ana-
liziramo rezultate. V Poglavju 5.3 predstavimo kvalitativno analizo, kjer je
prikazana graficˇna primerjava delovanja vseh testiranih mrezˇ.
5.1 Podrobnosti implementacije
Ucˇenje in evalvacija sta potekala na strezˇniku v laboratoriju Vicos FRI na
graficˇni kartici NVIDIA GeForce Titan X (Pascal) z 12 GB spomina. Med
treniranjem vseh arhitektur uporabljamo stopnjo ucˇenja 1e− 5. Za potrebe
paketne normalizacije uporabljamo paket, ki vsebuje 16 primerov zaradi ome-
jitve velikosti pomnilnika na graficˇni kartici. Ostalih hiperparametrov refe-
rencˇnih metod nismo spreminjali in so enaki kot v [28, 23].
Nasˇe odprtokodne implementacije vseh mrezˇ so na voljo: BlitzNet [57],
medtem ko YOLO in YoloW uporabljata isti repozitorij, ki je dostopen na
[53]. Vsa implementacija je bila opravljena s programskim jezikom Python
v ogrodju TensorFlow [58].
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5.2 Kvantitativna analiza
V nasˇem delu smo z eksperimenti zˇeleli odgovoriti na dve glavni vprasˇanji.
Najprej nas je zanimala primerjava delovanja dveh razlicˇnih konvolucijskih
nevronskih mrezˇ za detekcijo: BlitzNet [28] in YOLO [23]. Nato smo zˇeleli
preveriti, kaksˇno je delovanje nasˇe modificirane mrezˇe: YoloW.
Delovanje modelov smo testirali na podatkovni zbirki WODD, ki je opi-
sana v Poglavju 4.1. Primerjali smo delovanje treh mrezˇ: referencˇne pred-
naucˇene mrezˇe BlitzNet [28] in YOLO [23] ter nasˇo modificirano mrezˇo Yo-
loW, opisano v Poglavju 4.2. Testiranje referencˇno prednaucˇenih mrezˇ nam
omogocˇa oceniti izhodiˇscˇno delovanje in ovrednotiti delovanje mrezˇ po treni-
ranju na predlagani podatkovnih zbirki.
Referencˇni metodi BlitzNet [28] in YOLO sta bili trenirani na podat-
kovnih zbirkah, ki vkljucˇujejo vecˇ kategorij, kot podatkovna zbirka WODD,
predstavljena v Poglavju 4.2. Za ucˇenje in testiranje na zadnjem nivoju ome-
njenih mrezˇ zdruzˇimo vse napovedane kategorijo v kategorijo, ki je vsebovana
v podatkovni zbirki WODD: ovira. To nam omogocˇa ucˇenje in primerjavo
vseh predstavljenih mrezˇ na enak nacˇin.
5.2.1 Protokol analize
Delovanje vseh mrezˇ smo preverjali na podatkovni zbirki WODDMODD2,
medtem ko so ostali deli podatkovne zbirke bili uporabljeni v ucˇni mnozˇici.
Zaradi specifik anotacij podatkovne zbirke WODD (objekti, anotirani zgolj
v vodi) smo definirali obmocˇje detekcij, v katerem ne uposˇtevamo napacˇnih
predikcij. V podatkovni zbirki so objekti anotirani zgolj v vodi, zato med
postopkom evalvacije izkljucˇimo predikcije, ki se sprozˇijo nad nivojem vode.
Poleg tega premec ladje, ki je pogosto viden, ni anotiran kot objekt, zato
z obmocˇja detekcij izvzamemo ozek pas tik pred plovilom. Primer maske
obmocˇja detekcij je prikazan na Sliki 5.1.
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Slika 5.1: Maska, ki oznacˇuje podrocˇje kjer se napake ne uposˇtevajo,
oznacˇena s sivo.
5.2.2 Mere delovanja
Za dolocˇanje pravilnosti uporabljamo mero IoU (angl. Intersection over
Union), ki predstavlja razmerje med presekom in unije napovedanega ome-
jevalnega polja P in resnicˇnega omejevalnega polja G
IoU(P ,G) =
P ∩G
P ∪G . (5.1)
Graficˇni prikaz izracˇuna IoU je predstavljen na Sliki 5.2.
Za pozitivno predikcijo (angl. True Positive, TP) smo vedno uposˇtevali
tako, ki ima z vsaj enim objektom istega razreda anotacije IoU > 0, 5. Vsaka
predikcija z IoU < 0, 5 se je obravnavala kot napacˇna predikcija (angl. False
Positive, FP). Vsak objekt, ki ga algoritem ni zaznal z nobeno predikcijo,
obravnavamo kot zgresˇen primer (angl. False Negative, FN). Natancˇnost
(angl. Precision) je mera, ki nam pove, koliksˇen delezˇ predikcij je bil pravilen
Precision =
TP
TP + FP
. (5.2)
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Priklic (angl. Recall) je mera, ki nam pove, koliksˇen delezˇ objektov je algo-
ritem detektiral
Recall =
TP
TP + FN
. (5.3)
Slika 5.2: Graficˇni prikaz izracˇuna razmerja med podrocˇjem preseka in
podrocˇjem unije dveh omejevalnih polj - mere IoU
Za koncˇno vrednotenje delovanja algoritmov smo uporabili mero pov-
precˇne natancˇnosti (angl. Average Precission, AP), ki je bila prvicˇ forma-
lizirana v [59] in je uporabljena kot de facto mera za primerjavo algorit-
mov za detekcijo objektov. Ideja povprecˇne natancˇnosti je izracˇun povrsˇine
podrocˇja pod grafom natacˇnost-priklic, kjer nadomestimo vrednosti priklica
p(r) z vrednostmi pinterp(r) = max
rˆ≥r
p(rˆ). Povprecˇna natancˇnost je izracˇunana
kot povprecˇje maksimalnih natancˇnosti v teh enajstih tocˇkah.
AP =
∑
r∈{0,0.1,0.2,..0.9,1.0}
pinterp(rˆ) (5.4)
5.2.3 Analiza delovanja
Vsako od mrezˇ smo ucˇili na vecˇ podmnozˇicah podatkovne zbirke WODD, ki
smo jo razdelili na pet ucˇnih podmnozˇic WU1,WU1, . . . ,WU5. Tabela 5.1
prikazuje sestavo ucˇnih podmnozˇic in sˇtevilo vsebovanih ucˇnih primerov.
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WODDSMD WODDMODD1 WODDOBJ ucˇni primeri
WU1 ! 2396
WU2 ! 4454
WU3 ! 200
WU4 ! ! 6850
WU5 ! ! ! 7050
Tabela 5.1: Prikaz ucˇnih podmnozˇic uporabljenih v eksperimentih.
Prednaucˇen WU1 WU2 WU3 WU4 WU5 FPS
Blitznet 79,49 81,91 84,29 85,30 87,07 89,68 16,54
YOLO 82,47 85,34 88,45 93,64 95,19 96,78 29,91
YoloW / 85,31 89,60 94,91 96,52 97,72 30,12
Tabela 5.2: Primerjava povprecˇne natancˇnosti (AP) razlicˇnih mrezˇ,
izrazˇeno v odstotkih, na testni mnozˇici WODDMODD2 z razlicˇnimi ucˇnimi
mnozˇicami.
Namen eksperimentov je primerjava delovanja razlicˇnih mrezˇ in preveriti,
ali je natancˇnost korelirana s sˇtevilom relevantnih ucˇnih primerov. Tabela
5.2 prikazuje povprecˇno natancˇnost mrezˇ na podatkovni zbirki testni mnozˇici
podatkovne zbirke WODDMODD2, kjer so bile mrezˇe trenirane na razlicˇnih
ucˇnih podmnozˇicah.
Primerjava prednaucˇenih mrezˇ BlitzNet in Yolo (prvi stolpec Tabele 5.2)
na testni mnozˇici WODDMODD2 kazˇe na veliko boljˇso natancˇnost mrezˇe
YOLO. Z dodajanjem relevantnih ucˇnih primerov se natancˇnost obeh iz-
boljˇsuje. Po ucˇenju na celotni ucˇni mnozˇici zbirke WODD dosezˇe BlitzNet
89, 54 % natancˇnost, medtem ko YOLO dosezˇe 96, 78 % natancˇnost. Primer-
java referencˇne mrezˇe YOLO in nasˇe mrezˇe YoloW kazˇe na boljˇse delovanje
referencˇne metode pri manjˇsem sˇtevilu ucˇnih primerov. Sklepamo lahko, da
se nasˇa mrezˇa ni ucˇila dovolj cˇasa oziroma je videla premalo relevantnih ucˇnih
primerov za boljˇse delovanje od referencˇne mrezˇe. Z ucˇenjem na vedno vecˇjih
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ucˇnih podmnozˇicah se natancˇnost nasˇe mrezˇe izboljˇsuje in presezˇe natancˇnost
referencˇne metode. Natancˇnost predlagane mrezˇe YoloW, ki je bila ucˇena na
celotni ucˇni mnozˇici je 97, 73 %. Razvidno je, da vsaka dodatna ucˇna mnozˇica
doprinese k natancˇnosti. Najvecˇji preskok je viden pri vkljucˇitvi podatkovne
zbirke WODDOBJ, ki smo jo anotirali sami, saj so izvorne sekvence posnete
z enakima kamerama kot v podatkovni zbirki WODDMODD2. Hkrati je v
WODDOBJ vkljucˇenih veliko raznolikih objektov.
Poleg natancˇnosti je za realnocˇasovne metode detekcije pomembna tudi
hitrost delovanja. Hitrost delovanja merimo v sˇtevilu obdelanih slik na se-
kundo (angl. Frames Per Second, FPS). Rezultati delovanja hitrosti so bili
pridobljeni kot povprecˇna hitrost vsakega modela pri generiranju predikcij.
Izmerjene hitrosti delovanja, predstavljene v Tabeli 5.2 (stolpec FPS) kazˇejo
na veliko prednost arhitekture YOLO v primerjavi z BlitzNet. Primerjava
med originalnim modelom YOLO in nasˇo prilagojeno mrezˇo YoloW ne pokazˇe
signifikatnih izboljˇsav v hitrosti delovanja kljub manjˇsemu sˇtevilu potrebnih
racˇunskih operacij. To dejstvo je seveda razumljivo, saj se je sˇtevilo operacij
zmanjˇsalo zgolj na zadnjem konvolucijskem nivoju, kar gledano globalno ne
prinese prav veliko pohitritve. Hkrati je rezultat lahko odvisen tudi od pred-
hodne temperature racˇunalniˇskega sistema, na katerem so bili eksperimenti
izvajani (ali se je sistem povsem ohladil od prejˇsnjega eksperimenta ipd.).
5.3 Kvalitativna analiza
V tem poglavju predstavimo primere delovanja obravnavanih konvolucijskih
nevronskih mrezˇ. Primerjava pokazˇe razlike v delovanju. V vsaki vrstici je
prikazana ista slika in predikcije, ki so jih generirale mrezˇe za dano sliko. Naj-
prej vedno prikazˇemo delovanje nasˇe mrezˇe YoloW. Sledi referencˇna mrezˇa
YOLO. Nazadnje predstavimo sˇe delovanje referencˇne metode BlitzNet. Vse
mrezˇe so bile trenirane na celotni ucˇni mnozˇici podatkovne zbirke WODD.
Na vseh prikazanih primerih delovanja so predikcije mrezˇ oznacˇene z zeleno,
ovire, ki jih mrezˇe niso detektirale pa z rdecˇo barvo.
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(a) YoloW (b) YOLO (c) BlitzNet
(d) YoloW (e) YOLO (f) BlitzNet
Slika 5.3: Kvalitativna analiza: primera 1 in 2.
Prvi primer delovanja (Slike 5.3a, 5.3b, 5.3c) prikazuje izboljˇsano delova-
nje nasˇe mrezˇe YoloW za manjˇse objekte. Poleg boj v daljavi obe referencˇni
mrezˇi ne uspeta detektirati cˇolna, ki je na levi strani. Podobno je vidno na
drugem primeru (Slike 5.3d, 5.3e, 5.3f) , kjer YoloW uspesˇno zazna vecˇjo
rumeno bojo in dva manjˇsi, medtem ko referencˇni metodi za dano sliko ne
detektirata nobenega objekta.
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(a) YoloW (b) YOLO (c) BlitzNet
Slika 5.4: Kvalitativna analiza: primer 3.
Tretji primer (Slike 5.4a, 5.4b, 5.4c) prikazuje primerjavo delovanja na
vecˇjih objektih. YoloW poleg premca detektira tako vecˇjo ladjo v ozadju kot
oviro v ospredju. YOLO zazna zgolj ladjo v ozadju, BlitzNet pa zazna obe
oviri, a ju zdruzˇi v eno detekcijo.
(a) YoloW (b) YOLO (c) BlitzNet
Slika 5.5: Kvalitativna analiza: primer 4.
V cˇetrtem primeru (Slike 5.5a, 5.5b, 5.5c) nobena mrezˇa ne zazna lesenega
droga v ospredju. Med mrezˇami so opazne velike razlike glede detektiranih
ladij v ozadju. Primer je verjetno tezˇak zaradi neobicˇajnega zornega kota,
iz katerega so ladje vidne (viden le zadek). Poleg tega so postavljene pred
pomol, kar sˇe otezˇi detekcijo, saj ladje niso jasno locˇene od vode kot obicˇajno.
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(a) YoloW (b) YOLO (c) BlitzNet
Slika 5.6: Kvalitativna analiza: primer 5.
Primer pet (Slike 5.6a, 5.6b, 5.6c) prikazuje dobro delovanje vseh mrezˇ
na vecˇjem objektu, ki se pojavi v daljavi.
(a) YoloW (b) YOLO (c) BlitzNet
Slika 5.7: Kvalitativna analiza: primer 6.
Podobno primer sˇest (Slike 5.7a, 5.7b, 5.7c) prikazuje zadovoljivo delova-
nje vseh mrezˇ na objektu srednje velikosti, ko je na sredini slike. Pri YOLO
je opazna sˇe detekcija vrha enega od dreves, ki pa na izmerjeno natancˇnost
zaradi postopka evalvacije opisanega v Poglavju 4.2.1 ne vpliva.
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(a) YoloW (b) YOLO (c) BlitzNet
(d) YoloW (e) YOLO (f) BlitzNet
Slika 5.8: Kvalitativna analiza: primera 7 in 8.
Primer sedem (Slike 5.8a, 5.8b, 5.8c) vsebuje kombinacijo srednje velikega
objekta na sredini slike in oddaljeno ladjo v ozadju. Nasˇa mrezˇa YoloW
uspesˇno detektira vse objekte, medtem ko referencˇni zaznata le objekt v
osredju. Zadnji primer (Slike 5.8d, 5.8e, 5.8f) prikazuje podobno delovanje.
Nasˇa mrezˇa YoloW zazna cˇoln v ospredju in ladjo v ozadju. Referencˇni
metodi obe detektirata cˇoln in osebo na njem. YOLO zazna tudi ladjo v
ozadju, medtem ko je BlitzNet ne zazna.
Poglavje 6
Sklepne ugotovitve
V delu smo naslovili problem detekcije in klasifikacije v vodnem okolju. Pro-
blem smo resˇevali s konvolucijskimi nevronskimi mrezˇami, ki izvajajo detek-
cijo in klasifikacijo v realnem cˇasu.
V delu smo predstavili sˇtudijo in primerjavo dveh konvolucijskih nevron-
skih mrezˇ za problema detekcije in klasifikacije objektov. Predlagali smo mo-
difikacijo arhitekture YOLO, ki je prilagojena za detekcijo v vodnem okolju
(YoloW). Opisali smo postopke ucˇenja ter evalvacije v podatkovnih zbirkah z
negotovimi anotacijami. Nasˇa konvolucijska nevronska mrezˇa YoloW deluje
z visoko natancˇnostjo in hitrostjo.
Predlagamo novo podatkovno zbirko za problem detekcije v vodnem oko-
lju (WODD), ki je sestavljena iz vecˇ zˇe objavljenih podatkovnih zbirk in
novo anotiranih sekvenc ter slik iz interneta. Vse zgoraj omenjene arhi-
tekturo smo ucˇili na razlicˇnih ucˇnih podmnozˇicah predlagane podatkovne
zbirke. Rezultati eksperimentov so pokazali, da prednaucˇen model YOLO
na testni podatkovni zbirki WODD deluje bolje od BlitzNeta. Z dodatnim
ucˇenjem obeh mrezˇ z vedno vecˇjim sˇtevilom ucˇnih podmnozˇic podatkovne
zbirke WODD smo pokazali izboljˇsave natancˇnosti obeh mrezˇ.
Rezultati primerjave so bili glavni razlog, da smo za razvoj nasˇe konvolu-
cijske nevronske mrezˇe kot osnovo vzeli YOLO. Arhitekturo smo modificirali
za potrebe detekcije v vodnem okolju (sˇtevilo razredov), s cˇimer smo nepo-
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sredno zmanjˇsali sˇtevilo operacij v konvolucijskih nivojih mrezˇe. Cˇas ucˇenja
in cˇas generiranja predikcij sta se marginalno izboljˇsala, a vecˇjih optimizacij
glede hitrosti delovanja prilagoditev arhitekture mrezˇe ni prinesla.
6.1 Nadaljnje delo
Nadaljnje raziskovanje bi lahko bilo usmerjeno v dodatne modifikacije arhi-
tekture YOLO za sˇe boljˇse in hitrejˇse delovanje. Problem arhitekture YOLO
so predvsem majhni objekti, kar bi se dalo nasloviti s spremembami na kon-
volucijskih nivojih mrezˇe. Tudi hitrost delovanja bi bilo mogocˇe optimizirati.
Enostavnejˇsa resˇitev je uporaba preprostejˇse arhitekture, kar pomeni manjˇse
sˇtevilo konvolucijskih nivojev, ki so glavni razlog za razmeroma pocˇasno delo-
vanje, saj se vecˇino racˇunskega cˇasa porabi prav s konvolucijo. Manjˇsa mrezˇa
bi tudi omilila zahteve za strojno opremo, potrebno za izvajanje detekcije v
realnem cˇasu. Druga alternativa je uporaba predprocesiranja s segmentacij-
skimi maskami, ki bi pozornost mrezˇe usmerjali v zanimive regije slike. S tem
bi sˇtevilo predikcij, ki jih mora opraviti YOLO, znizˇali in potencialno dose-
gli hitrejˇse delovanje mrezˇe brez kakrsˇnekoli izgube natancˇnosti. Problem
detekcije in klasifikacije objektov, predvsem v vodnem okolju, je zdalecˇ od
resˇenega problema in zagotovo bodo raziskave vodile v nove predstavljene ar-
hitekture, ki bodo sposobne delovanja v realnem cˇasu. V prihodnosti bo tako
mogocˇe testirati nove arhitekture, ki bodo imele viˇsjo izhodiˇscˇno natancˇnost
od predstavljenih. Te bi bilo vredno preucˇiti in jih potencialno modificirati
za namene detekcije in klasifikacije objektov.
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