The use of ground penetrating radar (GPR) for detecting the presence of near-surface interfaces is a scenario of special interest to the underground coal mining industry. The problem is difficult to solve in practice because the radar echo from the near-surface interface is often dominated by unwanted components such as antenna crosstalk and ringing, ground-bounce effects, clutter, and severe attenuation. These nuisance components are also highly sensitive to subtle variations in ground conditions, rendering the application of standard signal pre-processing techniques such as background subtraction largely ineffective in the unsupervised case. As a solution to this detection problem, we develop a novel pattern recognition-based algorithm which utilizes a neural network to classify features derived from the bispectrum of 1D early time radar data. The binary classifier is used to decide between two key cases, namely whether an interface is within, for example, 5 cm of the surface or not. This go/no-go detection capability is highly valuable for underground coal mining operations, such as longwall mining, where the need to leave a remnant coal section is essential for geological stability. The classifier was trained and tested using real GPR data with ground truth measurements. The real data was acquired from a testbed with coalclay, coal-shale and shale-clay interfaces, which represents a test mine site. We show that, unlike traditional second order correlation based methods such as matched filtering which can fail even in known conditions, the new method reliably allows the detection of interfaces using GPR to be applied in the near-surface region. In this work, we are not addressing the problem of depth estimation, rather confining ourselves to detecting an interface within a particular depth range.
Introduction
One of the current challenges with automating underground coal mining machinery is measuring and maintaining a coal mining horizon [1] . The coal mining horizon is the horizontal path the machinery follows through the undulating coal seam during the mining operation. A thin layer of low quality coal is typically found between the actual coal seam and surrounding clay layers [2] . A typical mining practice is to leave a thin remnant of high-quality coal unmined in order to maintain geological stability of the cutting face. If the remnant layer is too thick, resources are wasted as the unmined coal is permanently unrecoverable. If the remnant layer is too thin, the product is diluted and there is an increased risk of roof fall. The challenge therefore is to develop a sensing method to detect the interface between the high quality coal and low quality coal layers which can be integrated into an automatic horizon control system. If the interface is within a predetermined depth of the coal surface (coal thickness is less than a set threshold), the optimal amount of extracted coal has been reached and the mining machine should retreat. If the interface is not within the specified depth, more coal can be extracted. The overall benefits are improved coal quality, increased mining productivity and enhanced worker safety [3] .
There are two categories of sensors in underground coal mining for horizon control -reactive and predictive. Reactive sensors are based on detecting changes in the mining operational characteristics when the interface separating the coal and surrounding strata is encountered. The reactive sensors are limited as the miner has already cut into the low quality coal and surrounding strata when the interface is detected which damages the machinery and dilutes the coal. Some examples of reactive sensors are monitoring cutting drum current, sensing changes in machine vibration signatures and instrumented cutting picks [3] . Predictive approaches however sense the remnant coal thickness before it is mined and thus allow for optimal mining. The most common predictive technique uses a natural gamma radiation sensor to estimate the coal thickness by exploiting the radioactivity of host strata found with many coal deposits. The efficacy of this technique is highly site specific as well as requiring long processing delays (up to 30 seconds) to obtain a reliable depth estimate [3] . This time delay can impact significantly coal mining production rates. More recent claims by Stolarczyk and Stolarczyk [2] indicate the development of a sensor that can estimate coal thickness from the real and imaginary impedance of a resonant microstrip patch antenna. This system has been commercialized and installed on a continuous miner in Carlinville, Illinois, USA [4] . However, to the authors' knowledge, a qualitative analysis of this system and the sensor thickness estimation range are yet to be published. A promising alternative to the limitations of these predictive approaches in this seam detection application is the use of ground penetrating radar (GPR) [1] .
GPR is a non-invasive technique used to obtain information about media beneath the earth's surface. In impulse GPR systems, a short pulse of electromagnetic energy is transmitted into the ground. A proportion of this energy is reflected back towards the surface at interfaces of media with differing electromagnetic properties. Information about the sub-surface can be extracted from the amplitude and time delay of these reflections. There are many applications that use GPR for sub-surface detection tasks such as archaeology, pipe and cable detection, geological profiling, buried landmine detection [5] , snow thickness estimation and pavement evaluation [6] .
Some research using GPR for coal seam thickness detection and/or estimation have been previously undertaken. Ellerbruch and Belsher [7] developed an FM-CW GPR to measure coal layer thickness. They achieved reasonable results although the desired accuracy was not achieved to warrant further research [8] . Daniels [9] investigated the feasibility of coal seam thickness estimation with short pulse GPR, concluding that it was feasible to use GPR for this task however more sophisticated signal processing techniques were required. Chufo [10] developed a stepped-frequency radar coal thickness sensor in which the antenna module is moved through 32 positions to obtain one thickness estimate. This system is unsuitable for use as a horizon control sensor as it is not a real-time solution and the antenna module would not survive the harsh mining environment. Noon [8] developed a prototype stepped-frequency GPR with resolving power better than 8 cm primarily for high resolution mapping of thin coal seams for open cut coal mining. Mowrey et al. [11] used GPR to monitor coal-rib thickness in highwall mining. The 500 MHz centre frequency system was found to measure rib thickness from 0.9 m to more than 3 m. This range does not include the near-surface interface depth as required for horizon control sensing. Yelf [12] demonstrated the capability of GPR to monitor changes in the interface to assist operators in machine guidance. Jha et al. [13] used stepped frequency GPR to map barrier thickness in coal mines. Ralston and Hainsworth [1, 3] investigated coal seam thickness estimation using impulse GPR with promising results. Preliminary research has shown that using GPR as a horizon control sensor is possible and the key to the final solution is real-time intelligent data processing [14] . One implementation restraint that must be considered is the antennas must be ground-coupled as the operating environment for the horizon control sensor is very extreme [15] .
There are two general target structures in subsurface imaging, namely isolated objects and interfaces of layered media. When data is acquired in the form of a B scan (received traces displayed vertically as the GPR traverses a horizontal distance), the GPR signature for isolated objects assumes the form of a diffraction hyperbola. An example of an isolated object is the buried landmine. For layered media, the interfaces appear as bands across the images. In the horizon control sensor context, the targets are interfaces. The general structure for imaging a coal mine with GPR is shown in Figure 1 . This paper presents a pattern recognition approach using features based on the bispectrum to detect the presence of an interface close to the surface. This detection method has previously shown very promising results with synthetic data in [16] , but lacked real-data validation. To this end, a testbed with coal-shale, coal-clay and shale-clay interfaces has been constructed and ground truth data obtained for comparison with this detection method.
GPR Signal Processing for Seam Detection
This section presents details on the processing method used for detecting the seam boundary. It highlights some of the key limitations associated with the application of classic processing techniques to this problem, which serve to provide a strong motivation for employing emergent pattern recognition techniques.
Classical Approaches
In some ways, the near-surface interface detection scenario is similar to that encountered in pavement evaluation and so it is useful to briefly review the practical efficacy of GPR-based sensing technology for this task. The use of GPR for pavement evaluation has been well documented [17] [18] [19] [20] [17] . This method uses a GPR system with bistatic air-coupled horn antennas mounted to the back of a vehicle. The systems can acquire data at a rate such that the vehicle can travel at highway speeds scanning the pavement without the need for lane closure. Information about the pavement can be obtained from the peak amplitude and time delay of reflected echoes, or by the use of the matched filter [18, 19] .
In contrast to asphalt pavement which typically has low conductivity, concrete pavement is lossy due to the water content [17] . As a result of the signal attenuation from propagating through a lossy medium, the aircoupled GPR system for asphalt evaluation is unable to estimate concrete thickness. This led to the investigation of ground-coupled antenna systems. In this configuration, the antennas are in direct contact with the surface which allows more energy to propagate into the ground. There are two techniques in which ground-coupled antennas are used. The more common for qualitative real-time mapping is when the transmitter and receiver antennas are in the fixed-offset bi-static configuration. Maser reported in [17] that the accuracy of thickness estimates obtained with the fixed-offset ground-coupled antennas is not satisfactory for either asphalt or concrete pavement evaluation. This is primarily due to the uncertainty in the wave propagation velocity estimate of the top layer. Another ground-coupled method investigated by Maser was the common midpoint (CMP) which has shown reasonable results for estimating concrete pavement thickness. Unfortunately CMP cannot be used to acquire data at highway speeds as the antenna separation needs to be progressively increased between scans while scanning the same point.
Other popular processing techniques involve forward and inverse modeling based on physical models and approximate numerical solutions to Maxwell's equations [21, 22] . Although these methods have shown good results at characterizing the subsurface, they can be difficult to apply to different imaging scenarios and can be computationally intensive. The simplifying assumption of far-field propagation in [21] would not be valid for the GPR horizon control sensor due to the ground-coupled antenna requirement.
Other near-surface processing schemes typically suppress ground clutter as a pre-processing tool for detecting landmines [23] [24] [25] [26] [27] . Ebihara [28] used blind separation and time-frequency signal processing to suppress ground clutter in data acquired with a 100 MHz GPR system during the investigation of a permafrost layer 1 metre below the ground surface. Even though successful results were reported, the interface depth range for the horizon control sensor is significantly lower.
In summary, there are important lessons to be learned from the pavement analysis scenario and other classical processing techniques. Air-coupled horn antennas would be susceptible to damage from the hazardous underground coal mine environment. The real-time requirement means that CMP is not suitable as the delays encountered during data acquisition will limit production. For the same reason, techniques based on inversion and optimization are impractical for a real-life mining scenario.
Matched Filter
The objective of the matched filter is to recognize the presence of a known deterministic signal in additive Gaussian noise [29] . The filter correlates the received waveform with a reversed time shifted version of the transmitted signal. In practice, the transmitted signal is estimated from windowing the reflection of a flat metal plate and is usually acquired when calibrating the GPR system [19] . To detect the signal component of a discretetime sequence x(n), the likelihood ratio function is computed using
where n is the sample number, s(n) is the estimate of the transmitted signal with length M, x(n) is the received signal and 2 σ is the noise variance (average noise power). The peak time of the likelihood ratio function can be used as a time delay estimate of the target reflection. The depth of the target can then be estimated from the time delay estimate using t vn d ∆ = (2) where v is the electromagnetic wave propagation velocity, ∆t is the sampling period and n is the sample number of the likelihood ratio function peak. The wave propagation velocity can be obtained from measuring the travel time through a layer of known thickness or using
where c is the electromagnetic wave propagation velocity in free space and ε r is the real relative permittivity. The upper layer relative permittivity can be estimated from the flat metal plate scan with air-coupled antennas as described in [17] and [20] , published values or by taking measurements with dielectric measuring equipment.
The limiting factor with using the matched filter is the lower resolution limit. For the case when the antennas are air-coupled, the near-surface target reflection can be masked by the ground reflection. If the antennas are ground-coupled, the near-surface target reflection is masked by the direct transmitter to receiver component and antenna ringing. A common technique to solve this problem is the subtraction of the mean trace. This can give satisfactory results when imaging isolated objects, however the response from an interface is filtered out using this process.
Therefore the classical techniques mentioned above are deemed unsuitable for the radar based horizon control sensor.
Other Pattern Recognition Approaches
The important practical problems associated with the use of classical analysis methods strongly motivate the investigation into alternate processing techniques for the coal seam horizon sensing task. To this end we propose the use of pattern recognition techniques for this problem. Pattern recognition is the act of taking raw data and making an action based on the category of the pattern [30] . There are celebrated cases where pattern recognition has been applied to GPR processing tasks. Chan et al. [31] modeled backscattered echoes as a linear combination of exponentially damped sinusoid functions to identify buried plastic targets. Carevic et al. [32, 33] used similar features to classify buried landmines. Al-Nuaimy et al. [34] used features derived from the power spectrum for underground pipe detection.
Neural networks, which are frequently used for a range of pattern detection and classification tasks, have also been used for various GPR processing problems. Some applications include detecting the presence of hyperbolic signatures in GPR images for underground pipe detection [34] [35] [36] , interpretation of GPR images of reinforced concrete [37] and buried landmine detection [38, 39] . In some cases, the data as either A scans (received signal displayed horizontally) or B scans with limited pre-processing is fed directly into the neural network classifier. The alternative is to extract features from the data which are then used as the neural network inputs. The key to satisfactory results using pattern recognition approaches is to use features whose clusters provide discrimination between different classes. The features and classifier employed in this work are discussed in the following sections.
Power Spectrum
The power spectrum has been used as a feature vector with a neural network classifier to detect pipes and landmines [34] . The power spectrum can be estimated with the periodogram [40] . The periodogram of a bandlimited finite-duration discrete-time sequence is computed as ( ) ( ) ( )
where w(n) is a rectangular window, L is the finite-length segment of x(n) and U is a normalization factor calculated using
If w(n) is not a rectangular window, equation (4) becomes the modified periodogram. Other power spectrum estimation tools such as the Welch averaged periodogram are useful for detecting periodic signals in additive noise [40] . Most GPR systems have relatively high scanning output rates and so obtaining multiple realizations for averaging is easy if required.
Bispectral Features
We consider using higher order spectral techniques as a means to generate useful features for subsequent classification by a pattern recognition engine. The core motivation for considering this approach arises from the observation that important information contained in the phase of the radar signal is lost when (second order) power spectral representations are used for feature generation. This gives rise to the exploration of higher order spectral features for this radar processing task as the phase information is retained [41] . To this end, we consider the third order spectrum, known as the bispectrum.
The bispectrum has been used as a feature vector to classify one-dimensional shapes [42] and to detect and classify buried landmines with two-dimensional GPR data [39] . This paper presents a new technique to detect the presence of an interface close to the earth's surface using bispectral features of one-dimensional GPR data.
The bispectrum B(f 1 ,f 2 ) of the GPR discrete-time sequence, x(n), is defined as
where X(f) is the discrete-time Fourier transform of x(n), f is frequency normalized by one half the sampling rate and * is the complex conjugate operator. Due to symmetry, the bispectrum is defined in the triangular region, 1 0
, provided there is no bispectral aliasing [42] .
To obtain a feature that is more immune to noise and robust to small frequency changes in the GPR system than the power spectrum, the bispectrum is integrated [42] ( ) ( ) ( . The bispectrum is integrated along lines with slope a as shown in Figure 2 . To obtain the feature values of the parameter, the values of a are chosen to be evenly spread between 0 and 1. If only one feature value is required, a is chosen as 1.
The bispectral-based features selected for this pattern recognition task are the magnitude and phase of the integrated bispectrum, of which the phase has useful invariant properties. These useful properties are translation invariance, dc-level, amplification, and scale invariance [42] . Even though these bispectral-based features cannot be associated with any physical electromagnetic scattering phenomena, the features represent signal shape information in a useful way offering discrimination between certain classes. The magnitude is computed as the absolute value of I(a) and the phase is computed using
In practice, the value of a which provides the most discrimination between the classes is the best choice for a single feature. If multiple features are used (including the use of both magnitude and phase), the problem of choosing the optimal combination requires an effective discrimination measure or error statistics on data used to determine this. In this work an examination of the bispectrum and its variations on the bifrequency plane for the different classes was used to choose a = 1. However, for most data there may not be significant difference in results obtained for other values of a less than 1. 
Neural Network Classifier
Artificial neural networks (ANN) have become an effective classification tool in recent years [43] . One of the most common neural network architectures is the feed-forward back-propagation having an input layer, one or more hidden layers and an output layer. The number of input units is dictated by the dimensionality of the feature vector. The number of outputs is set to the number of classes in the classification model. The exception to this rule is the two class problem which can be implemented with one unit in the output layer and target labels of -1 and 1. The number of units in the hidden layer governs the complexity of the decision boundary [30] and is generally chosen empirically. The units are connected with weights that are modified during the training process. The neural network structure used in this study is shown in Figure 3 . 
The Experiment

GPR System Hardware
The laboratory experiments were conducted at CSIRO's Queensland Centre for Advanced Technologies (QCAT) in Brisbane, Australia. The system used for the experiments is a low power impulse GPR custom built by CSIRO specifically for coal related applications [44] . It has a pulse duration of 1-2 ns, dynamic range > 50 dB, equivalent time sampling rate of 111.3 GHz, and has been adapted for operation in underground coal mines. The bi-static antenna module consists of two shielded bow-tie antennas on a dielectric half space. The transmit and receive antennas have a separation distance of 5 cm and centre frequency of 1.4 GHz in air with bandwidth of 1.1 GHz. The flare angle of the bow-tie antennas is 90˚ and the maximum dimension is 7 cm resulting in a nearfield far-field threshold of 6 cm [45] . A 12-bit PCMCIA data acquisition card is used to sample the data of the GPR system for processing. A typical raw waveform from this GPR in free-space is shown in Figure 4 . 
Experimental Testbed
A testbed was constructed so the processing can be applied to real GPR data acquired from media similar to that found in an underground coal mine. The testbed has dimensions of 2.4 × 2.25 × 0.8 m deep and the frame is timber. The testbed size was selected from standard timber sizes and the depth was chosen such that the floor is out of range of the GPR system. The horizontal layout was divided into 15 regions (see Figures 5 and 6 for a plan view and side profile respectively), where each region has either two or three layers. The bottom layer in all regions consists of wet clay with volumetric water content of 15%. The top layer for all regions accept 1 and 5 is crushed coal representing the high quality coal which would be extracted during the mining process. Regions 1 to 4 and 11 to 15 have a thin layer of shale between the bottom clay layer and top coal layer, which represents the low quality coal layer. The top layer for regions 1 and 5 is shale and clay respectively, representing the case when the coal layer has been mined right down to the surrounding strata. As it is impractical to obtain high quality coal and low quality coal, the crushed coal and shale were considered reasonable substitutes and they were readily available from a local quarry.
In the current investigation, the interface depth threshold defined at which the mining machine must retreat is 5 cm, hence regions 2 and 6 have coal layer thicknesses less than this threshold. All layers were separated by thin plastic sheets to prevent evaporation and keep the volumetric water content constant over time. 
Region 1 50cm x 50cm
Region 8 50cm x 45cm
Region 9 50cm x 45cm
Region 10 50cm x 45cm
Region 11 50cm x 45cm
Region 12 50cm x 45cm
Region 13 50cm x 45cm
Region 14 50cm x 60cm
Region 3 50cm x 50cm
Region 7 50cm x 50cm
Region 6 50cm x 50cm
Region 4 50cm x 60cm
Region 15 Linear Ramp
Region 5 50cm x 50cm
Region 2 50cm x 50cm Figure 6 . Side profile of the layers for all regions of the GPR testbed. The values shown correspond to the average thicknesses for a given region as per Table 1 . The black shading represents the coal layer, the grey shading represents the shale layer and the white shading represents the clay layer. 
Legend
The ground truth layer thicknesses were obtained by measuring the interface profiles for each layer during construction. Measurements were taken at spatial intervals of 20 cm intervals in both x and y directions and at region boundary corners using a tape measure with 1 mm resolution, as shown in Figure 7 . The coal layer thickness range is 0 to 37 cm while the shale layer thickness varies between 2 and 7 cm in the shallow sections and up to 19 cm in the deepest section (region 14). Refer to Table 1 for the coal and shale layer thickness and tolerances for each region. The tolerance measurements were calculated from the measured thicknesses/depths for each region with 95% confidence covering 90% of each region surface [46] .
Figure 7.
Plan view of the GPR testbed detailing the ground truth measurement points. Region 1 is shown in the top left along with the adjacent regions. The circles denote measurement points 20 cm apart whereas the diamonds represent the region boundary corners. Depth measurements of all the testbed layers and regions were taken at these points during the construction phase of the testbed. The real and imaginary dielectric constant components of the coal, shale and clay were measured using an HP8752A network analyzer with an open-ended coaxial surface probe. The frequency range measured was 100 MHz to 3 GHz. The minimum, maximum and average (in brackets) values over the antenna bandwidth for the real relative permittivity (ε r '), imaginary relative permittivity (ε r "), loss tangent (tanδ) and conductivity (σ) in mS/m are shown in Table 2 . The average values over the full measured range are shown in Figure 8 . 
Processing
Three signal processing techniques were implemented for the near-surface interface detection task. The first two were pattern recognition approaches and the third was the matched filter as a time delay estimator. The feature vector for the first pattern recognition approach was the magnitude and phase of the integrated bispectrum. For the second approach, the feature vector consisted of parameters extracted from the power spectrum. The final stage of the two pattern recognition systems utilized a neural network classifier. The implementation of these pattern recognition approaches and the matched filter is explained in this section.
The first stage of any pattern recognition system is data pre-processing. The pre-processing implemented for both pattern recognition approaches were DC offset removal and sum of squares normalization. Note that no background or ground clutter subtraction routines were utilized for these pattern recognition systems.
The processing for extraction of the integrated bispectrum feature vector included truncating the preprocessed GPR data to the first 128 samples, windowing the truncated data with a Hamming window, computation of the integrated bispectrum and phase unwrapping to eliminate jumps over 2π radians. The parameter a of the integrated bispectrum was chosen as 1 as just one pair of features provided suitable discrimination.
Similarly, the power spectrum feature extraction stage included truncating the pre-processed data to the first 128 samples. The power spectrum was estimated using the modified periodogram utilizing the 128 point fast Fourier transform (FFT) with a Hamming window. The Hamming window provides a good tradeoff between mainlobe resolution and sidelobe attenuation [47] . The second and third points of the resulting modified periodogram provided sufficient discrimination and hence were chosen as the feature vector for the power spectrum based pattern recognition approach.
The neural network structure used for classifying the integrated bispectrum and power spectrum feature vectors was the fully-connected three layer feed-forward architecture with two and four units in the input and hidden layers respectively. As the application has been cast as a two category classification problem, one unit was selected for the output layer. The activation function type was hyperbolic tangent sigmoid for the hidden layer and pure linear for the output layer.
Prior to network training, the mean and variance of the training data feature vectors were estimated. These estimates were used to standardize both the training and test data so that each feature input to the neural network was zero mean with a variance of one. This ensures each feature has equal weight during the classification stage [30] . The networks were trained using the back-propagation learning algorithm with data from regions 2 and 6 for the coal thickness less than 5 cm class, and data from regions 3, 4, 7, and 8 for the coal thickness greater than 5 cm class. The training data was acquired with the antenna module positioned in the centre of each corresponding region. As the testing and training data must not be the same, the data used to test the pattern recognition systems was acquired while the antenna module was being moved over the region of interest. The category labels used during training were 1 and -1 for the coal thickness less than 5 cm and coal thickness greater than 5 cm classes respectively.
The matched filter cannot be implemented to detect the near-surface interface as elegantly as the pattern recognition approaches in this study. Hence, the motivation behind using the matched filter was one of time delay estimation as opposed to signal detection. The peak of the likelihood ratio function (1) is used to estimate the time delay of a target reflection. The time of the likelihood ratio function peak corresponds to the point of highest correlation between the signal and transmitted signal estimate. The interface depth is then estimated using (2) and (3) from knowledge of the relative permittivity of the coal. The estimate of the transmitted signal was obtained from a flat metal plate scan after subtraction of a free space calibration signal. The metal plate was 40cm from the antenna module to ensure that the corresponding reflection was not masked by the antenna ringing.
The pre-processing stages implemented for the matched filter were background subtraction and an exponential time-varying gain function as in [48] . The relative permittivity of the coal layer for the propagation velocity estimate was taken as 4.4 as given in Table 2 . To allow a performance comparison between the matched filter and the pattern recognition approaches, the processed output is classified into the coal thickness less than 5 cm and coal thickness greater than 5 cm classes directly from the interface depth estimate.
Discussion of Results
The experimental results were classified into two classes according to the coal layer thickness (coal-shale and coal-clay interface depths) as less than 5 cm and greater than 5 cm with a tolerance of 0.5 cm. The significance of these classes is related to what action the mining machine should take. If the coal layer thickness is less than 5 cm, the optimal amount of extracted coal has been reached and the miner should retreat. Conversely, if the coal layer thickness is greater than 5 cm, more coal can be mined. Figure 9 shows the integrated bispectral magnitude versus phase feature values for the coal thickness less than 5 cm and coal thickness greater than 5 cm classes for the coal-clay and coal-shale interfaces. The data for the coal-clay interface was acquired from regions 5 to 10 while the data for the coal-shale interface was from regions 1 to 4 and 11 to 14. The regions from which the data for each cluster were acquired are shown in Table 3 . The antenna module was moved around the corresponding region during data acquisition. As a result, the feature values within the clusters are spread due to varying interface depths and the inhomogeneous layers. Energy reflected from an interface near the surface modifies the early time signal of the data and hence the features in a deterministic but unknown manner. The effect on the early time signal is more evident for the coalclay interface than the coal-shale interface because the relative permittivity and conductivity contrast between the coal and clay is much greater than the coal and shale as seen in Figure 8 and Table 2 . Hence, the coal thickness less than 5 cm cluster is well separated from the coal thickness greater than 5 cm cluster for the coal-clay interface as opposed to the same classes for the coal-shale interface (refer to Figures 9 (a) and (b) ).
The data obtained for the coal thickness less than 5 cm cluster in Figure 9 (b) was for region 2. In addition to the coal-shale interface at 26 ± 22 mm, this region has a shale-clay interface at a total depth of 62 ± 9 mm (from Table 1 ) which is greater than 5 cm. If the reflection from the shale-clay interface is similar or greater in magnitude than the reflection from the coal-shale interface, this would affect the feature values by shifting them towards the cluster of the more dominant component.
The large cluster for the coal thickness greater than 5 cm class in Figures 9 (a) and (b) represent feature values for multiple regions (refer to Table 3 ). The mapping between the feature values and the interface depth is not a linear one. Therefore it is possible for a cluster corresponding to a region to be in between two other clusters even though their interface depths are not sequential.
The neural network classifier output is a number between -1 and 1 representing the coal thickness greater than 5 cm and coal thickness less than 5 cm classes respectively. The output of the matched filter is the interface depth estimate in centimeters. The logical choice for a simple threshold to separate the two classes is 0 for the pattern recognition approaches and 5 for the matched filter depth estimator. The detection and false alarm rates using these thresholds are shown in Table 4 . The desired performance of a detector is sometimes specified with either constant detection or false alarm rates and is usually application specific. This simplistic approach to threshold determination does not always yield optimal performance. The detector can be optimized by changing the threshold to minimize detection errors. The detection error tradeoff (DET) curve is a useful means to compare detection schemes. The DET curves for the classifiers using the integrated bispectrum, power spectrum and matched filter for the coal-shale interface are shown in Figure 10 . This presents the change in detection error as the thresholds are varied.
The high false alarm rate for the matched filter at the stepped point in Figure 10 (miss rate ≈ 10 -2 ) is due to the residual error from the background (antenna ringing and crosstalk) subtraction pre-processing stage and the inhomogeneous layers. The pattern recognition based processing does not rely on subtracting the antenna ringing or crosstalk, rather subtle changes in the signal less dominant than the ringing maintain the clusters in close proximity to the no target present case, yet provides sufficient power for detection. It can be seen that bispectral features provide better performance over the power spectrum and matched filter for detecting near-surface interfaces for this coal mining application. The magnitude and phase of the integrated bispectrum are thus valid features for the near-surface interface detection problem. The DET curves for the coal-clay interface are not shown because the clusters are well separated as in Figure 9 (a). The classifier has a simple task when given such well separated features as seen in the low false alarm rates in Table 4 . 
Conclusion
The detection of coal seams close to the ground surface is a problem that has not yet been satisfactorily solved. This paper considered the use of GPR as the primary sensor for this task. Whilst GPR offers considerable promise for this problem, it also raises a number of practical processing issues which cannot all be reliably addressed using traditional processing techniques. As a consequence, new methods were implemented and compared with the classical approaches for the near-surface interface detection task. The first two pattern recognition approaches utilized an artificial neural network to classify features based on the bispectrum and the power spectrum. The third approach was a matched filter based time delay estimator. A comparative analysis has shown that the magnitude and phase of the integrated bispectrum are useful features in detecting the presence of near-surface interfaces. Real GPR data was obtained from a testbed constructed with coal-shale, coal-clay and shale-clay interfaces representing returns from a coal mining environment. The detection task was divided into two classes, namely coal layer thickness less than 5 cm and coal layer thickness greater than 5 cm. The feature vector that provided the best result was the real and imaginary components of the integrated bispectrum. The results obtained here highlight the efficacy and benefits of a neural-network approach as a solution to this problem. In this paper, we are not addressing the problem of depth estimation, rather confining ourselves to detecting an interface within a particular depth range. The complementary depth estimation task will need to consider the non-linear relationship between the features and depth.
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