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Abstract
In this paper, we prove the coarse geometric Novikov conjecture for metric spaces with bounded geome-
try which admit a coarse embedding into a simply connected complete Riemannian manifold of non-positive
sectional curvature.
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1. Introduction
Let X and Y be two metric spaces. A map f :X → Y is said to be a coarse embedding or
uniform embedding [8] if there exist non-decreasing functions ρ1 and ρ2 from R+ = [0,∞)
to R+ such that:
(1) ρ1(d(x, y)) d(f (x), f (y)) ρ2(d(x, y));
(2) limr→∞ ρi(r)= ∞ for i = 1,2.
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Theorem 1.1. Let Γ be a discrete metric space with bounded geometry. If Γ admits a coarse
embedding into a simply-connected complete Riemannian manifold of non-positive sectional
curvature, then the coarse geometric Novikov conjecture holds for Γ , i.e., the index map from
limd→∞K∗(Pd(Γ )) to K∗(C∗(Γ )) is injective, where K∗(Pd(Γ ))=KK∗(C0(Pd(Γ )),C) is the
locally finite K-homology group of the Rips complex Pd(Γ ), and K∗(C∗(Γ )) is the K-theory
group of the Roe algebra C∗(Γ ) associated to Γ .
Recall that a discrete metric space X is said to have bounded geometry if for any r > 0 there
is N > 0 such that any ball of radius r in X contains at most N elements. The coarse geometric
Novikov conjecture provides an algorithm of determining non-vanishing of the higher index
for elliptic differential operators on noncompact complete Riemannian manifolds. It implies
Gromov’s conjecture stating that a uniformly contractible Riemannian manifold with bounded
geometry cannot have uniformly positive scalar curvature, and the zero-in-the-spectrum con-
jecture stating that the Laplacian operator acting on the space of all L2-forms of a uniformly
contractible Riemannian manifold has zero in its spectrum [6,9,13,16–23].
The coarse geometric Novikov conjecture holds for bounded geometry metric spaces which
are coarsely embeddable into Hilbert space [22]. More generally, Kasparov and Yu proved the
coarse geometric Novikov conjecture for bounded geometry metric spaces which are coarsely
embeddable into uniformly convex Banach space [13]. The coarse geometric Novikov con-
jecture holds for a simply connected complete Riemannian manifold of non-positive sectional
curvature [9,10,20]. Yet it is an open problem if any simply connected complete Riemannian
manifold with non-positive sectional curvature admits a coarse embedding into a Hilbert space
or a uniformly convex Banach space. It is also an interesting problem if a bounded geometry
metric space which admits a coarse embedding into a simply connected complete Riemannian
manifold of non-positive sectional curvature is coarsely embeddable into a Hilbert space or a
uniformly convex Banach space. We remark here that Dranishnikov proved that a metric space
with a finite asymptotic dimension is coarsely embeddable into a non-positively curved mani-
fold [7].
This paper is organized as follows. In Section 2, we recall the concept of the Roe algebra [16],
the coarse geometric Novikov conjecture and Yu’s localization algebra [20]. In Section 3, we in-
troduce twisted Roe algebras and twisted localization algebras for bounded geometry metric
spaces which admit a coarse embedding into a simply connected complete Riemannian manifold
with non-positive sectional curvature, and show that the evaluation map from the K-theory of
the twisted localization algebra to the K-theory of the twisted Roe algebra is an isomorphism
for bounded geometry spaces which admit a coarse embedding into a simply connected com-
plete Riemannian manifold with non-positive sectional curvature (Theorem 3.3). In Section 4,
we discuss strong Lipschitz homotopy invariance for the K-theory of the twisted localization
algebras. In Section 5, we construct uniformly almost flat Bott generators for a simply con-
nected complete Riemannian manifold with non-positive sectional curvature, and define a Bott
map from the K-theory of the Roe algebra to the K-theory of the twisted Roe algebra and an-
other Bott map between the K-theory of corresponding localization algebras. We show that the
Bott map from the K-theory of the localization algebra to the K-theory of the twisted local-
ization algebra is an isomorphism (Theorem 5.4). Finally, in Section 6, we give the proof of
Theorem 1.1.
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In this section, we shall recall the concept of the Roe algebra [16], the coarse geometric
Novikov conjecture and Yu’s localization algebras [20].
Let X be a proper metric space (a metric space is called proper if every closed ball is com-
pact). An X-module is a separable Hilbert space equipped with a faithful and non-degenerate
∗-representation of C0(X) whose range contains no nonzero compact operators, where C0(X) is
the algebra of all complex-valued continuous functions on X which vanish at infinity.
Definition 2.1. (See [16].) Let X and Y be proper metric spaces, and let HX and HY be X-module
and Y -module, respectively.
(1) The support Supp(T ) of a bounded linear operator T from HX to HY is defined to be the
complement (in X × Y ) of the set of points (x, y) ∈ X × Y for which there exist functions
φ ∈ C0(X), ψ ∈ C0(Y ) such that ψT φ = 0 and φ(x) = 0, ψ(y) = 0.
(2) The propagation of a bounded linear operator T :HX →HX is defined to be
sup
{
d(x, y): (x, y) ∈ Supp(T )⊂X ×X}.
(3) A bounded linear operator T : HX → HX is said to be locally compact if the operators φT
and T φ are compact for all φ ∈ C0(X).
Definition 2.2. (See [16].) Let HX be an X-module. The Roe algebra C∗(X,HX) is the operator
norm closure of the ∗-algebra of all locally compact, finite propagation operators acting on HX .
Note that C∗(X,HX) does not depend on the choice of X-module HX up to ∗-isomorphism
[10] and will be abbreviated as C∗(X). In practice, we may choose HX to be 2(ΓX)⊗H0, where
ΓX is a countable dense subset of X, H0 is an infinite-dimensional separable Hilbert space, and
C0(X) acts on HX by
φ(ξ ⊗ h)= φξ ⊗ h
for φ ∈ C0(X), ξ ∈ 2(ΓX), h ∈H0, and φ acts on 2(ΓX) by pointwise multiplications.
Recall that the K-homology groups Ki(X) = KKi(C0(X),C) (i = 0,1) are generated by
certain cycles (abstract elliptic operators) modulo a certain equivalent relation [3,11,12]:
(1) a cycle for K0(X) is a pair (HX,F ), where HX is an X-module and F is a bounded linear
operator acting on HX such that F ∗F − I and FF ∗ − I are locally compact, and φF − Fφ
is compact for all φ ∈ C0(X);
(2) a cycle for K1(X) is a pair (HX,F ), where HX is an X-module and F is a self-adjoint
operator acting on HX such that F 2 − I is locally compact, and φF −Fφ is compact for all
φ ∈ C0(X).
In both cases, the equivalence relation on cycles is given by homotopy of the operator F , uni-
tary equivalence, and direct sum of “degenerate” cycles, those being cycles for which Fφ −φF ,
φ(F ∗F − I ) and so on, are not merely compact but actually zero [11,12].
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K0(X). Let {Uj }j be a locally finite and uniformly bounded open cover of X and {φj }j be a
continuous partition of unity subordinate to the open cover {Uj }j . Define
F ′ =
∑
j
φ
1/2
j Fφ
1/2
j ,
where the infinite sum converges in strong topology. Then it is not difficult to verify that (HX,F ′)
is equivalent to (HX,F ) in K0(X). Note that F ′ has finite propagation so that F ′ is a multiplier
of C∗(X). It is easy to see that F ′ is a unitary modulo C∗(X). Hence F ′ gives rise to an element,
denoted by ∂[F ′], in K0(C∗(X)). We define the index of the K-homology class of (HX,F ) to
be ∂[F ′]. Similarly, we can define the index map from K1(X) to K1(C∗(X)) [19].
Recall that a discrete metric space is said to be locally finite if every ball contains finitely
many elements.
Definition 2.3. Let Γ be a locally finite discrete metric space. For each d  0, the Rips complex
Pd(Γ ) is defined to be the simplicial polyhedron in which the set of vertices is Γ , and a finite
subset {γ0, γ1, . . . , γn} ⊂ Γ spans a simplex if and only if d(γi, γj ) d for all 0 i, j  n.
Endow Pd(Γ ) with the spherical metric. Recall that on each path connected component
of Pd(Γ ), the spherical metric is the maximal metric whose restriction to each simplex
{∑ni=0 tiγi | ti  0, ∑ni=0 ti = 1} is the metric obtained by identifying the simplex with Sn+ :=
{(s0, s1, . . . , sn) ∈ Rn+1: si  0, ∑ni=0 s2i = 1} via the map
n∑
i=0
tiγi 
→
(
t0√∑n
i=0 t2i
,
t1√∑n
i=0 t2i
, . . . ,
tn√∑n
i=0 t2i
)
,
where Sn+ is endowed with the standard Riemannian metric. The distance of a pair of points in
different connected components of Pd(Γ ) is defined to be infinity.
The following conjecture is called the coarse geometric Novikov conjecture.
Conjecture 2.4. If Γ is a discrete metric space with bounded geometry, then the index map
ind: lim
d→∞K∗
(
Pd(Γ )
)→ lim
d→∞K∗
(
C∗
(
Pd(Γ )
))∼=K∗(C∗(Γ ))
is injective.
The coarse geometric Novikov conjecture is false if the bounded geometry condition is
dropped [21]. In the rest of this section, we shall recall the localization algebra [20] and its
relation with K-homology. Let X be a proper metric space.
Definition 2.5. (See [20].) The localization algebra C∗L(X) is the norm-closure of the algebra of
all bounded and uniformly norm-continuous functions g : [0,∞)→ C∗(X) such that
propagation
(
g(t)
)→ 0 as t → ∞.
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C∗L(X). There exists a local index map [20]
indL :K∗(X)→K∗
(
C∗L(X)
)
.
Theorem 2.6. (See [20].) For every finite-dimensional simplicial complex X endowed with the
spherical metric, the local index map indL :K∗(X)→K∗(C∗L(X)) is an isomorphism.
Consequently, if Γ is a discrete metric space with bounded geometry, we have the following
commuting diagram:
limd→∞K∗(C∗L(Pd(Γ )))
e∗
limd→∞K∗(Pd(Γ ))
indL
∼=
ind limd→∞K∗(C∗(Pd(Γ ))).
3. Twisted Roe algebras and twisted localization algebras
In this section, we shall define the twisted Roe algebras and the twisted localization algebras
for bounded geometry spaces which admit a coarse embedding into a simply connected complete
Riemannian manifold of non-positive sectional curvature. The construction of these twisted al-
gebras is similar to those twisted algebras introduced in [22].
Let M be a simply connected complete Riemannian manifold of non-positive sectional cur-
vature. In the following, we shall assume that the dimension of M is even. If dim(M) is odd,
we can replace M by M × R. Indeed, the product manifold M × R is also a simply connected
complete Riemannian manifold with non-positive sectional curvature. And if f :Γ → M is a
coarse embedding, then the induced map f ′ :Γ → M × R defined by f ′(γ ) = (f (γ ),0) is also
a coarse embedding so that we can replace f by f ′. Thus, without loss of generality, we assume
dimM = 2n for some integer n > 0.
Let A = C0(M,Cliff(TM)) be the C∗-algebra of continuous functions a on M which have
value a(x) ∈ Cliff(TxM) at each point x ∈ M and vanish at infinity, where Cliff(TxM) is the
complexified Clifford algebra [2,14] of the tangent space TxM at x ∈M with respect to the inner
product on TxM given by the Riemannian structure of M . Note that the exponential map at any
point x ∈M
expx :TxM →M
is a homeomorphism, which induces a ∗-isomorphism
A∼= C0
(
R
2n)⊗M2n(C),
where byMk(C) we denote the algebra of k × k complex matrices.
Let Γ be a discrete metric space with bounded geometry. Let f :Γ →M be a coarse embed-
ding.
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Note that f is a coarse map, i.e., there exists R > 0 such that for all γ1, γ2 ∈ Γ ,
d(γ1, γ2) d ⇒ dM
(
f (γ1), f (γ2)
)
R.
For any point x =∑γ∈Γ cγ γ ∈ Pd(Γ ), where cγ  0 and ∑γ∈Γ cγ = 1, we choose a point
fx ∈M such that
d
(
fx,f (γ )
)
R
for all γ ∈ Γ with cγ = 0. The correspondence x 
→ fx gives a coarse embedding Pd(Γ )→M ,
also denoted by f .
Choose a countable dense subset Γd of Pd(Γ ) for each d > 0 in such a way that Γd ⊂ Γd ′
when d < d ′. Let K be the algebra of all compact operators on a separable Hilbert space H0.
Let C∗alg(Pd(Γ ),A) be the set of all functions
T :Γd × Γd →A⊗K
such that:
(1) there exists C > 0 such that ‖T (x, y)‖ C for all x, y ∈ Γd ;
(2) there exists R > 0 such that T (x, y)= 0 if d(x, y) > R;
(3) there exists L> 0 such that for every z ∈ Pd(Γ ), the number of elements in the set
{
(x, y) ∈ Γd × Γd : d(x, z) 3R, d(y, z) 3R, T (x, y) = 0
}
is less than L;
(4) there exists r > 0 such that
Supp
(
T (x, y)
)⊂ B(f (x), r)
for all x, y ∈ Γd , where B(f (x), r) = {p ∈ M: d(p,f (x)) < r} and, for all x, y ∈ Γd , the
entry T (x, y) ∈ A ⊗ K is a function on M with T (x, y)(p) ∈ Cliff(TpM) ⊗ K for each
p ∈M so that the support of T (x, y) is defined by
Supp
(
T (x, y)
) := {p ∈M: T (x, y)(p) = 0}.
Remark. For any T ∈ C∗alg(Pd(Γ ),A), there is r > 0 such that
Supp
(
T (x, y)
)⊂ B(f (x), r)
for all x, y ∈ Γd . Since f :Pd(Γ ) → M is a coarse embedding, there exists S > 0 such that
d(f (x), f (y)) < S whenever d(x, y) < R. It follows that
Supp
(
T (x, y)
)⊂ B(f (y), S + r)
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T ∗(x, y)= (T (y, x))∗ ∈A⊗K (∀x, y ∈ Γd)
is also an element of C∗alg(Pd(Γ ),A). Therefore, C∗alg(Pd(Γ ),A) is a ∗-algebra.
A product structure on C∗alg(Pd(Γ ),A) can be defined by
(T1T2)(x, y)=
∑
z∈Γd
T1(x, z)T2(z, y).
Let
E =
{∑
x∈Γd
ax[x]: ax ∈A⊗K,
∑
x∈Γd
a∗xax converges in norm
}
.
Then E is a Hilbert module over A⊗K:
〈∑
x∈Γd
ax[x],
∑
x∈Γd
bx[x]
〉
=
∑
x∈Γd
a∗xbx,
( ∑
x∈Γd
ax[x]
)
a =
∑
x∈Γd
axa[x]
for all a ∈A⊗K. The ∗-algebra C∗alg(Pd(Γ ),A) acts on E by
T
( ∑
x∈Γd
ax[x]
)
=
∑
y∈Γd
( ∑
x∈Γd
T (y, x)ax
)
[y],
where T ∈ C∗alg(Pd(Γ ),A) and
∑
x∈Γd ax[x] ∈ E. Note that T is a module homomorphism
which has an adjoint module homomorphism.
Definition 3.1. The twisted Roe algebra C∗(Pd(Γ ),A) is defined to be the operator norm closure
of C∗alg(Pd(Γ ),A) in B(E), the C∗-algebra of all module homomorphisms from E to E for
which there is an adjoint module homomorphism.
The above definition of the twisted Roe algebra is similar to that in [22].
Let C∗L,alg(Pd(Γ ),A) be the set of all bounded, uniformly norm-continuous functions
g :R+ → C∗alg
(
Pd(Γ ),A
)
such that:
(1) there exists a bounded function R(t) :R+ → R+ with limt→∞R(t) = 0 such that (g(t))×
(x, y)= 0 whenever d(x, y) > R(t);
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{
(x, y) ∈ Γd × Γd : d(x, z) 3R, d(y, z) 3R, g(t)(x, y) = 0
}
is less than L for every t ∈ R+;
(3) there exists r > 0 such that Supp((g(t))(x, y)) ⊂ B(f (x), r) for all t ∈ R+, x, y ∈ Γd , where
f :Pd(Γ ) → M is the extension of the coarse embedding f :Γ → M and B(f (x), r) =
{p ∈M: d(p,f (x)) < r}.
Definition 3.2. The twisted localization algebra C∗L(Pd(Γ ),A) is defined to be the norm com-
pletion of C∗L,alg(Pd(Γ ),A), where C∗L,alg(Pd(Γ ),A) is endowed with the norm
‖g‖∞ = sup
t∈R+
∥∥g(t)∥∥
C∗(Pd (Γ ),A).
The above definition of the twisted localization Roe algebra is similar to that in [22]. The eval-
uation homomorphism e from C∗L(Pd(Γ ),A) to C∗(Pd(Γ ),A) defined by e(g) = g(0) induces
a homomorphism at K-theory level:
e∗ : lim
d→∞K∗
(
C∗L
(
Pd(Γ ),A
))→ lim
d→∞K∗
(
C∗
(
Pd(Γ ),A
))
.
Theorem 3.3. Let Γ be a discrete metric space with bounded geometry which admits a coarse
embedding f :Γ → M into a simply connected, complete Riemannian manifold M of non-
positive sectional curvature. Then the homomorphism
e∗ : lim
d→∞K∗
(
C∗L
(
Pd(Γ ),A
))→ lim
d→∞K∗
(
C∗
(
Pd(Γ ),A
))
is an isomorphism.
The proof of Theorem 3.3 is similar to the proof of Theorem 6.8 in [22]. To begin with, we
need to discuss ideals of the twisted algebras associated to open subsets of the manifold M .
Definition 3.4.
(1) The support of an element T in C∗alg(Pd(Γ ),A) is defined to be
Supp(T )= {(x, y,p) ∈ Γd × Γd ×M: p ∈ Supp(T (x, y))}
= {(x, y,p) ∈ Γd × Γd ×M: (T (x, y))(p) = 0}.
(2) The support of an element g in C∗L,alg(Pd(Γ ),A) is defined to be
⋃
t∈R+
Supp
(
g(t)
)
.
456 L. Shan, Q. Wang / Journal of Functional Analysis 248 (2007) 448–471Let O ⊂ M be an open subset of M . Define C∗alg(Pd(Γ ),A)O to be the subalgebra of
C∗alg(Pd(Γ ),A) consisting of all elements whose supports are contained in Γd × Γd ×O , i.e.,
C∗alg
(
Pd(Γ ),A
)
O
= {T ∈ C∗alg(Pd(Γ ),A): Supp(T (x, y))⊂O, ∀x, y ∈ Γd}.
Define C∗(Pd(Γ ),A)O to be the norm closure of C∗alg(Pd(Γ ),A)O . Similarly, let
C∗L,alg
(
Pd(Γ ),A
)
O
= {g ∈ C∗L,alg(Pd(Γ ),A): Supp(g)⊂ Γd × Γd ×O}
and define C∗L(Pd(Γ ),A)O to be the norm closure of C∗L,alg(Pd(Γ ),A)O under the norm‖g‖∞ = supt∈R+ ‖g(t)‖C∗(Pd (Γ ),A).
Note that C∗(Pd(Γ ),A)O and C∗L(Pd(Γ ),A)O are closed two-sided ideals of C∗(Pd(Γ ),A)
and C∗L(Pd(Γ ),A), respectively. We also have an evaluation homomorphism
e :C∗L
(
Pd(Γ ),A
)
O
→ C∗(Pd(Γ ),A)O
given by e(g)= g(0).
Lemma 3.5. For any two open subsets O1, O2 of M , we have
C∗
(
Pd(Γ ),A
)
O1
+C∗(Pd(Γ ),A)O2 = C∗(Pd(Γ ),A)O1∪O2,
C∗
(
Pd(Γ ),A
)
O1
∩C∗(Pd(Γ ),A)O2 = C∗(Pd(Γ ),A)O1∩O2,
C∗L
(
Pd(Γ ),A
)
O1
+C∗L
(
Pd(Γ ),A
)
O2
= C∗L
(
Pd(Γ ),A
)
O1∪O2 ,
C∗L
(
Pd(Γ ),A
)
O1
∩C∗L
(
Pd(Γ ),A
)
O2
= C∗L
(
Pd(Γ ),A
)
O1∩O2 .
Consequently, we have the following commuting diagram connecting two Mayer–Vietoris se-
quences at K-theory level:
AL0 BL0 CL0
e∗CL1
e∗
BL1 AL1
A0 B0 C0
C1 B1 A1
where, for ∗ = 0,1,
AL∗ =K∗
(
C∗L
(
Pd(Γ ),A
)
O1∩O2
)
, CL∗ =K∗
(
C∗L
(
Pd(Γ ),A
)
O1∪O2
)
,
A∗ =K∗
(
C∗
(
Pd(Γ ),A
) )
, C∗ =K∗
(
C∗
(
Pd(Γ ),A
) )
,O1∩O2 O1∪O2
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(
C∗L
(
Pd(Γ ),A
)
O1
)⊕K∗(C∗L(Pd(Γ ),A)O2),
B∗ =K∗
(
C∗
(
Pd(Γ ),A
)
O1
)⊕K∗(C∗(Pd(Γ ),A)O2).
Proof. We shall prove the first equality. Other equalities can be proved similarly. Then the two
Mayer–Vietoris exact sequences follow from [10, Lemma 2.4].
To prove the first equality, it suffices to show that
C∗alg
(
Pd(Γ ),A
)
O1∪O2 ⊆ C
∗
alg
(
Pd(Γ ),A
)
O1
+C∗alg
(
Pd(Γ ),A
)
O2
.
Now suppose T ∈ C∗alg(Pd(Γ ),A)O1∪O2 . Take a continuous partition of unity {ϕ1, ϕ2} on O1 ∪
O2 subordinate to the open over {O1,O2} of O1 ∪O2. Define two functions
T1, T2 :Γd × Γd →A⊗K
by
T1(x, y)(p)= ϕ1(p)
(
T (x, y)(p)
)
,
T2(x, y)(p)= ϕ2(p)
(
T (x, y)(p)
)
for x, y ∈ Γd and p ∈M . Then T1 ∈ C∗alg(Pd(Γ ),A)O1 , T2 ∈ C∗alg(Pd(Γ ),A)O2 , and
T = T1 + T2 ∈ C∗alg
(
Pd(Γ ),A
)
O1
+C∗alg(Pd(Γ ),A)O2
as desired. 
It would be convenient to introduce the following notion associated with the coarse embedding
f :Γ →M .
Definition 3.6. Let r > 0. A family of open subsets {Oi}i∈J of M is said to be (Γ, r)-separate
if:
(1) Oi ∩Oj = ∅ if i = j ;
(2) there exists γi ∈ Γ such that Oi ⊆ B(f (γi), r)⊂M for each i ∈ J .
Lemma 3.7. If {Oi}i∈J is a family of (Γ, r)-separate open subsets of M , then
e∗ : lim
d→∞K∗
(
C∗L
(
Pd(Γ ),A
)⊔
i∈J Oi
)→ lim
d→∞K∗
(
C∗
(
Pd(Γ ),A
)⊔
i∈J Oi
)
is an isomorphism, where
⊔
i∈J Oi is the (disjoint) union of {Oi}i∈J .
We will prove Lemma 3.7 in the next section. Granting Lemma 3.7 for the moment, we are
able to prove Theorem 3.3.
Proof of Theorem 3.3. (See [22].) For any r > 0, we define Or ⊂M by
Or =
⋃
γ∈Γ
B
(
f (γ ), r
)
,
where f :Γ →M is the coarse embedding and B(f (γ ), r)= {p ∈M: d(p,f (γ )) < r}.
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C∗L(Pd(Γ ),A)Or′ . By definition, we have
C∗
(
Pd(Γ ),A
)= lim
r→∞C
∗(Pd(Γ ),A)Or ,
C∗L
(
Pd(Γ ),A
)= lim
r→∞C
∗
L
(
Pd(Γ ),A
)
Or
.
On the other hand, for any r > 0, if d < d ′ then Γd ⊆ Γd ′ in Pd(Γ ) ⊆ Pd ′(Γ ) so
that we have natural inclusions C∗(Pd(Γ ),A)Or ⊆ C∗(Pd ′(Γ ),A)Or and C∗L(Pd(Γ ),A)Or ⊆
C∗L(Pd ′(Γ ),A)Or . These inclusions induce the following commuting diagram:
K∗(C∗L(Pd′ (Γ ),A)Or )
e∗
K∗(C∗(Pd′ (Γ ),A)Or )
K∗(C∗L(Pd (Γ ),A)Or )
e∗
K∗(C∗(Pd (Γ ),A)Or )
K∗(C∗L(Pd′ (Γ ),A)Or′ )
e∗
K∗(C∗(Pd′ (Γ ),A)Or′ )
K∗(C∗L(Pd (Γ ),A)Or′ )
e∗
K∗(C∗(Pd (Γ ),A)O
r′ )
which allows us to change the order of limits from limd→∞ limr→∞ to limr→∞ limd→∞ in the
second piece of the following commuting diagram:
limd→∞K∗(C∗L(Pd(Γ ),A))
∼=
e∗ limd→∞K∗(C∗(Pd(Γ ),A))
∼=
limd→∞ limr→∞K∗(C∗L(Pd(Γ ),A)Or )
∼=
e∗ limd→∞ limr→∞K∗(C∗(Pd(Γ ),A)Or )
∼=
limr→∞ limd→∞K∗(C∗L(Pd(Γ ),A)Or )
e∗ limr→∞ limd→∞K∗(C∗(Pd(Γ ),A)Or )
So, to prove Theorem 3.3, it suffices to show that, for any r > 0,
e∗ : lim
d→∞K∗
(
C∗L
(
Pd(Γ ),A
)
Or
)→ lim
d→∞K∗
(
C∗
(
Pd(Γ ),A
)
Or
)
is an isomorphism.
Let r > 0. Since Γ has bounded geometry and f :Γ →M is a coarse embedding, there exist
finitely many mutually disjoint subsets of Γ , say Γk := {γi : i ∈ Jk} with some index set Jk
for k = 1,2, . . . , k0, such that Γ =⊔k0k=1 Γk and, for each k, d(f (γi), f (γj )) > 2r for distinct
elements γi, γj in Γk .
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Or,k =
⋃
i∈Jk
B
(
f (γi), r
)
.
Then Or =⋃k0k=1 Or,k and each Or,k , or an intersection of several Or,k , is the union of a family of
(Γ, r)-separate (Definition 3.6) open subsets of M . Now Theorem 3.3 follows from Lemma 3.7
together with a Mayer–Vietoris sequence argument by using Lemma 3.5. 
4. Strong Lipschitz homotopy invariance
In this section, we shall present Yu’s arguments about strong Lipschitz homotopy invariance
for K-theory of the twisted localization algebras [22], and prove Lemma 3.7 of the previous
section.
Let f :Γ → M be a coarse embedding of a bounded geometry discrete metric space Γ into
a simply connected complete Riemannian manifold M of non-positive sectional curvature, and
let r > 0. Let {Oi}i∈J be a family of (Γ, r)-separate open subsets of M , i.e., (1) Oi ∩Oj = ∅ if
i = j ; (2) there exists γi ∈ Γ such that Oi ⊆ B(f (γi), r)⊂M for each i ∈ J .
For d > 0, let Xi , i ∈ J , be a family of closed subsets of Pd(Γ ) such that γi ∈ Xi for
every i ∈ J and {Xi}i∈J is uniformly bounded in the sense that there exists r0 > 0 such that
diameter(Xi)  r0 for each i ∈ J . In particular, we will consider the following three cases of
{Xi}i∈J :
(1) Xi = BPd(Γ )(γi,R) := {x ∈ Pd(Γ ): d(x, γi)R}, for some common R > 0 for all i ∈ J ;
(2) Xi =Δi , a simplex in Pd(Γ ) with γi ∈Δi for each i ∈ J ;
(3) Xi = {γi} for each i ∈ J .
For each i ∈ J , let AOi be the C∗-subalgebra of A= C0(M,Cliff(TM)) generated by those
functions whose supports are contained in Oi . We define
A∗(Xi : i ∈ J )=
∏
i∈J
C∗(Xi)⊗AOi
=
{⊕
i∈J
Ti
∣∣∣ Ti ∈ C∗(Xi)⊗AOi , sup
i∈J
‖Ti‖<∞
}
.
Similarly we define A∗L(Xi : i ∈ J ) to be the C∗-subalgebra of{⊕
i∈J
bi
∣∣∣ bi ∈ C∗L(Xi)⊗AOi , sup
i∈J
‖bi‖<∞
}
generated by elements
⊕
i∈J bi such that:
(1) the function ⊕
i∈J
bi :R+ →
∏
i∈J
C∗(Xi)⊗AOi
is uniformly norm-continuous in t ∈ R+;
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whenever d(x, y) > c(t) for all i ∈ J , x, y ∈Xi and t ∈ R+.
For each natural number s > 0, let Δi(s) be the simplex with vertices {γ ∈ Γ : d(γ, γi) s}
in Pd(Γ ) for d > s.
Lemma 4.1. Let O =⊔i∈J Oi be the (disjoint) union of a family of (Γ, r)-separate open subsets{Oi}i∈J of M as above. Then
(1) C∗(Pd(Γ ),A)O ∼= limR→∞A∗({x ∈ Pd(Γ ): d(x, γi)R}: i ∈ J );
(2) C∗L(Pd(Γ ),A)O ∼= limR→∞A∗L({x ∈ Pd(Γ ): d(x, γi)R}: i ∈ J );
(3) limd→∞C∗(Pd(Γ ),A)O ∼= lims→∞A∗(Δi(s): i ∈ J );
(4) limd→∞C∗L(Pd(Γ ),A)O ∼= lims→∞A∗L(Δi(s): i ∈ J ).
Proof. (See [22].) Let AO be the C∗-subalgebra of A = C0(M,Cliff(TM)) generated by ele-
ments whose supports are contained in O . The support of an element
∑
x∈Γd ax[x] in the Hilbert
module
E =
{ ∑
x∈Γd
ax[x]: ax ∈A⊗K,
∑
x∈Γd
a∗xax converges in norm
}
is defined to be {
(x,p) ∈ Γd ×M: p ∈ Supp(ax)
}
.
Let EO be the closure of the set of all elements in E whose supports are contained in Γd × O .
Then EO is a Hilbert module over AO ⊗ K and C∗(Pd(Γ ),A)O has a faithful representation
on EO . We have a decomposition
EO =
⊕
i∈J
EOi .
Each T ∈ C∗alg(Pd(Γ ),A)O has a corresponding decomposition
T =
⊕
i∈J
Ti
such that there exists R > 0 for which each Ti is supported on{
(x, y,p): p ∈Oi, x, y ∈ Γd, d(x, γi)R, d(y, γi)R
}
.
On the other hand, the C∗-algebra C∗({x ∈ Pd(Γ ): d(x, γi) R})⊗AOi has a natural faithful
representation on
2
({
x ∈ Γd : d(x, γi)R
})⊗K⊗AOi
so that on EO , for each R > 0, the algebra A∗({x ∈ Pd(Γ ): d(x, γi) R}: i ∈ J ) can be repre-
sented as a subalgebra of C∗(Pd(Γ ),A)O . In this way, the decomposition T =⊕i∈J Ti induces
a ∗-isomorphism
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(
Pd(Γ ),A
)
O
∼= lim
R→∞A
∗({x ∈ Pd(Γ ): d(x, γi)R}: i ∈ J )
as desired in (1). Then (2)–(4) follows easily from (1). 
Now we turn to recall the notion of strong Lipschitz homotopy [20–22].
Let {Yi}i∈J and {Xi}i∈J be two families of uniformly bounded closed subspaces of Pd(Γ ) for
some d > 0 with γi ∈ Xi , γi ∈ Yi for every i ∈ J . A map g :⊔i∈J Xi →⊔i∈J Yi is said to be
Lipschitz if
(1) g(Xi)⊆ Yi for each i ∈ J ;
(2) there exists a constant c, independent of i ∈ J , such that
d
(
g(x), g(y)
)
 cd(x, y)
for all x, y ∈Xi , i ∈ J .
Let g1, g2 be two Lipschitz maps from
⊔
i∈J Xi to
⊔
i∈J Yi . We say g1 is strongly Lipschitz
homotopy equivalent to g2 if there exists a continuous map
F : [0,1] ×
(⊔
i∈J
Xi
)
→
⊔
i∈J
Yi
such that:
(1) F(0, x)= g1(x), F(1, x)= g2(x) for all x ∈⊔i∈J Xi ;
(2) there exists a constant c for which d(F (t, x),F (t, y)) cd(x, y) for all x, y ∈Xi , t ∈ [0,1],
where i is any element in J ;
(3) F is equicontinuous in t , i.e., for any ε>0 there exists δ>0 such that d(F (t1, x),F (t2, x)) <
ε for all x ∈⊔i∈J Xi if |t1 − t2|< δ.
We say {Xi}i∈J is strongly Lipschitz homotopy equivalent to {Yi}i∈J if there exist Lipschitz
maps g1 :
⊔
i∈J Xi →
⊔
i∈J Yi and g2 :
⊔
i∈J Yi →
⊔
i∈J Xi such that g1g2 and g2g1 are respec-
tively strongly Lipschitz homotopy equivalent to identity maps.
Define A∗L,0(Xi : i ∈ J ) to be the C∗-subalgebra of A∗L(Xi : i ∈ J ) consisting of elements⊕
i∈J bi(t) satisfying bi(0)= 0 for all i ∈ J .
Lemma 4.2. (See [22].) If {Xi}i∈J is strongly Lipschitz homotopy equivalent to {Yi}i∈J then
K∗(A∗L,0(Xi : i ∈ J ) is isomorphic to K∗(A∗L,0(Yi : i ∈ J )).
Let e be the evaluation homomorphism from A∗L(Xi : i ∈ J ) to A∗(Xi : i ∈ J ) given by⊕
i∈J gi(t) 
→
⊕
i∈J gi(0).
Lemma 4.3. (See [22].) Let {γi}i∈J be as above, i.e., Oi ⊆ B(f (γi), r) ⊂ M for each i. If
{Δi}i∈J is a family of simplices in Pd(Γ ) for some d > 0 such that γi ∈Δi for all i ∈ J , then
e∗ :K∗
(
A∗L(Δi : i ∈ J )
)→K∗(A∗(Δi : i ∈ J ))
is an isomorphism.
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argument of Eilenberg swindle, we have K∗(A∗L,0({γi}: i ∈ J )) = 0. Consequently, Lemma 4.3
follows from Lemma 4.2 and the six term-exact sequence of C∗-algebra K-theory. 
We are now ready to give a proof to Lemma 3.7 of the previous section.
Proof of Lemma 3.7. (See [22].) By Lemma 4.1 we have the following commuting diagram:
limd→∞C∗L(Pd(Γ ),A)⊔i∈J Oi
∼=
e limd→∞C∗(Pd(Γ ),A)⊔
i∈J Oi
∼=
lims→∞A∗L(Δi(s)i : i ∈ J )
e lims→∞A∗(Δi(s)i : i ∈ J )
which induces the following commuting diagram at K-theory level:
limd→∞K∗(C∗L(Pd(Γ ),A)⊔i∈J Oi )
∼=
e∗ limd→∞K∗(C∗(Pd(Γ ),A)⊔
i∈J Oi )
∼=
lims→∞K∗(A∗L(Δi(s): i ∈ J ))
e∗ lims→∞K∗(A∗(Δi(s): i ∈ J )).
Now Lemma 3.7 follows from Lemma 4.3. 
5. Almost flat Bott elements and Bott maps
In this section, we shall construct uniformly almost flat Bott generators [1,13,15,18] for a sim-
ply connected complete Riemannian manifold with non-positive sectional curvature, and define
a Bott map from the K-theory of the Roe algebra to the K-theory of the twisted Roe algebra
and another Bott map between the K-theory of corresponding localization algebras. We show
that the Bott map from the K-theory of the localization algebra to the K-theory of the twisted
localization algebra is an isomorphism (Theorem 5.4).
Let M be a simply connected complete Riemannian manifold with non-positive sectional
curvature. As remarked at the beginning of Section 3, without loss of generality, we assume in
the following dim(M)= 2n for some integer n > 0.
Recall that A := C0(M,Cliff(TM)) is the C∗-algebra of all continuous functions a on M ,
with values a(x) ∈ Cliff(TxM) for every x ∈M , such that limx→∞ a(x) = 0, where Cliff(TxM)
denotes the complexified Clifford algebra [2,14] of the tangent space TxM with respect to the
inner product on TxM given by the Riemannian structure on M . Since dimM = 2n, the expo-
nential map
expx :TxM ∼= R2n →M
at any point x ∈M induces an isomorphism
C0
(
M,Cliff(TM)
)∼= C0(R2n)⊗M2n(C).
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M with a(x) ∈ Cliff(TxM) at all x ∈M .
Let x ∈M . For any z ∈M , let σ : [0,1] →M be the unique geodesic such that
σ(0)= x, σ (1)= z.
Let vx(z) := σ ′(1)‖σ ′(1)‖ ∈ TzM . For any c > 0, take a continuous function φx,c :M → [0,1] satisfy-
ing
φx,c(z)=
{
0, if d(x, z) c2 ,
1, if d(x, z) c. (1)
For any z ∈M , let
fx,c(z) := φx,c(z) · vx(z) ∈ TzM.
Then fx,c ∈ Cb(M,Cliff(TM)). The following result describes certain “uniform almost flatness”
of the functions fx,c (x ∈M , c > 0).
Lemma 5.1. For any R > 0 and ε > 0, there exist a constant c > 0 and a family of continuous
function {φx,c}x∈M satisfying the above condition (1) such that, if d(x, y) < R, then
sup
z∈M
∥∥fx,c(z)− fy,c(z)∥∥TzM < ε.
Proof. Let c = 2R
ε
. For any x ∈M , define φx,c :M → [0,1] by
φx,c(z)=
⎧⎪⎨
⎪⎩
0, if d(x, z) R
ε
,
ε
R
d(x, z)− 1, if R
ε
 d(x, z) 2R
ε
,
1, if d(x, z) 2R
ε
.
Let x, y ∈ M such that d(x, y) < R. Then we have several cases for the position of z ∈ M with
respect to x, y.
Consider the case where d(x, z) > c = 2R
ε
and d(y, z) > c = 2R
ε
. Since φx,c(z)= φy,c(z)= 1,
we have
fx,c(z)− fy,c(z)= vx(z)− vy(z).
Without loss of generality, assume d(x, z)  d(y, z). Then there exists a unique point y′ on
the unique geodesic connecting y and z such that d(y′, z) = d(x, z). Then d(y′, y) < R since
d(x, y) < R, so that d(x, y′) < 2R.
Let exp−1z :M → TzM denote the inverse of the exponential map
expz :TzM →M
at z ∈M . Then we have
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(β) ‖exp−1z (x)− exp−1z (y′)‖ d(x, y′) < 2R, since M has non-positive sectional curvature [4];
(γ ) vx(z)= −exp−1z (x)/‖exp−1z (x)‖ and vy(z)= −exp−1z (y′)/‖exp−1z (y′)‖.
Hence, for any z ∈M , we have
∥∥fx,c(z)− fy,c(z)∥∥= ∥∥vx(z)− vy(z)∥∥< 2R/(2R/ε)= ε
whenever d(x, y) < R. Similarly, we can check the inequality in other cases where z ∈ M satis-
fies either d(x, z) c or d(y, z) c. 
Now let us consider the short exact sequence
0 →A→ B π→ B/A→ 0,
where A = C0(M,Cliff(TM)) and B = Cb(M,Cliff(TM)). For any fx,c (x ∈ M , c > 0) con-
structed above, it is easy to see that [fx,c] := π(fx,c) is invertible in B/Awith its inverse [−fx,c].
Thus [fx,c] defines an element in K1(B/A). With the help of the index map
∂ :K1(B/A)→K0(A),
we obtain an element ∂([fx,c]) in
K0(A)=K0
(
C0
(
M,Cliff(TM)
))∼=K0(C0(R2n)⊗M2n(C))∼= Z.
It follows from the construction of fx,c that, for every x ∈M and c > 0, ∂([fx,c]) is just the Bott
generator of K0(A).
The element ∂([fx,c]) can be expressed explicitly as follows. Let
Wx,c =
(
1 fx,c
0 1
)(
1 0
fx,c 1
)(
1 fx,c
0 1
)(
0 −1
1 0
)
,
bx,c =Wx,c
(
1 0
0 0
)
W−1x,c ,
b0 =
(
1 0
0 0
)
.
Then both bx,c and b0 are idempotents inM2(A+), whereA+ is the algebra jointing a unit toA.
It is easy to check that
bx,c − b0 ∈ Cc
(
M,Cliff(TM)
)⊗M2(C),
the algebra of 2 × 2 matrices of compactly supported continuous functions, with
Supp(bx,c − b0)⊂ BM(x, c) :=
{
z ∈M: d(x, z) c},
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a =
(
a11 a12
a21 a22
)
of functions on M we define the support of a by
Supp(a)=
2⋃
i,j=1
Supp(ai,j ).
Now we have the explicit expression
∂
([fx,c])= [bx,c] − [b0] ∈K0(A).
Lemma 5.2. (Uniform almost flatness of the Bott generators.) The family of idempotents
{bx,c}x∈M,c>0 in M2(A+) = C0(M,Cliff(TM))+ ⊗M2(C) constructed above are uniformly
almost flat in the following sense: for any R > 0 and ε > 0, there exist c > 0 and a family of
continuous functions {φx,c :M → [0,1]}x∈M such that, whenever d(x, y) < R, we have
sup
z∈M
∥∥bx,c(z)− by,c(z)∥∥Cliff(TzM)⊗M2(C) < ε,
where bx,c is defined via Wx,c and fx,c = φx,cvx as above, and Cliff(TzM) is the complexified
Clifford algebra of the tangent space TzM .
Proof. Straightforward from Lemma 5.1. 
It would be convenient to introduce the following notion.
Definition 5.3. For R > 0, ε > 0, c > 0, a family of idempotents {bx}x∈M in M2(A+) =
C0(M,Cliff(TM))+ ⊗M2(C) is said to be (R, ε; c)-flat if:
(1) for any x, y ∈M with d(x, y) < R we have
sup
z∈M
∥∥bx(z)− by(z)∥∥Cliff(TzM)⊗M2(C) < ε.
(2) bx − b0 ∈ Cc(M,Cliff(TM))⊗M2(C) and
Supp(bx − b0)⊂ BM(x, c) :=
{
z ∈M: d(x, z) c}.
5.1. Construction of the Bott map β∗
Now we shall use the above almost flat Bott generators for
K0(A)=K0
(
C0
(
M,Cliff(TM)
))
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β∗ :K∗
(
C∗
(
Pd(Γ )
))→K∗(C∗(Pd(Γ ),A)).
To begin with, we give a representation of C∗(Pd(Γ )) on 2(Γd)⊗H0, where Γd is the count-
able dense subset of Pd(Γ ) and H0 is the Hilbert space as in the definition of C∗(Pd(Γ ),A).
Let C∗alg(Pd(Γ )) be the algebra of functions
Q :Γd × Γd →K(H0)
such that:
(1) there exists C > 0 such that ‖Q(x,y)‖ C for all x, y ∈ Γd ;
(2) there exists R > 0 such that Q(x,y)= 0 whenever d(x, y) > R;
(3) there exists L> 0 such that for every z ∈ Pd(Γ ), the number of elements in the set{
(x, y) ∈ Γd × Γd : d(x, z) 3R, d(y, z) 3R, Q(x, y) = 0
}
is less than L.
The product structure on C∗alg(Pd(Γ )) is defined by
(Q1Q2)(x, y)=
∑
z∈Γd
Q1(x, z)Q2(z, y).
The algebra C∗alg(Pd(Γ )) has a ∗-representation on 2(Γd)⊗H0. The operator norm completion
of C∗alg(Pd(Γ )) with respect to this ∗-representation is ∗-isomorphic to C∗(Pd(Γ )) when Γ has
bounded geometry.
Note that C∗(Pd(Γ )) is stable in the sense that C∗(Pd(Γ )) ∼= C∗(Pd(Γ )) ⊗Mk(C) for all
natural number k. Any element in K0(C∗(Pd(Γ ))) can be expressed as the difference of the
K0-classes of two idempotents in C∗(Pd(Γ )). To define the Bott map β∗ :K0(C∗(Pd(Γ ))) →
K0(C∗(Pd(Γ ),A)), we need to specify the value β∗([P ]) in K0(C∗(Pd(Γ ),A)) for any idem-
potent P ∈ C∗(Pd(Γ )).
Now let P ∈ C∗(Pd(Γ )) ⊆ B(2(Γd)⊗H0) be an idempotent. For any 0 < ε1 < 1/100, take
an element Q ∈ C∗alg(Pd(Γ )) such that
‖P −Q‖< ε1.
Then ‖Q−Q2‖ < 4ε1 and there is Rε1 > 0 such that Q(x,y) = 0 whenever d(x, y) > Rε1 . For
any ε2 > 0, take by Lemma 5.2 a family of (Rε1 , ε2; c)-flat idempotents {bx}x∈M in M2(A+)
for some c > 0. Define
Q˜, Q˜0 :Γd × Γd →A+ ⊗K⊗M2(C)
by
Q˜(x, y)=Q(x,y)⊗ bx and
Q˜0(x, y)=Q(x,y)⊗ b0,
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( 1 0
0 0
)
. Then
Q˜, Q˜0 ∈ C∗alg
(
Pd(Γ ),A+ ⊗M2(C)
)∼= C∗alg(Pd(Γ ),A+)⊗M2(C)
and
Q˜− Q˜0 ∈ C∗alg
(
Pd(Γ ),A
)⊗M2(C).
Since Γ has bounded geometry, by the almost flatness of the Bott generators (Lemma 5.2), we
can choose ε1 and ε2 small enough to obtain Q˜, Q˜0 as constructed above such that ‖Q˜2 − Q˜‖<
1/5 and ‖Q˜20 − Q˜0‖< 1/5.
It follows that the spectrum of either Q˜ or Q˜0 is contained in disjoint neighborhoods
S0 of 0 and S1 of 1 in the complex plane. Let f :S0 unionsq S1 → C be the function such that
f (S0)= {0}, f (S1)= {1}. Let Θ = f (Q˜) and Θ0 = f (Q˜0). Then Θ and Θ0 are idempotents in
C∗(Pd(Γ ),A+)⊗M2(C) with
Θ −Θ0 ∈ C∗
(
Pd(Γ ),A
)⊗M2(C).
Note that C∗(Pd(Γ ),A)⊗M2(C) is a closed two-sided ideal of C∗(Pd(Γ ),A+)⊗M2(C).
At this point we need to recall the difference construction in K-theory of Banach algebras
introduced by Kasparov, Yu [13]. Let J be a closed two-sided ideal of a Banach algebra B . Let
p,q ∈ B+ be idempotents such that p − q ∈ J . Then a difference element D(p,q) ∈ K0(J )
associated to the pair p,q is defined as follows. Let
Z(p,q)=
⎛
⎜⎜⎝
q 0 1 − q 0
1 − q 0 0 q
0 0 q 1 − q
0 1 0 0
⎞
⎟⎟⎠ ∈M4(B+).
We have
(
Z(p,q)
)−1 =
⎛
⎜⎜⎝
q 1 − q 0 0
0 0 0 1
1 − q 0 q 0
0 q 1 − q 0
⎞
⎟⎟⎠ ∈M4(B+).
Define
D0(p, q)=
(
Z(p,q)
)−1
⎛
⎜⎜⎝
p 0 0 0
0 1 − q 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠Z(p,q).
Let
p1 =
⎛
⎜⎜⎝
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠ .
468 L. Shan, Q. Wang / Journal of Functional Analysis 248 (2007) 448–471Then D0(p, q) ∈M4(J+) and D0(p, q)= p1 moduloM4(J ). We define the difference element
D(p,q) := [D0(p, q)]− [p1]
in K0(J ).
Finally, for any idempotent P ∈ C∗(Pd(Γ )) representing an element [P ] in K0(C∗(Pd(Γ ))),
we define
β∗
([P ])=D(Θ,Θ0) ∈K0(C∗(Pd(Γ ),A)).
The correspondence [P ] → β∗([P ]) extends to a homomorphism, the Bott map
β∗ :K0
(
C∗
(
Pd(Γ )
))→K0(C∗(Pd(Γ ),A)).
By using suspension, we similarly define the Bott map
β∗ :K1
(
C∗
(
Pd(Γ )
))→K1(C∗(Pd(Γ ),A)).
5.2. Construction of the Bott map (βL)∗
Next we shall construct a Bott map for K-theory of localization algebras:
(βL)∗ :K∗
(
C∗L
(
Pd(Γ )
))→K∗(C∗L(Pd(Γ ),A)).
Let C∗L,alg(Pd(Γ )) be the ∗-algebra of all bounded, uniformly continuous functions
g :R+ → C∗alg
(
Pd(Γ )
)⊂ B(2(Γd)⊗H0)
with the following properties:
(1) there exists a bounded function R :R+ → R+ with limt→∞R(t) = 0 such that g(t)(x, y) =
0 whenever d(x, y) > R(t) for every t ;
(2) there exists L> 0 such that for every z ∈ Pd(Γ ), the number of elements in the set{
(x, y) ∈ Γd × Γd : d(x, z) 3R, d(y, z) 3R, g(t)(x, y) = 0
}
is less than L for every t ∈ R+.
The localization algebra C∗L(Pd(Γ )) is ∗-isomorphic to the norm completion of C∗L,alg(Pd(Γ ))
under the norm
‖g‖∞ := sup
t∈R+
∥∥g(t)∥∥
when Γ has bounded geometry. Note that C∗L(Pd(Γ )) is stable in the sense that C∗L(Pd(Γ )) ∼=
C∗L(Pd(Γ )) ⊗Mk(C) for all natural number k. Hence, any element in K0(C∗L(Pd(Γ ))) can
be expressed as the difference of the K0-classes of two idempotents in C∗L(Pd(Γ )). To de-
fine the Bott map (βL)∗ :K0(C∗ (Pd(Γ ))) → K0(C∗ (Pd(Γ ),A)), we need to specify the valueL L
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Now let g ∈ C∗L(Pd(Γ )) be an idempotent. For any 0 < ε1 < 1/100, take an element h ∈
C∗L,alg(Pd(Γ )) such that
‖g − h‖∞ < ε1.
Then ‖h− h2‖ < 4ε1 and there is a bounded function Rε1(t) > 0 with limt→∞Rε1(t) = 0 such
that h(t)(x, y) = 0 whenever d(x, y) > Rε1(t) for every t . Let R˜ε1 = supt∈R+ R(t). For any
ε2 > 0, take by Lemma 5.2 a family of (R˜ε1 , ε2; c)-flat idempotents {bx}x∈M in M2(A+) for
some c > 0. Define
h˜, h˜0 :R+ → C∗alg
(
Pd(Γ ),A+
)⊗M2(C)
by
(˜
h(t)
)
(x, y)= (h(t)(x, y))⊗ bx ∈A+ ⊗K⊗M2(C),(˜
h0(t)
)
(x, y)= (h(t)(x, y))⊗( 1 00 0
)
∈A+ ⊗K⊗M2(C)
for each t ∈ R+. Then we have
h˜, h˜0 ∈ C∗L,alg
(
Pd(Γ ),A+
)⊗M2(C) and
h˜− h˜0 ∈ C∗L,alg
(
Pd(Γ ),A
)⊗M2(C).
Since Γ has bounded geometry, by the almost flatness of the Bott generators, we can choose
ε1 and ε2 small enough to obtain h˜, h˜0, as constructed above, such that ‖h˜2 − h˜‖∞ < 1/5 and
‖h˜20 − h˜0‖ < 1/5. The spectrum of either h˜ or h˜0 is contained in disjoint neighborhoods S0 of 0
and S1 of 1 in the complex plane. Let f : S0 unionsq S1 → C be the function such that f (S0) = {0},
f (S1)= {1}. Let η = f (˜h) and η0 = f (˜h0). Then η and η0 are idempotents in C∗L(Pd(Γ ),A+)⊗
M2(C) with
η − η0 ∈ C∗L
(
Pd(Γ ),A
)⊗M2(C).
Thanks to the difference construction, we define
(βL)∗
([g])=D(η,η0) ∈K0(C∗L(Pd(Γ ),A)).
This correspondence [g] 
→ (βL)∗([g]) extends to a homomorphism, the Bott map
(βL)∗ :K0
(
C∗L
(
Pd(Γ )
))→K0(C∗L(Pd(Γ ),A)).
By suspension, we similarly define
(βL)∗ :K1
(
C∗L
(
Pd(Γ )
))→K1(C∗L(Pd(Γ ),A)).
This completes the construction of the Bott map (βL)∗.
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K∗(C∗L(Pd(Γ )))
e∗
(βL)∗
K∗(C∗L(Pd(Γ ),A))
e∗
K∗(C∗(Pd(Γ )))
β∗
K∗(C∗(Pd(Γ ),A))
Theorem 5.4. For any d > 0, the Bott map
(βL)∗ :K∗
(
C∗L
(
Pd(Γ )
))→K∗(C∗L(Pd(Γ ),A))
is an isomorphism.
Proof. Note that Γ has bounded geometry, and both the localization algebra and the twisted
localization algebra have strong Lipschitz homotopy invariance at the K-theory level. By a
Mayer–Vietoris sequence argument and induction on the dimension of the skeletons [5,20], the
general case can be reduced to the 0-dimensional case, i.e., if D ⊂ Pd(Γ ) is a δ-separated sub-
space (meaning d(x, y) δ if x = y ∈D) for some δ > 0, then
(βL)∗ :K∗
(
C∗L(D)
)→K∗(C∗L(D,A))
is an isomorphism. But this follows from the facts that
K∗
(
C∗L(D)
)∼= ∏
γ∈D
K∗
(
C∗L
({γ })),
K∗
(
C∗L(D,A)
)∼= ∏
γ∈D
K∗
(
C∗L
({γ },A))
and that (βL)∗ restricts to an isomorphism from K∗(C∗L({γ }))∼=K∗(K) to
K∗
(
C∗L
({γ },A))∼=K∗(K⊗A)
at each γ ∈D by the classic Bott periodicity. 
6. Proof of the Main Theorem
Proof of Theorem 1.1. We have the commuting diagram
limd→∞K∗(C∗L(Pd(Γ )))
e∗
(βL)∗
∼=
limd→∞K∗(C∗L(Pd(Γ ),A))
e∗∼=
limd→∞K∗(Pd(Γ ))
indL
∼=
ind limd→∞ K∗(C∗(Pd(Γ )))
β∗
limd→∞K∗(C∗(Pd(Γ ),A)).
L. Shan, Q. Wang / Journal of Functional Analysis 248 (2007) 448–471 471Hence, β∗ ◦ ind = e∗ ◦ (βL)∗ ◦ indL. It follows from Theorems 2.6, 3.3 and 5.4 that β∗ ◦ ind is
an isomorphism. Consequently, the index map
ind : lim
d→∞K∗
(
Pd(Γ )
)→ lim
d→∞K∗
(
C∗
(
Pd(Γ )
))∼=K∗(C∗(Γ ))
is injective. 
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