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Abstract
In this paper, we theoretically prove the existence of periodic solutions for a nonautonomous discrete-time
neural networks by using the topological degree theory. Sufficient conditions are also obtained for the existence
of an asymptotically stable periodic solution. As a special case, we obtain the existence of a fixed point to the
corresponding autonomous discrete-time neural networks which corrects the error in [W.R. Zhao, W. Lin, R.S.
Liu, J. Ruan, Asymptotical stability in discrete-time neural networks, IEEE Trans. Circuits Syst. I 49 (2002)
1516–1520]. Numerical simulations are given at the end of the paper.
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1. Introduction
Artificial neural networks have been widely applied to various information processing problems
and studied successively for continuous and discrete models by many authors and were demonstrated
to have complex dynamics including asymptotically stable fixed points, periodic orbits and chaotic
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attractors [1–5]. In fact, owing to the shortcomings of equipment and technology and the needs of people,
the connection weight from one neuron to another, input bias of a neuron and self-recurrent bias of a
neuron are changing with time. Therefore, it is necessary to study nonautonomous discrete-time neural
network models.
In [1], the authors considered the following transiently chaotic neural networks (TCNN)
yi(t + 1) = kyi (t) +
n∑
j=1
wi j x j (t) + ai − wii a0i , (1.1)
xi (t) = 11 + e−yi (t)/ , (1.2)
where i = 1, 2, . . . , n, t = 0, 1, . . .. They obtain the following existence result of a fixed point of the
TCNN model by using the fixed point theorem.
Theorem A ([1]). The TCNN model has, at least, a fixed point.
Unfortunately, we find that Theorem A is incorrect. In fact, we can give a counterexample as follows:
Let k = 1, a0i = 0, wi j = w > 0, ai > 0, then (1.1) reduces to
yi(t + 1) = yi(t) +
n∑
j=1
wx j (t) + ai , (1.3)
where i = 1, 2, . . . , n.
Since xi(t) ∈ (0, 1), (1.3) cannot have a fixed point.
In this paper, we consider the following nonautonomous transiently chaotic neural networks
(NTCNN)
yi(t + 1) = k(t)yi (t) +
n∑
j=1
wi j (t)x j (t) + ai(t) − wii (t)a0i (t), (1.4)
xi (t) = 11 + e−yi (t)/ , (1.5)
where i = 1, 2, . . . , n, t = 0, 1, 2, . . ., and
xi (t): output of neuron i at time t;
yi(t): internal state of neuron i at time t;
wi j (t): connection weight from neuron j to neuron i at time t;
wii (t): self-feedback connection weight at time t;
ai (t): input bias of neuron i at time t;
k(t): damping factor of nerve membrane at time t;
a0i(t): self-recurrent bias of neuron i at time t;
: steepness parameter of the output function ( > 0).
For background on difference equations and periodic solutions of difference equations, we refer to
[6,7].
Let f (t) be a T -periodic function, and set
f (t) = 1
T
T−1∑
t=0
f (t).
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By using Mawhin’s continuation theorem [8], we get
Theorem 1.1. Assume that T is a positive integer, and
(a) k(t),wi j (t), ai (t), a0i (t) are T -periodic for i, j = 1, . . . , n;
(b) k(t) − 1 = 0, t = 0, 1, . . ., and k(t) − 1 = 0.
Then NTCNN model has at least one T -periodic solution.
Under the assumption (a) of Theorem 1.1, we let
K = max{|k(t)| : t = 0, 1, . . . , T − 1}, Wi j = max{|wi j (t)| : t = 0, 1, . . . , T − 1}
and
di = max
{
n∑
j=1
|wi j (t)| + |ai (t) − wii (t)a0i (t)| : t = 0, 1, 2, . . . , T − 1
}
for i, j = 1, 2, . . . , n. We have the following stability result of the periodic solutions for the NTCNN.
Theorem 1.2. Assume that T is a positive integer and the assumption (a) of Theorem 1.1 holds, K < 1
and
n∑
j=1
Wi j
ec j/
1 + e−c j/ < (1 − K ) (1.6)
for i = 1, 2, . . . , n, where c j = d j/(1 − K ) for j = 1, 2, . . . , n. Then NTCNN model has a unique
T -periodic solution which is asymptotically stable.
Considering the case where k(t), wi j (t), ai (t), a0i(t) are constants, then Eq. (1.4) reduces to (1.1).
We can easily obtain the following.
Corollary 1.1. If k = 1, then the TCNN model has, at least, a fixed point. Furthermore, if |k| < 1 and∑n
j=1 wi j e
c j /
1+e−c j / < (1 − k) for i = 1, 2, . . . , n, where ci = (
∑n
j=1 |wi j | + |ai − wii a0i |)/(1 − k) for
i = 1, 2, . . . , n, then the TCNN model has a unique fixed point which is asymptotically stable.
Remark 1.1. The first part of Corollary 1.1 is a correction of Theorem A.
The remaining part of this paper is organized as follows. In the next section, we will prove
Theorems 1.1 and 1.2. Numerical simulations are given in the last section.
2. Proof of theorems
In this section, we will prove Theorems 1.1 and 1.2. First, we introduce Mawhin’s continuation
theorem [8].
Let A, B be real Banach spaces, L: Dom L ⊂ A → B a Fredholm mapping of index zero and
P : A → A, Q : B → B continuous projectors such that Im P = Ker L , Ker Q = Im L , and
A = Ker L ⊕ Ker P , B = Im L ⊕ Im Q. Denote by L P the restriction of L to Dom L ∩ Ker P ,
K P : Im L → Ker P ∩ Dom L the inverse to L P . J : Im Q → Ker L an isomorphism of Im Q on to
Ker L .
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Lemma 2.1. Let Ω ⊂ A be an open bounded set and N : A → B be a contiguous operator which is
L-compact on Ω , i.e. QN : Ω → B and K P(I − Q)N : Ω → B are compact. Assume
(1) for ∀λ ∈ (0, 1), x ∈ ∂Ω ∩ Dom L, Lx = λN x;
(2) for ∀x ∈ ∂Ω ∩ Ker L, QN x = 0;
(3) deg{J QN ,Ω ∩ Ker L , 0} = 0.
Then Lx = N x has at least one solution in Ω ∩ Dom L.
Proof of Theorem 1.1. We will use Lemma 2.1 to prove Theorem 1.1.
Let
A = B = {(y1(t), . . . , yn(t))T ∈ Rn : yi(t + T ) = yi(t), i = 1, 2, . . . , n; t = 0, 1, . . .},
‖(y1(t), y2(t), . . . , yn(t))T ‖ =
n∑
i=1
max{|yi(0)|, |yi(1)|, . . . , |yi(T − 1)|}.
Then A is a Banach space. Define L : A → A by
L(y1(t), y2(t), . . . , yn(t))T = (y1(t),y2(t), . . . ,yn(t))T ,
where yi(t) = yi(t + 1) − yi(t), i = 1, 2, . . . , n.
Let N : A → A be given by
N


y1
y2
...
yn

 =


(k(t) − 1)y1(t) +
n∑
j=1
w1 j (t)x j (t) + a1(t) − w11(t)a01(t)
(k(t) − 1)y2(t) +
n∑
j=1
w2 j (t)x j (t) + a2(t) − w22(t)a02(t)
...
(k(t) − 1)yn(t) +
n∑
j=1
wnj (t)x j (t) + an(t) − wnn(t)a0n(t)


.
Define two projectors P and Q as
P


y1
y2
...
yn

 = Q


y1
y2
...
yn

 =


1
T
T−1∑
t=0
y1(t)
1
T
T−1∑
t=0
y2(t)
...
1
T
T−1∑
t=0
yn(t)


,


y1
y2
...
yn

 ∈ A.
Clearly, Ker L = Rn , Im L = {(y1(t), y2(t), . . . , yn(t))T ∈ A : ∑T−1t=0 yi(t) = 0, i = 1, 2, . . . , n} is
closed in A and dim Ker L = codim Im L = n. Therefore, L is a Fredholm mapping of index zero. We
can find that the inverse K P of L P has the form
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K P : Im L → Dom L ∩ Ker P ,
K P


y1
y2
...
yn

 =


t−1∑
l=0
y1(l) − 1T
T−1∑
t1=0
t1∑
l=0
y1(l)
t−1∑
l=0
y2(l) − 1T
T−1∑
t1=0
t1∑
l=0
y2(l)
...
t−1∑
l=0
yn(l) − 1T
T−1∑
t1=0
t1∑
l=0
yn(l)


,
and QN : A → A,
QN


y1
y2
...
yn

 =


(k(t) − 1)y1(t) +
n∑
j=1
w1 j (t)x j (t) + a1(t) − w11(t)a01(t)
(k(t) − 1)y2(t) +
n∑
j=1
w2 j (t)x j (t) + a2(t) − w22(t)a02(t)
...
(k(t) − 1)yn(t) +
n∑
j=1
wnj (t)x j (t) + an(t) − wnn(t)a0n(t)


.
Let
(k(t) − 1)yi(t) +
n∑
j=1
wi j (t)x j (t) + ai(t) − wii (t)a0i (t) = Hi (t),
then K P(I − Q)N : A → A,


y1
y2
...
yn

→


t−1∑
t1=0
H1(t1) + t H1(t) +
(
1 − T
2
− t
)
H1(t)
t−1∑
t1=0
H2(t1) + t H2(t) +
(
1 − T
2
− t
)
H2(t)
...
t−1∑
t1=0
Hn(t1) + t Hn(t) +
(
1 − T
2
− t
)
Hn(t)


.
Evidently, QN and K P(I − Q)N are continuous, and QN (Ω) is bounded. Since A is with finite
dimension, we see that K P(I − Q)N (Ω) is relatively compact for any open bounded set Ω ⊂ A.
Therefore, N is L-compact on Ω .
L. Zou, Z. Zhou / Applied Mathematics Letters 19 (2006) 174–185 179
Corresponding to the operator Lx = λN x, λ ∈ (0, 1), we have


y1
y2
...
yn

 = λ


(k(t) − 1)y1(t) +
n∑
j=1
w1 j (t)x j (t) + a1(t) − w11(t)a01(t)
(k(t) − 1)y2(t) +
n∑
j=1
w2 j (t)x j (t) + a2(t) − w22(t)a02(t)
...
(k(t) − 1)yn(t) +
n∑
j=1
wnj (t)x j (t) + an(t) − wnn(t)a0n(t)


. (2.1)
Suppose (y1(t), y2(t), . . . , yn(t))T ∈ A is a solution of (2.1), for some λ ∈ (0, 1), we obtain
T−1∑
t=0
(k(t) − 1)yi(t) +
T−1∑
t=0
n∑
j=1
wi j (t)x j (t) +
T−1∑
t=0
ai(t) −
T−1∑
t=0
wii (t)a0i (t) = 0.
Thus,
T−1∑
t=0
(k(t) − 1)yi(t) =
T−1∑
t=0
wii (t)a0i(t) −
T−1∑
t=0
n∑
j=1
wi j (t)x j (t) −
T−1∑
t=0
ai(t),
which implies
T−1∑
t=0
|(k(t) − 1)||yi(t)| ≤
T−1∑
t=0
|wii (t)a0i (t)| +
T−1∑
t=0
n∑
j=1
|wi j (t)x j (t)| +
T−1∑
t=0
|ai (t)|.
Set Gi = max{|wii (t)a0i (t)| : t = 0, 1, . . . , T − 1}, Wi j = max{|wi j (t)| : t = 0, 1, . . . , T − 1},
Ai = max{|ai(t)| : t = 0, 1, . . . , T − 1}, K∗ = min{|k(t) − 1| : t = 0, 1, . . . , T − 1}. Since
0 < x j (t) < 1, we have
T−1∑
t=0
|yi(t)| ≤ T
Gi +
n∑
j=1
Wi j + Ai
K∗
,
which implies
|yi(t)| ≤ T
Gi +
n∑
j=1
Wi j + Ai
K∗
.
Set
Ri = T
Gi +
n∑
j=1
Wi j + Ai
K∗
.
Clearly, Ri (i = 1, . . . , n) are independent of λ. Let R1 + R2 + · · · + Rn + 1 = M and
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Ω = {(y1(t), y2(t), . . . , yn(t))T ∈ A : ‖(y1(t), y2(t), . . . , yn(t))T ‖ < M}.
Then, Ly = λN y for y ∈ ∂Ω ∩ Dom L and λ ∈ (0, 1), which implies that the condition (1) in
Lemma 2.1 is satisfied. If y ∈ ∂Ω ∩ Ker L , (y1(t), y2(t), . . . , yn(t))T = (y1, y2, . . . , yn)T ∈ Rn and
|y1| + |y2| + · · · + |yn| = M . Therefore,
QN


y1
y2
...
yn

 =


(k(t) − 1)y1 +
n∑
j=1
w1 j (t)x j + a1(t) − w11(t)a01(t)
(k(t) − 1)y2 +
n∑
j=1
w2 j (t)x j + a2(t) − w22(t)a02(t)
...
(k(t) − 1)yn +
n∑
j=1
wnj (t)x j + an(t) − wnn(t)a0n(t)


=


0
0
...
0

 .
This proves that condition (2) in Lemma 2.1 is satisfied.
Finally we will prove that condition (3) in Lemma 2.1 is satisfied. To this end, we define φ:
Dom L × [0, 1] → A by
φ(y1, y2, . . . , yn, µ) =


(k(t) − 1)y1 + a1(t) − w11(t)a01(t)
(k(t) − 1)y2 + a2(t) − w22(t)a02(t)
...
(k(t) − 1)yn + an(t) − wnn(t)a0n(t)

+ µ


n∑
j=1
w1 j (t)x j
n∑
j=1
w2 j (t)x j
...
n∑
j=1
wnj (t)x j


,
where µ ∈ [0, 1].
When (y1(t), y2(t), . . . , yn(t))T ∈ ∂Ω ∩Ker L ⊂ Rn , (y1(t), y2(t), . . . , yn(t))T = (y1, y2, . . . , yn)T
is a constant vector, and |y1| + |y2| + · · · + |yn| = M . We will show φ(y1, y2, . . . , µ) = 0. Otherwise,
if φ(y1, y2, . . . , yn, µ) = 0 for some µ, then we have
(k(t) − 1)yi + ai(t) − wii (t)a0i (t) + µ
n∑
j=1
wi j (t)x j = 0,
which implies
n∑
i=1
|yi | =
n∑
i=1
∣∣∣∣∣∣∣∣∣
wii (t)a0i (t) − ai(t) − µ
n∑
j=1
wi j (t)x j
k(t) − 1
∣∣∣∣∣∣∣∣∣
.
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But
n∑
i=1
|yi | = M = T
n∑
i=1
Gi +
n∑
j=1
Wi j + Ai
K∗
+ 1
≥
n∑
i=1
∣∣∣∣∣∣∣∣∣
wii (t)a0i (t) − ai (t) − µ
n∑
j=1
wi j (t)x j
k(t) − 1
∣∣∣∣∣∣∣∣∣
+ 1.
This is a contradiction. Therefore, φ(y1, y2, . . . , µ) = 0 for (y1, y2, . . . , yn)T ∈ ∂Ω ∩ Ker L .
According to the property of topological degree, we let
J = I : Im Q → Ker L , (y1, y2, . . . , yn)T → (y1, y2, . . . , yn)T ,
then
deg(J QN (y1, y2, . . . , yn)T ,Ω ∩ Ker L , (0, 0, . . . , 0)T )
= deg(φ(y1, y2, . . . , yn, 1),Ω ∩ Ker L , (0, 0, . . . , 0)T )
= deg(φ(y1, y2, . . . , yn, 0),Ω ∩ Ker L , (0, 0, . . . , 0)T )
= deg(((k(t) − 1)y1 + a1(t) − w11(t)a01(t), . . . , (k(t) − 1)yn
+an(t) − wnn(t)a0n(t))T ,Ω ∩ Ker L , (0, 0, . . . , 0)T ).
In view of conditions (b) of Theorem 1.1, the system
(k(t) − 1)yi + ai(t) − wii (t)a0i (t) = 0, i = 1, 2, . . . , n
has a unique solution:
y0i =
wii (t)a0i (t) − ai(t)
k(t) − 1 , i = 1, 2, . . . , n.
Thus,
deg(J QN (y1, y2, . . . , yn)T ,Ω ∩ Ker L , (0, 0, . . . , 0)T )
= sign
∣∣∣∣∣∣∣∣∣
k(t) − 1 0 · · · 0
0 k(t) − 1 · · · 0
...
...
. . .
...
0 0 · · · k(t) − 1
∣∣∣∣∣∣∣∣∣
= sign|(k(t) − 1)n| = 0.
So, the condition (3) in Lemma 2.1 is satisfied.
The proof of Theorem 1.1 is now complete.
Proof of Theorem 1.2. Let {yi(t)}(i = 1, . . . , n, t = 0, 1, . . .) be a solution of NTCNN. By (1.1), we
have
|yi(t + 1)| = |k(t)yi (t) +
n∑
j=1
wi j (t)x j (t) + ai (t) − wii (t)a0i (t)| ≤ K |yi(t)| + di ,
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which implies
|yi(t + m)| ≤ K m |yi(t)| + 1 − K
m
1 − K di . (2.2)
Since K < 1, the assumption (b) of Theorem 1.1 clearly holds. According to Theorem 1.1, the
NTCNN has at least one T -periodic solution. Let (y˜1(t), y˜2(t), . . . , y˜n(t))T is a T -periodic solution
of the NTCNN. To complete the proof of Theorem 1.2, it suffices to show that (y˜1(t), y˜2(t), . . . , y˜n(t))T
is asymptotically stable. From (1.6), there exists a constant δ > 0 such that
α = K + 1

n∑
j=1
Wi j
e(c j+δ)/
1 + e−(c j+δ)/ < 1. (2.3)
In view of (2.2), we get
|yi(t)| ≤ K t |yi(0)| + di1 − K .
Let T1 be large enough such that K T1 |yi(0)| < δ for i = 1, 2, . . . , n; then
|yi(t)| ≤ δ + di1 − K = δ + ci
for i = 1, 2, . . . , n and t ≥ T1. On the other hand, let m = T in (2.2); we get
|y˜i(t + T )| ≤ K m |y˜i(t)| + 1 − K
m
1 − K di .
Noticing that y˜i(t) for i = 1, 2, . . . , n are T -periodic, we see that |y˜i(t)| ≤ di/(1 − K ) = ci for
i = 1, 2, . . . , n, t = 0, 1, . . .. By (1.1), we have, for t ≥ T1,
|yi(t + 1) − y˜i(t + 1)| = |k(t)(yi (t) − y˜i(t))| +
n∑
j=1
Wi j (t)
∣∣∣∣ 11 + e−y j (t)/ − 11 + e−y˜ j (t)/
∣∣∣∣
≤ K |yi(t) − y˜i(t)| +
n∑
j=1
Wi j
∣∣∣∣∣ e
−y j (t)/ − e−y˜ j (t)/
(1 + e−y j (t)/)(1 + e−y˜ j (t)/)
∣∣∣∣∣ ,
where i = 1, . . . , n. By Lagrange’s Mean Theorem, we have
e−y j (t)/ − e−y˜ j (t)/ = e−y∗j (t)/(−y j (t)/ + y˜ j(t)/),
where y∗j (t) is between y j(t) and y˜ j(t), which implies |y∗j (t)| ≤ δ + c j for j = 1, . . . , n, t ≥ T1.
Therefore,
|yi(t + 1) − y˜i(t + 1)| ≤ K |yi(t) − y˜i(t)| + 1

n∑
j=1
Wi j
e(δ+c j )/ε
1 + e−c j / |y j(t) − y˜ j(t)|
for i = 1, . . . , n, t ≥ T1. Let
Z(t) = max
1≤i≤n{|yi(t) − y˜i(t)|}.
Then
|yi(t + 1) − y˜i(t + 1)| ≤
(
K + 1

n∑
j=1
Wi j
e(δ+c j )/ε
1 + e−c j /
)
Z(t) ≤ αZ(t)
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Fig. 1. Internal state of neuron 1 at time t for NTCNN when K < 1.
for i = 1, . . . , n, t ≥ T1, which leads to Z(t + 1) ≤ αZ(t) and limt→∞ Z(t) = 0; that is,
|yi(t + 1) − y˜i(t + 1)| → 0
for i = 1, . . . , n. Thus the periodic solution y˜i(t) is asymptotically stable and the proof of Theorem 1.2
is complete.
3. Numerical simulations
Example 3.1. Consider the following NTCNN model with n = 2:
yi(t + 1) = k(t)yi (t) +
2∑
j=1
wi j (t)x j (t) + ai(t) − wii (t)a0i (t), (3.1)
xi (t) = 11 + e−yi (t)/ , (3.2)
where i = 1, 2,  = 1250 , and
k(t) = 1
3
sin
(
π t
2
)
+ 1
2
, w11(t) = cos
(
π t
2
)
− 2, w12(t) = sin
(
π t
2
)
+ 2,
w21(t) = cos
(
π t
2
)
+ 2, w22(t) = sin
(
π t
2
)
− 2, a1(t) = sin
(
π t
2
)
+ cos
(
π t
2
)
,
a2(t) = sin
(
π t
2
)
− cos
(
π t
2
)
, a01(t) = sin
(
π t
2
)
− cos
(
π t
2
)
,
a02(t) = sin
(
π t
2
)
+ cos
(
π t
2
)
.
Then k(t),wi j (t), ai (t), a0i (t)(i, j = 1, 2) are 4-periodic functions, and k(t) − 1 = 0, k(t) − 1 =
−1/2 = 0. According to Theorem 1.1, the above model has at least a 4-periodic solution. Figs. 1
and 2 are the numerical simulations of the NTCNN when we select initial values (y1(0), y2(0)) =
(−10,−3), (0, 0), (3, 10) respectively.
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Fig. 2. Internal state of neuron 2 at time t for NTCNN when K < 1.
Fig. 3. Internal state of neuron 1 at time t for the NTCNN when K > 1.
Fig. 4. Internal state of neuron 2 at time t for the NTCNN when K > 1.
An asymptotically stable 4-periodic solution is found in the figures. In fact, K = max{|k(t)|; t =
1, 2, 3, 4} = 5/6 < 1 in this case. On the other hand, let k(t) = 13 sin(π t2 )+ 1110 ; the other parameters and
initial values are selected as in the above example. We get Figs. 3 and 4.
Here k(t) − 1 = 0, k(t) − 1 = 1/10 = 0. According to Theorem 1.1, we see that this NTCNN has
at least a 4-periodic solution. From the simulation, we know that the periodic solution is unstable. This
is why we cannot get a periodic solution in the simulation, since we cannot obtain the accurate initial
values of the periodic solution. In fact, K = max{k(t) : t = 1, 2, 3, 4} = 43/30 > 1 in this case.
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From the above simulations, we guess that, under the assumptions of Theorem 1.1, there exists a
unique T -periodic solution which is asymptotically stable for NTCNN when K = max{|k(t)| : t =
1, 2, . . . , T } < 1, and the periodic solutions obtained in Theorem 1.1 are unstable when K > 1.
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