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§ 0. Introduction 
In this paper we prove instability of a certain class of radially symmetric flows of an ideal incompressible 
fluid in plane. In Part I of the present paper we constructed a radially nonsymmetric solution of the Euler 
equations of an ideal incompressible fluid in ℝ2 with radially symmetric initial Cauchy data with vorticity 
bounded in time in Lebesgue space  𝐿𝑄(ℝ2).  The external force in vorticity formulation of the equations 
is radially symmetric in 𝐿𝑙𝑜𝑐
1 ([0, ∞); 𝐿𝑄(ℝ2)). 
The strategy of the construction in Part I was to use a family of linearly instable radially symmetric 
solutions of a special type to produce a radially nonsymmetric flow by using the fundamental scaling 
properties of the Euler equations. These solutions to the nonlinear problem are self-similar up to “small” 




Technically, this construction relies on a linear stability result on existence of radially symmetric flows 
with the spectrum of small oscillations around it (for, example, in 𝐿2(ℝ2)) having special features used 
in our nonlinear construction. 
In this paper we give a proof of the linear instability result used in the nonlinear construction in Part I of 
the paper.  
 
The literature on linear stability / instability of incompressible steady flows of an ideal fluid is vast and 
we will make no attempt to give a complete account in this introduction.  In addition to the sheer 
volume of the literature on linear stability / instability some of it comes in a state that can hardly be 
considered proved in mathematical sense. Curiously, mathematical proofs of instability due to the 
discrete spectrum of the perturbation problem often require a new method for every new case 
considered.  
We mention classical texts by H.Lamb [LA], C.C.Lin [LI] and S.Chandrasekhar [CH].   
In his remarkable paper [FA] L.D.Faddeev studied the stability problem for a shear flow in a 2D chanel. 
He proved that for a monotone velocity profile with an inflexion point the instable spectrum can be 
“generated” in a complex neighborhood of the inflexion point. This work is related to the work of 
L.D.Faddeev on scattering theory and on K.O.Friedrichs model in perturbation theory of continuous 
spectra.  See also [F1].  
To formulate the main result of the present paper we denote by  𝑅(𝑠) the distribution of an angular 
velocity of a radially symmetric incompressible flow in plane as a function of a radius 𝑠 , and by 𝐺(𝑠) 
the distribution of vorticity as a function of a radius.  Let an integer  𝑚 ≠ 0  denote an azimuthal wave 
number.  
The unstable discrete spectrum of infinitesimal oscillations about the equilibrium flow is described by 
the following problem in terms of a stream function of a perturbation 𝑒𝑖𝑚𝜃𝜓(𝑠),  𝜃 being a polar angle, 
                                                               −
𝑑2
𝑑𝑠2












𝜓 = 0   .                                       (0.1)               




In this paper we construct a class of vorticity profiles  𝐺(𝑠) for which there exists an integer 𝑚 ≥ 2  so 
that problem (0.1) has one and exactly one 𝜇 with 𝐼𝑚 𝜇 > 0 corresponding to a nontrivial perturbation 
with vorticity in 𝐿2(ℝ2).   
 
All the problems (0.1) with 𝑚 being replaced by 𝑚 + 1, 𝑚 + 2, 𝑚 + 3, … , 
do not have a nontrivial solutions for a spectral parameter 𝜇 with 𝐼𝑚 𝜇 > 0.  The choice of a function 
space is unimportant for the eigenfunctions corresponding to the discrete spectrum, the corresponding 
eigenfunction of vorticity perturbation belongs to 𝐿𝑄(ℝ2) for any 𝑄 ∈ [1, ∞]. It also belongs to any 
Holder space 𝐿𝑄(ℝ2), 𝑠 ∈ ℝ. 
The vorticity profile 𝐺(𝑠) decays at infinity like 𝑠−𝛼  ,   𝛼 ∈ (0,2). This feature is a useful one for applying 
the rescaling in Part I of the paper. 
 
We get rather complete information about solutions to the problem (0.1) for a special class of profiles 
by studying possible solutions as functions of a real parameter 𝑚 as 𝑚 decreases from infinity to 1. Only 





§ 1. Linearized stability problem and the eigenfunctions. 
     Preliminaries and the formulation of the main theorem 
  
We change the notation as compared to Part I of the paper. 
Let 𝐺(|𝑥|), 𝑥 ∈  ℝ2 , 𝑥 = ( 𝑥1, 𝑥2 )  be radially symmetric 𝐶







 ∫ 𝑠 𝐺(𝑠)𝑑𝑠 
|𝑥|
0
,                     𝑥⊥ = (−𝑥2, 𝑥1).                                                                         (1.1) 
Then 𝑐𝑢𝑟𝑙 𝑢(𝑥) =  𝜕1 𝑉2 – 𝜕2 𝑉1 = 𝐺 (|𝑥|). 
We choose  𝛼 ∈ (0,2) and assume  
𝐺(𝑠) =  𝑠−𝛼, 𝑓𝑜𝑟  𝑠 ≥ 𝑀 > 0 ,                                                                                                        (1.2) 
𝑀 being a sufficiently large constant.  
Any velocity field (1.1) does (formally) satisfy the Euler equations of an ideal incompressible fluid. 
To study the spectrum of small perturbations to this steady-state solution we introduce infinitesimal 
perturbation 
 
𝑤(𝑥) =  𝜕𝑥
⊥( 𝑒𝑖𝑚𝜃 𝜓(|𝑥|)),    𝜕𝑥
⊥ = (−𝜕2, 𝜕1) ;                                                                                         (1.3) 
       𝑥1 = |𝑥| cos 𝜃  ,     𝑥2 = |𝑥| sin 𝜃 ,       𝜃 ∈ ℝ/2𝜋ℤ ,   𝑥 ∈  ℝ
2, 𝑚 ∈  ℤ\{ 0 }. 
 
Let also 
 𝑒𝑖𝑚𝜃𝑔(|𝑥|) = 𝑐𝑢𝑟𝑙 𝑤(𝑥) =  𝜕1𝑤2 − 𝜕2𝑤1 .                                                                                          (1.4) 
From (1.3), (1.4), 










 𝜓 − 
𝑚2
𝑠2











 𝑠−|𝑚| ∫ 𝑔(𝜏) 𝜏1+|𝑚|
𝑠
0










 𝜓 −  
𝑚2
𝑠2
 𝜓 =  − 
1
|𝑚|
 |𝑚|𝑠|𝑚|−2  (−𝑠2−|𝑚| 𝑔(𝑠)) −  
1
|𝑚|




 𝑠|𝑚| 𝑠−1 
𝑑
𝑑𝑠
( 𝑠2−|𝑚|𝑔(𝑠)) − 
1
2|𝑚|










) 𝑔(𝑠) = 𝑔(𝑠). 
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From (1.4) - (1.6),   
𝑤(𝑥) =  𝜕𝑥
⊥ ( 𝑒𝑖𝑚𝜃 𝜓(|𝑥|)) =  𝜓′(|𝑥|)𝑒𝑖𝑚𝜃
𝑥⊥
|𝑥|









































= |𝑥||𝑚|−2 ∫ 𝑔(𝜏)𝜏1−|𝑚|
∞
|𝑥|







+ |𝑥|−|𝑚|−2 ∫ 𝑔(𝜏)𝜏1+|𝑚|
|𝑥|
0






𝑠𝑖𝑔𝑛 (𝑚)𝑥)  .                                                                   (1.7) 
The spectral problem for small oscillations around the steady state solution 𝑉(𝑥) looks as follows: 
 
{
−(𝑉(𝑥), 𝜕𝑥)𝑤 − (𝑤, 𝜕𝑥)𝑉(𝑥) −  𝜕𝑥𝑝 = 𝜆 𝑤(𝑥) 
𝑑𝑖𝑣 𝑤 = 0.
                                                                              (1.7′) 
We are looking for a nontrivial solution 𝑤 ≠ 0 , 𝑤 ∈  𝐿2(ℝ2);   𝑅𝑒 𝜆 ≠ 0, 
where w is satisfying 
𝑤( 𝑅𝜃 𝑥) =   𝑒
𝑖𝑚𝜃 𝑅𝜃 𝑤(𝑥), 𝑤ℎ𝑒𝑟𝑒 𝑅𝜃 = (  
𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃
), ∀ 𝜃 ∈ ℝ/2𝜋ℤ . 
Then in 𝑆′(ℝ2) and in 𝑊−1,2(ℝ2) 
𝑐𝑢𝑟𝑙 𝑤 (𝑅𝜃 𝑥) = 𝑒
𝑖𝑚𝜃𝑐𝑢𝑟𝑙 𝑤(𝑥). 
Therefore,  
(𝑥⊥, 𝜕𝑥)𝑐𝑢𝑟𝑙 𝑤 = 𝑖𝑚 𝑐𝑢𝑟𝑙 𝑤  
in 𝑆′(ℝ2). 
Differentiating the equation for eigenfunctions, we get 
−(𝑉(𝑥), 𝜕𝑥)𝑐𝑢𝑟𝑙 𝑤 − (𝑤, 𝜕𝑥)𝑐𝑢𝑟𝑙 𝑉(𝑥) = 𝜆 𝑐𝑢𝑟𝑙 𝑤. 
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But 𝑉(𝑥) = 𝑅(|𝑥|)𝑥⊥, where 𝑅(|𝑥|)  ∈ 𝐶∞(ℝ2) ∩ 𝑆1,0
−𝛼(ℝ2). Therefore, in 𝑆′(ℝ2) 





 ∫ 𝜏 𝐺(𝜏)𝑑𝜏 
𝑠
0
,   𝑠 ≥ 0.                                                                                                             (1.8)         
 
But    {𝑥 → (  −𝑖𝑚 𝑅(|𝑥|) −  𝜆 )} is an invertible multiplier in   𝑆(ℝ2) and in 𝑆′(ℝ2).  The right side 
(𝑤, 𝜕𝑥) 𝐺(|𝑥|) ∈ 𝐿
1(ℝ2) ∩ 𝐿2(ℝ2). 
Therefore, 
                                            𝑐𝑢𝑟𝑙 𝑤(𝑥) = 𝑒𝑖𝑚𝜃𝑔(|𝑥|)  ∈ 𝐿1(ℝ2) ∩ 𝐿2(ℝ2). 
By Sobolev embedding theorem, 𝑤 ∈ 𝐿𝑄(ℝ2),       ∀ 𝑄 ∈ (2, ∞). 
Therefore, a unique stream function     𝑒𝑖𝑚𝜃𝜓(|𝑥|), such that 𝑤(𝑥) = 𝜕𝑥
⊥(𝑒𝑖𝑚𝜃𝜓(|𝑥|)), 𝜓(0) = 0, 
satisfies 𝜓(|𝑥|) ∈    Ċ
1−
2




𝑄, ∀𝑥 ∈ ℝ2. 
The spectral problem for small oscillations around the steady state solution 𝑉(𝑥) in terms of vorticity  
perturbations looks as follows: 
 
−𝑖𝑚 𝑅(|𝑥|)𝑔(|𝑥|) + 𝑖𝑚
1
|𝑥|
𝐺′(|𝑥|)𝜓(|𝑥|) =  𝜆 𝑔(|𝑥|).                                                         (1.9) 
Let 
                                             𝐵(𝑠) =
1
𝑠
𝐺′(𝑠).                                                                                                 (1.10)  
From (1.8) - (1.10) 
𝑅(𝑠)𝑔(𝑠) − 𝐵(𝑠)𝜓(𝑠) = 𝜇𝑔(𝑠),                                                                                                      (1.11) 
𝜇 = 𝑖 
𝜆
𝑚
 .                                                                                                                                              (1.12) 
From (1.2), (1.9), (1.10) 
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𝐵(𝑠) = −𝛼𝑠−𝛼−2,   𝑠 ≥ 𝑀;                                                                                                                  (1.13) 
   𝑅(𝑠) = 𝐶𝛼 𝑠−2 + 
1
2−𝛼
𝑠−𝛼 ,    𝑠 ≥  𝑀                                                                                                      (1.14)  
for an appropriate constant 𝐶. 
For the solutions of (1.7’), (1.11) with 𝐼𝑚 𝜇 ≠ 0,   𝑤(𝑥) ∈ 𝐿2(ℝ2), 
it follows, that  
 𝜕𝑥 (𝑒











 |2𝑑𝑠 < ∞,  
and, consequently, 𝜓 ∈ 𝐿∞(ℝ2) . To see this, we have, for any 𝑠 > 0 











𝑑𝑠| ≤ 𝐶 < ∞. 
From (1.15), for any eigenfunction 𝑤(𝑥) ∈ 𝐿2(ℝ2) as in (1.7’) with 𝐼𝑚 𝜇 ≠ 0 
|𝑔(𝑠)| ≤ 𝐶(1 + 𝑠)−𝛼−2, ∀ 𝑠 ≥ 0.                                                                                            (1.16) 
Using (1.6), (1.16) we obtain 
|𝑔(𝑠)| ≤ 𝐶(1 + 𝑠)−2𝛼−2, ∀ 𝑠 ≥ 0.                                                                                           
Continuing bootstrap, we arrive at the inequality 
|𝑔(𝑠)| ≤ 𝐶(1 + 𝑠)−(|𝑚|+2+𝛼), ∀ 𝑠 ≥ 0.                                                                            (1.17)      
Using (1.6), (1.17), (1.11), (1.13), (1.14), we get 
 






𝑑𝜏 + 𝑂(𝑠−𝛼)] + 𝑂(𝑠−|𝑚|−𝛼)) + 𝑂(𝑠−|𝑚|−2−2𝛼) 
Assuming  ∫ 𝑔(𝜏)𝜏1+|𝑚|
∞
0







𝑑𝜏;                                                                                                             (1.18) 






𝑑𝜏 + 𝑂(𝑠−|𝑚|−𝛼)  𝑎𝑠  𝑠 → ∞,                                               (1.19)      
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provided 𝑔(𝑠) is normalized as follows:  
𝑔(𝑠)~𝑠−|𝑚|−𝛼−2       𝑎𝑠 𝑠 → ∞ .                                                                                                                (1.20)  
 




𝑑𝜏 = 0 , 
then 𝑤 ≡ 0. 















The same bootstrapping argument as above yields the existence of a constant 𝐶𝑁 for any 𝑁 ∈ ℤ+, such 
that 
|𝑔(𝑠)| ≤ 𝐶𝑁(1 + 𝑠)
−𝑁, ∀𝑠 ≥ 0.       
Since 𝐼𝑚 𝜇 ≠ 0, (1.11)  implies 
|𝑔(𝑠)| ≤ 𝐶(1 + 𝑠)−2−𝛼[𝑠|𝑚| ∫ |𝑔(𝜏)| 𝜏|𝑚|+2+𝛼
∞
𝑠
 𝜏−2|𝑚|−1−𝛼  𝑑𝜏 
+ 𝑠−|𝑚| ∫ |𝑔(𝜏)| 𝜏|𝑚|+2+𝛼
∞
𝑠
𝜏−1−𝛼𝑑𝜏].                                                                                              (1.21) 
Define for any 𝑠 ≥ 0 
𝑓(𝑠) =    sup
𝜏≥𝑠
|𝑔(𝜏)| 𝜏|𝑚|+2+𝛼. 
The inequality (1.21) implies 
𝑓(𝑠) ≤ 𝐶𝑠−𝛼𝑓(𝑠), ∀𝑠 > 0. 
Thus 𝑔(𝑠) = 0 for 𝑠 ≥ 𝐶 , where the constant 𝐶  is sufficiently large.  Gronwall’s inequality, applied  
to (1.21) yields the statement of the lemma. QED.  
 


















𝜓 = 0 .                                                                                       (1.22)  
For the first observation about (1.22) lets introduce a new variable   𝑡 = log 𝑠 , 𝑡 ∈ ℝ.  




 𝜓  +  𝑚2𝜓 +
𝐴(𝑡)
𝛺(𝑡)−𝜇
𝜓 = 0,                                                                                             (1.23) 
where 
𝐴(𝑡) =  𝑒2𝑡𝐵(𝑒𝑡),                                                                                                                  (1.24) 





𝐺(𝑒𝑡);                                                                                                                                            (1.26)   
𝛺(𝑡) =  ∫ 𝑒−2(𝑡−𝜏)𝐺(𝑒𝜏
𝑡
−∞
)𝑑𝜏;                                                                                                                         (1.27)                                                                                                                    
𝐴(𝑡) =  𝛺′′(𝑡) + 2 𝛺′(𝑡),    (. )′ =
𝑑
𝑑𝑡
 (. )  .                                                                                                    (1.28)  
From (1.2), (1.14) 
𝐴(𝑡) = −𝛼 𝑒−𝛼𝑡,        𝑡 ≥ log 𝑀 ;                                                                                                              (1.29) 
𝛺(𝑡) = 𝐶𝛼 𝑒−2𝑡 +  
1
2 − 𝛼
𝑒−𝛼𝑡,    𝑠 ≥ log 𝑀 ;                                                                                        (1.30) 
We will prove the existence of a nontrivial solution to (1.23), (1.28) with 
 𝐼𝑚 𝜇 > 0                                                                                                                                                              (1.31)  
for a certain class of 
potentials 𝛺(𝑡) that we are going to describe now. 
Class C. 
 
We denote by C the following class of functions 
𝛺:  ℝ → (0, ∞) 
(𝑖)  𝛺 ∈  𝐶∞(ℝ),   𝛺′(𝑡) < 0  𝑎𝑛𝑑  
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(𝑖𝑖)  𝛺(𝑡) = 𝛺(−∞) − 𝑐0𝑒
2𝑡, 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑐0 > 0, ∀𝑡 ≤ log 𝑀1 ,   𝑤ℎ𝑒𝑟𝑒  0 < 𝑀1 < 𝑀.      (1.33) 
This implies 
𝐺(𝑠) = 2𝛺(−∞) − 4𝑐0 𝑠
2, ∀ 𝑠 ∈ [0, 𝑀1]. 
(𝑖𝑖)  𝐴(𝑡) ℎ𝑎𝑠 𝑒𝑥𝑎𝑐𝑡𝑙𝑦 2 𝑧𝑒𝑟𝑜𝑒𝑠, 𝑎 < 𝑏,   𝐴′(𝑎) > 0,   𝐴′(𝑏) < 0.                                                                 
 
Remark 1.  The inequality (1.32) holds if and only if 




Remark 2.  The inequality (1.32) implies  
𝛺′(𝑡) < 0  ∀ 𝑡 ∈ ℝ. 
Indeed, assuming (1.32), we have from (1.27) 
 




= 𝐺(𝑒𝑡) − 𝑒−2(𝑡−𝜏)  𝐺(𝑒𝜏) |𝜏=−∞








= 𝑒−2𝑡 ∫ 𝑠2𝐺′(𝑠)𝑑𝑠
𝑒𝑡
0
  < 0.                                                                                                                               (1.34) 
For  𝑚 > 0   we define the kernel 
𝐾𝑚(𝜉 , 𝜂) =
1
2𝑚
𝑒−𝑚|𝜉−𝜂|, 𝑤ℎ𝑒𝑟𝑒  𝜉 , 𝜂 ∈ ℝ .                                                                                       (1.35)   








Indeed, for  𝑓 ∈  𝐿𝑝(ℝ2) with some 𝑝 ∈ [1, ∞], define  
























































𝑓(𝑡) + 𝑚2𝜓(𝑡) 
= 𝑓(𝑡), 
as claimed. 
The eigenfunction equation (1.23) with  𝜓 ∈ 𝐿𝑝(ℝ2) ,       𝑝 ∈ [1, ∞] can be written as follows: 
 
𝜓(𝑡) + ∫ 𝐾𝑚(𝑡 , 𝜉) 
𝐴(𝜉)
𝛺(𝜉)−𝜇
 𝜓(𝜉)𝑑𝜉 = 0. 
Notice that 𝜓 ∈  𝑊1,2(ℝ, 𝑑𝑡) is equivalent to 𝜕𝑥 (𝑒
𝑖𝑚𝜃𝜓(l𝑜𝑔 |𝑥|)) ∈  𝐿2(ℝ2), where 𝑚 ≠ 0 is an 
integer. 
Indeed, the radial component of the gradient gives 
∫ 𝑠−2|𝜓′(𝑙𝑜𝑔 s) |2
∞
0
𝑠 𝑑𝑠 <  ∞. 











|𝜓(𝑙𝑜𝑔 𝑠)|2 𝑑𝑠 < ∞. 




𝑑𝑡 < ∞. 
We define for every real 𝑚 > 0 the set   
  𝓤𝑚  = {𝜇 ∈ ℂ| 𝐼𝑚  𝜇 > 0 𝑎𝑛𝑑 ∃ 𝜓 = 𝜓𝑚,𝜇 ∈ 𝐿
2  (ℝ), 𝜓 ≠ 0 𝑠𝑜𝑙𝑣𝑖𝑛𝑔 𝑡ℎ𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (1.23)}. 
Remark. Any eigenfunction 𝜓 ∈ 𝐿2  (ℝ) of the problem (1.23) satisfies 𝜓 ∈ 𝑊1,2  (ℝ). 
Here is the essential technical result on linear instability of radially symmetric flows. 
 
Theorem 1.1. (Theorem 11.1) For any 𝛼 ∈ (0,2) there exists a function  Ω ∈ C  and an integer 𝑚 ≥
2, so that   
 #𝓤𝑚 =   1 𝑎𝑛𝑑 𝓤𝑚+𝑙 = ∅ 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 𝑙. 
 
The proof of is given in §11  below.  
 
 
§ 2. Asymptotic behavior of an eigenfunction 
 
We need the following lemma.  
 
Lemma 2.1. Let   𝑣: ℝ → ℝ be a measurable function so that   𝑣 ∈ 𝐿1((−∞, 𝑁)) for every real 𝑁. 




𝑦 + 𝑚2𝑦 + 𝑣(𝑡)𝑦 = 0. 
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There exists a unique solution 𝑦(𝑡), such that 
𝑦(𝑡)~𝑒𝑚𝑡 
as 𝑡 → −∞. For this solution 
𝑦(𝑡) = 𝑒𝑚𝑡(1 + 𝑧(𝑡)),    ∀𝑡 ∈  ℝ , 
where 
                                                       |𝑧(𝑡)| ≤ 𝑒𝑥𝑝 {
1
2𝑚
∫ |𝑣(𝑠)|𝑑𝑠} − 1 ,
𝑡
−∞
∀𝑡 ∈  ℝ ,                                          (2.1)                                                                           
                                                       |𝑧′(𝑡)| ≤ 2𝑚 (𝑒𝑥𝑝 {
1
2𝑚
∫ |𝑣(𝑠)|𝑑𝑠} − 1) ,
𝑡
−∞
 ∀𝑡 ∈  ℝ .                             (2.2) 








If 𝑦(𝑡) = 𝑒𝑚𝑡(1 + 𝑧(𝑡)), 
then 
1 + 𝑧(𝑡) −
1
2𝑚




Solving in (1 + 𝑧(𝑡)) by iterations and comparing with the solution of the ODE 
𝑑
𝑑𝑡
(1 + 𝑧1(𝑡)) =
1
2𝑚
|𝑣(𝑡)|(1 + 𝑧1(𝑡)), 
we arrive at the inequality 
|𝑧(𝑡)| ≤ 𝑒𝑥𝑝 {
1
2𝑚
∫ |𝑣(𝑠)|𝑑𝑠} − 1 ,
𝑡
−∞
∀𝑡 ∈  ℝ . 
This proves (2.1). 
Also, 
𝑧′(𝑡) − ∫ 𝑣(𝑠)𝑒−2𝑚(𝑡−𝑠)(1 + 𝑧(𝑠))𝑑𝑠
𝑡
−∞
= 0, ∀𝑡 ∈  ℝ . 
Using (2.1), we get 














∫ |𝑣(𝑠)| 𝑑𝑠} − 1)
𝑡
−∞
, ∀𝑡 ∈  ℝ.     
This proves (2.2) and concludes the proof of Lemma 2.1.  QED. 
  
 
§ 3. Dispersion curves (𝓤𝑚, 𝑚),  𝓤𝑚 ≠ ∅. 
 
We study the evolution of the set 𝓤𝑚 as 𝑚 ↘  from ∞ . The following 4 Propositions are of importance. 
 
Proposition 3.1. The point (𝑚0, 0) for 𝑚0 ≥ 1 is not a limit point of the set 
{(𝑚, 𝜇) ∈ (0, ∞) × ℂ | 𝜇 ∈ 𝓤𝑚}  . 
 
Proof. Assume to the contrary, there is sequence (𝑚𝑗, 𝜇𝑗), 𝑗 = 1,2,3, … ; 𝑚𝑗 → 𝑚0 ≥ 1, 𝜇𝑗 → 0 as 𝑗 →




as 𝑡 → −∞.  Then 
𝜓𝑗(𝑡)~𝐶𝑗𝑒
−𝑚𝑗𝑡 
as 𝑡 → ∞ with an appropriate 𝐶𝑗 ∈ ℂ .  
We multiply both sides of (1.23) by   𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ , integrate and take the imaginary part. This implies (here we 









 = 0 .                                                                                                    (3.1) 
 
We split the integral in the left side of (3.1) as follows: 
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 ∫ = 0 .
∞
𝑏
                                                                           (3.2)                                                                           




 𝜓0  +  𝑚0
2𝜓0 +  Ω
−1(Ω′′ + 2Ω′)𝜓0 = 0,   𝑡 ∈ ℝ ,                                                                               (3.3) 
𝜓0(𝑡)~𝑒
𝑚0𝑡 , 
as  𝑡 → −∞. From (3.1), (3.2) using Lebesgue dominated convergence theorem we pass to the limit as 














2 𝑑𝑡  . 
Passing to the limit as 𝑁 → ∞ (note the integrands in the left side are nonpositive) we get 
Ω−2(Ω′′ + 2Ω′)|𝜓0|
2 ∈ 𝐿1(ℝ) .                                                                                                                       (3.4) 
By (1.29), (1.30)  Ω−1(Ω′′ + 2Ω′) →  −𝛼(2 − 𝛼)   as   𝑡 → ∞. Therefore, the only nontrivial solution that 
does not violate (3.4) is the one satisfying 
𝜓0(𝑡)~𝐶1𝑒
−√𝑚02−𝛼(2−𝛼) 𝑡   𝑎𝑠 𝑡 → ∞, 
where 𝐶1 ∈ ℝ , 𝐶1 ≠ 0. 
See, e.g., [BS], p.61. 
The only exceptional case is 𝑚0 = 1, 𝛼 = 1,  which is easily ruled out by (3.4).   








− 𝛼)   .                                                                                                                                             (3.5) 














2 𝑑𝑡 = 0  ,                                                                                 (3.6) 
where the integration by parts is legitimate.  
Let 𝜓0 =  Ω𝜂 ,  𝜂(𝑡)~ Ω(−∞)
−1𝑒𝑚0𝑡  as 𝑡 → −∞;   𝜂(𝑡)~𝐶1(2 − 𝛼)𝑒
−(√𝑚02−𝛼(2−𝛼)−𝛼)𝑡 , as 𝑡 → ∞ . 
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)𝑑𝑡 = 0 . 
If 𝑚0 > 1,  this implies 𝜂 ≡ 0, a contradiction. If 𝑚0 = 1, this implies 𝜂 = 𝐶𝑒
𝑡, in contradiction with 
(3.4). This concludes the proof of Proposition 3.1. QED. 
 
Proposition 3.2.  For any 𝑚0 > 0    (𝑚0, Ω(−∞)) is not a limit point of the set 
{(𝑚, 𝜇) ∈ (0, ∞) × ℂ | 𝜇 ∈ 𝓤𝑚}  . 
 
Proof. Let to the contrary 
                                                                   𝜓𝑗(𝑡) = 𝜓𝑚𝑗,𝜇𝑗(𝑡),    𝑗 = 1,2,3 …                                                                                                                       
satisfy (1.23) with  𝑚 = 𝑚𝑗,   𝜇 =  𝜇𝑗;   𝑚𝑗 → 𝑚0 > 0,  𝜇𝑗 → Ω(−∞) as 𝑗 → ∞;  𝐼𝑚 𝜇𝑗 > 0 for 𝑗 =
1,2,3 …  . 
We assume normalization 
                                                                 𝜓𝑗(𝑡)~𝑒
−𝑚𝑗𝑡   ,    𝑡 → ∞ .                                                                        (3.7)  
We have, using 𝐼𝑚 𝜇𝑗 > 0 
∫
Ω′′ + 2Ω′





 = 0 .                                                                                                    (3.8) 
On every interval [𝑁, ∞),   𝑁 ∈ ℝ ,    𝜓𝑗 →  𝜓0 uniformly as 𝑗 → ∞,   where  𝜓0 satisfies the Sturm-




 𝜓0  +  𝑚0
2𝜓0 +  (Ω − Ω(−∞))
−1(Ω′′ + 2Ω′)𝜓0 = 0,   𝑡 ∈ ℝ ,                                                        
                                          𝜓0(𝑡)~𝑒
−𝑚0𝑡 ,    𝑡 → ∞  .                                                                                             (3,9)     
Obviously,  𝜓0(𝑡)  is real valued.                   
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From (3.8), passing to the limit as 𝑗 → ∞ , 














2 𝑑𝑡  ,   ∀ 𝑁 ≤ 𝑎 .                                                                            (3.10) 
Passing to the limit as 𝑁 → −∞ yields 
(Ω − Ω(−∞))−2(Ω′′ + 2Ω′)|𝜓0|
2 ∈ 𝐿1(ℝ) .                                                                                                  (3.11) 
From (1.33) 
(Ω − Ω(−∞))−1(Ω′′ + 2Ω′) = 8  , ∀𝑡 ≤  𝑙𝑜𝑔 𝑀1. 
Therefore, 
𝜓0(𝑡) = 𝐶1𝑒
−𝑡√𝑚02+8  +   𝐶2𝑒
𝑡√𝑚02+8  , ∀𝑡 ≤  𝑙𝑜𝑔 𝑀1.    







2 + (Ω − Ω(−∞))−2Ω′
2|𝜓0|
2 − 2(Ω − Ω(−∞))
−1














2 +2(Ω − Ω(−∞))
−1
Ω′|𝜓0|
2 𝑑𝑡 = 0. 
But (Ω − Ω(−∞))
−1
Ω′ > 0, ∀𝑡 ∈ ℝ. Therefore, 𝜓0 ≡ 0 in contradiction with construction. This proves 
Proposition 3.2. QED.  
 
Proposition 3.3. Let (𝑚0, 𝜇0),  where 𝑚0 ∈ [1, ∞), 𝜇0 ∈ (0, Ω(−∞)) be a limit point of the set  
{(𝑚, 𝜇) ∈ (0, ∞) × ℂ | 𝜇 ∈ 𝓤𝑚} .                                                                                                                       (3.12) 






 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − 𝜇0)
−1𝐴(𝑡)𝜓0 = 0,   𝑡 ∈ ℝ 
has a solution 𝜓0 ∈ 𝐿
2(ℝ), 𝜓0 ≢ 0 . In fact, 𝜓0 decays exponentially at ±∞. 
Proof. Let to the contrary, a point (𝑚0, 𝜇0),  where 𝑚0 ∈ (0, ∞), 𝜇0 ∈ (0, Ω(−∞))\({Ω(𝑎)} ∪ { Ω(𝑏)}) 
be the limit point of the set (3.12). Let 𝜇0 = Ω(𝑐0), 𝑐0 ≠ 𝑎,   𝑐0 ≠ 𝑏 .  Then there is a sequence 
(𝑚𝑗, 𝜇𝑗) → (𝑚0, 𝜇0), 𝑗 = 1,2,3, …  and for every 𝑗 an eigenfunction 𝜓𝑗 ∈ 𝜓0 ∈ 𝐿




 𝜓𝑗  +  𝑚𝑗
2𝜓𝑗 +  (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 = 0, , 𝐼𝑚  𝜇𝑗 > 0,    𝑡 ∈ ℝ .                                             (3.13)                 








 𝑑𝑡 = 1  ;                                                                                                                    (3.14) 
𝜓𝑗(𝑡)~𝜌𝑗
±𝑒∓𝑚𝑗𝑡 ,        𝑡 → ±∞ ;                                                                                                                     (3.15) 
𝜌𝑗
+ > 0  , 𝜌𝑗
− ∈ ℂ\{0}  , 𝑗 = 1,2,3, …  .                                                                                      (3.16) 
By (3.15). (3.16) and Lemma 2.1 both sequences {𝜌𝑗
+} and {𝜌𝑗
−} are bounded (otherwise, (3.14) is 
violated). We can and will by possibly selecting a subsequence assume that  
                                          𝜓𝑗 → 𝜓0 ∈ 𝐿
2(ℝ), 𝜓𝑗
′ → 𝜓0
′ ∈ 𝐿2(ℝ) 𝑤𝑒𝑎𝑘𝑙𝑦 𝑖𝑛 𝐿2(ℝ).                                 (3.17)    
Therefore, 𝜓0 ∈ 𝑊
1,2(ℝ). 
From Lemma 2.1 and using the asymptotic behavior of Ω(𝑡) as 𝑡 → ±∞, 
∀𝜀 > 0 ∃ 𝑁 ∈ ℝ,   ∫ |𝜓𝑗|
2
|𝑡|≥𝑁
𝑑𝑡 < 𝜀 ;   𝑗 = 1,2,3, …   .                                                                             (3.18)               
By Sobolev embedding  𝑊1,2(ℝ) ⊂ 𝐶
1
2(ℝ) 




≤ 𝐶 < ∞  ; 𝑗 = 1,2,3, …   .                                                                  (3.19)   
From (3.14), (3.18), (3.19) by possibly selecting a subsequence { 𝜓𝑗}  , 𝑗 = 1,2,3, … we may assume that 
19 
 
                                                                       𝜓𝑗 → 𝜓0 strongly in 𝐿
2(ℝ) .                                                          (3.20) 




2 𝑑𝑡 = −1  .                                                                                                        (3.21) 
Therefore, for any    𝛿 > 0     






+𝐼𝑚 ∫ (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)(|𝜓𝑗(𝑡)|
2 − |𝜓𝑗( 𝑐𝑗)|
2 + |𝜓𝑗( 𝑐𝑗)|
2)
(𝑐0−𝛿,𝑐0+𝛿) 
𝑑𝑡 = 0 .                              (3.22) 
Here  𝜇𝑗 = 𝑐𝑗 + 𝑖𝑑𝑗, 𝑑𝑗 > 0 , 𝑗 = 1,2,3, …  .    From (3.19), (3.20)   𝜓𝑗 → 𝜓0 uniformly on ℝ, therefore, 





≤ 𝐶 < ∞, where the constant 𝐶 is uniform with respect to 𝑗, we have 
𝐼𝑚 ∫ (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)(|𝜓𝑗(𝑡)|
2 − |𝜓𝑗( 𝑐𝑗)|
2)
(𝑐0−𝛿,𝑐0+𝛿) 
𝑑𝑡 = 𝑂 (𝛿
1
2)                                                 (3.23)  
with the constant in 𝑂 uniform with respect to 𝑗.  Passing to the limit as 𝑗 → ∞ in (3.22) and using 
(3.23) and the argument above, we get 




Since 𝑐0 ≠ 𝑎, 𝑐0 ≠ 𝑏 , we have  
𝜓0( 𝑐0) = 0.                                                                                                                                                             (3.24) 
Therefore, in the sense of   𝑆′(ℝ) 
(Ω(𝑡) − 𝜇𝑗)
−1
𝜓𝑗 → (Ω(𝑡) − 𝜇0)
−1𝜓0 . 




 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − 𝜇0)
−1𝐴(𝑡)𝜓0 = 0, ,      𝑡 ∈ ℝ                                                                   (3.25)                 
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in 𝑆′(ℝ). From (3.19) 
(Ω(𝑡) − 𝜇0)
−1𝜓0 ∈ 𝐿
2−𝜃(ℝ)   , ∀𝜃 ∈ (0,1) . 
It follows from the equation (3.25) and from boundedness of the pseudo-differential operator with 
symbol    (|𝜉|2 + 𝑚0
2)−1|𝜉|2  in 𝐿2−𝜃(ℝ),  that    
𝑑2
 𝑑𝑡2
 𝜓0 ∈ 𝐿
2−𝜃(ℝ)  for any 𝜃 ∈ (0,1). 




𝜎(ℝ)  for any𝜎 ∈ (0,
1
2
). Obviously,  𝜓0 is real 
valued on (𝑐0, ∞), 

































2 𝑑𝑡 = 0 . 
But (Ω(𝑡) − 𝜇0)
−1Ω′(𝑡) > 0 for 𝑡 ∈ (𝑐0, ∞). Therefore, 𝜓0 ≡ 0 on (𝑐0, ∞), and consequently   
𝜓0
′ (𝑐0) = 0. 
Thus 𝜓0(𝑡) = 𝑂(|𝑡 − 𝑐0|
1+𝜎) as 𝑡 → 𝑐0.   













2 𝑑𝑡 = 0. 
Substituting 𝜓0(𝑡) = (Ω − 𝜇0)𝜂(𝑡), we arrive at  







2|𝜂|2 − 2𝑅𝑒 (?̅?
𝑑𝜂
𝑑𝑡
))𝑑𝑡 = 0. 
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If 𝑚0 > 1 this implies  𝜂(𝑡) ≡ 0, ∀𝑡 ∈ ℝ.  If 𝑚0 = 1  this implies 𝜂(𝑡) = 𝐶𝑒
𝑡, ∀𝑡 ∈ ℝ, where 𝐶 ∈  ℝ. But 
𝜂(𝑐0) = 0. Therefore, 𝐶 = 0 . In both cases,  𝜓0(𝑡) ≡ 0 on ℝ. 
Therefore,  
𝜓𝑗 → 0  uniformly on ℝ as  𝑗 → ∞  .                                                                                                                 (3.26)       
From this using Lemma 2.1 we conclude  
                                                               𝜌𝑗
± → 0  as  𝑗 → ∞.                                                                                  (3.27) 
 
Multiplying both sides of (3.13) by (𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)






2 +   𝑚𝑗
2𝜓𝑗 (𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)
̅̅ ̅̅ ̅̅ ̅̅ ) + (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗(𝑡) (𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)
̅̅ ̅̅ ̅̅ ̅̅ ) 𝑑𝑡 = 0 .       (3.28)         
The integral of the second term goes to zero as 𝑗 → ∞ since 𝜓𝑗(𝑐𝑗) → 0  by (3.26), (3.27) and 
Lemma 2.1. The integral of the last term equals  
∫ (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 (𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)
̅̅ ̅̅ ̅̅ ̅̅ )
ℝ\(𝑐0−𝛿,𝑐0+𝛿)
𝑑𝑡 
+ ∫ (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 (𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)
̅̅ ̅̅ ̅̅ ̅̅ )
(𝑐0−𝛿,𝑐0+𝛿)
𝑑𝑡  . 
The first integral converges to zero for a fixed 𝛿 > 0 as  𝑗 → ∞ . The second integral is 𝑂(𝛿) with a 
constant uniform with respect to 𝑗.  Indeed, 
|(Ω(𝑡) − 𝜇𝑗)
−1
(𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)






















2  𝑑𝑡 = 0. 
But from (3.14), (3.20), with 𝜓0 = 0 this limit is 1. Contradiction.  





 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − 𝜇0)
−1𝐴(𝑡)𝜓0 = 0,   𝑡 ∈ ℝ                                                                         (3.29)                                                                                 
has the only solution 𝜓0 ∈ 𝐿
2(ℝ), 𝜓0 ≡ 0 . 
We have (3.13) satisfied with the normalization (3.14), (3.15), (3.16). Therefore, (3.17) --(3.20) hold true. 




 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − 𝜇0)
−1𝐴(𝑡)𝜓0 = 0,   𝑡 ∈ ℝ    .                                                                   (3.30) 
To handle the last term in (3.13) we use the following representation 
(Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗(𝑡) = (Ω(𝑡) − 𝜇𝑗)
−1
(𝐴(𝑡) − 𝐴(𝑐𝑗))𝜓𝑗(𝑡) 
+𝐴(𝑐𝑗)(Ω(𝑡) − 𝜇𝑗)
−1
(𝜓𝑗(𝑡) − 𝜓𝑗(𝑐𝑗)) + 𝐴(𝑐𝑗)𝜓𝑗(𝑐𝑗)(Ω(𝑡) − 𝜇𝑗)
−1
. 
In 𝑆′(ℝ) the first term in the right side converges to (Ω(𝑡) − 𝜇0)
−1𝐴(𝑡) 𝜓0(𝑡) and the second and the 
third term both converge to   0 (since 𝐴(𝑐𝑗) → 0 ) as   𝑗 → ∞.  Also,  
(Ω(𝑡) − 𝜇𝑗)
−1
→ (Ω(𝑡) − 𝜇0 − 𝑖0)
−1 
in 𝑆′(ℝ) as   𝑗 → ∞.   
From (3.29), (3.30) it follows that  𝜓0 ≡ 0.  Therefore, from Lemma 2.1 (3.27) holds true. 





2 +   𝑚𝑗
2𝜓𝑗 (𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)
̅̅ ̅̅ ̅̅ ̅̅ ) + (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗(𝑡) (𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)
̅̅ ̅̅ ̅̅ ̅̅ ) 𝑑𝑡 = 0 .       (3.31)         
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The integral of the second term goes to zero as 𝑗 → ∞ since 𝜓𝑗(𝑐𝑗) → 0  by (3.26), (3.27) and 
Lemma 2.1. The integral of the last term equals  
∫  (Ω(𝑡) − 𝜇𝑗)
−1
(𝐴(𝑡) − 𝐴(𝑐𝑗)) 𝜓𝑗(𝑡) (𝜓𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅ − 𝜓𝑗(𝑐𝑗)
̅̅ ̅̅ ̅̅ ̅̅ ) 𝑑𝑡 + 𝑜(1) 𝑎𝑠 𝑗 → ∞. 
We have  
|(Ω(𝑡) − 𝜇𝑗)
−1
(𝐴(𝑡) − 𝐴(𝑐𝑗)) | ≤ 𝐶 < ∞ , ∀𝑡 ∈ ℝ 
with a constant 𝐶 independent of 𝑗 = 1,2,3, …   . Also    ⃦𝜓𝑗   ⃦𝐿2(ℝ) → 0;      ⃦𝜓𝑗   ⃦𝐿1(ℝ) → 0;     ⃦𝜓𝑗   ⃦𝐶(ℝ) → 0 
as 𝑗 → ∞ because of the uniform convergence 𝜓𝑗  → 𝜓0 on ℝ and because of (3.27). From (3.31) we 
get  






2 𝑑𝑡 → 0 
as 𝑗 → ∞.  This contradicts our normalization (3.14). This concludes the proof of Proposition 3.3. 
QED.  
 
Proposition 3.4. Let 𝑚0 ∈ [1, ∞), 𝜇0 ∈  ℝ  \[0, Ω(−∞)] . Then (𝑚0, 𝜇0) is not a limit point of the set 
{(𝑚, 𝜇) ∈ (0, ∞) × ℂ | 𝜇 ∈ 𝓤𝑚}  . 
Proof. Assume to the contrary, there is sequence (𝑚𝑗, 𝜇𝑗), 𝑗 = 1,2,3, … ; 𝑚𝑗 → 𝑚0 ≥ 1, 𝜇𝑗 → 𝜇0 as 𝑗 →




as 𝑡 → −∞.  Then 
𝜓𝑗(𝑡)~𝐶𝑗𝑒
−𝑚𝑗𝑡 
as 𝑡 → ∞ with an appropriate 𝐶𝑗 ∈ ℂ .  




 𝜓𝑗  +  𝑚𝑗
2𝜓𝑗 +  (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 = 0, , 𝐼𝑚  𝜇𝑗 > 0,    𝑡 ∈ ℝ .                                             (3.32)  
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Multiplying both sides in (3.32) by 𝜓𝑗̅̅ ̅(𝑡) and separating the imaginary part we get (here we also use 
𝐼𝑚 𝜇𝑗 > 0): 
∫
Ω′′ + 2Ω′





 = 0 .                                                                                                 (3.33) 
Therefore, 
 
− ∫ (|Ω(𝑡) − 𝑅𝑒 𝜇𝑗| 







− ∫ (|Ω(𝑡) − 𝑅𝑒 𝜇𝑗| 







≤ ∫ (|Ω(𝑡) − 𝑅𝑒 𝜇𝑗| 







𝑑𝑡  .                                                   (3.34)         
Both integrals in the left side of (3.34) are positive.  
From Lemma 2.1 and from the inequality (3.34) we conclude that 
|𝐶𝑗| ≤ 𝐶 < ∞, ∀𝑗 = 1,2,3, …  .                                                                                                                (3.35) 
Using again Lemma 2.1, (3.35) after possibly extracting a subsequence, we can pass to the limit in (3.32) 
as 𝑗 → ∞  to get 
𝜓𝑗 → 𝜓0 𝑖𝑛 𝑆
′(ℝ), 𝜓0 ∈ 𝐿
2(ℝ); 
                                    −
𝑑2
𝑑𝑡2
 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − 𝜇0)
−1(Ω′′(𝑡) + 2Ω′(𝑡))𝜓0 = 0, ,    𝑡 ∈ ℝ ;   (3.36)  
𝜓0(𝑡)~𝑒
𝑚0𝑡𝑎𝑠 𝑡 → −∞; 𝜓0(𝑡)~𝜌𝑒
−𝑚0𝑡 𝑎𝑠 𝑡 → ∞.  
Here 𝜌 ∈  ℝ, 𝜌 ≠ 0. The eigenfunction 𝜓0 is real-valued. Multiplying both sides in (3.36) by 𝜓0(𝑡) and 







2 + (Ω − 𝜇0)
−2Ω′
2|𝜓0|
2 − 2(Ω − 𝜇0)
−1 Ω′ 𝜓0
′ 𝜓0  
+2(Ω − 𝜇0)
−1Ω′|𝜓0|









2 +2(Ω − 𝜇0)
−1 Ω′|𝜓0|
2 𝑑𝑡 = 0.                             (3.37)          
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Using the substitution  
𝜓0(𝑡) = (Ω(𝑡) − 𝜇0)𝜂0(𝑡), 
where 𝜂0 ∈ 𝐶









2 +2 (Ω − 𝜇0)
′(Ω − 𝜇0)|𝜂0|
2 𝑑𝑡 = 0.                               (3.38) 









′ 𝜂0)  𝑑𝑡 = 0.   
For 𝑚0 > 1 this identity implies 𝜓0 ≡ 0 in contradiction with construction.   If  𝑚0 = 1 this implies 
𝜓0(𝑡) = (Ω(−∞) − 𝜇0)
−1(Ω(𝑡) − 𝜇0)𝑒
𝑡 , ∀𝑡 ∈ ℝ. This contradicts the construction (the asymptotic 
behavior of 𝜓0(𝑡) as 𝑡 → ∞. ) This concludes the proof of Proposition 3.4. QED. 
  
                                    
  § 4. The limiting equation  
We next discuss the case 𝜇 →  Ω(𝑑) , where 𝑑 = 𝑎  or 𝑑 = 𝑏.   In this case, under certain conditions, a 




 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − Ω(𝑑))
−1𝐴(𝑡)𝜓0 = 0,   𝑡 ∈ ℝ   ,                                                                  (4.1) 
Where 𝑑 = 𝑎  or 𝑑 = 𝑏.   In this case the potential  
𝑣(𝑡) = (Ω(𝑡) − Ω(𝑑))−1𝐴(𝑡) ∈ 𝑆(ℝ). 
Proposition 4.1. For a fixed 𝑑 = 𝑎  or 𝑑 = 𝑏, there exists at most one 𝑚0 ≥ 1 so that (4.1) has a non-
trivial solution 𝜓0 ∈ 𝐿
2(ℝ). 




+ 𝑣(𝑡) . 
Let, to the contrary, there exist  𝑚1 > 𝑚2 ≥1 so that (4.1) holds with 𝑚0 = 𝑚1,2  ,   𝜓0 = 𝜓1,2 . The 
eigenfunctions 𝜓1,2 decay exponentially at    ±∞ (see Lemma 2.1). We may and will assume 𝜓1,2 are real 











2  𝑑𝑡 − 𝐶2
2 𝑚2
2 ∫|𝜓2|
2  𝑑𝑡 . 




𝜓|2 + (Ω − 𝜇0)
−2(Ω′ + 2Ω)Ω′|𝜓|2 − 2(Ω − 𝜇0)




2  𝑑𝑡 − 𝐶2
2 𝑚2
2 ∫|𝜓2|















2  𝑑𝑡 − 𝐶2
2 𝑚2
2 ∫|𝜓2|
2  𝑑𝑡 . 





−1Ω′𝜓|2 + 2(Ω − 𝜇0)




2  𝑑𝑡 − 𝐶2
2 𝑚2
2 ∫|𝜓2|
2  𝑑𝑡 . 
Let 𝜓(𝑡) = (Ω(𝑡) − 𝜇0)𝜂(𝑡),  where 𝜂 ∈ 𝑆(ℝ). Then 
∫ |(Ω(𝑡) − 𝜇0)
𝑑
𝑑𝑡





2  𝑑𝑡 − 𝐶2
2 𝑚2
2 ∫|𝜓2|






𝜂 − 𝜂|2  𝑑𝑡 
= −𝐶1
2 (𝑚1
2 − 1) ∫|𝜓1|
2  𝑑𝑡 − 𝐶2
2 (𝑚2
2 − 1) ∫|𝜓2|
2  𝑑𝑡 . 
Since the right side is nonpositive, while the left side is strictly positive, this is a contradiction. 




Remark. A double eigenvalue 𝑚0
2 ≥ 1  in (4.1) not possible by the uniqueness statement in Lemma 2.1. 
Also, for an eigenfunction  𝜓 ∈ 𝐿2(ℝ)   with an eigenvalue 𝑚0













|𝜓|2 𝑑𝑡 = 0 . 
This leads to contradiction since (Ω(𝑡) − Ω(𝑑))
−1
Ω′(𝑡) > 0   , ∀𝑡 ∈ (𝑑, ∞).   
Indeed. 𝜓(𝑑) = 0, 𝜓′(𝑑) = 0 imply 𝜓 ≡ 0. QED.  
 
Proposition 4.2. For   𝑑 = 𝑎  or for 𝑑 = 𝑏, there exists a 𝑚0 > 1 so that (4.1) has a non-trivial solution 
𝜓0 ∈ 𝐿
2(ℝ). 




+ 𝑣(𝑡),   𝑣(𝑡) = (Ω(𝑡) − Ω(𝑑))
−1
𝐴(𝑡) ,   𝑑 = 𝑎 𝑜𝑟  𝑑 = 𝑏, 
as (unbounded) self-adjoint operator in 𝐿2(ℝ). We compute the bottom of the spectrum of 𝐿 





    ⃦ 𝑢    ⃦ 𝐿2(ℝ)





+ 𝑣(𝑡)|𝑢|2𝑑𝑡  .                                                                          (4.2) 
For 𝑑 = 𝑏 we use  
 
𝑢(𝑡) = {
(Ω(𝑡) − Ω(𝑏))𝑒𝑡  , 𝑡 ≤ 𝑏
                0               ,         𝑡 > 𝑏
 
















 Ω′′ − 2Ω′ − (Ω − Ω(𝑏)))(Ω − Ω(𝑏)) + 𝑒2𝑡(Ω − Ω(𝑏))
−1
(Ω" + 2Ω′)(Ω − Ω(𝑏))
2
𝑑𝑡 





 𝑑𝑡 = − ∫|𝑢|2𝑑𝑡 . 
Therefore, the right side in (4.2) is    < −1. 
For 𝑑 = 𝑎 we use  
 
𝑢(𝑡) = {
(Ω(𝑡) − Ω(𝑎))𝑒𝑡  , 𝑡 ≤ 𝑎
                0               ,         𝑡 > 𝑎
 














 Ω′′ − 2Ω′ − (Ω − Ω(𝑎))(Ω − Ω(𝑎)) + 𝑒2𝑡(Ω − Ω(𝑎))
−1
(Ω" + 2Ω′)(Ω − Ω(𝑎))
2
𝑑𝑡 





 𝑑𝑡 = − ∫|𝑢|2𝑑𝑡 , 




§ 5. Perturbation theory. Part I 
 




 𝜓  +  𝑚2𝜓 +  (Ω(𝑡) − 𝜇)−1𝐴(𝑡)𝜓 = 0,   𝑡 ∈ ℝ  , 𝐼𝑚 𝜇 > 0, 𝜓 ∈ 𝐿2(ℝ), 𝜓 ≠ 0 .                         (5.1)  






 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − Ω(𝑎))
−1𝐴(𝑡)𝜓0 = 0,   𝑡 ∈ ℝ  ,   𝜓0 ∈ 𝐿
2(ℝ) ,    𝑚0 > 1 .                     (5.2) 
Then, there exists an 𝜀 > 0 such that for any  ℎ ∈ (0, 𝜀) there is a solution 𝜓 = 𝜓𝑚,𝜇 of (5.1) with 𝑚 =
𝑚0 − ℎ,  such that 𝜇 = 𝜇(ℎ) →  Ω(𝑎) as ℎ → 0 +. This solution 𝜓𝑚,𝜇 → 𝜓0  strongly in 𝐿
2(ℝ) as ℎ →
0 +. 




 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − Ω(𝑏))
−1𝐴(𝑡)𝜓0 = 0,   𝑡 ∈ ℝ  ,   𝜓0 ∈ 𝐿
2(ℝ) ,    𝑚0 > 1 .                     (5.3) 
Then, likewise, there exists an 𝜀 > 0 such that for any  ℎ ∈ (0, 𝜀) there is a solution 𝜓 = 𝜓𝑚,𝜇 with 𝑚 =
𝑚0 + ℎ,  such that 𝜇 = 𝜇(ℎ) →  Ω(𝑏) as ℎ → 0 +. This solution 𝜓𝑚,𝜇 → 𝜓0  strongly in 𝐿
2(ℝ) as ℎ →
0 +. 
 




 𝜓0  +  𝑚0
2𝜓0 +  (Ω(𝑡) − 𝜇0)
−1𝐴(𝑡)𝜓0 = 0,   𝑡 ∈ ℝ  ,   𝜓0 ∈ 𝐿
2(ℝ),    ⃦𝜓0   ⃦𝐿2(ℝ) = 1 ,                (5.4)                 
where  𝜇0 =  Ω(𝑎) or  𝜇0 =  Ω(𝑏).   Notice 𝐴(𝑎) = 𝐴(𝑏) = 0 . We use the following scheme of the 
perturbation theory.  
Let |ℎ| < 𝜀  ,       
 𝜇 ∈ 𝔅 = {𝑧 ∈ ℂ| 𝛾 < 𝑎𝑟𝑔 (𝑧 −  𝜇0) < 𝜋 − 𝛾 } ,                                                                                               (5.5)                    
an angle, sufficiently close to 𝜋, a small constant 𝛾 > 0 will be specified later.  




 𝜓  +  𝑚2𝜓 +  (Ω(𝑡) − 𝜇)−1𝐴(𝑡)𝜓 + 𝑐𝑃0𝜓 = 𝑐𝜓0,   (𝜓, 𝜓0) = 1  , 𝜓 ∈ 𝐿
2(ℝ), 𝐼𝑚 𝜇 > 0 .      (5.6)  
Here 𝑐 > 0 is a fixed real number,  𝑃0 ∶  𝐿
2(ℝ) →  ℝ𝜓0 
is a projector  
𝑃0𝑦 = (𝑦, 𝜓0)𝜓0  , ∀𝑦 ∈ 𝐿
2(ℝ) .                                                                                                                   (5.7) 
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 (𝜓 − 𝜓0)  +  𝑚0
2(𝜓 − 𝜓0) +  𝑐𝑃0(𝜓 − 𝜓0) + (Ω(𝑡) − 𝜇0)
−1𝐴(𝑡)(𝜓 − 𝜓0) 
+((Ω(𝑡) − 𝜇)−1 − (Ω(𝑡) − 𝜇0)
−1)𝐴(𝑡)𝜓 + (𝑚2 − 𝑚0
2)𝜓 = 0,   (𝜓, 𝜓0) = 1 .                                      (5.8) 
For the proof of Theorem 5.1 that will be presented in § 7 we will need a few technical lemmas.   
 
Lemma 5.1. For 𝜇 ∈  𝔅, the operator   
𝑦 → ((Ω(𝑡) − 𝜇)−1 − (Ω(𝑡) − 𝜇0)
−1)𝐴(𝑡)𝑦 
is uniformly bounded in ℒ (𝐿2(ℝ)). As ,   𝜇 → 𝜇0 ,  this operator converges to 0 strongly in ℒ (𝐿
2(ℝ)). 
Proof.  We have, 
|((Ω(𝑡) − 𝜇)−1 − (Ω(𝑡) − 𝜇0)
−1)𝐴(𝑡)| 
= |𝜇 − 𝜇0| |Ω(𝑡) − 𝜇|
−1 |Ω(𝑡) − 𝜇0|
−1|𝐴(𝑡)| 
≤ 𝐶𝐼𝑚 𝜇  |Ω(𝑡) − 𝜇|−1 |Ω(𝑡) − 𝜇0|
−1|𝐴(𝑡)| 
≤ 𝐶 , 
Since |𝜇 − 𝜇0| ≤ 𝐶 𝐼𝑚 𝜇  , ∀ 𝜇 ∈ 𝔅 . Let 𝑑 = 𝑎 or 𝑑 = 𝑏 so that Ω(𝑑) = 𝜇0 . 
For any 𝛿 > 0 and |𝑡 − 𝑑| > 𝛿 
|𝜇 − 𝜇0| |Ω(𝑡) − 𝜇|
−1 |Ω(𝑡) − 𝜇0|
−1|𝐴(𝑡)| ≤ 𝐶𝛿−2(sin 𝛾)−2 |𝐴(𝑡)| 𝐼𝑚 𝜇 . 







2  , 
𝐾𝑚0 = 𝐿𝑚0
−1   
in 𝐿2(ℝ). The operator 𝐾𝑚0 ∈ ℒ (𝐿
2(ℝ) is an integral operator with kernel 𝐾𝑚0(𝜉 , 𝜂)  (see (1.35)). 
The problem (5.6) is equivalent to  
𝜓  +  { 𝐾𝑚0 ○ ((Ω − 𝜇0)
−1𝐴 + 𝑐𝑃0) + 𝐾𝑚0 ○ ((Ω − 𝜇)




+(𝑚2 − 𝑚0 
2 )𝐾𝑚0}𝜓 = 𝑐𝐾𝑚0𝜓0,   (𝜓, 𝜓0) = 1  , 𝜓 ∈ 𝐿
2(ℝ), 𝐼𝑚 𝜇 > 0 .                                                 (5.9)  
The operator 
𝑖𝑑 + 𝐾𝑚0 ○ ((Ω − 𝜇0)
−1𝐴 + 𝑐𝑃0)                                                                                                                      (5.10)          
is bounded and invertible in ℒ (𝐿2(ℝ)). It is also bounded and invertible in any Holder space 𝐶𝜎(ℝ) , 𝜎 ∈
(0,1). We treat the third and the fourth term in the left side of (5.9) as perturbation. 
 
Lemma 5.2.  In ℒ (𝐿2(ℝ)) 
⃦ 𝐾𝑚0 ○ ((Ω − 𝜇)
−1 − (Ω − 𝜇0)
−1)𝐴   ⃦ℒ (𝐿2(ℝ)) → 0 
as 𝜇 ∈  𝔅 , 𝜇 → 𝜇0 . 
Proof. Let χ ∈ 𝐶0
∞(ℝ) , χ|[𝑑−1,𝑑+1] = 1 .    We have, 
 𝐾𝑚0 ○ ((Ω − 𝜇)
−1 − (Ω − 𝜇0)
−1)𝐴 
= 𝐾𝑚0 ○ χ((Ω − 𝜇)
−1 − (Ω − 𝜇0)
−1)𝐴 +  𝐾𝑚0 ○ (1 − χ)((Ω − 𝜇)
−1 − (Ω − 𝜇0)
−1)𝐴. 
The second term is bounded in ℒ (𝐿2(ℝ)) and analytic in 𝜇 in some disc centered at 𝜇0. As for the first 
term, 𝐾𝑚0 ○ χ ∈ 𝔖∞(𝐿
2(ℝ)) ⊂ℒ (𝐿2(ℝ)). Therefore, given any  𝜀 > 0, there exists an approximation by 
an operator of a finite rank, so that 
⃦𝐾𝑚0 ○ χ − ∑(. , 𝑔𝑗)𝑓𝑗   ℒ⃦ (𝐿2(ℝ))
𝑁
𝑗=1
< 𝜀  . 
Here 𝑔𝑗, 𝑓𝑗 ∈ 𝐿
2(ℝ), 𝑗 = 1,2,3, … , 𝑁. 
Using Lemma 5.1 (applied to a complex conjugate function) with a finite number of vectors 𝑔𝑗, 𝑗 =
1, … , 𝑁 , we get 
⃦ 𝐾𝑚0 ○ ((Ω − 𝜇)
−1 − (Ω − 𝜇0)
−1)𝐴   
ℒ⃦ (𝐿2(ℝ))
 < 2𝜀   
for 𝜇 ∈  𝔅 , | 𝜇 − 𝜇0| < 𝛿,  for a sufficiently small 𝛿 > 0. This proves Lemma 5.2. QED. 
 
Lemma 5.3. The operator 𝐵𝜇 acting in   𝐶
𝜎(ℝ), 𝜎 ∈ (0,1) 
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𝐵𝜇: 𝑦 →  (𝐾𝑚0 ○ (Ω − 𝜇)
−1)𝑦, ∀𝑦 ∈ 𝐶𝜎(ℝ) 
is uniformly bounded in ℒ(𝐶𝜎(ℝ)) for 𝜇 ∈  𝔅.  It converges strongly as 𝜇 → 𝜇0 , 𝜇 ∈ 𝔅  to 
𝐵𝜇0+𝑖0 ∈ ℒ(𝐶
𝜎(ℝ)) , where 
(𝐵𝜇0+𝑖0  𝑦)(𝑡) = ∫ 𝐾𝑚0 (𝑡, 𝜉)(Ω(𝜉) − 𝜇0 − 𝑖0)
−1𝑦(𝜉)𝑑𝜉 . 
Proof. Let 𝑦 ∈ 𝐶𝜎(ℝ). Choosing χ ∈ 𝐶0
∞ (ℝ) as in the proof of Lemma 5.2, we get 
𝐵𝜇𝑦 =   𝐾𝑚0 ○ χ(Ω − 𝜇)
−1𝑦 +  𝐾𝑚0 ○ (1 − χ)(Ω − 𝜇)
−1𝑦.                                                                         (5.11) 
The second term in the right side of (5.11) is analytic with respect to 𝜇 ∈  𝔅 ∪ 𝐵𝑟(𝜇0) with 𝑟 > 0 
sufficiently small. We turn to the first term in the right side of (5.11). We have (see (1.35)) 
 [(𝐾𝑚0 ○ χ(Ω − 𝜇)
−1)𝑦](𝑡) = (2𝑚0)
−1   ∫ 𝑒−𝑚0|𝑡−𝜉|χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑦(𝜉)𝑑𝜉 
= 𝑦(𝑑)(2𝑚0)
−1   ∫ 𝑒−𝑚0|𝑡−𝜉|χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑑𝜉 
+(2𝑚0)
−1   ∫ 𝑒−𝑚0|𝑡−𝜉|χ(𝜉) (Ω(𝜉) − 𝜇)−1(𝑦(𝜉) − 𝑦(𝑑))𝑑𝜉 
= 𝑦(𝑑)(2𝑚0)
−1𝐼1(𝑡) + 𝐼2(𝑡) .                                                                                                                            (5.12) 
To estimate 𝐼2(𝑡) we use the inequality 
|χ(𝜉)||(Ω(𝜉) − 𝜇0)|
−1|𝑦(𝜉) − 𝑦(𝑑)| ≤ 𝐶  ⃦𝑦  ⃦𝐶𝜎(ℝ) |𝜉 − 𝑑|
𝜎−1, ∀𝜉 ∈ 𝑠𝑢𝑝𝑝 χ . 
On the other hand, for 𝜇 ∈  𝔅, | Ω(𝜉) − 𝜇| ≥ sin 𝛾 |Ω(𝜉) − 𝜇0| . 
The function 𝑡 → 𝑒−𝑚0|𝑡| belongs to 𝐶𝜎(ℝ)  ,   ∀𝜎 ∈ (0,1).  By Minkowski integral inequality, 
                                                        ⃦𝐼2   ⃦𝐶𝜎(ℝ) ≤ 𝐶  ⃦𝑦  ⃦𝐶𝜎(ℝ)  , ∀𝜎 ∈ (0,1) ,  
where the constant 𝐶 is uniform with respect to 𝜇 ∈ 𝔅  . We next estimate the integral  𝐼1 in 𝐶
𝜎(ℝ). 
𝐼1(𝑡) = 𝑒
−𝑚0|𝑡−𝑑| ∫ χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑑𝜉 
+ ∫(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝑑|) χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑑𝜉 
= 𝐼3(𝑡) + 𝐼4(𝑡) .                                                                                                                                                      (5.13) 
We have 
  ⃦𝐼3   ⃦𝐶𝜎(ℝ) ≤ 𝐶  , ∀𝜎 ∈ (0,1) 
uniformly with respect to 𝜇 ∈ 𝔅 .  As for the integral 𝐼4 , 
𝐼4(𝑡) = ∫  ∫ (𝑚0
𝜉
𝑑




  ⃦𝐼4  ⃦ 𝐿∞(ℝ)   ≤ 𝐶 ∫ | χ(𝜉)| |𝜉 − 𝑑||Ω(𝜉) − 𝜇|
−1𝑑𝜉 ≤ 𝐶 ,                                                                                (5.14)                       
uniformly with respect to 𝜇 ∈ 𝔅 . We estimate |𝐼4(𝑡1) − 𝐼4(𝑡2)|  for |𝑡1 − 𝑡2| ≤ 1 by combining the 
following two estimates. First, 
|𝑒−𝑚0|𝑡1−𝜉| − 𝑒−𝑚0|𝑡1−𝑑| − 𝑒−𝑚0|𝑡2−𝜉| + 𝑒−𝑚0|𝑡2−𝑑|| ≤ 𝐶|𝑡1 − 𝑡2|  . 
Second, 
|𝑒−𝑚0|𝑡1−𝜉| − 𝑒−𝑚0|𝑡1−𝑑| − 𝑒−𝑚0|𝑡2−𝜉| + 𝑒−𝑚0|𝑡2−𝑑||≤ 𝐶|𝜉 − 𝑑|  . 
Therefore, for any 𝜎 ∈ (0,1) 
|𝑒−𝑚0|𝑡1−𝜉| − 𝑒−𝑚0|𝑡1−𝑑| − 𝑒−𝑚0|𝑡2−𝜉| + 𝑒−𝑚0|𝑡2−𝑑|| ≤ 𝐶|𝑡1 − 𝑡2|
𝜎 |𝜉 − 𝑑|1−𝜎. 
Hence, 
|𝐼4(𝑡1) − 𝐼4(𝑡2)| ≤ 𝐶  |𝑡1 − 𝑡2|
𝜎 ∫ | χ(𝜉)| |𝜉 − 𝑑|1−𝜎|Ω(𝜉) − 𝜇|−1𝑑𝜉 
≤ 𝐶  |𝑡1 − 𝑡2|
𝜎 .                                                                                                                                                     (5.15) 
From (5.14), (5.15) 
  ⃦𝐼4   ⃦𝐶𝜎(ℝ) ≤ 𝐶  , ∀𝜎 ∈ (0,1) , 
where the constant 𝐶 is uniform with respect to 𝜇 ∈ 𝔅. This completes the proof of the first 
statement in Lemma 5.3.  
To prove strong convergence 𝐵𝜇 → 𝐵𝜇0+𝑖0  as 𝜇 ∈ 𝔅,  𝜇 → 𝜇0 we must pass to the limit in the first 
term in (5.11). Indeed, convergence (even in the uniform norm in  ℒ(𝐶𝜎(ℝ))) is obvious in the 
second term because of analyticity in 𝜇 at 𝜇0. We have 
 [(𝐾𝑚0 ○ χ(Ω − 𝜇)
−1)𝑦](𝑡) =  𝑦(𝑑)(2𝑚0)
−1(𝐼3(𝑡) + 𝐼4(𝑡)) + 𝐼2(𝑡) . 
The strong convergence of 𝐼2 to the limit  
(2𝑚0)
−1   ∫ 𝑒−𝑚0|𝑡−𝜉|χ(𝜉) (Ω(𝜉) − 𝜇0)
−1(𝑦(𝜉) − 𝑦(𝑑))𝑑𝜉 
= (2𝑚0)
−1   ∫ 𝑒−𝑚0|𝑡−𝜉|χ(𝜉) (Ω(𝜉) − 𝜇0 − 𝑖0)
−1(𝑦(𝜉) − 𝑦(𝑑))𝑑𝜉 
follows from the Lebesgue dominated convergence theorem. As for 𝐼3 the statement holds since    
χ ∈ 𝐶0
∞(ℝ) and  (Ω − 𝜇)−1 → (Ω − 𝜇0 − 𝑖0)
−1 in 𝑆′(ℝ) as 𝜇 ∈ 𝔅,  𝜇 → 𝜇0 .  For 𝐼4 the strong 






−𝜎|𝐼4(𝑡1) − 𝐼4(𝑡2)| 






§ 6. Perturbation theory. Part II 
 
Lemma 6.1. Let 𝐶𝜎(ℝ), 𝜎 ∈ (0,1)  be the Holder space with exponent   𝜎.  Let 𝑚0 ∈ (0, ∞).  Define for   
𝜇 ∈ 𝐻 = {𝑧 ∈ ℂ| 𝐼𝑚 𝑧 > 0} the operator  
𝐵𝜇: 𝑦 →  (𝐾𝑚0 ○ (Ω − 𝜇)
−1)𝑦, ∀𝑦 ∈ 𝐶𝜎(ℝ) . 
As 𝜇 → 𝜇0 =  Ω(𝜈0) in 𝐻 for some fixed 𝜈0 ∈  ℝ, the operator-valued function 𝐵𝜇 converges in the 
uniform sense in ℒ(𝐶𝜎(ℝ))  to  𝐵𝜇0+𝑖0 ∈ ℒ(𝐶
𝜎(ℝ)) , where 
(𝐵𝜇0+𝑖0  𝑦)(𝑡) = ∫ 𝐾𝑚0 (𝑡, 𝜉)(Ω(𝜉) − 𝜇0 − 𝑖0)
−1𝑦(𝜉)𝑑𝜉,    ∀𝑦 ∈ 𝐶𝜎(ℝ) . 
Proof. We choose χ ∈ 𝐶0
∞ (ℝ), χ|[𝜈0−1,𝜈0+1] ≡ 1 ,  and break 𝐵𝜇 as follows 
𝐵𝜇𝑦 =   𝐾𝑚0 ○ χ(Ω − 𝜇)
−1𝑦 +  𝐾𝑚0 ○ (1 − χ)(Ω − 𝜇)
−1𝑦, ∀𝑦 ∈ 𝐶𝜎(ℝ) .                                         (6.1) 
The second term in the right side of (6.1) is analytic in 𝜇 ∈ 𝐻 ∪ 𝐵𝑟(𝜇0) for 𝑟 > 0 sufficiently small. 
We turn to the first term  
( 𝐾𝑚0 ○ χ(Ω − 𝜇)
−1𝑦)(𝑡) = 
= (2𝑚0)
−1   ∫ 𝑒−𝑚0|𝑡−𝜉|χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑦(𝜉)𝑑𝜉 
= 𝑦(𝜈)(2𝑚0)
−1   ∫ 𝑒−𝑚0|𝑡−𝜉|χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑑𝜉 
+(2𝑚0)




−1𝐼1(𝑡) + 𝐼2(𝑡) ,                                                                                                                               (6.2) 
where 𝜇 =  Ω(𝜈) + 𝑖𝜅,  𝜅 > 0.   For the integral 𝐼2 we use the inequality 
|χ(𝜉)||(Ω(𝜉) − 𝜇)|−1|𝑦(𝜉) − 𝑦(𝜈)| ≤ 𝐶  ⃦𝑦  ⃦𝐶𝜎(ℝ) |𝜉 − 𝜈|
𝜎−1, ∀𝜉 ∈ 𝑠𝑢𝑝𝑝 χ . 
The function 𝑡 → 𝑒−𝑚0|𝑡| belongs to 𝐶𝜎(ℝ)  ,   ∀𝜎 ∈ (0,1).  By Minkowski integral inequality, 
                                                        ⃦𝐼2   ⃦𝐶𝜎(ℝ) ≤ 𝐶  ⃦𝑦  ⃦𝐶𝜎(ℝ)  , ∀𝜎 ∈ (0,1)                                                            (6.3)  
where the constant 𝐶 is uniform with respect to 𝜇 ∈ 𝐵𝑟(𝜇0) ∩ 𝐻. 
We next estimate the integral  𝐼1 in 𝐶
𝜎(ℝ). 
𝐼1(𝑡) = 𝑒
−𝑚0|𝑡−𝜈| ∫ χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑑𝜉 
+ ∫(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈|) χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑑𝜉 
= 𝐼3(𝑡) + 𝐼4(𝑡) .                                                                                                                                                        (6.4) 
We have    ⃦𝐼3  ⃦𝐶𝜎(ℝ) ≤ 𝐶 uniformly in 𝜇 ∈ 𝐵𝑟(𝜇0) ∩ 𝐻. 
To estimate   ⃦𝐼4  ⃦𝐿∞(ℝ) we use the identity 
𝐼4(𝑡) = ∫  ∫ (𝑚0
𝜉
𝜈
 𝑠𝑖𝑔𝑛 (𝑡 − 𝜌) 𝑒−𝑚0|𝑡−𝜌|) χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑑𝜌𝑑𝜉 .                                                         
Therefore, 
  ⃦𝐼4  ⃦𝐿∞(ℝ) ≤ 𝐶 ∫|χ(𝜉)||(Ω(𝜉) − 𝜇)|
−1| 𝜉 − 𝜈| 𝑑𝜉 
≤ 𝐶 ∫|χ(𝜉)| |(Ω(𝜉) − 𝜇)|−1|𝜉 − 𝜈| 𝑑𝜉 ≤ 𝐶,                                                                                                      (6.5) 
where the constant 𝐶 is uniform with respect to  𝜇 ∈ 𝐵𝑟(𝜇0) ∩ 𝐻.  
We estimate |𝐼4(𝑡1) − 𝐼4(𝑡2)|  for |𝑡1 − 𝑡2| ≤ 1 by combining the following two estimates. First, 
|𝑒−𝑚0|𝑡1−𝜉| − 𝑒−𝑚0|𝑡1−𝜈| − 𝑒−𝑚0|𝑡2−𝜉| + 𝑒−𝑚0|𝑡2−𝜈|| ≤ 𝐶|𝑡1 − 𝑡2|  . 
Second, 
|𝑒−𝑚0|𝑡1−𝜉| − 𝑒−𝑚0|𝑡1−𝜈| − 𝑒−𝑚0|𝑡2−𝜉| + 𝑒−𝑚0|𝑡2−𝜈||≤ 𝐶|𝜉 − 𝜈|  . 
Therefore, for any  𝜎 ∈ (0,1)   
|𝑒−𝑚0|𝑡1−𝜉| − 𝑒−𝑚0|𝑡1−𝜈| − 𝑒−𝑚0|𝑡2−𝜉| + 𝑒−𝑚0|𝑡2−𝜈|| ≤ 𝐶|𝑡1 − 𝑡2|
𝜎|𝜉 − 𝜈|1−𝜎 . 
Thus, for |𝑡1 − 𝑡2| ≤ 1 
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|𝐼4(𝑡1) − 𝐼4(𝑡2)| ≤ 𝐶  |𝑡1 − 𝑡2|
𝜎 ∫|𝜉 − 𝜈|1−𝜎|χ(𝜉)||(Ω(𝜉) − 𝜇)|−1𝑑𝜉 ≤  𝐶  |𝑡1 − 𝑡2|
𝜎                           (6.6) 
uniformly in 𝜇 ∈ 𝐵𝑟(𝜇0) ∩ 𝐻   with  𝑟 > 0 small enough.  
From (6.5), (6.6) we have    ⃦𝐼4  ⃦𝐶𝜎(ℝ) ≤ 𝐶 uniformly in 𝜇 ∈ 𝐵𝑟(𝜇0) ∩ 𝐻. 
Therefore, the family of operators 𝐵𝜇 ∈ ℒ(𝐶
𝜎(ℝ))  is uniformly bounded for 𝜇 ∈ 𝐵𝑟(𝜇0) ∩ 𝐻 with   
𝑟 > 0 small enough. It remains to show convergence 𝐵𝜇 → 𝐵𝜇0+𝑖0 in the uniform sense in ℒ(𝐶
𝜎(ℝ)). 
Since passing to the limit in the second term in the right side of (6.1) is obvious, we concentrate on 
the first term 𝑦(𝜈)(2𝑚0)
−1𝐼1(𝑡) + 𝐼2(𝑡).  To pass to the limit in 𝐼2 we notice (making the dependence 
on 𝜇 explicit) 
𝐼2(𝑡, 𝜇 ) − 𝑙𝑖𝑚
𝜇→𝜇0+𝑖0
𝐼2(𝑡, 𝜇 ) 
=
            
(2𝑚0)
−1
  ∫ 𝑒−𝑚0|𝑡−𝜉|χ(𝜉) [(Ω(𝜉) − 𝜇)−1(𝑦(𝜉) − 𝑦(𝜈)) − (Ω(𝜉) − 𝜇0)
−1(𝑦(𝜉) − 𝑦(𝜈0))]𝑑𝜉. 
Let   ⃦𝑦  ⃦𝐶𝜎(ℝ) = 1 .   We claim  
  ⃦χ(𝜉)[(Ω(𝜉) − 𝜇)−1(𝑦(𝜉) − 𝑦(𝜈)) − (Ω(𝜉) − 𝜇0)
−1(𝑦(𝜉) − 𝑦(𝜈0))]  ⃦𝐿1(ℝ) → 0 
as 𝜇 → 𝜇0 in 𝐵𝑟(𝜇0) ∩ 𝐻 uniformly with respect to 𝑦. Here 𝑟 > 0 is small enough. Indeed, 
𝑔(𝜉) ≡ χ(𝜉)[(Ω(𝜉) − 𝜇)−1(𝑦(𝜉) − 𝑦(𝜈)) − (Ω(𝜉) − 𝜇0)
−1(𝑦(𝜉) − 𝑦(𝜈0))] 
= χ(𝜉) ([(Ω(𝜉) − 𝜇)−1 − (Ω(𝜉) − 𝜇0)
−1](𝑦(𝜉) − 𝑦(𝜈)) − (Ω(𝜉) − 𝜇0)
−1(𝑦(𝜈) − 𝑦(𝜈0))). 
Choosing a small  𝛿 > 0 we have 
∫ |𝑔(
|𝜉−𝜈0|>𝛿
𝜉)|𝑑𝜉 ≤ 𝐶(𝛿)(|𝜇 − 𝜇0|+|𝜇 − 𝜇0|




𝜉)| 𝑑𝜉 ≤ 𝐶𝛿𝜎   
as |𝜈 − 𝜈0| <
1
2
 𝛿. The right side of (6.6) can be made less than 𝛿𝜎 as 𝜇 → 𝜇0 in 𝐵𝑟(𝜇0) ∩ 𝐻,  
uniformly in 𝑦.  
By Minkowski integral inequality 
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⃦𝐼2(𝑡, 𝜇 ) − 𝑙𝑖𝑚
𝜇→𝜇0+𝑖0
𝐼2(𝑡, 𝜇 )   ⃦ℒ(𝐶𝜎(ℝ)) → 0 
as 𝜇 → 𝜇0 in 𝐵𝑟(𝜇0) ∩ 𝐻. 
To prove convergence in the first term in the right side of (6.2) it is sufficient to prove strong 
convergence of 𝐼1(𝑡, 𝜇 ) in 𝐶
𝜎(ℝ) as 𝜇 → 𝜇0 in 𝐵𝑟(𝜇0) ∩ 𝐻. Indeed,  
|𝑦(𝜈) − 𝑦(𝜈0)| ≤ 𝐶  ⃦𝑦  ⃦𝐶𝜎(ℝ)| 𝜇 − 𝜇0|
𝜎 . 
This reduces the statement to strong convergence of 𝐼3(𝑡, 𝜇 ) and 𝐼4(𝑡, 𝜇 ). As for 𝐼3(𝑡, 𝜇 ) we have 
                                        ∫ χ(𝜉) (Ω(𝜉) − 𝜇)−1𝑑𝜉 → ∫ χ(𝜉) (Ω(𝜉) − 𝜇0 − 𝑖0)
−1𝑑𝜉, 
since χ ∈ 𝐶0
∞(ℝ) and (Ω − 𝜇)−1 → (Ω − 𝜇0 − 𝑖0)
−1  in 𝒟′(ℝ).  Also it is easy to see that 
𝑒−𝑚0|.−𝜈| → 𝑒−𝑚0|.−𝜈0| 
strongly in 𝐶𝜎(ℝ) as 𝜈 → 𝜈0.  
As for the term 𝐼4 ,  
∫(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈|) χ(𝜉) (Ω(𝜉) − 𝜇)−1 − (𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈0|)χ(𝜉)(Ω(𝜉) − 𝜇0)
−1 𝑑𝜉 
= ∫|𝜉 − 𝜈0|
𝜎−1 (𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈0|) χ(𝜉) 




+ ∫{|𝜉 − 𝜈|𝜎−1(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈|) − |𝜉 − 𝜈0|
𝜎−1(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈0|)} 
χ(𝜉)|𝜉 − 𝜈|1−𝜎(Ω(𝜉) − 𝜇)−1𝑑𝜉  .                                                                                                                         (6.7) 
In the first integral in the right side of (6.7) 
⃦{𝑡 → |𝜉 − 𝜈0|
𝜎−1(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈0|)}  ⃦𝐶𝜎(ℝ) ≤ 𝐶   , 
where the constant 𝐶 is independent of 𝜉 and 𝜈0.   Also , if  
𝑔(𝜉) = χ(𝜉)(|𝜉 − 𝜈|1−𝜎(Ω(𝜉) − 𝜇)−1 − |𝜉 − 𝜈0|
1−𝜎(Ω(𝜉) − 𝜇0)
−1), 
than    ⃦𝑔  ⃦𝐿1(ℝ) → 0  as 𝜇 → 𝜇0 in 𝐵𝑟(𝜇0) ∩ 𝐻. Indeed, this follows from the Lebesgue dominated 
convergence theorem. Therefore, by Minkowski integral inequality the first integral in the right side 
of (6.7) as a function of 𝑡 converges to zero strongly in 𝐶𝜎(ℝ) as 𝜇 → 𝜇0 in 𝐵𝑟(𝜇0) ∩ 𝐻. 
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In the second integral in the right side of (6.7) by the same reasoning we can replace  
|𝜉 − 𝜈|1−𝜎(Ω(𝜉) − 𝜇)−1 by |𝜉 − 𝜈0|
1−𝜎(Ω(𝜉) − 𝜇0)
−1. We split the resulting integral as follows: 
∫{|𝜉 − 𝜈|𝜎−1(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈|) − |𝜉 − 𝜈0|
𝜎−1(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈0|)} 
χ(𝜉)|𝜉 − 𝜈0|
1−𝜎(Ω(𝜉) − 𝜇0)
−1𝑑𝜉   














= 𝐼5 + 𝐼6  . 
For 𝐼6 we have   ⃦𝐼6  ⃦𝐶𝜎(ℝ) ≤ 𝐶𝛿
1−𝜎 .  In the integral 𝐼5 
|𝜉 − 𝜈|𝜎−1(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈|) − |𝜉 − 𝜈0|
𝜎−1(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈0|) 
= |𝜉 − 𝜈0|
𝜎−1(𝑒−𝑚0|𝑡−𝜈0| − 𝑒−𝑚0|𝑡−𝜈|) 
+(|𝜉 − 𝜈|𝜎−1 − |𝜉 − 𝜈0|
𝜎−1)(𝑒−𝑚0|𝑡−𝜉| − 𝑒−𝑚0|𝑡−𝜈|) . 
Therefore,  
 ⃦𝐼5  ⃦𝐶𝜎(ℝ) ≤ 𝐶𝛿
−(1−𝜎)|𝜈 − 𝜈0|
1−𝜎 + 𝐶𝛿−(2−𝜎) |𝜈 − 𝜈0| ,  
provided |𝜈 − 𝜈0| <
𝛿
2
 . This does to  0 as 𝜈 → 𝜈0.  Since 𝛿 > 0 is arbitrary small, we have 
                                                             ⃦𝐼5  ⃦𝐶𝜎(ℝ) → 0  




§7. Proof of Theorem 5.1 
By Lemma 5.2 we can now define for 𝜇 ∈  𝔅;  |𝑚 − 𝑚0|, |𝜇 − 𝜇0|   small enough,   
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𝜓 = 𝜓𝑚,𝜇 ∈ 𝐿
2(ℝ) as a unique solution of the equation (5.9) disregarding the normalization 
condition (𝜓𝑚,𝜇 , 𝜓0) = 1. This condition becomes the characteristic equation. Evidently, 𝜓 = 𝜓𝑚,𝜇 
is analytic in 𝜇 ∈ 𝔅 ∩ 𝐵𝑟(𝜇0) for a sufficiently small 𝑟 > 0. By this construction  
𝜓𝑚,𝜇 → 𝜓0 
strongly in 𝐿2(ℝ) as 𝑚 → 𝑚0, 𝜇 → 𝜇0 ;    𝜇 ∈ 𝔅. Notice 𝜓 = 𝜓𝑚,𝜇 satisfies (5.8) [without 
normalization condition (𝜓𝑚,𝜇 , 𝜓0) = 1. ] 
A similar statement holds in 𝐶𝜎(ℝ)  for any 𝜎 ∈ (0,1):  𝜓𝑚,𝜇 → 𝜓0 strongly in 𝐶
𝜎(ℝ) as  
𝑚 → 𝑚0, 𝜇 → 𝜇0 ;    𝜇 ∈ 𝐻. 
Indeed, 
𝐾𝑚0 ○ ((Ω − 𝜇)
−1 − (Ω − 𝜇0)
−1)𝐴 
= (𝜇 − 𝜇0) 𝐾𝑚0 ○ (Ω − 𝜇)
−1 ○ (Ω − 𝜇0)
−1𝐴 → 0 
in the uniform sense in  ℒ(𝐶𝜎(ℝ)) as 𝜇 → 𝜇0, 𝜇 ∈ 𝐻, by Lemma 6.1. We note that (Ω − 𝜇0)
−1𝐴 ∈
ℒ(𝐶𝜎(ℝ)) since 𝜇0 =  Ω(𝑎) or 𝜇0 =  Ω(𝑏) in the statement of Theorem 5.1. 
Indeed, from Lemma 6.1 
                                              ⃦𝐾𝑚0 ○ (Ω − 𝜇)
−1 ○ (Ω − 𝜇0)
−1𝐴    ⃦ℒ(𝐶𝜎(ℝ)) = 𝑂(1) 
as 𝜇 → 𝜇0, 𝜇 ∈ 𝐻.   





(𝑖𝑑 +  𝐾𝑚0((Ω − 𝜇0)
−1𝐴 + 𝑐𝑃0))
−1  
 [𝐾𝑚0((Ω − 𝜇)
−1 − (Ω − 𝜇0)
−1)𝐴 + (𝑚2 − 𝑚0 
2 )𝐾𝑚0]}
𝑛𝜓0. 
Indeed, by construction, 
(𝑖𝑑 +  𝐾𝑚0((Ω − 𝜇0)
−1𝐴 + 𝑐𝑃0))
−1𝑐𝐾𝑚0𝜓0 = 𝜓0.                                                                                       (7.1) 
Therefore, keeping two terms in the Neumann series, we get the following inequality: 




−1 − (Ω − 𝜇0)
−1)𝐴 + (𝑚2 − 𝑚0 
2 )𝐾𝑚0]𝜓0    ⃦𝐶𝜎(ℝ) ≤ 𝐶(|𝜇 − 𝜇0| + |𝑚 − 𝑚0|)
2. 
Using Lemma 6.1 again, we arrive at 
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⃦𝜓𝑚,𝜇 − 𝜓0 − (𝑖𝑑 +  𝐾𝑚0((Ω − 𝜇0)
−1𝐴 + 𝑐𝑃0))
−1 
[(𝜇 − 𝜇0)𝐾𝑚0(Ω − 𝜇0 − 𝑖0)
−1(Ω − 𝜇0)
−1𝐴 + 2𝑚0(𝑚 − 𝑚0)𝐾𝑚0]𝜓0    ⃦𝐶𝜎(ℝ)
≤ 𝐹(|𝜇 − 𝜇0| + |𝑚 − 𝑚0|), 
where 𝜇 ∈ 𝐻, 𝐹(𝑠) = 𝑜(𝑠)  as 𝑠 → 0 +.  
Therefore, since ,    ⃦𝜓0   ⃦𝐿2(ℝ) = 1 (see (5.4)), 
(𝜓𝑚,𝜇 , 𝜓0) − 1 − ((𝑖𝑑 + 𝐾𝑚0((Ω − 𝜇0)
−1𝐴 + 𝑐𝑃0))
−1 
[(𝜇 − 𝜇0)𝐾𝑚0(Ω − 𝜇0 − 𝑖0)
−1(Ω − 𝜇0)
−1𝐴 + 2𝑚0(𝑚 − 𝑚0)𝐾𝑚0]𝜓0, 𝜓0) = 𝑜(|𝜇 − 𝜇0| + |𝑚 − 𝑚0|) 
as 𝜇 ∈ 𝐻. 
From (5.4), (7.1) and using 
(𝑖𝑑 +  ((Ω − 𝜇0)
−1𝐴 + 𝑐𝑃0)𝐾𝑚0)
−1𝜓0 = 𝑐
−1𝐿𝑚0𝜓0  , 
we get 
(𝜓𝑚,𝜇 , 𝜓0) − 1 − 2𝑚0(𝑚 − 𝑚0)𝑐
−1 − ( 𝜇 − 𝜇0)𝑐
−1(𝐾𝑚0(Ω − 𝜇0 − 𝑖0)
−1[(Ω − 𝜇0)
−1𝐴]𝜓0, 𝐿𝑚0𝜓0) 
=  𝑜(|𝜇 − 𝜇0| + |𝑚 − 𝑚0|),   𝜇 ∈ 𝐻. 
Thus, 
𝑐((𝜓𝑚,𝜇 , 𝜓0) − 1) − 2𝑚0(𝑚 − 𝑚0) − ( 𝜇 − 𝜇0) ((Ω − 𝜇0 − 𝑖0)
−1[(Ω − 𝜇0)
−1𝐴]𝜓0, 𝜓0)  
                                                                =  𝑜(|𝜇 − 𝜇0| + |𝑚 − 𝑚0|),   𝜇 ∈ 𝐻 .                                                  (7.2)    




where  |𝑧| = 𝑟 is small enough. The imaginary part of the denominator does not vanish. 
Indeed, for   𝑑 = 𝑎  or  𝑑 = 𝑏  
 𝐼𝑚 ((Ω − 𝜇0 − 𝑖0)
−1[(Ω − 𝜇0)
−1𝐴]𝜓0, 𝜓0) = 𝜋
1
|Ω′(𝑑)|
 [(Ω − 𝜇0)
−1𝐴](𝑑)|𝜓0(𝑑)|
2  .                        (7.3) 
But 𝜓0(𝑑) ≠ 0,  otherwise 𝜓0 ≡ 0  on ℝ. Indeed, see the proof of Proposition (4.1). Therefore,  
𝐼𝑚 ((Ω − Ω(𝑏) − 𝑖0)−1[(Ω − 𝜇0)
−1𝐴](𝑏)𝜓0, 𝜓0) > 0 ,   
𝐼𝑚 ((Ω − Ω(𝑎) − 𝑖0)−1[(Ω − 𝜇0)
−1𝐴](𝑎)𝜓0, 𝜓0) < 0 . 
To have 𝜇 ∈ 𝐻 we choose 
ℎ < 0  𝑓𝑜𝑟 𝑑 = 𝑎; 
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ℎ > 0  𝑓𝑜𝑟 𝑑 = 𝑏.  
If we choose  𝑟 ∈ (0,   2𝑚0), the disc, centered at    
𝜇0 − 2𝑚0ℎ ((Ω − 𝜇0 − 𝑖0)




𝑟ℎ|((Ω − 𝜇0 − 𝑖0)
−1, [(Ω − 𝜇0)
−1𝐴]|𝜓0|
2)|−1 
belongs entirely to the upper half-plane 𝐻.  The function   𝑧 → (𝜓𝑚,𝜇 , 𝜓0) − 1 that is analytic on this 
disc for a fixed ℎ, |ℎ| < 𝜀 equals  −𝑐−1𝑧ℎ + 𝑜(|ℎ|) on the boundary of the disc. According to 
Rouchet’s theorem there is exactly one zero of this function in the interior of this disc. This 




§8. Bottom of the spectrum 
We recast the description of the class C in terms of the vorticity 𝐺:   
(𝑖) 𝐺 ∈ 𝐶∞(ℝ);                                                                                                                                                                    
(𝑖𝑖) ∫ 𝑒2𝜏𝐺′(𝜏)𝑑𝜏 < 0 , ∀𝑡 ∈
𝑡
−∞
 ℝ ;                                                                                                                                
(𝑖𝑖𝑖) 𝐺(𝑡) = 2 Ω(−∞) − 4𝑐0𝑒
2𝑡  𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑐0 > 0,  Ω(−∞) > 0 𝑎𝑛𝑑 𝑡 ≤ log 𝑀1; 
(𝑖𝑣) 𝐺(𝑡) = 𝑒−𝛼𝑡    𝑓𝑜𝑟 𝑡 ≥ log 𝑀 > log 𝑀1 ;                                                                                            
(𝑣) 𝐴(𝑡) = 𝐺′(𝑡) ℎ𝑎𝑠  𝑒𝑥𝑎𝑐𝑡𝑙𝑦  2 𝑧𝑒𝑟𝑜𝑒𝑠, 𝑎 𝑎𝑛𝑑 𝑏, log 𝑀1 < 𝑎 < 𝑏 < log 𝑀, 
     𝐺′′(𝑎) > 0,   𝐺′′(𝑏) < 0.  
Remark 8.1. Ω(𝑡) = ∫ 𝑒−2(𝑡−𝜏)
𝑡
−∞
𝐺(𝜏) 𝑑𝜏 is strictly decreasing on ℝ.  Indeed,  
Ω′(𝑡)=∫ 𝑒−2(𝑡−𝜏)𝐺′(𝜏)𝑑𝜏 < 0 , ∀𝑡 ∈
𝑡
−∞
 ℝ  . 
Remark 8.2. Let 𝑎 and 𝑏, 𝑎 < 𝑏 be fixed, the set of functions 𝐴(𝑡) = 𝐺′(𝑡) with zeroes 𝑎 and 𝑏 as 




Proposition 8.1. Let    𝑁 > 0 be fixed. There exists a function Ω ∈ C, so that the infimum of the 




+ (Ω(𝑡) − Ω(𝑎))
−1
𝐴(𝑡) 
is  ≤ −𝑁2. 
Remark 8.3. The bottom of the spectrum of 𝐿 in 𝐿2(ℝ) is a simple eigenvalue. 
Proof of Proposition 8.1. We fix 𝑎 = 0, 𝑏 = 1. We construct  𝐴(𝑡) in several steps. 
1. Let  𝐵 > 0 be a large parameter.   We define 𝐴(𝑡) for 𝑡 ∈ [−10−2𝐵−
1
2, 0] as follows: 
                          𝐴(𝑡) = (4 + 𝐵)𝑡 + 𝐵𝑡2,  𝑡 ∈ [−10−2𝐵−
1
2, 0] . 
2. Extend 𝐴(𝑡) to 𝑡  (−∞, 0] so that 𝐴(𝑡) = −8𝑐0𝑒
2𝑡 for some 𝑐0 > 0 and 𝑡 ∈ (−∞, 𝑙𝑜𝑔𝑀1], 
𝐴 ∈ 𝐶∞((−∞;  0); (−∞, 0));   ∫ 𝑒2𝜏𝐴(𝜏)𝑑𝜏 
0
−∞
= −1 .                                                                                         














2 ∈ (−10−4, 0) 
for 𝐵 > 0 sufficiently large. 
3. Extend 𝐴(𝑡) to ℝ so that 𝐴 ∈ 𝐶∞(ℝ; ℝ), 𝐴: (0,1) → (0, 𝑒−2), 𝐴: (1, ∞) → (−∞, 0);  
𝐴(𝑡) = −𝛼𝑒−𝛼𝑡, ∀𝑡 ∈ (log 𝑀, ∞). 
4. Define 
𝐺(𝑡) = − ∫ 𝐴(𝜏) 𝑑𝜏
∞
𝑡
  , ∀𝑡 ∈  ℝ. 
Then, 
𝐺(𝑡) = 𝑒−𝛼𝑡, ∀𝑡 ∈ (log 𝑀, ∞),  
𝐺(𝑡) = 2 Ω(−∞) − 4𝑐0𝑒
2𝑡  , ∀𝑡 ∈ (−∞, log 𝑀1); 
for some  Ω(−∞); 






Since ∫ 𝐴(𝜏)𝑑𝜏 
0
−∞





 it follows that Ω(−∞) > 0 . We 
have 
Ω(−∞) > 0 . 
Define now 
Ω(𝑡) = ∫ 𝑒−2(𝑡−𝜏)
𝑡
−∞
𝐺(𝜏) 𝑑𝜏 , ∀𝑡∈ ℝ. 
Then, 
Ω′(𝑡) = ∫ 𝑒−2(𝑡−𝜏)
𝑡
−∞
𝐺′(𝜏) 𝑑𝜏 , ∀𝑡 ∈ ℝ . 
Therefore, for 𝑡 ∈ (0,1] 
Ω′(𝑡) < 𝑒−2𝑡(−1 +
1
2
𝑒2𝑡−2) < 0. 
Thus Ω′(𝑡) < 0, ∀t ∈  ℝ .  Also, Ω′ + 2Ω = 𝐺, therefore, 
𝐴 = Ω′′ + 2Ω′. 
On the interval 𝑡 ∈ [−10−2𝐵−
1
2, 0] 
Ω(𝑡) = Ω(0) − 𝑡 + 𝑡2 +
1
6
𝐵𝑡3 + 𝐶(𝑒−2𝑡 − 1) 
With some 𝐶 ∈ ℝ . Indeed, for this Ω(𝑡) 
Ω′′ + 2Ω′ = −2 + 2 + 4𝑡 + 𝐵𝑡 + 𝐵𝑡2 = (4 + 𝐵)𝑡 + 𝐵𝑡2 = 𝐴(𝑡). 
Since Ω′(0) = −1 by construction, we have 𝐶 = 0. Thus, on the interval [−10−2𝐵−
1
2, 0] we have 
(Ω(𝑡) − Ω(𝑎))
−1





((4 + 𝐵)𝑡 + 𝐵𝑡2) 





(4 + 𝐵 + 𝐵𝑡), ∀𝑡 ∈ [−10−2𝐵−
1
2, 0] . 
We use the following test function in a standard calculus of variations argument:  




𝑡)  ,   𝑡 ∈ [−1,1]
0  ,   𝑡 ∈ ℝ\[−1,1]
    . 
Obviously, 𝜂 ∈ 𝑊1,2(ℝ).  We have 
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Notice that (Ω(𝑡) − Ω(𝑎))
−1
𝐴(𝑡) < 0  , ∀𝑡 ∈ (−∞, 1).  Therefore, 





𝑑𝑡 < ∫ (Ω(𝑡) − Ω(𝑎))
−1

























for an appropriate 𝐶 > 0. But   ⃦𝜂   ⃦𝐿2(ℝ)=1. Thus, 





≤ −𝑁2    ⃦𝜂  ⃦ 𝐿2(ℝ)
2    
for sufficiently large 𝐵 > 0. This completes the proof of Proposition 8.1. QED.  
 
 
§9. 𝓤𝑚 = ∅  for large 𝑚 > 0 
Proposition 9.1. There exists 𝑚∗ > 0 such that 𝓤𝑚 = ∅ for any 𝑚 ≥ 𝑚∗ .   
Proof. Assume the contrary.  
The compliment ℝ\ [0, Ω(−∞)] cannot contain a limit of a sequence 𝜇𝑗 ∈ 𝓤𝑚𝑗 as 𝑚𝑗 → ∞ ;  𝑗 =




𝜓𝑗  +  𝑚𝑗
2𝜓𝑗 +  (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 = 0,   𝑡 ∈ ℝ  , 𝐼𝑚 𝜇𝑗 > 0, 𝜓𝑗 ∈ 𝐿
2(ℝ), 𝜓𝑗 ≠ 0 ,              (9.1) 





2  + 𝑚𝑗
2|𝜓𝑗|
2 𝑑𝑡 ≤  𝛿−1𝐶 ∫|𝜓𝑗|
2
 𝑑𝑡. 
This leads to a contradiction for sufficiently large 𝑗, as 𝑚𝑗 → ∞. 
Therefore, there exists a 𝜇0 ∈ [0, Ω(−∞)] such that 
                                   𝜇0 = lim
𝑗→∞
𝜇𝑗,   𝜇𝑗 ∈ 𝓤𝑚𝑗  , ∀𝑗 = 1,2,3, … ; 𝑚𝑗 → ∞ as  𝑗 → ∞. 
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We first rule out the case 𝜇0 = 0. We normalize 𝜓𝑗 ∈ 𝐿
2(ℝ) so that 
𝜓𝑗(𝑡)~𝑒
𝑚𝑗𝑡  𝑎𝑠 𝑡 → −∞ . 
Selecting  𝑎𝑛𝑦  𝑁 ≥ 𝑏 and integrating on  (−∞, ∞) we get  










𝑑𝑡      





















𝑑𝑡 .                                                                               (9.2) 




Ω(𝑁). From Lemma 2.1  
𝜓𝑗(𝑡) = 𝑒
𝑚𝑗𝑡 (1 + 𝑧𝑗(𝑡)), 
where 
|𝑧𝑗(𝑡)| ≤ 𝑒𝑥𝑝 {
1
2𝑚𝑗




|𝐴(𝜏)|𝑑𝜏} − 1 






|𝐴(𝜏)|𝑑𝜏} − 1 ≤ 𝑂(𝑚𝑗
−1), ∀𝑡 ∈ (−∞, 𝑁],       (9.3) 





















𝑑𝑡 .                                             
For a sufficiently large  𝑗 this implies (see (9.3))     
− ∫ Ω(𝑡)−2 𝐴(𝑡)
𝑎
−∞
𝑒2𝑚𝑗𝑡𝑑𝑡      
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This leads to a contradiction for a fixed large 𝑁 ≥ log 𝑀. The exponential growth rate of  




as 𝑗 → ∞ exceeds that of the right side.  By contradiction, the case 𝜇0 = 0 is ruled out.  
Next, we claim that 𝜇0 = Ω(−∞) cannot happen. Assume the contrary, 𝜇0 = Ω(−∞), i.e., there exists a 
sequence 𝜇𝑗 → Ω(−∞) , 𝜇𝑗 ∈ 𝓤𝑚𝑗  , 𝑚𝑗 → ∞ as 𝑗 → ∞, 𝑗 = 1,2,3, …  . From (9.1) 










𝑑𝑡 = 0,    𝑗 = 1,2,3, …  .  
We normalize  𝜓𝑗 so that 
𝜓𝑗(𝑡)~𝑒
−𝑚𝑗𝑡  𝑎𝑠 𝑡 → ∞  . 
Selecting any   𝑁 ≤ 𝑎, we get 










𝑑𝑡      





















𝑑𝑡 .                                                                               (9.4) 
 
For a fixed 𝑁 ≤ 𝑎 let 𝑗 be large enough, so that |𝜇𝑗 − Ω(−∞)| <
1
2
(Ω(−∞) − Ω(𝑁)). 
According to Lemma 2.1 
𝜓𝑗(𝑡) = 𝑒
−𝑚𝑗𝑡 (1 + 𝑧𝑗(𝑡)), 
where 
|𝑧𝑗(𝑡)| ≤ 𝑒𝑥𝑝 {
1
2𝑚𝑗










∫ (Ω(−∞) − Ω(𝜏))−1
∞
𝑡
|𝐴(𝜏)|𝑑𝜏} − 1 ≤ 𝑂(𝑚𝑗
−1), ∀𝑡 ∈ [𝑁, ∞),                                    (9.5) 





















𝑑𝑡 .                                             
Using (9.5) for 𝑗 sufficiently large, we get 
− ∫ (Ω(−∞) − Ω(𝜏))−2 𝐴(𝑡)
𝑎
𝑁
𝑒−2𝑚𝑗𝑡𝑑𝑡      




                 ≤
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∫ (Ω(−∞) − Ω(𝜏))−2 𝐴(𝑡)
𝑏
𝑎
𝑒−2𝑚𝑗𝑡𝑑𝑡.                                                                                    (9.6)    
This leads to contradiction by selecting the limit of integration 𝑁 close enough to −∞ and comparing 
the asymptotic behavior of the left side in (9.6) with the right side in (9.6) as 𝑗 → ∞.  Thus the case 𝜇0 =
Ω(−∞)  is ruled out by contradiction. 
The remaining possibility is 𝜇𝑗 → 𝜇0 ∈ (0, Ω(−∞)),  where 𝜇𝑗 ∈ 𝓤𝑚𝑗  , ∀𝑗 = 1,2,3, … ; 𝑚𝑗 → ∞ as   
𝑗 → ∞. For every  𝑗 there is an eigenfunction 𝜓𝑗 ∈ 𝐶
𝜎(ℝ) ∩ 𝐿2(ℝ) exponentially decaying at ±∞. Here a 




𝜓𝑗  +  𝑚𝑗
2𝜓𝑗 +  (Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 = 0,   𝑡 ∈ ℝ  , 𝐼𝑚 𝜇𝑗 > 0, 𝜓𝑗 ≠ 0 ,                                     (9.7) 
We normalize 𝜓𝑗 so that 





2  for some 𝑚0 > 0 we get in 𝐶
𝜎(ℝ) 
𝜓𝑗 +  (𝑚𝑗
2 − 𝑚0
2)𝐾𝑚0𝜓𝑗 + 𝐾𝑚0(Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 = 0.                                                                          (9.8) 
We claim the sequence  
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{𝑗 → 𝐾𝑚0(Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗}  
is relatively compact in 𝐶𝜎2(ℝ)  for some 𝜎2 ∈ (𝜎, 1). Indeed, for any   𝑝 ∈ [1, ∞] ,    
   ⃦𝐴(𝑡)𝜓𝑗  ⃦𝐿𝑝(ℝ) ≤ 𝐶 < ∞.  Let as before 𝜇0 =  Ω(𝜈0), 𝜈0 ∈  ℝ.  We select χ ∈ 𝐶0
∞(ℝ) such that χ(𝑡) = 1 
for 𝑡 ∈ [𝜈0 − 1, 𝜈0 + 1] and split 
𝐼𝑗(𝑡) = 𝐾𝑚0(Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗  
= 𝐾𝑚0χ(𝑡)(Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 + 𝐾𝑚0(1 − χ(𝑡))(Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 
                                                                           = 𝐼1𝑗(𝑡) + 𝐼2𝑗(𝑡) . 
We have   ⃦𝐼2𝑗   ⃦𝐶𝜎1(ℝ) ≤ 𝐶 < ∞ for a fixed 𝜎1 ∈ (𝜎, 1) ;     ⃦𝐼2𝑗   ⃦𝐿𝑝(ℝ) ≤ 𝐶 < ∞  for any   𝑝 ∈ (1, ∞). 
Moreover, from the explicit form of the kernel 𝐾𝑚0 and a pointwise inequality |𝐴(𝑡)𝜓𝑗(𝑡)| ≤ |𝐴(𝑡)|, 
∀𝑡 ∈ ℝ, we derive that  





∫ 𝑒−𝑚0|𝑡−𝜉| |𝐴(𝜉)|𝑑𝜉 
and the statement follows.  We turn attention to the first term 𝐼1𝑗(𝑡). 
Examining the proof of Lemma 6.1 we find  
                                                               ⃦𝐼1𝑗   ⃦𝐶𝜎1(ℝ) ≤ 𝐶 < ∞, 𝑗 = 1,2,3, …  , 
and 
                                   ∀𝜀 > 0 ∃𝑅 > 0 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡    ⃦𝐼1𝑗   ⃦𝐿𝑝(ℝ \ [−𝑅,𝑅]) < 𝜀, 𝑗 = 1,2,3, …   . 
Combining the estimates for 𝐼1𝑗 and 𝐼2𝑗 yields 
                                                               ⃦𝐼𝑗   ⃦𝐶𝜎1(ℝ) ≤ 𝐶 < ∞, 𝑗 = 1,2,3, …  , 
and the sequence  {𝐼𝑗}, 𝑗 = 1,2,3, … is relatively compact in 𝐿
𝑝(ℝ ). therefore, after possibly 
extracting a subsequence we may assume that {𝐼𝑗}, 𝑗 = 1,2,3, … converges strongly in 𝐿
𝑝(ℝ ) 
and the limit belongs to 𝐶𝜎1(ℝ). Therefore, this convergence is strong in 𝐶𝜎2(ℝ) for any 𝜎2 ∈ [𝜎, 𝜎1). 





𝐴(𝑡)𝜓𝑗 → 𝑓 𝑠𝑡𝑟𝑜𝑛𝑔𝑙𝑦 𝑖𝑛 𝐶
𝜎2(ℝ) 𝑎𝑛𝑑 𝑖𝑛 𝐿𝑝(ℝ ) 
for some 𝜎2 ∈ [𝜎, 1). 
We need the following lemma.  
Lemma 9.1. For any fixed 𝑠 ∈ ℝ the pseudo-differential operator 
𝑓 → 𝐵𝑓 ≡ (2𝜋)−1 ∫ ∫(𝜉2 + 𝑚2)−1( 𝜉2 + 𝑚0
2)𝑒𝑖𝜉(𝑥−𝑦)𝑓(𝑦) 𝑑𝑦𝑑𝜉 
Is bounded in 𝐶𝑠(ℝ) uniformly in 𝑚 ∈ [1, ∞). 
Remark. For an integer 𝑠, 𝐶𝑠(ℝ) is understood in the sense of Zygmund.  
Proof. Let 




be Littlewood-Paley decomposition of 𝑓 ∈ 𝐶𝑠(ℝ). 
We estimate 
  𝜅𝑙(𝑧) = (2𝜋)
−1 ∫ 𝜑(2−𝑙𝜉) (𝜉2 + 𝑚2)−1(𝜉2 + 𝑚0
2)𝑒𝑖𝜉𝑧 𝑑𝜉 . 
We have for  𝑘 = 0,1,2,3, … ; 𝑙 = 0, 1,2,3, …   . 
                         (−𝑖𝑧)𝑘 𝜅𝑙(𝑧) = (2𝜋)
−1 ∫ 𝜕𝜉
𝑘(𝜑(2−𝑙𝜉) (𝜉2 + 𝑚2)−1(𝜉2 + 𝑚0
2))𝑒𝑖𝜉𝑧 𝑑𝜉. 
Therefore,  
|𝑧𝑘  𝜅𝑙(𝑧)| ≤ 𝐶𝑘2
𝑙(1−𝑘)  , ∀𝑧 ∈ ℝ , 
where the constant 𝐶𝑘  does not depend on 𝑙 ≥ 0, 𝑚 ≥ 1. Thus, 
⃦𝜅𝑙     ⃦𝐿1(ℝ ) ≤ 𝐶 ∫ 2
𝑙
|𝑧|≤2−𝑙
𝑑𝑧 + 𝐶 ∫ |𝑧|−22−𝑙
|𝑧|≥2−𝑙
𝑑𝑧 ≤ 𝐶 , 
where the constant 𝐶 does not depend on 𝑙 ≥ 0, 𝑚 ≥ 1.   We have 




                                    ⃦𝛥𝑙𝐵𝑓   ⃦𝐿∞(ℝ) ≤ 𝐶 ∑    ⃦𝛥𝑗𝑓   ⃦𝐿∞(ℝ)|𝑗−𝑙|≤1 ≤ 𝐶   ⃦𝑓   ⃦𝐶𝑠(ℝ) 2
−𝑠𝑙 , 𝑙 = 0,1,2,3, …  . 
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Here the constant 𝐶 does not depend on 𝑙 ≥ 0, 𝑚 ≥ 1. 
For   𝑙 = −1, using Bernstein’s inequality, we get 




2) 𝛥−1𝑓   ⃦𝐿∞(ℝ) ≤ 𝐶𝑚
−2   ⃦𝛥−1𝑓   ⃦𝐿∞(ℝ) 
                                                                 ≤ 𝐶𝑚−2    ⃦𝑓   ⃦𝐶𝑠(ℝ) . 
This completes the proof of Lemma 9.1.  QED. 
Using (9.8) for 𝑙 = −1,0,1,2, … 
𝛥𝑙𝜓𝑗 = −𝐵𝛥𝑙𝐾𝑚0(Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗 , 
where 𝑚 = 𝑚𝑗.  We choose a large  𝑁 and using boundedness of the right side in 𝐶
𝜎1(ℝ) we get the 
inequality 
                                     ⃦𝛥𝑙𝜓𝑗   ⃦𝐿∞(ℝ) ≤ 𝐶2
−𝑙𝜎1 , ∀𝑗 = 1,2,3, … ; ∀𝑙 ≥ 𝑁.                                                          (9.9) 
On the other hand, 




2) 𝛥𝑙𝐾𝑚0(Ω(𝑡) − 𝜇𝑗)
−1
𝐴(𝑡)𝜓𝑗  . 
Using Bernstein’s inequality and the identity 
⃦(2𝑚𝑗)
−1
𝑒−𝑚𝑗|.|     ⃦𝐿1(ℝ) = 𝑚𝑗
−2, 𝑗 = 1,2,3, …  , 
we get 
                                     ⃦𝛥𝑙𝜓𝑗   ⃦𝐿∞(ℝ) ≤ 𝐶𝑚𝑗
−222𝑙2−𝑙𝜎1 , ∀𝑗 = 1,2,3, … ; ∀𝑙 = −1,0,1, … , 𝑁.                     (9.10) 
From (9.9), (9.10) for sufficiently large 𝑗 we get 
                                    2𝑙𝜎    ⃦𝛥𝑙𝜓𝑗   ⃦𝐿∞(ℝ) ≤ 𝐶2
−𝑁(𝜎1−𝜎), ∀𝑗 ≫ 1; ∀𝑙 = −1,0,1, …  . 
Therefore, 
  ⃦ 𝜓𝑗  ⃦𝐶𝜎(ℝ) ≤ 𝐶2
−𝑁(𝜎1−𝜎),         ∀𝑗 ≫ 1 . 
This leads to a contradiction for 𝑁 large enough with normalization    ⃦ 𝜓𝑗  ⃦𝐶𝜎(ℝ) = 1 thus completing 






§9.      Structure of the spectrum    
We study the family of operators  




  +   (Ω(𝑡) − 𝜇)−1𝐴(𝑡) + 𝑚2                                                     (10.1) 
as 𝑚 decreases from  ∞ to  1 . 
Theorem 10.1. Let    −𝑚𝑑
2 ,   𝑚𝑑 > 1, 𝑑 = 𝑎 𝑜𝑟 𝑑 = 𝑏,  be the bottom of the spectrum in 𝐿
2(ℝ) 
of  
                                         𝐿Ω(𝑑) = −
𝑑2
𝑑𝑡2
  +   (Ω(𝑡) − Ω(𝑑))
−1
𝐴(𝑡) .                                                             (10.2) 
Then, 
𝓤𝑚 = ∅ , ∀𝑚 ∈ [𝑚𝑎 , ∞); 
#𝓤𝑚 = 1,        ∀𝑚 ∈ (𝑚𝑏 , 𝑚𝑎); 
𝓤𝑚 = ∅ , ∀𝑚 ∈ [1, 𝑚𝑏]. 
For the corresponding eigenfunction (unique up to a nonzero complex factor) 𝜓 ∈ 𝐿2(ℝ) 
𝐿𝜇𝜓 + 𝑚
2𝜓 = 0 , 𝑚 ∈ (𝑚𝑏 , 𝑚𝑎) , 𝓤𝑚 = {𝜇},  
we have 
∫(Ω(𝑡) − 𝜇)−2𝐴(𝑡)𝜓2(𝑡) 𝑑𝑡 ≠ 0.                                                                                                                    (10.3) 
Remark 10.1. See Propositions 4.1 and 4.2. 
  
The proof of Theorem 10.1 relies on the information obtained above and on the following statement. 
Proposition 10.1. (Stability of the root multiplicities).  Let 𝐴 ∈ ℒ(𝐻) be a bounded operator in a Hilbert 
space 𝐻, and let Γ   be a rectifiable closed curve with interior  𝐷, with positive orientation. Assume 
that 
1. Every point of Γ is a regular point of 𝐴; 
2. 𝜎𝐴
𝑒𝑠𝑠 ∩ 𝐷 =  ∅ .   
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∮ (𝑧 − 𝐴)−1𝑑𝑧 ; 
Γ
 
𝜈Γ = 𝜈Γ(𝐴) = dim 𝑃Γ𝐻 < ∞ . 
Then, there exists a    𝛿 > 0,  such that for any 𝐵 ∈ ℒ(𝐻),     ⃦ 𝐴 − 𝐵   ⃦ℒ(𝐻) < 𝛿 , both conditions 1. and 2. 
hold, and 
𝜈Γ(𝐵) = 𝜈Γ(𝐴) . 
We make one general remark concerning the eigenfunction 𝜓 ∈ 𝐿2(ℝ) of the operator 𝐿𝜇  
𝐿𝜇 𝜓 + 𝑚
2𝜓 = 0, 𝑚 > 0,   𝐼𝑚 𝜇 > 0.                                                                                                 (10.4) 
It follows from Lemma 2.1 that 𝜓  decays exponentially at  ±∞ and belongs to a Holder space  𝐶𝜎(ℝ),




𝜓 + 𝑚2𝜓,                                                                                                                                     (10.5) 
we get 
(𝛬𝑚𝑔)(𝑡) ≡ Ω(𝑡)𝑔(𝑡) + 𝐴(𝑡)(𝐾𝑚𝑔)(𝑡) =  𝜇𝑔(𝑡).                                                                                (10.6) 
The operator Ω(𝑡) + 𝐴(𝑡)𝐾𝑚 in the left side of (10.6) is bounded in  𝐿
2(ℝ), and every solution  
𝑔 ∈ 𝐿2(ℝ) 
of the equation (10.6) with 𝐼𝑚 𝜇 > 0 will produce a solution  𝜓 =  𝐾𝑚𝑔 ∈ 𝐿
2(ℝ) to the equation (10.4). 
 
Proof of the Theorem 10.1.  From Proposition 9.1 above, 𝓤𝑚 = ∅ for 𝑚 ≥ 𝑚∗, where 𝑚∗ is sufficiently 
large. It follows from (10.6) and from identity ,     ⃦𝐾𝑚   ⃦ℒ(𝐿2(ℝ)) = 𝑚
−2 that every 𝜇 ∈ 𝓤𝑚 satisfies 




We claim 𝓤𝑚 = ∅ for 𝑚 ∈ [𝑚𝑎 , ∞). Indeed, assume 𝑚 ∈ [𝑚𝑎 , ∞)  and  ∃𝜇 ∈ 𝓤𝑚. Using Proposition 
10.1 we construct a sequence 𝑚𝑗 → 𝑚0 ∈ (𝑚𝑎 , 𝑚∗]  and a sequence 𝜇𝑗 ∈ 𝓤𝑚𝑗 such that 𝜇𝑗 →  𝜇0 ∈ ℝ,   
as 𝑗 → ∞; 𝑗 = 1,2,3, …  . 
53 
 
If 𝜇0 ∈  ℝ\[0, Ω(−∞)] this contradicts Proposition 3.4. The case 𝜇0 = 0 is ruled out by Proposition 3.1. 
The case 𝜇0 =  Ω(−∞) cannot happen according to Proposition 3.2. Therefore, 𝜇0 ∈ (0, Ω(−∞)). From 
Proposition 3.3 this implies  𝜇0 =  Ω(𝑑), where either 𝑑 = 𝑎 or 𝑑 = 𝑏.  
From propositions 4.1 and 4.2 we have  
                                                                         𝑚0 = 𝑚𝑎  𝑜𝑟 𝑚0 = 𝑚𝑏 ,                                                              (10.7)  
depending on whether 𝑑 = 𝑎 or 𝑑 = 𝑏. 
But by construction 𝑚0 > 𝑚𝑎 . Also, 𝑚𝑎 > 𝑚𝑏  thus 𝑚0 > 𝑚𝑏 .  This contradicts (10.7). Therefore, 
                                                                       𝓤𝑚 = ∅   , ∀𝑚 ∈ [𝑚𝑎 , ∞) .                                                         (10.8)  
We claim  
lim
𝑚→𝑚𝑎−0
 #𝓤𝑚 = 1 .                                                                                                                                        (10.9) 
Indeed, we constructed in the proof of Theorem 5.1 an eigenfunction  𝜓𝑚,𝜇 with 𝑚 = 𝑚0 − ℎ, ℎ ∈ (0, 𝜀) 





2 < 𝛿} for a sufficiently small 𝛿 > 0. Indeed, let there exists for every 𝛿 = 𝑖−1, positive 
integer 𝑖 ≥ 𝑁 sufficiently large, a solution (𝑚𝑖 , 𝜇𝑖′) → (𝑚0, 𝜇0) different from the one constructed 
there, i.e., 𝜇𝑖
′ ≠ 𝜇𝑖;   𝐼𝑚 𝜇𝑖
′ > 0;  (|𝜇𝑖
′ − 𝜇0|
2 + |𝑚𝑖 − 𝑚0|
2)
1
2 < 𝑖−1. This means 
(𝜓𝑚𝑖,𝜇𝑖 , 𝜓0) − 1 = 0; (𝜓𝑚𝑖,𝜇𝑖
′ , 𝜓0) − 1 = 0, 𝑖 = 𝑁, 𝑁 + 1, 𝑁 + 2, …  . 
We have the identity (7.2) valid for both solutions  (𝑚𝑖 , 𝜇𝑖)  and   (𝑚𝑖 , 𝜇𝑖′) . Subtracting we get 
(𝜇𝑖
′ − 𝜇𝑖)((Ω − 𝜇0 − 𝑖0)
−1[(Ω − 𝜇0)
−1𝐴]𝜓0, 𝜓0) 
= 𝑜((|𝑚𝑖 − 𝑚0|











2),                                                                                                                (10.9) 
since    
|𝜇𝑖
′ − 𝜇0| ≤ |𝜇𝑖
′ − 𝜇𝑖| + |𝜇𝑖 − 𝜇0|;   |𝜇𝑖 − 𝜇0| = 𝑂(|𝑚𝑖 − 𝑚0|), 𝑖 = 𝑁, 𝑁 + 1, 𝑁 + 2, …  . 
The constant in the left side of (10.9) is not zero, thus 
|𝜇𝑖
′ − 𝜇𝑖| = 𝑜(|𝑚𝑖 − 𝑚0|) , 𝑖 = 𝑁, 𝑁 + 1, 𝑁 + 2, …  . 
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This statement puts 𝜇𝑖
′ inside the circle, where Rouchet’s theorem there is one and only one solution to 
the equation 
(𝜓𝑚𝑖,𝜇, 𝜓0) − 1 = 0  , 
namely 𝜇 = 𝜇𝑖 .  Therefore,  
𝜇𝑖
′ = 𝜇𝑖  , , 𝑖 = 𝑁, 𝑁 + 1, 𝑁 + 2, …  . 
The assumption (𝑚𝑖 , 𝜇𝑖′) → (𝑚0, 𝜇0) is a valid one because of the argument above with deformation of 
the spectrum which would lead to  
𝓤𝑚𝑎 ≠ ∅ 
otherwise, in contradiction with (10.8). From (10.9) it follows that  
                                                                  # 𝓤𝑚 = 1 ,   ∀ 𝑚 ∈ (𝑚𝑏 , 𝑚𝑎).                                                       (10.10) 
The branch of solutions with 𝑚 = 𝑚𝑏 + ℎ, ℎ ∈ (0, 𝜀) and |𝜇 − 𝜇0| < 𝐶ℎ , 𝐼𝑚 𝜇 > 0 has been 
constructed in the proof of Theorem 5.1.  Here 𝜇0 = Ω(𝑏).  In combination with (10.10) the deformation 
argument yields 
                                                                     𝓤𝑚𝑏 = ∅ .                                                                                    (10.11) 
Applying again the deformation argument to the interval 𝑚 ∈ [1, 𝑚𝑏) and using the study of the branch 
near the point (𝑚𝑏 , Ω(𝑏)) and the statement (10.11) we conclude that  
                                                                  𝓤𝑚 = ∅  , ∀𝑚 ∈ [1, 𝑚𝑏).                                                    (10.12) 
We constructed a unique (up to a nonzero complex factor) eigenfunction 𝜓 ∈ 𝐿2(ℝ) of the problem 
𝐿𝜇𝜓 + 𝑚
2𝜓 = 0 , 𝑚 ∈ (𝑚𝑏 , 𝑚𝑎) , 𝓤𝑚 = {𝜇}. 
By construction and by the deformation of spectrum argument this solution is of algebraic multiplicity 1.  
For the spectral problem (10.6), (10.5), where 𝑔 ∈ 𝐿2(ℝ),  𝜓 = 𝐾𝑚𝑔 we conclude that the equation  
                                         (𝐿𝜇 + 𝑚




  +𝑚2) 𝜓 
Has no solution 𝜓1 ∈ 𝐿
2(ℝ). But   
                                         (−
𝑑2
𝑑𝑡2
  +𝑚2) 𝜓 = −(Ω(𝑡) − 𝜇)−1𝐴(𝑡)𝜓 
Also, the null space of the adjoint operator      (𝐿𝜇 + 𝑚
2)∗  is spanned by ?̅?. 
This implies  
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∫(Ω(𝑡) − 𝜇)−1𝐴(𝑡)𝜓(𝑡)2𝑑𝑡 ≠ 0  ,                                                                                                               (10.13) 
as claimed. Combining (10.8), (10.10), (10.11), (10.12), (10.13) we arrive at the statement of Theorem 
10.1. QED. 
 
Remark. A simple but lengthy argument shows that the function (𝑚𝑏 , 𝑚𝑎) → 𝐻, {𝑚 →  𝜇(𝑚)} , where  
𝓤𝑚 = {𝜇(𝑚)} 
is differentiable with 
𝑑𝜇(𝑚)
𝑑𝑚
= −2𝑚 (∫ 𝜓(𝑡)2𝑑𝑡) (∫(Ω(𝑡) − 𝜇)−1𝐴(𝑡)𝜓(𝑡)2𝑑𝑡)
−1
   , 




§11. Construction of the velocity profile 
 
Theorem 11.1. For any  𝛼 ∈ (0,2)  there exists a function Ω ∈ C    and an integer    𝑚 ≥ 2 so that 
                                                                                         #𝓤𝑚=1; 
                                                                                           𝓤𝑚+𝑙 = ∅ ,   ∀𝑙 = 1,2,3, …  .        
 
Proof. Let Ω0 ∈ C   be a function such that    𝑎 = 0, 𝑏 = 1.   We denote the bottom of the spectrum of 
the operator  
                                                  𝐿0 ≡ −
𝑑2
𝑑𝑡2




′ (𝑡)) ≥ −𝑁0
2                (11.1) 
in 𝐿2(ℝ) by   −𝑁0
2.  Here we choose  𝑁0 > 0. 
Choose 𝑚 ≥ 2 to be an integer such that  
56 
 
                                                                                𝑚2 > 𝑁0
2 .                                                                                 (11.2) 
Construct using Proposition 8.1 a function Ω1 ∈ C   such that  𝑎 = 0, 𝑏 = 1 and 
                                                  𝐿1 ≡ −
𝑑2
𝑑𝑡2




′ (𝑡)) ≥ −𝑁1
2 ,               (11.3) 
Where −𝑁1
2  ( 𝑁1 > 0 ) the bottom of the spectrum of  𝐿1 in 𝐿
2(ℝ)  satisfies the inequality  
                                                                                              𝑁1
2 > 𝑚2.                                                                    (11.4) 
For any 𝜃 ∈ [0,1]  let 
                                                                        Ω𝜃 = 𝜃Ω1 + (1 − 𝜃)Ω0  ∈ C. 
We denote as −𝑁𝜃
2 (𝑁𝜃 > 0)  the bottom of the spectrum in  𝐿
2(ℝ) of the operator 
                                                  𝐿𝜃 ≡ −
𝑑2
𝑑𝑡2




′ (𝑡)) ≥ −𝑁𝜃
2 .            (11.5) 
Also, let 
                                                  𝑀𝜃 ≡ −
𝑑2
𝑑𝑡2




′ (𝑡)) ≥ −𝑊𝜃
2,            (11.6) 
where −𝑊𝜃
2   (𝑊𝜃 > 0) stands for the bottom of the spectrum in  𝐿
2(ℝ) of the operator 𝑀𝜃.   The 
functions 
                                                                                   𝜃 → 𝑁𝜃  
                                                                    𝜃 → 𝑊𝜃 
are continuous on [0,1] . Also, 
                                                               𝑊𝜃 < 𝑁𝜃 , ∀ 𝜃 ∈ [0,1].                                                          (11.7) 
Let  
                             𝜃0 = inf{ 𝜃 ∈ [0,1]|  𝑁𝜃 > 𝑚 𝑜𝑛 (𝜃, 1]}  .                                                          (11.8) 
From (11.1) --(11.8)    𝑁𝜃0 = 𝑚  and 𝑁𝜃 > 𝑚,   ∀𝜃 ∈ ( 𝜃0, 1].   Since 𝑊𝜃0 < 𝑚,  there is a   𝛿 ∈ (0, 1 −
𝜃0)  such that  𝑊𝜃0+𝛿 < 𝑚, 𝑁𝜃0+𝛿 < 𝑚 + 1. 
Therefore, 
𝑊𝜃0+𝛿 < 𝑚 < 𝑁𝜃0+𝛿 < 𝑚 + 1. 
For Ω = Ω𝜃0+ 𝛿  we have from Theorem 10.1 
57 
 
                                                                                          #𝓤𝑚=1; 
                                                                                           𝓤𝑚+𝑙 = ∅ ,   ∀𝑙 = 1,2,3, …  .        
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