Abstract. If a Banach-space operator has a complemented range, then its normed-space adjoint has a complemented kernel and the converse holds on a reflexive Banach space. It is also shown when complemented kernel for an operator is equivalent to complemented range for its normed-space adjoint. This is applied to compact operators and to compact perturbations. In particular, compact perturbations of semi-Fredholm operators have complemented range and kernel for both the perturbed operator and its normed-space adjoint.
Introduction
A subspace (i.e., a closed linear manifold) of a normed space is complemented if it has a subspace as an algebraic complement. In a Hilbert space every subspace is complemented, which is not the case in a Banach space. Banach-space operators with complemented range and kernel play a crucial role in many aspects of operator theory, especially in Fredholm theory. In fact, range-kernel complementation is the main issue behind the difference between the Hilbert-space and the Banachspace approaches for dealing with Fredholm operators [17] . Precisely, range-kernel complementation is what differentiates the upper-lower approach and the left-right approach for investigating semi-Fredholm operators. In particular, it has recently been shown how such a difference, based on the notion of range-kernel complementation, leads to the characterization of biquasitriangular operators on a Banach space [16, Section 3] , [17, Section 6] .
The main result of this paper is stated in Theorem 3.1 which addresses to the question on how complementedness for range and kernel travels from an operator to its adjoint and back, without assuming a priory that the operator has closed range. This is applied in Corollaries 5.1 to 5.4 towards compact operators and compact perturbations.
The paper is organized as follows. Section 2 sets up notation and terminology, including the concepts of upper-lower and left-right semi-Fredholmness. Section 3 reports on the difference between the upper-lower and the left-right approaches to semi-Fredholm operators in terms of range-kernel complementation, which is stated in Proposition 3.1. All propositions in Sections 3, 4 and 5 are well-known results which are applied throughout the text, some of them are used quite frequently and so they are stated in full (whose proofs are always addressed to current literature). Section 3 closes with the statement of Theorem 3.1 which reads as follows. If an operator has a complemented range then its normed-space adjoint has a complemented kernel and the converse holds on a reflexive Banach space; dually, it also shows when complemented kernel for an operator is equivalent to complemented range for its normed-space adjoint. Section 4 deals with the proof of Theorem 3.1 which is based on Lemmas 4.1 and 4.2. Applications are considered in Section 5 where Corollary 5.1 shows when compact operators and their normed-space adjoints have complemented range and kernel. Corollary 5.2 is split into two parts, where Part 1 presents a rather simplified proof of a previous result from [10] on compact perturbations of bounded below operators. In addition its is shown that these (and they normed-space adjoints) have complemented range and kernel, which is translated to semi-Fredholm operators in Corollaries 5.3 and 5.4.
Notation and Terminology
Let X be a linear space and let M be any linear manifold of X . Every linear manifold is complemented in the sense that it has a linear manifold as an algebraic complement. That is, for every linear manifold M there is another linear manifold N for which X = M + N and M ∩ N = {0}, where N is referred to as an algebraic complement of M (and vice versa). Let X /M stand for the quotient space of X modulo M (i.e., the linear space of all cosets
denote the kernel and range of L, respectively, which are linear manifolds of X . A projection is an idempotent (i.e., E = E 2 ) linear transformation E : X → X of a linear space X into itself, and I − E : X → X is the complementary projection of E, where N (I − E) = R(E) and R(I − E) = N (E), with I : X → X standing for the identity transformation.
Suppose X is a normed space. By a subspace of X we mean a closed (in the norm topology of X ) linear manifold of X . Let M − denote the closure (in the norm topology of X ) of a linear manifold M of X , which is a subspace of X . Let B[X ] stand for the normed algebra of all operators on X , which means of all bounded linear (i.e., continuous linear) transformations of X into itself. The kernel N (T ) of any operator T ∈ B[X ] is a subspace (i.e., a closed linear manifold) of X . In this case M and N are complementary subspaces -one is the complement of the other. (Closedness here refers to the norm topology of Y). A normed space is complemented if every subspace of it is complemented. If a Banach space is complemented, then it is isomorphic (i.e., topologically isomorphic) to a Hilbert space [18] (see also [11] ). Thus complemented Banach spaces are identified with Hilbert spaces -only Hilbert spaces (up to an isomorphism) are complemented. 
Proof. [20, Theorems 16.14, 16.15] 
In particular, if a Banach space X is complemented (i.e., if X is isomorphic to a Hilbert space), then Proposition 3.1 says
Conditions leading to the above identities have been considered in [17 
(See, e.g., [20, Theorem 16.4] .) Moreover,
Actually, as it is readily verified the above equivalences hold in a Hilbert space -see, e.g., [ Remark 3.1 motivates the question on how complementedness for range and kernel travels from an operator to its normed-space adjoint. In light of Proposition 3.1 and Remark 3.1 we might expect
Indeed, Proposition 3.1 and Remark 3.1 might suggest the above equivalence, although when using them one is bound to assume a priory semi-Fredholmness, thus one is bound to assume a priori operators with closed range. In fact, we show that (a) holds true without the closedness assumption (up to reflexivity in one direction), and (b) also holds without the closedness assumption (up to reflexivity in one direction) and, in the opposite direction, it holds if R(T ) is closed. This is stated below (Theorem 3.1) and is proved in Section 4 independently of its relationship with semi-Fredholm operators. That is, without using any properties of the classes of upper-lower or left-right semi-Fredholm operators (where ranges necessarily satisfy the particular assumption of closedness).
Theorem 3.1. Let X be a Banach space and take any operator
(a 2 ) If X is reflexive and N (T * ) is complemented, then R(T ) − is complemented :
Proof of Theorem 3.1
A subspace M of a normed space Y is weakly complemented if it is weakly closed (i.e., closed in the weak topology of Y) and there exists a weakly closed linear manifold N of Y (so that N is closed in the norm topology of Y, and hence N is a subspace of X * ) for which
Similarly, if X is a normed space, then a subspace U of the Banach space X * (the dual of X ) is weakly* complemented if it is weakly* closed (i.e., closed in the weak* topology of X * ) and there exists a weakly* closed linear manifold V of X * (so that V is closed in the norm topology of X * , and hence V is a subspace of X * ) for which
Thus weak complementation in Y (or weak* complementation in X * ) is obtained from (plain) complementation in Y (or in X * ) if closeness in the norm topology of Y (or in the norm topology of X * ) is replaced with closeness in the weak topology of Y (or with closeness in the weak* topology of X * ) for both complemented subspaces M and N (or U and V). w 
Here R(S) − and R(F ) − are the closures of the ranges in the norm topology of Y or X * , which are now supposed to be, in addition, closed in the weak topology of Y (Definition 4.1) or closed in the weak* topology of X * (Definition 4.2), as also are N (S) and N (F ), to meet the definitions of weak and weak* complementation. Lemma 4.1. For every normed space X ,
If X is a reflexive Banach space, then reverse inclusions hold:
Proof. (i) The inclusions
hold since weak* complementation implies complementation in the norm topology. In fact, weak* closedness implies closedness in the norm topology -reason: weak* topology in X * is weaker than the weak topology in X * , which in turn is weaker than the norm topology in X * . In other words, σ(X
To prove the reverse inclusion, proceed as follows.
. That is, there is a subspace V (a linear manifold of X * closed in the norm topology of X * ) for which . Recall: R(P ) and R(P ′ ) are closed in the norm topology of X * , and so R(S * ) and R(S ′ * ) are closed in the norm topology of X * . Since R(F ) − = R(P ) = R(S * ) and V = R(P ′ ) = R(S ′ * ), the subspaces R(F ) − and V are closed ranges of the normed-space adjoints S * and S ′ * of operators S and S ′ (closed in the norm topology of X * ), and therefore they are closed in the weak* topology of X * according to Proposition 4.5(b,c).
Thus the subspace N (F ) is complemented in X * . That is, there exists another subspace V of X * for which X = N (F ) + V and N (F ) ∩ V = {0}. Hence N (F ) and V are complemented subspaces of the Banach space X * , and so they are (closed) ranges of normed-space adjoints of some operators in B[X ], and therefore the subspaces N (F ) and V are weakly* closed by using the same argument as in item (a). Then
Let X be a normed space. The annihilator of a nonempty set A ∈ X is the set A ⊥ ∈ X * given by
which is a subspace of X * , where {x} ⊥ = {f ∈ X * : x ∈ N (f )} ⊆ X * for every x ∈ X . The pre-annihilator of a nonempty set B ∈ X * is the set ⊥ B ∈ X given by
which is a subspace of X , where ⊥ {f } = N (f ) ⊆ X for every f ∈ X * . The following identities are trivially verified:
If M is a linear manifold of a normed space X , then (see, e.g., [ 
If U is a linear manifold of X * , then (see, e.g., [22, Theorem 4.6-B]),
A linear manifold U of X * was called saturated in [22] 
If M and N are subspaces of a Banach space X , then [12, Theorem IV.4.8]
and if M + N is closed in X , then
Lemma 4.2. Let X be a Banach space.
Proof. (a) If M is complemented subspace of a normed space X , then there is a subspace N of X for which M + N = X and M ∩ N = {0}. (4), and by (3,5)
Therefore the subspace N ⊥ is a complement of M ⊥ , and so the subspace M ⊥ is complemented in X * .
(b) Let X * be the dual space of the normed space X , which is itself a Banach space. Suppose U is complemented in X * . Thus there is a subspace V of X * for which
and U ∩ V = {0}.
So according to (1) and (5) we get
Now suppose U is weak* complemented. Then U is weakly* closed in X * and we can take the subspace V weakly* closed in X * as well. From (2) we get
, and from and (3),
which concludes the proof: the subspace ⊥ U is complemented in X , where ⊥ V is a complement of it.
As it is well known (see, e.g, [1, p.9 
where the above inclusion becomes an identity if R(T ) is closed in X (equivalently, if R(T * ) is closed in X * ) [12, Theorem IV.5.13]:
Proof of Theorem 3.1. Let T be an operator on a Banach space X .
On the other hand, if X is reflexive, then by Lemma 4.1(b)
Hence if X is reflexive
With the assumption that X is reflexive still in force we get by Lemma 4.1(a) (8) , and so N (T ) is complemented in X , which means T ∈ Γ N [X ]. Thus
On the other hand, if
⊥ by Proposition 4.5(a,b) and (9) . Therefore R(T * ) is closed and complemented in X * (i.e., R(T
The converse follows from item (b 1 ), if X is reflexive, and Proposition 4.5(a,b). 
Applications
Proof. Suppose T ∈ B[X ] is compact and X has a Schauder basis. Thus there is a sequence {T n } of finite-rank operators T n ∈ B[X ] such that T n u −→ T (i.e., {T n } converges uniformly, which means in the operator norm topology of B[X ], to T ) and
− (see, e.g., [14, Problem 4 .58]). Since each T n is finiterank (i.e., dim(R(T n )) < ∞), we get R(T n ) = R(T n ) − . Moreover, finite-dimensional subspaces of a Banach space are complemented (see, e.g., [20, Theorem A.1.25(i)]). Then T n ∈ Γ R [X ]; equivalently, there exist continuous projections E n ∈ B[X ] and I − E n ∈ B[X ] (and so with closed ranges) for which R(E n ) = R(T n ) -cf. Proposition 4.2(b), where {R(E n )} is an increasing sequence of subspaces. Since {R(E n )} is a monotone sequence of subspaces, lim n R(E n ) exists in the following sense:
where k≥n R(E k ) is the closure of the span of { k≥n R(E k )}) (cf. [3, Definition 1] . Thus concerning the complementary projections I − E n , lim n R(I − E n ) also exists.
. Since X has a Schauder basis and T is compact, the sequence of operators {E n } converges strongly (see, e.g., [14, Hint to Problem 4.58]) and so {E n } is a bounded sequence. Thus since (i) X is reflexive, (ii) T n s −→ T (i.e., {T n } converges strongly because it converges uniformly), (iii)
− is complemented if T is compact and X is reflexive with a Schauder basis. Since reflexivity for X is equivalent to reflexivity for X * (Proposition 4.4(a,b) ), since X * has a Schauder basis whenever X has (see, e.g., [19, Theorem 4.4 .1]), and since T is compact if and only if T * is compact (see, e.g., [19, Theorem 3.4.15] ), then the closure of the range of the compact T * on X * , viz.,
, is also complemented:
Therefore, since X is reflexive, Theorem 3.1(a 1 ,b 1 ) ensures 
is bounded below and K is compact, then
and R(T + K) is closed in X , and so is R(
Proof. We split the proof into two parts. 
by Definition 2.1. Thus
according to Proposition 3.1. Since (as we saw above) T + K ∈ F ℓ [X ], we get
and so (since
Moreover, since R(T + K) is closed, 
both with closed range.
Proof. The assumption T is injective was used in the proof of Corollary 5.2 only to ensure dim N (T ) < ∞. So Corollary 5.2 can be promptly extended to "T has closed complemented range and finite-dimensional kernel" (i.e.,
instead of "T has closed complemented range and is injective" (i.e., instead of assuming "T ∈ Γ R [X ] is bounded below"). 
Proof. If T ∈ Φ − [X ], then by Definition 2.1 R(T ) is closed and codim R(T ) < ∞ (i.e., dim X /R(T ) < ∞), and so the subspace R(T ) is naturally complemented (in fact, if codim R(T ) < ∞, then every algebraic complement of R(T ) is finite dimensional, thus complemented -since finite-dimensional subspaces are complemented -see e.g., [20, Theorem A.1.25(i,ii)]). Hence
Thus (Proposition 3.1), 
