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Abstract
For the purpose of testing the spherical uniformity based on i.i.d. directional data (unit
vectors) zi; i ¼ 1;y; n; Anderson and Stephens (Biometrika 59 (1972) 613–621) proposed
testing procedures based on the statistics Smax ¼ maxu SðuÞ and Smin ¼ minu SðuÞ; where u is a
unit vector and nSðuÞ is the sum of squares of u0zi’s. In this paper, we also consider another
test statistic Srange ¼ Smax  Smin: We provide formulas for the P-values of Smax; Smin; Srange by
approximating tail probabilities of the limiting null distributions by means of the tube method,
an integral-geometric approach for evaluating tail probability of the maximum of a Gaussian
random ﬁeld. Monte Carlo simulations for examining the accuracy of the approximation and
for the power comparison of the statistics are given.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Assume that q-dimensional i.i.d. directional data (unit column vectors) zi; i ¼
1;y; n; are observed. Consider the hypothesis that zi has the uniform distribution on
the unit sphere Sq1 in Rq: For testing this null hypothesis of spherical uniformity,
ARTICLE IN PRESS
Corresponding author.
E-mail addresses: kuriki@ism.ac.jp (S. Kuriki), takemura@stat.t.u-tokyo.ac.jp (A. Takemura).
0047-259X/03/$ - see front matter r 2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0047-259X(03)00093-9
Anderson and Stephens [1] proposed testing procedures with critical regions
Smax ¼ max
uASq1
SðuÞXc or Smin ¼ min
uASq1
SðuÞpc0;
where
nSðuÞ ¼
Xn
i¼1
ðu0ziÞ2; uASq1;
is the sum of squares of the components of zi’s with respect to the direction u:
Obviously, the test statistics Smax and Smin are the largest and smallest eigenvalues
l1ðQÞ and lqðQÞ of a q  q matrix Q ¼ ð1=nÞ
Pn
i¼1 zizi
0; respectively. Under the null
hypothesis, the matrix Q has expectation ð1=qÞIq; and the eigenvalues of Q far away
from the value 1=q indicates departure from the null hypothesis. Anderson and
Stephens [1] considered two types of alternatives, the bimodal and equatorial
alternatives, where the data zi’s are concentrated or deconcentrated with respect to a
particular axis, and proposed the test statistics Smax and Smin: In this paper, we
propose another test procedure with a critical region
Srange ¼ max
u;vASq1
ðSðuÞ  SðvÞÞ ¼ Smax  SminXc00;
which is expected to detect different types of alternatives than the original
Anderson–Stephens statistics. In the succeeding section, we will examine the power
performances of the Anderson–Stephens statistics and their modiﬁcation Srange: The
motivation for Srange shall be made clearer there. Note that Srange ¼ 2Smax  1 ¼
1 2Smin when q ¼ 2:
In order to give critical points for Smax; Smin and Srange; we need their null
distributions. Anderson and Stephens [1] pointed out that the case q ¼ 2 is the same
problem treated in Greenwood and Durand [2]. For the case q ¼ 3; only the
asymptotic distributions as the sample size n goes to inﬁnity are known (see (7) and
(8) below). Nothing is known for the case qX4: In this paper, we will consider
approximations of the limiting distributions valid for all qX3:
The limiting null distribution of any subset of the eigenvalues of
ﬃﬃﬃ
n
p ðQ  ð1=qÞIqÞ
is given by the corresponding marginal distribution of the joint density (2) in p. 617
of Anderson and Stephens [1] (see also Watson [15, Section 2.3]). The density given
there is easily shown to be the joint density of the eigenvalues ofﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
qðq þ 2Þ
s
A  trðAÞ
q
Iq
 
;
where A ¼ ðaijÞ is a q  q symmetric random matrix whose diagonal elements aii and
upper off-diagonal elements aij ðiojÞ are independently distributed as aiiBNð0; 1Þ;
the standard normal distribution, and aijBNð0; 1=2Þ; respectively. The distribution
of A is sometimes called ðq  qÞ multivariate symmetric normal distribution (e.g., [10,
p. 159]). The lemma below follows immediately from this fact.
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Lemma 1.1. As n-N; the null distributions of both of
ﬃﬃﬃ
n
p ðSmax  1=qÞ and
 ﬃﬃﬃnp ðSmin  1=qÞ converge to the distribution of ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ðq  1Þ=q2ðq þ 2Þp T1; where
T1 ¼ l1ðBÞ with B ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  1
r
A  trðAÞ
q
Iq
 
: ð1Þ
The null distribution of
ﬃﬃﬃ
n
p ðSmax  SminÞ converges to the distribution of
ð2= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃqðq þ 2Þp ÞT2; where
T2 ¼ 1ﬃﬃﬃ
2
p ðl1ðAÞ  lqðAÞÞ: ð2Þ
The purpose of this paper is to provide approximate formulas for upper tail
probabilities PðT1XxÞ and PðT2XxÞ in the form of valid asymptotic expansions as
x-N: The obtained formulas are shown to be sufﬁciently accurate for calculating
P-values. In order to derive the formulas, we take the tube method, an integral-
geometric approach originating from Hotelling [3] and Weyl [16]. Sun [12] showed
that an approximate tail probability formula for the maximum of a Gaussian
random ﬁeld with a constant variance can be obtained via the tube formula of
Hotelling [3] and Weyl [16]. The upper and lower bounds for the approximate
formula by the tube method are given by Kuriki and Takemura [6]. Applications of
the tube method to multivariate analysis are found in Sun [11], Park and Sun [9], and
Kuriki and Takemura [6]. See also Knowles and Siegmund [5], Naiman [8], and the
references therein.
The outline of this paper is as follows. In Section 2, we ﬁrst explain that the
statistics T1 ¼ l1ðBÞ and T2 ¼ ðl1ðAÞ  lqðAÞÞ=
ﬃﬃﬃ
2
p
can be reduced to canonical
forms which can be dealt with by the tube method, and give the tail probability
formulas for the statistics in Theorems 2.1 and 2.2. Furthermore, we present
numerical examples for conﬁrming the accuracy of the obtained formulas and for
power comparisons of the test statistics. Proofs of the theorems are given in Section
3. A summary of the tube method from Kuriki and Takemura [6] is given in Section
A.1 of Appendix A. The rest of the appendix is devoted to some mathematical details
which are required in the proof of Theorem 2.2. In particular, we explicitly evaluate
the moment E½detðAÞ2 of a multivariate symmetric normal matrix A (see Lemma
A.4), which might be of some independent interest.
2. Main results
2.1. Tail probabilities of the statistics
Let SymðqÞ denote the vector space of q  q real symmetric matrices en-
dowed with the inner product /X ; YS ¼ trðXY Þ; X ; YASymðqÞ: SymðqÞ can
be identiﬁed with Rqðqþ1Þ=2 with the usual Euclidean norm by identifying an
element X ¼ ðxijÞASymðqÞ; xij ¼ zii ði ¼ jÞ; zij=
ﬃﬃﬃ
2
p ðiojÞ; zji=
ﬃﬃﬃ
2
p ði4jÞ; with
ðz11;y; zqq; z12; z13;y; zq1;qÞARqðqþ1Þ=2: Note that the q  q multivariate symmetric
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normal distribution corresponds to the qðq þ 1Þ=2-dimensional multivariate
standard normal distribution Nqðqþ1Þ=2ð0; Iqðqþ1Þ=2Þ:
Consider two submanifolds of SymðqÞ;
M1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  1
r
ðuu0  ð1=qÞIqÞ j uASq1
	 

and
M2 ¼ 1ﬃﬃﬃ
2
p ðuu0  vv0Þ j u; vASq1; u0v ¼ 0
	 

:
It is easy to see that the manifolds M1 and M2 are submanifolds of the unit sphere in
SymðqÞ;
Sqðqþ1Þ=21 ¼ fXASymðqÞ j trðX 2Þ ¼ 1g:
Also we can see that
T1 ¼ l1ðBÞ ¼ max
UAM1
trðUAÞ
and
T2 ¼ 1ﬃﬃﬃ
2
p ðl1ðAÞ  lqðAÞÞ ¼ max
UAM2
trðUAÞ;
where A is a q  q matrix distributed as the multivariate symmetric normal
distribution, and B is a symmetric q  q random matrix deﬁned in (1). Now T1 and
T2 are expressed in canonical forms and the upper probabilities PðT1XxÞ and
PðT2XxÞ can be evaluated by the tube method in the form of valid asymptotic
expansions as x-N (see (A.1) of Section A.1 of Appendix A).
We summarize the main results of this paper as Theorems 2.1 and 2.2. The proofs
of the theorems are given in Section 3. The upper probability of the w2 distribution
with m degrees of freedom is denoted by %GmðÞ:
Theorem 2.1. When qX3; the asymptotic expansion of the upper tail probability of
T1 ¼ l1ðBÞ is given by
PðT1XxÞ ¼
Xq1
e¼0; e:even
wqe %Gqeðx2Þ þ O %Gqðqþ1Þ=21 2q  2
q  2 x
2
  
; x-N;
ð3Þ
where
wqe ¼ 1
2
2q
q  1
 ðq1Þ=2
q þ 1
2q
 e=2 G qþ12 
G qeþ1
2
 
e
2
 
!
: ð4Þ
When q ¼ 2;
PðT1XxÞ ¼ %G2ðx2Þ; xX0:
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Remark 2.1. When q is odd, it holds that 2
P
i : odd wi ¼ 1: This is a consequence of
the Gauss–Bonnet theorem and the fact that the Euler characteristic of the index set
M1 for q odd is 1: (See, e.g., [6, Lemma 3.5; 14, Corollary 3.1]).
Theorem 2.2. When qX3; the asymptotic expansion of the upper tail probability of
T2 ¼ ðl1ðAÞ  lqðAÞÞ=
ﬃﬃﬃ
2
p
is given by
PðT2XxÞ ¼
X2q3
e¼0; e:even
w2q2e %G2q2eðx2Þ þ Oð %Gqðqþ1Þ=21ð4x2=3ÞÞ; x-N;
ð5Þ
where
w2q2e ¼ 2q2 1
2
 e=2 q
e=2
 
: ð6Þ
When q ¼ 2;
PðT2XxÞ ¼ %G2ðx2Þ; xX0:
Remark 2.2. Upper and lower bounds for PðT1XxÞ and PðT2XxÞ can be given by
Theorem 3.1 of Kuriki and Takemura [6].
2.2. Numerical examples
2.2.1. Null distributions with finite/infinite sample sizes
Consider the statistics T1; T2 in (1), (2) for q ¼ 3: The approximation for T1 by
Theorem 2.1 is
PðT1XxÞB3
2
%G3ðx2Þ  %G1ðx2Þ;
whereas the exact probability given in p. 617 of Anderson and Stephens [1] is
PðT1XxÞ ¼ 3
2
%G3ðx2Þ  %G1ðx2Þ þ 1
2
%G1ð4x2Þ; xX0: ð7Þ
Note that the difference %G1ð4x2Þ=2 is within the order of Oð %G5ð4x2ÞÞ given in
Theorem 2.1.
The approximation for T2 by Theorem 2.2 is
PðT2XxÞB2 %G4ðx2Þ  3 %G2ðx2Þ;
whereas the exact probability can be evaluated as
PðT2XxÞ ¼ 2 %G4ðx2Þ  3 %G2ðx2Þ 
Z N
x
ðy3  3yÞ %G1ðy2=3Þey2=2 dy
þ 9
8
%G3ð4x2=3Þ; xX0: ð8Þ
ARTICLE IN PRESS
S. Kuriki, A. Takemura / Journal of Multivariate Analysis 89 (2004) 261–291 265
In Fig. 1 (or Fig. 2) and Fig. 3, the approximate and the exact tail probabilities of
T1 and T2 are plotted. We see that the asymptotic expansion by the tube method give
very satisfactory approximation to the upper tail probability (e.g., 0.2 or smaller) of
limiting distribution.
Moreover, in order to examine the convergence speed as the sample size n goes
to inﬁnity, we plot the upper probability curves for
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
45n=4
p ðSmax  1=3Þ;
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ45n=4p ðSmin  1=3Þ and ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ15n=4p Srange estimated by Monte Carlo simulations
with 50,000 replications in Figs. 1–3. In each ﬁgure, we see that the curve for n ¼ 100
is close to that for n ¼N; and the curve for n ¼ 1000 is almost indistinguishable
from that for n ¼N:
2.2.2. Asymptotic power comparisons
In order to characterize the three statistics Smax; Smin and Srange; we compare their
asymptotic powers. We assume that n i.i.d. directional data zi are obtained by
normalizing the n Gaussian random vectors, i.e.,
zi ¼ xi=jjxijj; xiBNqð0;SÞ; i ¼ 1;y; n;
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Fig. 1. Tail probabilities of Smax when q ¼ 3: (n ¼ 10; 100; 1000;N and approximation by the tube
method.)
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and consider the null hypothesis S ¼ kIq for some k40 against a contiguous
alternative hypothesis
S ¼ k Iq þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðq þ 2Þ
qn
s
D
 !
for some k40;
where D is a q  q symmetric matrix. Under this local alternative, the limiting powers
of Smax; Smin and Srange are given by
PDðT1Xc1ðaÞÞ; PDðT1Xc1ðaÞÞ and PDðT2Xc2ðaÞÞ;
where PDðÞ means that the symmetric random matrix A ¼ ðaijÞ in T1 and T2 is
distributed as the multivariate symmetric normal distribution with the expectation
E½A ¼ D ¼ ðdijÞ; that is, the diagonal elements and the upper off-diagonal elements
aii and aij ðiojÞ are independently distributed as aiiBNðdii; 1Þ and aijBNðdij ; 1=2Þ:
c1ðaÞ and c2ðaÞ are 100a% critical points of T1 and T2:
The results for q ¼ 3 are summarized in Table 1. Without loss of generality we
restrict our attention to the case where D is diagonal and trðDÞ ¼ 0: We consider
three cases, where D is proportional to D1 ¼ diagð2;1;1Þ=
ﬃﬃﬃ
6
p
(bimodal
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Fig. 2. Tail probabilities of Smin when q ¼ 3: (n ¼ 10; 100; 1000;N and approximation by the tube
method.)
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alternative), D1 (equatorial alternative), and D2 ¼ diagð1; 0;1Þ=
ﬃﬃﬃ
2
p
: The critical
points are obtained by the exact tail probability formulas (7) and (8). However, in
this table we omit the case D ¼ D1 since the asymptotic powers of Smax; Smin; Srange
for D ¼ D1 are equivalent to those of Smin; Smax; Srange for D ¼ D1; respectively.
Note also that when D ¼ D2; Smax and Smin give the same asymptotic powers.
From Table 1 we see that the power performance of the statistic Smax (or Smin) is
superior when D ¼ D1 (or D1), where one eigenvalue of D is outstandingly large (or
small, resp.). The performance of the statistic Srange is superior when D ¼ D2; where
there exist positive and negative eigenvalues of D with large absolute values. Also
Srange has moderate local powers even for D ¼ D1 and D1:
3. Proofs by the tube method
We give proofs of Theorems 2.1 and 2.2 in Sections 3.1 and 3.2, respectively. Each
proof consists of three parts. First, the geometric quantities of the index set such as
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Fig. 3. Tail probabilities of Srange when q ¼ 3: (n ¼ 10; 100; 1000;N and approximation by the tube
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the volume element and the second fundamental form are determined. Second, the
coefﬁcients wdþ1e in the tube formula are derived. Finally, the critical radius yc of
the index set which determines the remainder term of the asymptotic expansion is
obtained.
3.1. The proof of Theorem 2.1
3.1.1. Geometry of the manifold M1
Let t ¼ ðt1;y; tq1Þ0 be a local coordinate system of Sq1 so that hASq1 has a
representation h ¼ hðtÞ: Then fAM1 is written as
f ¼ fðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  1
r
ðhðtÞhðtÞ0  ð1=qÞIqÞ:
The dimension of M1 is d ¼ dimðM1Þ ¼ q  1: Note that M1 is degenerate in the
sense that M1 is contained in a subspace
fXASymðqÞ j trðX Þ ¼ 0g: ð9Þ
Indeed (9) is shown to be the linear hull of M1 of dimension p
0 ¼ qðq þ 1Þ=2 1:
Derivative with respect to ti is denoted by the subscript i: For example,
hi ¼ @h=@ti; fi ¼ @f=@ti; fij ¼ @2f=@ti@tj: The tangent space TfðM1Þ of M1 in
SymðqÞ at f ¼ fðtÞ is spanned by
fi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  1
r
ðhih0 þ hhi 0Þ; i ¼ 1;y; q  1: ð10Þ
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Table 1
Asymptotic power comparisons (Monte Carlo simulations with 200,000 replications)
D Smax Smin Srange Smax Smin Srange
a ¼ 0:05 a ¼ 0:05 a ¼ 0:05 a ¼ 0:01 a ¼ 0:01 a ¼ 0:01
D0 0.050 0.050 0.050 0.010 0.010 0.010
1
4
D1 0.053 0.053 0.053 0.011 0.011 0.011
1
2
D1 0.061 0.060 0.062 0.013 0.013 0.013
D1 0.101 0.083 0.098 0.028 0.020 0.026
2D1 0.316 0.190 0.288 0.140 0.060 0.118
3D1 0.668 0.379 0.612 0.438 0.157 0.368
4D1 0.916 0.626 0.880 0.787 0.338 0.710
1
4
D2 0.052 0.053 0.011 0.011
1
2
D2 0.060 0.061 0.013 0.013
D2 0.092 0.098 0.024 0.026
2D2 0.255 0.289 0.100 0.120
3D2 0.550 0.624 0.312 0.385
4D2 0.826 0.890 0.629 0.734
D0 ¼ diagð0; 0; 0Þ; D1 ¼ diagð2;1;1Þ=
ﬃﬃﬃ
6
p
; D2 ¼ diagð1; 0;1Þ=
ﬃﬃﬃ
2
p
:
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Note that hi
0h ¼ 0 since h0h ¼ 1: The metric tensor at f is
gij ¼ fi 0fj ¼
2q
q  1 hi
0hj ; i; j ¼ 1;y; q  1: ð11Þ
Let dh and df denote the volume elements of Sq1 and M1; respectively. Since
dh ¼ detðhi 0hjÞ1=2
Qq1
i¼1 dt
i;
df ¼ detðgijÞ1=2
Yq1
i¼1
dti ¼ 2q
q  1
 ðq1Þ=2
dh:
Noting that the multiplicity of the map h/f ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃq=ðq  1Þp ðhh0  ð1=qÞIqÞ is 2, we
have the following.
Lemma 3.1. The total volume of M1 is
VolðM1Þ ¼ 2q
q  1
 ðq1Þ=2
Oq  1
2
¼ 2q
q  1
 ðq1Þ=2 pq=2
Gðq=2Þ;
where
Oq ¼ 2p
q=2
Gðq=2Þ
is the volume of the unit sphere Sq1:
Let H be a q  ðq  1Þ matrix such that ðh; HÞ is orthogonal. Then fAM1 is
written as
f ¼ ð h H Þ
ﬃﬃﬃﬃﬃﬃ
q1
q
q
0
0  1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qðq1Þ
p Iq1
0
B@
1
CA h0
H 0
 
:
The basis (10) of the tangent space TfðM1Þ is written as
fi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  1
r
ð h H Þ 0 hi
0H
H 0hi 0
 
h0
H 0
 
; i ¼ 1;y; q  1:
Therefore, it is easy to verify that the orthogonal complement space
ðspanffg"TfðM1ÞÞ> in SymðqÞ is spanned by
n ¼ ð h H Þ
1
q1 trðAÞ 0
0 A
 !
h0
H 0
 
; AASymðq  1Þ: ð12Þ
Note that
trðn2Þ ¼ 1ðq  1Þ2 trðAÞ
2 þ trðA2Þ: ð13Þ
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The inner product of n and a second derivative
fij ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  1
r
ðhijh0 þ hhij 0 þ hihj 0 þ hjhi 0Þ
of f is
trðnfijÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  1
r
2hij
0h
1
q  1 trðAÞ þ 2hi
0HAH 0hj
 
¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  1
r
hi
0H A  1
q  1 trðAÞIq1
 
H 0hj:
Recalling that the metric is given by (11), we have the following lemma.
Lemma 3.2. In an appropriate coordinate system, the second fundamental form of M1
at f with respect to the direction n in (12) can be written as
Hðf; nÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q  1
q
s
A  1
q  1 trðAÞIq1
 
: ð14Þ
3.1.2. The coefficients in the tube formula
We now proceed to evaluation of the coefﬁcients wqe in (4). For ﬁxed fAM1 we
ﬁrst evaluate the expectation
E½tre Hðf; NÞ ð15Þ
in (A.4) of Section A.1 of Appendix A, where NASymðqÞ has the standard normal
distribution in the linear subspace ðspanffg"TfðM1ÞÞ>:
Let 1q1 or 1 be a ðq  1Þ  1 vector consisting of 1. Assume that A in (12) is a
symmetric normal random matrix whose upper off-diagonal elements aij ðiojÞ are
independently distributed as Nð0; 1=2Þ and the vector of diagonal elements
ða11;y; aq1;q1Þ0 is distributed as Nq1ð0; Iq1  ð1=qðq  1ÞÞ110Þ; independently
of aij ðiojÞ: Then it is easily shown that trðn2Þ in (13) has the w2 distribution with
ðq  1Þq=2 degrees of freedom. This implies that the distribution of (12) is the
multivariate standard normal distribution in the space ðspanffg"TfðM1ÞÞ>: On
the other hand, the second fundamental form in (14) is rewritten as
H ¼ Hðf; nÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q  1
q
s
ðdiagð %bÞ þ %AÞ;
where %A ¼ ð %aijÞ with %aij ¼ 0 ði ¼ jÞ; aij ðiajÞ; and
%b ¼ ð %b1;y; %bq1Þ0 ¼ ðIq1  ðq  1Þ1110Þða11;y; aq1;q1Þ0:
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Note that %bBNq1ð0; Iq1  ðq  1Þ1110Þ:
Lemma 3.3.
E½tre H ¼
q  1
e
 
q þ 1
2q
 e=2
ðe  1Þ!! for e even;
0 for e odd;
8><
>:
where ðe  1Þ!! ¼ ðe  1Þðe  3Þ?3  1:
Proof. Note ﬁrst that the generalized trace tre H of H can be written as
tre H ¼
X
jI j¼e
det H½I ;
where H½I  with I ¼ f1pi1o?oiepq  1g denotes the e  e submatrix of H
formed by deleting all but columns and rows of H numbered i1;y; ie (Muirhead [7,
Appendix A7]). Therefore,
E½tre H ¼
q  1
e
 
E½detHe; ð16Þ
where He ¼ diagð %b1;y; %beÞ þ %Ae with ð %b1;y; %beÞ0BNeð0; Ie  ðq  1Þ11e1e0Þ; %Ae ¼
ð %aijÞ such that %aii ¼ 0; %aij ¼ %ajiBNð0; 1=2Þ; ioj: Moreover,
E½detHe ¼E½detðdiagð %b1;y; %beÞ þ %AeÞ
¼
Xe
f¼0
e
f
 
E½ %b1? %bf E½det %Aef : ð17Þ
Since E½ %bi ¼ 0;
E½ %b1? %bf  ¼
X
covð %bi1 ; %bi2Þ?covð %bif1 ; %bif Þ
for f even, where the summation is taken over the set of all pairings
fði1; i2Þ;y; ðif1; if Þg of f1;y; f g: Therefore,
E½ %b1? %bf 
¼ covð %b1; %b2Þ
f =2ðf  1Þ!! ¼ ð1=ðq  1ÞÞf =2ðf  1Þ!! for f even;
0 for f odd:
(
ð18Þ
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Also by expanding the determinant and taking the termwise expectation, we have
E½det %Aef  ¼ ð1=2Þ
ðef Þ=2ðe  f  1Þ!! for e  f even;
0 for e  f odd:
(
ð19Þ
Combining (16)–(19), we have proven the lemma. &
As we have just seen, the expectation (15) does not depend on f: Therefore, the
integration in (A.4) with respect to df over M1 is reduced to multiplication by the
constant VolðM1Þ: Then from (A.4) the coefﬁcient of the tube formula (A.3) for M1
is
wqe ¼
G qe
2
 
2e=2þ1pq=2
VolðM1Þ  E½tre H;
which is reduced to (4) in Theorem 2.1.
Remark 3.1. Since the metric tensor (11) is the same as that of the sphere, the
manifold M1 is a space of constant positive curvature. Actually, we can show that
the curvature tensor is Rklab ¼ ððq  1Þ=2qÞðdkadlb  dladkbÞ: Substituting this into the
tube formula in terms of the curvature tensor ([16, Theorem in p. 471]) we can have
another derivation of the coefﬁcients wqe in (4).
3.1.3. Critical radius of the manifold M1
We obtain the critical radius yc of the manifold M1; which determines the order of
the remainder term in (3).
Let f ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃq=ðq  1Þp ðhh0  ð1=qÞIqÞ be a point of M1: fi; i ¼ 1;y; q  1; in (10)
form a basis of TfðM1Þ: The orthogonal projection of *fAM1 onto
spanffg"TfðM1Þ is given by
Pfð *fÞ ¼ f trðf *fÞ þ
Xq1
i; j¼1
fig
ij trðfj *fÞ;
where gij is the ði; jÞth element of the inverse of the metric ðgijÞ in (11). For *f ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q=ðq  1Þp ðh˜h˜0  ð1=qÞIqÞaf; we have trðf *fÞ ¼ ðq=ðq  1ÞÞðh˜0h  1=qÞ; trðfi *fÞ ¼
ð2q=ðq  1ÞÞðh˜0hÞðh˜0hiÞ; and
trð *fPfð *fÞÞ ¼ trðf *fÞ2 þ
Xq1
i; j¼1
trðfi *fÞgij trðfj *fÞ
¼ q
q  1
 2
ðh˜0hÞ2  1
q
 2
þ 2q
q  1
 
ðh˜0hÞ2h˜0HH 0h˜
¼ q
q  1
 2
q  2
q
x4 þ 2ðq  2Þ
q
x2 þ 1
q2
 
;
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where x ¼ h˜0h: By virtue of Lemma A.1,
cot2 yc ¼ sup
*f;fAM1
1 trð *fPfð *fÞÞ
ð1 trð *ffÞÞ2
¼ sup
xa71
1 q
q1
 2
q2
q
x4 þ 2ðq2Þ
q
x2 þ 1
q2
 
1 q
q1ðx2  1qÞ
 2
¼ sup
xa71
qðq2Þ
ðq1Þ2ð1 x2Þ
2
q
q1
 2
ð1 x2Þ2
¼ q  2
q
:
Lemma 3.4. The critical radius yc of M1 is
yc ¼
tan1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
q  2
r
for qX3;
p=2 for q ¼ 2:
8<
:
3.2. The proof of Theorem 2.2
3.2.1. Geometry of the manifold M2
The index set M2 is written as
M2 ¼ 1ﬃﬃﬃ
2
p HEH 0 j HAV2;q
	 

; E ¼ 1 0
0 1
 
;
where
V2;q ¼ fH : q  2 j H 0H ¼ I2g
is a Stiefel manifold. The dimension of the index set is
d ¼ dimðM2Þ ¼ dimðV2;qÞ ¼ 2q  3:
Since trðHEH 0Þ ¼ 0; M2 is also a subset of the linear subspace (9). It is easily shown
that (9) is the linear hull of M2 of dimension p
0 ¼ qðq þ 1Þ=2 1:
In the following we use d and 2q  3 interchangeably. We introduce a local
coordinate system t ¼ ðt1;y; tdÞ for the sake of convenience of calculation. Each
element of HAV2;q; fAM2 can be written as H ¼ HðtÞ; f ¼ fðtÞ: As in Section 3.1,
derivative with respect to ti is denoted by the subscript i; e.g., Hi ¼ @H=@ti;
fij ¼ @2f=@ti@tj:
The tangent space TfðM2Þ at f ¼ fðtÞ is spanned by
fi ¼
1ﬃﬃﬃ
2
p ðHiEH 0 þ HEHi 0Þ; i ¼ 1;y; d:
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The metric tensor of M2 is given by
gij ¼ trðfifjÞ ¼ trðEH 0HiEH 0HjÞ þ trðHi 0HjÞ; i; j ¼ 1;y; d: ð20Þ
Let %H be a q  ðq  2Þ matrix such that ðH; %HÞ is orthogonal. Deﬁne a 2 2 matrix
Bi and a ðq  2Þ  2 matrix Ci ¼ ðci1; ci2Þ by
Hi ¼ ðH %H Þ
Bi
Ci
 
or
Bi
Ci
 
¼ H
0
%H0
 
Hi: ð21Þ
Since Bi is skew symmetric we put Bi ¼ biJ; where J ¼ 0 11 0
 
: The metric (20) is
rewritten as
gij ¼ trðEBiEBjÞ þ trðBi 0BjÞ þ trðCi 0CjÞ
¼ 4bibj þ ci10cj1 þ ci20cj2; i; j ¼ 1;y; d: ð22Þ
On the other hand, regarding V2;q as a submanifold of R
q2 (the set of q  2 real
matrices) endowed with the inner product trðX 0YÞ; X ; YARq2; we obtain the (pull-
back) metric of V2;q as
%gij ¼ trðHi 0HjÞ ¼ 2bibj þ ci10cj1 þ ci20cj2: ð23Þ
Let df and dH denote the volume elements of M2 and V2;q; respectively. By
comparing (22) and (23), we see that detðgijÞ ¼ 2 detð %gijÞ and hence df ¼
ﬃﬃﬃ
2
p
dH:
Noting that the multiplicity of the map H/f ¼ HEH 0= ﬃﬃﬃ2p is 4, we have the
following lemma.
Lemma 3.5. The total volume of M2 is given by
VolðM2Þ ¼
ﬃﬃﬃ
2
p
VolðV2;qÞ  1
4
¼ 2
q1pq1
Gðq  1Þ:
Proof. The volume element of V2;q deﬁned by the pull-back metric is dH ¼ﬃﬃﬃ
2
p V2
i¼1
Vq
j¼iþ1 hj
0dhi; where H ¼ ðh1; h2Þ and %H ¼ ðh3;y; hqÞ ([13]). The total
volume of V2;q is evaluated as
VolðV2;qÞ ¼
ﬃﬃﬃ
2
p Z
V2;q
2^
i¼1
q^
j¼iþ1
hj
0 dhi ¼ 2
5=2pq1=2
G q2
 
G q12
  ¼ 2qþ1=2pq1
Gðq  1Þ
(e.g., [7]). The proof is completed. &
It is easy to see that the orthogonal complement ðspanffg"TfðM2ÞÞ> in SymðqÞ
is a linear space of dimension ðq  1Þðq  2Þ=2þ 1 spanned by
n ¼ aﬃﬃﬃ
2
p HH 0 þ %HA %H0; aAR; A ¼ ðaijÞASymðq  2Þ: ð24Þ
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The second derivative of f is
fij ¼
1ﬃﬃﬃ
2
p ðHijEH 0 þ HEHij 0 þ HiEHj 0 þ HjEHi 0Þ:
Since H 0Hi þ Hi 0H ¼ 0 and H 0Hij þ Hij 0H þ Hi 0Hj þ Hj 0Hi ¼ 0; the inner product
of fij and n in (24) is
trðnfijÞ ¼ aftrðHiEHj 0Þ þ trðH 0HiEHj 0HÞg þ
ﬃﬃﬃ
2
p
trð %H0HiEHj 0 %HAÞ
¼  a trðCiECj 0Þ þ
ﬃﬃﬃ
2
p
trðCiECj 0AÞ
¼ ð
ﬃﬃﬃ
2
p
bi; ci1
0; ci20Þ
0 0 0
0 aIq2 þ
ﬃﬃﬃ
2
p
A 0
0 0 aIq2 
ﬃﬃﬃ
2
p
A
0
B@
1
CA
ﬃﬃﬃ
2
p
bj
cj1
cj2
0
B@
1
CA:
On the other hand, since the metric gij is
gij ¼ ð
ﬃﬃﬃ
2
p
bi; ci1
0; ci20Þ
ﬃﬃﬃ
2
p
bj
cj1
cj2
0
B@
1
CA;
we have the following.
Lemma 3.6. In an appropriate coordinate system, the second fundamental form of M2
at f with respect to the direction n in (24) is written as
Hðf; nÞ ¼
0 0 0
0 aIq2 
ﬃﬃﬃ
2
p
A 0
0 0 aIq2 þ
ﬃﬃﬃ
2
p
A
0
B@
1
CA:
3.2.2. The coefficients in the tube formula
The squared norm of n in (24) is trðn2Þ ¼ a2 þ trðA2Þ: This implies that if
AASymðq  1Þ is distributed as the multivariate symmetric normal distribution, and
a is distributed as Nð0; 1Þ independently of A; then n in (24) is distributed as the
multivariate standard normal distribution in the space ðspanffg"TfðM2ÞÞ>: The
proof of the following lemma is given in Section A.3 of Appendix A.
Lemma 3.7.
E½tre Hðf; nÞ ¼ ð1Þ
e=2 ðq  2Þ!q!
ðq  2 e=2Þ!ðq  e=2Þ!ðe=2Þ! for e even;
0 for e odd:
8<
:
As in the case of M1; E½tre Hðf; nÞ is independent of f: The integration in (A.4)
with respect to df over M2 reduces to multiplication by the constant VolðM2Þ: Then
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by (A.4) the coefﬁcient of the tube formula (A.3) for M2 is given by
w2q2e ¼ Gðq  1 e=2Þ
2e=2þ1pq1
VolðM2Þ  E½tre H;
which reduces to (6) in Theorem 2.2.
3.2.3. Critical radius of the manifold M2
We obtain the critical radius yc of the manifold M2 by virtue of Lemma A.1.
Let f ¼ ð1= ﬃﬃﬃ2p ÞHEH 0 and *f ¼ ð1= ﬃﬃﬃ2p ÞH˜EH˜0 be different points of M2: The
orthogonal projection of *fAM2 onto TfðM2Þ is given by
Pfð *fÞ ¼ f trðf *fÞ þ
Xd
i; j¼1
fig
ij trðfj *fÞ; ð25Þ
where gij is the ði; jÞth element of the inverse of the metric ðgijÞ in (22). In the right-
hand side of (25),
trðf *fÞ ¼ 1
2
trðH˜EH˜0HEH 0Þ ¼ 1
2
trðRER0EÞ;
where R ¼ H˜0H is a 2 2 matrix. As in (21) deﬁne Bi ¼ biJ and Ci ¼ ðci1; ci2Þ so that
Hi ¼ biHJ þ %HCi: Then
trðfi *fÞ ¼ trðEH 0H˜EH˜0HiÞ ¼ ð2bi; ci10; ci20Þ
k
l1
l2
0
B@
1
CA;
where
k ¼ 1
2
trðEH 0H˜EH˜0HJÞ ¼ 1
2
trðER0ERJÞ;
and
L ¼ ðl1; l2Þ ¼ %H0H˜EH˜0HE ¼ %H0H˜ERE
is a ðq  2Þ  2 matrix. Since
gij ¼ ð2bi; ci10; ci20Þ
2bj
cj1
cj2
0
B@
1
CA;
we have
Xd
i; j¼1
trðfi *fÞgijtrðfj *fÞ ¼ k2 þ l10l1 þ l20l2 ¼ k2 þ trðL0LÞ
¼ 1
4
trðER0ERJÞ2 þ trðRR0Þ  trðERR0ERR0Þ:
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Summarizing the above we have
cot2 yc ¼ sup
R
1 1
4
trðRER0EÞ2  1
4
trðER0ERJÞ2  trðRR0Þ þ trðERR0ERR0Þ
ð1 1
2
trðRER0EÞÞ2 ;
ð26Þ
where the supremum is taken over the set of 2 2 submatrices of any q  q
orthogonal matrix such that
R ¼ H˜0Ha 71 0
0 71
 
:
In the case of q ¼ 2;
R ¼ cos y sin y
sin y cos y
 
or
cos y sin y
sin y cos y
 
; 0oyop:
Then trðRER0EÞ ¼ 2 cosð2yÞ; trðER0ERJÞ ¼72 sinð2yÞ; and cot2 yc ¼ supy 0 ¼ 0:
In the case qX3 put R ¼ ðrijÞi; j¼1;2: The argument of the supremum in (26) is
written as
1þ
1
2
ðd1  d2Þ2 þ d3
1
4
ðd1 þ d2Þ2
;
where
d1 ¼ 1 r211 þ r221; d2 ¼ 1 r222 þ r212; d3 ¼ 2ðr212 þ r221Þ þ ðr11r12  r21r22Þ2:
Noting that jr11jp1; jr22jp1; we have jr11r12  r21r22jpmaxðjr12 þ r21j; jr12  r21jÞ;
and hence d3p 2ðr212 þ r221Þ þ ðr127r21Þ2 ¼ ðr128r21Þ2p0: Also noting that
d1; d2X0; d1 þ d240; we have
cot2 ycp1þ 2 sup d1  d2d1 þ d2
 2
p3:
Conversely, consider R0 ¼ diagð1; cos y0Þ; 0oy0op; as a 2 2 submatrix of a q  q
orthogonal matrix. Then d1 ¼ 0; d2 ¼ sin2 y0; d3 ¼ 0; and hence cot2 ycX3: There-
fore, cot2 yc ¼ 3 for qX3:
Lemma 3.8. The critical radius yc of M2 is
yc ¼
p=6 for qX3;
p=2 for q ¼ 2:
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Appendix A
A.1. The tube method
We give here a brief summary of the tube method from Section 3 of Kuriki and
Takemura [6].
Let M be a d-dimensional closed C2-submanifold in the unit sphere Sp1 of Rp:
Let ZðuÞ; u ¼ ðu1;y; upÞ0AM; be a random ﬁeld with the index set M deﬁned by
ZðuÞ ¼ u0z ¼
Xp
i¼1
uizi;
where z ¼ ðz1;y; zpÞ0 is distributed according to the p-dimensional standard
multivariate normal distribution Npð0; IpÞ: This is the canonical form of the
Gaussian random ﬁeld with a ﬁnite Karhunen–Loe`ve expansion and a constant
variance. The tube method is used for the purpose of obtaining the asymptotic
expansion of the upper tail probability of the maximum
PðTXxÞ; T ¼ max
uAM
ZðuÞ; ðA:1Þ
as x goes to inﬁnity.
The essential notions are the tube around M and the critical radius yc of M: The
distance between two points u; vASp1 is given by arccosðu0vÞ; which is the length of
the part of the great circle joining u and v: For 0oyop; the tube of geodesic distance
y around M on Sp1 is deﬁned by
My ¼ vASp1 j max
uAM
u0v4cos y
	 

:
For each uAM let TuðMÞARp denote the tangent space of M at u: Deﬁne a subset
CyðuÞ of My by
CyðuÞ ¼ fvAMy j u0v4cos yg-TuðMÞ>;
where TuðMÞ> denotes the orthogonal complement of TuðMÞ in Rp: Since M is
closed it holds obviously that
My ¼
[
uAM
CyðuÞ: ðA:2Þ
It is said that My does not have self-overlap if (A.2) gives a partition of My: The
critical radius yc of M is deﬁned to be the supremum of y such that My does not have
self-overlap.
By the compactness and the smoothness of M; we can prove that the critical radius
yc is positive. Moreover, it can be evaluated by the following lemma, which is the
extension of Proposition 4.3 of Johansen and Johnstone [4] to multidimensional
cases.
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Lemma A.1. The critical radius yc of M is given by
cot2 yc ¼ sup
u;vAM
1 u0Pvu
ð1 u0vÞ2;
where Pv is the orthogonal projection onto the space spanfvg"TvðMÞ:
Let Hðu; vÞ denote the second fundamental form of M at u with respect to the
direction vAðspanfug"TuðMÞÞ>: Let trj H denote the jth trace, i.e., the jth
elementary symmetric function of the eigenvalues of H ¼ Hðu; vÞ: Deﬁne tr0 H ¼ 1:
The volume of My; ypyc; is obtained by the tube formula below. In the following
%Bm;nðÞ denotes the upper tail probability of the beta distribution with parameter
ðm; nÞ:
Lemma A.2. For 0pypyc;
VolðMyÞ ¼ Op
Xd
e¼0; e:even
wdþ1e %B1
2ðdþ1eÞ; 12ðpd1þeÞðcos
2 yÞ;
where
wdþ1e ¼ 1Odþ1eOpd1þe
Z
M
Z
ðspanfug"TuðMÞÞ>-Sp1
tre Hðu; vÞ dv
" #
du: ðA:3Þ
Using the coefﬁcients wdþ1e in (A.3), the formula for the tail probability in (A.1)
is given as follows.
Theorem A.1.
PðTXxÞ ¼
Xd
e¼0;e:even
wdþ1e %Gdþ1eðx2Þ þ Oð %Gp0 ðð1þ tan2 ycÞx2ÞÞ; x-N;
p0 ¼ dimðlin MÞ; where linM is the linear hull of M in Rp:
Remark A.1. The integral in (A.3) with respect to dv can be evaluated by introducing
a random variable and taking its expectation. Let VARp be distributed as Npð0; Ip 
PuÞ; where Pu is the p  p orthogonal projection matrix onto the ðd þ 1Þ-dimensional
linear subspace spanfug"TuðMÞ: Then (A.3) is written as
wdþ1e ¼
G dþ1e
2
 
2e=2þ1pðdþ1Þ=2
Z
M
E½tre Hðu; VÞ du: ðA:4Þ
A.2. Some moments in the multivariate symmetric normal distribution
We provide some lemmas concerning the moments of the multivariate symmetric
normal distribution which are required in Section A.3 (the proof of Lemma 3.7).
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Let A ¼ ðaijÞASymðpÞ be distributed according to the multivariate symmetric
normal distribution. Let U ; V and W be mutually disjoint subsets of the index set
f1; 2;y; pg of A: Put u ¼ jU j; v ¼ jV j and w ¼ jW j; the cardinalities of the sets. Let
A½U  denote the symmetric submatrix consisting of the elements aij ; i; jAU :
Deﬁne
Qðu; v; wÞ ¼ E½det A½U,W   det A½V,W ; ðA:5Þ
and for y even deﬁne
Rðy; wÞ ¼ ð2Þ
y=2þw
w!
X
uþv¼y
y
u; v
 
Qðu; v; wÞ: ðA:6Þ
We ﬁrst give recurrence formulas for Qðu; v; wÞ by combinatorial considerations.
Lemma A.3. Let ðxÞi ¼ xðx  1Þ?ðx  i þ 1Þ: Define ðxÞ0 ¼ 1 for all xX0:
Qð0; 0; 0Þ ¼Qð0; 0; 1Þ ¼ 1;
Qð0; 0; wÞ ¼ 2
Xw
t¼1;t:odd
ðw  1Þt1
2t
Qð0; 0; w  tÞ
þ 3
Xw
t¼2;t:even
ðw  1Þt1
2t
Qð0; 0; w  tÞ; ðA:7Þ
Qðu; v; wÞ ¼ 
Xw
t¼0;t:even
ðu  1ÞðwÞt
2tþ1
Qðu  2; v; w  tÞ
þ
Xw
t¼1;t:odd
vðwÞt
2tþ1
Qðu  1; v  1; w  tÞ ðA:8Þ
¼ 
Xw
t¼0;t:even
ðv  1ÞðwÞt
2tþ1
Qðu; v  2; w  tÞ
þ
Xw
t¼1;t:odd
uðwÞt
2tþ1
Qðu  1; v  1; w  tÞ: ðA:9Þ
Proof. By completely expanding the determinants
detA½U,W   detA½V,W ;
we have ðu þ wÞ! ðv þ wÞ! terms. Each term has a zero or nonzero expectation. We
consider here the characterization of terms with nonzero expectation. For notational
convenience let B be the same matrix as A (i.e., A ¼ B a.s.), and consider the
expansion of det A½U,W   det B½V,W : For any particular term in the ex-
pansion, we consider a graph consisting of u þ v þ w vertices and ðu þ wÞ2 þ ðv þ wÞ2
directed edges. We identify the indices of U ; V and W with the vertices. Therefore,
there are three kinds of vertices corresponding to U ; V and W : Also we consider
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two kinds of directed edges. If the variable aij appears in the particular term, i and j
are connected with a directed edge in solid line ‘‘ ’’. (We call i the initial vertex,
and j the terminal vertex. i and j may be identical.) Similarly, if the variable bij
appears in the term, i and j are connected by a directed edge in dashed line ‘‘-’’.
Note that
— Each vertex of W is an initial vertex of both of a directed edge in solid line and a
directed edge in dashed line, and is a terminal vertex of both of a directed edge in
solid line and a directed edge in dashed line simultaneously.
— Each vertex of U is an initial vertex of a directed edge in solid line, and is a
terminal vertex of a directed edge in solid line simultaneously.
— Each vertex of V is an initial vertex of a directed edge in dashed line, and is a
terminal vertex of a directed edge in dashed line simultaneously.
Since the elements of A and B are zero-mean Gaussian random variables, the
expectation of a particular term is nonzero if and only if any pair of the indices ði; jÞ
(i and j may be identical) are connected by even numbers (may be 0) of edges. From
now on consider the case where the term has a nonzero expectation. In this case, if
the pair ði; jÞ are connected, then one of the following holds.
— i and j are connected by a solid line and a dashed line ði ¼ j; iajÞ:
— i and j are connected by two solid lines ðiajÞ:
— i and j are connected by two dashed lines ðiajÞ:
— i and j are connected by two solid lines and two dashed lines ðiajÞ:
Each vertex of W has to be an initial or terminal vertex of four edges. On the other
hand, two edges are needed to connect the vertex to another vertex. Therefore, each
vertex of W has at most two adjacent vertices. Each vertex of U or V has to be an
initial or terminal vertex of two edges. But any vertices of U or V without adjacent
vertex do not appear in the terms with nonzero expectation. Therefore, each vertex
of U or V has just one adjacent vertex.
From the considerations above, we see that the graph associated with the term
with nonzero expectation consists of connected components (subgraphs) of the
following eight types.
1. A component consisting of a single vertex of W : The vertex is connected with
itself by a solid line and a dashed line.
2. A pair of two vertices of W : The two vertices are connected by two solid lines and
two dashed lines.
3. A loop consisting of t ðX3Þ vertices of W : Two adjacent vertices are connected
with a solid line and a dashed line. The directions of the two edges are the same.
4. A loop consisting of t ðX3Þ vertices of W : Two adjacent vertices are connected by
a solid line and a dashed line. The directions of the two edges are reverse.
5. A loop consisting of t ðX4; evenÞ vertices of W : Two adjacent vertices are
connected by two solid lines or two dashed lines.
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6. A chain consisting of two vertices of U as end points, and t ðX0; evenÞ numbers
of vertices of W as intermediate points. Two adjacent vertices are connected by
two solid lines or two dashed lines.
7. A chain consisting of two vertices of V as end points, and t ðX0; evenÞ numbers
of vertices of W as intermediate points. Two adjacent vertices are connected by
two solid lines or two dashed lines.
8. A chain consisting of a vertex of U and a vertex of V as end points, and
t ðX1; oddÞ numbers of vertices of W as intermediate points.
Now we proceed to the proof of (A.7). Fix an index i0 of W : We evaluate the
contribution of the case where the vertex i0 is contained in a particular type of the
connected subgraphs to Qð0; 0; wÞ ¼ E½det A½W   det B½W : The connected sub-
graph containing the vertex i0 has to be of the types 1–5. In the following the sign of
a cycle is denoted by sgnðÞ:
— The case where i0 itself forms a connected graph (type 1). The contribution to
Qð0; 0; wÞ is
E½ai0i0bi0i0 Qð0; 0; w  1Þ ¼ Qð0; 0; w  1Þ:
— The case where the pair of i0 and the other index i1AW \fi0g form a connected
graph (type 2). The contribution to Qð0; 0; wÞ is
sgnði0 i1Þ2
X
i1ai0
E½ai0i1ai1i0bi0i1bi1i0 Qð0; 0; w  2Þ ¼
3ðw  1Þ
22
Qð0; 0; w  2Þ:
— The case where i0; i1;y; it1 ðtX3Þ form a type 3 loop. There are ðw  1Þt1
ways to make a loop. Each loop has an expectation
sgnði0 i1?it1Þ2E½ai0i1ai1i2?ait1i0bi0i1bi1i2?bit1i0  ¼ 1=2t:
The contribution to Qð0; 0; wÞ is
ðw  1Þt1
2t
Qð0; 0; w  tÞ ðtX3Þ:
— The case where i0; i1;y; it1 ðtX3Þ form a type 4 loop. There are ðw  1Þt1
ways to make a loop. Each loop has an expectation
sgnði0 i1?it1Þsgnði0 it1?i1ÞE½ai0i1ai1i2?ait1i0bi0it1bit1it2?bi1i0  ¼ 1=2t:
The contribution to Qð0; 0; wÞ is
ðw  1Þt1
2t
Qð0; 0; w  tÞ ðtX3Þ:
— The case where i0; i1;y; it1 ðtX4; evenÞ form a type 5 loop. There are
ðw  1Þt1 ways to make a loop. Each loop has an expectation
sgnði0 i1Þsgnði1 i2Þ?sgnðit1 i0Þ
 E½ai0i1ai1i0bi1i2bi2i1?ait2it1ait1it2bit1i0bi0it1  ¼ 
1
2
 t
:
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The contribution to Qð0; 0; wÞ is
ðw  1Þt1
2t
Qð0; 0; w  tÞ ðtX4; evenÞ:
Summing up the above ﬁve cases, we get (A.7).
Next we proceed to the proof of (A.8). Fix an element i0 of U : We evaluate the
contribution of the case where the vertex i0 is contained in a particular type of the
connected subgraphs to Qðu; v; wÞ ¼ E½det A½U,W   det B½V,W : The con-
nected subgraph containing the index i0 has to be of the types 6, 8.
— The case where i0; i1;y; it; itþ1 ðtX0; evenÞ form a type 6 chain. There are
ðwÞt  ðu  1Þ ways to make a chain. Each chain has an expectation
sgnði0 i1Þ?sgnðit itþ1ÞE½ai0i1ai1i0bi1i2bi2i1?aititþ1aitþ1it  ¼ 
1
2
 tþ1
:
The contribution to Qðu; v; wÞ is
ðu  1ÞðwÞt
2tþ1
Qðu  2; v; wÞ ðtX0; evenÞ:
— The case where i0; i1;y; it; itþ1 ðtX1; oddÞ form a type 8 chain. There are
ðwÞt  v ways to make a chain. Each chain has an expectation
sgnði0 i1Þ?sgnðit itþ1ÞE½ai0i1ai1i0bi1i2bi2i1?bititþ1bitþ1it  ¼ 
1
2
 tþ1
:
The contribution to Qð0; 0; wÞ is
vðwÞt
2tþ1
Qðu  1; v  1; wÞ ðtX1; oddÞ:
Summing up the two cases above, we get (A.8). The proof of (A.9) is parallel to that
of (A.8) and omitted. &
As a corollary to Lemma A.3, we obtain recurrence formulas for Rðy; wÞ of (A.6).
Corollary A.1.
Rð0; 0Þ ¼ 1; Rð0; 1Þ ¼ 2;
Rð0; wÞ ¼ 2
w
Xw
t¼1;t:odd
Rð0; w  tÞ þ 3
w
Xw
t¼2;t:even
Rð0; w  tÞ; ðA:10Þ
Rðy; wÞ ¼ 2ðy  1Þ
Xw
t¼0
Rðy  2; w  tÞ: ðA:11Þ
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Proof. (A.10) follows from (A.7). (A.11) follows from
ðu þ vÞQðu; v; wÞ ¼ 
Xw
t¼0;t:even
uðu  1ÞðwÞt
2tþ1
Qðu  2; v; w  tÞ
þ 2
Xw
t¼1;t:odd
uvðwÞt
2tþ1
Qðu  1; v  1; w  tÞ

Xw
t¼0;t:even
vðv  1ÞðwÞt
2tþ1
Qðu; v  2; w  tÞ: &
For positive integer m write
m!! ¼ mðm  2Þ?1 ðm : oddÞ;
mðm  2Þ?2 ðm : evenÞ:
	
We also deﬁne 0!! ¼ 1:
Lemma A.4. Let A be distributed according to the p  p multivariate symmetric
normal distribution. Then
E½detðAÞ2 ¼ Qð0; 0; pÞ ¼
2p
2
3
ðp þ 2Þ!!p!! ðp : oddÞ;
2p
2p þ 3
3
ðp þ 1Þ!!ðp  1Þ!! ðp : evenÞ;
8><
>:
or equivalently
Rð0; pÞ ¼
2
3
ðp þ 2Þ!!
ðp  1Þ!! ðp : oddÞ;
2p þ 3
3
ðp þ 1Þ!!
p!!
¼ 1
3
ðp þ 1Þ!!
ðp  2Þ!! þ
1
3
ðp þ 3Þ!!
p!!
ðp : evenÞ:
8><
>: ðA:12Þ
Proof. For nonnegative integer h and nonnegative even integer k; deﬁne
Shk ¼
ðk þ hÞ!!
k!!
:
Then it is easily shown that
Shþ2k  Shþ2k2 ¼ ðh þ 2ÞShk;
Xk
t¼0;t:even
Sht ¼
1
h þ 2 S
hþ2
k :
In order to prove the lemma, we only have to show that
Rð0; pÞ ¼
2
3
S3p1 ðp : oddÞ;
1
3
S3p2 þ 13 S3p ðp : evenÞ;
(
satisﬁes the recurrence formula (A.10).
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When p is even,
 2
p
Xp
t¼1;t:odd
Rð0; p  tÞ þ 3
p
Xp
t¼2;t:even
Rð0; p  tÞ
¼ 4
3p
Xp
l¼1;l:odd
S3l1 þ
1
p
Xp2
l¼0;l:even
ðS3l2 þ S3l Þ
¼ 4
15p
S5p2 þ
1
5p
ðS5p4 þ S5p2Þ
¼ 1
3
S3p2 þ
1
3
S3p ¼ Rð0; pÞ:
When p is odd,
 2
p
Xp
t¼1;t:odd
Rð0; p  tÞ þ 3
p
Xp
t¼2;t:even
Rð0; p  tÞ
¼  2
3p
Xp
l¼0;l:even
ðS3l2 þ S3l Þ 
2
p
Xp2
l¼1;l:odd
S3l1
¼  2
15p
ðS5p3 þ S5p1Þ 
2
5p
S5p3
¼ 2
3
S3p1 ¼ Rð0; pÞ:
The proof is completed. &
A.3. Proof of Lemma 3.7
Let A ¼ ApASymðpÞ be a multivariate symmetric normal random matrix, and let
aAR be a standard normal random variable independent of A: Let
H ¼ aIp 
ﬃﬃﬃ
2
p
Ap 0
0 aIp þ
ﬃﬃﬃ
2
p
Ap
 !
:
Comparing the coefﬁcients of x2pe in
X2p
e¼0
x2pe tre H ¼ detðxI2p þ HÞ ¼ detðx2Ip  ðaIp 
ﬃﬃﬃ
2
p
ApÞ2Þ
¼
Xp
e¼0
x2ðpeÞð1Þe treðaIp 
ﬃﬃﬃ
2
p
ApÞ2;
we have
E½tre H ¼ ð1Þ
e=2
E½tre=2ðaIp 
ﬃﬃﬃ
2
p
ApÞ2 for e even;
0 for e odd:
(
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Let Dðp; eÞ denote the expectation of the e  e ðeppÞ principal minor of the matrix
ðaIp 
ﬃﬃﬃ
2
p
ApÞ2 consisting of the ﬁrst e rows and the ﬁrst e columns. Then
E½treðaIp 
ﬃﬃﬃ
2
p
ApÞ2 ¼
p
e
 
Dðp; eÞ:
Therefore, in order to prove Lemma 3.7, we have to show that
Dðp; eÞ ¼ ðp þ 2Þe ¼ ðp þ 2Þ!=ðp þ 2 eÞ! ð0peppÞ: ðA:13Þ
Let B be an e  ðp  eÞ random matrix consisting of e  ðp  eÞ i.i.d. standard
normal random variables. Then
Dðp; eÞ ¼E detðaIe 
ﬃﬃﬃ
2
p
Ae;  BÞ aIe 
ﬃﬃﬃ
2
p
Ae
B0
 !" #
¼E½detððaIe 
ﬃﬃﬃ
2
p
AeÞ2 þ BB0Þ: ðA:14Þ
Note that
BB0BWeðp  e; IeÞ;
the e  e Wishart distribution with p  e degrees of freedom.
The determinant of the sum of two matrices C; D is expressed as
detðC þ DÞ ¼
X
J;K
7det C½J; K det D½ %J; %K;
where J; K are subsets of the index set, and %J; %K are their complements. C½J; K  is
the submatrix of C consisting of the rows and columns of C labeled J and K;
respectively. For the matrix B in (A.14), we can show that
E½detððBB0Þ½J; K Þ ¼ 0 ðJaKÞ:
This is because for a partition B0 ¼ ðB10; B20; B30Þ; we see
E det
B1
B2
 
ðB10; B30Þ
% &
¼ E det B1B1
0 B1B30
B2B1
0 B2B30
 % &
¼ E½detðB1B10ÞE½detðB2ðI  B10ðB1B10Þ1B1ÞB30Þ j B1 ¼ 0
by, e.g., the Binet–Cauchy formula.
Therefore, (A.14) can be rewritten as follows:
Dðp; eÞ ¼
Xe
f¼0
e
f
 
Dðe; f ÞE½det Wef ðp  e; Ief Þ
¼
Xe
f¼maxð0;2epÞ
e
f
 
Dðe; f Þðp  eÞef ð0pfpeppÞ: ðA:15Þ
Here, we use E½det Wmðn; ImÞ ¼ ðnÞm: Note that ðnÞm ¼ 0 ðnomÞ:
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On the other hand, comparing the coefﬁcients of xe in the identity
ð1þ xÞpþ2 ¼ ð1þ xÞeþ2ð1þ xÞpe;
and multiplying them by e!; we get
ðp þ 2Þe ¼
Xe
f¼maxð0;2epÞ
e
f
 
ðe þ 2Þf ðp  eÞef : ðA:16Þ
If we can show that
Dðp; pÞ ¼ ðp þ 2Þp ¼ ðp þ 2Þ!=2 ðA:17Þ
holds for any p; then (A.13) can be proved by mathematical induction on p by
comparing (A.15) and(A.16).
Now it remains to prove (A.17). In order to prove
Dðp; pÞ
p!
¼ p þ 2
2
 
¼ ð1Þp 3
p
 
;
we will show that
GDðxÞ ¼
XN
p¼0
xp
Dðp; pÞ
p!
¼ ð1 xÞ3:
Let Q; R be deﬁned by (A.5), (A.6) in Section A.2. Then
Dðp; pÞ ¼E½detðaIp 
ﬃﬃﬃ
2
p
ApÞ2
¼E det aI2p þ
 ﬃﬃﬃ2p Ap 0
0  ﬃﬃﬃ2p Ap
 ! !" #
¼
X
U ;V ;W
E½aðpuwÞþðpvwÞ ð
ﬃﬃﬃ
2
p
ÞðuþwÞþðvþwÞQðu; v; wÞ
¼
X
0puþvþwpp ðuþv:evenÞ
p
u; v; w; p  u  v  w
 
ð2p  2w  u  v  1Þ!!
 2ðuþvÞ=2þwQðu; v; wÞ
¼
X
0pyþwpp ðy:evenÞ
p!ð2p  2w  y  1Þ!!
y!ðp  y  wÞ! ð1Þ
y=2þw
Rðy; wÞ: ðA:18Þ
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Multiply the right-hand side of (A.18) by xp=p!; and take a summation with respect
to p: For y; w ﬁxed, the coefﬁcients of ð1=y!Þð1Þy=2þwRðy; wÞ in the summation is
XN
p¼yþw
ð2p  2w  y  1Þ!!
ðp  y  wÞ! x
p ¼ xyþw
XN
r¼0
ð2r þ y  1Þ!!
r!
xr ðr ¼ p  y  wÞ
¼ xyþw
XN
r¼0
ðy  1Þ!!
2rþy1
2
2ry3
2
?yþ1
2
r!
ð2xÞr
¼ xyþwðy  1Þ!!ð1 2xÞðyþ1Þ=2:
Therefore,
GDðxÞ ¼
X
y;wX0; y:even
xyþwðy  1Þ!!ð1 2xÞðyþ1Þ=2 1
y!
ð1Þy=2þwRðy; wÞ
¼
X
yX0; y:even
xyð1 2xÞðyþ1Þ=2ð1Þ
y=2
y!!
GRðx; yÞ; ðA:19Þ
where we put
GRðz; yÞ ¼
XN
w¼0
zwRðy; wÞ;
a generating function of Rðy; wÞ with respect to w: By virtue of the recurrence
relation (A.11),
GRðz; yÞ ¼ 2ðy  1Þ
XN
w¼0
zw
Xw
t¼0
Rðy  2; w  tÞ
¼ 2ðy  1Þ
X
0ptpw
ztzwtRðy  2; w  tÞ
¼ 2ðy  1Þ
XN
t¼0
ztGRðz; y  2Þ
¼ 2ðy  1Þð1 zÞ1GRðz; y  2Þ:
Using this iteratively, we get
GRðz; yÞ ¼ 2y=2ðy  1Þ!!ð1 zÞy=2GRðz; 0Þ:
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Also by (A.12),
GRðz; 0Þ ¼
XN
w¼0
zwRð0; wÞ
¼
X
w:even
zw
1
3
ðw þ 1Þ!!
ðw  2Þ!!þ
1
3
ðw þ 3Þ!!
w!!
 

X
w:odd
zw
2
3
ðw þ 2Þ!!
ðw  1Þ!!
¼ðz2 þ 1 2zÞ1
3
X
w:even
zw
ðw þ 3Þ!!
w!!
¼ðz  1Þ21
3
X
w:even
ðz2Þw=21  3 
5
2
7
2
?wþ3
2
ðw=2Þ!
¼ðz  1Þ2ð1 z2Þ5=2 ¼ ð1 zÞ1=2ð1þ zÞ5=2:
Therefore,
GRðz; yÞ ¼ 2y=2ðy  1Þ!!ð1 zÞy=2ð1 zÞ1=2ð1þ zÞ5=2
¼ 2y=2ðy  1Þ!!ð1 zÞðyþ1Þ=2ð1þ zÞ5=2:
Substituting this into (A.19), we have
GDðxÞ ¼ ð1 xÞ5=2
X
y:even
ðy  1Þ!!
y!!
ð2Þy=2xyfð1 2xÞð1þ xÞgðyþ1Þ=2
¼ð1 xÞ5=2fð1 2xÞð1þ xÞg1=2
X
y:even
1
2
3
2
?y1
2
ðy=2Þ! 
2x2
ð1 2xÞð1þ xÞ
 y=2
¼ð1 xÞ5=2fð1 2xÞð1þ xÞg1=2 1þ 2x
2
ð1 2xÞð1þ xÞ
 1=2
¼ð1 xÞ3:
The proof of Lemma 3.7 is completed.
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