A statistical system that uses surface observations and radar data to provide 1-, 3-, and 6-h forecasts of temperature, dewpoint depression, and wind speed is developed. Application of the system to independent data demonstrates that the radar data result in a 3%-6% reduction in the mean-squared error (MSE) of the temperature forecasts when compared with that when only surface observations are used as predictors. The addition of the radar data similarly provides a 2%-4% reduction in MSE of the dewpoint depression forecasts. However, there is no difference in skill when the radar data are included in forecasts of wind speed. The majority of the radardata predictors selected by the stepwise regression algorithm for inclusion in the forecast system are from areas that are poorly sampled by surface observations. This result supports the argument that more uniform sampling (better coverage) of the environment is playing a role in the improvement of the forecasts. Moreover, analysis of individual events reveals that much of the reduction in MSE (as a result of the inclusion of the radar data) occurs on days for which the ''surface only'' system has large errors. In general, the addition of the radar data improves the surface-only-system forecasts of cases in which precipitation is occurring without creating a less accurate forecast when precipitation is not occurring.
Introduction
Statistically postprocessed numerical model output, commonly known as model output statistics (MOS), offers improved performance beyond that of the raw numerical model forecasts, even in the very short term (0-6 h). Moreover, statistical observations-based forecast systems have been shown to be even more accurate than MOS on the 0-6-h timescale (Vislocky and Fritsch 1997) . Thus, observations-based forecast systems are of particular interest to industries that are extremely dependent on short-term weather forecasts.
For example, statistical observations-based systems have been developed for aviation parameters important to the Federal Aviation Administration (Vislocky and Fritsch 1995, 1997; Hilliker and Fritsch 1999; Leyton and Fritsch 2003; 2004, hereinafter LF) . These studies created forecasts of ceiling and visibility, with lead times ranging from 15 min (Leyton and Fritsch 2003; LF) to 24 h (Vislocky and Fritsch 1995) . The results from each of these studies indicate that statistical fore-cast systems that utilize observational data are superior to persistence, climatology, and MOS (in the very short term). In addition, Leyton and Fritsch (2003; LF) demonstrated that increases in the spatial and temporal resolutions of observational data lead to even more accurate forecasts.
A natural extension of these studies would be to apply their principles toward other industries that are greatly influenced by very short term weather forecasts. In addition, it would be prudent to investigate further how these forecast systems may be improved with additional data types. To that end, this study focuses on applying a statistical observations-based system to the needs of the energy industry.
One of the most important ways very short term weather can affect energy companies is through its impact on electricity demand. Energy companies use sophisticated models to forecast the amount of electricity (i.e., electrical load) that will be used by their customers. Meteorological parameters explain about 20% of the total variance in these load-forecasting models (Sailor and Breslow 2002) . These companies have a great interest in the accuracy of their load models and, therefore, the forecast meteorological data that are used as input. An inaccurate forecast that overestimates the company's load may cause funds to be wasted on generating or purchasing unneeded electricity. One that underestimates the load may force a company to buy power at the immediate going price, making it extremely vul- nerable to volatility in the market. In essence, a more accurate short-term weather forecast enables a more accurate load forecast, which, in turn, allows a company to better manage their assets and market risk. The creation of weather forecast products that directly address the significant role weather plays in the operations of energy companies is not a new idea. For example, Le Comte and Warren (1981) assessed how weather anomalies and projected climate changes affect electricity use. Other studies have demonstrated the potential applications of tailored climate forecasts (e.g., Changnon et al. 1995) and new short-term weather information (e.g., Dempsey et al. 1998 ) to operational decision making in electric utilities. Taylor and Buizza (2000) more recently demonstrated the utility of using model ensembles in electricity load forecasting. In addition, some meteorological firms are built around the primary goal of providing meteorological information to energy companies.
G R O V E R -K O P E C A N D F R I T S C H
The current study addresses this issue by developing a statistical observations-based forecast system to predict surface temperature, humidity, and wind speed. Temperature has more influence over load than any other meteorological parameter. Humidity is typically considered to be the next most important parameter, with its largest impact during the warm season. Wind speed has a slight effect on load in the cold season in as much as it affects the insulation efficiency of buildings.
The purpose of this study is to determine whether the inclusion of radar data will improve the accuracy of a forecast system originally based solely on hourly surface observations. The results of Leyton and Fritsch (2003; LF) suggest that the high spatial and temporal resolutions of the radar data, when compared with those of surface observations, will lead to a more accurate forecast system. Of particular interest is whether the higher time and space resolutions of the radar data will reduce instances in which the surface-based observing networks fail to capture rapid local temperature changes. It is expected that the higher spatial resolution of the radar data will have its greatest effect when precipitation occurs in areas poorly sampled by surface observations. Improved detection of precipitation in poorly sampled areas should provide additional reliability so that energy companies are not caught off guard by fast-changing local events.
This study focuses on the warm-season months (i.e., June-July-August) of the 4-yr period of 1997-2000. Three primary factors motivated concentration on the warm season. First, it is anticipated that the addition of radar data to an observations-based forecast system will most likely have its greatest impact in the warm season because the typical spatial scale of precipitation events is smaller (e.g., afternoon convective showers) and therefore is less likely to be detected in the standard observing network. Second, precipitation in the summer months typically has a much larger effect on the surface temperature than in the cold season. The temperature on a summer afternoon can drop by as much as 10Њ-15ЊC upon the commencement of precipitation. Complicating the issue, short-term forecasts of precipitation, as well as temperature forecasts based on projected precipitation events, are typically less skillful in the warm season because of its convective nature (Olson et al. 1995; Fritsch et al. 1998) .
Third, the summer months are crucial to energy-trading operations because this time period is typically when the electricity market is the most volatile. As a consequence, this season is often the time when energy companies have the opportunity to take advantage of that volatility (T. Ferguson 2001, personal communication) . By improving forecasts for the summer season, the potential exists to have the most valuable impact possible on the operational costs and profitability of a given energy company.
The data utilized and the algorithms that were used to ensure the quality of that data are described in sections 2 and 3. An outline of the framework used to develop the statistical forecast system equations is offered in section 4, and section 5 presents the results of applying these equations to independent data. Concluding remarks follow in section 6.
Data
The forecast system was developed for five locations in close proximity to the service area of Cinergy Corporation 1 [i.e., Covington, Kentucky (CVG); Evansville, Indiana (EVV); Indianapolis, Indiana (IND); Lafayette, Indiana (LAF); Muncie, Indiana (MIE); observations and radar data were obtained for a domain surrounding the Cinergy service area. The domain covers approximately 920 000 km 2 , falling within 36.5Њ-41.5ЊN latitude and 81Њ-95ЊW longitude. (Fig. 2) .
a. Surface data
Hourly surface observations were acquired from the mass storage system of the National Center for Atmospheric Research for the 12 months of interest. These data are the standard observations taken by the Automated Surface Observation System and include measurements of temperature, dewpoint, sea level pressure, present weather, ceiling, visibility, wind, and hourly precipitation, plus others not used in this study. The database includes over 8000 observations from each of the 206 stations within the domain.
b. Radar data
The radar database for the period of interest is composed of Next-Generation Weather Radar (NEXRAD) Information Dissemination Service (NIDS) level-III data from 11 radars within the domain [i.e., Cleveland, Ohio (CLE); White Lake, Michigan (DTX); Grand Rapids, Michigan (GRR); Wilmington, Ohio (ILN); Lincoln, Illinois (ILX); Indianapolis, Indiana (IND); Chicago, Illinois (LOT); St. Louis, Missouri (LSX); Louisville, Kentucky (LVX); Milwaukee, Wisconsin (MKX); Paducah, Kentucky (PAH)] for the 12 months of interest. When the data from the 11 radar sites are mapped onto a single grid, data are available for approximately 85% of the domain (Fig. 2) .
Three different NIDS products were used: composite reflectivity (CREF), echo tops (ET), and radial velocity at the 0.5Њ elevation angle (VEL). In all, the database contains over 2 900 000 radar images. NIDS algorithms derive two of the data products: CREF and ET. The CREF product consists of the highest reflectivity observed at all elevation angles above each pixel, where a pixel is synonymous with the 4 km by 4 km spatial grid squares that make up the product. The CREF product has a range of 460 km and is the only radar data type used as direct input into the forecast system. The ET product contains the greater height, referenced with respect to mean sea level, at which reflectivity levels greater than or equal to 18.3 dBZ are observed. This data product has the same 4 km by 4 km resolution as the CREF product, with a range of 230 km. The ET product, in addition to VEL, is used in the development of a quality-control (QC) algorithm. The VEL product has a range of 230 km, a radial resolution of 1 km, and an angular resolution of 1Њ.
Quality-control methods
The quality of the data is of particular concern when building a forecast system based entirely on observations. Bad and missing data can negatively affect the statistical signals on which the forecast system is built. The following sections describe the algorithms utilized to ensure the quality of the data.
a. Quality control of surface data
Previous studies have developed techniques to ensure the quality of surface observational data. Vislocky and Fritsch (1997) and Hilliker and Fritsch (1999) used a primitive nearest-neighbor substitution scheme to replace missing data. Hilliker (2002) and Leyton and Fritsch (2003; LF) built on this scheme with techniques to identify and replace bad data in addition to improving the scheme to replace missing data. Leyton and Fritsch (2003; LF) detail the QC algorithm that was utilized in this study. To be specific, missing temperature, dewpoint, wind speed, and wind direction observations are replaced with an adjusted climatological value; sky cover observations are replaced with an adjusted persistence value; and persistence climatology is used to replace missing ceiling and visibility observations.
b. Quality control of radar data
To optimize the impact of the radar data on the forecast system, it is necessary to eliminate ''false'' echoes from the CREF product. False echoes are primarily caused by anomalous propagation (AP) of the radar beam, which occurs when gradients in the atmospheric refractivity cause the electromagnetic waves to bend toward the earth's surface (Rinehart 1997 ). Ground clutter, such as topography and buildings, can return power to the radar and can be enhanced by AP. Other sources often contribute to the QC problem as well. Birds and insects are a common cause of noise in the radar data, although it should be noted that the definition of ''noise'' is user dependent. For example, scientists who utilize radar to study bird migration patterns find echoes caused by precipitation noisy to their investigations.
Previous studies have used a variety of techniques to detect false echoes. Methods to eliminate ground clutter include the incorporation of regression filters (Torres and Zrnić 1999; Sachidananda and Zrnić 2000) and a staggered pulse-repetition-time transmission. Others have detected false data with neural networks (Grecu and Krajewski 2000; Krajewski and Vignal 2001) and statistical classifications based on linear discriminant functions (Moszkowicz et al. 1994) . Hilliker (2002, hereinafter Hilliker) used the ET product to eliminate false echoes.
Creating a QC algorithm suitable for use in an operational setting is central to the primary objectives of this study. The algorithm developed here, as with the one developed in Hilliker, must have the ability to be run quickly to allow the timely input of data into the forecast system. Therefore, the QC algorithm development was largely based on the ideas of Hilliker. Whereas Hilliker focused on the prediction of thunderstorms, the current study focuses on the prediction of surface temperature, moisture, and wind speed. Therefore, it was necessary to investigate possible modifications to the Hilliker QC algorithm to handle all reflectivity levels, rather than just the highest levels (Ն40 dBZ), as in Hilliker.
1) CREATION OF THE TRUTH DATABASE
The first step in the algorithm development was to create a database (hereinafter referred to as the truth database) on which to test possible QC algorithms. The truth database was constructed from CREF data obtained from the radars at ILN, ILX, and IND. Data from nine surface observing stations were used to test the validity of the CREF data in the pixels collocated with the stations. Hilliker demonstrated that his QC algorithm was not sensitive to the distance of a pixel from the radar or its direction relative to the radar. This finding was considered during the selection of stations for evaluation of the truth database, because the stations were chosen so as to have data representative of a variety of distances and angles from the radar sites. These stations also offered very reliable data in that they had very few missing observations.
The truth database was limited to a single year and a much smaller temporal scale to keep its size manageable. Because surface observations were the primary measure of validity, only radar data that were collected within 5 min of the surface observation associated with each pixel were included in the database.
An echo from the CREF product was considered to be true (i.e., from precipitation) if any of the following conditions were met: 1) the station observation indicated any type of precipitation; 2) the station observation indicated thunder, regardless of whether precipitation was reported; 3) any of the neighboring stations within 45 km of the pixel indicated precipitation or thunder; or 4) there was an hourly precipitation total in the surface observation.
When using just the first two criteria, a significant number of true echoes are erroneously identified as being false because of the lack of station weather observations indicating precipitation. Noting that each radar pixel covers 16 km 2 , one can easily see how a warmseason convective event may be seen in the reflectivity value of a pixel but not directly affect the surface station associated with that pixel. The last two requirements were added to the algorithm to address this issue. Before the fourth condition was used, the cases that were labeled false by the first two conditions but exhibited a 1-h precipitation total were visually inspected. After inspecting 321 cases, 313 (98%) were determined to be true echoes, and, as a consequence, the nonzero hourly precipitation total condition was added to the algorithm.
This study focuses only on eliminating false echoes (echoes caused by AP or noise) rather than those caused by meteorological phenomena such as clouds and precipitation. The disadvantage of using surface observations as a test of this definition is that they cannot distinguish between false echoes and nonprecipitating echoes (e.g., echoes returned from meteorological phenomena whose precipitation is not reaching the ground). This issue is assumed to be most important in the lower re- flectivity levels (Ͻ30 dBZ) and will be discussed later in this section.
The number of false echoes found at each reflectivity level is shown in Table 1 . As expected, the frequency of false echoes is highest at the lower reflectivity levels. For example, approximately 48% of 20-dBZ echoes are false (or nonprecipitating) and 9% of 40-dBZ echoes are false. Overall, 311 (31%) of the 993 echoes (Յ20 dBZ in Table 1 ) in the truth database were deemed false. This is considerably higher than that shown by Moszkowicz et al. (1994) and Grecu and Krajewski (2000) , but the percentage of false echoes at higher reflectivities (Ն40 dBZ) is consistent with that found by Hilliker (14%).
For echoes of less than 20 dBZ, 94% were false. This large percentage contributed heavily to the decision to omit all echoes of less than 20 dBZ from the study. The omission of these cases was also supported by the expectations that the inability of the QC algorithm to distinguish between false and nonprecipitating echoes would be most prevalent in this reflectivity range and that nonprecipitating echoes would have a much smaller impact on the parameters of interest (i.e., temperature, dewpoint depression, and wind speed).
2) VALIDITY OF THE TRUTH DATABASE
Before the truth database, together with the surface station requirements, was used in the development of a QC algorithm, it was important to confirm its validity as a source of comparison. Two common statistical parameters, probability of detection (POD) and false-alarm rate (FAR), and visual inspection of a sample of echoes were used to assess the performance of the surface station tests that were used to define the truth database. POD is defined as the ratio of the number of false echoes found by the truth criteria that were also defined as false via visual inspection to the total number of false echoes found by visual inspection (Wilks 1995) . FAR is defined as the ratio of the number of echoes determined to be false by the truth criteria but defined as true via visual inspection (i.e., false alarms) to the total number of false echoes found by the truth criteria (Wilks 1995) . 2 A sample of 125 echoes from the truth database was visually inspected with great care to ensure that they were independent of each other (i.e., associated with individual precipitation events). All of the cases were chosen randomly from either 0600 or 1800 UTC observations, and only one radar was sampled for each time. In addition, following the logic outlined above, only echoes Ն20 dBZ were used. Of the 125 echoes, 34% were determined to be false by visual inspection. This is consistent with the relative number of echoes Ն20 dBZ that were determined by the surface station tests to be false in the truth database and indicates that the sample of 125 echoes is representative of the entire truth database. The classifications made by the truth algorithm and visual inspection were compared to produce the POD and FAR, which were 0.92 and 0.04, respectively. These values support the use of the truth database, together with the surface station tests, as a test of the performance of QC criteria.
3) DEVELOPMENT OF THE QUALITY-CONTROL

ALGORITHM
The development of the QC algorithm focuses on investigating how the Hilliker QC algorithm performed at reflectivity levels of less than 40 dBZ and, if necessary, exploring other QC criteria. The QC algorithm developed by Hilliker is entirely based on the ET product. It identifies the CREF product echoes as false if they are associated with an ET value of 0 or 1, 3 though only reflectivities Ն40 dBZ were included in Hilliker.
POD and FAR of the Hilliker algorithm are presented in Table 2 . As expected, its accuracy increases with reflectivity level. To investigate whether the Hilliker algorithm can be improved at the lower reflectivity levels, two other ET thresholds were tested, in which all data with an ET value less than or equal to the threshold were classified as false. POD and FAR of algorithms using an ET threshold of 0 and 2 are shown in Table  2 . The ET threshold of 0 performed very poorly and was not considered for further development. The ET threshold of 2 improved upon the Hilliker POD in the lower reflectivity levels. This improvement came at the expense of FAR, however, which increased significantly in the lower reflectivity levels.
Of the three ET thresholds that were tested, the thresh-2 POD and FAR are defined as a/(a ϩ c) and b/(a ϩ b), respectively, where a, b, and c are shown in Fig. 3 (adapted from Wilks 1995) . 3 The ET levels are defined in the NIDS algorithm and correspond to heights in increments of 5000 ft (1518 m). The data contained in the product may be labeled with 1 of 16 different levels ranging from 0 to 15 such that an ET category of 1 corresponds to 5000 ft (1518 m), and an ET category of 15 corresponds to 75 000 ft (22 770 m). old of 1, corresponding to that used in the Hilliker algorithm, does the best job overall of distinguishing false and true echoes. Again, to investigate if POD and FAR at the lower reflectivity levels can be improved, the performance of VEL in the algorithm was investigated (Table 2) . A threshold indicative of a base velocity Յ1 kt (0.5143 m s Ϫ1 ; VEL category of 7 or 8) was used. This test had very poor results, as demonstrated by its high FAR and low POD values. At this point, it was determined that the Hilliker algorithm offered by far the best results over the range of reflectivity levels of interest and was the preferred QC algorithm for this study.
Statistical methods a. Model design
Forecast equations valid for the hours between 1300 and 2100 UTC, inclusive, with lead times of 1, 3, and 6 h were developed. This time period for which the forecasts are valid includes the daytime hours, which typically coincide with the highest electric loads 4 and largest volatility in the electricity market. Data from 0700 to 2100 UTC were used to develop a single forecast equation. For example, the database on which the 3-h forecast equation was developed included data from 1000 UTC and the corresponding predictand at 1300 UTC, data from 1100 UTC and the corresponding predictand at 1400 UTC, and so on.
Developing a single forecast equation for such a relatively large block of time is generally not preferred. Ideally, it is best to use data from a time period that is as small as possible to optimize the potential correlation between the data (i.e., predictors) and the predictand. This concern is addressed in the selection of potential predictors and is discussed further in a subsequent section.
This study uses a relatively large time period in order to achieve an acceptable case-to-predictor ratio. The case-to-predictor ratio is the ratio of the number of predictors offered in the development of a regression model to the number of data points (e.g., cases) on which the regression is based. When this ratio is low, 5 more predictors have been included in the equation than the data can support, and there is a risk of overfitting the data. Overfitting occurs when the reduction of variance with the inclusion of additional predictors becomes increasingly due to chance or randomness in the data sample. As a consequence, an overfitted model will not perform well when applied to an independent dataset. It was estimated that the 8-h time period (i.e., 1300-2100 
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----1-h precipitation tot 3-h precipitation tot 6-h precipitation tot 24-h precipitation tot ----UTC) would provide enough data for an acceptably high case-to-predictor ratio while including data from as small a time period as possible in the regression development.
b. Statistical design
Forecast equations were developed with linear least squares multiple regression, which numerically fits a predictand y to a linear combination of a set of predictors x j such that
The values of ␤ j are estimated in a way that minimizes the squared error between the observed and the predicted values of y (Neter et al. 1996) . The forecast equations were developed with dependent datasets and verified with independent datasets. The results of this procedure are discussed in further detail in a subsequent section. A forward stepwise selection procedure was utilized in the development of the forecast equations. In this procedure, predictors are included in the model one at a time in the order of how much each reduces the variance of y when combined with variables already in the model. When a new predictor is entered, significance tests are run on the other predictors. Any predictor that no longer contributes significantly to the reduction of the variance of the new equation is eliminated. Predictors are added and removed in this manner until the next best predictor does not reduce the variance beyond a point determined to be significant by the stopping procedure.
The purpose of using any stopping procedure, just as with maintaining an acceptable case-to-predictor ratio, is to avoid overfitting the data. In this study, a t-value threshold of 7.0 was used as the stopping procedure such that only predictors with an associated t value of 7.0 or greater were included in the model. This threshold approximately identified the point at which the forecast equations became unstable 6 and began overfitting the data.
c. Predictands
Forecast equations were developed for surface temperature, dewpoint depression, and wind speed. Dewpoint depression was chosen to represent the surface moisture because, unlike relative humidity or dewpoint, it is approximately normally distributed over the time period for which the forecasts are valid. 6 The amount of variance reduced typically decreases as new variables are added. When this behavior ceases and the amount of variance reduced by each additional variable rises and falls, the equation is identified as being unstable (Neter et al. 1996) .
d. Surface-data predictors
A summary of surface parameters offered as potential predictors in the equation development is presented in Table 3 . In addition to predictor terms from the forecast site, the same predictor terms from the 75 stations nearest to the forecast site, as well as spatially smoothed (nonweighted averaged) values of these predictor terms in Table 3 , were also included.
Pilot studies were conducted on the dependent datasets to screen potential predictors. The results of these tests indicate that observations prior to the initialization were not important to the equation development. Therefore, only those surface observations at each station from the initialization time were included as potential predictors. It was also found that, in general, temporal trends in the predictors beyond 1 h prior to the initialization did not have a significant relationship with the predictands. Trends in the predictors during the hour previous to the initialization are incorporated in a derived predictor described later in this section (i.e., deviation delta).
The pilot studies were also used to estimate the ideal number of neighboring stations to include in each forecast, and these were 10, 20, and 45 for the 1-, 3-, and 6-h forecasts, respectively. The findings of these pilot studies are similar to those of Vislocky and Fritsch (1997) , Hilliker and Fritsch (1999) , and Leyton and Fritsch (2003; LF) .
In addition to the surface parameters, three climato-
Boxes that define the areas represented by radar predictors (stippled areas). Each of the 18 larger squares represents the same region from which radar data was offered to the forecast systems for an individual forecast city (solid circle). The sizes of the regions were 200 ϫ 200 km 2 , 400 ϫ 400 km 2 , and 800 ϫ 800 km 2 for the 1-, 3-, and 6-h forecasts, respectively. logical predictors 7 were included: 1) climatological value of the predictand at the time for which the forecast is valid; 2) climatological change in the predictand between the initialization and forecast time (i.e., climatological delta); and 3) the deviation of the observed predictand at the initialization time from its expected value, where the expected value is the observed predictand value at the hour prior to the initialization plus the appropriate 1-h climatological delta (i.e., deviation delta).
The last two of these predictors were included to help to compensate for creating a single equation with data from a relatively large time period, as described above. Identical conditions will have a very different impact on the temperature at 1200 UTC as compared with that at 2000 UTC. For example, the temperature may increase 2Њ-5ЊC between 1200 and 1300 UTC on a sunny summer morning, but it may not change at all under the same conditions between 2000 and 2100 UTC. These two climatological predictors put an indicator of the time of the day and the expected impact of that time of the day on the predictand into the forecast system.
e. Radar-data predictors
The radar data were transformed into statistical predictors with a series of boxes of different sizes surrounding each forecast station, where a box refers to a two-dimensional rectangular domain composed of various numbers of radar pixels (Fig. 4) . The size and location of the boxes were chosen using data from the pilot studies such that the entire area surrounding the forecast station was sampled in a variety of ways. The box sizes and locations were modified to optimize their statistical relationship with the predictand. The size of the boxes ranged from 2500 km 2 (smallest box in 1-h forecast) to 320 000 km 2 (largest box in 6-h forecast). In general, boxes were larger and represented an area farther from the forecast station for the longer forecasts.
The data in each box were reduced to four different predictors: 1) percent of the total number of pixels in the box with a reflectivity Ն20 dBZ (i.e., percent coverage), 2) the change in the percent coverage of the box over a specified amount of time (i.e., delta percent coverage), 3) presence of a pixel in the box with reflectivity of 30 dBZ or greater (binary predictor), and 4) presence of a pixel in the box with reflectivity of 40 dBZ or greater (binary predictor).
Pilot studies revealed that the binary threshold predictors had no relationship with the predictands. They also indicated that the delta-percent-coverage predictors were not important to the 1-h forecasts regardless of the amount of time considered, but they may provide some valuable information to the longer forecasts. 7 Climatological data were based on the 20-yr dataset from 1981 to 2000.
Results
To assess the impact of the radar data on the accuracy of the forecasts, two different forecast systems were developed. One system (hereinafter referred to as the surface system) was composed of forecast equations developed with only the surface predictors. The other system (hereinafter referred to as the radar system) was composed of forecast equations developed with both the surface and radar predictors.
a. Forecast system equation characteristics
An inspection of the forecast equations in both systems revealed that 5-11 predictors were typically selected. The equations for temperature generally contained more predictors than those for wind speed and dewpoint depression, and the equations for the 6-h forecasts typically contained more predictors than those for the 1-and 3-h projections. Vislocky and Fritsch (1997) , Hilliker and Fritsch (1999) , and Leyton and Fritsch (2003; LF) also demonstrated an increase in the number of predictors included in the equations with an increase in lead time.
An example of the developed forecast equations can be seen below in Eq. (2). It represents a surface-system 1-h temperature forecast at IND, where a is the observed temperature at IND, b is the climatological delta (temperature) at IND, c is the spatially smoothed deviation delta (temperature), d is the occurrence of total cloud cover greater than or equal to broken at IND, e is the occurrence of precipitation at a neighboring station west of IND, and f is the occurrence of precipitation at IND:
Equation (3) represents its complement, a radar-system 1-h temperature forecast at IND, where g is the deviation delta (temperature) at a neighboring station and h is the percent-coverage predictor from the area west of IND (i.e., percent coverage in the area represented by the box in the upper-left-hand corner of Fig. 4) :
The most important predictors (i.e., those that explained the greatest amount of variance in the predictand) in the surface-system forecast equations are shown in Table 4 . In addition to the observed value of the predictand at the initialization time and the corresponding climatological and deviation delta predictors, temperature, the occurrence of precipitation, and total cloud cover of either broken or overcast were the most commonly selected predictors. The selection of these predictors as the most important was consistent with all five of the forecast stations. All of these predictors represented observations from the neighbors of the forecast station and their respective smoothed values, in addition to those from the forecast station itself. The forecast equations for all lead times included predictors from neighbors surrounding the forecast site; however, the number of predictors from neighbors west of the forecast site increased with the forecast lead time. The importance of the occurrence of precipitation to the temperature and dewpoint depression forecast equations decreased as the lead time of the forecasts increased, so that, in general, it was not included in the 6-h forecast equations.
The radar-system forecast equations for temperature and dewpoint depression contained only one radar predictor in addition to the surface predictors, whereas the radar-system forecast equations for wind speed did not include any radar predictors. The lack of a strong statistical relationship between the radar data and wind speed was not entirely unexpected. It was anticipated that this relationship would be strongest in those cases in which thunderstorms (i.e., high radar reflectivities) were associated with relatively high wind speeds. These cases were relatively uncommon in the data and, therefore, not sufficiently frequent to establish a significant statistical relationship.
Although the occurrence of precipitation was important to the 1-and 3-h surface-system forecast equations for temperature and dewpoint depression, it was generally not included in the 1-and 3-h radar-system forecast equations for temperature and dewpoint depression. This suggests that the radar predictors had a stronger statistical relationship with the predictands than did the ''occurrence of precipitation.'' As a consequence, the surface observations of precipitation no longer offered additional information toward explaining the variance of the predictands.
All of the radar predictors contained in the equations were ''percent-coverage predictors'' and were generally from the area west of the forecast station. The deltapercent-coverage predictor and the two binary radar predictors were not major contributors to error reduction in the forecasts and were therefore not included in any of the forecast equations. In addition, the majority of the radar predictors were from areas that were not well sampled by surface observations, indicating that the higher spatial density of the radar data was important.
b. Application to independent data
Cross validation was used to verify and evaluate the forecast equations. In this procedure, equations based on a 3-yr dependent dataset are verified with a 1-yr independent dataset. For example, equations were developed with data from 1997 to 1999, and their performance was evaluated with the data from 2000. This process was repeated such that there were four 3-yr dependent datasets and four corresponding 1-yr independent datasets.
The forecast equations for temperature generally performed better than those for dewpoint depression, as indicated by the adjusted R 2 values, whereas those for wind speed performed the poorest (Table 5) . As expected, the amount of variance in the predictands that FIG. 5. The average percent difference between the MSE of the surface-and radar-system forecasts of temperature (dark gray) and dewpoint depression (light gray) for the 1-, 3-, and 6-h lead times. There was no difference between the surface-and radar-system forecasts for wind speed, and it is therefore omitted.
can be explained by the predictors decreased as the lead time of the forecasts increased (Table 6 ).
The presence of biases in the forecasts, as described by their mean error (Wilks 1995) , was investigated to provide insight into potential weaknesses of the forecasts. There was not an appreciable bias in the forecasts regardless of lead time, predictand, or the presence of radar predictors (i.e., mean errors of all of the forecasts were generally positive but were many orders of magnitude less than 1).
The mean error of the temperature forecasts did exhibit an interesting behavior, however. Table 7 illustrates the bias of the surface-system temperature forecasts as a function of the hour of the day for which the forecasts are valid. The forecasts appear to underforecast temperature during the midmorning and late afternoon, or the times of the day when temperature climatologically changes the fastest and the slowest. This suggests that the climatological delta predictor is not doing a perfect job of indicating the time of the day to the statistics, though given the relatively small size of the hourly mean errors, one could argue that its influence is adequate. Not surprising, this behavior was not influenced by the presence of radar predictors, nor was it seen in the dewpoint depression or wind speed forecasts, in which the predictands do not exhibit diurnal variability as strongly.
The amount of improvement exhibited by the radar system over the surface system was measured by the difference in the mean-squared error (MSE) of the two systems divided by the MSE of the surface system times 100 (i.e., percent difference). The average of the percent difference over the five forecast stations is shown in Fig. 5 . The degree of improvement of the forecasts varied from station to station, but there was no apparent pattern in this behavior. The radar system was more accurate for all of the forecasts for temperature and dewpoint depression, though not all of these improvements were statistically significant. The hypothesis of there being no difference between the 1-h temperature surface-and radar-system forecasts was rejected at the ␣ ϭ 0.05 level for all five of the forecast stations. Only two of the five stations exhibited significant improvement in the 1-h dewpoint depression forecasts. Moreover, only one of the five forecast stations exhibited significant improvement in the 3-h temperature forecast (Table 8) .
The circumstances under which the radar system appeared to have its greatest impact are of special interest. In general, for cases in which the surface system forecast errors were small [i.e., within 2ЊF (1.1ЊC) of the actual temperature], the two systems verified equally as well. The real difference came when the surface-system forecast had an error of more than 5ЊF (2.8ЊC) in the temperature forecast. These relatively large errors were common when either precipitation had occurred or when the temperature at the forecast station varied greatly from the surrounding stations regardless of whether there was precipitation at the forecast station. The radar system greatly improved the temperature forecast (i.e., reduced the MSE by 57%) for the former cases (Fig. 6 ) and performed equally as well as the surface system in the latter cases. This behavior was not as evident in the 6-h temperature forecasts as in the 1-and 3-h temper-TABLE 8. Number of stations that exhibited statistically significant improvements with the radar system for each of the predictands and forecast lead times. Note that five stations were used in the study. ature forecasts and was not seen at all with the dewpoint depression forecasts.
Another important result was observed when comparing the performance of the forecast systems for precipitating and nonprecipitating cases. As expected, the forecasts of both temperature and dewpoint depression had higher MSEs when precipitation was occurring (Table 9). It is significant that the improvement in the forecast for the precipitating cases was not associated with a decrease in skill for the nonprecipitating cases. In other words, the radar system improved the forecast of the less common precipitating cases without having a negative impact on the more common nonprecipitating cases. For example, the MSEs of the radar-system temperature and dewpoint depression forecasts of the nonprecipitating cases were approximately 1% less than the surface-system forecasts for the same cases at the 1-, 3-, and 6-h lead times.
Summary and conclusions
Very short term forecasts play an important role in the trading and generation operations of the energy industry. Meteorological parameters are used as input for the load forecasting models on which trading and generation plans and decisions are based. Because statistical observations-based forecast systems have demonstrated superior skill when applied to aviation-related meteorological parameters, as similar approach was taken to develop a forecasting system for the energy industry. The aviation-related approach was extended for energyrelated applications by offering radar data, in addition to standard surface observations, as a potential predictor. Prototype forecast systems of energy-trading-sensitive weather parameters were developed based on the principles of these previous works, and the impact that radar data have on the forecasts of these parameters was examined.
It was demonstrated that the inclusion of radar data in the forecast system provides a more accurate forecast of temperature and dewpoint depression over a system based solely on surface observations. The amount and statistical significance of the improvement of the radar system over the surface system decreased as the length of the forecast increased. In general, the radar-data predictors replaced the surface observations of precipitation, and they often represented regions that were poorly sampled by surface observations. This result indicates that the higher spatial density of the radar data within the forecast domain as compared with that of the surface observations played a role in the improved performance of the radar system. There was not, however, any evidence to suggest that the higher temporal resolution of the radar data played a significant role in the different performances of the two systems.
The results also showed that the radar system had its greatest impact when the surface system had large errors and when precipitation was occurring. These improvements were not associated with degradation in skill of the radar system when precipitation was not occurring or when the surface system performed well. This performance offers valuable guidance for forecasters and is of particular interest to utility companies that want to avoid being caught off guard by drastic changes in temperature and their electrical load. The radar system addresses their need for a more robust forecast system that will reduce their ''bust'' potential while providing a reliable and accurate forecast for more common ''everyday'' weather.
The importance of the climatological predictors (i.e., climatological delta and deviation delta) to the forecast equations is indicative of the impact that the use of an 8-h block of time in the development of the equations had on their characteristics and performance. Remember that data from 1300 to 2100 UTC were used to create a single forecast equation. It is therefore hypothesized that the statistical significance of the results would increase if the analysis were performed on a larger database that would allow equations to be developed with data from a smaller amount of time and for specific periods of the day. Future work with a much larger database could focus on creating a probabilistic product in which the predictand offers the probability of a particular event (e.g., temperature of a particular value or within a particular range). Future work could also investigate how to improve quality control and the sensitivity of the forecast system to better quality-control algorithms.
