This paper describes the flexible implementation of approximation concepts in an MDO framework offered by the commercial-off-theshelf software package iSIGHT. Three different types of approximation models -Response Surface Modeling, Taylor Series Approximations, and Variable Complexity Modeling -are implemented in such a way that they may be used interchangeably in any combination to approximate any segment of an MDO analysis problem, as well as the complete system analysis sequence as a whole. The novelty of the implementation is in the fact that all approximation models are implemented as "smart" objects. Each of the objects possesses certain characteristics defined by the "tuning parameters" specific to each approximation type, and a suite of methods (actions) which operate on the data of each model. The concept of Response Surface Modeling is taken to the extreme of simplicity and efficiency by using a minimum number of design analyses for model construction and then gradually improving the quality of the model following the path of the optimizer The category of Taylor Series Approximations actually spans a whole suite of approximation techniques that are based on using the first derivatives of the response function. Applications demonstrate the utility and flexibility of the approach.
Introduction
Multidisciplinary Design Optimization (MDO) has become one of the primary tools for conceptual design of complex engineering systems. Using MDO during initial stages of the design of such a system provides for a deep Copyright ©1998 by Engineous Software Inc. Published by the American Institute of Aeronautics and Astronautics with permission.
integration of the primary engineering disciplines and assures that all interdisciplinary interactions are accounted for in the final design. Besides excluding unrealistic designs from consideration at early system design phases, MDO in some cases can actually provide the only means of achieving the design goals and satisfying all system design requirements by taking advantage of the discipline interactions, taking up all possible slacks of the design, and transferring the design requirements' burden from one discipline onto another "on the fly". The work by Haftka and Sobieszczanski-Sobieski 1 offers an extensive survey of some modern MDO applications.
It is vitally important to use the most accurate tools possible for the preliminary system design and analysis to assure a realistic design. However, the use of high fidelity analysis methods in MDO imposes an enormous computational burden on the designer, limiting the extent to which highly accurate but expensive computational tools can be used at the early design stages. The high computational cost of MDO is one of the primary reasons why MDO practitioners have long been looking at the use of approximations in optimization. 2 The use of the Response Surface Methodology for aerodynamic shape optimization dates back to 1964, when Powers 3 used approximations to minimize drag of a body. In structural optimization literature approximations were first introduced in the works of Schmit and co-workers. 4, 5 In their approximation based optimization approach the original non-linear programming problem was replaced by a sequence of approximate optimizations in which design constraints were replaced by Taylor series approximations with respect to direct and reciprocal design variables.
This work describes some features of the implementation of a variety of approximation concepts in an MDO environment provided by the commercial-off-the-shelf software package iSIGHT. 6 Developed as a tool for integrating analysis codes and solving complex MDO problems, iSIGHT can considerably improve the efficiency of an MDO process by using various approximation models. Creating a simple mathematical model to approximate the behavior of the expensive computational tool and using it during optimization for gradient calculations and finding the next optimum search direction can reduce the number of "exact" analyses by 2-10 times. Such mathematical models can be based on representing the function of interest as a low degree polynomial with coefficients found by the regression analysis. This approach is the basis of the Response Surface Methodology 7 (RSM), widely used in many MDO applications. [8] [9] [10] [11] [12] Another approach is to use gradients of the response function for constructing a Taylor Series Approximation (TSA). Note, that in this work all gradient based approximation models that use various forms of the Taylor series of a function as their basis are categorized as Taylor Series Approximations. Several variations of TSA implemented in iSIGHT include linear, reciprocal, and hybrid approximations. 13 In the same category are two variations of the so-called two-point approximation, 14 TANA1 and TANA2, which use function value and, in the case of TANA2, function gradients at the previous design point to account for the function curvature. The basis of another type of approximation, Variable Complexity Modeling 9,10 (VCM), is using two computational tools modeling the same physical phenomenon with different degrees of fidelity. A VCM approximation is basically a formal way of keeping the scaling factors between the results of the two analysis tools and applying them to the outputs of the less expensive code when an "approximate" analysis is required.
iSIGHT's flexible implementation of the above approximation concepts allows for the following actions to be performed: 1. Simultaneous use of several different approximation models with an optimization task (e.g., a CFD or a manufacturing process model using RSM and a structural model using a sensitivity based TSA); 2. Simultaneous use of response (funtion) values, sensitivity (gradient) values and optimal design results to construct approximations for use with a higher-level optimization task. 15 The following sections describe in more detail the aspects of the flexible implementation of the approximation concepts and type specific features, as well as the methods (actions) of the models that are general to all model types. One of the application examples shows three different scenarios of conceptual ship MDO procedure, with the standard optimization approach, optimization with one global RSM type model covering the entire system analysis, and optimization with two models of different types, each approximating a certain segment of the problem analysis sequence. Another example demonstrates application of the framework to the preliminary aircraft design problem.
Approximation Models as Smart Objects
As mentioned earlier, all approximation models in iSIGHT are implemented as objects, with a model data depository in the core of each object, and methods allowing the user to access and perform actions on the model data. The properties and behavior of each model are defined by a set of characteristic parameters which belong to the object and are kept in the core of the object along with the model data. These parameters define both general properties of a model (e.g., the approximation type -one of RSM, TSA, or VCM, the list of input parameters, the list of output parameters), and more specific characteristics related to the type of the model (e.g., the number of designs used for RSM construction, or the step size used for finite differences in TSA). Methods of each object access the values of the model parameters to determine the state of the model, the format of the data, the right way to process new data or provide information to the user about the existing data.
The MDO framework offered by iSIGHT allows the user to define a complex system analysis comprising of a number of so-called simulation codes, or "simcodes" (any analysis codes that can be executed during a system analysis and have input and output files), and simple calculations that facilitate data manipulation between "simcode" executions. One MDO system analysis can contain several simulation codes and calculations in any sequence, and is referred to as a "Task". "Simcodes" and calculations in iSIGHT are also implemented in an object-like manner, so that each execution block is represented by an object with a data core and methods for executing the code, updating input files with new parameter values, or parsing output files to extract new output values. Since many MDO algorithms at present use partitioning of the problem into subsets and performing analyses or complete optimizations of each subsystem, iSIGHT allows the user to group simcodes or calculations into such subsystems. The simplest code grouping mechanism, called a "Named process", executes all comprising "simcodes" and calculations and provides limited capabilities of flow control. For more complex subsystems the user can create a completely separate "Task" with its own optimization plan, which in this case is referred to as a "Subtask" of the top level "Task", and has the same full spectrum of optimization and analysis capabilities as the top level "Task". Figure 1 shows a simple block-diagram of a "Task" consisting of several execution blocks. Object-based implementation of all execution blocks and approximation models in iSIGHT provides for a very convenient means of association of the latter with the former. Since every approximation model is meant to replace an expensive "exact" analysis performed by a "simcode" or a group of "simcodes" (a "Named process" or a "Subtask") it is natural to associate every model's object with the object of the execution block that the model is approximating. This execution block is then referred to as the "Exact analysis" of the model. The user must make sure that the lists of input and output parameters of the model correspond exactly to those of the "Exact analysis" to mimic the behavior of that execution block. Mismatch between the two lists of the model and its "Exact analysis" will cause problems ranging from poor model behavior (when it tries to approximate outputs not affected by some inputs), to situations when some outputs of an analysis block are not inluded into the model's list of outputs and remain unchanged during approximate analyses.
In the simplest case the entire MDO system analysis can be replaced by one global approximation model. This implies that the top level "Task" is the "Exact analysis" of the model, all inputs of the "Task" become inputs of the model, and all outputs of the "Task" become outputs of the model. Whenever the "evaluation switch" of that model is in the "ON" position, execution of the MDO analysis is replaced by execution of the model. More advanced users of the described MDO environment of iSIGHT can take advantage of the flexibility of approximation models' implementation by defining separate models for specific segments of the "Task" analysis. The user can tailor the model type and values of the model setup parameters to suit the nature of the analysis code in the best possible way. This allows for approximation models to be built in the design space used by the associated analysis tool instead of the global design space used by the optimizer, possibly reducing the dimensionality of the model's design space and making it more accurate when approximating that analysis code.
As previously mentioned, all models have a suite of methods for operating on the model data and communicating with the execution blocks and the global MDO environment of iSIGHT. The list of methods and the actions that they perform is as follows:
• "InitializeModel" -This method performs the model initialization according to the "Initialization mode" of the model (described later). This involves either executing the "Exact analysis" a certain number of times to obtain data for model construction, or reading a file with data. When a model is defined in iSIGHT, an object representing the model is created with an empty container for the model data.
Executing this method results in filling in the data container and bringing the model into the ready-to-use state.
• "ResetModel" -This method will reset the model to the non-initialized state by simply emptying the data depository of the model. This method is needed if the user wants to re-initialize the model in a different location
Calculation1 of the design space without having to delete the model and then create a new one.
• "UpdateModel" -This method will update the model with the current design information. Executing this method ensures that the model is valid for the current design and involves different actions for different types of models -from simply including the design data into the model data set for RSM, to a complete re-initialization for TSA and VCM types of models.
• "EvaluateModel" -This method will perform an "approximate" analysis of the current design point (execute the model itself) and update the values of the output parameters in the global MDO environment.
• "SaveModel" -This method will save the model data into a file which can later be used by iSIGHT to initialize a model of the same type. Besides the core model data, values of some model parameters are saved into the file (e.g., the number of inputs and outputs). This ensures that no attempt is made to use the file for a model with different setup parameters. This method allows the user to preserve valuable information gathered by an approximation model and reuse it if necessary in another optimization run. "Initialization mode" of a model mentioned earlier defines the type of procedure used to gather required data for model construction. The two primary ways of obtaining the data and two corresponding values of the "Initialization mode" are: (1) "process" -execute the "Exact analysis" of the model, and (2) "reuse" -read a file with a previously saved set of model data of a model of the same type. Models of all types (RSM, TSA, or VCM) can use both of these "Initialization modes". Since RSM type approximations do not have any strict requirements on the design point distribution (aside from different optimality criteria for the data set to improve the fit), any set of previously analyzed designs can be used for RSM construction. Thus, RSM approximations can have another "Initialization mode" value -"database", which means that a database file with values of input and output parameters is to be read in and the obtained data used for constructing the model.
Object association of the execution block ("Exact analysis") and the model has led to another convenient concept -"evaluation state" (or "evaluation switch") of the approximation model. The "switch" can assume two values -"ON" and "OFF". The concept of the "evaluation switch" allows for automation of the execution process during an analysis of an MDO "Task" in the following way. When an approximation model is associated with one of the segments of the "Task", the corresponding object of that segment ("Exact analysis" of the model) receives a record of the model in its data depository. The execution method of that object is extended to include the check for the "evaluation state" of the associated model. If at the moment of executing the "Exact analysis" the model is "ON", the execution is immediately passed to the model object. If the model is "OFF", the execution of the "Exact analysis" continues in the normal fashion. The result of using this concept is that the formulation of the MDO analysis is completely independent of the existence of approximation models. Likewise, defining new approximation models for segments of an MDO "Task" does not require any changes to the sequence of the execution blocks of the "Task". Substitution of an approximation model for one of the execution blocks of the "Task" is controlled by the "evaluation switch" of that model and is done automatically at run time. Figure 3 shows a flow-chart of a "Task" execution process with two "simcodes" that have approximation models defined for them. Figure 3 . Flow of control during a simple "Task" execution. "Simcodes" are replaced with the models during "approximate" analyses.
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Implementation Features of Approximation Concepts
Response Surface Models
Creation of a response surface model requires performing a certain number of "exact" analyses prior to the optimization process. The number of analyses depends on the size of the model polynomial, which in turn is determined by the number of design variables and the order of the polynomial. The accuracy of the response surface model is highly dependent on the amount of information used for its construction (number of supplied designs), shape of the exact response function being approximated, and volume of the design space in which the model is constructed. In a sufficiently small volume of the design space any function may be approximated by a quadratic polynomial with good accuracy, thus response surface models rarely use polynomials of order higher than two. If a model is used outside of the design space where it was constructed, its accuracy is impaired due to extrapolation errors.
A significant amount of research related to the RSM is concentrated on finding the sufficient number of design points and the best way to distribute them in the design space for obtaining a good fit of the model polynomial to the actual function. The optimum found from a response surface model is only as good as the model itself, thus improving the accuracy of the models is one of the important goals of an MDO designer. The simplest way to increase the accuracy of a model is to use a smaller portion of the design space for model construction and to increase the number of designs used for "exact" analyses. Experience shows that to obtain a reliable fit of the function, the number of designs used for constructing a model should be at least 2-3 times the number of polynomial coefficients, and even this does not always guarantee low prediction errors of the model in the regions explored by the optimizer. While increasing the number of designs and/or reducing the volume of the design space covered by a model certainly improves the model's accuracy, this approach has some major disadvantages. The cost of model generation is increased and the chances of the optimum configuration being left outside of the valid region of the model become higher. The first dilemma may become increasingly acute for problems with large numbers of design variables and may result in the cost of optimization actually being higher with approximations than without them, thus defeating their main purpose. The latter problem may cause the optimization to fail to find a global optimum with the initially constructed model and require construction of a new model near the optimum design or extension of the design space spanned by the initial response surface model.
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A different approach to RSM implementation was used in iSIGHT. iSIGHT uses what can be called "adaptable" RSM implementation. In this approach, a minimum number of designs are used to construct an initial model around the baseline design. Typically, a linear model is constructed initially, although the user has an option to request a quadratic initial model. For a linear model, this number would be (N inp +1), where N inp is the number of inputs. After the best design is found using this model within the specified design space bounds, the design is analyzed using the "Exact analysis", the data is included into the model data set, and the model is regenerated. The cycle is repeated with new design space bounds and the model is updated with another optimum design for the current model state. Each additional design in the model data set allows for the definition of one additional quadratic term in the polynomial, up to a full quadratic, after which a least squares fit is used for calculating the coefficients. Since the initial designs constitute only a small fraction of the total data set of the model, their effect is diminished and their distribution in the design space is of much less importance than in the case when all designs for model construction are distributed and analyzed up front. iSIGHT uses Start Task
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End Task randomly generated or DOE generated designs for the initial model. The described approach allows the model to be built at run time following the path of the optimizer, and automatically provides more designs for the model near the region of the optimum, resulting in the increased accuracy of the model near the optimum design. In most simple problems convergence occurs before a full quadratic polynomial is constructed or soon thereafter. In more complicated problems with functions of non-trivial shape, restarting of optimization and regenerating of the response surface model may still be required. The algorithm proved to be very efficient and reliable and was tested on several realistic design problems.
The order in which the quadratic coefficients of the model polynomial are defined is determined by the order of input parameters of the model. As more and more design points become available, pure quadratic terms are first calculated, and then mixed coefficients are defined. More research may be required to determine the effect of the order of defining the coefficients on the model performance, although the few attempts of investigating this effect showed it to be very subtle or even unnoticeable in most cases. The most logical direction of such experiments would be to use the results of a DOE study and ANOVA to determine the most important input parameters, and then use that information for setting the order of defining the model coefficients. 16 
Taylor Series Approximations
Ordinary Taylor Series Approximations (TSA) are based on representing the function of interest as a Taylor series and truncating it to the low order terms, usually to the terms of order 1 (first degree TSA). This basically leads to representing the unknown function as a first order polynomial in which the constant term is defined by the function value at the baseline design, and the coefficients are gradient components and are usually determined by finite differencing. In this work all approximations that use gradients of the function and its value at the baseline design point are categorized as TSA. Five different sub-types were defined for TSA:
1) "linear" -ordinary first-order Taylor series approximation of the form, 17 2) "reciprocal" -one of the linear approximation types that uses reciprocals of the input variables for model function, 5 considered beneficial in certain structural problems where constraint functions become linear if transformed to use reciprocals of the sizing design parameters, has the following form, 17 3) "hybrid" (also called "conservative" in some literature) -modification of the reciprocal approximation of the form, where r is the non-linearity index, which is different at each iteration, but is the same for all input parameters. The approximation function has the form, 14 5) "twopoint2" ("TANA2") -one of the twopoint adaptive non-linear approximation types, 14 uses intervening variables in the form, where p i are non-linearity exponents, which are different for each input parameter. The approximation has the following form, In the above formulae, a k (X) is the approximate function at step k, f(X) is the exact function, g i is a partial derivative of f with respect to the i-th variable; please, see the references for more details.
All sub-types of TSA require the value of the function and its gradients at the baseline design point. Typically, gradients are obtained by forward finite differencing the output function, which involves execution of the "Exact analysis" of a model (N inp +1) times, where N inp is the number of input parameters. Since both twopoint approximation types require function (and gradient for TANA2) data at two different design points, during the first iteration they are each replaced by the "hybrid" TSA. After the first optimization cycle is complete and a new baseline point is defined, two-point approximations become fully initialized and functional.
Numerous analysis tools exist which can provide analytical gradients of the output parameters along with their values (e.g., structural codes, such as MSC/NASTRAN, ABAQUS, and others). Using the gradients calculated by such analysis tools avoids numerous "exact" analyses needed for initializing a TSA model. iSIGHT provides the user with the capability to supply gradients for TSA model construction. If this feature is used, only one "exact" analysis is required to initialize or update a TSA model (recall, that for TSA models updating means reinitialization of the model with the current design as the new baseline point).
Variable Complexity Models
Variable Complexity Models provide a convenient means of applying correction factors to the results of a less expensive and less accurate analysis tool so that they match the outputs of a more expensive higher fidelity analysis code. Thus, initialization of a VCM model involves execution of the higher fidelity code ("Exact analysis" of the VCM model) and the lower fidelity tool at the same design point, and then calculating the correction factors. During optimization the less expensive code is used throughout each optimization cycle with the correction factors applied to the output values. After converging within a design subspace around the baseline design, the model is updated (re-initialized), that is, both codes are executed again and new correction factors are calculated. An example of such a situation may be using a Navier-Stokes CFD flow solver as the "Exact analysis" (hours of CPU time) and an Euler CFD code as the less expensive analysis tool (tens of minutes of CPU time). A VCM model in iSIGHT keeps values of correction factors for each output parameter of the analysis tools and applies them to the outputs of the lower fidelity tool when an "approximate" analysis is performed.
Optimization Algorithm
When approximation models are used in optimization, the original optimization problem is replaced by a sequence of approximate suboptimizations referred to as optimization cycles. During each of such optimization cycles a complete optimization is performed with respect to the current approximation models. Recall that the entire "Task" analysis need not be replaced by an approximation model; instead some segments of the MDO analysis may be executed "exactly", and others "approximately". A "Task" analysis which has at least one segment executed "approximately" (replaced by an approximation model), is considered an "approximate" analysis. After each optimization cycle all approximation models that were used in optimization are updated, and the process is repeated until convergence. The maximum number of optimization cycles is set by the user. If RSM type models are used in optimization this number generally should not be considerably greater than the number of additional designs required to construct a full quadratic polynomial. Experience has shown that if the optimization does not converge when the number of designs is 1.5-2 times greater than the number of model coefficients, it is best to re-initialize the models and restart optimization from the best design point with a smaller move limit value.
A modified trust region strategy 17 was used for controlling the value of the move limit during optimization. The modification was related to the use of RSM approximations which in general are not required to match the value of the exact function at the baseline design, whereas the original formulation of the trust region framework requires both approximate and exact function values to be identical at the starting point. The value of the trust region ratio (the ratio of the actual and predicted function decrease) was calculated as follows, where f(x) is the exact function value, a(x) is the approximate value, and s is the displacement vector. 17 Due to the features of the RSM implementation, in which the number of designs used for model construction follows the number of the polynomial coefficients, the approximate function value matches the exact value for the starting design of an optimization cycle. Thus, the formulation of the trust region ratio remains valid. At times when the number of designs exceeds that of the model coefficients and a least squares fit is used, discrepancies exist between the approximate and exact function values at the starting design. However, these discrepancies are usually not large and the above formulation still provides a reasonable indication of the accuracy of the models. Using the concept of the "evaluation switch" of the models, the job of the optimizer is extended to include turning the models "ON" and "OFF" depending on whether an exact or an approximate analysis is required at the moment. The "Task" analysis formulation remains intact and replacement of the required analysis segments by approximation models is done automatically using the object association described earlier. Convergence criterion for this optimization process is formulated based on the point of diminishing returns in terms of the objective and penalty function for a certain number of optimization cycles. Figure 4 shows a flow-chart of the optimization process with approximation models.
Applications
Conceptual MDO of a Ship
This flexible implementation of approximations has been applied to the conceptual design of an oil tanker ship, where several disciplines are analyzed to provide one complete system analysis. 11 The disciplines involved in the analysis include: (i) hydrodynamics: involves engine propulsion calculations, wave and skin resistances (drag) modules, stability factor and range calculations; (ii) structures: involves weights and stress calculations; and, (iii) cost: total ship cost and the return-oninvestment (ROI) computations.
Six design variables, including, hull length, deck height, hull thickness, deck thickness, installed engine horse power, and fuel weight, were considered.
The mathematical formulation of the optimization problem is as follows: Three different optimization scenarios are considered: 1) optimization without approximation models, 2) optimization with one global RSM approximation for the entire system analysis, and 3) optimization with two approximation models, RSM for "Hydro" module and TSA for "Struct" module, assuming that these two segments of the "Task" analysis are the most costly ones, and "Cost" module requires little computational time. Figure 6 shows a block diagram of the object association of the models and analysis modules. The baseline design is a highly infeasible design with a scaled ROI value of 1.0. In all three cases the optimizer converged to designs close to the known optimal design. The values of objective, penalty and number of "exact" analyses for each scenario are presented in Table 1 . The flexible approximation concepts' framework is currently being tested on the MDO problem of preliminary design of a transport aircraft. In this problem, the task is to design a passenger transport aircraft for a specified mission of 2900 Nm and a payload of 188 passengers. Five design variables, wing span (b), wing area (S), fuselage length (l), installed thrust (T i ), and takeoff weight (W to ) can be varied, and the objective is the maximization of aircraft productivity, expressed through the productivity index,
The design is subject to the usual FAR regulations with respect to one-engineinoperative performance, and has additional constraints on the take-off and landing field length, aspect ratio, and useful load fraction.
As Figure 7 shows, the problem has two feedback loops indicated by the data links below the main diagonal. The speed for the best range is determined in the "Aero" module and passed back to the "Drag" module, and the required fuel ratio is determined in the "Weight" module and passed back to the "Aero" module.
The MDO environment of iSIGHT with described approximation capabilities allows for creation of multiple approximation models for individual analysis modules of the aircraft design problem. TSA models are used for all four analysis codes and optimization runs are performed replacing one module at a time or all modules simultaneously. No definite results are available at the moment as the work on the problem is still in progress and no conclusions can be made on the final effect of using approximations for the problem. Nonetheless, the flexibility of the described MDO framework 
Summary
A flexible object-based implementation of approximation concepts in an MDO environment was presented. The implementation concept allows for the use of multiple approximation models of different types simultaneously in one MDO problem. The formulation of the MDO analysis is independent of the number and types of the existing approximation models within the environment. Execution sequence of the MDO problem is unchanged when approximation models are used in optimization and replacement of an analysis segment by the model is done automatically at run time when an "approximate" analysis is required.
Object-based implementation of models provides convenient mechanisms for data manipulation and storage by providing the user with methods for initialization, updating, execution and saving approximation models. 
