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Abstract
Regression trees and their ensemble methods are popular methods
for non-parametric regression — combining strong predictive performance
with interpretable estimators. In order to improve their utility for smooth
response surfaces, we study regression trees and random forests with lin-
ear aggregation functions. We introduce a new algorithm which finds the
best axis-aligned split to fit optimal linear aggregation functions on the
corresponding nodes and implement this method in the provably fastest
way. This algorithm enables us to create more interpretable trees and
obtain better predictive performance on a wide range of data sets. We
also provide a software package that implements our algorithm. Apply-
ing the algorithm to several real-world data sets, we showcase its favor-
able performance in an extensive simulation study in terms of EMSE and
demonstrate the improved interpretability of resulting estimators on a
large real-world data set.
1 Introduction
Classification and Regression Trees (CART) (Morgan and Sonquist, 1963; Breiman
et al., 1984) have long been used in many domains. Their simple structure
makes them interpretable and useful for statistical inference, data mining, and
visualizations. The Random Forests (RF) (Breiman, 2001) algorithm and the
Gradient Boosting Machine (GBM) (Friedman, 2001) build on these tree algo-
rithms. They are less interpretable and more laborious to visualize than single
trees, but they often perform better in predictive tasks and lead to smoother
estimates (Bu¨hlmann et al., 2002; Svetnik et al., 2003; Touw et al., 2012).
∗These authors contributed equally to this work.
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As these tree-based algorithms predict piece-wise constant responses, this
leads to (a) weaker performance when the underlying data generating process
exhibits smoothness, (b) relatively deep trees that are harder to interpret, and
(c) bias that makes valid inference and confidence interval estimation difficult.
To address these weaknesses, we study regression trees with a linear aggrega-
tion function implemented in the leaves. Specifically, we introduced three core
changes to the classical CART algorithm:
1. Instead of returning for each leaf the mean of the corresponding training
observations as in the classical CART algorithm, we fit a ridge regression
in each leaf. That is, for a unit that falls in a leaf S, the tree prediction
is
µˆ(xnew) = x
t
new(X
t
SXS + λI)
−1XtSYS , (1)
where YS is the vector of y-values of the training observations that fall in
leaf S, XS is the corresponding design matrix for these observations, and
λ ∈ R+ is a regularization parameter.1
2. Crucial to the success of such an aggregation function, we take the fact
that we fit a regularized linear model in the leaves into account when
constructing the tree by following a greedy strategy that finds the optimal2
splitting point at each node. That is, for each candidate split that leads to
two child nodes SL and SR, we take the split such that the total MSE after
fitting an `2-penalized linear model on each child is minimized. This is
very difficult, and we believe that one of our main contributions is that we
found a very efficient way to find this optimal splitting point. We discuss
in detail how the optimal splitting point is calculated in Section 2.
3. Furthermore, we use a cross-validation stopping criteria that determines
when to continue splitting as opposed to when to construct a leaf node.
After selecting the optimal split, the improvement in R2 that is introduced
by the potential split is calculated. If the potential split increases the R2
by less than a predetermined stopping value, then the splitting procedure
is halted and a leaf node is created. This leads to trees that can create
large nodes with smooth aggregation functions on smooth parts of data,
while taking much smaller nodes which mimic the performance of stan-
dard CART aggregation on separate subsets of the response surface. This
adaptivity over varying degrees of smoothness is displayed below in Figure
1 and explored in greater detail in Section 3.
These changes improve the predictive performance of such Linear Re-
gression Trees (LRT) substantially, and—as we see in Section 3—it compares
favorably on real-world examples when used in a Linear Random Forests (LRF)
ensemble. We also connect it with an effective tuning algorithm, and we find
1In a more elaborate version of the algorithm, the observations in leaf S are a subset that
is independent of the subset of training observations used to create the skeleton of the trees.
2We define what we mean by optimal in Section 2.
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Figure 1: Comparison of the classical CART and LRT. The top of the figure
shows the Linear Regression Trees and the classical CART, and the lower part
shows the density of the training set.
that it can behave like both a regularized linear model and a CART/RF estima-
tor depending on the chosen hyperparameters. This adaptivity as an estimator
is explored in a set of experiments in Section 3.
The linear response functions in turn lead to much shallower trees with-
out losing predictive performance. This improves the interpretability of the
trees substantially—a direction which has always been a major motivation for
studying regression trees with linear aggregation functions (Karalicˇ, 1992).
In Section 4, we illustrate the advantages for interpretability using a large
dataset measuring the treatment effect of several treatments on voter turnout
(Gerber et al., 2008). We adapt the S-Learner with random forests as imple-
mented in causalToolbox (Ku¨nzel et al., 2019) to use the linear aggregation
function of linear regression trees. We then use the plot function from the
forestry package to visualize several trees in Figure 3 and the regression coeffi-
cients of their leaves. This allows us to identify groups of potential voters with
similar voting behavior, make inference on their future voting propensity, and
see the effects different mailers have on future voter turnout.
1.1 Literature
Studying regression trees with linear aggregation functions has a long history.
The earliest reference we are aware of is by Breiman and Meisel (1976) which
precedes the original CART publication (Breiman et al., 1984). The algorithm
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can be interpreted as a tree algorithm: At each node, the algorithm attempts to
introduce a new split along a randomly oriented plane. It then fits a linear model
in both children, and it accepts the split if it sufficiently reduces the residual
sum of squares as captured by an F-ratio test. If the split is not accepted, the
algorithm attempts more splits a limited number of times before declaring the
node a leaf node.
There has been much research that builds on this first algorithm, and many
different variants of it have been proposed. Apart from a few exceptions (Zhu
et al., 2015), the trees are constructed in a recursive strategy and the main dif-
ferences between the algorithms are, how the splits are generated—the splitting
criteria—and when splitting is halted for a node to be defined as a leaf—the
stopping criteria.
For the splitting criteria, there have been many different suggestions. Torgo
(1997) spans the trees similar to the standard CART algorithm without adap-
tations to the new aggregation function. Chaudhuri et al. (1994) and Li et al.
(2000), on the other hand, fit a linear model, or more generally, a polynomial
model, on all units in the current node and then suggest a split by looking at
the residuals of the fitted model. Zeileis et al. (2008) and Rusch and Zeileis
(2013), in turn, use a two-step procedure to find a good split. In the first step,
the algorithms also fit a linear model on all units in the current node, and they
then screen for good splitting covariates using a test statistic that can be com-
puted relatively fast. In a second step, the algorithm then exhaustively searches
through all possible splits along the selected features.
While it is possible to grow trees until there is only one observation left in
each leaf, it is useful to have tree structures with more than one observation per
leaf. This is particularly important when using a linear aggregation function.
However, the exact number of observations which should be in each leaf is much
harder to determine. Early stopping and pruning of the trees after they have
been trained have both been used for regression trees with linear aggregation
functions. For example, Quinlan et al. (1992) and Gama (2004) build linear
models in the pruning phase of each leaf, while Chaudhuri et al. (1994) use a
stopping criterion that is based on cross-validation and attempts to estimate
whether a further split sufficiently improves the mean squared error.
While it is always possible to bootstrap these algorithms and combine them
with ideas introduced in Random Forests (Breiman, 2001), these ideas were
mainly studied as regression trees, even though one would expect better predic-
tive power and smoother prediction surfaces in the bagged versions (Bu¨hlmann
et al., 2002). Additionally, some of these algorithms would be computationally
too expensive to be used in a bagged version.
However, there has been some work done combining RF and bagged trees
with linear models. Bloniarz et al. (2016) followed ideas by Hothorn et al. (2004),
Lin and Jeon (2006), and Meinshausen (2006) to interpret random forests as an
adaptive potential nearest neighbor method. Their method, SILO (Supervised
Local modeling), uses the random forests algorithm to provide a distance mea-
sure, w, based on the proximity distance of random forests, and it then defines
the random forests prediction, gˆ(x), as a local linear model (Stone, 1977) via
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the following two step process:
fˆx(·) = arg min
f∈F
N∑
i=1
w(xi, x)(yi − f(xi − x))2,
gˆ(x) = fˆx(0),
(2)
where F is some set of functions. In their paper, they focused in particular
on linear models and demonstrated its superior performance over other local
models such as LOESS (Cleveland and Devlin, 1988) and untuned RF.
In a very recent paper, Friedberg et al. (2018) also combined random forests
with linear models. Their work is similar to that of Bloniarz et al. (2016) in
the sense that they also use the proximity weights of random forests to fit a
local linear model. Specifically, they focus on linear models, and they fit a ridge
regularized linear model,(
µˆ(x)
θˆ(x)
)
= arg min
µ,θ
{
n∑
i=1
w(xi, x)(yi − µ− (xi − x)tθ)2 + λ||θ||22
}
, (3)
and use µˆ(x) as the estimate for E[Y |X = x]. Similar to Chaudhuri et al. (1994),
they adapt the splitting function to account for the fitting of such local models.
When evaluating a split on a parent node P, the split is adapted by fitting a
ridge regression in each parent node P to predict YˆP,Ridge from XP and then
the standard CART splitting procedure on the residuals YP − YˆP,Ridge is used to
select a splitting point. This results in a fast splitting algorithm which utilizes
the residuals to model for local effects in forest creation and optimize for the
fitted models which are later used for regression.
1.2 Our contribution
Our main contribution is to develop a fast algorithm to find the best partition
for a tree with a ridge regularized linear model aggregation function. To our
knowledge, we are the first to develop and analyze this algorithm, even though
there are software packages that have not publicized their source code that might
use a similar idea. In Section 2, we explain the algorithm and we show that its
run time isO(m∗(n∗log(n)+n∗p2)) where n is the number of observations in the
current node, p is the number of dimensions that is fit with a linear model, and m
is the number of potential splitting covariates. In Section 3, we use the splitting
algorithm with random forests, and we show that it compares favorably on
many data sets. Depending on the chosen hyperparameters, the LRF algorithm
can then behave and perform similarly to either the default RF algorithm or a
ridge regularized linear model. Because the algorithms can be trained relatively
fast, we were able to connect them with a tuning algorithm, and show how it
can quickly adapt to the underlying smoothness levels in different datasets. In
Section 4, we then apply a simple LRT to a real data set to show how its simple
structure lead to a deeper understanding of the underlying processes.
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1.3 Software example
An implementation of this algorithm is used in the forestry package and can,
for example, be used in random forests using the linear = TRUE option.
forest <- forestry(x = iris[,-1],
y = iris[,1],
linear = TRUE ,
overfitPenalty = 2)
predict(forest , feature.new = iris[,-1])
2 The Splitting Algorithm
Random forests are based on a regression tree algorithm, which is in turn based
on a splitting algorithm. This splitting algorithm is used in most tree-based
algorithms to recursively split the space into subspaces which are then encoded
in a binary regression tree. In this section, we first motivate and describe the
new splitting algorithm and then discuss its asymptotic runtime.
To setup the notation, assume that we observe n observations, (Xi, Yi)
n
i=1.
Xi ∈ Rd is the d-dimensional feature vector and Yi ∈ R is the dependent variable
of unit i. For a feature ` ∈ {0, . . . , d}, the goal is to find a splitting point s to
separate the space into two parts,
L := {x ∈ Rd : x[`] < s}, R := {x ∈ Rd : x[`] ≥ s}. (4)
We call L and R the left and right sides of the partition respectively.
In many tree-based algorithms, including CART, RF, and GBM, the splitting
point s∗ is a point that minimizes the combined RSS when fitting a constant in
both parts of the space,
s∗ ∈ arg min
s
∑
i:Xi∈L
(
Yi − Y¯ L
)2
+
∑
i:Xi∈R
(
Yi − Y¯ R
)2
. (5)
Here Y¯ L is the mean of all units in the left partition and Y¯ R is the mean of all
units in the right partition. Note that L and R are functions of s.
We generalize this idea to Ridge regression. We want to find s∗ that mini-
mizes the overall RSS when- in both partitions- a Ridge-regularized linear model
is fitted instead of a constant value.
s∗ ∈ arg min
s
∑
i:Xi∈L
(
Yi − Yˆ Li
)2
+
∑
i:Xi∈R
(
Yi − Yˆ Ri
)2
. (6)
Now Yˆ Li is the fitted value of unit i when a Ridge regression is fit on the left
part of the split, and similarly, Y Ri is the fitted value of unit i when a Ridge
regression is fit on the right part of the split.
To find an s∗ that satisfies (6), it would be enough to exhaustively search
through the set S = {Xi[`] : 1 ≤ i ≤ n}. However, if feature ` is continuous,
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then there are n potential splitting points. Fitting a ridge regression in both
parts and computing the RSS for each potential splitting point thus requires at
least n2 steps. This is too slow for most data sets, since the splitting algorithm
is applied up to dn times when constructing a single regression tree.
2.1 Fast and exact ridge splitting algorithm
In the following section, we describe an algorithm that computes the exact
solution of (6) in quasilinear time by using an online update for the RSS after
fitting a ridge regularized linear model. Specifically, the algorithm first sorts
the realized values of feature ` in ascending order. To simplify the notation, let
us redefine the ordering of the units in such a way that
X1[`] < X2[`] < · · · < Xn[`].
Such a sorting can be done in O(n log n).3
The algorithm then checks the n−1 potential splitting points that lie exactly
between two observations,
sk :=
Xk[`] +Xk+1[`]
2
, for 1 ≤ k ≤ n− 1.
We define
L(k) := {x ∈ Rd : x[`] < sk}, R(k) := {x ∈ Rd : x[`] ≥ sk}, (7)
and the RSS when splitting at sk as RSS(k),
RSS(k) :=
∑
i:Xi∈L(k)
(
Yi − Yˆ L(k)i
)2
+
∑
i:Xi∈R(k)
(
Yi − Yˆ R(k)i
)2
. (8)
Once again, Yˆ
L(k)
i is the fitted value of unit i when a Ridge regression is fit on
the left part of the split, and similarly, Y
R(k)
i is the fitted value of unit i when a
Ridge regression is fit on the right part of the split. We are interested in finding
k∗ = arg min
k
RSS(k). (9)
2.1.1 Decomposition of the RSS
Let us first state the ridge-regression for the left partition (Hoerl and Kennard,
1970). For a given λ > 0 and leaf, L, we want to find (βˆ, cˆ) that minimize the
ridge penalized least squares equation,
(βˆ, cˆ) = arg min
(β,c)
∑
i:Xi∈L
(
Yi −XTi β − c
)2
+ λ‖β‖22. (10)
3We assume here that Xi[`] 6= Xj [`] for all j 6= j. We refer to our implementation in
forestry (Ku¨nzel et al., 2019) for the general case.
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A closed form solution of this problem can be derived by setting the gradient of
this loss function equal to zero,[
βˆ
cˆ
]
=
(
n∑
i=1
[
Xi
1
] [
XTi 1
]
+ λ
[Id 0
0 0
])−1 n∑
i=1
Yi
[
Xi
1
]
. (11)
For a set H ⊂ Rd, define
AH :=
∑
i:Xi∈H
[
Xi
1
] [
XTi 1
]
+ λ
[Id 0
0 0
]
SH :=
∑
i:Xi∈H
Yi
[
Xi
1
]
,
GH :=
∑
i:Xi∈H
[
Xi
1
] [
XTi 1
]
.
With this notation, we can decompose RSS(k),
RSS(k) =
∑
i:Xi∈L(k)
(
Yi −
[
XTi 1
]
A−1L(k)SL(k)
)2
+
∑
i:Xi∈R(k)
(
Yi −
[
XTi 1
]
A−1R(k)SR(k)
)2
= ΦL(k) + ΦR(k) +
n∑
i=1
Y 2i .
Here, we used the definition that for a set H ⊂ Rd,
ΦH := S
T
HA
−1
H GHA
−1
H SH − 2STHA−1H SH . (12)
As
∑n
i=1 Y
2
i is constant over k, it can be discarded when considering the opti-
mization problem and thus,
arg min
k
RSS(k) = arg min
k
ΦL(k) + ΦR(k). (13)
2.1.2 Update Step from k to k + 1
In order to have a manageable overall runtime for a split, we need to quickly
find the minimizer of (9) by looping through from k = 1 to k = n.
1. The algorithm first computes SL(1), A
−1
L(1), GL(1), SR(1), A
−1
R(1), and GR(1),
and computes the RSS(1).
2. The algorithm now computes the RSS(k) for k ≥ 2 in an iterative way:
(a) SL(k), GL(k), SR(k), andGR(k) can be directly computed from SL(k−1),
GL(k−1), SR(k−1), and GR(k−1) by a simple addition or subtraction.
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(b) For A−1L(k) and A
−1
R(k), we use the Sherman-Morrison Formula:
AL(k) = A
−1
L(k−1) −
A−1L(k−1)
[
xk
1
] [
xTk 1
]
A−1L(k−1)
1 +
[
xTk 1
]
A−1L(k−1)
[
xk
1
] , (14)
AR(k) = A
−1
R(k−1) +
A−1R(k−1)
[
xk
1
] [
xTk 1
]
A−1R(k−1)
1− [xTk 1]A−1R(k−1) [xk1
] . (15)
An explicit implementation of the split algorithm can be found in Algorithm 1.
2.2 Runtime Analysis of Finding Split Points
The ability to use an online update for calculating the iterated RSS at each step
is crucial for maintaining a runtime that can scale in quasilinear runtime. Here
we will provide a detailed breakdown of the runtime for calculating the best
split point on a given feature. As we have several steps for updating the RSS
components, the runtime depends on both the number of observations, as well
as the number of features and therefore may be affected by either. We begin
each split by sorting the current split feature taking O(n log n) time. Within the
split iterations, we iterate over the entire range of split values once, however, at
each step we must update the RSS components.
While updating the A−1 component, as we use the Sherman-Morison For-
mula to update the inverse of the sum with an outer product, we must compute
one matrix vector product (O(d2)), one vector outer product (O(d2)), one vector
inner product (O(d2)), division of a matrix by scalars and addition of matrices
(both O(d2)). While updating the G component, we need to both add and
subtract an outer product (both O(d2)), and while updating the S component,
we need to add and subtract a vector (O(d)). At each step of the iteration,
we must evaluate the RSS of the right and left models. To do this, we need 8
matrix vector products, each of which is O(d2), and 4 vector inner products,
each of which is O(d). Putting these parts together gives us a total run time of
O(n log n+nd2) to find the best split point for a given node with n observations
and a d-dimensional feature space.
2.3 Early Stopping
As we will see in Section 3, early stopping can prevent overfitting in the re-
gression tree algorithm and the RF algorithm. Furthermore, as we discuss in
Section 4, it leads to well performing yet shallow trees that are much easier to
understand and interpret.
We use a one step look-ahead stopping criteria to stop the trees from grow-
ing to deep. Specifically, we first compute a potential split as outlined in the
9
Algorithm 1 Find Split to Minimize Sum of RSS
Input: Features: X ∈ Rn×d,
Dependent Outcome: Y ∈ Rn,
overfitPenalty (regularization for split): λ ∈ R+,
Output: Best Split point k
1: procedure FindBestSplitRidge
Initialization:
2: A−1L1 ←
([
X1
1
] [
XT1 1
]
+ λ
[Id 0
0 0
])−1
3: A−1R1 ←
(∑n
i=2
[
Xi
1
] [
XTi 1
]
+ λ
[Id 0
0 0
])−1
4: SL1 ← Y1
[
X1
1
]
5: SR1 ←
∑n
i=2 Yi
[
Xi
1
]
6: GL1 ←
[
X1
1
] [
XT1 1
]
7: GR1 ←
∑n
i=2
[
Xi
1
] [
XTi 1
]
8: Compute the RSS sum:
RSS1 ←STL1A−1L1GL1A−1L1SL1 − 2STL1A−1L1SL1
+ STR1A
−1
R1GR1A
−1
R1SR1 − 2STR1A−1R1SR1.
9: for k = 2, . . . , n do
10: A−1L(k) ← Update A inv(A−1L(k−1), Xk, leftNode = TRUE)
11: A−1R(k) ← Update A inv(A−1R(k−1), Xk, leftNode = FALSE)
12: SL(k) ← SL(k−1) + Yk
[
Xk
1
]
13: SR(k) ← SR(k−1) − Yk
[
Xk
1
]
14: GL(k) ← GL(k−1) +
[
Xk
1
] [
XTk 1
]
15: GR(k) ← GR(k−1) −
[
Xk
1
] [
XTk 1
]
16: Compute the RSS sum for the current split:
RSSk ←STL(k)A−1L(k)GL(k)A−1L(k)SL(k) − 2STL(k)A−1L(k)SL(k))
+ STR(k)A
−1
R(k)GR(k))A
−1
R(k)SR(k) − 2STR(k)A−1R(k)SR(k).
17: return (arg mink RSSk)
Update A inv is defined in Algorithm 2
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Algorithm 2 Update the A−1 Component of the RSS
Input: A−1k−1 ∈ R(d+1)×(d+1),
Xk ∈ Rd,
leftNode (indicator whether this updates A−1L(k) or A
−1
R(k))
Output: Updated matrix A−1k
1: procedure Update A inv
2: zk ← A−1k−1
[
Xk
1
]
3: if leftNode then
4: gk ← −zkz
T
k
1 +
[
XTk 1
]
zk
5: else
6: gk ← zkz
T
k
1− [XTk 1] zk
7: return A−1k−1 + gk
algorithm above. We then use cross validation to compute the R2 increase of
this split and only accept it, if the increase of the split is larger than the speci-
fied minSplitGain parameter. A larger minSplitGain thus leads to smaller
trees. The precise description of this parameter can be found in Algorithm 3.
11
Algorithm 3 Early Stopping: The One Step Look-Ahead Algorithm
Input: Features: X ∈ Rn×d,
Dependent Outcome: Y ∈ Rn,
Indexes of potential left Child: L ⊂ {1, . . . , n},
minSplitGain: m ∈ R,
number of folds: k ∈ {2, . . . , n},
overfit penalty: λ > 0
Output: Boolean: TRUE if split should be implemented, FALSE otherwise
1: procedure Check split
2: Partition {1, . . . , n} into k disjoint subsets: {S1, . . . , Sk}.
3: for i in {1, . . . , k} do
. Predict the outcome without the split:
4: For j ∈ Si set
Yˆ pj =
[
Xj
1
]∑
k∈S¯i
[
Xk
1
] [
XTk 1
]
+ λ
[Id 0
0 0
]−1 ∑
k∈S¯i
Yk
[
Xk
1
]
.
. Predict the outcome with the split:
5: For j ∈ Si ∩ L set
Yˆ cj =
[
Xj
1
] ∑
k∈S¯i∩L
[
Xk
1
] [
XTk 1
]
+ λ
[Id 0
0 0
]−1 ∑
k∈S¯i∩L
Yk
[
Xk
1
]
.
6: For j ∈ Si ∩ L¯ set
Yˆ cj =
[
Xj
1
] ∑
k∈S¯i∩L¯
[
Xk
1
] [
XTk 1
]
+ λ
[Id 0
0 0
]−1 ∑
k∈S¯i∩L¯
Yk
[
Xk
1
]
.
7: Compute the EMSE with and without split:
RSSc =
n∑
i=1
(
Yi − Yˆ ci
)2
and RSSp =
n∑
i=1
(
Yi − Yˆ pi
)2
8: Compute the total variation: tV =
∑n
i=1
(
Yi − Y¯
)2
9: if (RSSc − RSSp)/tV > m then
return TRUE
10: else
return FALSE
For a set S we define its compliment as S¯ := {i : 1 ≤ i ≤ n and i 6∈ S}.
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3 Predictive Performance
It is well known that RF outperforms regression trees, and we have therefore
implemented a version of RF that utilizes our new splitting algorithm. We call
this Linear Random Forests (LRF ) and we demonstrate its predictive perfor-
mance in the following section. A version of LRF is implemented in our forestry
package.4
3.1 Methods and Tuning
In this section, we compare the predictive power of LRF with five competitors:
• The random forest algorithm as implemented in the ranger package
(Wright and Ziegler, 2015) and in the forestry package.
• The Bayesian Additive Regression Trees (BART) algorithm as imple-
mented in the BART package(Chipman et al., 2010).
• Local linear forests (Friedberg et al., 2018) as implemented in the grf
package (Athey et al., 2019).
• The Rule and Instance based Regression Model presented in (Quinlan
et al., 1992) as implemented in the Cubist package.
• Generalized Linear Models as implemented in the glmnet package (Fried-
man et al., 2010).
In most real world prediction tasks, appliers carefully tune their methods
to get the best possible performance. We believe that this is also important
when comparing different methods. That is why we used the caret package
(Kuhn et al., 2008) to tune the hyperparameters of all of the above methods.
Specifically, we used the caret package’s adaptive random tuning over 100 hy-
perparameter settings, using 8 fold CV tuning repeated and averaged over 4
iterations.
3.2 Experiments
LRF is particularly well suited for picking up smooth signals. It can also behave
like a linear model or like classical RFs. To demonstrate this adaptivity, we first
analyze artificially generated examples. We will see that LRF automatically
adapts to the smoothness of the underlying data generating distribution. In the
second part of this study, we show the competitive performance of our estimator
on real world data.
4A version of forestry is available at https://github.com/soerenkuenzel/forestry.
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3.2.1 Adaptivity for the appropriate level of smoothness
We analyze three different setups. In the first setup, we use linear models to
generate the data. Here we expect glmnet to perform well and the default
versions of RF as implemented in ranger and forestry to not perform well.
In the second setup we use step functions. Here we expect RF and other tree-
based algorithms to perform well and glmnet to perform relatively worse. In
the third setup, there are areas that are highly non-linear and other areas that
are very linear. It will thus be difficult for both the default RF algorithm and
glmnet to perform well on this data set, but we expect the adaptivity of LRF
to excel here.
1. Linear Response Surface
In Experiment 1, we start with a purely linear response surface. We sim-
ulate the features from a normal distribution and we generate Y according
to the following linear model:
X ∼ N(0, 1) ∈ R10, ε ∼ N(0, 4)
Y = fL(X) + ε,
fL(X) = −0.47X2 − 0.98X3 − 0.87X4 + 0.63X8 − 0.64X10.
(16)
2. Step Functions
Next, we are interested in the other extreme. In Experiment 2, we sim-
ulate the features from a 10-dimensional normal distribution distribution,
X ∼ N(0, 1) ∈ R10 and we create a regression function from a regression
tree with random splits, 50 leaf nodes, and randomly sampled response
values between -10 and 10 and we call this function fS . Y is then generated
according to the following model:
Y = fS(X) + ε (17)
ε ∼ N(0, 1) (18)
A specific description how fS was generated can be found in detail in
Appendix C.
3. Linear Function with steps
Finally, we look at a data set that exhibits both a linear part and a step-
wise constant part. Specifically, we split the space into two parts and we
combine the regression functions from Experiment 1 and Experiment
2 to create a new regression function as follows:
Y =
{
fL(X) if X1 < .5
fS(X) else
+ ε (19)
ε ∼ N(0, 1). (20)
The results of these simulations for a range of sample sizes can be found in
Figure 2.
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(a) Experiment 1: Linear regression function.
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(b) Experiment 2: Step function.
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(c) Experiment 3: Partly linear and partly a step function.
Figure 2: Different levels of smoothness. In Experiment 1, the response surface
is a linear function, in Experiment 2, it is a step function, and in Experiment
3, it is partly a step function and partly a linear function.
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3.2.2 Real World data sets
To analyze the behavior of these estimators on real data, we used a variety of
data sets. Table 1 describes the metrics of the data sets that we have used and
Table 2 shows the performance of the different estimators. Of these datasets,
Autos describes pricing data and many related features scraped from German
Ebay listings, Bike describes Capital Bikeshare user counts and corresponding
weather features. These datasets are available on Kaggle (Leka, 2016) and the
UCI repository respectively (Fanaee-T, 2013).
The remaining datasets were lifted from Brieman’s original regression per-
formance section (Breiman, 2001), with the test setups altered only slightly. For
the Boston, Ozone, and Servo datasets, we used 5-fold cross validation to esti-
mate the Root Mesan Squared Error (RMSE), for the Abalone dataset, we took
a test set of 50%, and for the three Friedman simulations, we kept Brieman’s
original scheme using 2000 simulated test points.
3.3 Results
name ntrain ntest dim numeric features
Abalone 2089 2088 11 11
Autos 1206 39001 12 6
Bike 869 16510 16 16
Boston 506 9 9
Friedman 1 1000 2000 11 11
Friedman 2 1000 2000 5 5
Friedman 3 1000 2000 5 5
Ozone 330 9 9
Servo 167 13 13
Table 1: Summary of real data sets.
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Table 2: Estimator RMSE compared across real data sets
The results shown in Figure 2 show the results for the different estimators
on the simulated response surfaces detailed in Section 3. As expected, we find
that Regularized Linear Models (RLM) as implemented in the glmnet pack-
age perform very well on Experiment 1 where the response is linear, while it
performs poorly on Experiments 2 and 3. The default random forest estima-
tors implemented for example in ranger performs very well on Experiment 2,
but it performs rather poorly on Experiment 1 and 3, as estimators which can
exploit the linearity benefit greatly here. The estimators which can pick up lin-
ear signals (RLM, LLF, and LRF), perform nearly identically on Experiment 1,
showing a tuned LRF can mimic the linear performance of a purely linear model
such as RLM. Experiment 2 showcases a pure step function, in which smooth
estimators such as RLM and LLF suffer, while RF and boosting algorithms
such as BART excel. In this scenario, the performance of LRF now converges
to match that of the purely random forest algorithms. Finally, in Experiment 3,
the response surface is evenly distributed between smooth response values, and
a step function. In this case, there are areas of weakness for both the smooth
estimators and the RF estimators, but the adaptivity of LRF allows it to adapt
to the differences across the response surface, and fit the appropriately different
estimators on each portion.
The results shown in Table 2 are mixed, but display the adaptivity of LRF
on datasets which are both linear as well as highly nonlinear. The ability to
tune the nodesize in LRF allows for fits which mimic linear models in large
nodes, and closely mimic CART fits in small node sizes. With fast tuning, this
range of variation can be exploited to deliver an estimator which can adapt
itself well to a variety of different response surfaces. This adaptivity results in
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an estimator which can exploit the presence of smooth signals very well and
remain competitive over a wide range of response surfaces.
4 Interpretability
In this section, we want to show how linear aggregation can be used to create
more interpretable trees and we demonstrate this with a large data set about
voter turnout. We will show the usefulness of linear aggregation to better under-
stand the heterogeneity in the data. We first outline the problem of estimating
the Conditional Average Treatment Effect and summarize a few results from
the literature before applying LRF to the data set.
4.1 Social Pressure and Voter Turnout Data Set
We use a data set from a large field experiment that has been conducted by
Gerber et al. (2008) to measure the effectiveness of four different mailers on
voter turnout. The data set contains 344,084 potential voters in the August
2006 Michigan statewide election with a wide range of offices and proposals on
the ballot. The sample was restricted to voters that voted in the 2004 general
election, because the turnout in the 2006 election was expected to be extremely
low among potential voters who did not vote in the 2004 general election.
The specific mailers can be found in Gerber et al. (2008) and we briefly
describe the mailers as follows. Each mailer carries the message ”DO YOUR
CIVIC DUTY — VOTE!” and applies a different level of social pressure. We
present the mailers ordered by the amount of social pressure they put on the
recipients.
• Civic Duty (CD): The Civic Duty mailer contains the least amount of
social pressure and only reminds the recipient that ”the whole point of
democracy is that citizens are active participants in government”.
• Hawthorne (HT): Households receiving the Hawthorne mailer were told
”YOU ARE BEING STUDIED!” and it explains that voter turnout will
be studied in the upcoming August primary election, but whether or not
an individual votes ”will remain confidential and will not be disclosed to
anyone else.”
• Self (SE): The Self mailer exerts even more pressure. It informs the re-
cipient that ”WHO VOTES IS PUBLIC INFORMATION!” and contains
a chart containing the information of who voted in the past two elections
within the household the letter was addressed to. It also contains a field
for the upcoming August 2006 election and it promises that an updated
chart will be sent to the households after the election.
• Neighbors (NE): The Neighbors mailer increases the social pressure even
more and starts with the rhetorical question: ”WHAT IF YOUR NEIGH-
BORS KNEW WHETHER YOU VOTED?”. It lists the voting records
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not only of the people living in the household, but also of those people
living close by and it promises to send an updated chart after the election.
This treatment mailer implies that the voting turnout of the recipients are
publicised to the people living close by and thereby creates the strongest
social pressure.
The randomization was done on a household level. The set of all households
was split into four treatment groups and a control group. Each of the four
treatment groups contained about 11% of all voters, while the control group
contained about 56% of all households.
The data set also contains seven key individual-level covariates: gender, age,
and whether or not the individual voted in the primary elections in 2000, 2002,
2004, or the general election in 2000 and 2002. We also derived three further
covariates from the ones above. We believe that there are voters that generally
have a high voting propensity, but still did not vote in every election. To enable
a tree algorithm to discriminate potential voters with high voting propensity
from those with a low one, we added a new feature that we called Cumulative
Voting History (CVH). It is the number of times the voter has voted within
the last five election before the 2004 general election. Similarly, we define the
Cumulative Primary Voting History (CPVH) as the number of primary elections
a voter has participated in between 2000 and 2004 and the Cumulative General
election Voting History (CGVH) as the number of general elections a voter has
participated in between 2000 and 2002.
Ku¨nzel et al. (2019) analyze the effect of the Neighbors mailer while paying
specific attention to uncovering the heterogeneity in the data. They find strong
evidence of heterogeneous effects using the S-, T- and X-learner combined with
random forests.5 Specifically, they estimate the Conditional Average Treatment
Effect (CATE),
τ(x) = E[Y (1)− Y (0)|X = x].
Here, Y (1) ∈ {0, 1} is the outcome when a unit is treated (is assigned to receive
the Neighbors mailer), Y (0) is the outcome when the unit is in the control group,
and x is the vector of covariates of unit x.
Estimating the CATE is useful for targeting treatment to individuals with a
particularly strong effect. Policy makers could use these estimates to specifically
target individuals with a large CATE. However, researchers are often interested
in better understanding the underlying effects through plots and interpretable
summaries of the estimators. This is, in particular, important for communica-
tion with subject experts and policy makers. Ku¨nzel et al. (2018, 2019), for
example, uncover the heterogeneity by using partial dependence plots and by
looking at specific subgroups that have been defined through subject knowledge
and exhaustive EDAs. They find that the estimated CATE varies with the CVH
and it is suggested that the treatment effect is particularly low for potential vot-
ers who did not vote in any other election before the general election in 2004
5The S-, T- and X-learner are algorithms that can make use of a base algorithm such
as random forests to estimate the CATE. We refer to (Ku¨nzel et al., 2019) for a detailed
description.
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and units that voted in all past elections. These are interesting insights, but it
is unsatisfying that looking into these particular subgroups had to be motivated
by subject knowledge or an EDA of an independent data set.
Using a linear aggregation function in RF directly enables us to understand
the underlying prediction function and we will show this in the following using
the S-learner with random forests. We will see that we do not need to specify
interesting subgroups and that the algorithm uncovers the heterogeneity auto-
matically.
4.2 Making causal mechanisms more interpretable
Recall that in Ku¨nzel et al. (2019), the S-Learner estimates the outcome by using
all of the features and the treatment indicator, without giving the treatment
indicator a special role,
µˆ(x,w) = Eˆ[Y |X = x,W = w].
The predicted CATE for an individual unit is then the difference between the
predicted values when the treatment-assignment indicator is changed from con-
trol to treatment, with all other features held fixed,
τˆ(x) = µˆ(x, 1)− µˆ(x, 0). (21)
We are making four crucial changes to this formulation of S-RF:
1. In the original formulation, the treatment is binary. In our data set, there
are, however, four different treatments and we generalize the S-learner here
to work with multiple treatments at the same time. Specifically, we encode
a treatment indicator for each of the four treatments and we estimate
the response function using all covariates and the treatment indicators as
independent variables,
µˆ(x,w1, . . . , w4) = Eˆ[Y |X = x,W1 = w1, . . . ,W4 = w4].
The CATE for the CD mailer is then defined as
τˆ(x) = µˆ(x, 1, 0, 0, 0)− µˆ(x, 0, 0, 0, 0)
and the treatment effects for the other mailers is defined analogue.
2. In the usual S-RF algorithm, each tree contains several splits on the treat-
ment indicators and the features. To compute the CATE of the NE mailer
at x, the average of the leaf in which (x, 0, 0, 0, 0) falls is subtracted from
the average of the leaf in which (x, 0, 0, 0, 1) falls.6 In our new formu-
lation, we choose to linearly adapt in the four treatment indicators and
6 If (x, 0, 0, 0, 0) falls into a leaf L and on the path to the leaf there was no split on w4,
then also (x, 0, 0, 0, 1) will fall into the same leaf and thus the predicted CATE will be 0 (c.f.
21). This often leads to bias, and can be beneficial when the treatment effect is close to 0.
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we allow splits on all covariates but not the variables that encode the
treatment assignment. In other words, the splits are done in such a way
that a ridge regularized linear model that is linear in the four treatment
indicators minimizes the overall RSS. Figure 3 shows the first four trees
of an S-RF estimator with linear aggregation in the treatment indicators.
Specifically, we chose the overfit penalty, λ, to be 10−8 so that the splits
are essentially linear and the coefficient of the linear models in each leaf
can be interpreted as the average treatment effect in the particular leaf.
3. Another important variation is that for each tree, we split the training
set into two disjoint sets: A splitting set that is used to create the tree
structure and an aggregation set that is used to compute the leaf ag-
gregation. This property has been studied before under different names
(Scornet et al. (2015); Wager and Athey (2017)) to obtain better confi-
dence intervals or prove mathematical properties about the RF algorithm.
Here, we use it to add interpretability and to allow valid inference. Since
the tree structure is independent of the aggregation set, the leaf estimates
are based on a completely independent data set. Thus for a leaf, L, the
regression coefficients become estimates for the average treatment effect
for that leaf,
(τˆ , bˆ) = arg min
(τ,b)
∑
i:Xi∈L
(
Yi −WTi τ − b
)2
+ λ‖τ‖22. (22)
Here Wi ∈ {0, 1}4 is the four dimensional vector containing the indicator
for the treatment group of unit i (e.g., W = (0, 0, 0, 0) encodes the control
group, W = (1, 0, 0, 0) encodes the CD group and W = (0, 1, 0, 0) encodes
the HT group). Xi and Yi are the features and the observed outcome of
unit i and thus {i : Xi ∈ L} is the set of all indices of all units that fall
in leaf L. (τˆ , bˆ) is plotted in the leaves of each node in Figure 3. Take,
for example, the leaf on the very left in the first tree. It contains units
that have never voted in a primary (CPVH < 0.5) and who have also not
voted in the 2002 general election (g2002 = no). The structure and thus
the splits of this tree is based on a set that is disjoint to the subset of the
training set that is used to estimate the coefficients. Thus bˆ (in the plot
untr BL) is an estimate for the voting propensity of voters falling into
this leaf that were in the control group and the τˆ3 (in the plot TE(SE)) is
an estimate for the treatment effect of the Self mailer.
4. If we trained the trees in the random forests algorithm without any stop-
ping criteria other than a minimal node size, we would still get very deep
trees and they might even perform very well in the standard random forest
aggregation. We noticed, however, that for a single tree predictor, train-
ing until purity leads to overfitting and makes it very hard to learn a lot
about the underlying causal effects, since one cannot really understand
trees with several hundred or even thousands of nodes. We then use the
one step look-ahead stopping criteria introduced in Section 2.3.
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4.3 Software Solutions
Regression trees with linear aggregation can be much shallower and therefore
more interpretable without sacrificing predictive performance. However, we
warn to not blindly use only one tree and instead to use several. In the example
below, we created several trees. For each tree, we randomly split the training
data into two parts: the splitting and the averaging set. Since this partitioning
is different for each tree, we find that there is some variation in the trees and
practitioners should consider multiple trees to draw rubust conclusions.
To aid researchers in analyzing regression trees, we implemented a plotting
function in the forestry package that is fast, easy to use, and flexible. It enables
researchers to quickly look at many trees in a RF algorithm. Figure 3 is created
using this package by varying the tree.id parameter to look at different trees.
We recommend using a smaller minSplitGain to draw even more personalized
conclusions.
rft <- forestry(x = x,
y = y,
minSplitGain = .005,
linear = TRUE ,
overfitPenalty = 1e-8,
linFeats = 1:4,
splitratio = .5)
plot(forest , tree.id = 1)
4.4 Interpretation of the results
Let us take a look at the four trees in Figure 3. These trees are not exactly
the same, however, they still describe a very similar and therefore consistent
behavior.
First of all, we notice that the primary voting history (CPVH) appears to be
the most important variable. However, age, the 2002 general election turnout,
and the overall voting history (CVH) appear to be useful features carrying a lot
of information about the voting propensity of the voters and the magnitude of
the turnout.
In each tree, there is a leaf node of potential voters who never or very rarely
voted in the five elections before the 2004 general election. Unsurprisingly,
all of these units have a very low base line estimate for voting in the 2004
primary election (the outcome of interest) when they are not treated. A bit more
surprising, however, is that the treatment effects of the four mailers appear to
be rather small for these units. This contradicts our intuition that for a group
of potential voters with a low baseline, there is a lot of space for improvement
and one might expect large treatment effects.
We also find that in each of the trees there is a subgroup of units that
have voted in at least two out of the three recorded primary elections. As
expected, for these units, the voting propensity is very high even if they do not
receive any of the mailers. The treatment effects are very large as well, which is
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again a bit surprising. After all, for a potential voter i who would vote if they
did not receive any of the mailers (Y (0) = 1), the individual treatment effect,
Di = Yi(1)− Yi(0), can only be 0 or −1.
It is also interesting to see that there are a lot of splits on age at around
53 years. Older voters tend to have a much higher baseline turnout of ap-
proximately 10%. The treatment effects here are very heterogeneous: All trees
suggest that among voters who voted in at least one primary (CPVH > .5
or CVH > 2.5),7 the treatment effects of the different mailers appear to be
pretty similar for the two age groups. On the contrary, for potential voters who
voted in one general election, but never in a primary, the trees suggest that the
treatment effect of the SE and NE mailers is larger for younger voters.
7Since there have been only two general elections reported, a potential voter with CVH >
2.5 implies that they must have voted in at least one primary.
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Figure 3: The first four trees of the S-Learner as described in Section 4.2. The
first row in each leaf contains the number of observations in the aggregation
set that fall into the leaf. The second part of each leaf displays the regression
coefficients. untr BL stands for untreated Base Line and it can be interpreted
as the proportion of units that fall into that leaf who voted in the 2004 primary
election. TE(CD) can be interpreted as an estimate for the ATE of the CD mailer
within the leaf. The color are chosen to represent the size of the treatment effect
for the neighbors treatment. Eg., red represents leaves with a low treatment
effect for the Neighbors mailer, TE(NE).
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5 Conclusion
In this paper, we have proposed three main changes to the core CART algorithm
and explored their consequences in several examples. Specifically, our changes
were focused on three main additions: introducing linear aggregation functions
for prediction in the leaf nodes of the estimator, modifying the CART splitting
algorithm to optimize the linear aggregation functions on each node resulting
from the split, and adding a stopping criteria which limits further node creation
when splitting would not increase the R2 by a predetermined percentage.
In order to explore these contributions, we analyzed the increase in predictive
power over a range of data sets in Section 3. Here we also highlighted the
adaptivity of LRF as an estimator by using a wide range of node sizes and
regularization parameters. We then noted how the linear aggregation leads
to estimators that are much simpler to understand in Section 4. We utilized
the stopping criteria to build trees that have high performance as well as offer
inference through both the selected splits and resulting regression coefficients.
We have already implemented a version of gradient boosting in the forestry
package, and we are very interested in evaluating the effect of linear aggrega-
tion on gradient boosting. We also believe that LRF can be less biased than the
usual versions of RF, and we wonder whether it would improve nonparametric
confidence interval estimation. Finally, we believe that the regression coeffi-
cients could be very informative and we would like to study statistical tests
that can be used to determine whether the estimated coefficients for the leaves
are statistically provably different.
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A Splitting on a Categorical Feature
To split on a categorical feature, we use one-hot encoding to split based on equal
or not equal to the given feature category. In order to evaluate the split RSS,
we examine linear models fit on the set of observations containing the feature
and the set not containing the feature. In order to evaluate this split quickly, we
make use of the fact that we can quickly compute RSS components by keeping
track of the total aggregated sum of outer products.
Let GTotal =
∑n
i=1
[
Xi
1
] [
XTi 1
]
GLeftInitial =
[
X1
1
] [
XT1 1
]
GRightInitial =
∑n
i=2
[
Xi
1
] [
XTi 1
]
= GTotal −GLeftInitial
This means that given GTotal, we can immediately begin evaluating splits
along any split feature by using the sequence of indices corresponding to the
ascending sequence of values in the current split feature.
This fact helps us quickly evaluate the sum of RSS of separate regressions
on the two sides of inclusion/exclusion splits on categorical variables.
On a split on categorical variable X(l), when evaluating the split RSS on
the value of category k, the RSS components can be calculated as follows:
Let E(k) = {i : Xi(l) = k}
GLeft =
∑
i∈E(k)
[
Xi
1
] [
XTi 1
] ∈ Rd×d
GRight =
∑
i/∈E(k)
[
Xi
1
] [
XTi 1
] ∈ Rd×d
GRight = GTotal −GLeft
The same method can be used to update SLeft and SRight at each step, so
we can use this update rule generally to quickly compute the RSS for categorical
splits in the algorithm that follows.
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Algorithm 4 Find Best Split for Categorical Features
Input: Features: X ∈ Rn×d,
Dependent Outcome: Y ∈ Rn,
overfitPenalty (regularization for split): λ ∈ R+,
Output: Best Split point k
1: procedure FindBestSplitRidgeCategorical
Initialization:
2: GTotal =
∑n
i=1
[
Xi
1
] [
XTi 1
]
3: STotal ←
∑n
i=1 Yi
[
Xi
1
]
4: for category k = 1, . . . , l do
5: E(k)← {i : Xi(splitFeat) = category k}
6: GL ←
∑
i∈E(k)
[
Xi
1
] [
XTi 1
]
7: SL ←
∑
i∈E(k) Yi
[
Xi
1
]
8: GR ← GTotal −GL
9: SR ← STotal − SL
10: A−1R ←
(
GR + λ
[Id 0
0 0
])−1
11: A−1L ←
(
GL + λ
[Id 0
0 0
])−1
12: Compute the RSS sum for the current split:
RSSk ←STLA−1L GLA−1L SL − 2STLA−1L SL)
+ STRA
−1
R GR)A
−1
R SR − 2STRA−1R SR.
13: return (argmin(k)RSSk)
A.1 Runtime Analysis of Finding Categorical Split Point
Using a set to keep track of category membership, we can create the set in
O(NlogN) time and access a member of any specific category in amortized
constant time. Once we begin iterating through the categories, we can access
the elements and create the left model RSS components in O(|K|) where |K| is
the size of category k, and using the Gtotal and Stotal matrices, we can find the
right model RSS components in O(d2) time once we calculate GL and SL. As the
sum of sizes of the various categories sums to the number of observations, we end
up doing the same number of RSS component update steps as the continuous
case as well as one additional step to get the right RSS components for each
category. The overall asymptotic runtime remains O(NlogN +Nd2).
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B Tuned Simulation Hyperparameters
Dataset mtry nodesizeSpl overfitPenalty LOGminSplitGain sample.fraction
Friedman 1 9 16 0.23 -3.86 0.91
Friedman 2 3 195 0.43 -5.07 0.89
Friedman 3 4 11 6.65 -3.16 0.65
Boston Housing fold1 10 7 0.28 -7.86 0.95
Boston Housing fold2 4 13 3.06 -4.81 0.99
Boston Housing fold3 3 12 0.19 -4.94 0.94
Boston Housing fold4 5 13 0.77 -9.12 0.91
Boston Housing fold5 2 11 0.25 -13.71 0.99
Ozone fold1 2 19 9.47 -6.41 0.5
Ozone fold2 3 12 3.06 -4.81 0.99
Ozone fold3 1 20 7.4 -10.41 0.9
Ozone fold4 3 19 9.36 -4.76 0.92
Ozone fold5 2 3 8.51 -7.12 0.88
Servo fold1 12 5 0.31 -2.83 0.89
Servo fold2 9 16 0.11 -6.78 0.97
Servo fold3 11 2 0.87 -8.84 0.97
Servo fold4 11 34 0.12 -3.22 0.87
Servo fold5 11 33 0.12 -3.22 0.87
Abalone 1 150 0.13 -6.25 0.92
autos 5 18 0.8 -8.44 0.92
bike 8 23 0.11 -6.78 0.97
artificial LM 128 2 17 9.47 -6.41 0.5
artificial LM 256 3 50 5.57 -8.71 0.52
artificial LM 512 2 16 0.19 -2.78 0.51
artificial LM 1024 4 3 0.18 -2.82 0.63
artificial LM 2048 9 17 0.23 -3.86 0.91
Step 128 8 9 9.29 -8.39 0.92
Step 256 9 30 0.3 -7.36 0.77
Step 512 8 47 0.28 -12.75 0.89
Step 1024 5 27 0.31 -18.42 0.73
StepLinear 128 10 5 0.31 -2.83 0.89
StepLinear 256 10 10 8.74 -3 0.92
StepLinear 512 10 11 8.74 -3 0.92
StepLinear 1024 10 12 8.74 -3 0.92
Table 3: The table summarizes the selected hyperparameters for the data sets
described in Section 3.2.2.
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C Generating Random Step Function
The Simulated-Step-Function in Section 3 was generated according
to the following scheme:
Algorithm 5 Generate Simulated Step
Input: numLevels (number of random levels for step function),
n (dimension of data)
Output: Independent Input: X ∈ Rn×d,
Step Function Outcome: Ystep ∈ Rn,
1: procedure Generate Simulated Step
2: Xni=1 ← Normal(0, 1)10
3:
4: Y numLevelsi=1 ← Unif(−10, 10)
5:
6: Xsample ← X[sample(1 : nrow(X), numLevels, replace = FALSE), ]
7:
8: fs ← forestry(x = Xsample, y = Y, nodeSize = 1)
9:
10: Ystep ← predict(fs, feature.new = X)
11:
12: return (X,Ystep)
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