Abstract. We discuss the nonexistence of positive solutions for nonlinear boundary value problems. In particular, we discuss necessary restrictions on parameters in nonlocal problems in order that (strictly) positive solutions exist. We consider cases that can be written in an equivalent integral equation form which covers a wide range of problems. In contrast to previous work, we do not use concavity arguments, instead we use positivity properties of an associated linear operator which uses ideas related to the u 0 -positive operators of Krasnosel'skiȋ.
Introduction
In recent years there has been much interest in the existence of positive solutions of nonlinear boundary value problems, with a positive nonlinearity f , where the boundary conditions (BCs) can be of local or nonlocal type. A typical second order local problem is −u ′′ (t) = f (t, u(t)), t ∈ (0, 1), u(0) = 0, u(1) = 0, (1.1) but one can consider more general equations such as −(p(t)u ′ (t)) ′ +q(t)u(t) = f (t, u(t)), or more general separated BCs au(0) − bu ′ (0) = 0, cu(1) + du ′ (1) = 0, where a, b, c, d are non-negative and ac + ad + bc > 0. A typical fourth order local problem is −u (4) (t) = f (t, u(t)), t ∈ (0, 1), u(0) = 0, u ′′ (0) = 0, u(1) = 0, u ′′ (1) = 0, (1.2) which can arise from the model of an elastic beam with simply supported ends. The corresponding nonlocal problems are −u ′′ (t) = f (t, u(t)), t ∈ (0, 1),
and −u (4) (t) = f (t, u(t)), t ∈ (0, 1), u(t) dB j (t), (1.5) where B j are nondecreasing functions. These nonlocal BCs can be interpreted as feedback controls, see for example [7, 37] . Some of the β j can be zero, while others are not, so this covers many BCs. A typical example of such a functional is 6) where η i ∈ (0, 1), β i ≥ 0, and b ∈ L 1 with b ≥ 0; p = ∞ is allowed if the series is absolutely convergent. Thus, the very well studied multipoint BCs and integral BCs can be studied in a single framework. Problems with multipoint and with integral BCs have been studied using many types of fixed point theory, particularly Krasnosel'skiȋ's theorem, Leggett-Williams theorem, and fixed point index theory.
Non-resonant cases for Riemann-Stieltjes BCs have been studied in [10] and with a unified theory in [35, 36] using the theory of fixed point index. Some resonant cases are also studied using similar ideas in [39, 40] . It is also possible to discuss existence of positive solutions when β j [u] have some positivity properties but are not necessarily positive for all positive u. This was first observed for some multipoint problems in [6] and then shown for the general case of Riemann-Stieltjes BCs with sign changing Stieltjes measures (that is B j are functions of bounded variation) in [34, 35, 36] .
In this paper we consider only the case of positive functionals and are interested in determining the conditions on the nonlocal terms under which positive solutions do not exist for any f ≥ 0, corresponding to conditions on the coefficients β i and the function b in (1.6) . This gives the conditions that must be imposed in order to discuss existence of positive solutions. In most previous work these conditions have been determined by the restrictions required in showing, by a direct construction, that the Green's function for the problem exists and that it is non-negative, for example [19, 21, 34] . Our method does not depend on constructing the Green's function for the nonlocal problem but considers the nonlocal problem as a perturbation from the local problem when it is known that the Green's function for the local problem is nonnegative. When we have m boundary terms of nonlocal type we can then write the necessary condition succinctly in terms of the spectral radius of an m × m matrix.
Many papers have given nonexistence results, we mention only a few, for example [2, 41] Some papers prove another kind of nonexistence result if some parameter multiplying the nonlinearity f is sufficiently large (or sufficiently small), see for example [3, 5] . Some previous works that give necessary conditions on parameters for the existence of positive solutions in some multipoint problems have used arguments involving concavity of solutions. For example, for the so-called "three-point" problem
it was shown by Ma [20] , by a concavity argument, that if a ≥ 0 and f (u) ≥ 0 for u ≥ 0, then no positive solution can exist if αη > 1. Similarly for the four-point problem with a ≥ 0 and f (u) ≥ 0 for u ≥ 0,
it was shown by Liu [18] , again with concavity arguments, that no positive solution can exist if α(1 − ξ) > 1 or if βη > 1. For this problem it was shown in [14] that also there can be no positive solution if αξ(1 − β) + (1 − α)(1 − βη) > 0, using concavity once more. There are also other kinds of non-existence results, for example [22] discusses some periodic BCs with sign-changing Green's function. A recent paper [9] discusses some nonexistence results for some second order equations with several different three-point BCs. When the form is u ′′ + q(t)f (u(t)) = 0, one of the results of [9] shows that no solution exists satisfying an inequality of the type f ( u ) < c u , c is a constant depending on the data of the problem. These are of a different type to our results which either assume only f (u) ≥ 0 and discuss the allowable data (parameters), or discuss nonexistence of positive solutions for a given nonlinearity f using sharp pointwise inequalities of the type f (u) ≤ cu or f (u) ≥ cu, where c is related to the spectral radius of the associated linear operator.
In the present paper we will consider a general case which covers equations of an arbitrary order with local and nonlocal BCs. We make use of the set-up developed in [36] . In particular we will deduce the above mentioned results of [9, 18, 20] without using concavity arguments. We utilise positivity properties of an associated linear operator, which properties are closely related to the u 0 -positivity property studied in detail by Krasnosel'skiȋ [12] , with a modification introduced and studied in some recent papers by the author [31, 32] . Hence our results can be applied to more general equations as well as more general BCs.
Since our discussion uses an integral equation set-up, our results apply not only to standard types of differential equations of an arbitrary integer order but also to many fractional differential equations which have a similar integral equation version. As we EJQTDE, 2012 No. 61, p. 3
have not searched the literature on fractional problems we have not given references to the vast amount of work on that topic. This methodology can also be used together with the theory of fixed point index in the discussion of existence results, and when combined with non-existence results shows that some hypotheses are sharp, see for example [31, 32] , but we do not discuss existence results in this paper.
This work is partly a review of known results which can be found in several different papers of the author. We give here some more precise versions using a single method, in particular we give explicit conditions needed for a nonlocal problem of arbitrary order with two nonlocal BCs. We illustrate the general results with some new examples for second order equations with two nonlocal BCs and for a fourth order problem with four nonlocal BCs.
Preliminaries
We review the set-up that occurs frequently in the study of positive solutions of boundary value problems (BVPs) for ordinary differential equations, for example,
or more complicated ones, with various kinds of boundary conditions (BCs) of local or nonlocal type, see for example, [36, 37] . It is supposed that the local BVP is not at resonance and the local problem has a non-negative Green's function. A subset K of a Banach space X is called a cone if K is closed and x, y ∈ K and α ≥ 0 imply that x + y ∈ K and αx ∈ K, and K ∩ (−K) = {0}. We always suppose that K = {0}. A cone defines a partial order by x K y ⇐⇒ y − x ∈ K. A cone is said to be reproducing if X = K − K and to be total if X = K − K.
In the space C[0, 1] of real-valued continuous functions on [0, 1], endowed with the usual supremum norm, u := sup{|u(t)| : t ∈ [0, 1]}, the standard cone of non-negative
Studying positive solutions of a non-resonant BVP can often be done by finding fixed points, in some sub-cone K of the cone P , of the nonlinear integral operator
If the nonlinearity is of the more complicated form g(t)f (t, u) with a possibly singular term g (usually integrable), then we may replace the kernel (Green's function) G(t, s) by G(t, s) = G(t, s)g(s), so in the theory we only need to consider the form (2.1) with sufficiently general hypotheses on G. EJQTDE, 2012 No. 61, p. 4
Under mild conditions this defines a compact map N in the space C[0, 1] and, when G ≥ 0 and f ≥ 0, the theory of fixed point index can often be applied to prove existence of multiple fixed points of N in a sub-cone of P , that is positive solutions of the BVP.
The rather weak conditions that we now impose on G, f are similar to ones in the papers [35, 36, 38] .
(C 1 ) The kernel G ≥ 0 is measurable, and for every τ ∈ [0, 1] we have
(C 2 ) There exist a non-negative function Φ ∈ L 1 with Φ(s) > 0 for a.e. s ∈ (0, 1), and c ∈ P \ {0} such that
is measurable for each fixed u ≥ 0 and f (t, ·) is continuous for a. e. t ∈ [0, 1], and for each r > 0, there exists φ r such that
whereĜ is continuous and g ∈ L 1 with suitable positivity properties. A precursor of condition (C 2 ) was used in [17] . The condition (C 2 ) is frequently satisfied by ordinary differential equations with both local and nonlocal boundary conditions, see, for example, [36] for a quite general situation.
For
3)
It is clear that K c ⊂ K J . When we consider the cone K J we will always suppose that c J > 0. These cones, especially the second, have been studied by many authors in the study of existence of multiple positive solutions of boundary value problems. We mention only a few such contributions, for the first cone see, for example, [15, 16] , for the second see [4, 35, 36, 38] . These cones fit the hypotheses (C 1 ), (C 2 ), in fact, under those conditions both N and the associated linear operator L defined by Lu(t) = Consider the example the BVP u (4) = g(t)f (t, u(t)) with BCs
Let γ j be the solution of γ If
In general we study positive fixed points of the integral operator
where we shall suppose that G 0 , f satisfy the hypotheses ( [24] ; B has finite rank and so is compact, hence N is compact.
In this paper we only consider positive linear functionals β i and impose the following assumptions on the 'boundary terms'.
(C 4 ) For each i, B i is a non-decreasing function and
where 
is nonnegative, that is, it has non-negative entries. It is shown in [36] Starting with the form (2.6), it is shown in [36] that if r(B) < 1 (r(B) = 1 is the resonant case), then the Green's function exists, that is Nu(t) = G can be written
where G(s), γ(t) denote vector functions with components G i (s) and γ i (t), respectively. Moreover, the conditions (C 1 )−(C 2 ) are valid for the new Green's function with explicit modified functions c and Φ, where c(t) = min{c i (t), i = 0, · · · , m} and N maps P into K c . It is possible to discuss existence using either (2.6) or (2.7): see [8] for an example of the first approach and [36] for the second approach.
It was shown in [36] that if f ≥ 0 then positive solutions do not exist if B satisfies a positivity assumption, called u 0 -positive (see below), and also r(B) > 1. Hence r(B) < 1 is required in order to find positive solutions in the non-resonant case. We will extend this result slightly in the present paper using the notion of a linear operator being u 0 -positive relative to two cones as introduced by this author in [31] and further studied in [32] . We also give illustrative examples. Using the same ideas we also give nonexistence results when the nonlinearity satisfies conditions of the type f (t, u) ≥ au or f (t, u) ≤ bu for all u ≥ 0, in one case the u 0 -positivity condition is not needed.
3. The u 0 -positivity property A useful concept due to Krasnosel'skiȋ, [11, 12, 13] is that of a u 0 -positive linear operator on a cone.
In a recent paper [31] , we gave a modification of this definition. We suppose that we have two cones in a Banach space X, K 0 ⊂ K 1 and we let denote the partial order defined by the larger cone
Our modified definition reads as follows.
Definition 3.1. Let K 0 ⊂ K 1 be cones as above. A positive bounded linear operator L : X → X is said to be u 0 -positive relative to the cones (K 0 , K 1 ), if there exists
When K 0 = K 1 we recover the original definition in [11, 13] . This is stronger than requiring that L is positive and is satisfied if L is u 0 -positive on K 1 according to the original definition.
The idea behind our modified definition is that we wish to exploit the extra properties satisfied by elements of the smaller cone K 0 but only use the weaker K 1 -ordering.
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In the recent paper [31] , we proved a comparison theorem which is similar to one given by Keener and Travis [11] , which was itself a sharpening of some results of Krasnosel'skiȋ [12] , § 2.5.5. Some applications of the Keener-Travis theorem to some nonlinear problems were given in [29, 30] .
and
, then it follows that u 1 is a (positive) scalar multiple of u 2 .
This is most often applied when there is only one linear operator L and one of u j is an eigenfunction of L corresponding to a positive eigenvalue λ j .
There is a simple known result, which has been rediscovered many times, but we do not know the original source. It gives a comparison result in one direction and requires no u 0 -positivity hypotheses on L and no restriction on K. For completeness we include the simple proof. The spectral radius of a linear operator L is denoted r(L). 
Remark 3.4. Theorem 3.3 does not prove that L has an eigenvalue λ ≥ λ 0 with eigenfunction in K; in fact simple examples show that there need be no such eigenvalue (see, for example, [1, 32] ). If L is compact (also termed completely continuous) then L does have such an eigenvalue as shown long ago by Krasnosel'skiȋ [12] . If K is a total cone, it then follows by the Kreȋn-Rutman theorem that the spectral radius r(L) is an eigenvalue of L with eigenfunction in K. When, in addition, L is u 0 -positive relative to (K 0 , K 1 ) and r(L) is an eigenvalue of L with eigenvector in K 0 , the result of Theorem 3.3 is a consequence of Theorem 3.2, and then also r(L) is the unique positive eigenvalue with eigenfunction in K, see [12, 31] . Nussbaum [28] has given an extension of the Kreȋn-Rutman theorem where compactness is replaced by r ess (L) < r(L), where r ess (L) denotes the essential spectral radius of L. Extensions of Krasnosel'skiȋ's result EJQTDE, 2012 No. 61, p. 8 have been given for condensing operators in [1] and for some nonlinear 1-homogeneous operators in [28] ; a new short proof for linear condensing operators using fixed point index theory is given in [32] .
There is no similar result in the other direction, that is, if L is a positive linear operator and there exist λ 0 > 0 and v ∈ K \ {0} such that
then it cannot be inferred that r(L) ≤ λ 0 , without some extra condition. A simple example in R 2 with cone K = {(x, y) :
Then L(0, 1) = (0, 1) so (3.2) holds with λ 0 = 1 but r(L) = 2 and is an eigenvalue. The example also shows that compactness is not a sufficient extra condition. We now give a new result that gives a positive inference under some compactness and u 0 -positivity assumptions.
Definition 3.5. Let X be a Banach space and let K 0 , K 1 be cones in X with
Theorem 3.6. Let L be a compact linear operator with L(K 1 ) ⊂ K 1 and suppose there exist bounded linear minorants L n with L n → L in the operator norm where each L n is u n -positive relative to (K 0 , K 1 ). Assume that r(L n ) is an eigenvalue of L n with eigenfunction ϕ n ∈ K 0 . If there exist λ 0 > 0 and v ∈ K 0 \ {0} such that Lv λ 0 v. then it follows that r(L) ≤ λ 0 .
Proof. We may suppose that r(L) > 0. We have L n ϕ n = r(L n )ϕ n and Lv λ 0 v. As L n is u n -positive relative to (K 0 , K 1 ), the comparison theorem, Theorem 3.2, gives r(L n ) ≤ λ 0 for each n. By Lemma 2 of Nussbaum [26] , r(L n ) → r(L) and therefore r(L) ≤ λ 0 . 'essential spectrum', see [23] , it was shown in [25] that the radius is the same whatever definition is employed.
The reason behind these assumptions is that they fit naturally into our set-up. In fact, for X = C[0, 1], when Lu(t) = 1 0
G(t, s)u(s) ds and the conditions (C
it follows that L n are minorants of L, and, if t n → 0, then L n → L in the operator norm. Moreover, each L n is u n -positive relative to (K c , P ) provided c(t) > 0 for t ∈ (0, 1). This last fact was essentially first proved in [31] with a small refinement in [32] . For completeness we include the short proof here.
is an eigenvalue of L J with eigenfunction in K c by the Kreȋn-Rutman theorem.
Proof. Let u ∈ K c \ {0}. Then we have
We note that, for t ∈ J, u 0 (t) ≥
The result that L J is u 0 -positive relative to two cones was an important motivation for our introducing the concept in [31] , since it has not been possible to prove that L itself is u 0 -positive without some assumptions in addition to (C 2 ) − (C 2 ). A simple additional assumption is either of the 'symmetry' assumptions G(t, s) = G(s, t) or G(t, s) = G(1 − s, 1 − t), for all t, s ∈ [0, 1], as shown in Corollary 7.5 of [36] . EJQTDE, 2012 No. 61, p. 10
Non-existence results
We now give nonexistence results using the above ideas. Proof. (i) If u ∈ P \ {0} is a solution of u = Nu then
that is, u aLu, By Theorem 3.3 this implies ar(L) ≥ 1, a contradiction. The proof of (ii) is almost identical using Theorems 3.6 and 3.8.
A short proof of part (i) is essentially given by Nussbaum in Proposition 2 of [27] with a simple argument. A similar result is proved in [36] assuming for part (ii) that L is u 0 -positive (as in [13] , that is relative to (P, P )).
If L is u 0 -positive relative to (K c , P ) then the hypotheses can be sharpened. The following result is essentially shown in [32] , a version using the original definition of u 0 -positive is in [30] . We give the proof here for completeness. Proof. (i) By the Kreȋn-Rutman theorem, since P is a total cone, r(L) is an eigenvalue of L with eigenfunction ϕ ∈ P , and since L(P ) ⊂ K c , it follows that ϕ ∈ K c . If u = Nu for some u ∈ P \ {0} we then have u = Nu µ(L)Lu, thus r(L)u Lu, and r(L)ϕ = Lϕ.
Since N maps P into K c , we have u ∈ K c . By the comparison theorem, Theorem 3.2, u is a positive scalar multiple of ϕ and thus Lu = r(L)u. We therefore have u = Nu = µ(L)Lu. However, this is impossible since u ∈ K c \ {0} implies u(s) > 0 for s on some sub-interval of (0, 1) and, for those t ∈ (0, 1) for which c(t) > 0, we have G(t, s) ≥ c(t)Φ(s) > 0 for a.e. s ∈ (0, 1) and hence
The proof of (ii) is almost identical and so is omitted.
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We now discuss positive solutions of nonlocal BVPs which we consider as positive fixed points of N where
Our aim is to find necessary conditions on B in order that positive solutions can exist. 
has no nonzero solution in K c .
Proof. If u ∈ K c is a solution then u = Bu + N 0 u Bu so, by Theorem 3.6, r(B) ≤ 1. When r(B) = 1 the comparison theorem Theorem 3.2 gives u must be a multiple of the normalised eigenfunction ϕ of B corresponding to the eigenvalue r(B) = 1. Thus we have u = Bu, hence, from u = Bu + N 0 u, we must have N 0 u = 0, therefore u = 0.
Thus, if we want to consider an existence result for positive solutions when f (t, u) > 0 for u > 0, it is necessary to assume that r(B) < 1. If r(B) = 1 it is known that it is usually necessary to have f changing sign for positive solutions to exist. Positive solutions can exist in some special cases when f ≥ 0. For some simple necessary and sufficient conditions in some such cases see [33] .
A natural question is to determine when B is u 0 -positive. One simple answer is the following easily checked criterion, which is an important reason why we only consider positive functionals β i in this paper.
denotes the constant function with value 1. Thus we have Firstly we see what the non-existence criterion of Theorem 4.3 means for problems with only one nonlocal term; we obtain an easily checked explicit condition. The nonlinear map N can be written
and the condition is simply 0 ≤ β[γ] < 1. For example, for the fourth order problem
where
, it is easily checked that γ(t) = t so the condition is 1 0 tdB(t) < 1. Similarly for the fourth order problem
it is easily checked that γ(t) = (t − t 3 )/6 so the condition is (t − t 3 )dB(t) < 6. For the case of two nonlocal BCs we will see that, using some elementary results concerning non-negative matrices, it is possible to determine explicit criteria for the nonexistence of positive solutions without calculating eigenvalues to find r([B]) (though, of course, that can be done).
The following simple result is known; for completeness we include a short proof. We write det to denote the determinant of a matrix. 
The third condition is det (I − [B] ) > 0 where 
Examples
We first see how our result Theorem 4.8 recovers known results. For problems with f (t, u) > 0 for u > 0, we will determine the allowable parameter region for which positive solutions may exist, equivalently, the excluded region where there can be no positive solution.
Example 5.1. Consider the four-point problem
where η, ξ ∈ (0, 1), α, β are positive constants and we suppose that f (t, u) > 0 for u > 0.
, and c(t) = min{t, 1 − t}. Therefore, by Theorem 4.8, the conditions are
which can be written
It was shown in [14] , by a geometrical argument using concavity ideas, that for f ≥ 0, αξ(1−β)+(1−α)(1−βη) ≥ 0 is a necessary condition. It had been shown earlier in [18] , again using concavity arguments, that no positive solutions exist if either α(1 − ξ) > 1 or βη > 1. Since we assume f (t, u) > 0 for u > 0 our result is a little more precise.
We now give a simple example with integral boundary conditions where our result can be applied but concavity arguments are not applicable. (ω) ) .
The conditions on the parameters for which positive solutions may exist can now be read off from Theorem 4.8 (or by finding the eigenvalues), and simplify to
The following example is a little more complicated and we use it to show that our method allows us to find the appropriate conditions in these cases, and also to illustrate what happens to the conditions when the problem is considered in different ways. 
