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We discuss limiting fragmentation within a few currently popular phenomenological models. We
show that popular Glauber-inspired models of particle production in heavy ion collisions, such
as the two-component model, generally fail to reproduce limiting fragmentation when all energies
and system sizes experimentally available are considered. This is due to the energy-dependence of
number of participants and number of collisions. We quantify this violation in terms of the model
parameters. We also make the same calculation within a Color Glass Condensate scenario and
show that the dependence of the saturation scale on the number of participants generally leads to
violation of limiting fragmentation. We further argue that wounded parton models, provided the
nucleon size and parton density vary predominantly with Bjorken x, could in principle reproduce
both multiplicity dependence with energy and limiting fragmentation. We suggest, therefore, that
an experimental measurement of deviation from limiting fragmentation in heavy ion collisions, for
different system sizes and including the experimentally available range of energies, is a powerful test
of initial state models.
I. INTRODUCTION
The phenomenon of limiting fragmentation in hadronic
collisions was originally both experimentally seen and
theoretically explained at the origins of the QCD theory
of strong interactions [1].
The definition of limiting fragmentation is that
d2N
dκ2
∣∣∣∣
κ=y−y0
= C , y0 =
1
2
ln
√
s
1GeV
(1)
Where C is an energy-independent constant. A qualita-
tive illustration of limiting fragmentation is shown on the
left panel of Fig. 1. When plotted against y − y0 (the
difference between rapidity and beam rapidity), multi-
plicity distributions away from mid-rapidity should fall
on a universal curve, independent of center of mass en-
ergy.
The basic explanation for this is a consequence of the
parton model and Bjorken scaling [2]. The distribution
functions of parton g, i.e. the parton amplitudes in the
infinite momentum frame of the nucleon, depend on the
nucleon momentum in a very particular way
|< N(p)|g(q) >|2p≫mN ∼ f(x, lnQ2) , x = q/p (2)
where x is the momentum fraction and Q2 the renor-
malization group momentum scale, corresponding to the
momentum transfer of the process measuring f(x,Q2).
The momentum rapidity of the parton yg is related to x
very simply, as
yg = ± ln (1/x) (3)
As usual in asymptotically free theories, this dependence
is logarithmic, i.e. very slow, and non-perturbative pro-
cesses do not change the momentum much. As a result,
away from mid-rapidity fragmentation does not change
the rapidity of the hadron with respect to the parton.
Thus, if one assumes parton interactions are local in ra-
pidity, and the resulting hadron is not shifted in rapid-
ity with respect to the parton, in other words (the delta
function is simply the momentum conservation in the lon-
gitudinal axis)
dN
dy
∼
∫
dxAdxBf(xA)f(xB)N (xA
√
s/2, xB
√
s/2)×
(4)
δ (sinh ln(1/xA) + sinh ln(1/xB)− sinh y)
limiting fragmentation follows naturally, since asymp-
totic freedom and the longitudinal momentum conser-
vation ensure that when xA ≫ xB , corresponding to y
very different from zero, a universal curve for dN/dy de-
pending only on xA ≃ ey emerges 1.
This reasoning is appropriate if the only dimensionful
scale relevant to hadronic scattering is the nucleon size,
1 We note that the experimental observable usually measured here
is not rapidity (the z direction, where momentum is pz. The total
momentum is p)
y = tanh−1
(
pz√
p2 +m2
)
(5)
but the pseudo-rapidity, a function of the angle with the beam
axis which does not require particle identification
η = tanh−1
(
pz
p
)
≃ y −O
(
m6p3z
p9
)
(6)
which however should be equal to rapidity in the region
y ≥ O
(
1
2
− 3
4
)
y0 , y0 = ln
√
s
1GeV
(7)
in this work we use the two interchangeably, since away for mid-
rapidity, for the great majority of produced particles, the two are
interchangeable.
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FIG. 1. Possible limiting fragmentation scenarios when LHC and lower energies are compared (top row) and an extended
comparison with different system sizes (bottom panel). Case (i) presupposed an extended limiting fragmentation scenario up
to the mid-rapidity plateau. Case (ii) is a smooth breaking of scaling interpolating between a universal fragmentation regime
and the central rapidity plateau, case (iii) is wholesale violation, both at central rapidity and in the fragmentation region. The
bottom row shows the three cases when a symmetric AA collision is compared to an asymmetric pA or dA collision.
i.e. if only one type of collisions, in a not-too varied range
of energies is considered. Since then it has however been
seen in a wide range of hadronic [3] and even nuclear [4]
collisions. Indeed, a variety of approaches, ranging from
Landau hydrodynamics [5] to the Color Glass Conden-
sate [6–10] to phenomenological transport models such
as “AMPT” [11] are at least roughly compatible with it.
However, limiting fragmentation turned out to work
for a wider spectrum of energies, rapidities and system
sizes than initially suspected. At Relativistic Heavy Ion
Collider (RHIC) energies (5-200 GeV), it seems to hold
[3, 4, 6] for all system sizes and all energies up to an
energy-dependent rapidity interval of O (1) or so. This
can be surprising. Close to mid-rapidity, at the highest
energy density, a lot of additional effects, from high en-
ergy fragmenting jets to soft gluon effects to viscous en-
tropy production, are expected to contribute particles in
a way that evolves non-trivially with energy. The reason
why energy-specific dynamics should converge to a uni-
versal distribution away from mid-rapidity is not immedi-
ately clear, since Bjorken scaling means remnants of these
processes should be present away from mid-rapidity.
At RHIC energies, there was no problem to incorporate
this extended limiting fragmentation into phenomenolog-
ical models [12], if not theories. A qualitative explana-
tion links [13, 14] limiting fragmentation to the close-
to-logarithmic energy-dependence at mid-rapidity. “Ex-
tra parton sources” at mid rapidity produce strings con-
nected to rapidity edges, ensuring the self-similarity of
the total multiplicity distribution.
The Large Hadron Collider (LHC) seems to have added
some new twists to this story when energies of several
TeV were reached. It has conclusively deviated from
logarithmic scaling of multiplicity w.r.t. energy (see for
example [15]), at the same time convincingly breaking
the pure number of participants scaling [17] of parti-
cle production. This has motivated the development of
more complicated characterizations of the Glauber initial
state, generally based on “multi-component scenarios”.
For instance, core-corona models posit that the event is
characterized both by a “soft medium” (participants that
underwent multiple collisions) as well as a few hard col-
lisions (a “corona” of singe-hit participants). More phe-
nomenologically [15, 28] one could assume wounded nu-
cleons and collisions provide different admixtures to the
multiplicity.
In view of these “new developments”, it is worth re-
visiting limiting fragmentation at this energy. It should
first be noted that it has not as yet been confirmed or
falsified experimentally [19–21], partially because LHC
experiments have not as yet explored rapidity regimes
high enough to be compared even with RHIC energies.
In principle, the three possible scenarios are described
in the panels of Fig. 1. One can continue to have
perfect limiting fragmentation in the whole region away
from mid-rapidity (left panel), limiting fragmentation
can smoothly be achieved as rapidity increases (middle
panel) or it can just totally break down (right panel).
The bottom panels show the corresponding possible sce-
narios in pA collisions once the distribution is normalized
by the number of participants (note that only one side
can limiting fragment since pA is rapidity asymmetric).
In this work, we argue that such an investigation is in-
deed necessary. We show that the most-commonly used
model for the initial state of heavy ion collisions, the
Glauber model, will generally break limiting fragmenta-
tion in the parameter space where it fits LHC data pro-
vided all energies and system sizes are considered. We
show that the same is true for Color Glass Condensate
(CGC) models, as implemented in [9, 10].
We then argue that a currently popular model capa-
ble of bringing the applicability of limiting fragmentation
3to LHC energies and varying system sizes, provided it is
indeed confirmed experimentally, is a “wounded parton
model”, with Glauber wounded partons [22–26] smeared
in rapidity space according to Bjorken scaling. We con-
clude with some experimental considerations regarding
this observable.
II. LIMITING FRAGMENTATION AND THE
GLAUBER MODEL
The two component model is a physically intuitive
parametrization of multiplicity [17, 30]. The basic idea
is that, in a nucleus-nucleus collision some particles are
produced in hard scatterings as a result of fragmentation
of parton-parton interactions. The rest of the particles,
typically the majority, arise from “wounded nucleons”,
nuclei that underwent a collision, emitted color charge,
and then emitted particles due to non-perturbative color
neutralization[31]. An alternative but related picture is
the “core-corona” model, where wounded nucleons form
“the medium” (presumably a quark-gluon plasma), while
individual nucleon-nucleon collisions (and nuclei which
underwent just one collision) can be thought of as being
similar to proton-proton collisions [18].
Thus, quantitatively, the two sources of particles are
related by the parameter f , controlling the input of the
number of collisions Ncoll vs. number of participants
Npart to the total number of “ancestor particle sources”
Nanc:
Nanc = fNpart + (1− f)Ncoll . (8)
Physically, Ncoll scaling reflects the fragmentation of par-
tons produced in a QCD collision. Npart reflects the
products “wounded nucleons” which emit partons as they
color-neutralize.
To describe multiplicity we need another parameter
α, controlling how many particles are produced per an-
cestor, interpolating between logarithmic (α = 0) and
power-law (α > 0) limits
dN
dy
∣∣∣∣
y=0
= N0Nanc
∫ √s
1
ζα−1dζ =
N0Nanc
α
(
√
s
α − 1)
(9)
where N0 is an overall normalization parameter, uncor-
related with f, α.
In [28] and preceding literature, it was assumed that α
is the same for pp, pA and AA collisions. This means one
knows α from pp fits and can obtain f from AA fits. In
other words, The different exponents seen experimentally
in these systems are due entirely from the fluctuation of
Npart and Ncoll of a two-component model.
This, while possible, is not guaranteed. It is well
known (The “EMC effect”) from eA scattering that par-
ton distribution functions significantly change in a nu-
clear medium [29]. Given that different energy regimes
probe different x, it is plausible that the difference be-
tween proton and nuclear medium could give rise of dif-
ferent excitation functions of dN/dy on top of geometric
effects. This, however, means that the f parameter and
the α parameter need to be understood together within
a fit to experimental data, since the Hessian matrix re-
lating them will contain a diagonal term.
A phenomenology tool comes from the fact that the
cross-sectional area depends on energy, with its depen-
dence roughly
σ = A1 ln
√
s+A2
(
ln
√
s
)2
(10)
with A1 = 25 and A2 = 0.146 fitted from data such as
[27].
It then becomes clear that in a general Glauber model,
the ratio of Ncoll/Npart will depend on energy as well. In-
deed, a calculation using the model described in [3, 28] is
shown in Fig. 2. While the number of participants varies
very little with energy (as is obvious, since only varia-
tions in higher order moments are permitted by defini-
tion), the number of collisions varies systematically with
the increase of the inelastic scattering cross-section.
The best fit, also shown in the figure, can be
parametrized by
Ncp = T log
2(
√
s) +G log(
√
s) + J, (11)
Where T,G, J are fit parameters. For the top centrality
bin of Au-Au, used later in multiplicity fits, their numer-
ical values are T = 0.043, G = −0.045 e J = 2.1
While, as the top panel shows, the event by eventNpart
distribution is relatively constant in energy (unsurpris-
ingly, since it is bounded between zero and 2A globally,
and to a good approximation to the local transverse den-
sity at each point in the transverse area), the ratio of
Ncoll/Npart has a monotonic increase. It is intuitively
clear that in a general two-component model this will
introduce an energy dependence on dN/dy which does
not appear in rapidity, since both Npart and Ncoll are
parameters characterizing the whole event, rapidity in-
dependent.
It is clear that α and f are strongly correlated by ex-
perimental data. We therefore made a χ2 contour using
the data of [15] to fit them. The results are shown in Fig.
3, right panel. We highlight the curve going through the
major axis of the ellipse in f − α space, parametrizeable
by
ffit(α) = F1α
4 + F2α
3 + F3α
2 + F4α+ F5, (12)
where the fitted values are F1...5 =
−250.1, 175.8,−53.6, 9.9, 0.14.
TheN0 parameter of course is also correlated with f, α.
In terms of α its minimum can be parametrized as
N0 ≃ N1α2 +N2α+N3 (13)
where N1..3 = −3.35, 1.32, 0.27.
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FIG. 2. Top panel: The distribution of Npart as a func-
tion of energy Bottom panel: The subsequent evolution of
Ncoll/Npart in a Glauber model, with the best fit to the most
central collisions added as a line
We also note that the inclusion of both in a simulta-
neous fit greatly widens the space of f − α allowed, and
in fact the fit seems to prefer a value of f considerably
lower (Ncoll dominated ancestors) than most of the work
of this kind.
The left panel, showing the fit quality of the opposite
ends compared to experimental data, however, demon-
strates one must not take this too seriously (although it
can also give a decent fit of eccentricities, see for instance
[16]) since the correlation between the fit parameters (as
well as the overall normalization) is such that the two
extremes do a very similar job of fitting the data and
in fact generate a nearly identical curve. This, and the
disagreements at lower energy also make the χ2 contour
deviate significantly from the Gaussian.
Given these ambiguities, our strategy, rather than fo-
cusing on inferring a tighter bound on f − α space, is
to use this fit to define a relation between the two vari-
ables, based on ffit(α), that fixes the mid-rapidity curve,
and investigate limiting fragmentation given this rela-
tion. We therefore use the graph where Eq. 12 was
used to parametrize ffit(α) we now scan through α to
check how limiting fragmentation behaves for the class
of Glauber models fitting mid-rapidity.
First, we use the opposite ends of (f, α) parameter
space to investigate the behavior away from mid-rapidity
of dN/dy, assuming Gaussian distributions in a man-
ner similar to [11], with widths given kinematically and
heights by the observed mid-rapidity. As can be seen in
Fig 4, at both extremes limiting fragmentation is broken
by a similar manner.
To quantify this violation further, we used a Gaussian,
a trapezoidal and a triangular distribution in η, with the
bottom base given by kinematics ∆ηbottom = ln(
√
s/mp) ,
while the top base as universally a fraction either ∆ηtop =
0 (for a triangle and a Gaussian) or ∆ηtop = ∆ηbottom/2
of the bottom base (for a trapezium). The height is cho-
sen by the two-component model calculation.
The results are shown in Fig. 5. As can be seen, all
cases exhibit practically constant and sizable violations
of limiting fragmentation for all values of (f, α). The
constancy is not a surprise, given the good fit of the cen-
tral rapidity for all values of α, ffit(α) Furthermore, the
quantitative amount for the violation of limiting fragmen-
tation is to a good extent independent of both the value
of α and the model used. We can therefore conclude with
some confidence this violation is approximately what can
be expected in any distribution respecting mid-rapidity
multiplicity and kinematic constraints.
Note that, while very simple, these distributions have
the same functional form as the pseudorapidity distribu-
tions measured in [32]. The triangular distribution also
has the advantage to generate limiting fragmentation an-
alytically at α → 0, f → 1, while the Gaussian one re-
produces it to a good approximation for α = 1/4, f = 1
[5].
This limit which is not captured in our plot, since
it is very far from the best fit line: f → 1 prefers
higher numbers of α, which breaks limiting fragmenta-
tion. α→ 0 prefers very low f (collision-dominated mul-
tiplicity) which again breaks limiting fragmentation. We
can therefore make the qualitative statement that a gen-
eral Glauber model cannot realistically fit mid-rapidity
multiplicity without a significant break in limiting frag-
mentation. This is experimentally testable.
It is very simple to understand the universality of the
violation of the limiting fragmentation, and generalize
from Gaussians and Trapeziums (where one can get a
quantitative analytically calculable answer) w.r.t. any
rapidity shape, where the difference should be within a
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FIG. 4. Gaussian rapidity dependencies with the width given by a Landau-like kinematic parametrization, and the height
extrapolated from pairs of parameters f, α adjusted to reproduce data at mid-rapidity
factor O (1) of the one calculated here.
All we need to assume, both are crucial assumptions
for the Glauber model of particle production as described
here, is
(i): An emission function F (y) which is specific to each
ancestor. Different emission functions Fpart(y) and
Fcoll(y) would not change the result
dN
dy
=
∑
Nanc
F (y) ∼ NpartFpart(y) +NcollFcoll(y) (14)
(ii): The base of the emission function is kinematically
determined to be ∼ ln√s
This section makes it clear that, as long as Ncoll/Npart
evolves non-logarithmically and f 6= 0 (as is mandated by
experimental data), N−1partd2N/dy2 cannot be universal.
These statements will hold as long as assumptions (i) and
(ii) are correct, and putting in reasonable distributions
shows violations big enough to be qualitative rather than
small corrections. In particular, the middle scenario in
Fig. 1 (smooth approach to limiting fragmentation) is
excluded by assumption (i) and by the inability of f = 1
models to fit midrapidity data, since for this to happen
the rapidity distributions of individual ancestors must
be aware at how the number of ancestors (producing the
mid-rapidity peak) increases.
Let us illustrate this by extending our analytically solv-
able model: We take the trapezium distribution (Fig. 5
right panel) but impose an arbitrary variation with
√
s
of the top rapidity plateau ∆(
√
s) (Since this variation is
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arbitrary, this includes the case of Npart and Ncoll having
different plateaus (Fig. ). Calling Ncp(
√
s) is the ratio
y
dN/dy ∆(    )s1/2
ln(s  /1 Gev)1/2
FIG. 6. A trapezoidal rapidity distribution with a varying
width parameter
of participants to collisions (shown in Fig. 2 and Eq 11
), we will have
d2N
dy2
∣∣∣∣
|y−y0|≪y0
=
−4N0Npart (f + (1− f)Ncp (√s))
(√
s
α − 1)
α (1−∆(√s)) ln
( √
s
1GeV
)
(15)
Since the only things that are permitted to vary with
energy are Ncp and ∆, this means that for limiting frag-
mentation to occur we must have
F1
(
f, α,Ncp
(√
s
))
= CF2
(
∆
(√
s
))
(16)
where C is the constant defined in equation 1 and
F1
(
f, α,
√
s
)
=
N0Npart
α
(
f + (1− f)Ncp
(√
s
))
(
√
s
α−1)
(17)
F2
(
∆
(√
s
))
= −1
4
(
1−∆ (√s)) ln( √s
1GeV
)
(18)
This is physically impossible. Not only because the
first function depends on nuclear geometry and the cross-
section area and the second just on the partonic struc-
ture, but because the first depends on α and the second
does not.
For instance, let us suppose that the ∆ evolution arises
from particle distributions produced in Npart and Ncoll
having different widths (i.e. the fragmentation region
is different for wounded nuclei than for parton-parton
collisions, a wholly reasonable scenario), parametrized as
∆1,2 ln
√
s where ∆1,2 are fixed coefficients.
This would mean
∆(
√
s) =
N0Npart
(√
s
α − 1)
α
(
f
∆1
+
(1− f)
∆2
Ncp(
√
s)
)
(19)
this will lead to the supposed “constant“ C of the form
C =
−4N0Npart
(√
s
α − 1)
α ln
( √
s
1GeV
) × (20)
× (f + (1− f)Ncp (
√
s))(
1−
(
N0Npart(√sα−1)
α
)
W (∆1,∆2, f,
√
s)
)
where
W
(
∆1,∆2, f,
√
s,
)
=
f
∆1
+
(1− f)
∆2
Ncp
(√
s
)
A plot of
√
sC−1dC/d
√
s, for f = ffit(α) and α ad-
justed according to Fig. 3, N0 given by the correlated
values Eq. 13 and ∆1,2 scaled by ln
√
s is shown in Fig. 7.
It confirms the universality of breaking of limiting frag-
mentation within the Glauber model, by showing that
any reasonable value of ∆1,2 does not satisfy Eq. 16 for
an f, α given by the best fig parametrization Eq. 12. It
is easy to see that similar equivalency, albeit with addi-
tional rapidity dependence, will arise for a Gaussian and
any other shape.
A comparison between pA and AA for the same num-
ber of participants (as in Fig. 1) would be even more
problematic since for pA Ncoll ≃ Npart − 1 while for AA
no such constraint is present.
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FIG. 7. A scan of the expected limiting fragmentation violation in conformal units,
√
sC−1dC/d
√
s as a function of the best fit
parameters in rapidity data α, ffit(α) (kept fixed) as well as ∆1,2 (on the axes) the widths of Npart and Ncoll. The derivative
was taken at
√
s =200 GeV. The three panels show the choices of f, α corresponding to the extremes of Fig. 3 (left and right
panel) and the χ2 minimum (middle panel)
In summary, the persistence of limiting fragmentation
precludes the system to be a superposition of nucleon-
nucleon collisions. However, such a picture was called
into doubt in the literature by models where partonic
degrees of freedom appear at the nuclear level, such as the
Color Glass and the wounded quark model. In the next
section we describe what such models imply for limiting
fragmentation.
III. PARTONIC NUCLEAR DYNAMICS AND
LIMITING FRAGMENTATION
It is obvious from the discussion in the previous section
that any Ncoll dependence on multiplicity is inherently
incompatible with limiting fragmentation. The explana-
tion is simple: It is an experimental fact that the cross-
sectional area changes with energy, and this by itself will
introduce an energy-dependent contribution which, un-
less unnecessary fine-tuning is introduced, will never seep
into rapidity.
All Glauber model analyses so far, however, show that
some Ncoll dependence is unavoidable if nucleon-nucleon
collisions are extrapolated from pp to AA. One answer
to this is the “wounded quark model” [22–26] (more ac-
curately described as wounded parton model), which also
could be justified from a dynamics such as that of [33].
It is unsurprising that wounded parton models have
more leeway in fitting multiplicities with only participant
scaling, since they by definition have a greater number
of parameters: Very little is known about configuration
space parton distribution of the nucleons (the “three con-
stituent quarks” picture is an obvious simplification at
high energies). Thus, one can substitute the effect of
varying f, α in the two component model with param-
eters describing the parton transverse and longitudinal
distribution within the nucleon. The works cited above,
in their own way, essentially accomplished this.
One can however also note that the fundamental differ-
ence here is that the “size of the nucleon”, i.e. the Fourier
transform of the nucleon form factor, is something that is
allowed to vary with Bjorken x. As fig 8 shows, one can
imagine a nucleon nucleon collision within such a model
as a superposition of a “train” of collisions, of transverse
shapes located in different bins in Bjorken x.
Each participant starts from that Bjorken x, is shifted
by one or more collisions to a different Bjorken x, and
finally emits hadrons according to some distribution in
rapidity determined by this final Bjorken x and fragmen-
tation dynamics. The transverse nucleon shape at each
x can also vary, and hence so can the equivalent of the
“Nucleon-nucleon cross-section”.
We investigate this idea with a toy model, combining
a Glauber-type wounded parton model with a transverse
quark size parameterized by Qs(x). Note that “s” here
might stand for “size”, not for saturation, i.e. it might
represent a nucleon-specific rather than transverse space-
specific scale. All that we need is that Qs is allowed to
vary with Bjorken x. Basically, we assume “a tube of
pancakes”, each at a momentum and spacetime rapidity
e±x of transverse size Qs(x)−1.
Let us briefly recap as to how this setup generates lim-
iting fragmentation. The key assumptions relating limit-
ing fragmentation to the parton model are:
(a): All transverse momentum scale (denoted here by k)
dependence is via (k/Qs(x))
2, a scale (saturation,
size, whatever) depending only on x, usually ∼ x−λ
(b): At higher x (away from some saturation limit) nor-
malization of T˜ (k, x) is constant∫
d2pT
p2T
T˜ (pT , x) ∼ C
(c): Asymptotic freedom. Most partons are produced
with little shifts in momenta. As a result, if − lnx
is not ≫ 1, one can assume x ∼ e−y of the pro-
duced parton. In simple language, asymptotic free-
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FIG. 8. An illustration of the Glauber model based on wounded nucleons vs wounded partons. The latter has the distinction
that each initial degree of freedom is at a different Bjorken x, and shifts to a different x (i.e. final rapidity bin) once ”wounded”
dom prevents partons away from mid-rapidity to
fragment away from their rapidity bin
Let us illustrate how these assumptions generically give
limiting fragmentation in pp collisions. Extending the
Glauber model formalism to such a system is simple
TA(s) =
∫
ρA(s, zA)dzA → TA(s, x) ∼ F (x, sQs(x))
(21)
With Qs(x) characterizing the nucleon size at that x.
Now the usual definition for TAB can be duly updated
to
TAB(bˆ, y) =
∫
TA(s, xA)TB(s−bˆ, xB)d2sδ
(
xA + xB − e−y
)
(22)
If one uses the standard formula for the number of colli-
sions 〈
Ncoll
(
bˆ
)〉
= ABTAB(bˆ)σ
qq
inel, (23)
with Bjorken scaling and a conformal cross-section
σqqinel =
1
p2T
, x1,2 =
pT e
±y
√
s
(24)
parallels, the kT factorization formula (derived through
somewhat different physics [34]) but reminiscent of a sim-
plification of Eq. 4
dN
dy
∼
∫
dpT
1
p2T
∫
kdk
[
A(xA)T˜A(xA, k)
∫
dxA,BB(xB)T˜B(xB , pT − k)δ
(
xA + xB − e−y
)]∣∣∣∣
xA,B=
pT e
±y
√
s
,
(25)
and A(xA), B(xB) are the absolute numbers of partons
sitting in that x bin.
Now, according to assumption (a) T˜ is a Fourier-
transformable function (the Fourier transform of the nu-
clear transverse size, which serves as a proxy for the scat-
tering cross-section) characterized by a size parameterQs
T˜ (x, k) ∼ F˜
(
x,
k
Qs(x)
)
, Qs(x) ∼ x−λ (26)
Performing all momentum integrals, and using the uni-
tarity assumption (b) we will get, up to a constant
dN
dy
∼ xAf(xA) ≃ e−yf(e−y)
where the last approximate, due to (c), gives rise to lim-
iting fragmentation.
This is more or less how [7, 8] derived limiting fragmen-
tation in the Color Glass. However, the ≃ signs should
be examined in more detail when different system sizes
as well as energies are compared, since generally in the
CGC scenario f(x,Qs(x,Npart)) will maintain a residual
Npart dependence, breaking the scaling of N
−1
partd
2N/dy2.
To quantify this effect within the saturation scenario,
we have plotted this variable for the rcBK model de-
veloped in [10], where the non-linear gluon evolution is
solved numerically, as well as the KLN model [35] which
paramterizes the qualitative features of this evolution ex-
trapolating from mid-rapidity. The normalization was
9performed with the data of the centrality dependence of
charged particle multiplicity at mid-rapidity at 2.76 TeV
[36]. The result is plotted in Fig. 9. As can be seen, the
dynamics is qualitatively similar to scenario (ii) of Fig 1,
with the normalized rapidity density smoothly reaching
the universal limit. In rcBK this limit is reached slightly
sooner than in KLN, although the scaling is not perfect
in either. This confirms earlier results published on this
topic [7, 8].
However, one should keep in mind that the reason is
that the rcBK results reach to the ηbeam region is condi-
tional on the numerical limitation in the rcBK case, since
the gluon distribution function has to be extrapolated for
x > 0.01, which is exactly the kinematical regime where
one of the hadrons is probed in the fragmentation region,
where a significant quark admixture is present. It is rea-
sonable to believe, however, that an additional admixture
of sources not present at mid-rapidity would weaken the
scaling, so rcBK can be counted as an “lower limit” to
limiting fragmentation violation. At lower energies we
also expect Eq. 25 and [35], valid in the strong pertur-
bative limit, to break down. Yet, at least until RHIC
energies, system size independent limiting fragmentation
seems to hold.
What conclusions would we draw if it is found to hold,
quantitatively, for pA, dA and AA collisions up to LHC
energies? Given the success of the wounded quark model,
we could combine it with partonic limiting fragmenta-
tion insights to calculate rapidity-dependent “wounded
partons”, the number of partons that experienced at
least one collision. Without resort to non-perturbative
physics, it is difficult to justify this model, since particle
production is thought to be perturbative in the regime
where partons are good degrees of freedom, and pertur-
bative dynamics does not scale with participants. But
phenomenologically a wounded quark model appears to
work [22–25] well enough that fusing this with the geo-
metrical deep inelastic scattering warrants a try.
Using the usual formula for the number of wounded nu-
cleons adapted to the wounded parton picture, with the
Fourier transform of the transverse participant density of
nucleus A
N˜ qApart(xA, kA, A,B) ≃ A(xA)T˜A(kA, xA)
∫
d2kBdxB×
(27)
×

1−
(
1− T˜B (kA − kB , xB)
(kA − kB)2
)B(xB)
If one introduces the emission function [26] for a wounded
parton characterized by xA, kA to emit a particle of pT , y
as F (pT , y, kA, xA) one can get the multiplicity in terms
of the wounded partons.
For each nucleon collision we will have
dN
dy
=
∫
pTdpTdkdxF (pT , y, k, x)× (28)
×
(
N˜ qApart(x, k,A,B) + N˜
qB
part(x, k,B,A)
)
Expanding to first order in T˜B(k)/k
2 it is possible to
reduce this expression into a sum of terms of the form
dN
dy
∼
∫
dpT
∫
dxAkAdkAA(xA)T˜ (kA, xA)F (pT , y, kA, xA)×
×
∫
dxBkBdkB
B(xB)T˜B(kA − kB, xB)
(kA − kB)2
assumption (b), together with the reasonable require-
ment that B(x → 0) does not diverge will remove the
second integral to an approximate constant value for
each nucleon. Assumption (c) ensures F (pT , y, k, x) ≃
F (pT , y, k, e
y) and also that kA− kB ≃ kA. Additionally
assuming the equivalent of (b) and (c) for F (...), i.e. that
it is only a narrowly peaked and normalized function of
y differences, will ensure the resulting function will only
depend on e−y analogously with Eq. 25. Hence, limiting
fragmentation is recovered.
Unlike the Color Glass, however, one can straight-
forwardly extend limiting fragmentation to AA. What
prevented limiting fragmentation in the wounded nucleon
model was the fact that f = 1 in Eq. 8 is incompatible
with any choice of α in equation 9 that fits multiplicity
at mid-rapidity. Physically wounded partons, by allow-
ing participants to be spread across x and nuclear size
to vary across x, make it possible to combine a purely
participant f = 1 scaling (which does not depend on
√
s)
with strongly non-logarithmic dependence of multiplic-
ity per participant, obtained through variation with x
of A(x) and T˜ (x). The difference with the Color Glass
is that T˜ (x) would still be individual nuclear collisions,
albeit with a size that effectively depends in Bjorken x.
Thus, one expects Qs(x) (“s” is size and not saturation
here!) to be independent of the number of participants,
leading to a universal N−1partd2N/dy2.
Previous literature on wounded quarks [22–26] consid-
ers nucleon transverse substructure but does not sepa-
rate it into x−distributions. This allows the authors to
fit mid-rapidity data or rapidity data at a given energy.
Generalizing these models along the lines presented in
this work while maintaining the current phenomenologi-
cal agreements seems like a straight-forward exercise, al-
beit one beyond the scope of this paper. Thus, if an
eventual confirmation of aN−1partd
2N/dy2 universal across
energies and system sizes will indeed be observed, the
wounded parton model will be a promising avenue to
model this.
IV. DISCUSSION AND CONCLUSIONS
In this work, we have examined the behavior of
N−1partdN/dy, the multiplicity density per participant, at
high rapidity, motivated by the near independence with
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FIG. 9. N−1partd
2N/dy2 calculated in KLN and rcBK scenarios. The normalization was adjusted to reproduce the data in [36]
using the usual parton-hadron duality parameters
energy of its first derivative. The universal behavior of
N−1partd
2N/dy2 was found to generally break in a Glauber
model, particularly in the two-component models usu-
ally used to fit data at mid-rapidity. Thus, this is a good
observable to constrain such models.
The reason these models fail is physically very simple:
Inasmuch as both collisions and participants contribute
to multiplicity, the energy dependence of the two factors
is non-trivial and generically different from the rapidity
dependence. This means that the height of the distribu-
tion depends non-trivially on the energy while the width
is constrained by kinematics. Absent unnatural cancel-
lations, limiting fragmentation should be broken.
The only way to restore it is to make multiplicity de-
pendence entirely driven by wounded nucleons at all en-
ergies. This is however not enough, since the price for
this is to make the multiplicity per nucleon in AA colli-
sions rise with energy much faster than logarithmically.
This, as well as clashing with experimental data below
LHC, will generally break limiting fragmentation as well.
A “wounded parton model” might be able to evade such a
constraint since there the “size of the wounded degree of
freedom”, instead of being encoded in the cross-section,
is allowed to vary with longitudinal x, which in this case
is tightly correlated with momentum rapidity. Energy
and rapidity distributions are therefore naturally cor-
related in this regime. The observation of a universal
N−1partdN/dy could be indicative of “wounded quark” dy-
namics.
One can ask how universal is the class of models repro-
ducing such universality. Models such as the Color Glass
[8] share some similarities with the wounded parton sce-
nario considered in the previous section, but there nuclei
lose their individuality and Qs (“s” here is saturation in-
stead of size!) is common to the same area of transverse
space. Also, Eq. 25 used to connect the gluon density to
particle density in this regime. Indeed, as [8] finds ap-
proximate limiting fragmentation, explained by the fac-
torization of parton distributions in target and projectile
at large rapidities together with the fact that the multi-
plicity distribution is directly proportional to the parton
density in the target and relatively independent of the
scales of the process. The wounded parton model conjec-
tured in the previous section shares these characteristics.
We note, however, that [8] predicts some violation of lim-
iting fragmentation inasmuch as the assumptions above
cease to have validity. Thus, the calculations of [8] point
to some violation of N−1partd
2N/dy2 although not as big
as in the Glauber model.
Looking at [37–39] a similar discussion can be made
about AdS/CFT initial states, where the breaking of scal-
ing appears even stronger as it is controlled both by a
critical transparency and the coupling constant. Thus,
some breaking of limiting fragmentation, when all ener-
gies and systems sizes are concerned, appears likely in all
models claiming connection to field theory (the wounded
parton model so far does not).
We continue with experimental considerations. To our
knowledge, so far measurements at high enough rapid-
ity to compare to even top RHIC energy were not done,
with the closest experimental measurement being [19–
21]. Also, a result, seeming to confirm scenario (ii) of
Fig. 1, was obtained for dET /dη by the CMS collabora-
tion using the CASTOR detector [41]. Since multiplic-
ity and transverse energy have a non-trivial dependence
which also changes with system size [42], we hesitate at
drawing conclusions there.
Studies comparing the rapidity dependence of p-Pb
and Pb-Pb are totally lacking. Comparing with smaller
asymmetric systems, such as Pb-Pb and p-Pb collisions,
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where a deviation from purely wounded dynamics should
be more pronounced the observable can be studied on the
“same side”, as discussed in [4].
The fact that most experiments focus the detector on
mid-rapidity of course makes this measurement prob-
lematic. We want to point out, however, that this is
a bulk observable, not requiring particle identification
or momentum measurement, problematic since particles
at high rapidity are highly relativistic. The existing
small experiments at rapidity comparable to lower RHIC
energies[47, 48] as well as LHCb [49] could take part in
this investigation together with the larger collaborations.
Since the calculations here were focused on proof-of-
concept estimates testing for violation, we will give a
“cartoon” of what we expect in each scenario, with the
the alternatives are summarized in Fig. 1. The key is to
go to a high enough rapidity as to compare with a lower
energy. If limiting fragmentation still holds, N−1partdN/dy
will evolve to smoothly “touch” the corresponding value
at mid-rapidity of that energy. Otherwise, the slopes will
be different.
In this paper, we have limited ourselves to multiplicity,
which, given a low-viscosity nearly isentropic fluid evolu-
tion, can be considered to be an initial state effect. How-
ever, past experimental results also reported to have seen
limiting fragmentation for elliptic flow at RHIC energies
[40]. This is considered to be a final state effect, sensi-
tive primarily to the transport coefficients and freeze-out
dynamics of the system [13]. Should limiting fragmen-
tation of flow observables, or even of average transverse
momentum, be confirmed at the LHC [43], especially in
events of same eccentricity but different size, one might
have to rethink this paradigm and start exploring scenar-
ios where “flow” arises as an initial state effect [44–46] in
the systems concerned.
In conclusion, we have examined limiting fragmen-
tation in various phenomenological models, namely
Glauber, Color Glass, and wounded quarks. Glauber
models generally fail to reproduce limiting fragmenta-
tion at LHC energy once they were tuned to reproduce
LHC data. The same is true for Color Glass models once
different system sizes are considered. We have further ar-
gued that wounded parton scenarios have the potential
to model limiting fragmentation also at LHC energies
and for all system sizes. Since such limiting fragmenta-
tion has not to date been verified, no such model can
be considered to have been ruled out. Rather, this paper
motivates an experimental search for this observable, and
generally for a comparison between low-energy bulk ob-
servables and the high rapidity limit of the same observ-
able at high energy. We eagerly away these experimental
results.
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