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ABSTRACT
Quasar microlensing analyses implicitly generate a model of the variability of the
source quasar. The implied source variability may be unrealistic yet its likelihood is
generally not evaluated. We used the damped random walk (DRW) model for quasar
variability to evaluate the likelihood of the source variability and applied the revised
algorithm to a microlensing analysis of the lensed quasar RX J1131−1231. We com-
pared the estimates of the source quasar disk and average lens galaxy stellar mass
with and without applying the DRW likelihoods for the source variability model and
found no significant effect on the estimated physical parameters. The most likely ex-
planation is that unreliastic source light curve models are generally associated with
poor microlensing fits that already make a negligible contribution to the probability
distributions of the derived parameters.
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1 INTRODUCTION
Quasar accretion disks cannot be resolved by either ground-
or space-based telescopes. This has led to the development of
methods that estimate the size of the emitting region with-
out resolving it, such as reverberation mapping of the quasar
continuum emission (e.g., Collier et al. 1998; Sergeev et al.
2005; Shappee et al. 2014; Fausnaugh et al. 2016), modeling
of the structure of the broad Fe Kα line (e.g., Tanaka et al.
1995; Iwasawa et al. 1996; Fabian et al. 2002; Iwasawa et
al. 2004), and gravitational microlensing (e.g.. Pooley et al.
2007; Morgan et al. 2008; Poindexter et al. 2008; Dai et al.
2010; Blackburne et al. 2011; Chartas et al. 2012; Mosquera
et al. 2013; MacLeod et al. 2015). In microlensing, stars near
the images of gravitationally lensed quasars produce time
variable magnifications. The amplitude of the microlensing
variability depends on the relative sizes of the quasar accre-
tion disk, RS , and the star’s Einstein radius, RE (see the
review by Wambsganss 2006). A larger disk size RS rela-
tive to RE smooths out the microlensing effect and results
in smaller variability amplitudes, and vice versa. In essence,
the amplitude of the microlensing variability constrains the
size of the source.
Kochanek (2004) (hereafter K04) and Poindexter &
Kochanek (2010) developed a general Monte-Carlo method
for analyzing quasar microlensing light curves to simultane-
ously estimate the size of the source as well as properties
of the lens galaxy, such as its average stellar mass and its
dark matter content. The basic procedure is to first produce
random microlensing magnification patterns for a range of
lens models consistent with the observed properties of the
lens, convolve these patterns with a model for the quasar
brightness profile, and then generate trial light curves by
randomly selecting source trajectories across the patterns.
The random trial light curves are then compared to the
observed light curves using χ2 statistics. Finally, Bayesian
methods are used to combine the results of all the trials into
estimates of the model parameters. Each trial light curve
implicitly makes an estimate of the intrinsic variability of
the source quasar based on the data and the microlensing
model, but the original algorithm has no means of evaluating
whether this model for the intrinsic variability is statistically
likely for a quasar. In other words, the algorithm includes
no likelihood for the source light curve.
Recently, it has been found that the optical variability
of quasars can be reasonably well modeled as a damped
random walk (DRW) stochastic process (Kelly et al. 2009;
Kozlowski et al. 2010; MacLeod et al. 2010). The DRW
process is described by an exponential covariance matrix S
of the signal between epochs ti and tj ,
Sij = σ
2exp(−|ti − tj |/τ), (1)
where τ is the time scale for the light curve to de-correlate
and σ describes the overall variability amplitude. The pa-
rameters are correlated with wavelength and the properties
of the quasar (MacLeod et al. 2010) and they may physi-
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cally be driven by thermal instabilities (Kelly et al. 2009).
While there may be deviations from the DRW model on
short time scales (see, e.g., Mushotzky et al. 2011; Zu et al.
2013; Kasliwal et al. 2015; Kozlowski 2016), the model pro-
vides a good statistical description of quasar variability on
time scales of weeks to decades.
In the K04 algorithm, the source light curve model “ab-
sorbs” as much of the difference between the true microlens-
ing variability of the data and that of the trial light curve
as it is statistically allowed (see Eqn. 5 in K04). If these dif-
ferences are large, it may imply intrinsic variability that is
atypical of a quasar and so should be poorly fit as a DRW.
In this paper, we test this hypothesis by including the DRW
model into the initial K04 algorithm to evaluate the like-
lihood of the source model for the intrinsic variability of
the quasar as part of the parameter estimation process. We
then applied the modified algorithm to RX J1131−1231, a
zs = 0.658 quasar lensed into four images by a zl = 0.295
galaxy (Sluse et al. 2003). This lensed quasar has been the
target of many microlensing studies to probe its optical and
X-ray emission regions (e.g., Blackburne et al. 2006; Chartas
et al. 2009; Dai et al. 2010; Chartas et al. 2016a; Neronov et
al. 2016), as well as studies to measure its time-delays (e.g.,
Morgan et al. 2006; Tewes et al. 2013). We describe the data
and our methods in §2, the results in §3, and a summary of
our conclusions in §4.
2 DATA AND METHODS
We used the R band optical light curves for the four lensed
images of the quasar from Tewes et al. (2013). The light
curves span nine observing seasons from 2004 to 2012 with
707 total epochs and a median spacing of two days. The
median single-epoch errors are 0.005, 0.007, 0.01, and 0.027
mag for the A, B, C, and D images, respectively. We checked
whether these error estimates are accurate by fitting a
straight line to each successive triplet of data points sep-
arated by less than 15 days and calculating the goodness
of fit. These fits showed significant deviations from a χ2 per
degree of freedom (dof) of unity, so we added additional sys-
tematic errors in quadrature to the original errors in order
to bring the mean of the triplet χ2/dof to unity. These sys-
tematic error estimates are 0.012, 0.02, 0.037, and 0.038 mag
for images A−D, respectively.
We fit the DRW model to each of the individual light
curves after adding the systematic errors in quadrature to
the original light curves. We used the algorithm from Ko-
zlowski et al. (2010) to obtain the best-fit parameters by
maximizing the likelihood of the data given the trial DRW
parameters P (D|σˆ, τ). Following Kozlowski et al. (2010),
we used σˆ = (2σ2/τ)1/2 as our model parameter instead of
σ as it is well-constrained even when σ and τ are degener-
ate. We used a uniform 2D grid of σˆ and τ values ranging
from log10(σˆ) = −3.0 to 1.0 in 0.05 dex increments and
log10(τ) = −1.0 to 5.0 in 0.1 dex increments. Our best-fit
DRW parameters for each image are given in Table 1. Fig-
ure 1 shows the combined likelihood from the DRW fitting
process,
∏
k
Pk(Dk|σˆ, τ) = PA(DA|σˆ, τ) × PB(DB |σˆ, τ) ×
PC(DC |σˆ, τ)× PD(DD|σˆ, τ), where the dots show the max-
imum likelihood parameters for each image.
We removed the time delays between the quasar images
Figure 1. Combined likelihood contour
∏
k
P (Dk|σˆ, τ) for the
light curves k = A, B, C, and D shown here in logarithmic scale
for the range of trial DRW parameters. The dots are the best-fit
DRW parameters for each image and the cross shows the param-
eters eventually used for the final results (σˆint and τint in text).
The best-fit parameters for each image are located at the peak
and marked but the individual probability distributions are not
shown.
Table 1. Best fit DRW parameters
Image σˆ (mag/
√
year) τ (days)
A 0.312 4794.9
B 0.326 799.8
C 0.317 566.9
D 0.433 2068.6
using the delays obtained by Tewes et al. (2013) and treat-
ing image A as our reference image. While the time delays
between image A, B, and C are small, the time delay be-
tween images A and D is significantly larger, at tA − tD
= 90.6 days. We interpolated the light curves in each ob-
serving season using the DRW model with τint = 3000 days
and σˆint = 0.32 mag/
√
year, where σˆint is the average σˆ for
ABC. The σˆ value for D was not included, as it is relatively
different from the rest due to the larger variability contri-
bution from microlensing. We fixed τint to 3000 days, which
is roughly between τA and τD. Changing τ will have little
effect since the joint likelihood spans a large range of τ as
shown in Figure 1 and estimate of τ are generally very un-
certain (e.g., Kozlowski et al. 2010; MacLeod et al. 2010;
Kozlowski 2017). Finally, to speed up our microlensing anal-
yses, we averaged any interpolated points that are separated
by less than 1.5 days, weighted by their uncertainties. Fig-
ure 2 shows the interpolated and averaged light curves with
the time delays removed.
We used the methods of K04 for our microlensing anal-
yses and the lens models from Dai et al. (2010). Specifically,
the lens was first fitted using an ellipsoidal Re = 1.
′′7 de Vau-
couleurs (deV) profile for the stellar mass distribution. We
then added an NFW dark matter halo, considering a range
of lens models with different stellar mass fractions f∗ relative
to a pure deV model from f∗ = 0.1 to f∗ = 1 in increments
of ∆f∗ = 0.1, where f∗ = 1 is the pure deV model. We used
static magnification patterns and did not consider the ran-
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Figure 2. Lensed R band light curves of RX J1131−1231 after removing the time delays obtained from Tewes et al. (2013), interpolating
with the DRW model, and averaging points separated by less than 1.5 days. We keep only data where all four shifted light curves overlap.
dom motion of the stars in the lens galaxy, which avoided
the need to parallelize the DRW likelihood calculations (but
see Poindexter & Kochanek 2010). We generated eight ran-
dom realizations of the magnification patterns for each lens
model based on the microlensing parameters, convergence κ,
shear γ, and fraction of stellar convergence κ∗/κ, from Dai
et al. (2010). Each magnification pattern has 8192 × 8192
pixels, an outer scale of 10〈Re〉, and an inner pixel scale of
10〈Re〉/8192 ∼ 0.001〈Re〉. Following Dai et al. (2010) and
the velocity model from K04, the projection of the cosmic
microwave background dipole velocity on the lens plane and
the lens velocity dispersion are taken to be 47 km s−1 and
350 km s−1, respectively. Similarly, we used 235/(1 + zl)
km/s ≈ 180 km/s and 235/(1 + zs) km/s ≈ 140 km/s for
the rms peculiar velocities of the lens and source galaxies,
respectively.
We modeled the source (the accretion disk) as a circu-
lar, face-on, standard thin disk (Shakura & Sunyaev 1973).
In generating the trial light curves, we used a logarithmic
grid of source sizes log10(RS/cm) from 14.50 to 17.50 with
a spacing of 0.1 dex. Each simulated light curve at epoch
i consists of the source magnitude Si and the total loga-
rithmic magnification µtot,i = µ+ ∆µ+ δµi, comprising the
magnification µ of the “macro” model, any offset ∆µ from
that model, and the micro magnification δµi. Thus, the light
curve of image α is modeled as
mαi = Si + µ
α
tot,i = Si + µ
α + ∆µα + δµαi (2)
and the overall goodness of fit compared to the observed
light curve mαi with uncertainties σα,i is
χ2 =
∑
α
∑
i
(
mαi − Si − µαtot,i
σα,i
)2
. (3)
Given a set of trial microlensing light curves δµαi , one can
calculate an estimate of the source light curve Si by solving
∂χ2/∂Si = 0. In the K04 algorithm, this estimate of the
source variability is then used to simplify the χ2 for the
microlensing analyses. Here, we additionally used the DRW
model to evaluate the likelihood P (Si|σˆ, τ) of this source
light curve model.
We ran N = 106 trial light curves for each lens model
(ten total) and for each magnification map (eight total) and
set a threshold of χ2/Ndof < 2 for saving the trial out-
puts. Light curves with larger χ2 values contribute negligi-
bly towards the final Bayesian integrals as their contribu-
tions decrease exponentially as exp(−χ2/2) and the number
of degrees of freedom Ndof = 2105 is large. In order to ob-
tain a non-trivial number of light curves that satisfy this
threshold, we imposed an error floor of 0.05 mag for the
ABC light curves and a floor of 0.07 mag for the D light
curve. The larger error floor for the D light curve is due to
its overall worse photometry. This results in saving approxi-
mately 0.2% of each of the N = 106 random trials, resulting
in ∼ 160,000 final outputs. Further technical details of the
light curve generation and fitting procedures can be found
in K04 and Poindexter & Kochanek (2010). For each trial
light curve that passes the χ2 threshold, we calculated the
DRW likelihoods of the source light curve model for val-
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ues of σˆ ranging from σˆint − 0.15 to σˆint + 0.05 in uniform
increments of 0.025, while fixing τ to 3000 days.
The parameter estimation process follows K04, where
we used Bayes theorem to estimate any quantity of inter-
est. We assumed logarithmic priors for the DRW σˆ pa-
rameter and the scaled source velocity (P (σˆ) ∝ 1/σˆ and
P (vˆe) ∝ 1/vˆe). For the scaled source size, we assumed ei-
ther a linear prior, P (Rˆs) ∝ constant prior, or a logarithmic
prior, P (Rˆs) ∝ 1/Rˆs. We also compared results with and
without a uniform prior on the mean stellar mass over the
range 0.1 h2M < 〈M∗〉 < 1 h2M.
3 RESULTS
We calculated the relative probabilities for the source size
RS and the average stellar mass 〈M∗〉 for three cases: (i)
without the DRW likelihoods on the source model, (ii) with
the DRW likelihoods marginalized over the range of σˆ val-
ues, and (iii) with the DRW likelihoods for a fixed σˆ value at
σˆint. Treating the logarithmic size prior and no mass prior
as the standard case, Figures 3 and 4 show the probability
distributions for the physical source size RS and the average
lens masses 〈M∗〉. Figure 5 shows the probability distribu-
tion for σˆ, marginalized over all other variables. We also
included the results when we imposed a prior on the stellar
mass within the range 0.1h2M < 〈M∗〉 < 1h2M. Table
3 presents a summary of our results for the standard case,
where the values in brackets refer to cases that include a
mass prior.
We obtained a median log(RS/cm) = 15.26
(14.92−15.54 at 68% confidence) without the DRW
likelihoods, compared to a median log(RS/cm) = 15.23
(14.87−15.52 at 68% confidence) with the DRW model
averaged over σˆ and log(RS/cm) = 15.25 (14.89−15.53
at 68% confidence) with the DRW likelihoods for a fixed
σˆ = σˆint. These size estimates are consistent with each
other and with the size estimate from Dai et al. (2010) of
log(RS/cm) = 15.11 (14.89−15.32 at 68% confidence). The
median size estimates obtained from using a linear size
prior are ∼ 0.2 dex larger than those obtained using a log
size prior, but adding the DRW model likelihoods again has
no significant impact on the estimated source size. Figure 3
shows the source size probability distribution.
We obtained a median estimate of the average stel-
lar mass of 0.026 h2M (0.0052−0.19 at 68% confidence)
without the DRW likelihoods, compared to 0.041 h2M
(0.0072−0.28 at 68% confidence) when we averaged over
σˆ and 0.035 h2M (0.0063−0.26 at 68% confidence) using
σˆint. Figure 4 shows the probability distribution for the av-
erage lens mass. For a standard IMF and an old stellar popu-
lation, we expect 〈M∗〉 ∼ 0.3M including remnants, which
is broadly consistent with this result.
The posterior probability distribution for σˆ of the source
variability model is shown in Figure 5. The median esti-
mate of σˆ is 0.25 mag/
√
year (0.23−0.27 at 68% confidence),
which is approximately 1.3 times lower than the estimate
of σˆint = 0.32 found for the observed light curves for the
same fixed τ = 3000 days. It is not surprising that the es-
timate of σˆ including microlensing is smaller than the esti-
mates made from the light curves without correcting for mi-
crolensing. Since some of the observed variability is now due
Figure 3. Relative probability distributions for the physical
source size. The standard case with a log size prior and no mass
prior is shown by the solid lines, while the dashed lines include a
mass prior of 0.1h2M < 〈M∗〉 < 1h2M. The black curves in-
clude no constraints from the DRW model, while the red (green)
curve is marginalized over σˆ (uses a fixed σˆ).
Figure 4. Relative probability distributions for the average lens
mass 〈M∗〉, with the same color codings as Figure 3.
to microlensing rather than being intrinsic to the source, we
should see a shift of σˆ to lower values. Because it is difficult
to estimate τ , we simply held it fixed for this experiment.
Unlike the expected shift in σˆ, there is also no obvious ex-
pected change in τ between the models with and without
microlensing.
4 CONCLUSION
The original Bayesian Monte Marlo method of K04 for ana-
lyzing quasar microlensing light curves does not attempt to
evaluate the model for the intrinsic variability of the quasar.
Rather it absorbs the quasar variability into the microlens-
ing models by describing it as the average difference between
the microlensing variability and the trial light curves. This
process could imply atypical quasar variability and allowing
MNRAS 000, 000–000 (0000)
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Table 2. Microlensing parameters for RX J1131-1231
Parameter No DRW DRW σˆ marginalized DRW fixed σˆ
log(RS/cm) 15.26
+0.28
−0.34 (15.13
+0.35
−0.43) 15.23
+0.29
−0.36 (15.05
+0.37
−0.40) 15.25
+0.28
−0.36 (15.09
+0.36
−0.42)
log(〈M∗〉/h2M) −1.59+0.87−0.70 −1.38+0.83−0.77 −1.45+0.87−0.75
The median values and the errors based on the 68% confidence interval, for cases with a log size
prior and without a mass prior (the standard case). Values in brackets are when a mass prior is
enforced.
Figure 5. Relative probability distribution for the DRW σˆ pa-
rameter. The dashed line shows the results from fitting the
light curves without accounting for microlensing (Figure 1 with
τ = 3000 days) while the solid line shows the posterior estimate
of σˆ from the microlensing models. As expected, some of the vari-
ability is now due to microlensing so σˆ shifts to a smaller value.
The vertical line marks the value of σˆint.
such cases might affect the estimated microlensing parame-
ters.
To test this, we modified the initial K04 algorithm by
including the DRW model to evaluate the likelihood of the
source variability model. We applied the modified algorithm
to the lensed quasar RX J1131−1231 using the R band op-
tical light curves from Tewes et al. (2013) that span almost
nine years. We estimated the physical size of the quasar disk
RS and the average stellar mass 〈M∗〉 for three cases: (i)
without using the DRW model, (ii) using the DRW model
and averaging over a range of σˆ values, and (iii) using the
DRW model with a fixed σˆ = σˆint value estimated from the
observed light curves.
We found that adding the DRW model has negligible
effects on the physical parameters and that the results are
consistent with those obtained without a DRW model. The
likely explanation for the minimal effect is that an unlikely
source model is produced only when the microlensing fits
are already poor and so already contribute little statistical
weight to the posterior probability distributions. At least for
RX J1131−1231, adding the information on the likelihood
of the source light curve does not significantly impact the
estimate of the source size. Therefore, there appears to be
no reason to undertake the challenging task of parallelizing
the DRW likelihood analysis to work with the more com-
plex “moving stars” version of the K04 algorithm developed
by Poindexter & Kochanek (2010). More generally, it seems
unlikely that priors on the source variability are needed for
microlensing analyses.
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