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Abstract 
Synthetic Magnetogram Calculations from 
Magnetosphere-Ionosphere Coupling Models 
by 
Paul Alejandro Ontiveros 
Global MHD models, ring-current models, convection models, and a growing number 
of coupled models calculate the large-scale currents in the magnetosphere-ionosphere 
(MI) system. Traditionally, these models have been tested against single-point magnetic 
field measurements made by individual spacecraft. This often does not provide a clear 
picture of the pattern of model-data discrepancies. The global network of ground-based 
magnetograms constitutes a large source of data that is currently being underutilized for 
validation and analysis of these models. This is primarily due to the fact that a good code 
does not exist that accurately makes the connection between the models' output and 
ground magnetometer data. To address this, a numerical code has been developed to 
compute realistic ground magnetic field perturbations, based upon input from these 
models, and is described in this thesis. The code includes the effects of all large-scale 
current systems in the MI system. It also computes the effects from the inner 
magnetosphere currents by integrating the Biot-Savart integral over a spherical grid 
centered on the Earth. A scalar potential representation is used for the magnetic field due 
to the currents in the outer magnetosphere and solar wind. The effects of the ground 
induction currents are also included with a scalar potential by including the effects of an 
infinitely conducting sphere below the surface. Aside from the code's ability to compute 
realistic magnetic field disturbances at individual magnetometers, it is possible to 
compile synthetic geomagnetic indices and synthetic global disturbance maps. The 
software is intended as a general-use tool and was built to be flexible so that it can be 
integrated with a wide variety of large-scale MI coupling models. Initial synthetic 
magnetogram results are presented based on SWMF and RCM storm simulations. 
Synthetic Dst was computed for the SWMF simulation results, while synthetic 
magnetograms, several geomagnetic indices, and an LT-UT map were computed for the 
RCM simulation results. The magnetogram output is compared to observations to 
analyze both MI coupling codes. 
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Chapter 1 
Introduction 
The interactions between the Sun and the Earth's magnetic field are highly complex 
and have always affected mankind. Earth's magnetic field has shielded all life forms on 
our planet from harmful solar radiation and people have seen firsthand the effects of 
solar-terrestrial interactions on Earth for many millennia. Our ancestors witnessed the 
great displays of the Aurora Borealis (northern lights) and attributed the beautiful dancing 
light clouds to their gods. It wasn't until the 1700s when scientists and philosophers 
correctly linked the auroral displays to the interaction between the sun's atmosphere and 
the Earth's magnetic field. By this time, people had been using the compass and Earth's 
magnetic field for navigation purposes for over 500 years. In the 1720s, observers went 
on to notice that the compass was always in motion and discovered that geomagnetic and 
auroral activities were correlated [Carlowicz and Lopez, 2002]. 
With human curiosity and the need to have efficient navigation, the field of 
geomagnetism grew. In the 1800s, the great scientist C. F. Gauss led the effort in the 
mathematical analysis of observations with the newly invented magnetic field 
observatories called magnetometers. With the magnetometers widely spaced apart 
throughout the world, his treatment allowed the separation of the magnetic field 
contributions from Earth currents and space currents. Also around this period in history, 
scientists were able to link geomagnetic disturbances on Earth when they observed flares 
(explosions) on the sun with the aide of telescopes [Carlowicz and Lopez, 2002]. These 
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disturbances included the deflections in magnetic field observations and erratic behavior 
and service disruption in telegraph instruments. These were the first recorded effects due 
to space weather caused by solar-terrestrial interactions. 
Today, orbiting satellites and a few ground-based technological systems are affected 
by space weather. Thus, there is both academic and applied interest in understanding our 
Sun-Earth system. The US National Space Weather Program started in 1994 to 
coordinate a strategy in space science research, modeling, observations, technology 
transition, operational forecasting, and education. This program defines space weather 
as: .' 
Space weather refers to conditions on the Sun and in the solar wind, magnetosphere, 
ionosphere, and thermosphere that can influence the performance and reliability of 
space-borne and ground-based technological systems and can endanger human health. 
Adverse conditions in the space environment can cause disruption of satellite 
operations, communications, navigation, and electric power distribution grids, leading 
to a variety of socioeconomic losses [Robinson and Behnke, 2001]. 
One important component of the Space Weather Program is the development of global 
models that include the sun, solar wind, magnetosphere, and ionosphere as one integrated 
system. The goal is to understand Earth's space environment and perhaps someday to 
have the capability of forecasting hazardous space weather events. 
The subject of this thesis is the development of a synthetic magnetogram algorithm 
that computes realistic ground magnetic field perturbations. The input to this 
computational model uses currents calculated by magnetosphere-ionosphere (MI) 
coupling codes. The validation and development of MI models have been hindered by 
the limited methods available to compare computed output to observations. Traditionally, 
coupling codes' results are compared to observations made by one or a few satellites in a 
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region of interest within the magnetosphere. This proves challenging to the 
magnetospheric physics community since the MI system encompasses a vast volume and 
there are only a limited number of scientific satellites. Earth based magnetic field 
observations have been underutilized by MI modelers mostly due to the lack of a general 
code that computes realistic magnetic field perturbations on Earth. MI codes calculate 
most of the current systems within the magnetosphere and ionosphere needed to compute 
magnetic perturbations on the ground. Hence, the motivation of this work is to develop a 
universal synthetic magnetogram code that can be used with a wide array of MI coupling 
codes. This will enable the comparison of model output to Earth based observations, 
which constitutes a large data set with over two hundred observatories spread out around 
the world that are constantly recording magnetic fields. This introductory chapter 
introduces the reader to the Earth's space environment, describes the background of 
ground based magnetic observations, introduces the MI coupling codes used in this 
thesis, and presents the background of this work. 
1.1 Earth's Magnetosphere 
The Earth is the third planet from the Sun and has the fifth largest diameter (6378 km) 
of the planets in our solar system. It has a strong internal magnetic field generated by 
dynamo currents within the core. The magnetic field can be approximated by a magnetic 
dipole whose north pole points towards the geographic south pole. Its axis however, is 
tilted approximately 11 degrees from Earth's rotation axis. The Earth's spin axis is also 
tilted 23.5° with respect to the ecliptic plane, the plane containing Earth's orbit around 
the sun. The upper atmosphere of the sun, the solar corona, ejects a constant stream of 
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plasma that fills the space everywhere in the solar system. Embedded with the plasma is 
the Sun's interplanetary magnetic field (IMF), whose field lines can be traced back to the 
Sun. The geomagnetic field deflects more than 99% of the solar wind, in the process 
creating a magnetic cavity whose shape resembles that of a comet with the geomagnetic 
field compressed on the day side and stretched out on the night side. This is a vast and 
dynamic region known as the magnetosphere. The magnetosphere contains the solar 
wind plasma that manages to penetrate the boundary between the solar wind and the 
geomagnetic field. The electromagnetic forces within the magnetosphere regulate the 
evolution of this plasma. 
1.1.1 Magnetospheric Structure 
The solar wind plasma is made up of nearly an equal amount of electrons and protons 
(ionized hydrogen). The rest is made up of ionized helium and a few other heavier 
elements. The average solar wind density is 6 charged particles per cubic centimeter, 
which is roughly 1000 times more tenuous than the best vacuums created in laboratories 
on Earth. This plasma has a very high conductivity since it is essentially collision-less. 
This implies that the solar wind and the geomagnetic field are "frozen-in" to their 
respective plasmas. Thus, the IMF is carried with the solar wind. The solar wind flow 
near Earth is supersonic since the average speed (400 km/s) is almost an order of 
magnitude greater than the speed of sound waves in this ionized gas. 
A shock front called the bow shock forms where the supersonic solar wind hits Earth's 
magnetic field, much like the wave shock formed by the bow of a moving ship. The cusp 
(or cleft) is the region between Earth's dipolar field lines where they stay on the dayside 
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region and those that are carried away by the solar wind onto the night side. The cusp is 
a region where solar wind particles can easily penetrate the magnetosphere. The solar 
wind particles that do penetrate the magnetosphere get trapped into various current 
systems within the magnetosphere, with their motions specified by the local 
electromagnetic fields and plasma. Figure 1.1 shows a classical thumbnail diagram of the 
magnetosphere's structure. 
Figure 1.1 Classical diagram of Earth's magnetosphere structure. [Courtesy of T. 
Onsager (NOAA)] 
The magnetopause current system is the boundary of the magnetosphere that confines 
Earth's environment from the solar environment. It is separated from the bow shock by 
the magnetosheath region, which contains the plasma that penetrates the bow shock. The 
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magnetosheath plasma is several times denser than the solar wind and has a subsonic 
flow on the day side and supersonic flow past the Earth. On the dayside, the 
magnetosphere magnetic field looks roughly dipolar. On average, the nose of the 
magnetosphere is 10 REfrom the Earth. On the night side however, the dipole magnetic 
field is highly stretched out by the solar wind into a long tail. During normal solar wind 
conditions, the magnetotail is estimated to be around 600 RE [Kivelson and Russell, 
1995]. Since the solar wind conditions are highly variable, the magnetotail is always 
changing and the size varies drastically. The crosstail current system has a dawn to dusk 
flow roughly in the equatorial plane, which is generated by particles in the plasma sheet 
and are closed on the magnetopause. The cross-tail current also helps support the long 
tail and separates the Earth-directed north and oppositely directed south magnetotail 
lobes. These tail lobes contain very little plasma compared to the rest of the 
magnetosphere. In the inner magnetosphere, a toroidal-shaped ring current flows 
westward in approximate circles in a geocentric region from 2 to 7 RE and is the a 
dominant source of magnetic field disturbances measured at Earth during geomagnetic 
active times. 
The Birkeland current system includes two regions of field-aligned currents intricately 
coupled with the ionosphere. The region-1 current flows into the ionosphere on the 
morning side and out of the ionosphere on the evening side at high latitudes. The slightly 
weaker region-2 current flows counter to the region-1 and at slightly lower latitudes 
(figure 1.2). The dawn side region-2 current is connected to the dusk side region-2 
current azimuthally along the partial ring current (PRC) in the equatorial plane, while the 
region-1 current is thought to close in the tail by a diversion of the cross-tail current or 
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the magnetopause current [Stern, 1994]. There are two types of current flow in the 
ionosphere known as the Pedersen and Hall currents (also shown in Figure 1.2). 
Pedersen currents are predominantly directed north-south and flow in the electric field 
direction. Hall currents flow in the direction of - E x B (roughly in the east-west 
direction), where E and B are the local electric and magnetic fields, respectfully. The 
westward current on the morning side, which overlaps onto pre-midnight, is primarily 
made up of Hall currents and is identified as the westward electrojet. The eastward 
electrojet is in the dusk side and is mostly made up of Hall currents. Figure 1.3 displays 
an average overview of the electromagnetic configuration of the ionosphere. 
Figure 1.2 Cartoon of region-1 and region-2 Birkeland currents (only a section shown) 
and ionospheric currents. [Courtesy of M. Wiltberger (NCAR/HAO)] 
8 
Figure 1.3 Average ionospheric configuration of: (a) Birkeland currents (b) electric field 
(c) horizontal ionospheric current (d) E x B drift velocity shown as equipotentials. Note 
that local noon corresponds toward the top of the page. [Courtesy Kievelson and Russell, 
1995]. 
Changes in ionospheric and magnetospheric currents are associated with magnetic flux 
changes that in turn produce electric fields that drive electric currents within the 
conducting Earth. The strength of the geomagnetically induced currents (GIC), depend 
on the spatial and temporal structure of the magnetospheric and ionospheric source 
currents as well as on Earth's ground conductivity structure. The largest GIC are 
generated by current systems that vary rapidly with time such as the storm main phase 
[Hakkinen et al., 2002] and substorm auroral electrojets. The GIC can become 
significantly strong during geomagnetically active times. For example, estimates show 
that the GIC can contribute about a third of total Dst during storms [Hakkinen et al., 
2002; Langel and Estes, 2001]. 
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1.1.2 Magnetospheric Dynamics 
The dynamic processes within the magnetosphere are generated by the energy, mass, 
and momentum that transfer from the solar wind to Earth's magnetosphere. The amount 
of energy transferred largely depends on the orientation of the IMF. On average, the IMF 
components are on the ecliptic plane (the plane containing Earth's orbit around the sun) 
at an angle of about 45 degrees to the Sun-Earth line. However, the IMF direction is 
sporadic and can be in any direction at any time. If the IMF is directed southward 
relative to Earth's dayside northward oriented magnetic field, a plasma process known as 
magnetic reconnection (merging) takes place. In principle, magnetic reconnection opens 
the Earth's closed magnetic field to the solar wind and allows energy to flow more freely. 
This is essentially the Dungey model of the open magnetosphere [Dungey, 1961]. 
Consequently, energy transfer is minimized if the IMF is directed northward relative to 
Earth's northward oriented magnetic field although some small- scale viscous 
interactions still allow some transfer of energy. 
The solar wind carries a motional electric field given by 
E = - v x B (1.1) 
where v and B are the solar wind velocity and magnetic field, respectively. If the IMF 
is southward and convection is strong, this electric field is directed mostly dawn-to-dusk 
and has a strong effect on the evolution of the magnetospheric plasma, which drives most 
magnetospheric dynamics. When magnetic reconnection occurs between the IMF and the 
geomagnetic field on the dayside, the penetration of the solar wind motional electric field 
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increases. The increase in this electric field enhances magnetospheric convection, which 
can produce dynamical geomagnetic events known as substorms and storms. 
Magnetospheric convection simply refers to the energy flow in the magnetosphere. 
When dayside reconnection occurs, geomagnetic field lines are tied to the IMF and are 
swept towards the tail at the solar wind speed. The solar wind electric field (Eq. 1.1) 
maps to the ionosphere along the open geomagnetic field lines, which act as 
equipotentials. This electric field drives plasma flow antisunward (from noon to 
midnight) in the ionosphere. The geomagnetic field lines from both hemispheres that are 
stretched far downtail by the solar wind are oppositely directed. They eventually are 
brought together and reconnect deep down the tail. A tension force resulting from 
reconnection, along with the pressure gradient and the potential difference created by the 
solar wind make the plasma flow sunward through the plasma sheet as well as in the 
equatorward region of the ionosphere. 
There are two main categories of geomagnetic activity, substorms and storms. 
Substorms occur in a smaller scale than storms and involve the explosive dissipation of 
energy into the magnetosphere and ionosphere. There are three phases of the substorm. 
The first is the growth phase, in which the magnetotail field becomes highly stretched 
and the cross-tail currents grow and become very large. The second is the expansion 
phase, in which the energy stored in the tail is quickly released. The field lines in the 
nightside of the magnetosphere, having been highly stretched by the buildup of current in 
the cross-tail current, quickly collapse to a dipole shape. The energy is dissipated into the 
ionosphere and inner magnetosphere. The energy that goes into the ionosphere increases 
the electrojet currents and the magnetic field on the ground at high latitudes is perturbed. 
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The aurora gets brighter throughout the expansion phase while the ionosphere currents 
expand equatorward. The recovery phase is the last stage of the substorm, in which the 
aurora dims, the ionosphere currents diminish, and the magnetosphere returns to the pre-
substorm state. 
Geomagnetic storms, also known as magnetic storms, are the main contributors to 
space weather. The widely accepted definition of magnetic storms is given by Gonzalez 
et al. [1994] as "an interval of time when a sufficiently intense and long-lasting 
interplanetary convection electric field leads, through a substantial energization in the 
magnetosphere-ionosphere system, to an intensified ring current sufficiently strong to 
exceed some key threshold of the quantifying storm time Dst index". The energization of 
the magnetosphere-ionosphere system is produced by the enhanced convection associated 
with the coupling of the solar wind and the geomagnetic field. As mentioned previously, 
this mostly occurs when the IMF is southward. Thus, storms are associated with long 
periods of southward IMF and enhanced interplanetary electric fields. The enhanced 
magnetospheric convection leads to a buildup of the ring current by the injection of 
plasma sheet particles. The storm time ring current produces strong southward magnetic 
field perturbations at the surface of Earth. These perturbations can reach hundreds of 
nanotesla. A storm-time disturbance index (Dst) was developed to monitor these 
perturbations during the late fifties and early sixties [Kertz, 1958,1964; Sugiura, 1964]. 
This was achieved by using several mid-latitude observatories spread out around the 
world to estimate the average disturbance field at the center of the Earth. 
Figure 1.4 shows a Dst plot of an idealized magnetic storm with its three different 
phases. The storm sudden commencement (SSC), which typically lasts a few minutes, 
occurs due to a sudden compression of the magnetosphere by the solar wind, which 
makes the magnetopause currents more intense and move closer to Earth. This has an 
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effect of a quick increase of up to tens of nanotesla in the northward field perturbation on 
the ground (positive deflection in Dst). The period between the SSC and the main phase 
is called the initial phase of the storm and typically lasts for several minutes to a few 
hours. The second stage of the storm is called the main phase, in which Dst becomes 
progressively negative as the ring current intensifies. The main phase can last from half 
an hour to several hours. The final stage is the recovery phase and usually lasts tens of 
hours to a few days until the ring current and Dst recede back to pre-storm levels. 
Auroral activity is also prevalent during magnetic storms and can create great auroral 
displays closer to the equator than substorms that occur outside storms. Convection 
during storms creates several kinds electromagnetic waves within the magnetosphere, 
which enhance the energy of particles by several orders of magnitude in the radiation 
belts and the plasma sheet. The highly energetic electrons produced by the storm can 
cause problems in spacecraft by penetrating electronics and can harm astronauts with 
large doses of radiation. Strong Earth currents are also induced below the ground and can 
negatively affect technological networks like electric power transmission grids, oil and 
gas pipelines, and telecommunication cables. 
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 
Time (hour) 
Figure 1.4 Dst progression for an idealized geomagnetic storm. [Courtesy Jichun Zhang] 
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1.2 Ground Magnetic Observations 
Earth's dynamo field is essentially a dipole magnetic field with a moment of 30,000 
nanotesla. The dipole field changes very slowly and thus any magnetic field variations at 
the surface of the Earth are due to the effects of MI and ground induction currents. These 
current systems sum up to create a magnetic field perturbation on the surface of the Earth. 
The field can be computed with the Biot-Savart law, an inverse-square law, and thus the 
relative influence of each current depends on its strength and is inversely proportional to 
the square of the distance from the observation point. 
1.2.1 Magnetograms 
Magnetometers were invented in the 1800s to observe the magnetic field perturbations 
on Earth [Carlowicz and Lopez, 2002]. Those instruments were mainly based on the 
variations of the magnetic field observed by compasses. Today, instruments for 
measuring magnetic fields are much more sophisticated and use different principles 
including magnetic hysteresis, proton precession, and the Zeeman effect. There are over 
200 ground-based stations in constant operation throughout the world. Much of this data 
is freely available for download and is available with one-minute and one-second 
resolution and with accuracy within one to a few nanotesla. 
Magnetic observatories' data give the total magnetic field, including the dynamo field, 
at the observation point as a function of time. These plots are known as magnetograms. 
Figure 1.5 shows an example of a magnetogram from the San Juan, Puerto Rico 
observatory during a magnetic storm downloaded from the World Data Center for 
Geomagnetism, Kyoto website. This station is a mid-latitude station (21.1 degrees 
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latitude in the northern hemisphere) and thus follows the general signatures seen in the 
phases of Dst since the perturbations observed at low to mid latitudes are mainly due to 
the ring current. Figure 1.6 shows another magnetogram from Phuthuy, Vietnam for the 
same event. This station is close to the same latitude as San Juan, but almost exactly in 
the opposite side of the world. Note that the magnetic fields components are given in 
different coordinates. These two coordinate systems are the basic coordinate systems 
used for magnetogram data. The next section presents the difference between the two. 
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Figure 1.5 Magnetogram for the station San Juan, Puerto Rico during the magnetic storm 
of September 22,1999. [Courtesy World Data Center for Geomagnetism, Kyoto] 
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Figure 1.6 Magnetogram for the station Phuthuy, Vietnam during the magnetic storm of 
September 22,1999. [Courtesy World Data Center for Geomagnetism, Kyoto] 
The synthetic magnetogram code was developed with the capability of computing 
synthetic magnetograms. The code computes the magnetic field at any point in the 
Earth's surface corresponding to the location of a specific magnetic observatory. Using 
the simulation results of an MI coupling code, a time series is developed of each 
component of the magnetic field perturbation to create synthetic magnetograms. 
1.2.2 Coordinate Systems 
Different coordinate systems are used in space physics since various physical 
processes are better understood, data is more ordered, or calculations are more easily 
performed in one or another coordinate system. For a thorough review of geophysical 
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coordinate systems used in space physics and their respective transformations, please see 
Appendix 3 in the space physics textbook by Kivelson and Russell [1995] or the work of 
Hapgood [1992]. A few of the most common coordinate systems used in space physics 
are described below. 
The Geographic Coordinate system (GEO) is defined so that its X-axis is in the Earth's 
equatorial plane but is fixed with the rotation of the Earth so that it passes through the 
Greenwich meridian (0° longitude). Its Z-axis is parallel to the rotation axis of the Earth, 
and its Y-axis completes a right-handed orthogonal set (Y = Z x X) . The Geomagnetic 
Coordinate system (MAG) is defined so that its Z-axis is parallel to the magnetic dipole 
axis. The y-axis of this system is perpendicular to the geographic poles such that if D is 
the dipole position and S is the south pole (Y = D x S) . Finally, the X-axis completes a 
right-handed orthogonal set. Figure 1.7 displays the difference between these two 
coordinate systems, with 6 used for latitude and <p for longitude. 
M G 
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Figure 1.7 Difference between geographic and geomagnetic coordinate systems. 
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[Courtesy of World Data Center for Geomagnetism, Kyoto] 
The Geocentric Solar Ecliptic System (GSE) has its X-axis pointing from the Earth 
towards the sun and its 7-axis is chosen to be in the ecliptic plane pointing towards dusk 
(thus opposing planetary motion). Its Z-axis is parallel to the ecliptic pole. Relative to an 
inertial system this system has a yearly rotation. 
The Geocentric Solar Magnetospheric System (GSM) has its X-axis along the Earth-
Sun line. The y-axis is defined to be perpendicular to the Earth's magnetic dipole so that 
the X-Z plane contains the dipole axis. The positive Z-axis is chosen to be in the same 
sense as the northern magnetic pole. The two MI coupling codes used in this thesis use 
the GSM coordinate system. 
The coordinate systems used in this thesis are geocentric, which means their origin is 
set at the center of Earth. The natural coordinates for computations and description 
purposes are Cartesian coordinates and spherical coordinates. Cartesian coordinates (X, 
Y, Z) are typically described in earth radius (RE) or kilometers (km). Spherical 
coordinates (R, 6 ,<j)) are usually described in RE for the radial component and degrees 
for the latitude (6) and the longitude (<p) components. The following shows the 
conversions between the two: 
x = r sin(0) cos(0) 
y = r sin(0) sin(0) 
z = r cos(0) 
= V ? - - - 2 - - 2 
d = arctan 
1
 = arctan 
+ y +z 
(47^7) ( z \ (1.2) 
-1 = arccosl , 
(9 
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The magnetic field is a vector and thus the field must be described by three elements. 
The coordinate systems used for ground magnetic data are typically the HDZ, XYZ, and 
FDI. Figure 1.8 displays the elements of these coordinate systems. Table 1.1 gives the 
definition of the components. The declination (D) and inclination (I) are elements needed 
to describe the field on the ground. By convention, D and I are measured in degrees. D 
is the angle between geographic north and the horizontal vector (with east of north being 
positive) while I is the angle between the horizontal plane and the total geomagnetic field 
vector (F) . The elements that describe field intensity are the total intensity (F), the 
horizontal component (H), the north (X) and east (Y) components of the horizontal 
intensity, and the vertical component with positive downward (Z) into the ground. 
Northward 
e 
Figure 1.8 The combinations of the three components frequently used in geomagnetism 
are HDZ, XYZ and FDI. [Courtesy of World Data Center for Geomagnetism, Kyoto] 
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Symbol Meaning 
F total magnitude 
D decimation (angle in degrees from magnetic north, east is positive) 
I inclination (angle from horizontal) 
X North, positive 
Y East, positive 
Z Vertical, positive downward 
Table 1.1 The definitions of the elements of magnetometer data coordinate systems. 
The equations that relate the values of these coordinate elements are given by 
F = Vx2 + y2 + z2 
= V//2 + z 2 
H=Fcos(I) ( 1 3 ) 
X = Hcos(D) 
Y = Hsin{D) 
Z = Z'sinC/) 
Note that the XYZ magnetometer coordinate elements coincide with the labels of the 
geocentric coordinate system elements. It is helpful to think of the magnetometer field 
components as a variation of spherical coordinates given by 
X = - y? e 
y = £, (1.4) 
Z—B, 
Confusion arises from the use of ^ i n some papers as magnetic northward (X 
component above) instead of the total horizontal field intensity. Also, D is sometimes 
used within the literature to represent the eastward component in nanotesla, instead of an 
angle as represented above. To avoid any confusion, the XYZ magnetometer coordinates 
as defined above will be used within this thesis to represent magnetometer data. 
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1.2.3 Geomagnetic Indices 
As mentioned previously, there are over 200 magnetic observatories in constant 
operation worldwide. It is possible to use data from several observatories to compile a 
single metric or physical indicator of geomagnetic activity. For example, the Dst index 
was developed to monitor the equatorial ring current variations during geomagnetic 
storms. Other important indices have been developed and are used to monitor specific 
geophysical variations. In addition to computing synthetic magnetograms with the 
magnetogram code, it is possible to compute synthetic indices. Therefore, this section 
summarizes the indices that can be computed with the synthetic magnetogram code. 
The disturbance storm time (Dst) index was developed in the late fifties and early 
sixties [Kertz, 1958,1964; Sugiura, 1964] as an indicator of the effects of the ring 
current. The derivation has evolved since the initiation of Dst with the use of eight 
stations in the late 50s, to the use of three stations up to 1970, and the use of four stations 
today. Dst is expressed with hourly magnetic field perturbations using low to mid-
latitude stations spread out around the world to represent the average state of the ring 
current. More information on Dst and its meaning can be found in the paper by Sugiura 
and Kamei [1991]. 
The Dst index attempts to measure the disturbance field from the total particle energy 
in the ring current, which is axially symmetric with respect to the Earth's dipole axis. 
The ring current includes both a symmetric and asymmetric part. Figure 1.9 displays the 
stations that are currently used for the Dst index. Table 1.2 shows the coordinates of the 
magnetic observatories. The locations of these observatories were chosen to be far from 
the effects of the auroral and equatorial electrojets (strong ionospheric currents) and are 
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somewhat evenly spaced out longitudinally. Since Dst measures the total depression of 
the horizontal (H component) of the magnetic field, the baseline H must be found for 
each station to take into account secular variations. The annual mean values of H are 
calculated using a database of the five quietest days (days with the least geomagnetic 
activity) for each month. A second-order polynomial fit to the annual mean values is 
used to obtain the baseline values for each hour. This value is subtracted from the 
observation to get the field perturbation 
bJi{T) = Hoh-H{Ddase (1.5) 
where A//is the perturbation, Hots is the observed field, and //Aase is the computed 
baseline value. The effects of the solar quiet daily variation (Sq), a diurnal variation 
caused by currents in the ionosphere, is also subtracted from the recorded magnetic field 
using the five quietest days of each month. 
D(r)=M/(n-sq(n (i.6) 
where S are the effects due the solar quiet variation. Finally, the perturbation D is 
averaged over the four stations and normalized to the dipole equator to estimate the 
perturbation parallel to the dipole axis: 
DsKn = Jr d-7) 
^ cos A, 
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Figure 1.9 Distribution of ground magnetic observatories used in the Dst computation. 
[Courtesy of World Data Center for Geomagnetism, Kyoto] 
Observatory 
Hermanus 
Kakioka 
Honolulu to April 1960 
after April 1960 
San Juan to January 1965 
Geoj^ ra 
Longitude (E) 
19.22° 
140.18° 
201.90° 
201.98° 
293.88° 
phic 
Latitude 
-34.40° 
36.23° 
21.30° 
21.32° 
18.38° 
Geomagnetic 
Dipole latitude 
-33.3° 
26.0° 
21.0° 
21.1° 
29.9° 
Table 1.2 Coordinates of ground magnetic observatories used in the Dst computation. 
[Courtesy of World Data Center for Geomagnetism, Kyoto] 
Recently, much debate has surfaced about the meaning of Dst. Although it was 
originally developed as an indicator of the equatorial ring current, some researchers have 
found that other current sources contribute to Dst. For example, Alexeev et al. [1996] 
and Dremukhina et al. [1999] estimated that the cross-tail currents' contributions to Dst 
were equal or even greater than those from the ring current. More recently Turner et al. 
[2001] and Ganushkina et al. [2004] estimated those contributions to be around 25 %. 
Ohtani et al. [2001] found the effects to be between somewhere between that range. 
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Another difficulty in interpreting Dst is the relative contribution from the GIC. In an 
idealized case, it can be shown that the influence of the GIC is one third of the total Dst 
[e.g., Price, 1967]. Hakkinen et al. [2002] found the GIC to contribute around 30% and 
20% to Dst during the storm main and recovery phase, respectively. Their results are 
consistent with those found by Langel and Estes [1985]. The magnetogram code may 
help shed some light in this debate since it has the ability of separating the relative 
influence of the different MI current sources. 
Davis and Sugiura [1966] derived the auroral electrojet (AE) indices to measure the 
ionospheric electrojet activity in the auroral zone. This set of indices uses a combination 
of 10 to 13 observatories along the auroral zone in the northern hemisphere to measure 
the variations in the horizontal component (shown in Figure 1.10). Much like in the 
computation of Dst, a base value for each station must be subtracted from the recorded 
magnetic field. The base value is computed as the average of all data from the station on 
the "five quiet days" for each month. At every minute in UT, out of all the available AE 
stations, the largest and smallest horizontal field perturbation is recorded. The AU 
(auroral upper) index is defined as the upper envelope of the largest recorded values, 
while the AL (auroral lower) index is defined as the lower envelope of the smallest 
recorded values. The AE index is defined as the difference between AU and AL (AU 
minus AL). Another associated index is the AO index, and is computed as the average 
between AU and AL. The AU and AL indices can be interpreted as the effects due to the 
strongest eastward and westward auroral electrojet currents. The AE index therefore 
gives a measure of the overall electrojet activity. Table 1.3 gives the coordinates of the 
AE observatories. 
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Figure 1.10 Distribution of AE observatories in auroral zone. [Courtesy of World Data 
Center for Geomagnetism, Kyoto] 
TABLE 1 - List of AE(l2) Stations. 
Observatory 
Abisko 
Dixon Island 
Cape Chelyuskin 
Tixie Bay 
Cape Wellen 
Barrow 
College 
Yellowknife 
Fort Churchill 
Poste-de-la-Baleine 
Narsarsuaq 
(Narssarssuaq) 
Leirvogur 
IAGA 
Code 
ABK 
DIK 
CCS 
TIK 
CWE 
BRW 
CMO 
YKC 
FCC 
PBQ 
NAQ 
LRV 
Geographic 
Lat.CN) 
68.36 
73.55 
77.72 
71.58 
66.17 
71.30 
64.87 
62.40 
58.80 
55.27 
61.20 
64.18 
Coord. 
Long.CE) 
18.82 
80.57 
104.28 
129.00 
190.17 
203.25 
212.17 
245.60 
265.90 
282.22 
314.16 
338.30 
Geomagnetic Coord. 
Lat.(°N> 
66.04 
63.02 
66.26 
60.44 
61.79 
68.54 
64.63 
69.00 
68.70 
66.58 
71.21 
70.22 
Long.CE 
115.08 
161.57 
176.46 
191.41 
237.10 
241.15 
256.52 
292.80 
322.77 
347.36 
36.79 
71.04 
Table 1.3 Coordinates of ground magnetic observatories used in the AE series 
computation. [Courtesy of World Data Center for Geomagnetism, Kyoto] 
Another set of indices that are designed to measure the effects of the storm-time 
symmetric ring current consists of SYM-H and ASY-H. Much like Dst, SYM-H is 
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designed to measure the disturbance along the longitudinally horizontal component, for 
this index taken to mean along the dipole axis. SYM-H however, has the advantage of 1-
minute time resolution compared to the 1-hour time resolution of Dst. The calculation of 
SYM-H differs slightly with that of Dst. Wanliss and Showalter [2006] show that the 
deviations between the two indices are small, no more than 10 nanotesla for quiet times 
and small storms, around 10 nanotesla or less for moderate storms, and less than 20 
nanotesla for intense storms. The authors recommend the use of SYM-H as a high 
resolution Dst index. 
Full details on the computation of SYM-H and ASY-H can be found in the work by 
Lyemori [1990]. SYM-H differs from Dst in the magnetic observatories that are used. 
Six stations are picked for quality and availability from the 10 stations in Table 1.4. The 
Honolulu and Memambetsu stations are always used. The other four stations are chosen 
from the following four groups, with one picked from each set: Boulder or Tucson, San 
Juan or Fredericksburg, Hermanus or Chambon-la-Forest, and Alibag or Martin de 
Vivies. Aside from the difference in stations, SYM-H also differs from Dst in that it is 
calculated on a monthly basis instead of yearly. Other than the previously mentioned 
differences, the derivation of SYM-H is analogous to that of Dst. The first step in the 
derivation of SYM-H is the subtraction of the background field, which consists of the 
geomagnetic dipole field and the Sq field. The background field is estimated using the 
international 5 quiet days (with least geomagnetic activity) for each month. The 
magnetic field of the five quiet days, which can be interpreted as the field due to the 
dipole and Sq fields, are averaged every minute and fitted by spline functions. When one 
or more of the five quiet days cannot be used when there are data gaps, they are 
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substituted with days from the international 10 quiet days. The next step is the 
transformation to a magnetic dipole coordinate system, so that the disturbance field is 
parallel to the dipole axis. The disturbance field is then averaged at each minute of UT 
over the six chosen stations. Finally, as is done for Dst, SYM-H is normalized to the 
dipole equator by dividing the disturbance field average by the six-station average 
of cos Xn, where Xn is the dipole latitude of each station. 
The longitudinally asymmetric disturbance index (ASY-H) is defined to be the range 
between the maximum and minimum deviation at each moment for the component 
parallel to the dipole axis. The same six stations are used as for the computation of the 
symmetric perturbation. For each station, the symmetric component (SYM-H) is 
subtracted from the disturbance field to obtain the asymmetric component. Next, a 
latitudinal correction to the dipole equatorial plane is made similar to the one for SYM-H. 
Studies have shown that a correlation exists between ASY-H index and the AE indices 
[Crooker, 1972; Clauer and McPheron, 1980]. However, there are essential differences 
between these indices and the ASY-H should not be used as a measure of auroral 
disturbances. 
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Station Name 
San Juan 
Fredericksburg 
Boulder 
Tucson 
Honolulu 
Memambetsu 
Alibag 
Martin de Vivies 
Hermanus 
Chambon-la-Foret 
GG 
Latitude 
18.4 
38.2 
40.1 
32.3 
21.3 
43.9 
18.6 
-37.8 
-34.4 
48.0 
GG 
Longitude 
293.9 
282.6 
254.8 
249.2 
202.0 
144.2 
72.9 
77.6 
19.2 
2.3 
GM 
Latitude 
29.1 
49.1 
48.7 
40.4 
21.5 
34.6 
9.9 
-46.9 
-33.7 
50.1 
GM 
Longitude 
5.2 
352.2 
319.0 
314.6 
268.6 
210.2 
145.8 
142.8 
82.7 
85.7 
Table 1.4 SYM-H and ASY-H stations in geographic (GG) and geomagnetic (GM). 
[Courtesy of World Data Center for Geomagnetism, Kyoto] 
1.2.4 Global Analysis Maps 
In addition to synthetic magnetograms of individual stations and synthetic indices, it is 
possible to compute global analysis maps with the magnetogram code. The local time-
universal time (LT-UT) magnetic disturbance maps by Clauer and McPherron [1974, 
1980] and Clauer et al. [2003] show the magnetic disturbance field, which display the 
temporal and spatial development of the storm time ring current, partial ring current, and 
the substorm current wedge. LT-UT maps are very useful in the analysis of magnetic 
storms and substorms, particularly for the study of substorms and partial ring current 
formation [Clauer et al., 2003]. 
The LT-UT maps use data from a worldwide chain of low and mid-latitude magnetic 
stations. Table 1.5 shows a list of observatories and their geographic (GC) and corrected 
geomagnetic (CGM) coordinates that are frequently used for LT-UT analysis maps. 
Figure 1.11 shows the locations of the stations in a map in CGM coordinates. The CGM 
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coordinates are computed using Gustafsson et al. [1992]. The stations used for the LT-
UT maps are chosen according to quality and availability of data, therefore not all 
stations are always used. All data used is in XYZ coordinates as described in Section 
1.2.2, with X north, Y east, and Z vertical down. The data from the southern hemisphere 
stations are used by changing the sign of the eastward component (Y) with the 
assumption that the magnetic equator is a plane of symmetry. 
Station 
Name 
Karachi 
Aiibag 
Lcarmonth 
Gnangara 
Beijing 
Lunping 
Kanoya 
Kakioka 
Mizusawa 
Chichijima 
Memambet.su 
Guam 
Canberra 
Eyrewell 
Honolulu 
Pamatai 
Fresno 
Tucson 
Boulder 
Del Rio 
Bay St. Louis 
Fredericksburg 
San Juan 
Vassouras 
San Fernando 
Tamanrassct 
Hennanus 
L'Aquila 
Hartebeesthock 
Misaiiat 
Tananarive 
Amsterdam is. 
Station 
Code 
KRC 
ABG 
LRM 
GNA 
BJI 
LNP 
KN'Y 
KAK 
M1Z 
CBI 
MMB 
C'iUA 
CAN 
EYR 
HON 
PPT 
FRN 
TUC 
BOU 
DLR 
BSl. 
FRD 
SJG 
vss 
SFS 
TAM 
HER 
AQU 
HBK 
MIT 
TAN 
AMS 
Geographic 
E. Longitude 
6 7 ! 
72.9 
114.1 
116.0 
116.2 
12! 2 
130.9 
140.2 
141.0 
1422 
144.2 
144.9 
149.4 
172,4 
202.0 
210.4 
240.3 
249.2 
254.8 
259.1 
270.6 
282.6 
293.8 
316.4 
353.8 
5.5 
19.2 
13.3 
27,7 
30.9 
47.6 
77.6 
Geographic 
Latitude 
25.0 
18.6 
-22.2 
31.8 
40.0 
25.0 
31.4 
36.2 
39.0 
27.1 
43.9 
13.6 
-35.3 
-43.4 
21.3 
-17.6 
37.1 
32.2 
40.1 
29.5 
30.4 
38.2 
18.1 
-22.4 
36.5 
->-> o 
.34.4 
42.4 
-25.9 
29.5 
218.9 
37.X 
CGM 
Longitude 
139.2 
144.8 
1K5.2 
186.2 
188.3 
192.5 
202.6 
211.2 
212.3 
212.8 
215.2 
215.3 
226.5 
2 5 6 ! 
269.2 
284.7 
303.2 
3)3.8 
318.7 
325.9 
339.7 
356.7 
9.3 
22.8 
70.3 
78.3 
81.8 
87.5 
95.4 
102.2 
116.4 
138.0 
CGM 
Latitude 
19,0 
11.7 
-33.) 
-44.4 
33.9 
17.8 
24.3 
28.9 
31.8 
19.4 
36.8 
5.6 
-45.7 
-50.2 
21.8 
-16.3 
43.2 
39.9 
49.2 
39.0 
41.6 
49.8 
29.1 
-16.2 
28.4 
5.7 
-42.3 
36.2 
-34.6 
21,5 
-29.1 
-49.0 
Table 1.5 Coordinates of ground magnetic observatories used in the computation of LT-
UT disturbance maps. [Courtesy of Clauer et al. [2003]] 
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Figure 1.11 Magnetic observatories used in the computation of LT-UT disturbance maps 
displayed in a map using CGM coordinates. [Courtesy of Clauer et al. [2003]] 
The perturbation field is derived much like is done for Dst and other indices. Quiet 
time data is subtracted from active time data at each station in order to remove the dipole 
field and diurnal variations. The X component of the disturbance field is normalized to 
the dipole equator by dividing by the cosine value of the geomagnetic latitude of the 
station. The Y component is not normalized to the dipole equator since its source is 
primarily from field-aligned currents. The Z component is typically not used for LT-UT 
maps. Using the data of all available stations, a profile of the disturbance field is fit as a 
function of local time around the Earth. A time series of these profiles is then used to 
plot contours of the local time perturbations as a function of universal time, which show 
the temporal and spatial magnetic field variations. Figure 1.12 shows an LT-UT map 
30 
from Clauer et al. [2003] for the magnetic storm of September 24-25,1998. The top 
panel is for the northward component perturbation while the lower panel is for the 
eastward component. Note that the contours are spaced at every 25 nanotesla for the top 
panel, while the contours are spaced at every 10 nanotesla for the bottom one. The 
positive values are shaded blue while the negative values are shaded red. In the Y-
perturbation panel, the positive (negative) values are associated with outward (inward) 
field aligned currents. 
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Figure 1.12 LT-UT global disturbance map computed for the magnetic storm of 
September 24-25,1998. The top panel shows the northward component perturbation 
with contours spaced at 25 nT intervals, while the lower panel shows the eastward 
perturbation with contours spaced at 10 nT intervals. All positive values are shaded blue 
and negative values shaded red. In the bottom panel, the positive (east) values are 
generally associated with out-ward field aligned currents, while the negative (west) 
values are attributed to the inward field aligned currents. [Courtesy of Clauer et al., 
2003] 
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1.3 Magnetosphere - Ionosphere Coupling Codes 
At the onset of the space age, "magnetosphere models" was a term used to describe 
magnetic field models, since they were the main type of models of the magnetosphere 
[Siscoe, 2001]. These models computed the state of the magnetic field throughout the 
magnetosphere. Since then, magnetic field models have progressed and are still 
tremendously important to magnetospheric modelers, but many other types of models 
have flourished, including models that compute nearly every feature of the structure and 
dynamics of the magnetosphere. Some examples are global-MHD models, ring-current 
models, and convection models. Some models include MI coupling, while others do not. 
Many efforts are currently under way to couple some models with other models that 
complement each other to better represent MI physics. MI coupling codes compute most 
or all of the major current systems in the Earth's MI system. The magnetogram code was 
developed for these types of models. This section describes the two MI coupling models 
used in conjunction with the magnetogram code in this thesis. 
13.1 MI coupling models 
The basis of MI coupling codes is the logic loop between the inner and middle 
magnetosphere and the ionosphere as shown in Figure 1.13 a [Vasyliunas, 1970]. Siscoe 
[2001] presents a great and brief review of MI coupling, which is paraphrased here. At a 
given time, a magnetospheric particle population within the inner magnetosphere must 
conserve momentum (lower left corner of Figure 1.13 a). The particle population 
generates an electric current perpendicular to the magnetic field creating magnetic 
stresses that balance the pressure distribution (lower right corner of Figure 1.13 a). A 
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current parallel to the local magnetic field will form to maintain continuity of current 
(field-aligned current - middle right of Figure 1.13 a). The field-aligned current feeds the 
ionospheric electric field along the magnetic fields. This current and any other current 
sources and the voltage imposed on the ionosphere by the magnetosphere specify the 
ionospheric electric field, which can be solved from the Ionospheric Ohm's law (upper 
right corner of Figure 1.13a). The electric field configuration in the ionosphere maps to 
the rest of the magnetosphere, which is termed as the "Generalized Ohm's law" step 
between the two top boxes. The last step in the loop, the "kinematic equation", changes 
the particle population by imposing the newly updated electric field. The loop continues 
until a final, steady state is achieved. Vasyliunas [1970] included a mathematical 
formulation within his seminal MI coupling paper. The Vasyliunas' formulation assumes 
the magnetosphere is in quasi-static equilibrium, which entails the flow velocity is much 
smaller than MHD wave speeds and time scales are much greater than Alfven-wave 
travel times. 
Rice Convection Mock/(RCM) 
The RCM, which has been developed at Rice University, was one of the first and most 
advanced models to include MI coupling physics within Earth's time-dependent 
magnetosphere. As a note on the importance of this model, the Magnetospheric 
Specification Model (MSM), a derivation of the RCM, is the first numerical 
magnetospheric code that has been used by a space weather service provider, NOAA's 
Space Environment Center [Siscoe, 2001]. The RCM has seen an evolution of close to 
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forty years at Rice University [Wolf, 1970, Jaggi and Wolf, 1973; Harel et al., 1981; 
Erickson et al., 1991; Sazykin, 2000; Toffoletto et al., 2003]. 
The RCM uses adiabatic drift theory to describe the evolution of a given particle 
population in the inner and middle magnetosphere. The plasma is treated with a multi-
fluid formalism, which allows the plasma to be described by several macroscopic 
variables such as density, temperature, flow velocity, etc. This treatment allows the 
variables to evolve in time using equations of fluid transport that are analogous to the 
Navier-Stokes equations of hydrodynamics [Sazykin, 2000]. The RCM computational 
domain is a 2-dimensional spherical grid in the ionosphere and the modeling region 
consists of the region around the planet that lies within closed magnetic field lines (field 
lines that are connected to the planet at both ends). The ionosphere computed values can 
be mapped along the specified magnetic field throughout the inner magnetosphere and to 
the equatorial plane, which corresponds to a region within a 10 RE radius from Earth. 
Figure 1.13 b displays the most recent logical loop of the RCM algorithm, shown next to 
the original logical loop of Vasyliunas for comparison. Toffoletto et al. [2003] contains a 
more extensive review of the evolution and more details of the RCM model. 
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Figure 1.13. (a) Vasyliunas logic loop (Figure from [Vasyliunas, 1970]). (b) Current 
RCM logic loop (Figure from [Sazykin, 2000]). 
Space Weather Mode/ing FrameworH(SWMF) 
The SWMF is a large-scale effort that links eight different models together to simulate 
physics everywhere from the Sun to the upper atmosphere of Earth. The different 
components model different physics domains including the solar corona, inner 
heliosphere, solar energetic particles, global magnetosphere, inner magnetosphere, 
Radiation belts, ionosphere electrodynamics, and upper atmosphere. The SWMF has 
been developed at the Center for Space Environment Modeling (CSEM) of the University 
of Michigan. The SWMF code models physics-based space weather events as well as 
continues to improve physical understanding of the Earth-Sun system. This program 
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intends to further develop this model to forecast space weather some day. More details 
on the SWMF framework and the code can be found in Toth et al. [2004,2005]. 
The MI component of the SWMF includes three codes coupled together, which model 
the global magnetosphere, the inner magnetosphere, and the ionosphere electrodynamics. 
The global magnetosphere part consists of the BATS-R-US (Block Adaptive Tree Solar-
Wind Roe-Type Upwind Scheme), which was developed at the University of Michigan. 
The inner magnetosphere component uses the previously described RCM. The 
ionosphere electrodynamics module consists of the Ridley Ionosphere Model (RIM), 
which was also developed at the University of Michigan. Figure 1.14 displays the 
coupling scheme between the three codes. Full details on the coupling between the three 
MI codes can be found within Zhang et al. [2007]. 
Ionosphere Electrodynamics 
(IE/RIM) 
Inner Magnetosphere 
(IM/RCM) 
Global Magnetosphere 
(GM/BATS-R-US) 
1. Field Line Flux Tube Volumes 
2. Average Pressure 
3. Average Density 
4. X Equatorial 
5. Y Equatorial 
6. B Equatorial 
Figure 1.14. The coupling scheme used by the SWMF MI region. (From Zhang et al., 
[2007]) 
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The BATS-R-US was originally designed as an efficient and highly parallel global 
MHD code for space physics applications. The code computes the currents, magnetic 
field, plasma density, pressure, and velocity by solving the ideal and non-relativistic 
magnetohydrodynamic (MHD) equations. The computational domain includes the 
magnetosphere's bow shock, magnetopause, and magnetotail. The modeling region 
typically extends to 30 REon Earth's dayside, hundreds of RE on the nightside, and 50 to 
100 RE in the directions orthogonal to the Sun-Earth axis. It uses a 3-dimensional block-
adaptive Cartesian grid. This model is more fully described within Powell et al. [1999] 
and Gambosi et al. [2001]. 
Satellite observations provide the upstream (around 30 RE in the dayside) boundary 
conditions for the BATS-R-US, or in the case when the full SWMF is run, output from 
the inner heliosphere module is used. The other outer boundaries (flanks of the 
magnetosphere) are assumed to have no effects on the dynamics near Earth. The inner 
boundary is a spherical region within 1 to 3 REfrom Earth. The electric potential, one of 
the inner boundary conditions, is given by RIM. The RCM gives the rest of the inner 
boundary conditions, in the form of plasma pressure and density corrections. 
The inner magnetosphere module consists of the RCM. The computational domain 
lies within the closed field line region around Earth. As mentioned earlier, the RCM 
must be supplied a magnetic field, which is given by the BATS-R-US. Other boundary 
conditions are provided by the BATS-R-US code, which gives the other plasma and 
geometric variables to the RCM. The RIM code also provides the electric potential to the 
RCM. The RCM then provides the density and pressure corrections to the BATS-R-US 
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code, and sometimes may also provide the field-aligned currents that lie within the closed 
field line region to the RIM code. 
The ionosphere electrodynamics model consists of the RIM, which is a 2-dimensional 
spherical electric potential solver developed at the University of Michigan. The 
computational domain consists of a spherical surface that lies at the average ionospheric 
altitude (around 110 km). The RIM calculates particle precipitation and conductances in 
the ionosphere by using the field-aligned currents, which are supplied by BATS-R-US or 
the RCM. More information on the RIM can be found in the papers by Ridley and 
Liemohn [2002] and Ridley et al. [2004]. Hall and Pedersen conductances are also 
supplied to the RIM. These are found by using the auroral pattern and solar illumination 
and taking the average and total electron energy flux and converting them to Hall and 
Pedersen conductances with a simple formula. Details on this formulation can be found 
within Robinson et al. [1987] and Moen and Brekke [1993]. The RIM then computes and 
provides the electric potential to the RCM and BATS-R-US. 
13.2 Model Development and Validation 
The MI coupling models described in section 1.3.2 are always under constant 
development. The constant scrutiny of these models is needed in order to measure 
progress objectively and to make improvements to the models and to increase physical 
understanding of Sun-Earth interactions. Metrics and model validation consists of two 
ways in which models are tested for accuracy. Metrics refer to the quantitative measure 
of a model's forecasting ability, while model validation refers to the quantitative 
comparison of model output with data from observations. Metrics have been used in the 
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development of earth-based weather models for the last six decades. The progress has 
been measured with metrics as the models ability to forecast has increased. An example 
of a common metric used by earth weather forecasting is the 36-hour forecast of the 
average altitude of the 500 millibar atmospheric pressure level over the United States 
[Siscoe, 2001]. It is also important to track space weather models with metrics for the 
purpose of improving the ability to forecast space weather phenomena in the long term. 
In the short term, however, model validation helps recognize and measure a model's 
capability. Metrics are specifically applied to the forecasting arena, thus this section will 
only deal with model validation since that is the field the synthetic magnetogram code is 
intended for. 
The ability for models to reproduce output that is comparable to observations from 
earth or ground-based data depends on many factors. First, the model must include the 
important physics of the system. Secondly, the model must be supplied well posed initial 
and boundary conditions. Thirdly, computational limitations impose restrictions on 
models and simplified physical assumptions must be made as a sacrifice for simulation 
efficiency. Finally, a combination of inevitable problems, such as the inability to supply 
proper boundary conditions to the model (e.g. not enough data in the region of interest), 
the simplification of the physics in the modeling region, numerical problems, and 
algorithm bugs and flaws contribute to models' inaccuracy. For this reason, model 
validation can be as important to a modeling program as model development [Spence et 
al.,2004]. 
Model validation is typically done as a case study by comparing specific model output 
to earth or space-based observations at the specific region of interest. A model's 
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computed values, such as the magnetic field components, are compared directly to data, 
whether earth or space based. The comparison of model output to magnetic fields 
observed by satellites in space is commonly employed within the magnetospheric physics 
community. However, due to the extensive costs of satellites, there exist a limited set of 
space-based data while ground based magnetic field data is plentiful and readily available 
to the research community. Model validation with Earth-based data, however, is not as 
common as model-satellite data comparisons. This is due to the complexity in computing 
the magnetic field at Earth's surface from a model. 
In this regard, it is hoped that progress in model validation will be greatly enhanced 
with the use of the synthetic magnetogram code. For the first time, the magnetospheric 
physics community will have available a general, robust code that can be used in 
conjunction with a wide array of MI coupling codes, which will facilitate model-data 
(earth-based) comparisons. It is important to note that researchers [e.g., Chen et al., 
1982; Raeder et al., 2001,2002; Liemohn et al., 2003; Yu and Ridley, 2008] have 
computed ground magnetograms based on model results, but have often made 
oversimplifications that severely limit the validity of their calculations. The capability of 
the magnetogram code to compute synthetic ground based magnetic field indices, such as 
Dst and AE, and synthetic global disturbance maps, like Clauer's LT-UT maps, will add 
another important dimension to model validation. Thus, synthetic indices and synthetic 
LT-UT maps will provide a global picture of a model's strengths and weaknesses. 
1.4 Synthetic Magnetograms 
As mentioned above, the estimation of synthetic magnetograms from MI models' 
output has been attempted before but has fallen short of representing a realistic magnetic 
field [Chen et al., 1982; Raeder et al., 2001,2002; Liemohn et al., 2003; Yu and Ridley, 
2008]. The computation of magnetic fields due to model-computed currents relies on 
using the Biot-Savart law in some way. The Biot-Savart law is defined as 
B(x)
 = ^ f d V j ( X , ) x ( X ; X , ) (1.8) 
4nJ | x -x ' | 
where B(x) is the magnetic field vector at the point x , and x' is the location of the 
current source j(x'), and fi0 is the permeability of free space. The total magnetic field is 
computed by integrating the entire current distribution and should be consistent with 
Maxwell's equations of classical electromagnetism. This section includes a summary of 
previous work in this field and an introduction to the newly developed synthetic 
magnetogram code presented in this thesis. 
1.4.1 Previous Work 
The first attempt at computing synthetic magnetograms using output by an MI 
coupling code was by Chen et al. [1982] where the RCM was used to simulate a real 
substorm. Magnetograms and a theoretical Dst were computed by integrating the Biot-
Savart law over a dense network of current carrying wires and bands representing the 
derived currents. The large-scale MI currents represented were the ring current, the 
Birkeland currents, and the ionospheric currents. The magnetopause currents and Earth 
induction currents were excluded in the computation. Comparisons to ground-based 
41 
magnetograms proved satisfactory, especially for stations above mid-latitudes. However, 
Dst did not compare as favorably. This work was successful in model-data comparisons 
and in deriving physical understanding of the magnetosphere using the RCM. 
Raeder et al. [2001,2002] used the UCLA global MI model to simulate a substorm and 
an extreme geomagnetic storm, respectively. The UCLA global MI model is fully 
described in Raeder et al. [2001]. This model includes a global MHD model coupled 
with ionospheric and magnetospheric electrodynamics components. The model computes 
all currents in the MI system, except the ring current. Using Fukushima's theorem 
[Fukushima, 1976], the authors simplify the computation of ground magnetograms by 
reducing the Biot-Savart integration of the 3-dimensional MI currents to a 2-dimensional 
integration over the ionospheric toroidal (equivalent) currents. Fukushima's theorem 
states that the ground magnetic effects of Birkeland currents and ionospheric Pedersen 
currents cancel each other out for the case of uniform conductance and vertical currents 
above the ionosphere. The authors assume that the ionospheric poloidal currents consist 
of the Pedersen currents, and thus that the magnetic fields observed at Earth's surface are 
due to the toroidal ionospheric currents and the rest of the magnetospheric currents. They 
further assume that the effects due to the rest of the magnetospheric currents are minimal 
at high latitude stations, and that the magnetic field at those stations is entirely due to the 
toroidal ionospheric currents. Additionally, GIC effects are excluded in the computation 
and are assumed negligible. The magnetic field is computed by integrating the Biot-
Savart integral over the 2-dimensional spherical shell at the ionospheric altitude (110 
km). Model-data comparisons at high latitudes show agreeable results. However, the 
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authors' treatment is only valid for high latitude magnetic observatories and falls short of 
computing the magnetic field effects from all currents. 
Liemohn [2003] computed ground magnetic field perturbations from a current density 
distribution in the inner magnetosphere. The currents were derived using an analytically 
defined pressure distribution in the equatorial plane instead of output from an MI 
coupling code. However, Clauer et al. [2003] used the same technique to compute mid 
and low-latitude magnetograms and an LT-UT disturbance map for simulation results 
from the Michigan Ring current Atmosphere interaction Model (RAM). The method 
uses a direct integration of the Biot-Savart integral, which consists of summing over all 
the current contributions in the MI system. The numerical procedure uses a dipolar 
coordinate system and is limited to dipole magnetic field geometries. The computation of 
the magnetic field perturbation also neglects currents beyond the volume of integration, 
and thus neglects effects from Earth induction currents and all other currents outside the 
ring current (e.g., magnetopause, cross-tail currents, etc). 
More recently, Yu and Ridley [2008] computed ground magnetograms at high latitudes 
(> 50° latitude) based on several storm simulations using the Michigan University 
BATSRUS / RIM model. Similar to the approach used by Raeder et al. [2001,2002], 
Fukushima's theorem was used to make the computation simpler and more 
computationally efficient. This was done with the assumption that the currents above the 
ionosphere were vertical and that the ionosphere had uniform conductance, and thus the 
effects of those currents cancel out on the ground. It was further assumed that 
magnetospheric currents have no effects at high latitudes and base the ground magnetic 
perturbations on the ionospheric Hall currents only. Ground magnetograms were 
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computed for 160 high latitude stations. The integration region included form the grid 
points just above the ionosphere to the entire hemisphere. However, only the inospheric 
Hall currents were included in the integration and furthermore the effects of the GICs 
were neglected. A synthetic AL-like index was computed, which produced good results 
at the beginning of storms but failed to reproduce the localized features and the 
magnitude of the observations. 
1.4.2 Synthetic Magnetogram Code 
The methods of computing magnetograms described above are useful but deficient. 
The magnetic field effects of certain large-scale current systems are not included, some 
computations are specifically formulated to use geometric coordinates native to the 
models, and some of the physical assumptions limit the accuracy of the magnetic field 
perturbations (e.g., using only dipole field geometries, assuming ground induction 
currents are negligible, etc.). Particularly, the use of Fukushima's theorem to simplify 
the computation by neglecting the effects of Birkeland currents and ionospheric Pedersen 
currents limit the validity of the magnetogram computations to high latitudes. This 
simplification introduces a bigger error at lower latitudes since the field lines have a 
bigger curvature and the Birkeland currents at these latitudes can strongly affect the 
magnetic signature on the ground [Clauer et al., 2006]. Furthermore, the exclusion of 
ground induction effects in the previous treatments can significantly alter the validity of 
the computed magnetograms; the contribution due to these currents can be as much as 
30% of the total horizontal field perturbation at mid and low-latitudes during a storm 
main-phase, and up to 20% of the recovery phase [Hakkinen et al., 2002]. Langel and 
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Estes [1985] estimated similar values for the contributions to Dst from the GIC. Also, 
the magnetopause currents usually cause a northward deflection in the horizontal 
magnetic field perturbation. At storm onset, for example, the magnetopause currents 
cause the positive SSC spike seen in Dst. The cross-tail currents have also been found to 
have significant contributions to mid and low-latitude magnetic field observations. 
Alexeev et al. [1996] argued that the tail currents contribute more than half of total Dst, 
while Turner et al. [2000] found the tail effects to be around 25%. Thus, these currents 
significantly affect ground magnetic field observations and should be included in the 
computation of synthetic magnetograms. 
The synthetic magnetogram code is a flexible, modular code that overcomes these 
deficiencies in a number of ways: 
1) Includes the effects of all large-scale current systems (magnetospheric, 
ionospheric, and ground-induction). 
2) Uses a coordinate system (spherical coordinates) that is simple to use with any 
MI coupling model. 
3) Computes realistic synthetic ground magnetograms, geomagnetic indices, and 
global disturbance maps in an automated fashion. 
The synthetic magnetogram code will be available to the general scientific community 
and should enable MI modelers to take advantage of underutilized ground magnetic 
observations and facilitate model-data comparisons and general model validation studies. 
Furthermore, the module automatically separates the various current systems' 
contributions to the magnetic field perturbations (e.g., ring current, magnetopause-tail 
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currents, Birkeland region-1 and region-2 currents, Pedersen currents, Hall currents, 
GIC), which can help yield interesting physical understanding of the MI system. 
1.5 Organization 
This dissertation is divided into six chapters. This first chapter gives some basic 
background on the MI system, ground magnetic field observations, the MI coupling 
codes used for this thesis, and the background and motivation for creating the 
magnetogram computation module. Chapter 2 outlines the design of the code and how 
each of the three computational zones is calculated. Chapter 3 describes the methods 
used to test the code. Simple current distributions with analytical solutions were used 
and compared to output from the code. Also, an idealized RCM storm simulation was 
used to compute Dst and compared to the expected result. The integration of the 
magnetogram code with the SWMF and the RCM is discussed in chapter 4. Chapter 5 
presents the synthetic magnetogram results based on storm simulation results from the 
SWMF and the RCM. Synthetic Dst was computed for the SWMF simulation, while 
synthetic magnetograms, several geomagnetic indices, and an LT-UT map were 
computed for the RCM simulation. The magnetogram results are compared to 
observations to analyze both MI coupling codes. Finally, chapter 6 concludes with a 
summary of the model-data comparisons along with suggestions for future work. 
Chapter 2 
Synthetic Magnetogram Algorithm 
The model presented in this chapter computes synthetic ground magnetograms from 
current distributions calculated by large-scale magnetosphere-ionosphere-coupling codes. 
The ground magnetic field effects of all current systems, magnetospheric, ionospheric, 
and geomagnetically induced currents (GIC), are accounted for within the algorithm. A 
Biot-Savart law integration is carried out over a 3D current distribution within a sphere 
centered on the Earth of radius RQ ~ 2-8 RE. The magnetic field effects due to currents 
outside RQ and the ground-induced currents (GICs) are treated as two separate boundary 
value problems whose solutions are readily obtained as spherical harmonic expansions. 
The code was built to be robust and has the flexibility of being used with a wide variety 
of theoretical models. 
2.1 Model Overview 
The synthetic magnetogram model was built as post-processing software. The inputs 
include: (a) ionospheric and magnetospheric currents (within an Earth-centered sphere of 
radius ~8 RE) and (b) the magnetic field on the surface of the same sphere, where the 
magnetic field effects of the ionospheric and GICs can safely be neglected. The radius of 
the sphere can be changed, as long as the sphere does not intersect with the Chapman-
Ferraro (magnetopause) currents so that their relative effects can be separated from the 
other contributions. Although a wide variety of theoretical magnetosphere-ionosphere 
models can be used with the synthetic magnetogram model described here, care must be 
used that the currents specified by the model are divergence-free. 
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The computation of magnetic induction B is the focus of a diverse number of science 
and engineering subfields. Many topics and examples in the computation of magnetic 
field for a given current distribution can be found in standard physics texts on 
electromagnetism, such as Jackson [1998] and Griffiths [1999]. Given the current 
density everywhere in the ionosphere-magnetosphere system, the magnetic field at the 
surface of the Earth could in principle be calculated directly using the Biot-Savart law: 
4nJ | x - x ' | 
where B(x) is the magnetic field vector at the point x , and x' is the location of the 
current source j(x') and ;U0is the permeability of free space. However, not all 
Magnetosphere-Ionosphere (MI) coupling models explicitly compute every 
magnetospheric current system. Also, most models do not include computation of the 
GICs. Finally, some magnetospheric and interplanetary currents extend well beyond a 
computationally manageable domain. Thus, a direct integration of the Biot-Savart 
integral is not feasible. An approach that circumvents the above issues and which allows 
the calculation of all currents in the magnetosphere-ionosphere system is outlined below: 
a) Divide the computational domain into three concentric zones (as displayed in 
Figure 2.1)-
Zone 1: Below the Earth's Surface 
Zone 2: From the ionosphere to a reference sphere of radius RQ~8 RE 
Zone 3: Everything outside the reference sphere R,, 
b) Compute the Biot-Savart integral numerically within zone 2, where the model 
computed ionospheric and magnetospheric currents are known. 
Compute the effects of GICs (zone 1) and all currents outside the reference sphere RQ 
(zone 3) by representing the magnetic effects due to those currents with scalar potentials. 
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Figure 1. Synthetic magnetogram computational domain. The dashed line represents the 
magnetopause boundary. 
This approach, which is fully described in this chapter, allows the inclusion of all currents 
in the computation of synthetic magnetograms. However, special care must be taken to 
ensure that all currents are divergence-free and included in the computation. 
For example, the Rice Convection Model (RCM) [Wolf, 1970, Jaggi and Wolf, 1973; 
Hard et al., 1981; Erickson et al., 1991; Sazykin, 2000; Toffoletto et al., 2003], one of 
the models integrated with the synthetic magnetogram code in this thesis, does not 
explicitly compute the Chapman-Ferraro currents (magnetopause currents). However, 
since the RCM uses a specified magnetic field model, such as one of the Tsyganenko 
empirical magnetic field models [e.g. Tsyganenko, 1989; Tsyganenko, 1995], the effects 
of the Chapman-Ferraro currents (and all currents outside zone 2 in Figure 2.1) are 
implicitly included in the calculation. Also, careful consideration is taken to include 
Birkeland region-1 closure currents, which the RCM does not compute. Chapter 3 
includes more details on the proper treatment that must be taken to integrate the synthetic 
magnetogram code with MI coupling codes. 
49 
We assume that the actual magnetic field observed at the surface of the Earth is due to 
all currents in the MI system, Earth's dynamo, and the GICs. We also assume throughout 
this thesis that the Earth's magnetic field is constant and only consider perturbations. As 
proof of concept of the synthetic magnetogram algorithm, we compute the magnetic field 
for the simple case of a single thin current loop that intersects a reference sphere of radius 
Ro as shown in Figure 2.2a. The total current in the loop is j(x) and generates a 
magnetic field Bmode/(;c). The current loop can be divided into two sections, the internal 
current j ;(x) and the external current J0(JC) . Two equivalent rectangular loops carrying 
current in the opposite direction can be added where the current loop intersects the 
reference sphere Ro so that the total current is conserved: 
j(x) = [ j.(x) + jc(x)] + [ jc(x) - jc(x)] (2.2) 
The magnetic field due to the current section j ;(x) within the sphere can be found by 
numerical integration using Equation 2.1: 
B,(x) = - ^ f
 d3x ,X(x ' )* (*-*') ( 2 3 ) 
ATIJ^ | X - X ' | 
The closure currents, drawn as offset rectangular loops for clarity in Figure 2.2b, can 
follow any convenient path. The most convenient choice is a radial current from the 
surface of the sphere to infinity. The integration of this current is readily obtained and 
can be specified as a convenient function F(x): 
Be(x) = - ^ f d 3 ^ . J c ( x ' ) x ( x - x ' ) . F ( x ) (2.4) 
4^,4 |x-xf 
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Figure 2.2 (a) A simple thin current loop that passes through the reference sphere. 
(b) Separation of the current into two loops, with closure currents ±jc [Courtesy S. Naehr]. 
Therefore, the total magnetic field due to the first current loop in Equation 2.2, 
[j;(x) + jc(x)],is: 
B[j+Jc](x) = B /(x) + Bc(x) = ^  J ^MTt~X<) + F(x) (2.5) 
/s/to x - x ' 
The second current loop in Equation 2.2, [ j0(x) - jc(x)J, lies entirely outside the sphere 
Ro The magnetic field due to this current must be curl-free everywhere within the sphere 
and thus can be expressed as the gradient of a potential 
B u 0 - i , ( ^ ^ o ) = ^ o (2-6) 
The total magnetic field within the reference field, as a function of the internal current 
loop X(JC) , scalar potential O 0 , and the prescribed magnetic field function F(x) due to 
the external closure current jc(x), is given by 
B(x) = [ B + B J
 + [B 0 -B c ] 
Vo 
= [ ^ f d>x 
Air. J 
3 ,X( X ' ) X ( X - X ' ) 
ssAo x - x t 
+ F(x)]+[V<D0] (2.7) 
The scalar potential O0 can be found by requiring the continuity of the normal 
components of the magnetic field given by Equation 2.7 and the magnetic field given by 
the current loop Bmode/(x) at the boundary RQ. Since the magnetic field must be 
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divergence-free, it follows that Laplace's equation must be satisfied 
V 2 O 0 =0 (2.8) 
Since the total magnetic field from the circular current loop is 
B ^ = B + B 0 (2.9) 
the magnetic field for the current section jg(x) can be written as 
B0 = BmM - B, = Bm, - i*L f d V ^ * 0 ^ (2.10) 
Therefore, the magnetic field due to the second current loop in Equation 2.2, 
[ j 0W-j c(x)] , isgivenby: 
tt> c ^ , l ( x ' ) x ( x - x ' ) 
B - B =B ,,.-
o c model 
fdVJ;V/ v '-F(x) (2.11) 
4
^ , 4 | x -x ' | 
Finally, the boundary condition that must be satisfied to solve the boundary value 
problem is given by 
(n ^o
 f ,J .iWx(x-x') } 
. - i B ^ - f a . f d V J ' V v,3 '-F(*)| .n 
* I 4 ; r i lx"x1 J V«D0.nL . = | B _ - ^ f d
J
* (2.12) 
The magnetic field effects of the GICs can also be found as the gradient of a scalar 
potential BG = VOG . The effects of these currents can be approximately modeled by 
placing a perfectly conducting sphere below the Earth's surface [e.g., Price, 1967; 
Hakkinen et al., 2002]. With the assumption that the magnetic field produced by the 
GICs at the outer boundary of the sphere RQ is negligible, and since the field must be 
curl-free and divergence-free within the region RG < r < /^ , the potential <E>G must 
satisfy the following elliptic boundary value problem: 
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v 2 o G = o 
VOr«n| , =0 (2.13) 
VO0.nl „, = - | [ ^ f d 3 ^ X ( x , ) x ( x - x ' ) + F(x)]+[VO0] iff-/ 
' " * * ^ ^ 0 | x - x , , •»u=° 
With the inclusion of the GIC effects, the entire magnetic field can be represented as 
B(x) = - ^ f d3;c'j;(X'} X{X~X'K F(x) +VO0 + V<DG (2.14) 
4 j r
^ „ | x -x ' | 
2.2 Model Components 
This section is dedicated to outlining the computation of each component in Equation 
2.14. The first subsection involves a description of the numerical integration of the Biot-
Savart law within the reference sphere RQ The second subsection involves the derivation 
of the function that gives the magnetic field of the radial closure currents. The solutions 
of the harmonic potentials for the currents external to the spherical grid and the GIC are 
derived in the last two sub-sections. 
The magnetogram code uses a spherical grid for several reasons. First, the solutions of 
the harmonic potentials can be derived via spherical harmonic expansion techniques, 
which are well-known and simple to use. Second, the spherical coordinate system is easy 
to use as well, and also simplifies the closure of currents at the boundary RQ with radial 
wires. Finally, most MI code's ionospheric grids (e.g., RCM) are based on a spherical 
grid and thus the magnetogram code's grid is a natural extension to their computational 
domain and makes it simple to integrate with a wide variety of MI codes. 
2.2.1 Biot-Savart Law Integration 
The equation that relates the magnetic field perturbation from a current source is the 
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Biot-Savart law (Equation 2.1). This equation, or some version of it, has been used by 
modelers of Earth's magnetosphere in the computation of magnetic fields due to MI 
current systems. One technique widely used is based on the subdivision of current 
systems into a finite number of small current elements [e.g., Olsen and Pfitzer, 1974; 
Kaufman and Larson, 1989; Donovan, 1993; Peroomian et al., 1998; Ontiveros et al., 
2006]. Another approach is to compute the field effects due to currents with spherical 
harmonic expansions [Richmond, 1974; Kosik, 1984; Olsen, 1997; Engels and Olsen, 
1998, Raeder, 2001]. Direct integration of the Biot-Savart integral (Equation 2.1) is also 
possible. This approach simply divides the 3-dimensional current density into a large 
number of bins within a grid and sums up the magnetic field contribution of all the 
current-containing bins [Liemohn, 2003; Vennerstrom et al., 2006]. This section briefly 
outlines the methods explored in the development of the Synthetic Magnetogram Code 
that compute magnetic fields from predetermined three-dimensional current densities. 
The work in this thesis is largely inspired by the work of Chen et al [1982]. In that 
work, Chen et al. computed synthetic magnetograms by representing the Rice Convection 
Model (RCM) currents with a large number of thin current segments and current bands. 
Their approach gave reasonable results, however a problem with this approach was that 
the curl of the magnetic field at the surface of the Earth was non-zero [Wolf, private 
communication], implying that this method produced spurious currents at the observation 
point where the magnetic field was computed. Therefore, this approach was briefly 
investigated but abandoned. 
A second method that was investigated was outlined by Engels and Olsen [1998]. 
Their method is based on a decomposition of the current density and resulting magnetic 
field into toroidal and poloidal modes, which are represented by independent spherical 
harmonic expansions. A great advantage of this approach is that it provides a fast and 
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computationally stable computation of magnetic fields both within and outside the 
current source. This method is capable of computing the magnetic field effects of the 
magnetosphere's large-scale currents, however, the authors warn that this method is not 
very useful for currents that vary drastically with latitude and longitude which would not 
work well for our purposes. Therefore, a final method was explored. 
The most commonly used method for computation of magnetic fields from current 
sources exploits the Biot-Savart integral from Equation 2.1 in some way. One 
disadvantage of using this approach is that the equation is not accurate within the current 
regions due to singularities (where the source point x' is close to the observation point 
x) . However, this is not a problem for our purpose since our motivation is to compute 
magnetic perturbations at the surface of the Earth where there are no currents. A second 
disadvantage is that the numerical integration can be computationally expensive. 
However, since our Biot-Savart integration is designed to be within a small region of the 
entire magnetosphere-modeling region (within reference sphere Ro), this is not a major 
obstacle for our purposes. 
There are three distinct advantages of direct integration of the Biot-Savart integral. 
The first is that the magnetic field effects from the separate current systems can be 
broken down to compare and assess each contribution. Thus, the direct integration of 
currents within the reference sphere R^ allows the effects of the field-aligned currents, the 
ring current, and the ionospheric Hall and Pedersen currents to be separated. The second 
advantage to using direct integration is that the bins close to an observation point can be 
subdivided into a number of sub-bins. This is very important when attempting to 
compute the magnetic field close to a source point. First, the magnetic field spikes close 
to a source point (due to the r- dependence of the Biot-Savart law), and so 
(x -x ' ) 
redistributing that source into many little sources minimizes spikes in the magnetic field 
computation. Secondly, redistributing the currents into many sub-bins minimizes the 
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spurious currents at the observation point and allows a more accurate computation of the 
magnetic field. Finally, the direct integration approach is straightforward to parallelize. 
The advantages of the direct integration of the Biot-Savart integral far outweigh those 
from the method of subdividing the current systems into a finite number of small current 
wires and the method of representing the currents and magnetic fields with spherical 
harmonic expansions. In practice, each bin containing current density within the 
spherical grid contributes a magnetic field perturbation 
^ = ^ ( d V ) j ( x , ) x ( x ; x , ) (2.i5) 
4n | x -x ' | 
where d3x' is the volume element of the bin, j(x') the current density at the center of the 
bin, x' is the current source point (center of bin), x is the field point, and [i0 is the 
permeability of free space. All the current-containing bins within the grid are summed up 
to compute the entire magnetic field perturbation. However, 27 bins closest to the field 
observation point are subdivided into many sub-bins, with 1000 sub-bins per each bin. 
The current densities are interpolated from the regular grid onto those sub-bins using 
bilinear interpolation. 
2.2.2 Radial Closure Currents 
As mentioned in section 2.1, the magnetogram algorithm uses radial closure currents at 
the boundary of the reference sphere RQ. This section briefly derives the functional form 
of these currents. 
A standard problem that often appears in undergraduate electrodynamics textbooks is 
the magnetic field due to a differential segment of current-carrying wire [Griffiths, 1999; 
Grivich and Jackson, 1999]. The magnetic field due to a wire of arbitrary length is given 
by 
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f^jC) = - ^ - ( s ina 2 + sina1) (2.16) 
And 
where / is the current carried by the wire, d is the length of the perpendicular segment 
from the axis of the wire to the observation point P , and 6 is the complementary angle 
shown in Figure 2.3. The direction of the magnetic field is given by the right-hand rule. 
x(x,y,z) 
Figure 2.3. A finite wire segment that carries current i and produces a magnetic field 
given by Equation 2.16. (Courtesy Grivich and Jackson, 1999) 
Using basic geometry, the value of d simplifies to 
« / - t ^ (2.17) 
The closure wires start at the surface of the reference sphere RQ and go to infinity, thus 
equation 2.16 simplifies to 
B G O - ^ c o s f l + D i ^ : (2.18) 
4:vd | r x r | 
x' • (x -x ' ) The relation cos0 = -j—r — is found from basic geometry. After some algebra, 
|x i |x -x ' | 
relation 2.18 simplifies to the following functional form for the magnetic field of a 
closure wire from the surface of sphere Ro to infinity: 
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B(x) = F(x) = M X ' ' ( X - X , ) + lV-M-) 
X X X 
(2.19) 
where the term in the square brackets gives the unit vector. 
2.23 Magnetic Effects From Currents External to Reference Sphere R0 
The basic procedure used to solve the Laplace equation for the magnetic scalar 
potential for the current contributions outside the reference sphere R„ are briefly outlined 
in Section 2.1. The boundary value problem that must be solved is given by equations 
2.8 and 2.12. The expansion coefficients are derived by a minimization of the variational 
quantity 
o = <£(h-Bfd\s (2.20) 
s 
by least squares with respect to the expansion coefficients. The integral is over the 
surface of a sphere of arbitrary radius, h is normal to the sphere, B is the specified 
magnetic field, and dAs is the standard surface area element in spherical coordinates. A 
similar procedure was used to solve for the Chapman Ferraro shielding currents in the 
source-surface model of Schulz and McNab [1996], the analytical magnetic field model 
by Ding [1995], and for an arbitrarily shaped magnetopause by Ontiveros et al. [2006]. 
Those models however, include non-spherical surfaces while this work is based only on 
spherical surfaces and spherical coordinates. 
In spherical geometry, the general solution to Laplace's Equation can be conveniently 
expressed in terms of spherical harmonics 
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0> = aj? J ( - ) Pr'(cos °) lG7 c o s "4 + ^ T s i n rr$\ + 
' = " "
o U i
 (2.21) 
" * 'a a 2 E ~ p"( c o s 0> [ G"' c o s^+H? s in^ 
/ l - l OT=0 
where a is the radius of the Earth (set as 6375 km in the magnetogram code), r is the 
radial distance from the center of the Earth, 6 is the colatitude, <p the azimuthal 
component with east being positive, P"'(cos#) are the associated Legendre functions of 
degree n and order m, and G"', H™, Gf, and H"/ are the corresponding expansion 
coefficients. 
The magnetic scalar potential inside the reference sphere, due to the currents outside 
the reference sphere RQ reduces to 
°4> = 2 2 (") P > o s 0 ) [G;COS/# + / / ; s i n^ ] (2.22) 
with the variables as defined above. Note that the /"""'term from the general solution of 
Laplace's equation goes to infinity at the origin and thus the coefficients G"' and //"' 
must be zero. The magnetic field is represented by the negative gradient of the magnetic 
scalar potential as follows 
N n 
BRo =-VORo =-V2^rX'(cosd)[G:'cos^+ff:smffut>] (2.23) 
/ I=1OT=0 
and the magnetic field components are given by 
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/!-! 
£?« = -n^ ^ - P;'(COS0)[G; ;COSmb + H"'sin / # ] 
*? = " 1 1 1 - ) " ' ' dPr(Te^G"COSM* + H>™»W (2-24) 
fAS^Ka/ dd 
/,=im-o \a> sin a 
The boundary condition is that the normal components of the magnetic field at RQ must 
be continuous 
-V<D^-n = B"'-ii (2.25) 
where O^ is the potential as defined above and Wxt is the total magnetic field due to all 
currents outside r > R^. 
This gives the following variational quantity that must be minimized 
:f[ST+ **?—* 
(2.27) 
since the surface ^ is a sphere and n = r . The above equation becomes 
a = ^{BTfdA^ + J 2 ( 0 ( 4 * ) <*\ + / ( ^ f<*K (2-28) 
AQ A0 AQ 
(«) ( / ) (c) 
The expansion coefficients are found by minimizing with respect to each of the 
expansion coefficients 
a C T
= 0 a n d ^ - = 0 (2.29) 
do: bHh 
To solve for the G™ coefficients, integral (a) above disappears since it does not include 
any G"' coefficients 
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a = J2 (OCA*) <*« + J(^„,)2^o (23°) 
(/) (c) 
Integrals (b) and (c) expanded are 
(b) = if f \\.Kxr^ J * I " J G r PTCcosG) cos/M0] ^2 sin0 <ze <# 
- 2 ^ 2 2 * - G; f / [4rTV(cos©)cos^] sin0 dd d<p 
„ = 1 O T =0 V^/ 
(C) =
 fe o / ^ S 2 * (~) G" P"(COS0) COSm<^ $ Sin0 < * ^ 
= f f * [Y Y * _ G r P;'(cos0) cosyw^Hj J V - G;:' Pnm'(cose) cos/7/0] ^  sine <$ <# 
N » N »' I T\"X I r\nA * 2* 
= $yyyy»"' - - G; G"' f J* [P^cosfljcos/wtf P;;'(cose)cos/?>>] sine dd dp 
n=\ m=0 ^'=1 /w'=0 a; \a 
(2.32) 
The boundary condition specifies that 
WK^-0 (233) 
dG; aG, 
m 
= 2 i?2 j ? J ) n (-) fi
 o J 2 " o [^ ;X ' (cose)cos^] sine dd d(p (2.34) 
d G „ /I=1OT=0 
d(c) N ' ' "2"-2 
Solving for the coefficients G™ gives 
•I$11"2G:(Z\ <"5> 
Gm = -
cf-x * j * 
nr*A 
\ f [^xX'(.cos6)cosm<PUir\d d9 d(j) (2.36) 
J&=oJ 0=0 
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A similar approach gives the / / f coefficients 
H"n' — f J o[£f 'P; '(cos0)sin^] anddBcSft (2.37) 
2.2.4 Magnetic Effects From Earth Induction Currents 
Faraday's law of electromagnetic induction relates electrical currents induced in 
conductors due to changes in magnetic flux. Changes in ionospheric and magnetospheric 
currents produce magnetic flux changes that in turn produce electric fields that drive 
GICs within the conducting Earth. GIC during magnetic storms are one of the primary 
concerns of space weather effects since GIC can negatively affect technological systems 
such as electric power transmission grids, oil and gas pipelines, telecommunication 
cables, and railway equipment [Boteler et al., 1998a; Pirjola, 2002]. 
In power grids for example, GIC can saturate transformers resulting in problems in the 
operation of the grids or even damage transformers permanently. One famous example 
of space weather affecting ground systems was a large magnetic storm on March 1989. 
During that storm, a transformer in the grid supplying electricity to Quebec, Canada was 
saturated by GIC. The transformer received permanent damage estimated at 9 million 
dollars that resulted in a blackout for several hours in the region [Carlowicks and Lopez, 
2002]. GICs also corrode oil and gas pipelines and diminish their life of service. 
Telecommunication and railway equipment also experience problems from overvoltages 
due to GIC. Therefore, understanding and modeling Earth induction currents and GIC in 
technological systems is an important part of space weather research since ground 
technological systems keep growing at a fast pace. 
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Although the physical processes of GIC are well understood, modeling of GIC at a 
given technological network is extremely difficult. The source contributions to the 
magnetic field at a particular network can be separated into two parts, the external and 
internal. The external sources include ionospheric and magnetospheric currents, while 
the internal sources include Earth's dynamo and induction currents. The problem of 
computing GIC at a specific network can be broken down into two parts. First, an 
accurate IM coupling model is needed to give the source of the induction currents. Using 
an approximate model of Earth's conductivity structure, the induction currents can be 
found. The second step is to use the output of the first step and information of the 
technological network as an input to compute the GIC. This step would simply use 
electrical circuit theory, but becomes very complex due to the complicated nature of the 
technological structures. This thesis will only deal with the first step, the computation of 
the magnetic field perturbation at the surface of the Earth due to ionospheric, 
magnetospheric, and Earth currents. As mentioned previously, the aim of the synthetic 
magnetogram code is to compute the magnetic field at many different locations on the 
surface of the Earth. To do this, the induction currents must be found with a relatively 
quick computation and the results must be reasonably accurate. 
There has been much work done in the modeling of Earth's induction currents. Perhaps 
the simplest approach is to assume the Earth is a flat surface and use a plane wave model 
[Cagniard, 1953; Kaufman and Keller, 1981]. In this approach, the magnetic and electric 
field at the Earth's surface is a downward propagating plane wave. Assuming the Earth 
is a uniform flat surface with constant conductivity, a time domain integral relation can 
be obtained [Cagniard, 1953; Pirjola, 1985a] and the induction currents can be found. 
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Although this method is simple and a good first approximation, the computation is for a 
local observation point. To compute the induction currents for many observation points 
all over Earth would require many computations, which would become tedious and slow. 
This model can be extended to an Earth modeled with several layers of differing 
conductivities. The plane wave can penetrate into one of the layers depending on the 
frequency of the wave and the conductivities of the layers. However, for a multi-layered 
Earth, analytic inverse Fourier transforms to the time domain become impossible and 
thus would significantly increase computation time [Pirjola, 2001]. 
Another technique in modeling the induction currents within Earth is provided by 
Hakkinen and Pirjola [1986]. In their work, they present an ionospheric line current 
model with non-zero divergence and compute the exact induction currents by applying 
Maxwell's Equations. The calculation is computationally expensive, even for a simple 
ionospheric line current. They propose several approximations to reduce the computation 
time, however, they warn that there is significant loss of accuracy by using these 
approximations. For example, one approximation is to assume the ionospheric currents 
change slowly and therefore the calculations reduce significantly for these frequencies. 
They show that this approximation increases the error in the horizontal electric field 
strength value. The IM coupling models that will ultimately be used with the synthetic 
magnetogram code are approximations of the real magnetosphere system with different 
approximations and uncertainties. Therefore there is no reason to compute exact 
induction currents using such a computationally expensive method. An approximate 
method with a faster computation would suffice for the purposes of the magnetogram 
code. 
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A popular approximate method for computing Earth induction currents and that is 
computationally efficient is the complex image method (CIM) [Wait and Spies, 1969, 
Boteler and Pirjola, 1998; Pirjola and Viljanen, 1998; Viljanen et al., 1999, Pirjola, 
2001]. This method simplifies the computations by assuming a perfect conductor at some 
depth below the Earth's surface. The given ionosphere currents produce an image current 
at the surface of the conductor placed at the complex skin depth. Pirjola and Viljanen 
[1998] provide numerical examples that show excellent agreement between CIM results 
and exact calculations. Also, the CIM method requires only a small fraction of 
computation time compared to the time needed for exact solutions using Maxwell's 
equations. However, the ionosphere models that have been used with the CIM method 
use simple line or sheet currents. Given the ionospheric currents as a function of time, a 
Fourier transform is performed from the time to the frequency domain. The plane wave 
skin depth is found for each frequency and then the fields are found using analytical CIM 
formulas. The time domain fields are obtained using an inverse Fourier transform. The 
CIM method is only valid for vertical field-aligned currents and for simple ionospheric 
currents (e.g. electrojet). Therefore, another method that can compute ground induction 
currents from any arbitrary IM current system is necessary for the synthetic magnetogram 
code. 
Potential theory has been used for many decades to compute the internal and external 
source contributions using ground observations [e.g., Chapman and Bartels, 1940; 
Hakkinen et al, 2001]. This approach assumes the magnetic field at Earth's surface is 
assumed to be the gradient of a scalar potential. If the conductivity of air is assumed to 
be zero and since the magnetic field is divergence-free, the potential field satisfies the 
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Laplace equation and the field is given by 
B = -VO = - " ^ ^ ^ 
"act ^exr 
^
V 2 2 — pr(c°s °) tGf c ° s " ^ + K sin m$\ 
*„t - - V ^ = - / , V j 2 1 ^ ] P;(cos0) [G' : 'cos^ + ^ ; s i n ^ ] 
(2.38) 
where RE is the radius of the Earth, r is the radial distance from the center of the Earth, 
6 is the colatitude, <p the azimuthal component with east being positive, Pf (cos0) are 
the associated Legendre functions of degree n and order m, and G™, H"n', G"' , and ffj 
are the corresponding expansion coefficients. If the magnetic field is known everywhere, 
the orthogonality of the spherical basis functions can be used to solve for the coefficients 
analytically. If the magnetic field is only known at a set of discrete points, the 
coefficients can be found by a least squares analysis. 
Using this method, the contributions to the ground magnetic observations can be 
separated into internal and external parts. Hakkinen et al. [2002] found the internal 
contributions at Dst stations for different magnetic storms by placing a perfectly 
conducting sphere of radius b at the skin depth below Earth's surface given by 
A~l— (2-39) 
where T is the characteristic period, p the resistivity (inverse of the conductivity), and 
ju0 the permeability of free space. A reasonable value of b depends on the real 
conductivity structure of the Earth and on the characteristic periods considered. The 
induction currents at the surface of the perfectly conducting sphere produce a magnetic 
field that exactly cancels the vertical component from the external contributions. This is 
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due to the fact that any time dependent magnetic field vanishes within a perfect 
conductor, and since the normal component of the magnetic field must always be 
continuous, the vertical component at the conducting surface must be zero [Hakkinen et 
al,2002]. 
As mentioned previously, the synthetic magnetogram code must compute the magnetic 
field at Earth's surface from external and internal source contributions at a large number 
of points. An approach that is computationally feasible for many observation points and 
that computes realistic results is possible by using the last described method (Hakkinen et 
al. [2002]). Assuming that the external magnetic field is computed in some way (as 
mentioned in the previous subsections of chapter 2.2), the magnetic effects of the Earth 
induction currents are found by placing a perfectly conducting sphere at a specific skin 
depth below the Earth and solving a boundary value problem. 
Characteristic periods of the storm main phase and recovery phase are 1 hour and 10 
hours, respectively. The resistivity (p ) of the asthenosphere, which is at a depth of 
around 200 km below the surface, is between 1 and ten Q m . Therefore, the 
asthenosphere effectively attenuates fields having periods of about one hour and thus an 
approximate value of b for the main phase is 200 km. For fields with periods of 10 
hours, the fields penetrate through the asthenosphere into the mantle. The highly 
conducting layers below 500 km have resistivity of 1 Q m and effectively attenuate the 
fields with these periods. Thus, a reasonable value for b for the storm recovery phase is 
600 km [Hakkinen et al., 2002]. These values, RG/C = b , are used for the storm 
simulations in this dissertation. 
The magnetic scalar potential from the induction currents at the sphere RQIC is given by 
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/i+i 
0 > ^ = « 2 5 ) - P;'(cos0)[G;''cosw0+jY;''sin^>] (2.40) 
where the variables are the same as defined before. Note that there is no /* term since 
there are no current sources outside / > Ra/C and the coefficients for that term must be 
zero. Also, the effects from the GIC are mostly negligible within the magnetosphere due 
to the (1 / /)"+1 dependence of the potential. The same procedure is followed as in 
Section 2.2.3 except that the boundary conditions are different in this case. As explained 
previously, the normal component of the magnetic field from sources external to RCJC 
must cancel out the normal component of the magnetic field due to the GICs. The 
boundary conditions are given by equation 2.13 and rewritten here in a simpler form 
(with B" ' due to all current sources outside / > RG/C and where ^x is the potential as 
defined above). 
V2<DC = 0 
VOr»n| , =0 (2.41) 
V«Dr.n| , =-B" ' .n | , = 0 
The components of the magnetic field can readily be found by taking the negative 
gradient of QR and are given by 
B?* - (a + 1>2) ^  - P^(cosd)[Gfcosffxl)+//fsmff«t)] 
/,=i
 OT=o V r' 
^ " " i K f r ^ d f ^ [G;"cos^
 + ^ ; ' s i n ^ ] (2.42) 
B r = H 4 - ) ' + 2 ^ ^ [ G f s h W - / / f c o s ^ ] 
»=,i m=n \ T i sin a 
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The variational quantity that must be minimized to find the expansion coefficients is 
a = J \Bexr • n - V O ^ • n]2dAc 
exr . »G/CVdA 
= f[£r+£™]~^ 
(2.43) 
since the surface ^ is a sphere and n = r . The above equation becomes 
o = f {BTfdA^ + J 2 {BT){B^) dA^ + f (B^ fdA^ (2.44) 
(a) (A) (c) 
The expansion coefficients are found by minimizing with respect to each of the 
expansion coefficients 
_ ^ _
 = 0 a n d - ^ - = 0 (2.45) 
Integral (a) does not depend on any of the expansion coefficients and the equation above 
becomes 
o = f 2 {BT){BRr) dA^ + J (£*>* fdAXa/c (2.46) 
"cc 
Below are the expanded integrals 
j» N " ' >"+2 
(b) = if J \{Berx'^ 2 (n + !) (~ J G? p r ( c °s0) cos ffxt>] R2G/c sin0 dd dp 
=
2
 ^ c l 2(*+1) (-) Gr' JloXTo[i5^'(cos0)cos^] sin0 < * ^ 
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The boundary condition specifies that 
d{6) . 3(c) 
= 0 (2.49) 
dGT dG 
d(6) N n ' "n+2 
dG'. 
-^ = 2 ^ 2 ) 2) (^ + 1) - £ J J to[^f /P;'(cos0)cos^] sin0 dd <fy (2.50) 
d(c) 
7 = 2 ^ 2 2 ( ^ 1 ) 2 G ; " ( - ) (2.51) 
Solving for the coefficients G™ gives 
/i+2
 2 j r 
Gf' r f f " [Ja"TV(cos0)cos>w0] sin0 dd db (2.52) 
^ T r f f [ ^P ; ' ( cos0 ) s in^ ] smddddp (2.53) 
( * + l)o*+2Je=oJ*=oL ' " y J ^ V ' 
2.3 Conclusion 
The algorithm presented in this chapter represents the most thorough and flexible 
effort of the computation of synthetic ground magnetograms based on output from MI 
codes. In contrast to previous efforts [e.g. Yu and Ridley, 2008; Liemohn et al., 2003; 
Raeder et al, 2001,2002; Chen et al, 1982], the code attempts to include the effects from 
all currents in the MI system. Using a spherical grid of radius RQ, the Biot-Savart Law is 
integrated over the current distribution specified within this grid and the effects from the 
sources far from Earth and the GIC are included as expansion coefficients. This 
approach has various benefits, including that it is computationally efficient and that the 
relative influence of different current sources can be separated from the total magnetic 
field perturbation. 
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Chapter 3 
Synthetic Magnetogram Code Validation 
The magnetogram module was extensively tested to examine its capabilities and 
limitations. Each zone of the computational domain was investigated to determine if the 
magnetogram code gave accurate results. For some tests, simple analytical current 
distributions were used by the magnetogram code to compute ground disturbance 
patterns, which could be compared to the expected theoretical results. Other tests used 
RCM simulation results. This chapter includes the details of several of the tests 
performed. 
3.1 Effects from Currents External to Spherical Grid 
As a first test of the magnetogram code's initial setup, a series of test runs was carried 
out for the magnetic field of a thin circular current loop intersecting the reference sphere 
RQ. The analytic magnetic field BA (see Jackson, 2002) was compared to the 
magnetogram code's computed magnetic field B (see equation 2.14). The Biot-Savart 
integral was computed by numerical integration within the reference sphere. The 
magnetic effects from the current loop external to ^ = 2 were included with the 
spherical harmonic expansion with Ynm truncated at n = 24 , while the effects of the GICs 
were excluded. Radial closure currents were used at the intersection of the current loop 
with the boundary to represent the term F(x) in equation 2.14. Figure 3.1 illustrates one 
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run with a reference sphere of radius ^ = 2 centered on the origin. A current loop with 
radius a = 3 lies on the z = 1 plane and is centered at (3,0,1). The current loop 
intersects the reference sphere, which is projected on the x-z plane in Figure 3.1a. This 
figure also shows the relative error of the computed magnetic field, which is defined as 
A£/£ = |B - B j / l B j . The error associated with this run is negligible almost 
everywhere, except at the edges of the reference sphere boundary where it reaches a 
maximum of about 3%. By comparison, when Ynm is truncated at n = 12 , the maximum 
error at the edges is about 20%. Figure 3.1b displays field lines traced from the current 
loop throughout the region. The tracing uses BA outside the reference sphere and the 
modeled B within the sphere. The discontinuity across the boundary is minimal and is 
not noticeable in this example. Other test runs showed similar agreement. 
Figure 3.1. Magnetic field from a thin circular current loop that intersects the reference 
sphere Ro: (a) contours of relative error defined as A.B/B = |B - B j / l B j with intervals of 
0.01, and (b) the magnetic field line tracings in the x-z plane. The dashed lines represent 
the current loop's projection onto the x-z plane. 
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3.2 Field From Thick Wire 
To test the numerical integration of the Biot-Savart integral, the magnetic field from a 
thick wire passing through a reference sphere was computed. This test also served to 
determine the density of the spherical grid that is needed to achieve reasonable accuracy. 
The computational domain was divided into numerous cells within a regular spherical 
grid, and the integrand was approximated by a constant within each cell that contains 
current density. The thick wire was placed within a reference sphere of radius Ro=l with 
a current density profile in the z-direction given by 
J -
(Jtp\ . 
cos z P<o 
\2d) . (3.1) 
p>8 0 H 
where p = y]x2 + y2 and <5 = 0.1 is the radius of the thick wire. From Ampere's law, the 
resulting magnetic field is given by 
"2w-4" 
B = ^ 
jt2 
6Z <p (3.2) 
P 
which is valid outside the wire. This result is used as the expected analytical result. Thin 
radial closure currents were placed where the current distribution intersects the outer 
boundary of the reference sphere. The magnetic field was calculated along the positive 
x-axis using different grids to compare to the result from Ampere's law. Figure 3.2a 
illustrates the error for a wire centered on the z-axis. Figure 3.2b demonstrates the error 
for a wire offset from the z-axis with axis centered at (0.5,0). Three regular spherical 
grids were used, the coarsest with 250 thousand cells, the next refined with 2 million 
cells, and the final with 16 million cells. As expected, the error reduces when the grid is 
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denser. The error associated with the grid containing 2 million cells is within a fraction 
of a percent and is computationally manageable with a modest workstation. 
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Figure 3.2. (a) Percent error calculated along the positive x-axis using different grid sizes 
for wire centered on z-axis with current in z-direction. (b) Same as (a) but with wire 
centered at (0.5,0). 
33 Grid Refinement 
One limitation of the direct integration of the Biot-Savart integral is that the grid cell 
increments should be small compared to the distance from the source current to the 
observation point (|x - x'| in Equation 2.1). Also, numerical error associated with the 
Biot-Savart integration can provide spurious currents (from V x B) where none should 
exist. One way to address these problems is to use a dense grid, but at considerable 
expense to computational efficiency. A more feasible approach is to use grid refinement, 
which consists of increasing the density of grid cells within the computational grid when 
|x - x'| is small. This can maximize computational efficiency while minimizing 
numerical errors. 
A simple test was carried out to examine the level of grid refinement needed to achieve 
accurate results. The magnetic field due to a thin sheet of current on the y = 0 plane with 
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current directed in the z-direction with edges at xx, x2 and zY, z2 can be found by 
integrating the Biot-Savart law (see Figure 3.3). The solution has two components: 
Bx = - ^ t a n " 1 
' An 
(x-x')iz-z') 
(y - yljix-x'f+iy-yf + iz-z')2 (3.3) 
By = ^ i n [ ( Z -*•)+>/(*- x'f + (y-y'? + (z- zf ] 
where J is the current density magnitude and ,u0is the permeability of free space. Note 
that the solution must be evaluated over the limits. Also, since the current is not 
divergenceless the result above is not physical. This is because a current distribution 
must be divergenceless for the Biot-Savart law to give a result that is consistent with 
Maxwell's equations [Vasyliunas, 1999]. However, this solution can still be used for the 
next test without great loss of accuracy. 
z 
X, 
Jz 
-> X 
Figure 3.3. Finite current sheet on the y = 0 with current directed in the z-direction. 
The magnetic field of the thin current sheet can be modeled with finite current 
segments, which are given by Equation 2.16. The current segments, with length 
(z2 - Zi), can be placed along the current sheet spaced evenly from x, to x2. Figure 3.4 
shows the percent error between the analytical result and the modeled results for two 
configurations, where the magnetic field was computed in a line perpendicular to the 
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center of the sheet. Note that the y-axis is in units of half-thickness, defined as 
(JC2 - JC, ) / 2 . Figure 3.4a represents the results when the sheet current was modeled with 
2 current segments, while Figure 3.4b shows the results for the sheet represented with 10 
current segments. It is evident that more than two segments are needed to model the 
magnetic field of the sheet current. The 10 current segments represent the magnetic 
effects from the current sheet within 1% accuracy. Therefore, these results suggest that 
when the distance |x - x'| in the Biot-Savart integral is small, a good level of accuracy 
can be achieved by refining the bins above a station by subgridding evenly ten times in 
each direction. Another words, each grid that is subgridded should include 1000 small 
cells. 
4 6 
y [half thickness) 
4 6 
y [half thickness] 
Figure 3.4. The error between the theoretical field due to a finite sheet current and a 
sheet modeled with finite wires for (a) a sheet modeled with 2 finite wires, and (b) a sheet 
modeled with 10 finite wires. 
Next, a test was performed to investigate the grid refinement of the magnetogram 
code's grid. A common undergraduate textbook problem is to find the magnetic field 
within a spherical shell carrying azimuthal current that varies as 
J = 7nsin0 (3.4) 
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where 6 is the colatitude and J0 is the current magnitude. This current distribution has a 
simple analytical solution within the shell, a constant magnetic field directed in the z-
direction [e.g., Griffiths, 1999]: 
2 
A - T t t / o (3-5) 
The current density given by 3.4 was specified on a thin shell at ionospheric altitude 
within the spherical grid. The grid was setup with 100 cells in the latitude direction and 
200 cells in the longitude direction. The magnetic field from this current distribution was 
computed everywhere on the ground (~ 100 km distance from the Current source) on a 
grid much denser than the grid containing the current distribution. Figure 3.5 shows a 
section of this grid centered on the equatorial plane. The figure on the left displays the 
percent error of the modeled magnetic field compared to the analytical solution. On the 
right, the nine closest cells near an observation point were subgridded, each with 1000 
sub-bins, to produce the modeled results. Both plots show peaks of the magnetic field 
where the grid cell is just above the ground. The error is as much as 50 % for the 
straightforward Biot-Savart integration on the left. The grid refinement significantly 
improves the accuracy to within 0.1 % error as shown on the right. This example shows 
the importance of the grid refinement needed to compute accurate ground perturbations. 
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Figure 3.5. The percent error between the modeled magnetic field and the analytical 
solution for: (a) the error associated with the direct integration of the Biot-Savart integral 
using a regular spherical grid, and (b) the integration using grid refinement for the cells 
closest to an observation point. Note that the error is reduced significantly. 
As discussed previously, the numerical Biot-Savart integration can create problems by 
creating spurious currents where none should exist (e.g., between the ground and 
ionosphere). Subgridding helps minimize this problem. Figure 3.6 shows contour plots 
V x B 
of 
Bid 
within the same region as Figure 3.5 above, where B is the computed magnetic 
field vector, B is the magnitude of the vector, and d is the distance from the current 
source to the ground (~100 km). This gives a unit-less measure using the curl of the 
magnetic field. Figure 3.6b shows that subgridding drastically decreases the effects of 
the spurious currents. 
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Figure 3.6. Contours of , which represents a unit-less measure using the curl of 
the magnetic field vector for: (a) the direct integration of the Biot-Savart integral using a 
regular spherical grid, and (b) the integration using grid refinement for the 9 cells closest 
to an observation point. Note that the grid refinement decreases the error significantly. 
The previous examples demonstrate the importance of grid refinement in the numerical 
computation of the Biot-Savart integral. It is important to note that the divergence of the 
magnetic field vector (V«B) is also minimized significantly with the grid refinement. 
These tests, as well as others discussed later, helped determine that subgridding 27 cells 
near an observation point was sufficient for a regular spherical grid with 100 x 200 x 100 
cells. The 27 cells include the 9 closest cells above an observation point, and the next 
two rows at higher altitudes with the same latitudes and longitudes. Each one of these 
cells was subdivided into 1000 small cells, and the current density at the center of each 
small cell was found from the spherical grid using bilinear interpolation. The curl and the 
divergence of the magnetic field were also investigated for the magnetogram results of 
the RCM storm simulation, which is detailed in Chapter 5. These quantities were in 
agreement with the results above. 
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3.4 Analytic Ionosphere Current Pattern 
The next test for the magnetogram module was the computation of magnetic 
perturbations due to a simple ionospheric current pattern. The current distribution was 
derived with the assumption that the Pedersen and Hall conductances are constant within 
the band between 20° and 30° colatitudes and zero elsewhere. The height-integrated 
horizontal current expression is of the form 
J = -2^VO + e r x V O S / / (3.6) 
wheree, is the unit vector in the radial direction, <I> is the ionospheric potential, and 
2,, and 1.H are the Pedersen and Hall conductance, respectively. Since the condition of 
current conservation must be satisfied, the potential can be derived from Laplace's 
equation. Solving the Laplace equation with the boundary condition at 0, assumed to 
have standard dawn-dusk convection and the boundary condition at d2 that no current 
passes that boundary, the following current density components at the ionosphere can be 
derived: 
'J™. 30 ';o„sm0d0 
• " r10Asmdd<t> + rmn 3d 
where rlon is the radius of the ionospheric shell, and 6 and <p are the polar and azimuthal 
angles respectively for normal spherical polar coordinates. In order for current 
conservation to be satisfied the current needs to be closed at the polar cap boundary (20° 
colatitude). This was done with radial currents since they are easy to specify and the 
magnetic field lines are nearly radial within the polar cap. This corresponds to a simple 
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approximation of the Birkeland region-1 current, however the test set-up does not include 
a region-2 current. The spherical grid is set to have a radius of /^ = 4 RE, and the rest of 
the current that intersects that boundary is carried from RQ to infinity with radial wires. 
This analytically specified 3-D current distribution gives a simple approximation for the 
ionosphere and region-1 current while maintaining the condition of current conservation. 
The magnetic field on Earth's surface is calculated by a direct integration of the Biot-
Savart integral over the spherical grid as discussed previously. Grid refinement was used 
to ensure the best possible estimate of the magnetic field. Figure 3.7 shows the current 
flowlines of the ionospheric current distribution plotted over the current density. The sun 
is to the left of the figure with red representing the westward electrojets and blue the 
eastward electrojets. The Hall conductance is set to be three times the Pedersen, while the 
peak height-integrated current density is set to ~1.0 A/m. 
A/m 
Figure 3.7. Current flowlines plotted over the current density of the ionospheric current 
distribution in the band within 20° and 30° colatitudes. The blue (red) contours represent 
the eastward (westward) electrojets. 
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Figure 3.8a shows the north-south ground perturbation due to the previously described 
current distribution. Figure 3.8b illustrates the north-south perturbation due to the current 
distribution including the ground-induced currents (GICs). These calculations also 
include the southern-hemisphere currents. The plotting extends from the pole to 60° 
colatitude. The magnetic field perturbations are as expected, northward and southward 
under the eastward and westward electrojets, respectively. Note that most of the dusk-
side low-latitude region shows a southward perturbation (dashed lines), while the dawn 
side is northward (solid lines). The dusk-dawn asymmetry results from the auroral and 
radial currents, even in the absence of a partial ring current. 
As a simple check on the field computation, the magnitude of the magnetic field at a 
point under an infinite plane of current is S.B = ju0//2 = (200;r nT) x (current in A/m). 
The peak of the current density is 1 AI m in the current distribution shown in Figure 3.7. 
The magnetic field would be ~ 600 nT under an infinite current sheet with this current 
magnitude. The peak perturbations shown in Figure 3.8a are in the order of 400 nT, 
which seems valid since the current distribution is not an infinite plane. 
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Figure 3.8. (a) Contours of the north-south field perturbation excluding ground currents, 
(b) Contours of total northward field perturbation due to all currents including GICs. 
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3.5 Test Using Fukushima's Theorem 
This section used an analytic ionospheric current pattern similar to the one in the 
previous section. The motivation was to test the magnetogram code against Fukushima's 
Theorem, which basically states that the ground magnetic effects of Birkeland currents 
and Pedersen currents cancel each other out for the case of uniform conductance and 
vertical currents above the ionosphere. The polar cap boundary remained at 20° 
colatitude and the Birkeland region-1 currents were approximated with the radial 
currents, as was done in the previous example. The low latitude boundary however, was 
set at the equator. This test also excludes the effects from the region-2 Birkeland 
currents. The effects from both hemispheres were included in this test. The potential 
within the polar cap was found by requiring the continuity of potentials across the polar 
cap boundary and solving Laplace's equation as previously described. 
The field lines in the auroral zone are very close to being vertical and the simple 
ionosphere model uses uniform conductances. If the Hall currents are turned off by 
setting the Hall conductance to zero, Fukushima's Theorem says that there should not be 
any ground magnetic field perturbation since the Pedersen currents should cancel out the 
effects from the Birkeland current. Figure 3.9a shows the ionospheric current distribution 
in the northern hemisphere due entirely to Pedersen currents. Figure 3.9b shows the 
computed magnetic field magnitudes on the surface of the Earth. The magnetogram code 
does a fairly good job at calculating the expected result of no ground magnetic field 
signature. Most of the ground signature is less than 1 nT with the peak values 
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corresponding to where the vertical currents intersect the ionosphere. These values are 
significantly much smaller than the perturbations shown in Figure 3.8a, for which the 
ionospheric current densities were comparable. Note that the grid refinement is needed to 
get these values. Without grid refinement, the magnitudes of the perturbations are 
significantly higher. 
Figure 3.9. (a) Current flowlines of the ionospheric current distribution for the entire 
northern hemisphere (from 0° and 90° colatitudes). (b) Magnetic field perturbation on 
the surface of Earth within the same region. 
3.6 Analytic Ring Current Pattern 
To test the magnetogram module's computation of magnetic fields due to currents far 
from the ionosphere, an analytic ring current pattern was specified. By specifying an 
equatorial plane pressure distribution, the current density throughout the computational 
grid can be determined. The Dessler-Parker-Sckopke (DPS) equation relates the energy 
content of the ring current to the magnetic field perturbation at the center of the Earth 
[Dessler and Parker, 1959; Sckopke, 1966; Liemohn, 2003]. The accuracy of the 
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magnetogram code can be checked by comparing the calculated field depression at the 
center of the Earth to the theoretical value given by the DPS relation. 
The DPS relation is simple and relatively accurate for ring current analysis. Many 
analytical assumptions were used in its derivation including a background dipole field 
and azimuthal symmetry of the magnetospheric pressures and currents. However, 
Carovillano and Siscoe [1973] showed that the DPS equation is valid for asymmetric 
currents. In this study, a dipole field and an azimuthally symmetric isotropic pressure 
distribution was used. The magnetogram module is expected to give the same results as 
the DPS relation. The DPS equation can be written in the following form as used by 
Liemohn [2003] 
A/5 [nT] = -3.98(10JU) * ERC [keV] (3.8) 
where ERC is the total ring current energy in units of keV and A# is the field depression 
in nT at the center of the Earth. 
The equatorial plane pressure distribution used was the following: 
P(L) = P 0 c o s
2 ( - ^ L > ) for|L-L0|<AL 
2 AL ' U| (3.9) 
« elsewhere 
where the pressure is a function of L shell. In the test case, P0 was set to unity, L0 = 4 
RE, and AL = 1 RE. Figure 3.10 shows the equatorial plane pressure distribution used in 
this analysis. 
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Figure 3.10. The equatorial plane pressure distribution centered at L0 = 4 RE. 
The perpendicular current density within the inner magnetosphere can be derived from 
the isotropic pressure distribution with the following equation: 
J L - ^ S - X V / (3.10) 
4> 
where B0 and B0 are the vector and magnitude of the background dipole field and P is 
the particle pressure [Parker, 1957] (see Section 4.1.2 for more details). The gradient of 
the pressure was computed using central differences on the spherical grid. Figure 3.11a 
displays the pressure distribution in the x-z plane assuming an isotropic distribution while 
figure 3.11b shows the resulting azimuthal current distribution in the same plane. Note 
the relative strength of the westward (blue) current over the eastward (red) currents. The 
dominating westward current gives a negative (southward) field depression at the center 
of the Earth. The modeled S.B depression was computed as the average of the southward 
perturbation at four stations, evenly spaced out in longitude along the equator. The error 
between the magnetogram-computed k£ depression and the DPS relation was within 
1%. 
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Figure 3.11. (a) Normalized perpendicular pressure distribution on the x-z plane, (b) The 
azimuthal current distribution calculated using equation 3.10. 
3.7 Rice Convection Model Idealized Storm Simulation 
The Rice Convection Model (RCM) is discussed in Chapter 1.3 and more thoroughly 
in Toffoletto et al. [2003, and sources within]. The RCM normally uses a magnetic field 
model to specify the field throughout the magnetosphere. However, it is possible to use a 
dipole field and to compute the DPS relation from the energy content of the ring current. 
As in the previous section, the magnetogram module can also compute an estimate of Dst 
to compare to the AS from the DPS relation. Therefore, an idealized storm was 
simulated, which is identical to the one described later in the thesis (section 5.3) with 
several exceptions. First, a dipole field was used instead of a realistic magnetic field 
model. Second, the effects from ionospheric currents were excluded. Finally, the 
currents at the poleward RCM boundary were carried with radial currents, representing a 
rough estimate of the Birkeland region-1 currents. In contrast, these currents are carried 
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along the local magnetic field in section 5.3. The perpendicular currents in the 
magnetosphere were computed as described in the previous section. 
The difference between the magnetogram-computed Dst and the A£ from the DPS 
relation was around 7% when the 100 x 200 x 100 grid was used. The test was repeated 
with a second regular spherical grid with dimensions of 200 x 400 x 200 . The resulting 
error was reduced to around 5%. This suggests that the error is most likely due to the 
computation of the current in the regular spherical grid, which may introduce errors 
where there are large gradients of the pressure across the grid cells. A modified spherical 
grid is introduced in the next chapter that allows more accurate computations of the 
pressure and field gradients. 
3.8 Ground Induction Currents Expansion Coefficients 
A final test was carried out to investigate the scalar potential representation of the 
magnetic field due to the GICs. The effects of the GICs are included by placing a 
perfectly conducting shell at a distance below the Earth's surface, as discussed in detail in 
chapter 2.2.4. The Z (vertical) component of the magnetic field should be zero at the 
shell's surface. This is because the field of any time dependant magnetic field vanishes 
within a perfect conductor, and because the normal component of the magnetic field is 
always continuous, the Z component at the surface also has to be zero [Hakkinen et al, 
2002]. Therefore, the induced currents tend to cancel out the vertical component of the 
external field. 
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Using the results for the time of minimum Dst of the RCM storm simulation (chapter 
5.3), the magnetic field was computed on the surface of the conducting shell. Figure 3.12 
shows two cases of the cancellation of the vertical component of the magnetic field. The 
spherical harmonic expansion with Ynm was truncated at n = 51 for the figure on the left 
and n = 101 for the one on the right. The vertical component from the external field had 
a magnitude of up to 750 nT. Therefore, both examples cancel out the Z component 
significantly, although the case for n = 101 shows almost total cancellation. This 
exercise shows that the GIC expansion coefficients are represented accurately. 
Figure 3.12. The cancellation of the vertical component of the magnetic field at the 
surface of a perfectly conducting sphere for (a) the case with Y ^ truncated at ^ = 51 , and 
(b) the case with Ynm truncated at n = 101. The magnetospheric and ionospheric currents 
used were from the time of minimum Dst of the RCM storm simulation discussed in 
chapter 5.3. 
3.9 Conclusion 
The magnetogram computation module performed within reasonable expectations for 
the simple test cases described above. Two major limitations of the magnetogram code 
were found. First, although the regular spherical grid works well for analytical current 
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distributions, it was found that a grid with a high density of cells is needed near regions in 
the magnetosphere where there are large pressure and magnetic field gradients across the 
cells. This is necessary to compute the perpendicular current densities accurately from 
pressure distributions using equation 3.10, as well for the computation of the parallel 
current densities. This is discussed in more detail in Chapter 4, which details the current 
computation for the RCM model as well as the modified spherical grid. The second 
limitation is that extensive computational time is needed to compute a large set of ground 
magnetograms. However, one of the strengths of the magnetogram code's design is that 
it is straightforward to make a parallel version, of which efforts are already under way. 
The testing in this chapter also showed the strengths of the module. One is the ability of 
the magnetogram code to use grid refinement to compute a more accurate field. Another 
strength is that the effects of different current systems can be separated, which should 
help quantify the relative influence of different currents on geomagnetic indices like Dst. 
Finally, a major strength is that the magnetogram code can compute realistic magnetic 
fields, without large errors associated from the curl and divergence of the field vector. 
91 
Chapter 4 
Integration of the Synthetic Magnetogram Code 
with MI Coupling Codes 
The magnetogram module is designed to be compatible with a wide variety 
of MI coupling codes. However, the integration with these coupling codes is non-trivial 
since most codes do not compute all current distributions within the magnetosphere-
ionosphere system. Moreover, although some MI coupling codes calculate currents as 
output, others only produce the physical parameters needed to compute the currents. 
Two general steps must be taken to adapt MI model results to the magnetogram code. 
First, the currents within the magnetogram code's computational grid and the radial 
component of the magnetic field at the grid's boundary must be specified. The second 
step involves ensuring that the currents within the computational grid are divergence-free, 
another words current must be conserved everywhere. These steps present different 
challenges for each MI model. These issues are discussed for the Space Weather 
Modeling Framework (SWMF) MI component [Toth et al.2004,2005] and the Rice 
Convection Model (RCM) [Wolf, 1970; Toffoletto et al., 2003], which are integrated 
with the magnetogram module for this dissertation. 
4.1 Magnetogram Code Integration with MI Coupling Codes 
In this dissertation, the SWMF is integrated with the magnetogram code to compute 
synthetic Dst. The ionospheric currents are excluded from the SWMF Dst calculation 
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since these currents are known to have negligible influence on Dst (see Hakkinen et al. 
[2002] and sources within); they can have a local influence at low latitudes but their 
effects tend to cancel out when local-time averaged for Dst. RCM results however, are 
used to compute synthetic indices including Dst, SYM-H, and AE, individual ground 
magnetograms, and a global LT-UT map. The ionospheric currents are needed for these 
computations since they have a local effect on the magnetic perturbation at ground 
stations [Clauer et al., 2006]. Therefore, the ionospheric currents must be computed for 
the RCM, as discussed in more detail below. 
4.1.1 Magnetogram Computational Grid 
Since the magnetogram module is intended to be adaptable to a wide array of MI 
coupling codes, a general magnetogram computational grid was constructed to give the 
best possible results. The grid was designed based on the current RCM 2-D spherical 
ionospheric grid [e.g., Zhang et al., 2008]. The RCM grid covers part of the northern 
hemisphere from about 10° to 89° in latitude with 155 values and the entire world in 
longitude with 99 values, with the grid longitudinal values overlapping on the dayside. 
The spacing in latitude is non-uniform with the highest resolution at high latitudes where 
the electrojets and Birkeland currents exist. 
The magnetogram computational grid simply extends the RCM grid low latitude 
boundary to the equator to cover the entire northern hemisphere. However, the 
magnetogram grid also covers the southern hemisphere and therefore includes the same 
grid values as the northern hemisphere. The radius R„ is adjustable but is set to 9 RE for 
the work in this thesis. The radial spacing is designed to have smaller spacing near Earth 
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and bigger spacing far from Earth. The total grid therefore has a total of 50 values in the 
radial direction, 330 values in the latitudinal direction, and 96 in the longitudinal. This 
grid gives the best possible results of the integration of the Biot-Savart integral for three 
reasons. The first is that the Biot-Savart law is an inverse square law. The high resolution 
of currents at higher latitudes and at altitudes right above the ionosphere gives 
a more accurate representation of the currents, whose effects tend to dominate the ground 
magnetic signal at those latitudes. The second is that it is more computationally efficient 
since the currents at lower latitudes in the ionosphere and those in the outer 
magnetosphere do not need such high resolution for accurate computations of the Biot-
Savart integral. Finally, this type of grid is needed to resolve the currents accurately 
using the generalized Vasyliunas equation [Heinemann et al., 1994] due to the highly 
structured nature of the Birkeland currents and the sensitivity of the numerical 
computations. This is discussed in more detail below. 
4.1.2 Magnetospheric Current Density Computation 
Each MI coupling code produces a different set of physical parameters that can be used 
to integrate it with the magnetogram code. The SWMF computes the current density and 
magnetic fields everywhere within its computational grid. For these types of models 
(global MHD models coupled with inner magnetosphere and ionosphere models), the 
magnetospheric currents within the magnetogram module's grid and the radial 
component of the magnetic field on the surface of the grid can be found by interpolation. 
The RCM, on the other hand, represents another type of model that does not explicitly 
compute the current densities. The magnetic field must be specified by an external 
model, such as one of Tsyganenko's [e.g., 1989,1995] data based magnetic field models. 
The magnetic field model can easily give the radial component of the magnetic field at 
Ro, but the current densities must be computed with a numerical method. The 
magnetospheric currents include currents that are parallel and perpendicular to the 
magnetic field. The perpendicular currents can be computed using Parker's [1957] 
representation, which can be derived with the 3-D particle pressure and the local 
magnetic field: 
J, =—:x 1
 B2 
S7B VPL+{P,-PJ— (4.1) 
where B and B are the vector and magnitude of the local magnetic field, respectively, 
P± and P^ are the perpendicular and parallel particle pressure respectively, and J± is the 
current density perpendicular to the local magnetic field line. Since particle pressure is 
assumed to be isotropic (PL = P^) in the RCM, the second term in Equation 4.1 drops out 
and the perpendicular current can be found from the particle pressure gradients. In 
principle, the generalized Vasyliunas equation [Heinemann et al., 1990], given by 
* ds J = V [ —xVP (4.2) 
can be used to compute the current densities everywhere in space. In this equation, J is 
x
 ds 
the total current density, f — is the partial flux tube volume, which can be found by 
eg(x) u 
integrating along a field line from a point in space x to the equatorial plane eq(x) (and 
making the result negative to account for the change in integration limits, and / is the 
particle pressure at the point x . However, it is difficult to evaluate the right side of 
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Equation 4.2 with sufficient numerical accuracy. The numerical computations within the 
spherical magnetogram grid assume the entire grid cell is positioned at the center of the 
bin. The computation of the partial flux tube volume is sensitive to the numerical method 
used in integrating the field line and in some spots the gradients of the partial flux tube 
volumes are large across the grid cell spacing (e.g. bins that map to the cross-tail currents 
in the equatorial plane have large gradients). This is in part addressed with the numerical 
grid, where the grid is denser close to areas where large gradients are expected. 
However, it is still difficult to evaluate Equation 4.2 from data on the magnetogram 
code's grid. The resolution of the RCM results may affect the outcome of the current 
calculations. Since smaller numerical errors are associated with the computation of the 
perpendicular currents using Equation 4.1, the error in computing the current densities 
can be minimized by using Equation 4.1 for the perpendicular component and a form of 
Equation 4.2 for the parallel component: 
J = b 
where b is the unit vector in the direction of the magnetic field vector and the other 
variables are the same as before. The first term on the left side of (4.3) corresponds to the 
field-aligned current density, while the second term represents the perpendicular current 
density. 
This reformulation of the current density works well within the magnetogram code's 
grid. The following summarizes the three steps that must be taken to compute the 3-D 
currents within the sphere RQ. 
eq(%) 
ds 
— i 
B 
V J *VP x b BxVP 
B2 
(4.3) 
1) For any 3-D point in space x the footpoint in the ionosphere must be located by 
tracing the field line. The particle pressure is then interpolated from the pressure 
values from the RCM grid. 
2) Starting at the 3-D point in space x , the partial flux tube volume must be 
computed by integrating along the field line to the equatorial plane. 
3) Finally, the numerical gradients from Equation 4.3 must be found using cell-
centered finite differences in the spherical grid. The rest of the computations of 
this equation must be performed to find the total current density. 
These steps must be carried out for each bin to identify the 3-D current distribution of the 
inner magnetosphere. For the RCM, there is no dipole tilt and therefore there is 
symmetry across the equatorial plane. Thus, it is only necessary to compute the currents 
in the northern hemisphere since the currents in the southern hemisphere can be 
calculated from symmetry. MI codes that include a dipole tilt must compute the currents 
in both hemispheres. 
4.1.3 Ionospheric Current Density Computation 
MI codes do not explicitly compute the horizontal ionospheric currents. Most 
ionosphere codes however, compute the conductances and the potential on a thin shell at 
an altitude of around 100 km above Earth's surface that represents the ionosphere. These 
quantities can be used to compute the ionospheric current density with Ohm's law. First, 
by setting E = -VO where O is the ionospheric potential, the current density in the 
ionosphere is given by 
J * . - -2VO (4.4) 
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where 2 is the height-integrated ionospheric 2 x 2 conductance tensor 
2 = { 2 ' "\ (4.5) 
and the subscripts / and //represent the Pedersen and Hall conductances, respectively. 
In regular spherical polar coordinates, with polar angle 6 and azimuthal angle (p, the 
generalized expressions for the latitudinal and azimuthal currents are given by: 
• _ y _ L ^ y 1 d<fr 
/e
~~ '~R~,~dd~ " R,sin6 d(/) 
(4.6) 
* R,sin0 d<j> H R,d6 
where R, is the radius of the ionosphere shell. 
Equation 4.6 gives a convenient representation of the ionospheric currents that can be 
computed within the ionosphere shell in the magnetogram code's spherical grid. The 
derivatives can easily be determined by a cell-centered difference using this equation. 
Finally, the currents must be spread out over the spherical shell at ionospheric height by 
dividing the currents by the thickness of the shell. 
4.1.4 Closure Currents 
For the numerical Biot-Savart integration to be valid, the currents within the MI system 
must be divergence-free. Chapter 2 discusses the closure of currents that cross the 
reference sphere Ro. This treatment involves specifying radial currents at that surface. 
Each MI coupling code simplifies its computation with generalizations and assumptions. 
Some of these models compute most of the MI current systems, while others do not. 
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Therefore, each MI model must be treated individually to ensure current conservation 
within the magnetogram module's grid. 
The SWMF MI code has an inner boundary represented by a spherical region of 3.5 RE 
centered on the Earth. It is necessary to set this boundary to avoid extremely strong 
magnetic fields, which cause numerical problems in global MHD codes. Therefore, for 
valid ground magnetogram computations, the closure currents from the 3.5 RE boundary 
to the ionosphere must be specified. This is particularly important in the computation of 
ground magnetograms at high latitudes, where the field-aligned currents close by 
ionospheric conduction currents. However, these closure currents are not as important 
for the computation of Dst since it is assumed that the main contributions to Dst are the 
ring current, tail current, and GICs (see Hakkinen et al. [2002] and sources within). 
Therefore, these closure currents are not specified for the SWMF MI code for this work, 
since simulation results are only used to compute synthetic Dst. 
The RCM identifies the parameters needed to compute the ionospheric currents, the 
ring current, and the Birkeland Region-2 currents within the magnetogram code's grid. 
However, the RCM does not compute the Birkeland Region-1 currents. To completely 
specify all currents within the magnetogram grid, the Region-1 closure currents can be 
assumed to flow along the local magnetic field in a thin layer at the RCM poleward 
boundary. The RCM low-latitude boundary is set to 10° latitude for the work in this 
dissertation. The currents that cross this boundary are carried equatorward and diverted 
along the equatorial electrojets, represented by athin band of current at the equator 
directed in the azimuthal direction. Further details of the closure currents are given in the 
RCM section below. 
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4.2 Magnetogram Code Integration with SWMF 
As mentioned previously, the SWMF MI model is used to compute synthetic Dst in 
this dissertation and only magnetospheric currents are used for the computation. The 
SWMF code computes all magnetic fields and all currents within the magnetosphere, 
except in the region between the ionospheric currents at around 100 km altitude and the 
3.5 RE spherical boundary centered on Earth. With the exception of this region, the 
currents within the magnetogram's grid can be found by interpolating from the SWMF 
grid. The magnetic field values needed at the magnetogram grid boundary R,, are also 
found by interpolation. As mentioned previously, the currents that close the 
magnetosphere currents with the ionosphere currents within the 3.5 RE MHD boundary 
centered on Earth are expected to have negligible effects and are therefore neglected in 
this work. Any other computations of individual synthetic ground magnetograms or high 
latitude synthetic indices should include these closure currents. 
Figure 4.1 shows the azimuthal and field-aligned currents within the magnetogram 
code's spherical grid with radius /^ = 9RE . The currents shown are for an SWMF storm 
simulation at time of minimum Dst. The details of this simulation are discussed in the 
next chapter. All currents are saturated to show the structure of the magnetospheric 
currents and are in units of nA I m1. The inner boundary in the plots is 3.5 RE, while the 
outer boundary is 9 RE, and geosynchronous orbit (6.6 RE) is shown in the dashed circle. 
Note that since the inner boundary is 3.5 RE, a significant portion of the ring current is 
omitted in these results since the ring current is known to have a peak at around 3 RE. 
The dipole tilt in this simulation is set as in reality. The top panel shows the mostly 
westward ring current, with blue representing westward and red eastward, in the dipole 
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equatorial plane. The next row of panels shows the azimuthal currents on the left and the 
field-aligned currents on the right in the XZ plane. The last row shows the computed 
values within the YZ plane, with the azimuthal currents on the left and field-aligned 
currents on the right. Note that the perpendicular current density includes a radial and 
azimuthal component. The plots only show the azimuthal and parallel components since 
they are the dominant contributions to ground magnetic field perturbations. 
101 
Figure 4.1. SWMF storm simulation magnetospheric current densities at time of 
minimum Dst. The plots are shown in different planes within the magnetogram 
computational grid. The top panel shows the azimuthal currents in the dipole equatorial 
plane (note that there is a dipole tilt). The next row of contour plots shows the azimuthal 
currents (left) and field-aligned currents (right) in the XZ plane. The last row shows the 
YZ plane with the azimuthal currents on the left and the field-aligned currents on the 
right. Note that the units of all current densities are nA I m2 and the westward currents in 
the azimuthal component are shown in blue while the eastward currents are in red. Note 
also that for the panels showing field-aligned currents, red represents currents parallel to 
the magnetic field, while blue is for currents anti-parallel to the magnetic field. The inner 
boundary in these plots is 3.5 RE, the outer boundary 9 RE, and the dashed line shows 
geosynchronous orbit at 6.6 RE. 
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43 Magnetogram Code Integration with RCM 
The RCM currents are calculated numerically as discussed in subsections 4.1.2 - 4.1.5. 
The RCM uses a magnetic field supplied by an external model, such as one of 
Tsyganenko's [e.g., 1989,1995] data based magnetic field models. The RCM computes 
the particle pressure distribution on the ionospheric grid, which can be mapped using the 
magnetic field to 3-D space everywhere within the magnetogram code's grid. In practice, 
the magnetic field vector is saved within a non-uniform Cartesian grid designed to have 
higher resolution near the GSM-X, GSM-Y, and GSM-Z axes and less resolution far 
from Earth. This grid ranges from -50 RE to 15 RE in the GSM-X direction, -17 RE to 
17 RE in the GSM-Y direction, and 0 RE to 15 RE in the GSM-Z direction. The 
magnetic field is also used to compute the partial flux tube volumes, which are needed for 
the current density computation (Equation 4.3). The magnetic field vector is interpolated 
from this grid to the magnetogram code's grid for these calculations. 
The RCM modeling region includes most of the volume of the inner magnetosphere 
that lies within closed magnetic field lines (field lines that are connected to the planet at 
both ends). Figure 4.2 depicts the RCM modeling region within the magnetogram 
module's grid. This region includes the ionospheric currents, the ring currents, and the 
Birkeland region-2 currents. In the ionosphere, the RCM has an irregularly shaped 
poleward boundary. The volume of the magnetosphere with field lines that have 
footpoints north of the boundary has no currents ( J = 0 in Figure 4.2). This volume is 
mostly made up of the open field line region, which has field lines that tie to the solar 
wind IMF. The RCM computes the currents that are going into and out of the ionosphere 
at this high latitude boundary. Therefore, closure currents must be specified at this 
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boundary to conserve current. The simplest way to close these currents would be to carry 
the current with radial wires to infinity starting at the boundary. Although this would 
satisfy current conservation, these closure currents are analogous to the Birkeland 
Region-1 currents, which are known to have effects on ground magnetograms. This is 
especially true when field lines exhibit sufficient curvature [Clauer et al., 2006]. 
Therefore, a more realistic treatment was devised to include the effects of these currents 
as field-aligned volume currents. 
The currents that cross the poleward boundary are carried northward in the latitudinal 
direction to latitude that is consistent with the Birkeland Region-1 currents, and the 
currents are specified to flow along the magnetic field in a sheet of current. The cross 
section of the current sheet in the ionosphere is close to 500 km (5°). Any grid cells 
whose field lines have a footpoint within this cross-section are specified to carry current 
parallel to the local magnetic field. The resulting current density has a smooth variation 
along the field with a cross-sectional area that expands with increasing distance from 
Earth. The total current carried by this sheet remains constant, while the current density 
varies due to the thickening cross section. The cross section varies from around 500 km 
(5°) at the ionosphere to 2-5 RE at RQ. The current that intersects the spherical boundary 
at Rois treated like any other magnetospheric current and is carried into infinity with 
radial currents. 
The RCM has a fixed low latitude boundary at 10° latitude. The currents that cross 
this boundary must be closed with the equatorial electrojets, which are aligned in the 
east-west direction and peak on the day side [Sazykin, 2000]. A band of current that 
covers the entire equator is used to carry the equatorial electrojets. The thickness of this 
104 
band is two grid cells, which corresponds to 2° latitude in the ionosphere, with one grid 
cell above and one below the equator. Therefore, the latitudinal currents that cross the 
low-latitude boundary are carried to this band as constant currents and are closed with the 
equatorial electrojets. The total current in the equatorial band is given by: 
/ w = S— (4-7) 
dtp 
where S is the height-integrated Cowling conductance and <I> is the ionospheric 
potential, which are both computed by the RCM. 
Figure 4.2. Cartoon showing the RCM modeling region (shaded in gray) within the 
magnetogram code's grid with radius RQ. The modeling region includes the ionospheric 
currents, ring current, and Birkeland Region-2 currents. The Birkeland Region-1 currents 
must be specified to ensure the computational grid is divergence-free [Courtesy S. 
Naehr]. 
These procedures specify all currents needed for the Biot-Savart integration to be valid. 
The currents from an RCM storm simulation are shown in detail in the next chapter. 
Note that the perpendicular magnetospheric currents past the RCM poleward boundary 
are omitted in this work. Also, the polar cap region is not modeled by the RCM and 
therefore the polar cap currents are out of the scope of this work. Synthetic ground 
magnetograms are not valid at these latitudes and although these currents are not as 
strong as the auroral electrojets, their omission may introduce slight errors in the 
computation of other ground magnetograms. These omissions should not have such big 
consequences on the results at low and mid-latitude stations. 
4.4 Conclusion 
The magnetogram computation module was integrated with the SWMF and RCM 
codes. Since the SWMF is only used for the computation of synthetic Dst in this 
dissertation, only the magnetospheric currents are included in the computation. The 
integration of the magnetogram code with the RCM involved including all computed 
ionospheric and magnetospheric currents, as well as imposing closure currents at the 
RCM poleward and equatorward boundaries. This will allow the computation of 
synthetic magnetograms, geomagnetic indices, and global disturbance maps (e.g. LT-UT 
maps) from RCM computed currents. 
Chapter 5 
Synthetic Magnetogram Calculations 
This chapter presents synthetic magnetogram output based on results from two 
different large-scale MI coupling codes. First, the methodology is presented on how 
synthetic magnetograms, geomagnetic indices, and LT-UT maps are computed followed 
by results for each of the MI coupling models. The first analysis uses the MI component 
of the Space Weather Modeling Framework (SWMF) to simulate a geomagnetic storm 
and synthetic Dst is compared to observations. The second and most thorough analysis 
is of an idealized geomagnetic storm simulated using the Rice Convection Model (RCM). 
RCM synthetic magnetograms, global indices, and LT-UT disturbance maps are 
compared to observations from storms that resemble the idealized event. 
5.1 Computation Overview 
This section describes the computation of synthetic magnetograms, geomagnetic 
indices, and LT-UT maps. The computation of synthetic Dst for the SWMF simulation 
excludes the effects of ionospheric currents. The modeled field perturbations for the 
RCM simulation include the effects of all magnetospheric currents, ionospheric currents, 
and GICs. The background field (daily variations and dynamo field) is taken to be the 
field from the currents at the start of the simulations, which corresponds to the quiet-time 
magnetosphere. The magnetic field perturbations are found by subtracting the 
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background fields from the storm-time fields. The modeled magnetic fields are fully 
consistent with Maxwell's equations. 
5.1.1 Ground Magnetograms 
Magnetograms are plots that show magnetic field observations as a function of time. 
There are over 200 geomagnetic observatories spread out around the world. Some of this 
data is freely available for download for research and practical purposes. The World 
Data Center for Geomagnetism, Kyoto (http://swdcwww.kugi.kyoto-u.ac.jp/index.html) 
and International Real-time Magnetic Observatory Network (Intermagnet -
http://www.intermagnet.org) are two examples of organizations that supply compiled 
data and information from geomagnetic observatories throughout the world. Section 
1.2.1 and the websites cited above contain more detailed information on ground 
magnetograms. 
Each magnetogram data file contains information on the observatory such as 
geographic latitude and longitude, elevation, and the coordinate system the data is 
recorded (i.e., XYZ or HDZ). The geographic latitude and longitude and the elevation of 
the observatory are used to compute the corrected geomagnetic (CGM) coordinates. A 
website by the Goddard Space Flight Center Space Physics Data Facility provides a 
service that computes the transformation between geographic (GEO) and CGM 
coordinates (http://modelweb.gsfc.nasa.gov/models/cgm/cgm.html). The CGM 
coordinates of a point in space are calculated by using the IGRF magnetic field model of 
the Earth's main magnetic field. Starting at the GEO coordinates, the IGRF magnetic 
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field model is traced to the dipole geomagnetic equator and then traced back along a 
dipole field line to the starting altitude. The resulting latitude and longitude are the 
corresponding CGM coordinates [Gustafsson, 1992]. Once the CGM coordinates are 
computed for each station, those coordinates are used in the magnetogram code as the 
observation point. The magnetic field is computed at each observation point for each 
consecutive time frame of the simulation and the magnetic field perturbation can be 
plotted with respect to time by subtracting the quiet-time values from the computed 
magnetic field. 
5.1.2 Geomagnetic Indices 
Section 1.2.3 contains detailed information on geomagnetic indices and how they are 
calculated. The synthetic magnetogram code has the ability to compute any ground-
based index used in space physics. However, some of the models used in this thesis do 
not provide the needed output for some indices. For example, the RCM does not provide 
output within the polar cap regions, and thus the computation of polar cap currents and 
the magnetic field computations at those latitudes are out of the scope of this work. This 
thesis only includes some of the most commonly used indices that can be computed 
within the modeling regions of the RCM and the SWMF. 
Dst Computation 
Dst is computed using four stations at mid-latitudes that are spread out throughout the 
world. Three of the stations are in the northern hemisphere and one is in the southern 
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hemisphere (see Figure 1.9). The SWMF takes into account Earth's dipole tilt, and thus 
the currents in both hemispheres are different. The RCM does not currently include the 
dipole tilt and the currents are symmetric in the northern and southern hemisphere. For 
the SWMF, synthetic Dst is computed using four virtual stations at the respective 
coordinates of the actual Dst stations. Synthetic Dst is calculated differently for the 
RCM. Instead of using the actual coordinates of the Dst stations, the virtual observatories 
are all assumed to be in the northern hemisphere and are placed evenly around the Earth 
at 25° magnetic latitude (close to the average latitude of Dst stations). 
The synthetic Dst values are computed using a procedure similar to actual Dst. The 
horizontal perturbation, A//is compiled for each station. In a step analogous to Equation 
1.6, the quiet-time field values are subtracted from the perturbation at each station: 
D{T) = bJi{T)-Q(T) (5.1) 
where Q corresponds to the quiet-time background field. Finally, the perturbation D is 
averaged over the four stations and normalized to the dipole equator to estimate the 
perturbation parallel to the dipole axis: 
DstiD = ^ (5.2) 
2 cos A, 
AE Indices Computation 
The AE indices use a combination of 10 to 13 observatories along the auroral zone (at 
an average magnetic latitude of 66°) in the northern hemisphere to measure the variations 
in the horizontal component. The AE indices give a measure of ionospheric electrojet 
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activity. More detailed information, including a list of the AE observatories and their 
coordinates can be found in Section 1.2.3 and in the work by Davis and Sagiura [1966]. 
In this thesis, the synthetic AE indices are only computed for the RCM storm simulation. 
To produce the synthetic AE indices, ninety-six virtual observatories are placed every 15 
minutes in local time at the average magnetic latitude of the actual AE stations. The AU 
(auroral upper) index is defined as the upper envelope of the largest recorded horizontal 
field perturbation, while the AL (auroral lower) index is defined as the lower envelope of 
the smallest horizontal field perturbation. Therefore, at a specified time, the largest and 
smallest value of the horizontal perturbation from the set of ninety-six virtual 
observatories is recorded to the synthetic AU and AL. Similar to Dst, the quiet-time 
horizontal field perturbation is subtracted from the recorded values. The AE index is 
then computed as the difference between AU and AL: 
AE = AU-AL (5.3) 
SYM-H indices Computations 
The last set of synthetic indices that are computed for this thesis are the SYM-H and 
ASY-H indices. SYM-H can be thought of as a high resolution Dst index [Wanliss and 
Showalter, 2006]. Somewhat analogous to the AE index, the ASY-H index is defined to 
be the range between the maximum and minimum deviation at each moment for the 
component parallel to the dipole axis. Further details on these indices can be found in 
section 1.2.3, in the work by Iyemori [1990], and Iyemori et al. (available at 
http://swdcwww .kugi .kyoto-u,ac jp/aeasy/asy.pdf). To produce the synthetic SYM-H 
and ASY-H indices, ninety-six virtual observatories are placed every 15 minutes in local 
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time at 25° magnetic latitude (same latitude as synthetic Dst). The procedure used to 
compute SYM-H is similar to synthetic Dst except that ninety-six observations are used 
instead of four. Just like AE, the highest and lowest magnetic field values of the 
horizontal component are recorded at each moment. Synthetic ASY-H is computed by 
first subtracting the symmetric component (SYM-H) from each station's horizontal 
perturbation. Finally, ASY-H is computed as the range from the maximum and minimum 
value of the deviation from SYM-H. 
5.1.3 LT-UTMaps 
LT-UT disturbance maps use the data of available stations from a worldwide chain of 
low and mid-latitude observatories. A profile of the disturbance field is fit as a function 
of local time around the Earth. A time series of these profiles are then used to plot 
contours of the local time perturbations as a function of universal time, which show the 
temporal and spatial magnetic field variations. Section 1.2.4, Clauer and McPherron 
[1974,1980], and Clauer et al. [2003] describe the full details of the derivation of LT-UT 
maps. Clauer et al. [2003] produced a synthetic LT-UT disturbance map for a 
geomagnetic storm simulation using the Michigan RAM kinetic ring current model. To 
produce LT-UT disturbance maps, they placed 24 virtual observatories located at every 
hour in local time at 35° magnetic latitude. The authors computed the magnetic field 
perturbations at each virtual station by numerically integrating the Biot-Savart integral 
over all the currents produced by the RAM model. The magnetic field perturbations were 
then compiled as an LT-UT map with the local time profiles arranged vertically with 
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respect to UT time (see Figure 1.11). The approach used to compute synthetic LT-UT 
maps for this dissertation is identical with the exception that ninety-six virtual 
observatories are placed at every 15 minutes in local time instead of twenty-four virtual 
observatories at every hour in local time. To get the modeled field perturbation, the 
quiet-time values were also subtracted from the computed magnetic field. 
5.2 Space Weather Modeling Framework (SWMF) Synthetic 
Dst 
The results of synthetic Dst for a storm simulation using the MI components of the 
SWMF are presented in this section. The SWMF and its computational grid are briefly 
introduced in Section 1.3.1 and fully described in Toth et al. [2004,2005]. The MI 
component of the SWMF includes three codes coupled together, which model the global 
magnetosphere, the inner magnetosphere, and the ionosphere electrodynamics. The 
global magnetosphere (GM) part was developed at the University of Michigan and 
consists of the Block Adaptive Tree Solar-Wind Roe-Type Upwind Scheme code 
(BATS-R-US), which is described within Powell et al. [1999] and De Zeeuw et al., 
[2000]. The GM computational domain ranges from -224 to 32 REin the GSM-X 
direction and -64 to 64 RE in the GSM-Y and GSM-Z directions. The GM/BATS-R-US 
model uses a block-based adaptive grid. The full computational grid consists of a total of 
294,912 cells, with 576 blocks each containing 8 x 8 x 8 regular rectangular Cartesian 
cells. The cell sizes vary between blocks, with the coarsest blocks having cubic cells of 4 
RE and the finest blocks having cubic cells of 1/4 RE. The grid is set up with the finest 
blocks near Earth and the coarser blocks away from Earth. 
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The inner magnetosphere component uses the RCM, which was developed at Rice 
University, while the ionosphere electrodynamics module consists of the Ridley 
Ionosphere Model (RIM), which was also developed at the University of Michigan. 
Figure 1.13 displays the coupling scheme between the three codes. Full details on the 
coupling between the three MI codes can be found within Zhang et al. [2006]. The main 
purpose of this section is to compute synthetic Dst using SWMF output for a simulation 
of the magnetic storm of August 3-4 of 2002. 
5.2.1 Simulation Setup 
Full details on the inputs and setup of this simulation can be found in Zhang et al. 
[2006], in which similar initial conditions and setup were used for a moderate storm 
simulation. The SWMF inner boundary is a spherical region of 3.5 RE centered on the 
Earth. It is necessary to set this boundary to avoid extremely strong magnetic fields 
within this region associated with global MHD codes. The temperature and mass density 
are held constant at the inner boundary, at 25,000 K (1.25 eV) and 5 amu I cm3, 
respectfully. Earth's dipole is set to a magnitude of 31,100 nT, and the tilt angle is 
assumed to be as in reality. 
Observations from the upstream solar wind are used as a basis for the input conditions in 
the dayside plane of GSM-X = 32 RE and a zero gradient condition is applied to all the 
other boundaries. The solar wind parameters are from the Advanced Composition 
Explorer (ACE) spacecraft, which orbits around the LI Lagrangian point. These inputs 
are shown in Figure 5.1. They include the upstream solar wind number density in the 
top panel, the bulk flow speed in the next panel, followed by the interplanetary magnetic 
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field (IMF) Bz. Dst is also used as an input and is shown in the bottom panel. 
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Figure 5.1. SWMF simulation inputs of upstream solar wind number density, solar wind 
speed, and IMF Bz, which are time-shifted from the ACE spacecraft to the Earth. The 
bottom panel displays hourly Dst values. 
The SWMF was set up to run the storm in three stages. In the first stage, the GM 
model runs 2000 iterations to converge to a steady state solution, in which the major 
components of the magnetosphere such as the bow shock, magnetopause, and 
magnetotail take form. During the second stage, the GM, IM, and IE models start from 
the GM steady state solution and run 4000 more steps to obtain an initial steady state for 
all three models. The first two stages use the propagated ACE observations at the start 
time of the Aug 3-4,2002 storm. The last stage restarts the steady state solution achieved 
115 
from the previous stage, this time driven by the time-evolving upstream solar wind 
observations. 
The only ions used by the IM/RCM component were protons. Also, charge exchange 
losses were not turned on. It is important to note that charge exchange losses become 
increasingly important during the recovery phase of storms, especially when the IMF Bz 
turns northward. Consequently, the recovery phase of the storm simulation is not 
expected to be realistic. The IE model uses observations from the 10.7 cm solar radio 
flux (F10.7) as input. The Pedersen conductance is set to 0.25 mhos on the nightside, and 
has an average value of 1.0 mhos in the polar cap. 
5.2.2 Results 
The SWMF computes a Dst estimate as part of its output by integrating the Biot-Savart 
integral over all currents within its numerical grid. However, GIC effects are not 
accounted for in any way. Also, the inner boundary of the SWMF grid is a spherical 
surface of radius 2.5 RE centered on the Earth and thus there are no currents within this 
region. Figure 5.2 shows synthetic Dst, which is computed using all available currents 
within the SWMF grid. As in the previous section, the effects of ionospheric currents are 
excluded in the calculation. The blue curve shows observed Dst. The green line displays 
the Dst estimated by the SWMF code, computed at every minute of the simulation. The 
red line represents synthetic Dst, but excludes the effects of GICs. The black curve 
shows the total synthetic Dst (with GIC effects). The synthetic Dst is computed at one-
hour intervals. 
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The SWMF simulation performs well for the main phase, but does not perform as well 
for the rest of the storm. Before the storm and up to the SSC, the SWMF Dst magnitudes 
are off but follow the general trend of actual Dst. The SWMF main phase Dst drops 
down to the values of actual Dst but the SWMF simulation does not show any recovery. 
The magnetogram's synthetic Dst, which excludes GIC effects (red curve), is consistent 
with the Dst estimated by the SWMF. Note that the approaches in integrating the 
currents are different. The SWMF integrates the currents over the entire BATS-R-US 
grid, while the magnetogram integrates only over the reference sphere of radius 8 RE and 
accounts for the currents outside that boundary with a harmonic expansion. Once the 
effects of GICs are included, synthetic Dst deviates greatly from actual Dst. During the 
main phase and recovery phase, the GIC contributions are about 1/3 of total Dst. This is 
consistent with the results found in the previous section and with the values estimated by 
Langel and Estes [1985] and Hakkinen et al. [2002]. 
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Figure 5.2. Actual Dst (blue), SWMF Dst estimate (green), and modeled synthetic Dst 
with GIC contributions (black) and without GIC contributions (red) for the geomagnetic 
storm of August 3-4,2002. 
5.3 Rice Convection Model (RCM) Synthetic Magnetograms, 
Geomagnetic Indices, and LT-UT Maps 
This section describes the magnetogram results of the RCM idealized storm 
simulation. The RCM and its computational grid is briefly introduced in Section 1.3.1 
and fully reviewed in [Wolf, 1970, Jaggi and Wolf, 1973; Harel et al., 1981; Erickson et 
al., 1991; Sazykin, 2000; Toffoletto et al., 2003]. The RCM models MI coupling physics 
by using adiabatic drift theory to describe the evolution of a given particle population in 
the inner and middle magnetosphere. Observations from the magnetic storm of 
September 22-23,1999 were used as the basis for the inputs of the idealized storm. The 
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observations were smoothed and simplified to reduce complex fluctuations. While it 
would be ideal to eventually model a real storm with the RCM and see how synthetic 
magnetic field perturbations compare with observations, there can be significant insight 
in looking at several storms that follow similar developments to see how a general 
idealized RCM run can pick up storm trends. Therefore, a large database of magnetic 
storms was searched to find events with similar input conditions as the September 22-23, 
1999 storm and two other storms were found. 
This section is organized into four parts. The first explains the RCM inputs and setup, 
while the second part shows results of the RCM currents and the global ground magnetic 
field perturbations they produce. In the third section, the RCM output is analyzed with 
the use of synthetic magnetograms, geomagnetic indices, and LT-UT maps. For reasons 
of briefness, observations from two of the three storms are compared to the RCM 
magnetic field perturbations, although the same analysis has been carried out for the third 
storm. The objective of this section is not to reproduce the exact magnetic field 
observations with the RCM simulation, but to analyze the RCM output and to obtain a 
better physical understanding of the magnetic disturbance patterns of magnetic storms. 
53.1 Simulation Setup 
Observations from the geomagnetic storm of September 22-23,1999 were used as the 
basis of the inputs for the idealized storm. Full details on the inputs and setup of this 
simulation can be found in Zhang et al. [2008], in which the same initial conditions and 
setup were used for an RCM bubble injection simulation of the inner magnetosphere. 
The RCM computational domain is a 2-dimensional spherical grid in the ionosphere. The 
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modeling region consists of the region around the Earth that lies within closed magnetic 
field lines (field lines that are connected to the planet at both ends). The ionosphere 
computed values can be mapped along the specified magnetic field throughout the inner 
magnetosphere and to the equatorial plane, which corresponds to a region within a 10 RE 
radius from Earth. 
Figure 5.3 displays the smooth inputs (in blue) used in the RCM simulation along with 
the observations (black). The simulation ran for six hours to achieve approximate 
equilibrium. A sudden compression occurred at hour six of the simulation followed by a 
southward turning of IMF Bz at hour eight. The inputs include upstream solar wind 
number density Nsw, bulk flow speed Vsw, and the north-south component of the IMF Bz. 
The solar wind parameters are from the Advanced Composition Explorer (ACE) 
spacecraft, which orbits upstream around the LI Lagrange point. Dst and a computed 
polar cap potential drop (PCP) are also used as inputs, which is given by 
PCP = 51.6plli ,., E + 10^ Vsw2 (5.4) 
/ / 2 + 0 . 4 3 E sw 
in units of kV, where p is the solar wind ram pressure in nPa and Vsw is the solar wind 
speed in km/s. B is set to zero and E = 0 and E = Vsw \BZ\ for northward and southward 
IMF, respectively. The first term of Equation 5.4 is given by Siscoe et al. [2002], while 
the second is given by Boyle et al. [1997]. The Tsyganenko and Sitnov [2005] data based 
magnetic field model used the Dst and solar wind parameters as input to provide the 
magnetic field for the RCM. Note that the solar wind density in Figure 5.3 is reduced by 
about one third of the observed solar wind density. This was necessary due to an input 
limitation by the Tsyganenko and Sitnov magnetic field model, which can't accept such a 
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large number density. 
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Figure 5.3. Smooth RCM simulation inputs shown in blue plotted over upstream solar 
wind number density, solar wind speed, and IMF Bz, which are time-shifted from the 
ACE spacecraft to the Earth. The third panel shows the computed PCP, and the final 
panels displays observed Dst for storm I. 
The RCM modeling region started empty. The boundary conditions /V5 '3 and TV113 
were set to uniform values in local time at the tail ward boundary. The conductance 
model used is derived from the ionosphere (IRI-90) and atmosphere (MSIS-90) models, 
and includes auroral enhancement based on model-computed electron precipitation. 
Furthermore, it was assumed that there were no field-aligned potential drops and neutral 
winds. The simulation ran for a total of 30 hours, however, this chapter only deals with 
results from the first 12 hours, which covers the initial and main phases of the storm. 
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5.3.2 RCM Currents and Global Magnetic Field Perturbations 
Figures 5.4 through 5.18 show RCM and magnetogram computed values at different 
time snapshots throughout the storm, excluding the recovery phase. As mentioned 
previously, the modeling region started empty and the simulation ran for six hours to 
achieve approximate equilibrium. Therefore, for brevity, the plots shown start one hour 
before the SSC (hour 05:00) and go through hour 12:00, which corresponds to the end of 
the main phase. Time snapshots at every half hour were used for the results presented 
here, although the RCM produced output every 5 minutes of the simulation. 
Each figure shows Dst with a vertical dashed red line indicating the time during the 
simulation and the phase of the storm. The contour panels show different planes with 
RCM and magnetogram computed values. The top contour panel on the left shows the 
RCM computed pressure in units of nPa on the XY (equatorial) plane. The top contour 
panel on the right shows RCM computed />V5'3 in units of nPa{RElnT)5li overlaid with 
potentials at 10 kV intervals. The rest of the panels show the 3-D pressures and currents 
on different planes, which were derived using the magnetogram code (full details can be 
found in Chapter 4). All the contour plots have the sun to the left. 
The RCM gives output in the ionosphere [Toffoletto et al., 2003], and the pressures 
can be mapped along the model magnetic field lines to 3-D space all the way to the 
equatorial plane. The left contour panels on the two middle rows show the pressures 
mapped from the equatorial plane into the XZ and YZ planes. These values, along with 
the computed partial flux tube volumes, are used to compute the 3-D currents throughout 
the inner magnetosphere. The computed currents are shown in the remaining panels of 
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the top three contour rows; the middle panels show the azimuthal current (/^), with 
positive Ji (eastward) in the clockwise direction, while the panels on the right show the 
field aligned currents with positive values being aligned with the magnetic field. The 
bottom row shows currents in the ionosphere. The panel on the left displays the 
latitudinal currents, which are mostly made up of Pedersen currents, while the middle 
panel shows the longitudinal currents, which mostly consists of the Hall currents. The 
entire northern hemisphere ionosphere is shown on these two panels, although nothing is 
shown at the RCM poleward boundary (between 60° - 70° latitude). The bottom right 
panel shows the field aligned currents in the auroral zone, overlaid with vectors showing 
the direction and magnitude of the horizontal electrojet currents. All currents shown are 
in units of nA I m2. Full details on the procedures used to compute all currents are given 
in Chapter 4. All the values shown throughout these plots are saturated to better display 
the changes in values from the different figures. The field-aligned currents, in particular, 
are highly saturated to show the structure and direction of the currents; these currents die 
off quickly away from the ionosphere and go to zero at the equatorial plane due to the 
north-south hemisphere symmetry and thus had to be highly saturated. 
The plots of the storm simulation output show the progression of the initial and main 
phases. Since the modeling region started empty, the time snapshots between 05:00 and 
06:00 show the RCM achieving the equilibrium state. Right after that, the SSC starts 
with a sudden compression of the magnetosphere brought on by the rapid increase of 
solar wind number density and velocity. As a response, the pressure in the inner 
magnetosphere increases and compresses closer to Earth, while the magnetospheric and 
ionospheric currents increase as well. As the initial phase continues, the pressures and 
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currents slowly increase in magnitude. A little past 08:00, the IMF Bz turns southward, 
which enhances magnetospheric convection and consequently the main phase starts. 
Right after this, the pressures and westward ring current starts to rapidly increase. Also 
at this time, the ring current begins to show its characteristic storm main-phase 
asymmetry. The subsequent time snapshots show the progression of the storm main 
phase. The ring current becomes more asymmetrical until the bottom of the main phase, 
with the peak currents centered near dusk. Also during the main phase, the ionospheric 
electrojet currents and consequently the Birkeland Region-2 currents expand 
equatorward, from an average latitude of about 70° before the storm to an average of 60° 
latitude at the end of the main phase. 
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Figure 5.4. RCM storm simu ation: Time = 05:00. The top panel shows Dst input, with a 
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vertical line indicating the progression of the storm. The subsequent panels are ordered 
in different planes: the top contour panels show computed values in the XY (equatorial) 
plane, the next row of panels show values in the XZ plane, the next in the YZ plane, and 
the last panels show values in the ionosphere. The sun is towards the left in all panels 
except for the third row of contour panels (YZ plane), in which case the sun is out of the 
page. Excluding the bottom row, the radius of the outer circle is rO = 9 RE, the radius of 
the inner circle represents Earth at 1 RE, and the dashed circle represents geosynchronous 
orbit (6.6 RE). The top left contour panel shows pressure in nPa, the panel in the middle 
of the top row shows the computed azimuthal current in nA I m2 (with positive J^ in the 
clockwise direction), and the panel in the top right shows />V5'3 in units of 
nPa(A£/nT)513 overlaid with potentials at 10 kV intervals. In the next two rows, shown 
in their respective planes, the left panels contains computed values of pressure in nPa, 
the middle panels show azimuthal current in nA I m2, and the right panels display the 
field aligned currents also in nA I m2. The bottom left and middle panels show the 
computed latitudinal and longitudinal ionospheric currents (in nA I m2), respectively. 
The entire northern hemisphere is shown in both these plots. The final plot in the bottom 
right panel shows the field aligned currents in a high latitude section of the ionosphere, 
overlaid with vectors showing the direction and magnitude of the auroral horizontal 
currents. Note that for the panels showing field-aligned currents, red represents currents 
parallel to the magnetic field, while blue is for currents anti-parallel to the magnetic field. 
Also note that the pressure and />V5'3 plots in the top row are normal RCM output, but 
the rest of the plots are computed using the magnetogram code, which is fully described 
in the Chapter 4. 
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Figure 5.5. RCM storm simu ation: Time = 05:30. See Figure 5.4 for plot descriptions. 
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Figure 5.10. RCM storm simulation: Time = 08:00. See Figure 5.4 for plot descriptions. 
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Figure 5.12. RCM storm simulation: Time = 09:00. See Figure 5.4 for plot descriptions. 
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Figure 5.13. RCM storm simulation: Time = 09:30. See Figure 5.4 for plot descriptions. 
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Figure 5.14. RCM storm simulation: Time = 10:00. See Figure 5.4 for plot descriptions. 
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Figure 5.18. RCM storm simulation: Time = 12:00. See Figure 5.4 for plot descriptions. 
140 
Figures 5.19 through 5.32 display computed north-south magnetic field perturbations 
based on the RCM storm simulation results. The same time snapshots shown previously 
(Figures 5.4 - 5.18) are displayed. The magnetic field perturbations are split into the 
different magnetospheric and ionospheric current sources mentioned previously: 
ionospheric currents (deltaX_ion), Region-1 Birkeland currents (deltaX_jrl), Region-2 
Birkeland currents (deltaXJr2), the ring current (deltaX_rc), the magnetopause, tail 
currents, and all other contributions external to the reference sphere rO of radius 9 RE 
(deltaX_rO), and the GIC (deltaX_gic). The total north-south perturbation contour is 
labeled as deltaX_tot. A Dst plot in the top panel of each figure has a vertical red dashed 
line that shows the corresponding time during the simulation. The entire northern 
hemisphere of the Earth is shown, although field perturbations at very low and high 
latitudes, which lie outside the RCM modeling range are not valid (see Chapter 4). 
During the storm initial phase, the compression of the magnetosphere causes the 
magnetopause currents to enhance. This, along with the eastward azimuthal current that 
forms near the equatorial plane creates a northward signal throughout the Earth at low 
and mid latitudes. At the start of the main phase, the northward magnetic field 
perturbations turn southward as magnetospheric convection starts and the westward ring 
current starts to build. At the end of the main phase, the asymmetric ring current is 
clearly enhanced and centered near 20:00 MLT. The greatest depression of the north-
south component also appears to be centered near 20:00 MLT at low latitudes on Earth. 
The greatest enhancement of the north-south component is close to dawn, centered near 
4.5 MLT. 
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5.33 Results 
The following two subsections contain the plots of the synthetic magnetogram code's results 
based upon input from the RCM idealized storm simulation. The storms selected for this study 
occurred on September 22-23,1999 (storm I), May 14-15,1997 (storm II), and October 22-23, 
1996 (storm III). As mentioned previously, only the results of two storms are discussed. Storm I 
was selected since the simulation is based on it, while storm II was chosen since it is frequently 
studied in the literature (e.g. Liemohn et al., 2001; Clua et al., 2004; 
Hakkinen et al., 2002). Each of the two subsections contains observations for these storms, 
which are overlaid with the synthetic plots for model-data comparisons. First, synthetic 
magnetograms are shown. Second, vector plots display the horizontal magnetic field 
perturbation at each observatory, followed by synthetic ground-based indices. Finally, a 
synthetic LT-UT map is shown. 
Close to 50 ground observatories are used in this analysis. The stations were picked from 
those available for all three storms from the Kyoto or Intermag website that corresponded to the 
latitudes within the RCM modeling region. With a few exceptions, the same observatories are 
shown for each of the two storms. Each magnetogram plot contains the AX (north-south with 
positive north), AY (east-west with positive east), AZ (vertical with positive down), and bJi 
(total horizontal) components of the magnetic field perturbations ordered from left to right. 
The synthetic magnetograms are arranged into three separate groups. The first group contains 
the ground magnetic observatories that lie in low and mid-latitudes (those that are below 50° 
magnetic latitude). These are the same latitudes used for LT-UT maps by Clauer et al. [2003]. 
Technically, the magnetic field perturbations below 20° latitude are not valid since it is outside 
158 
the RCM boundary, however the results are shown anyway for analysis purposes. The second 
group shows the high latitude stations, which lie between 50° magnetic latitude and the RCM 
poleward boundary (60° - 70°). Note that many observatories are located at higher latitudes, but 
the RCM model results are not valid at those latitudes and thus are not used in the comparisons. 
The third group contains observatories that lie in a line of nearly constant magnetic local time 
(MLT), which includes stations in low, middle, and high latitudes. The first two groups of 
stations are arranged according to increasing magnetic local time, while the third group is 
ordered from top to bottom in increasing magnetic latitude. Each magnetogram plot also 
contains a black or green square, which indicates the magnetic local midnight or magnetic local 
noon of the observatory, respectively. The CGM coordinates of each observatory are displayed 
to the right of each graph. 
The contributions to the magnetic field perturbation by the different magnetospheric and 
ionospheric currents are separated into six separate sources. It's possible to further separate the 
current sources between north and south hemispheres, but that was not done in this work. The 
different sources that contribute a perturbation at each synthetic magnetogram location are the 
ionospheric currents shown in dashed pink, the Birkeland Region-2 (field aligned) currents 
shown in solid purple, the magnetogram-imposed closure currents which can be viewed as the 
Birkeland Region-1 currents shown in dashed purple, the ring current shown in solid blue, the 
magnetopause and tail currents and all other contributions external to the reference sphere rO of 
radius 9 RE, shown in yellow, and the GIC contributions shown in green. The total synthetic 
magnetogram perturbations are shown in solid red and can be easily compared to observations, 
which are shown in solid black. 
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Each vector plot shows the entire northern hemisphere, with a map of the continents shown in 
grey to display the approximate location of each station. Shown with the vector plots are the 
total synthetic northward and eastward perturbations, which are displayed as contour maps. 
Each figure also has a Dst plot with two red vertical dashed lines, which indicate the time period 
of the plots shown. The sun is to the left and dawn is up in these plots. The total horizontal 
perturbations are shown for each available station. The blue (green) vectors represent synthetic 
magnetogram results while red (orange) vectors represent observations in the northern (southern) 
hemisphere. 
The geomagnetic indices shown include the AE and SYM-H indices, grouped together in their 
respective groups. The AE set includes AU, AL, and AE, while the SYM-H contains SYM-H 
and ASY-H. Observations are shown in blue, while synthetic indices are shown in red. 
There are a limited number of Claeur et al. [2003] LT-UT disturbance maps available for 
magnetic storms. There are no LT-UT maps for storms I and III, but fortunately, there is an LT-
UT map by Clua et al. [2004] for the storm of May 14-15,1996 that can be used for comparison 
with the synthetic map. However, Clua et al. [2004] only use 6 low latitude stations (Dst and 
SYM-H stations) to produce their disturbance map, instead of the large set of low and mid-
latitude stations used by Clauer et al. [2003]. 
Storm I - September 22-23,1999 
The solar wind parameters and Dst for Storm I are overlaid with the idealized RCM storm 
simulation inputs in Figure 5.3. This event is characterized as an intense storm due to the 
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minimum Dst of around -150 nT. There was plenty of data coverage during this event. A total 
of 45 observatories are shown for this storm. Geomagnetic indices were also readily available. 
Synthetic Magnetograms (Storm I) 
This first set of magnetograms contains 31 low and mid-latitude stations. Synthetic 
magnetograms and observations for these latitudes are shown in Figures 5.34 - 5.36. Note that 
the first six hours of the simulation show nearly zero perturbation, as expected. All these stations 
show a pronounced northward perturbation starting at the SSC and throughout the initial phase, 
although the modeled magnitude is lower than some of the stations. During the main phase, 
stations in the morning, noon, and dusk sectors modeled the north-south perturbation fairly well; 
the general trends of the field turning southward and the magnitudes of the southward component 
correlate strongly with the observations. However, the modeled X component at stations near 
midnight (21-03 MLT) did not compare as well. The modeled depressed field in this sector 
was not strong enough in magnitude. Also, most of the observatories showed a positive 
geomagnetic bay perturbation a couple of hours after the start of the main phase (between 21:00 
and 22:00 UT), which produces the spike seen in the observations. Overall, the modeled Y 
perturbations follow the general directional trends of the observations, that is, the component is 
eastward or westward. However, the modeled Y component magnitudes are a fraction of those 
from the observations. The modeled Z component did well for about half of the stations, but 
totally missed the strong fluctuations seen in the observations at the other observatories. The 
modeled horizontal component does well for the first 19 observatories, but misses the 
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magnitudes of the main phase horizontal field for the rest of the stations, which are located near 
midnight. 
The second set of magnetograms contains fourteen high latitude stations. Figures 5.36 - 5.37 
show the perturbations at these stations. Ten of the fourteen stations' modeled north-south 
components are consistent with the data, although the data show many more fluctuations. The 
four stations that don't compare as favorably miss the positive (north) deflection of the field. 
Just like the low and mid-latitude stations, observations of the Y component show many 
fluctuations. The modeled Y components also show the correct general east or west direction, 
but the magnitudes are a fraction of the observed values. 
The modeled Z components also generally show the correct downward or upward direction. 
About a half of the modeled Z follows the measured values, while the other half are off in 
magnitude. The synthetic horizontal components follow the general trends of the synthetic 
north-south component. Some of the observations in this set show a slight SSC related 
northward magnetic field perturbation, especially the stations near noon. This is reproduced well 
by the model. 
The third set of magnetograms consists of low, mid, and high-latitude stations that are lined up 
near the same local CGM meridian. The stations lie at varying latitudes, with an average 
magnetic local midnight of 21:30. The stations lie near midnight during the main phase of the 
storm. The SSC related northward perturbation is prevalent in all the stations and follow well 
the observations. The modeled X components follow the north-south perturbations from 
observations well. The magnitudes of the modeled X at high latitudes are more consistent with 
data than the lower latitudes. The synthetic eastward components all miss the magnitudes of the 
162 
observations, although they observe the perturbation in the right sense. With the exception of the 
two lowest latitude stations and the highest latitude station, the modeled Z components show 
excellent agreement with observations. The modeled horizontal components do well at high 
latitudes, but not as well at low and mid-latitudes, which is expected since the horizontal 
component tends to follow the north-south component. 
There is generally a reasonable agreement between the synthetic magnetograms and the 
observations. There is excellent agreement between synthetic X and H and observations starting 
at the SSC and throughout the initial phase. A geomagnetic bay occurred a couple of hours after 
the start of the main phase, between 21:00 and 22:00 UT, that is not represented by the model. 
Aside from the magnetic bay-related perturbations, the general southward trends of the magnetic 
field perturbations followed observations well, although the low and mid-latitude stations near 
midnight missed the overall magnitude of the depression. The modeled Y perturbation was 
generally in the correct east or west direction, although the magnitudes are a fraction from those 
from the data. The modeled vertical component agrees well with the data, except at very low 
and very high latitude. 
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Vector Plots (Storm I) 
Another method of viewing synthetic magnetogram results is with vector plots. 
Figures 5.40- 5.43 contain contour plots of the total modeled X and Y perturbations 
along with vector plots showing the modeled and observed horizontal perturbations. The 
synthetic magnetogram vectors are shown in blue (green) for the north (south) 
hemisphere, while the vectors from observations are shown in red (orange) for the north 
(south) hemisphere. The plots show results starting at simulation hour 5 and ending at 
the end of the main phase at hour 12. As expected, the modeled vectors do not agree with 
observations at 5:00. The SSC started at 6:00, and at this time, the modeled vectors 
compare better to observations. During the beginning of the initial phase, most of the 
observation vectors are oriented towards east or west. For example, at 7:00 in North 
America (Figure 5.41), observations show vectors in the westward sense while synthetic 
vectors point more towards north than west. Most of the modeled vectors point northward 
during the rest of the initial phase, which is in general agreement with observations. 
During the beginning of the main phase, most of the vectors start to turn southward. 
At 10:00 in Figure 5.42, for example, most vectors are directed southward. However, in 
North America, observations show a westward component while the modeled vectors do 
not. Also, two stations in the northeast of the continent model the wrong direction of the 
field (southward instead of northward). The rest of the vector plots show general 
agreement between the modeled north-south perturbations and observations, although the 
east-west components are not modeled correctly. Most perturbations throughout Earth 
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are strong and southward at the end of the main phase, the time when observations are in 
best agreement with the modeled results. 
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Figure 5.40. Modeled horizontal components and horizontal perturbations shown as 
vectors for storm I: Time = 5:00 - 6:00. The top panel shows the Dst input, with two red 
vertical dashed lines showing the time frame of the results shown in the lower panels. 
The first row of contour plots shows the total modeled north-south component while the 
second row shows the modeled east-west component, at one half hour intervals. The 
synthetic magnetogram vectors are shown in blue (green) for the north (south) 
hemisphere, while the vectors from observations are shown in red (orange) for the north 
(south) hemisphere. The vectors are proportional to \A.fi\. 
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Figure 5.41. Modeled horizontal components and horizontal perturbations shown as 
vectors for storm I: Time = 7:00 - 8:00. See Figure 5.40 for plot descriptions. 
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Figure 5.42. Modeled horizontal components and horizontal perturbations shown as 
vectors for storm I: Time = 9:00 - 10:00. See Figure 5.40 for plot descriptions. 
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Figure 5.43. Modeled horizontal components and horizontal perturbations shown as 
vectors for storm I: Time = 11:00 - 12:00. See Figure 5.40 for plot descriptions. 
Synthetic Indices (Storm I) 
The following two plots show synthetic indices along with observations. Figure 5.44 
shows SYM-H and ASY-H, with blue representing observations and red representing the 
modeled values. Although the observations show many slight variations, modeled SYM-
H and ASY-H show considerable agreement with the data. The AU, AL, and AE indices, 
shown in Figure 5.45, also follow the general trends seen in the observations. Note that a 
geomagnetic bay occurred a little before 22:00 UT, evidenced by the jumps in the 
magnitudes of AL and AE. The RCM simulation did not include the inputs to produce 
this magnetic bay and therefore the modeled results should not have any magnetic bay 
related perturbations. If one were to smooth out the effects of this intensification on the 
observations, the synthetic indices would compare much more favorably. 
SYMH, ASYMH 19990922 Storm 
X 
> 
CO 
I 
> 
CO 
< 
UT 
Figure 5.44. SYM-H (top panel) and ASYM-H (bottom panel) indices for storm I. Blue 
represents observations while red represents model results. The different contributions to 
these indices are given by the legend: green (ionospheric currents), brown (Birkeland 
region-1), turquoise (Birkeland region-2), black (ring current), yellow (currents external 
toR0),andpink(GICs). 
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Figure 5.45. AU (solid curves in top panel), AL (dashed curves in bottom panel), and AE 
(bottom panel) for storm I. The blue curves are based on observations and the red lines are the 
synthetic indices. The different contributions to these indices are given by the legend: green 
(ionospheric currents), brown (Birkeland region-1), turquoise (Birkeland region-2), black (ring 
current), yellow (currents external to RQ), and pink (GICs). 
Synthetic LT-UT Map (Storm I) 
Figure 5.46 shows the synthetic LT-UT map. This map shows the worldwide 
disturbance of the north-south component measured at mid-latitude stations. The LT-UT 
map shows the northward perturbation starting at the SSC and throughout the initial 
phase and a southward depression starting at the main phase, largely due to the build up 
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of the ring current. Note the local time asymmetry of the north-south perturbations. A 
dawn-dusk asymmetry in the perturbation is expected during the main phase, with the 
peak southward perturbation usually attributed to the partial ring current [Liemohn et al., 
2001; Clauer et al., 2003; Clua et al, 2004]. The results do not show an exact dawn-dusk 
asymmetry, with the peak southward depression centered near 20:00 MLT and the peak 
northward perturbation centered near 05:00 MLT. 
Figure 5.46. The top panel shows Dst storm input, while the bottom shows the synthetic LT-UT 
of the magnetic disturbance parallel to the dipole axis. The contour increment is close to 20 nT. 
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Storm II - May 14-15,1997 
The second storm used in this study is also characterized as an intense storm since the 
minimum Dst got to around -150 nT. Figure 5.47 shows the solar wind parameters and Dst 
along with the RCM inputs. This storm is discussed and studied by several authors [Clua et al., 
2002; Hakkinen et al., 2002; Liemohn et al., 2001]. There was also plenty of ground-based data 
available for this event. Magnetograms are shown for a total of 43 observatories. All the SYM-
H and AE indices were also available. Also, an LT-UT map based on this storm was found in 
the work of Clua et al. [2002]. 
May 14-15,1997 Magnetic Storm 
RCM Simluation Inputs 
Simulation Hour 
Figure 5.47. Smooth RCM simulation inputs shown in blue plotted over upstream solar wind 
number density, solar wind speed, and IMF Bz, as well as a computed PCP, and observed 
ground-based Dst for storm II. 
182 
Synthetic Magnetograms (Storm II) 
The first set of magnetograms contains 29 low and mid-latitude stations. Synthetic 
magnetograms and observations for these latitudes are shown in Figures 5.48 - 5.50. As shown 
previously, the first six hours show very small perturbations since the RCM starts from an empty 
magnetosphere. Again, the synthetic magnetograms show a northward perturbation during the 
SSC and initial phase in the X and H components. However, Storm II behaves somewhat 
differently than the previous storm. There is a small compression of the magnetosphere followed 
by a big compression, seen as a spike at the last hour of the initial phase in the last panel of 
Figure 5.47. The RCM does not model the second SSC spike, and therefore the synthetic 
magnetograms differ in this signature. Most of the modeled north-south perturbations during the 
initial phase follow well with observations, although some of them differ in magnitude. Nearly 
two hours after the main phase started (around 8:00 UT), a geomagnetic bay occurred creating a 
spike in the X and H components. If one were to smooth the effects of this magnetic bay on the 
X and H components of the observations, the modeled X and H components would be in much 
better agreement. Just like the previous storm, the synthetic stations near the midnight sector 
during the main phase do not see a large enough southward perturbation. The stations located at 
the other sectors model the north-south and horizontal component relatively well. The modeled 
Y components in the low and mid-latitude stations correlate with observations much better than 
in the storm I. Stations from midnight eastward into noon generally agree in the Y perturbation, 
however, observations on the other side of the Earth show large westward and eastward 
perturbations that are not reproduced by the model. The Birkeland currents are probably the 
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source of these large perturbations. The stations that do not show these large magnitudes in the 
perturbations generally show the right east or west sense of the component. The modeled Z 
components compare favorably with most observations. The synthetic observatories at very low 
and high latitudes tended to have a more difficult time reproducing the data. 
Fourteen high latitude stations were available for the second set of magnetograms. These are 
shown in Figures 5.51-5.52. The modeled X and H components during the initial phase time 
period were in general agreement with the observations and followed the general southward 
trends during the main phase, although stations past 60° latitude (two stations) had a hard time 
reproducing the data. Their X and H components were very strong in magnitude, which suggests 
that the ionospheric currents were either too strong or that the location of the electrojet currents 
are slightly off. Again, a positive magnetic bay-type perturbation is seen in the observations, 
which is not modeled by the RCM. The synthetic east-west components were in general 
agreement with the observations, while a few were off in magnitude. Most perturbations were in 
the correct sense, meaning that the perturbation showed the right east or west perturbation. A 
couple of the stations in the morning sector missed the direction of the perturbation altogether. 
With the exception of the three stations at the highest latitudes and one station at dawn, the 
modeled Z component followed the observations well. 
The last set of magnetograms use fourteen stations that are lined up near the same local CGM 
meridian. The stations lie at varying latitudes, with an average magnetic local midnight of 21:30. 
The stations are located near noon during the main phase of storm II. These plots are shown in 
Figure 5.53. There is very good agreement between the synthetic X and H components and 
observations starting at the SSC and throughout the initial phase. During the main phase, if the 
184 
effects of the magnetic bay were subtracted, the modeled X and H components would be in 
excellent agreement. The modeled Y perturbations followed observations quiet well, except for 
two stations that lie at very high latitudes and one at low latitude. With the exception of a couple 
of very high latitude stations, the synthetic Z component compares well with data also. 
This storm produces ground signatures that are generally consistent with the modeled results. 
Like the previous storm results, the synthetic X and H components during the initial phase 
compare well with observations. Also like the previous storm, a geomagnetic bay occurred 
during the main phase that is not represented by the model. If one were to neglect the magnetic 
bay-related perturbations, the modeled X and H components at most stations would be in 
excellent agreement with observations. In general, the simulation currents do not produce a 
strong enough depression of the north-south component at low and mid-latitudes on the 
nightside. This is also in agreement with the results of storm I. Relative to storm I, the synthetic 
east-west component compared much better to data for storm II. The modeled vertical 
component also compared favorably with observations, except at very high latitudes. 
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Vector Plots (Storm II) 
Figures 5.54 - 5.57 show contour plots of the total X and Y components right above a 
vector plot that describes the modeled and observed horizontal perturbations. The 
synthetic magnetogram vectors are shown in blue (green) for the north (south) 
hemisphere, while the vectors from observations are shown in red (orange) for the north 
(south) hemisphere. As expected, the modeled vectors do not agree with observations at 
5:00 and 5:30. At the start of the SSC (6:00) and during the initial phase, the modeled 
vectors compared a little better to observations. The modeled results show a northward 
perturbation throughout the world. Most of the observations at low latitudes on the 
dayside show vectors oriented towards the west, instead of northward. Also during this 
time, observations in Europe are consistent with the modeled results, but observations in 
North America are not. These stations show southward perturbations, perhaps a signature 
of the ring current, which the model does not reproduce at this time in the simulation. 
Towards the end of the initial phase, most observations align in the northward sense with 
the modeled results. 
At the start of the main phase (8:30), the modeled vectors begin to point southward, 
while the observations take a little longer to turn southward. At 9:00 during the main 
phase, the low and mid-latitude stations on the dayside show a slight westward 
perturbation, while the stations on the night side show a slight eastward perturbation. At 
9:30, however, the vectors align in better agreement, with a general southward direction. 
The north-south perturbations are in general agreement the remainder of the main phase. 
However, the observations show a general westward component at stations from noon 
eastward into dusk that is not modeled correctly. Stations from midnight eastward into 
dawn also show a slight eastward perturbation, but this is modeled correctly. 
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Figure 5.54. Modeled horizontal components and horizontal perturbations shown as 
storm II: Time = 5:00 - 6:00. See Figure 5.40 for plot descriptions. 
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Figure 5.55. Modeled horizontal components and horizontal perturbations shown as 
vectors for storm II: Time = 7:00 - 8:00. See Figure 5.40 for plot descriptions. 
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Figure 5.56. Modeled horizontal components and horizontal perturbations shown as 
vectors for storm II: Time = 9:00 - 10:00. See Figure 5.40 for plot descriptions.. 
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Figure 5.57. Modeled horizontal components and horizontal perturbations shown as 
vectors for storm II: Time = 11:00 - 12:00. See Figure 5.40 for plot descriptions. 
Synthetic Indices (Storm II) 
Figures 5.58 - 5.59 displays the SYM-H and AE indices, with blue representing 
observations and red the synthetic values. The modeled SYM-H and ASY-H show 
general agreement with the indices. Probably due to averaging, SYM-H does not show 
the northward perturbation characteristic of the SSC. Note that Dst picks up the SSC 
spike as shown in Figure 5.47, although it does not follow well with the modeled results 
as mentioned previously. The positive magnetic bay that occurred a couple hours after 
the storm main phase started (around 8:00 UT) reduces the agreement with the modeled 
results. However, note again, that if the magnetic bay had not occurred, synthetic SYM-
H and ASY-H would have been in excellent agreement during the main phase. Synthetic 
AU and AL do not compare as well with the observed indices, but the results average to a 
synthetic AE that is in excellent agreement with observations most of the main phase up 
to 9:00 UT. 
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SYMH, ASYMH 19970515 Storm 
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Figure 5.58. SYM-H (top panel) and ASYM-H (bottom panel) indices for storm II. Blue 
represents observations while red represents model results. The different contributions to these 
indices are given by the legend: green (ionospheric currents), brown (Birkeland region-1), 
turquoise (Birkeland region-2), black (ring current), yellow (currents external to RQ), and pink 
(GICs). 
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All, AL, AE 19970515 Storm 
Figure 5.59. AU (solid curves in top panel), AL (dashed curves in bottom panel), and AE 
(bottom panel) for storm II. The blue curves are based on observations and the red lines are the 
synthetic indices. The different contributions to these indices are given by the legend: green 
(ionospheric currents), brown (Birkeland region-1), turquoise (Birkeland region-2), black (ring 
current), yellow (currents external to RQ), and pink (GICs). 
Synthetic LT-UT Map (Storm II) 
Finally, Figure 5.60 shows the synthetic LT-UT map. This map shows the worldwide 
disturbance of the north-south component measured at mid-latitude stations. The LT-UT 
map shows the northward perturbation that starts during the SSC and lasts throughout the 
initial phase, and a southward depression starting at the main phase, largely due to the 
build up of the ring current. Note the local time asymmetry of the north-south 
perturbations. A dawn-dusk asymmetry in the perturbation is expected during the main 
phase, with the peak southward perturbation usually attributed to the partial ring current 
[Liemohn et al., 2001; Clauer et al., 2003; Clua et al, 2004]. The results do not show an 
exact dawn-dusk asymmetry, with the peak southward depression centered near 20:00 
MLT and the peak northward perturbation centered near 05:00 MLT. 
Figure 5.61 shows the LT-UT map based on storm II observations by Clua et al. 
[2004]. The figure is modified to include the arrows labeled C and D, which indicate the 
start of the SSC and the end of the main phase, respectively. Note that the entire duration 
of the storm is covered in this plot (30 hours). Every effort was made to set the color bar 
in the synthetic results the same as Clua's LT-UT map, however there may be some slight 
discrepancies. Note that there are many similarities between the SSC and the end of the 
main phase in both plots, although there is much more structure evident in the 
observations. The structure is not expected in the modeled results due to the smooth 
simulation inputs. One example of structure not modeled by the RCM is the lag in the 
worldwide northward perturbation in time ( 2 - 4 UT) during the initial phase, which 
helps explain the sharp SSC spike seen in Dst (Figure 5.47), which is not evident in 
SYM-H (Figure 5.58). The averaging out over the SYM-H stations diminishes the 
northward perturbation. 
As mentioned previously, the SSC actually starts at 2:00 UT, but the simulation SSC 
starts at 4:00 UT. Observations show that the second SSC perturbation, the one that lines 
up with the simulation, does not occur at the same UT time worldwide. Once the main 
phase starts, Clua's LT-UT map starts to show the asymmetry of the north-south 
perturbation throughout the world. From hours 6:00 - 8:00 UT, the asymmetry of the 
perturbations is consistent with the modeled results. The peak southward depression and 
the peak northward perturbation occur near the same magnetic local times, and are not 
centered exactly on dawn and dusk. Due to the geomagnetic bay that occurs around 8:00 
UT, the rest of the LT-UT map is not consistent with the modeled LT-UT map. One of 
the main differences between the simulation results and observations is that the 
southward depression near dusk is wider in local time in the observations. Also, the 
modeled southward perturbations are somewhat stronger in magnitude. 
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Figure 5.60. The top panel shows Dst storm input, while the bottom shows the synthetic LT-UT 
of the magnetic disturbance parallel to the dipole axis. The contour increment is close to 20 nT. 
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Figure 5.61. LT-UT map courtesy of Clua et al [2002] for Storm II. The plot was modified to 
include arrows labeled C and D that correspond to the start of the SSC and end of the main 
phase, respectively. The contour increment is close to 20 nT. 
53.4 Discussion 
The results shown in the section above highlight the strengths of the magnetogram code and 
its capability as a validation tool for MI coupling codes. Although the results of storm III are not 
shown, the three different storms with comparable solar wind conditions showed remarkably 
similar ground magnetic field perturbations and global features. The modeled results are in 
general agreement with the observations even though the RCM storm simulation was run with 
smooth inputs. The above exercise showed the most extensive model-data comparisons to date 
of an RCM storm simulation that helped analyze the RCM as well as contributed to the physical 
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understanding of ground magnetic field perturbations during storms. This section discusses 
these topics. 
Although the magnetic field perturbations computed by the magnetogram code are by design 
valid anywhere on the ground, care must be used to set observation points well within an MI 
coupling code's modeling region. Some of the magnetogram results shown above show a few 
stations that are near the RCM equatorial modeling boundary (10° latitude). Although closure 
currents are specified at the model boundaries to ensure that all currents are divergenceless, they 
are not truly RCM output and therefore the magnetic field perturbations very close to these 
boundaries should not be considered realistic. Another limitation of the magnetogram code is 
that it takes significant computational time to compute many ground perturbations. However, an 
effort is currently under way to create a parallel version of the magnetogram code that will 
facilitate faster computations. Another strength of the magnetogram is the ability to separate the 
different contributions to the magnetic field. However, there are some limitations to take into 
account. For instance, the only physical perturbation that is modeled is the total magnetic field 
perturbation. Individual component currents are not divergenceless, and thus fields calculated 
from them don't satisfy Maxwell's equations. The magnetic field contributions from the 
different kinds of currents (ring, Birkeland, etc.) should consequently not be considered physical 
currents. This is because the computation of the Biot-Savart integral over an unclosed current 
system implicitly includes a closure current that is not physically realistic [Vasyliunas, 1999]. 
Several trends were found using the synthetic magnetogram results. In general, the high 
latitude perturbations do not compare as well as the low and mid latitude stations. This is most 
likely due to the fact that the field contributions at high latitude stations are dominated by the 
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electrojet currents. Since the storm simulation ran with idealized inputs, the modeled electrojets 
are most likely not representative of the actual electrojets for the different storms. A slight 
deviation from the geographical location can have unforgiving consequences on the magnetic 
field calculations. On the other hand, all currents affect the perturbations at mid and low-latitude 
stations from a farther distance and due to the nature of the Biot-Savart law (inverse square law) 
the computations depend less on the exact location and magnitude of the currents. This may be 
the reason that the computations for the field at low and mid-latitudes observatories agree better 
with data. 
In general, the north-south components of the magnetic field perturbations compared well with 
observations. Since the X components typically dominate the horizontal perturbation during 
storm time, the modeled horizontal components were also satisfactory. It was found however, 
that stations at low and mid-latitudes near midnight do not show a strong enough southward 
perturbation during the main phase (e.g., Figure 5.39 and Figure 5.48). Although the ring current 
usually dominates the perturbation at these latitudes during the main phase, all the other currents 
can contribute significantly at these latitudes and thus it is not clear what current source(s) may 
cause the discrepancy. Another discrepancy found was that some stations at high latitudes 
showed extremely large north-south perturbations. For example, MEA in Figure 5.37 and SIT in 
Figure 5.51 show very large perturbations in which the dominant source is the ionospheric 
horizontal currents. A reason for this may be that the modeled electrojets were too strong or the 
locations of the electrojets were slightly off. 
It is possible to interpret the location of a high latitude observatory relative to these currents. 
For example, a negative vertical component (out of the Earth) and negative latitudinal 
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component (southward) implies there is a westward electrojet north of the station. A station 
located north of a westward electrojet would still see a southward perturbation, but the vertical 
component would be positive (into the Earth). A couple of stations showed that they were on the 
wrong side of the modeled electrojet when compared to observations. For example, STJ was 
located between dusk and midnight during the main phase of storm I (Figure 5.37). Based on the 
positive Z component of the field perturbation at this observatory, the station was north of the 
real eastward electrojet. However, the modeled Z component is negative, which indicates that 
the model represented the electrojet at a higher latitude than reality. This problem has been 
encountered with RCM simulation results before, particularly when the magnetic field model 
supplied to the RCM is not well-tuned for storms (e.g., Sazykin et al., 2005). Therefore, it is 
likely that the modeled electrojets were slightly off from the real location of the electrojets. 
The modeled east-west components did not compare as well as the north-south components. 
The directions of the perturbations are mostly consistent with the observations, but the 
magnitudes are generally underrepresented. The Y component at low and mid-latitudes is 
usually associated with the Birkeland currents [Clauer, 2003]. The magnetograms show that the 
Birkeland currents indeed dominate this component, although the effects of the Birkeland region-
2 currents tend to cancel out with the effects of the RCM poleward boundary closure currents 
(Birkeland region-1). The perturbations due to the region-1 currents are in the opposite direction 
of the observed Y component, while the effects of the region-2 currents produce the correct sense 
of the east-west component (see Figure 5.37). In general, the observed AY seems closer to the 
region-2 contribution than to the computed total. This suggests that the actual region-2 currents 
were closer to the stations (at a lower latitude) than the model indicated. This adds to the 
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evidence that the location of the modeled currents were off from the real locations. It was also 
found that the region-1 currents were slightly weaker than expected relative to the modeled 
region-2, which implies the simple procedure used to impose the closure currents in the RCM 
poleward boundary may not be sufficient to represent the effect of these currents and may 
contribute to the error associated with this component. 
The synthetic Z components compared well with observations although the magnitudes or 
directions were off at some high latitude stations (e.g., ST J in Figure 5.37). This can also be 
attributed to the modeled electrojets being slightly off form their correct geographical location, 
as discussed previously. The Z components from the GICs tend to cancel out the Z component 
from all ionospheric and magnetospheric currents. The model seems to do an adequate job at 
representing the GIC effects since the overall magnitude of the modeled Z components compare 
well with the data. 
Overall, the global features of the modeled magnetic field perturbations correlated well with 
observations as noted in the analysis section of the synthetic SYM-H, AE indices, and the LT-
UT map. A surprising finding is how well the asymmetries of the magnetic field are modeled. 
Most LT-UT maps for storms show the maximum depression centered at dusk and the minimum 
depression centered at dawn (e.g., Clauer et al.; 2006, Belenkaya et al.; 2004), while Clua's LT-
UT map and the RCM simulation results show the maximum depression centered near 20:00 
MLT and the minimum near 05:00 MLT (e.g. Figure 5.60). Furthermore, the asymmetries are 
usually attributed to the asymmetric ring current [Liemohn et al., 2001; Clauer et al., 2003; Clua 
et al, 2004]. Although the magnetogram code is not able to separate the contributions from the 
symmetric and asymmetric ring current, the maximum depression of the low latitude field from 
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the total ring current is centered near 22.5 MLT as shown in Figure 5.33 (bottom row, left panel), 
while the asymmetric current is centered at 20 MLT which is displayed in Figure 5.18 (top row 
of contour plots, middle panel). Figure 5.62 shows these figures together, although the magnetic 
field plot was saturated more to highlight the peak southward perturbation. The total azimuthal 
current in the equatorial plane is saturated to show the peak of the asymmetric ring current and 
the total southward perturbation from the magnetospheric perpendicular currents within the 
integration volume is saturated to show the peak values. This plot corresponds to the end of the 
main phase. A radial red dashed line is extended from the center of the Earth through the 
minimum depression due to the total ring current. The maximum depression due to all the 
currents however is centered near 22:00 MLT, the same local time as the peak of the asymmetric 
ring current. The offset between the peak westward asymmetric ring current and the peak 
southward perturbation on Earth due to the total ring current suggests that the asymmetric current 
may not be the dominant source of the magnetic field depression, which is in contrast with the 
conventional view. 
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Figure 5.62. The azimuthal current is shown in the equatorial plane to highlight the peak 
westward current of the asymmetric ring current (centered near 20:00 MLT). The plot also 
shows the magnetic field perturbation due to the perpendicular currents within 9 RE, which 
mostly consists of the ring current (including asymmetric part). The field is saturated to show 
the peak of the perturbation near 22:00 MLT. A radial red dashed line extends from the center of 
the Earth through the peak low-latitude perturbation. 
The max depression at the latitudes used for the LT-UT map (35°) occurred at 19.7 MLT. The 
Birkeland region-1 currents contributed a positive perturbation, while the perturbation attributed 
to the region-2 currents was negative, with a combined effect of -26.8 nT at the max depression 
point, a total of 13.7 % of the total perturbation. The ionospheric currents and currents outside 
the sphere of radius 9 RE contributed about 8.0 % of the total southward perturbation. The 
currents within the integration volume were the dominant source with a total of 38.2 %, followed 
closely by the GICs, which contributed 32.2 % of the total southward perturbation. Thus, the ring 
current and the GICs each contribute about a third of the perturbation, while the rest of the 
currents superpose to contribute the other third. 
The synthetic Dst also helped to examine the relative contributions to Dst from the different 
current systems. At the bottom of the main phase, the results show that the Dst contributions 
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from the ionospheric and Birkeland currents are negligible; although these currents certainly 
have a slight perturbation locally at Dst latitudes, they tend to cancel each other out when 
averaged. It was found that the ring current contributed a total of 58.6 % to Dst. As motioned in 
Chapter 1, Alexeev et al. [1996] and Dremukhina et al. [1999] estimated that the cross-tail 
currents' contributions to Dst were equal or even greater than those from the ring current. More 
recently Turner et al. [2001] and Ganushkina et al. [2004] estimated those contributions to be 
around 25 %. Ohtani et al. [2001] found the effects to be between 25 % and 50 %. The model 
results discussed above indicate that the currents outside the 9 REradius contribute a total of 13.8 
%, which are a superposition of the effects of the cross-tail currents and the magnetopause 
currents. Since the magnetopause currents generally contribute a positive perturbation to Dst, 
the effects of the cross-tail currents and magnetopause currents tend to cancel out. Dst can be 
corrected to remove the effects of the magnetopause currents [Burton et al., 1975; O'Brien and 
McPherron, 2000]. The contribution to Dst from the magnetopause currents is estimated to be 
Dst^-i^-c (5.5) 
where b = 126nTI (nPdf11, P^n is the solar wind dynamic pressure in nPa, and c = 11 nT. 
Since the dynamic pressure was 3 nPa at the end of the main phase, Equation 5.5 gives the 
contribution from the magnetopause currents as 1.6 nT. Based on this, the magnetopause 
currents do not cancel much of the contribution from the cross-tail currents. Therefore, it is 
reasonable to estimate the contribution to Dst from the cross-tail currents as 15%. This is not in 
great disagreement from the estimates of Turner et al. [2000] and Ganushkina et al. [2004]. 
Furthermore, the modeled results show the influence from the GICs on Dst to be 29.5 %, which 
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is in excellent agreement with the 30 % found by Hakkinen et al. [2002] and Langel and Estes 
[1985] for the storm main phase. 
The contributions to SYM-H were almost exactly the same as in Dst, which indicates that 
SYM-H can in fact be used as a high-resolution Dst. The SYM-H and the relative contributions 
is shown in Figure 5.58. During the SSC and initial phase, the contributions were as expected, 
with the main contributions from the magnetopause currents and the GIC. During the main 
phase, the ring current and GIC contributed almost 60% and 30 % respectively to SYM-H. The 
cross-tail currents were also estimated to give about 15% of the total southward field, although 
the effects from the magnetopause canceled part of their effects. The contributions from the 
Birkeland currents and ionospheric currents mostly canceled out. 
The ASY-H index can be seen in Figure 5.58. The results showed that the region-2 currents 
dominate ASY-H at the beginning of the main phase when convection is strong with about a half 
of the total perturbation. During this time, the ionospheric currents and GIC contribute 20% and 
30%, respectively and the region-1 gives a negative perturbation and tends to cancel out part of 
the overall perturbation. However, as the main phase progresses and the asymmetric ring current 
develops as usual towards the end of the main phase, the ring current contribution overtakes the 
effects from the region-2 currents (see Figure 5.58 at 7:30 UT). Also at this time, the region-2 
and GIC contribute almost an equal amount, while the region-1 contribution becomes more 
negative. At the end of the main phase, the ring current contributes about 37% of ASY-H, while 
the GIC and region-2 contribute an equal amount of 30%. The region-1 currents contribute an 
overall negative perturbation that brings down the total magnitude of ASY-H. The other 
contributions are almost negligible. These results give a much more complicated view compared 
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to the conventional view that the low-latitude magnetic field asymmetry is due to the asymmetric 
ring current (e.g., Liemohn et al., 2001; Clauer et al., 2003; Clua et al, 2004). 
The modeled AE results showed that the horizontal ionosphere currents contribute close to 
80% of total AE, while the rest of the perturbation is due to the GIC as can be seen in Figure 
5.59. The effects of the ring current and the currents external to the integration volume were 
negligible. Although the region-1 current tended to give a slightly positive contribution and the 
region-2 gave a slightly negative contribution, the effects from both tended to cancel. 
The idealized RCM storm simulation proved to reproduce global features of the perturbations 
well, while some local features not as well. This is most likely due to the oversimplification of 
the storm inputs, although it cannot be ruled out that the modeled electrojet currents were too 
strong. A validation study using a real event is needed to assess how well the RCM reproduces 
local features, especially at high latitudes. Also, the magnetogram code was also found to 
reproduce realistic ground magnetic field perturbations, which was instrumental in the analysis 
of the RCM storm simulation. 
5.4 Conclusion 
The magnetogram code was developed and has been tested with two widely published MI 
models, the SWMF and the RCM. The magnetogram computation module represents a tool that 
modelers can use to test and improve their MI coupling codes. The first application of the 
magnetogram code was the computation of synthetic Dst based on an SWMF storm simulation. 
The results suggest that it is important to include the effects of the GICs since they can have a 
significant contribution to Dst (around 30%) during the main phase. When the GIC effects were 
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included in synthetic Dst, the results were in greater disagreement form observations and from 
the Dst estimated by the SWMF code. The second application of the magnetogram code was 
with the RCM, in which magnetogram results from a modeled storm were compared to 
observations from ground magnetograms, geomagnetic indices, and an LT-UT map. It was 
found that the modeled indices (Dst, SYM-H, ASY-H, AE) compared fairly well with 
observations, although the modeled results in general disagree with observations in many 
regards. These results constitute an important challenge to the RCM and SWMF modeling 
groups. 
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Chapter 6 
Summary and Conclusions 
The magnetogram-computation module was developed and extensively tested to ensure valid 
computations of ground magnetic perturbations from magnetospheric and ionospheric current 
sources. The code computes realistic ground based magnetic field perturbations based upon 
currents calculated by large-scale MI coupling codes. This should help in the development of 
these models by opening up a new way to analyze codes using underutilized ground based 
magnetometer observations. The software was designed as a general-use tool that can be 
integrated with a wide variety of theoretical MI models. Based on geomagnetic storm 
simulations using the SWMF and the RCM, synthetic magnetograms, indices, and an LT-UT 
map were computed and compared to observations. This helped analyze the SWMF and RCM 
and added to our physical understanding of magnetic storms. 
6.1 Magnetogram Computation Code 
The magnetogram code discussed in this thesis represents the largest effort to date for the 
proper computation of synthetic magnetograms. Past work from Chen et al. [1982], Raeder et al. 
[2001,2002], Liemohn et al. [2003], and Yu and Ridley [2008] was encouraging but the methods 
used in those studies severely limit the validity and accuracy of the computation of ground 
magnetograms. 
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The method from Chen et al. [1982] produced spurious currents at synthetic observatories and 
the approach from Liemohn et al. [2003] used a dipolar coordinate system that is limited to 
dipole geometries. Raeder et al. [2001,2002] and Yu and Ridley [2008] used Fukushima's 
theorem, which essentially states that the ground magnetic effects from the Pedersen currents and 
Birkeland currents cancel out for the case of uniform ionospheric conductance and radial field-
aligned currents, to simplify the integration region to include only the ionospheric Hall currents. 
This simplification neglected the effects from most of the magnetospheric and ionospheric 
currents and can only be used at high latitudes. 
All the methods above neglected the effects from the ground induction currents (GIC) and the 
currents far from Earth. The GIC can contribute significantly to the magnetic fields on the 
ground during geomagnetically active times [e.g., Hakkinen, 2002]. Finally, some of the methods 
above do not include closure currents, which can create unphysical results when the Biot-Savart 
law is integrated. The resulting magnetic field implicitly includes a closure current, which is 
unrealistic and inconsistent with the physical conditions [Vasyliunas, 1999]. 
The magnetogram computation module presented in this dissertation significantly improves 
the validity of ground magnetic field computations compared to these previous efforts. First, all 
the MI current systems are included in the computation. The ionospheric and inner 
magnetospheric currents are integrated within a spherical grid centered on the Earth, while the 
effects from the GIC and currents far from Earth are included with scalar potential 
representations. Second, the module includes grid refinement for the cells close to a synthetic 
station. This limits errors associated with spurious currents near observation points and gives a 
better representation of the magnetic field. Third, the module includes closure currents, which 
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guarantees that the computed magnetic field is physical and consistent with Maxwell's 
equations. 
The model was tested rigorously with simple analytic current distributions and with an RCM 
simulation that used a dipole magnetic field. All the test results suggest that the code does a very 
accurate job of representing ground magnetic field perturbations. Furthermore, the model was 
integrated with the SWMF and RCM, which helped test those models by comparing synthetic 
magnetogram results to observations. 
6.2 Geomagnetic Storms 
The integration of the magnetogram module with the SWMF and RCM helped analyze those 
codes in important new ways. The computed synthetic Dst based on an SWMF storm simulation 
did not compare well with observations. Although the RCM storm simulation was idealized, the 
RCM did an adequate job at representing individual ground magnetograms, while representing 
global features very well. These results contributed to our understanding of magnetic storms. 
Particularly, the relative contributions to geomagnetic indices from different MI current sources 
helped give new insight to the global disturbance pattern during storms. 
The magnetogram code's Dst computed from all the external currents (i.e., not including 
GICs) compared very well with the SWMF Dst estimate. This is despite the difference in 
computation. The SWMF estimates synthetic Dst by integrating the Biot-Savart law over the 
entire SWMF grid, while the magnetogram code integrates within a spherical grid of radius 9 RE 
centered on Earth and includes the effects of currents external to the grid with a scalar 
representation. However, the SWMF does not currently have the capability of computing the 
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effects from the GICs. When those effects are included with the magnetogram code, the 
synthetic Dst deviated more from observations. The GIC effects were found to contribute up to 
30 % of total Dst at the end of the main phase. The results from the RCM storm simulation 
showed comparable results. These results are in agreement with the values found by Hakkinen et 
al. [2002] and Langel and Estes [1985]. This suggests that the effects of the GIC are very 
important during magnetic storms and should always be accounted for when analyzing a code 
such as the SWMF or the RCM. 
The synthetic Dst and SYM-H from the RCM storm simulation helped evaluate the relative 
contributions from all current systems on these indices. No significant difference was found 
between the contributions of Dst and SYM-H. At the bottom of the main phase, the contribution 
that dominated the field depression was the ring current with 60 %. As mentioned above, the 
GIC contributed 30 % of total SYM-H and Dst. Although the Birkeland currents and 
ionospheric currents are usually assumed to have negligible effects on SYM-H and Dst, the 
analysis showed that they have a slight contribution to Dst although their effects cancel each 
other out (region-1 currents give a positive perturbation and region-2 and ionospheric currents 
give a negative perturbation). The Chapman Ferraro (magnetopause) currents contributed a 
slightly positive perturbation, which canceled part of the southward perturbation from the cross-
tail currents. Therefore, it was estimated that the effects from the cross-tail currents were close 
to 15 % of the total southward field, in contrast with 25 % contribution estimated by Turner et al. 
[2001] and Ganushkina et al. [2004]. However the RCM results are much closer to this estimate 
than those found by Alexeev et al. [1996] and Dremukhina et al. [1999] (50 % or greater). 
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The synthetic ASY-H index gave new results that would have been very difficult to infer 
without the ground magnetogram module. The asymmetry of the low-latitude magnetic field 
during magnetic storms is typically attributed to the asymmetric ring current (e.g., Liemohn et 
al., 2001; Clauer et al., 2003; Clua et al, 2004). The results from the RCM simulation show a 
much more complex picture of the low-latitude asymmetry. The simulation results showed that 
the region-2 currents dominate with 50 % contribution to ASY-H at the beginning of the main 
phase when magnetospheric convection is very strong. During this time period, the ionospheric 
currents and the GICs contributed 20 % and 30 %, respectively, while the overall effect of the 
Birkeland region-1 was a perturbation in the opposite direction that cancelled out part of the 
overall signature. Then about a third of the way into the main phase, as the total ring current 
builds up and the asymmetric ring current starts to form near dusk, the effects from the ring 
current surpass the other contributions. This is most likely a result from the fact that the dusk 
side of the Earth is 2 RE closer to the asymmetric ring current (strongest part of ring current) than 
the dawn side is. Meanwhile, the region-2 effects get somewhat smaller, while the contributions 
of the ring current stays at the same level. The GIC effects also stay level from this point until 
the end of the main phase, with about 30 % contribution. Thus, at the end of the main phase, the 
total ring current contributes about 37 % of ASY-H, while the GIC and region-2 contribute close 
to 30 % each. The region-1 currents end up bringing down the total magnitude of ASY-H by 
contributing a southward perturbation. The currents far from Earth and the ionospheric currents 
contributed about 3 % each at the end of the main phase. This gives a new view of how the 
developments of the different MI currents contribute to this index. 
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The synthetic AE index proved that the horizontal ionosphere currents dominate the AE 
measurement with about 80 % of the total. The model also showed that the GIC effects make up 
the rest of AE with 20 % of the total. The region-1 currents also produce a slightly positive 
contribution that cancels out the small negative contribution from the region-2 currents. Finally, 
the ring current and currents far from Earth have negligible effects on AE. 
63 Overall Conclusions 
The motivation of this dissertation was to introduce the newly developed magnetogram 
computation module and the results of synthetic magnetograms, indices, and an LT-UT map 
computed based on SWMF and RCM simulations. The magnetogram code produced new and 
exciting results that helped test these models in new ways. This helped show the strengths and 
weaknesses of the SWMF and RCM. 
The magnetogram code's synthetic Dst of the SWMF storm simulation is too large in 
magnitude. One of the probable reasons is that the inner spherical boundary of the SWMF was 
set at 3.5 RE. The peak of the real ring current is centered at approximately 3 RE from Earth, 
meaning that the magnetogram code omitted a section of the ring current in the computation of 
synthetic Dst. Note that part of this current is made up of an eastward current, which would act 
to bring down the total magnitude of Dst. Therefore, it is recommended that the inner boundary 
be set at 2.5 RE in future studies as in the work of Zhang et al., 2007. Also, since the GIC gives 
such a large contribution to Dst (around 30 %), these effects should always be included when 
analyzing the SWMF. 
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Judging from the synthetic indices, the RCM storm simulation represented the global magnetic 
field perturbations very well. However, the computed magnetograms show many local features 
that differ from observations. For example, the results seem to indicate that the modeled 
electrojets were at a higher latitude than the real electrojets. This problem tends to affect the 
overall ground perturbation. For example, since the modeled electrojets were at a farther 
distance from stations, the contribution to the east-west component produced by the modeled 
region-2 currents was weaker than in reality. This tended to reduce the overall magnitude of this 
component, which generally differed from observations. This seems to be an issue that has been 
encountered before by the RCM modeling group. The problem is associated with supplying the 
RCM a magnetic field model that is not well-tuned for magnetic storms [e.g., Sazykin, 2005]. 
This type of problem could be avoided by modifying a magnetic field model such as the 
Tsyganenko and Sitnov [2005] magnetic field model to agree better with observations, as was 
done in Zhang et al. [2008]. Also, the RCM-E (RCM equilibrium code), which computes 
magnetic fields that are in magnetostatic force balance with the computed pressures [Toffoletto 
et al., 2003; Lemon, 2005] could be used instead of the RCM. This would eliminate the trouble 
of modifying a magnetic field model to fit observations better. 
Also, it was found that the region-1 currents were slightly weaker than expected relative to the 
modeled region-2, which implies the simple procedure used to impose the closure currents at the 
RCM poleward boundary may not be sufficient to represent the effect of these currents. It is 
recommended that a more thorough procedure be implemented to compute these currents. This 
may be included the future improvements of the RCM [Wolf, private communication]. 
221 
The magnetogram code represents a new tool that can be integrated with a wide variety of MI 
coupling codes. The preliminary work in this dissertation is a first step toward using a large 
amount of underutilized ground based magnetic field data in the analysis of the SWMF and 
RCM. This software will be made available to the general scientific community, which should 
help in the development of MI models and the advancement of our physical knowledge of 
Earth's magnetosphere. 
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