This paper attempts to elucidate whether firm performance and macroeconomic conditions play a significant role in explaining credit default swap (CDS) spreads. Our panel dataset covers 112 reference entities in four markets (South Korea, Hong Kong, France, and Germany) for the period 2001-12. Overall, our results suggest that market value indicators (Tobin's Q, stock market returns, and the interest rate) appear to be more important than book value indicators (i.e., ROA, ROE, and the GDP growth rate) in determining CDS spreads. Moreover, Asian CDS markets are shown to be more sensitive to both GDP and stock market volatility, than the two European markets. Finally, the 2007-09 global financial crisis may have significantly affected the CDS market as a whole, but it generally did not affect the individual markets. These results are robust to various model specifications. This paper contributes to the understanding of CDS determinants at firm-, economy-, and market-level.
Introduction
First introduced circa 1994 by JP Morgan, credit derivatives have substantially expanded over the past decade. Since their development, credit default swaps (CDSs) have attracted a wide range of users, from ~ 11 ~ significantly negative role in explaining the level of CDS spreads mainly in the full sample and in some subsamples; (ii) stock market returns and the risk-free interest rate have a significantly negative impact on CDS spread levels and changes in all samples except for the Korean subsample, whereas the GDP growth rate is significant with the expected sign in only the Korean and French subsamples; (iii) followed by the interest rate and stock market returns, Tobin's Q has the strongest economic significance; (iv) GDP volatility and stock market volatility have a significant positive impact on CDS spread levels and changes only in Asian economies; and (v) a significantly positive relationship exists between the 2007 global financial crisis and CDS spread levels, primarily for the full sample.
The rest of this paper is structured as follows. Section 2 reviews scholarly advances in the study of CDS spreads. Section 3 describes our analytical framework in terms of hypothesis setting. In Section 4, we provide a brief discussion of our estimation methodology; variables; models, and data used. Section 5 provides an analysis of the empirical results. In Section 6, we conduct two robustness checks on our estimation results: (i) we expand our regressions by introducing a firm performance dummy variable as an explanatory variable; and (ii) we discuss the values of the adjusted R 2 and F-statistics of the redundant fixed-effects test. Section 7 concludes.
Literature Review
The literature on CDS spreads can be divided into two main strands. Studies in the first strand focus on reduced-form models and examine the random shocks that affect CDS pricing; such studies often employ an event study methodology. Studies in the second strand apply structural models under the assumption that CDS spreads are driven by the default risk of the CDS reference entity. Thus, researchers in this strand of literature believe that CDS spreads function as an indicator of default risk that is triggered when the reference firm's value falls below some threshold; in other words, the level of default risk is priced accordingly in CDS spreads. Although a vast body of studies have examined the determinants of credit spreads by utilizing both models, Collin-Dufresne, Goldstein, and Martin (2001) and Duffie and Singleton (1997) offer succinct summaries of the empirical findings to date. They maintain that the explanatory power of many theoretical models is rather limited and that further search for additional deterministic factors is desirable.
Reduced-Form Models
The development of reduced-form models began relatively recently in the 1990s. Some key researchers who have contributed to the development of such models include Lando (1994 Lando ( , 1998 Galil et al. (2014) . The underlying assumption of reduced-form models is rather different from that of structural models, in that the former treat default as an exogenously determined random shock, and as such, firm-specific factors or indeed any variables that could affect firm performance contain no information on the firm's default probability. Despite the development of reduced-form models, many researchers prefer to use structural models because they perceive the lack of an economic rationale for reduced-form models as a major obstacle to applying such models and explaining their results.
Structural Models
Structural models are based on the option pricing model originally developed by Black and Scholes (1973) and Merton (1974) . Unlike reduced-form models, structural models provide an intuitive framework for the deterministic relationship between credit risk factors and CDS spreads. Recent studies based on structural ~ 12 ~ models, including Longstaff, Mithal and Neis (2005), Blanco, Brennan and Marsh (2005) and Tang and Yan (2006) . These researches demonstrate that credit spreads have a negative relationship with interest rates and that while they vary with economic conditions, firm characteristics have significant explanatory power for credit spreads. Aunon-Nerin, Cossin, Hricko, and Huang (2002) study CDS determinants by examining both macroeconomic and firm-specific variables such as asset volatility, stock price, leverage, rating, and market capitalization, and they conclude that these variables explain up to 82% of CDS pricing. Equivalently, Abid and Naifar (2006) examine the explanatory power of a structural model by estimating variables such as ratings, CDS contract maturity, stock volatility, risk-free interest rates and the slopes of yield curves and report that these variables can help to explain more than 60% of CDS pricing. Other contributions to the study of CDS determinants using the structure model framework include: Acharya and Pedersen (2005), Tang and Yan (2007) , and Chen, Lesmond, and Wei (2007) . Specifically, Collin-Dufresne et al. (2001) investigate the determinants of CDS spread changes by using monthly US industrial bond data and find explanatory power for both firm leverage and implied volatility. Although with limited statistical evidence (25% explanatory power of observed credit spread changes), their paper highlights the elusive nature of some of the more fundamental problems in the search for factors that help to explain credit spreads.
The Hypotheses
Our study of CDS spread determinants is also based on the structural model approach, as we analyze both firm-specific and macroeconomic factors. To facilitate our investigations, we develop four testable hypotheses. Hypothesis One (H1) entails the testing of firm-specific factors in the CDS determination. Previous studies such as Ericsson et al. (2009) and Galil et al. (2014) include one firm performance related variable -leverage, in their work, our paper extends the investigation by introducing three firm performance variables. This approach adds further vigorousness to the CDS research, and it forms a major contribution of this paper to the understanding of CDS determinants. Hypothesis Two (H2) follows closely the spirit of those work such as Tang and Yan (2006); Duffie, Saita and Wang (2007); and Baum and Wan (2010) , in which the influence of macroeconomic conditions is maintained and tested. Hypothesis Three (H3) shares the consideration of Stulz (2010) and Chiaramonte and Casu (2013) , by speculating an impact of financial crisis on the CDS markets. Similar to Doshi et al. (2014) , Hypothesis Four (H4) assesses whether regional factor plays a role in CDS determination. The four hypotheses are summarized as follows:
H1: Microeconomic factors such as firm performance contain information about CDS and ∆CDS.
H2:
Macroeconomic conditions, as captured by GDP, stock market returns and the interest rate, have explanatory power for CDS and ∆CDS.
H3:
The global financial crisis of 2007Q3-2009Q2 affected CDS and ∆CDS.
H4:
A geographic effect plays a role in the determination of CDS and ∆CDS.
Methodology and Data

Method
As our dataset contains both cross-sectional and time-series dimensions, an unbalanced panel data estimation approach is adopted. Fixed effects with White Cross-Section Robust Standard Errors 2 that
Variables
In contrast to Collin-Dufresne et al. (2001) and Galil et al. (2014) , who investigate only CDS spread changes, in the eight equations that we test in this paper, we use two dependent variables, namely, CDS spread levels and changes, and 17 explanatory variables (level and change): three firm performance measures (ROA, ROE, and Tobin's Q); two economic indicators (GDP growth and GDP volatility); two stock market indicators (stock market returns and volatility); one interest rate (the 5-year swap rate); a financial crisis dummy; and an AR(1) error term. In this paper, all changes in explanatory variables are measured by using the formula ΔX i = X t -X t-1 .
CDS Spreads
In this paper, we use "CDS" and "∆CDS" (
) to represent CDS spread levels and CDS spread changes, respectively, which are the two independent variables in our regressions.
Firm Performance
As a major extension to Ericsson et al. (2009) and Galil et al. (2014) , 6 three firm performance ratios are used in our study. The first ratio is return on assets (ROA), which is calculated by dividing a firm's net income (NI) by its total assets (TA). 7 ROA measures firm profitability. As profitability increases, the probability of default decreases, and CDS declines. Alternatively, firm performance can be measured by 3 A key assumption of the least squares regression is that no omitted variables are correlated with the explanatory variables; otherwise, the estimates would be biased. The advantage of using fixed effects is that by assuming a constant i α , where , thus rendering the least squares method possible. In this setup, the slope coefficient β is the same for all i cross-sectional entities; however, the intercept terms i α vary across i but are constant over time. As we incorporate firm-specific effects on the CDS spread relationship, a model allowing for a different intercept for each individual reference entity would be the preferred estimation technique. Furthermore, our sample includes CDS spreads and firm-specific accounting data; hence, they would unlikely satisfy the standard assumption for estimating random effects on a random sample. 4 We also estimate regressions on our two models without the AR(1) error structure and find that estimation results do not differ substantially. The results are available upon request. 5 If transaction costs (inventory costs, order handling costs, and search costs) can be assumed to be constant across markets, differences should not exist between our aggregate-level and market-level regression results. 6 Only firm leverage is included in their regressions.
~ 14 ~ return on equity (ROE), which is equal to net income divided by total equity (TE). 8 As ROE represents the return to shareholders on their equity, a higher ratio indicates a lower likelihood of default and therefore a lower CDS. Another commonly used indicator of firm performance is Tobin's Q (TBQ), which is defined as the ratio of the market value of the firm to the replacement cost of its assets. 9 When Tobin's Q is greater than one, the current value of a firm's assets is higher than the replacement cost, i.e., the firm is performing well, and the probability of default and CDS decline. The same logic can be applied to relationship between CDS spread changes and changes in these firm performance indicators. For example, when ΔROA is positive, the firm is performing well, and ΔCDS will be negative; hence, we continue to expect a negative relationship. Since the calculations of the three firm performance ratios share data such as net income, total income and total equity, a high degree of correlation may exist among them. Table 1 reports the correlations among these ratios, and the correlations between ROA and ROE range from 55% to 81%. To avoid potential multicollinearity problems, we estimate the three firm performance indicators separately in Model 1 and Model 2. , where MVE is the market value of equity and DEBT represents the firm's book value of debts (liabilities). MVE is the product of the bank's closing share price at the end of the financial year and the number of common stock shares outstanding, DEBT is the book value of the bank's short-term debt plus the book value of the bank's long-term debt and TA is the book value of the total assets of the bank. As stated above, all of these required inputs are readily obtainable from the bank's basic financial and accounting information. (2005), and Baum and Wan (2010). We expect a negative relationship between GDP growth and CDS spreads because when the economy is growing, business confidence increases, firm profitability rises, and hence CDS spreads decrease. By contrast, we expect the opposite relationship for GDP volatility, i.e., when fluctuations increase, economic uncertainty rises, the probability of firm default increases, and hence changes in CDS spreads increase. (2007) and Arnold and Vrugt (2008) show that stock market returns and volatility are important indicators of changes in the business climate. According to the contingent-claims framework, the features of a CDS resemble those of a short put option. As volatility increases option values, the link between CDS spreads and volatility becomes apparent. A positive stock return signifies a healthy business climate, and default risk is hence lower, or the probability of recovery is higher. By contrast, a more volatile stock market increases the likelihood of firm default. Overall, we believe that the functioning and movements of the stock market are important factors that we want to test in the CDS relationship. Unlike Collin-Dufresne et al. (2001) and Galil et al. (2014) , who use a stock market volatility index, we calculate stock market returns (SRTN) 13 by using the stock index closing price (P) of the relevant country, and analogous to the GDP volatility computation, the stock market volatility (SVOL) calculation relies on the estimation of a GARCH (1,1) model. We expect that as stock market returns increase, economic confidence rises, and CDS decreases. Hence, a negative relationship should exist between stock market volatility and CDS. Moreover, we expect a positive relationship between CDS spreads and stock market volatility because when the business climate becomes more unstable, stock market volatility increases and CDS increases accordingly. As for the changes in the economic environment, we expect the same relationship for ΔCDS: when the change in economic volatility is positive, i.e., stability decreases, ΔCDS increases.
The findings of Collin-Dufresne et al. (2001), Acharya and Johnson
Many previous studies include risk-free interest rates in their analyses. For instance, both Longstaff and Schwartz (1995) and Blanco et al. (2005) show that the risk-free rate contains information about CDS spreads. To study its effects, we use the 5-year swap rate (SWP) 14 as a proxy for the risk-free interest rate, which determines the risk-adjusted drift of firm value. Therefore, an increase in the risk-free rate would tend to decrease risk-adjusted default probabilities and hence CDS spreads. We thus expect a negative relationship between the risk-free rate and CDS spreads. A positive change, i.e., rise, in the risk-free rate signals a decline in default probability, and hence, CDS spreads will fall. However, for a negative change, i.e., fall, in the risk-free rate, a negative ∆CDS follows, and vice versa; therefore, a negative relationship between the risk-free rate and ∆CDS is expected. 10 Our approach differs from that of Collin-Dufresne et al. (2001) in this respect, as they use only stock market (S&P 500) returns as a proxy for overall economic conditions.
. 12 A GARCH (1, 1) model specifies that the conditional variance is a function of an intercept, a shock from the prior period and the variance from the last period. A similar approach employing a conditional volatility measure with more detailed descriptions can be found in Li (2007). 
Crisis
The impact of the global financial crisis that began in 2007 has become an important consideration in recent research on the determinants of CDS spreads (see, e.g., Chiaramonte & Casu, 2013; Kress, 2011; Stulz, 2010; and Dickinson, 2008) . To capture the potential effects of this global financial crisis on our hypothesized CDS spread relationships, the dummy variable Crisis is included in our estimations. This dummy variable is constructed by assigning "1" to the period from 2007Q3 through 2009Q2 and "0" for the rest of the sample. Many studies 15 on the crisis effect divide their full sample into pre-crisis and postcrisis periods and examine the differences between them. Owing to the relatively limited size of our sample, we believe that directly containing a crisis variable in our regression equations would be the preferred approach to minimize the small sample bias problem. For the purposes of our hypothesis testing, a positive relationship is expected between the crisis variable and our CDS and ∆CDS dependent variables. Table 2 displays the expected signs of the explanatory variables discussed above. 
Models
Generally, the four hypotheses underlying our study can be represented by the following equation: 
Data
All the data for our estimations are collected from Bloomberg, and calculations are performed wherever necessary to compute the required variables. Although daily CDS and stock market index prices are available, our samples are constrained by the availability of GDP and firm-level balance sheet and income statement data, which are listed only annually (South Korea); semiannually (Hong Kong and France); and quarterly (Germany). In the first three cases, following Collin-Dufresne et al. Notes: Associated t-ratios in parentheses. Significant statistics are in bold. ***, ** and * denote statistically significant levels of 1%, 5% and 10% respectively. Intercept estimates are not shown. Table 3 presents the estimation results from the 4-Market aggregated sample. The results from both Models 1 and 2 statistically demonstrate that both TBQ and ΔTBQ have explanatory power for CDS and ΔCDS, respectively, with the expected signs. Moreover, in all six equations, the highly statistically significant coefficients for STRN and ΔSTRN signify that both CDS and ΔCDS decline when stock market returns increase and when positive changes in stock market returns occur. Our results are in agreement with Galil et al. (2014) , who report a negative and significant relationship. As explained above, we are not surprised by the existence of these negative slope coefficients, as they indicate that CDS spread levels and changes decrease whenever business performance or the macroeconomic environment improves. Further explanatory variables that produce consistently significant estimation results are SWP and ΔSWP. Again, we obtain the expected signs. The negative coefficients for these variables suggest that a rise in the ~ 20 ~ interest rate leads to a decrease in CDS spread levels and changes, clearly supporting our theoretical understanding of their relationship.
Empirical Results
4-Market
Furthermore, the magnitude and negative sign of all six variables mentioned above demonstrate that the economic significance of the firm performance measures (TBQ and ΔTBQ) is rather strong: the factor loading on these two variables is three times larger than the factor loading on the risk-free interest rate (SWP and ΔSWP) and over 80 times larger than the factor loading on the business climate indicators (STRN and ΔSTRN) . It is also very interesting that all of the above variables are market value indicators rather than book value indicators, implying that risk managers and policy makers should pay more attention to market data in forecasting the default risk of the reference entities. The following differences in results between Models 1 and 2 are notable: 1) ROA contains information on CDS in the expected manner; 2) the recent global financial crisis of 2007-2009 had marginal effects on CDS; and 3) adjustments in CDS in response to the explanatory variables are rather slow; hence, significant AR(1) coefficients persist in Model 1. Table 4 presents the results for KOR. The results of both models show that SWP (ΔSWP), YGRT (ΔYGRT) and YVOL (ΔYVOL) contain information on CDS (ΔCDS). Moreover, ΔSRTN and ΔSVOL are found to affect ΔCDS, whereas ROA is found to possess explanatory power for CDS. All statistically significant coefficients take the expected signs in both the CDS and the ΔCDS spread specifications. Listed in Table  5 , the estimation results for HKG rather differ from those for KOR. Specifically, the reported results show that TBQ (ΔTBQ), SRTN (ΔSRTN), SVOL (ΔSVOL), and SWP (ΔSWP) are important determinants of CDS (ΔCDS). Again, we obtain the expected signs for all the statistically significant coefficients, and ROA continues to be the variable with explanatory power for CDS. Notes: Associated t-ratios in parentheses. Significant statistics are in bold. ***, ** and * denote statistically significant levels of 1%, 5% and 10% respectively. Intercept estimates are not shown. Table 6 presents the results for FRA. As shown, ROA (ΔROA), TBQ (ΔTBQ), YGRT (ΔYGRT), SRTN (ΔSRTN), and SWP (ΔSWP) have significant relationships with CDS (ΔCDS). Moreover, ΔROE contains information on ΔCDS. While we obtain the expected signs for the significant coefficients except for YVOL, this is the first time where we find explanatory power for all firm performance indicators within the same model-Model 2. The empirical results for GER are provided in Table 7 . Only TBQ (ΔTBQ), SRTN (ΔSRTN) and SWP (ΔSWP) exhibit strong deterministic relationships with CDS (ΔCDS). Again, all of the statistically significant estimated coefficients take the expected signs. Notes: Associated t-ratios in parentheses. Significant statistics are in bold. ***, ** and * denote statistically significant levels of 1%, 5% and 10% respectively. Intercept estimates are not shown.
KOR and HKG
FRA and GER
~ 23 ~ Notes: Associated t-ratios in parentheses. Significant statistics are in bold. ***, ** and * denote statistically significant levels of 1%, 5% and 10% respectively. Intercept estimates are not shown.
Hypothesis Testing Synopsis
Synthesizing our overall results, we gather the following statement regarding our four hypotheses:
(i) TBQ (ΔTBQ) has a significantly negative impact on CDS (ΔCDS) in all samples except for Korea, whereas ROA plays a significantly negative role in explaining CDS mainly in the full sample and in some individual subsamples. This result lends general support to H1.
~ 24 ~
(ii) SRTN (ΔSRTN) and SWP (ΔSWP) have a significantly negative impact on CDS (ΔCDS) in all samples except for Korea, whereas YGDP (ΔYGDP) is significant with the expected sign only for Korea and France. Thus, H2 cannot be rejected. Moreover, followed by SWP (ΔSWP) and STRN (ΔSTRN) in most cases, TBQ (ΔTBQ) has the greatest magnitude in terms of economic significance and a negative sign, which reemphasizes the importance of the market value indicators in developing risk management strategy.
(iii) A significantly positive relationship is observed between Crisis and CDS mainly in the full sample, which suggests that H3 is weakly supported.
(iv) YVOL (ΔYVOL), and in particular SVOL (ΔSVOL) are found to have a significant positive impact on CDS (ΔCDS) only in Asian economies, implying that the two Asian markets are more sensitive to market volatility. In other words, market players might have more confidence in the two European economies, which marginally supports H4.
6. Robustness
Firm Performance Dummy
To account for all of the firm performance information embedded in ROA, ROE, and TBQ and to enhance the robustness of our analysis, we construct a performance dummy (PDMY). This dummy variable is created by assigning the value "1" whenever either of the two accounting ratios has a change that is greater than zero, and "0" otherwise. In addition to making use of all three performance ratios, this performance dummy offers with us the opportunity to resolve the occasions in which one of the ratios is either not changing or even changing in the opposite direction of the other two ratios. Such a situation is likely to occur when variables measured in both book and market values are used. 16 Equations (3a) and (3b) below present the structure of the hypothesized relationship. The estimation results of Equations (3a) and (3b) are presented in Table 8 . Generally, we can see that the results share a similar pattern with the prior results. However, one difference emerges. In the HKG, FRA and GER markets, the prior results indicate that some firm performance indicators are statistically significant variables in explaining both CDS and ∆CDS; however, these factors no longer possess explanatory power when they are instead captured by PDMY and ∆PDMY. Nevertheless, given the consistently significant appearance of the stock market and interest rate variables, overall, the results support the claim that our regression results are robust to the use of alternative explanatory variables-in the case of performance indicators-and the results from the FRA market further support our contention. Overall, we find that in many cases, the differences in the strength of our estimations used to explain CDS spread levels and changes are small and that the coefficients take the expected signs.
~ 25 ~ 
Analyses of the Goodness-of-Fit and Redundant Fixed-Effects Test Statistics Figure 2. Goodness-of-Fit analysis
To gauge the goodness-of-fit of our regressions, we also performed an analysis of the adjusted R
2
. Figure  2 displays values of the adjusted R 2 associated with all of the regressions that we have estimated. From the top half of the figure for models with CDS as the dependent variable, we observe that GER has the lowest goodness-of-fit results, while FRA yields the highest goodness-of-fit values. Moreover, all four performance measures produce comparable adjusted R 2 values within an approximately 10% range. The bottom half of the figure for models with ΔCDS as the dependent variable shows that GER again has the lowest adjusted R 2 and that KOR yields the best goodness-of-fit results. Indeed, the goodness-of-fit difference between these four performance measures and the five market categories has widened substantially to approximately 37%. 17 In other words, our results suggest that reference entities with lower credit ratings such as those in KOR and HKG exhibit greater explanatory power than those in other markets. Although this observation diverges from the results of Avramov, Jostova and Philipov (2007) and Ericsson et al. (2009) , it is in line with those of Huang and Huang (2003) and Galil et al. (2014) . As shown in Figure 2 , regressions employing CDS spread levels as the dependent variable (Model 1) produce a set of relatively high adjusted R 2 values that range from 0.681 to 0.798, whereas those using CDS spread changes as the dependent variable (Model 2) generate relatively lower adjusted R 2 values that range from 0.056 to 0.428. 18 However, according to the redundant fixed-effects test F-statistics, 19 although Model 2 17 See, for example, ∆ROE, which has the largest difference (0.428 -0.056) = 0.372. 18 As further support for our claim, the models estimated by Galil et al. (2014) and Ericsson et al. (2009) using US CDS data yield only an explanatory power of 16.23% and 23%, respectively. 19 The summary of redundant fixed effects test F-statistics is available upon request. generates lower adjusted R 2 values, it seems to produce less biased results than Model 1. Therefore, to ensure the robustness of our results, we maintain that a model with a reasonably good adjusted R 2 value and relatively smaller F-statistics would be preferred and considered more reliable to derive our conclusion. Accordingly, estimation results using ∆CDS as the dependent variable together with changes in certain explanatory variables appears to yield findings that fulfill these criteria.
Conclusions
This paper attempts to study the determinants of CDS spread levels and changes by using a panel dataset covering 112 reference entities from four markets over the period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] . Employing a structural model, we establish eight equations incorporating variables that could affect the default risk of a reference entity and hence CDS spreads. Our empirical results suggest that both firm performance and macroeconomic conditions possess significant explanatory power for CDS spreads; however, market value indicators (i.e., Tobin's Q, stock market returns and the interest rate) appear to be much more important than book value indicators (i.e., ROA, ROE, and GDP growth rate) in determining CDS spread levels and changes. Followed by the interest rate and stock market returns, Tobin's Q demonstrates the strongest economic significance among the market value indicators. Therefore, both H1 and H2 cannot be rejected. H3 also cannot be rejected because the global financial crisis of 2007 significantly affect global CDS markets as a whole, but it generally did not affect the individual markets under study. The results also show that only the Asian CDS markets in the sample are sensitive to both GDP and stock market volatility, whereas the two European markets are free from such an impact. This finding lends clear support to H4, which argues for the existence of geographic effects.
On the basis of our empirical results, we can assert that any government policy that could help provide a stable stock market and generate economic growth would facilitate the functioning of CDS markets and thus enhance the use of CDSs as a risk management tool for the investment community. In particular, both risk managers and financial regulators are encouraged to devote greater attention to the market value indicators of firm performance and macroeconomic conditions. Considerable weight should be given to Tobin's Q, the risk-free interest rate and stock market returns in risk pricing. For actors dealing with CDSs in Asian markets, economic and stock market volatility should also be covered closely. Notwithstanding, while some fundamental determinants of CDSs remain elusive, further research on this subject by extending the number of markets and embracing some market-specific geopolitical variables that help produce a more precise picture of the effect of market factors on CDS pricing across countries would certainly be beneficial. This paper contributes to the research of CDS determinants in two ways. Firstly we highlight the importance of market/geographic effect, and secondly, to our best knowledge, we are the first to test for the explanatory power of our three firm performance -market and book value indicators in the formation and movements of CDS spreads.
